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TRACES OF INTERTWINERS FOR QUANTUM AFFINE ALGEBRAS AND
DIFFERENCE EQUATIONS
(AFTER ETINGOF-SCHIFFMANN-VARCHENKO)
YI SUN
Abstract. We modify and give complete proofs for the results of Etingof-Schiffmann-Varchenko in [ESV02]
on traces of intertwiners of untwisted quantum affine algebras in the opposite coproduct and the standard
grading. More precisely, we show that certain normalized generalized traces FV1,...,Vn (z1, . . . , zn;λ, ω, µ, k)
for Uq(ĝ) solve four commuting systems of q-difference equations: the Macdonald-Ruijsenaars, dual Macdonald-
Ruijsenaars, q-KZB, and dual q-KZB equations. In addition, we show a symmetry property for these renor-
malized trace functions. Our modifications are motivated by their appearance in the recent work [Sun16].
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1. Introduction
This work presents complete proofs for modifications of the results of Etingof-Schiffmann-Varchenko in
[ESV02] on traces of intertwiners of untwisted quantum affine algebras. In that work, certain normalized
generalized traces FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) for Uq(ĝ) were shown to solve four commuting systems of
q-difference equations: the Macdonald-Ruijsenaars, dual Macdonald-Ruijsenaars, q-KZB, and dual q-KZB
equations. In addition, these renormalized trace functions were shown to satisfy a symmetry property.
These results were generalizations to the quantum affine setting of the prior results [EV00, ES01] of Etingof-
Varchenko and Etingof-Schiffmann for finite-type quantum groups and [Eti94, ES99] of Etingof and Etingof-
Schiffmann for classical affine algebras. The q-KZB equations which appear were previously studied by
Felder-Tarasov-Varchenko in [FTV97, FTV99, FV02].
The purpose of the present work is twofold. First, we provide an exposition of the proofs omitted from
[ESV02]. Second, we modify the statements of [ESV02] to use the opposite coproduct and use the standard
grading instead of the principal grading. The second modification in particular allows trigonometric limits
of the results to be easily taken to recover the results of [EV00] for finite-type quantum groups.
These modifications were motivated by the recent work [Sun16] of the author, where a trace function for
Uq(ŝl2) was explicitly computed and related to certain theta hypergeometric integrals appearing in [FV02]
as part of Felder-Varchenko’s solutions to the q-KZB heat equation. In [Sun16], the opposite coproduct to
that of [ESV02] was considered in order to use the bosonization of [Mat94], and the standard grading was
used both to compare with the Felder-Varchenko function and to enable comparison with the trigonometric
limit. While the techniques used in this paper are similar to those sketched in [ESV02], to ensure that the
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appropriate modifications to the corresponding q-difference equations are made, the author has chosen to
write complete proofs for these modified versions.
In the remainder of this introduction, we state our results more precisely and describe the organization
of the paper. For the reader’s convenience, all notations will be redefined in later sections.
1.1. Normalized trace functions for Uq(ĝ). Throughout this introduction, we adopt the conventions
for the quantum affine algebra Uq(ĝ) from Section 2 and for dynamical notation from Section 4.1. Let
V1, . . . , Vn be finite dimensional Uq(ĝ)-representations, and let Mµ,k,a be the Verma module with highest
weight µ+ kΛ0 + aδ. By the results of [EFK98], there is a unique universal intertwiner
ΦV1,...,Vnµ,k,a (z1, . . . , zn) :Mµ,k,a →Mµ−τ1−···−τn,k−k′1−···−k′n,a⊗̂V1[z
±1
1 ]⊗̂ · · · ⊗̂Vn[z
±1
n ]⊗ V
∗
n ⊗ · · · ⊗ V
∗
1 .
In these terms, the universal trace function is defined by
ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) := Tr|Mµ,k
(
ΦV1,...,Vnµ,k (z1, . . . , zn)q
2λ+2ωd
)
.
Our main object of study will be the following normalized version of the universal trace function, where the
fusion operator J, its collapsed version Q, and the Weyl denominator δq are defined in Sections 4.3, 5.2, and
5.3. We define the normalized trace function for Uq(ĝ) by
FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) := QV ∗n ((µ, k)− h
(∗1···∗n))−1 · · ·QV ∗1 ((µ, k)− h
(∗1))−1
J1···n
V1[z
±1
1 ]⊗···⊗Vn[z
±1
n ]
(z1, . . . , zn;λ, ω)
−1ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ− ρ, k − h)δq(λ, ω).
1.2. Macdonald-Ruijsenaars and dual Macdonald-Ruijsenaars equations. Our first class of main
results concerns affine analogues of the Macdonald-Ruijsenaars and dual Macdonald-Ruijsenaars equations.
These equations state that certain infinite difference operators are diagonalized on the normalized trace
functions. Let W be an integrable lowest weight Uq(g˜)-module of non-positive integer level kW , and let
V1, . . . , Vn be finite-dimensional Uq(ĝ)-modules. Let also R denote the exchange operator defined in Section
4.4. Define the difference operator
DW (ω, k) :=
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
RWV1(1, z1; (λ, ω)− h
(2···n)) · · ·RWVn(1, zn;λ, ω)
)
q−2kaT λ,ων,kW ,
where T λ,ων,kW f(λ, ω) = f(λ− ν, ω − kW ). Define also the dual operator
D∨W (ω, k) =
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
RWV ∗n (1, zn; (µ, k)− h
(∗1···∗(n−1))) · · ·RWV ∗1 (1, z1;µ, k)
)
q−2ωaT µ,kν,kW ,
where T µ,kν,kW f(µ, k) = f(µ − ν, k − kW ). The Macdonald-Ruijsenaars and dual Macdonald-Ruijsenaars
equations state that DW and D
∨
W are diagonalized on the normalized trace functions.
Theorem 6.1 (Macdonald-Ruijsenaars equation). For any integrable lowest weight representation W of
non-positive integer level η, we have
DW (ω, k)F
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = χW (q
−2µ−2kd)FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k),
where χW is the character of W .
Theorem 7.1 (dual Macdonald-Ruijsenaars equation). For any integrable lowest weight representation W
of non-positive integer level kW , we have
D∨W (ω, k)F
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = χW (q
−2λ−2ωd)FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k),
where χW is the character of W .
Define the function F
V ∗n ,...,V
∗
1
⋆ to be the result of interchanging Vi and V
∗
n+1−i in the definition of F
V1,...,Vn .
We may also deduce from Theorems 6.1 and 7.1 the following symmetry relation.
Theorem 8.1 (Macdonald symmetry identity). The functions FV1,...,Vn and F
V ∗n ,...,V
∗
1
⋆ satisfy the symmetry
relation
FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = F
V ∗n ,...,V
∗
1
⋆ (zn, . . . , z1;µ, k, λ, ω).
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1.3. q-KZB and dual q-KZB equations. Our second class of main results concerns affine analogues of
the q-KZ equations known as the q-KZB equations introduced by Felder in [Fel95] and studied by Felder-
Tarasov-Varchenko in [FTV97, FTV99]. These equations state that shifts in the spectral parameters by the
modular parameters are implemented by certain difference operators in (λ, ω) and (µ, k). More precisely,
the q-KZB operators and dual q-KZB operators are defined by
Kj(z1, . . . , zn;λ, ω, k) := RVj+1Vj (zj+1, q
2kzj ; (λ, ω)− h
((j+2)···n))−1 · · ·RVnVj (zn, q
2kzj ;λ, ω)
−1Γj
RVjV1(zj , z1; (λ, ω)− h
(2···(j−1)) − h((j+1)···n)) · · ·RVjVj−1(zj , zj−1; (λ, ω)− h
((j+1)···n))
Dj(µ) := q
−2µ+
∑
i x
2
i
∗j q
Ω∗j,∗(j−1) · · · qΩ∗j∗1 ,
where Γjf(λ, ω) = f
(
(λ, ω) + h(j)
)
and
K∨j (z1, . . . , zn;µ, k, ω) := RV ∗j−1,V ∗j (zj−1, q
2ωzj ; (µ, k)− h
(∗1···∗(j−2)))−1 · · ·RV ∗1 ,V ∗j (z1, q
2ωzj;µ, k)
−1Γ∗j
RV ∗
j
V ∗n
(zj , zn; (µ, k)− h
(∗1···∗(j−1)) − h(∗(j+1)···∗(n−1))) · · ·RV ∗
j
V ∗
j+1
(zj , zj+1; (µ, k)− h
(∗1···∗(j−1)))
D∨j (λ) := q
−2λ+
∑
i
x2i
j q
Ωj,j+1 · · · qΩj,n ,
where Γ∗jf(µ, k) = f
(
(µ, k) + h(∗j)
)
. We recall here that R is the exchange operator defined in Section 4.4.
Note that Kj(z1, . . . , zn;λ, ω, k) and K
∨
j (z1, . . . , zn;µ, k, ω) are difference operators in (λ, ω) and (µ, k)
whose coefficients are linear operators on V and V ∗ and that Dj(µ) and D
∨
j (λ) are linear operators on V
∗
and V . The q-KZB and dual q-KZB equations relate the actions of Kj and Dj and K
∨
j and D
∨
j on the
normalized trace functions.
Theorem 9.1 (q-KZB equation). For j = 1, . . . , n, we have
FV1,...,Vn(z1, . . . , q
2kzj, . . . , zn;λ, ω, µ, k)
=
(
Kj(z1, . . . , zn;λ, ω, k)⊗Dj(µ)
)
FV1,...,Vn(z1, . . . , zj , . . . , zn;λ, ω, µ, k).
Theorem 9.2 (dual q-KZB equation). For j = 1, . . . , n, we have
FV1,...,Vn(z1, . . . , q
2ωzj , . . . , zn;λ, ω, µ, k)
=
(
D∨j (λ) ⊗K
∨
j (z1, . . . , zn;µ, k, ω)
)
FV1,...,Vn(z1, . . . , zj , . . . , zn;λ, ω, µ, k).
1.4. Organization of the paper. The remainder of the paper is organized as follows. In Section 2, we fix
our conventions for the quantum affine algebra Uq(g˜) and its universal R-matrix. In Section 3, we define and
characterize intertwiners for Uq(g˜). In Section 4, we define fusion and exchange operators in the quantum
affine setting and relate their universal versions to their evaluations in representations. In Section 5, we
define the normalized trace function. In Section 6, we prove the Macdonald-Ruijsenaars equations (Theorem
6.1) by computing difference operators originating as the radial part of certain central elements for Uq(ĝ).
In Section 7, we prove the dual Macdonald-Ruijsenaars equations (Theorem 7.1) by computing an Uq(ĝ)-
intertwiner in two different ways. In Section 8, we use these two equations to prove a symmetry identity
(Theorem 8.1) for renormalized trace functions. In Section 9, we prove the dual q-KZB equation (Theorem
9.2) and use the symmetry identity to deduce the q-KZB equation (Theorem 9.1).
1.5. Acknowledgments. The author thanks P. Etingof for suggesting the writing of this paper and for
many helpful discussions. Y. S. was partially supported by a NSF Graduate Research Fellowship (NSF
Grant #1122374) and a Junior Fellow award from the Simons Foundation.
2. Quantum affine algebras and R-matrices
In this section we fix our conventions on the quantum affine algebra Uq(ĝ) and its central extension Uq(g˜).
We recall also Drinfeld’s construction of a central element in a completion of Uq(g˜).
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2.1. Cartan subalgebras. Let g be a simple Lie algebra, ĝ its affinization, and g˜ the central extension. Let
αi, i = 1, . . . , r be the simple roots, r the rank of g, θ the highest root, ρ =
1
2
∑
α>0 α, and h
∨ = 1 + (θ, ρ)
the dual Coxeter number. Let A = (aij)
r
i,j=0 be the extended Cartan matrix of ĝ and di relatively prime
positive integers so that (diaij) is symmetric. Let the Cartan and dual Cartan algebras be
h˜ = h⊕ Cc⊕ Cd and h˜∗ = h∗ ⊕ CΛ0 ⊕ Cδ,
with Λ0 = c
∗ and δ = d∗. Take α0 := δ − θ ∈ h˜. The algebra g˜ admits a non-degenerate invariant form
(−,−) whose restriction to h˜ has non-trivial values given by
(d, d) = 0 (c, d) = 1 (αi, αi) = 2 for i > 0
and agrees with the standard non-degenerate form on h. Fix an orthonormal basis {xi} of h under (, ).
Define ρ˜ := ρ+ h∨Λ0.
2.2. Quantum affine algebra. Let q be a non-zero complex number with |q| < 1. The quantum affine
algebra Uq(ĝ) is the Hopf algebra generated as an algebra by ei, fi, q
±hi for 0 ≤ i ≤ r with relations
[qhi , qhj ] = 0 qhiejq
−hj = q(hi,αj)ej q
hifjq
−hj = q−(hi,αj)fj [ei, fj] = δij
qdihi − q−dihi
q − q−1
1−aij∑
k=0
(−1)k
(
1− aij
k
)
qdi
e
1−aij−k
i eje
k
i = 0
1−aij∑
k=0
(−1)k
(
1− aij
k
)
qdi
f
1−aij−k
i fjf
k
i = 0,
where we use the notations [n] = q
n−q−n
q−q−1 , [n]! = [n] · · · [1], and
(
a
b
)
q
=
[a]q !
[b]q![a−b]q !
. The coproduct of Uq(ĝ) is
∆(ei) = ei ⊗ 1 + q
dihi ⊗ ei ∆(fi) = fi ⊗ q
−dihi + 1⊗ fi ∆(q
hi) = qhi ⊗ qhi .
The antipode of Uq(ĝ) is
S(ei) = −q
−dihiei S(fi) = −fiq
dihi S(qhi) = q−hi
and the counit is
ε(ei) = ε(fi) = 0 ε(q
h) = 1.
In what follows, we will often use the Sweedler notation
∆(x) =
∑
(x)
x(1) ⊗ x(2).
When the context is clear, we will omit the summation sign, writing ∆(x) = x(1)⊗x(2) to denote an implicit
summation over the pure tensor summands of the coproduct.
Remark. This coproduct is the opposite of the one in [FR92, ESV02] but agrees with those in the bosoniza-
tions of [KQS93, Kon94, Mat94]. Our motivation for using it is to produce results compatible with the
results of [Sun16], which uses the bosonization and coproduct of [Mat94].
Let the Hopf-subalgebras Uq(b̂+) and Uq(b̂−) of Uq(ĝ) be generated by {ei, q
±hi} and {fi, q
±hi}, respec-
tively. We centrally extend Uq(ĝ) to Uq(g˜) by adding a generator q
d which commutes with qhi and interacts
with ei and fi via
[qd, ei] = [q
d, fi] = 0 for i 6= 0 q
de0q
−d = qe0 q
df0q
−d = q−1f0
and on which the coproduct, antipode, and counit are
∆(qd) = qd ⊗ qd S(qd) = q−d ε(qd) = 1.
For z ∈ C×, define the automorphism Dz := Ad(z
d) ∈ Aut(Uq(ĝ)). The action of d gives a grading on Uq(g˜).
In [Dri89, Section 5],the square of the antipode is shown to act by conjugation by an explicit Cartan element.
Lemma 2.1 ([Dri89, Section 5]). For any x ∈ Uq(g˜), we have S
2(x) = q−2ρ˜xq2ρ˜.
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2.3. Universal R-matrix and Drinfeld element for Uq(g˜). Define Ω = c⊗ d+ d⊗ c+
∑
i xi ⊗ xi, and
let Ω0 = c ⊗ d + d ⊗ c and Ω1 =
∑
i xi ⊗ xi. By the general construction of [Dri89], there is a universal
R-matrix R for Uq(g˜) with
R = q−ΩR0 and R0 ∈ (1 + Uq(b̂+)>0⊗̂Uq(b̂−)<0).
It satisfies
∆21(x)R = R∆(x) for x ∈ Uq(g˜) (∆⊗ 1)R = R
13R23 (1 ⊗∆)R = R13R12.
Lemma 2.2 ([Dri89, Proposition 3.1]). The universal R-matrix satisfies:
(a) (S ⊗ 1)R = (1⊗ S−1)R = R−1;
(b) (S ⊗ S)R = R.
Remark. Note that the sign of Ω is reversed from that of [ESV02] because we use the opposite coproduct.
In [Dri89, Section 5], the Drinfeld element u in a completion of Uq(g˜) is defined by
u = m21
(
(1⊗ S)R
)
and shown to satisfy the following properties.
Lemma 2.3 ([Dri89, Section 5]). The Drinfeld element u satisfies the following:
(a) u−1 = m21
(
(1⊗ S−1)R−1
)
(b) S2(x) = uxu−1;
(c) q2ρ˜u = uq2ρ˜ and S(u)q−2ρ˜ = q−2ρ˜S(u) are central in different completions of Uq(g˜);
3. Representations and intertwiners for Uq(ĝ) and Uq(g˜)
In this section we fix conventions for Verma and evaluation modules for Uq(ĝ) and Uq(g˜) and characterize
intertwiners between them, which will be the central object of study of this paper. Throughout the paper,
we work with evaluation representations valued in the ring of Laurent polynomials or formal Laurent series.
3.1. Evaluation modules. If V is a Uq(ĝ)-module, for z 6= 0 we define the Uq(ĝ)-module V (z) to be the
vector space V with action of Uq(ĝ) given by
piV (z)(a) = piV (Dz(a)).
In type A, if V is a Uq(slr)-module treated as a Uq(ŝlr)-module via evaluation at 1, then V (z) is the evaluation
module at z.
If V is a finite-dimensional or highest weight Uq(ĝ)-module, define the Uq(g˜)-modules z
−∆V [z, z−1] and
z−∆V ((z)) so that generators of Uq(ĝ) act in the same way as on V (z) and d acts by z
∂
∂z
if V is finite-
dimensional and by z ∂
∂z
+ d if V is highest weight. Notice that both z−∆V [z, z−1] and z−∆V ((z)) are
infinite-dimensional as vector spaces over C.
3.2. Verma modules. We denote by Mµ,k the Verma module for Uq(ĝ) with highest weight µ+ kΛ0 and
by vµ,k ∈Mµ,k a canonically chosen highest weight vector. Define the restricted dual of Mµ,k by
M∨µ,k :=
⊕
τ,a
Mµ,k[τ + kΛ0 − aδ]
∗,
where the action of Uq(ĝ) is given by (u · φ)(m) := φ(S(u)m). Define the representation Mµ,k,a to coincide
with Mµ,k as a Uq(ĝ)-representation, but with Uq(g˜)-action given by letting q
d act by qa on vµ,k. If a = 0,
we write Mµ,k for Mµ,k,0. Our convention is chosen to be consistent with the following explicit computation
of the action of the Drinfeld element on Mµ,k.
Lemma 3.1 ([Dri89, Section 5]). The action of q2ρ˜u on Mµ,k is given by q
(µ+kΛ0,µ+kΛ0+2ρ˜).
For generic (µ, k), the Verma module Mµ,k,a is irreducible. On the other hand, if µρ + kΛ0 is dominant
integral, then the singular vectors in Mµ,k,a may be determined explicitly.
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Proposition 3.2. Suppose µ+ kΛ0 is dominant integral. For a reduced decomposition si1 · · · sil of w ∈ W˜ ,
define αl = αil , α
j = (sil · sij+1)(αij ), and nj = 2
(µ+kΛ0+ρ˜,α
j)
(αj ,αj) . Then the vectors
vwµ,k :=
f
ni1
i1
[ni1 ]!
· · ·
f
nil
il
[nil ]!
vµ,k
are the only singular vectors in Mµ,k,a.
Remark. We give any highest weight Uq(ĝ)-module M the structure of a Uq(g˜)-module by imposing that
qd acts by 1 on the highest weight vector. This convention differs from that of [FR92] but is consistent with
our notation for Mµ,k above.
3.3. R-matrices and intertwiners between representations. We will use the following intertwin-
ing property of the universal R-matrix on evaluation representations of Uq(g˜). Let V1, . . . , Vn be finite-
dimensional Uq(ĝ)-representations, and let W be a Uq(ĥ)-semisimple Uq(g˜)-representation. Define the tensor
products V and V̂ of evaluation representations by
V := V1[z
±1
1 ]⊗ · · · ⊗ Vn[z
±1
n ] and V̂ := V1((z1)⊗ · · · ⊗ Vn((zn)).
Lemma 3.3. The operator PVWRVW gives an intertwiner
P
V̂ W
RVW : V1[z
±1
1 ]⊗ · · · ⊗ Vn[z
±1
n ]⊗W →W ⊗ V1((z1))⊗ · · · ⊗ Vn((zn)).
Proof. Because R ∈ q−Ω
(
1+Uq(b̂+)⊗̂Uq(b̂−)
)
, RVW defines a linear map V ⊗W → V̂ ⊗W . The composed
map P
V̂ W
RVW is then an intertwiner of Uq(g˜)-representations by the property ∆
21(x)R = R∆(x) for
x ∈ Uq(g˜). 
3.4. Intertwiners of Uq(g˜)-representations. For any Uq(g˜)-module W which is Uq(ĥ)-semisimple, define
the completed tensor product by
Mµ,k,a⊗̂W := HomC(M
∨
µ,k,a,W ),
where the Uq(g˜)-action is given by (u · φ)(m) = u
(1)φ(S(u(2))m). In these terms, elements of Mµ,k,a⊗̂W are
sums
∑∞
i=0mi ⊗ wi with mi, wi homogeneous and limi→∞ deg(mi) =∞.
A key construction in this paper will be of intertwiners between a Verma module and its completed tensor
product with either a finite-dimensional or integrable module. We begin by characterizing the space of such
intertwiners when the weight is either generic or dominant integral. Denote the highest term of an intertwiner
Φ :Mµ1,k1,a1 →Mµ2,k2,a2 ⊗W by
〈Φ〉 := 〈v∗µ2,k2 ,Φvµ1,k1〉.
Proposition 3.4. Let Mλ,k,a and Mµ,k−k′,a be Verma modules and W a Uq(g˜)-representation of level k
′ on
which qhi and qd act diagonally. Suppose that either (1) (µ, k) is generic or (2) µ+ (k − k′)Λ0 is dominant
integral and W [λ− µ+ niαi + k
′Λ0] = 0 for all i > 0. We have an isomorphism
HomUq(g˜)(Mλ,k,a,Mµ,k−k′,a⊗̂W ) ≃W [λ− µ+ k
′Λ0]
given by Φ 7→ 〈Φ〉.
Proof. The space of Uq(ĝ)-intertwiners Mλ,k,a →Mµ,k−k′,a⊗̂W is given by
HomUq(ĝ)(Mλ,k,Mµ,k−k′⊗̂W ) ≃ HomUq(ĝ)(Ind
Uq(ĝ)
Uq(b̂)
Cλ,k,HomC(M
∨
µ,k−k′ ,W ))
≃ Hom
Uq(b̂)
(Cλ,k,HomC(M
∨
µ,k−k′ ,W ))
≃ Hom
Uq(b̂)
(Cλ,k ⊗k M
∨
µ,k−k′ ,W )
≃ {v ∈ W [λ− µ+ k′Λ0] | Iµ,k−k′v = 0},
where Iµ,k−k′ := {u ∈ Uq(ĝ) | u · v
∗
−µ,−k = 0} is the annihilator ideal of the lowest weight vector of M
∨
µ,k−k′ .
By Proposition 3.2, the Uq(b̂+)-submodule of M
∨
µ,k generated by v
∗
−µ,−k+k′ has relations
enii v
∗
−µ,−k+k′ = 0
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so that Iµ,k−k′ is generated by e
ni
i . The given condition ensures any element of W [λ − µ + k
′Λ0] yields a
map of Uq(ĝ)-modules in both cases (1) and (2). Computing the action of q
d on the source and target and
recalling our convention that qd acts by qa on the highest-weight vector shows that a valid v must lie in the
degree 0 part of W , completing the proof. 
Remark. In what follows, we will apply Proposition 3.4 for representations W which are either integrable
modules or tensor products of evaluation modules associated to finite-dimensional Uq(ĝ)-modules.
For a Uq(ĥ)-semisimple representation V of level k
′ which is either highest weight or finite-dimensional,
v ∈ V [τ ], and (µ, k) so that the conditions of Proposition 3.4 hold, denote by
Φvµ,k,a(z) :Mµ,k,a →Mµ−τ,k−k′,a⊗̂V [z, z
−1]
the unique corresponding Uq(g˜)-intertwiner. Each z-coefficient of Φ
v
µ,k,a(z) lies in the tensor product
Mµ−τ,k−k′,a ⊗ V without completion. Similarly, if W is a Uq(ĥ)-semisimple Uq(g˜)-representation of level
kW , and w ∈W [τ + kWΛ0], denote by
Φwµ,k,a :Mµ,k,a →Mµ−τ,k−kW ,a⊗̂W
the corresponding intertwiner given by Proposition 3.4. For notational convenience, we will sometimes
denote this by Φwµ,k,a(1) := Φ
w
µ,k,a. For i = 1, . . . , n, let Vi be a Uq(ĝ)-representation of level k
′
i which is
either finite-dimensional or a highest weight Uq(g˜)-representation. For vi ∈ Vi[τi + k
′
iΛ0], define the iterated
intertwiner
Φv1,...,vnµ,k,a (z1, . . . , zn) :Mµ,k,a →Mµ−τ1−···−τn,k−k′1−···−k′n,a⊗̂V1[z
±1
1 ]⊗̂ · · · ⊗̂Vn[z
±1
n ]
by the composition
(3.1) Φv1,...,vnµ,k,a (z1, . . . , zn) = Φ
v1
µ−τ2−···−τn,k−k′2−···−k
′
n,a
(z1) ◦ · · · ◦ Φ
vn
µ,k,a(zn),
where we adopt the convention that zi ≡ 1 and Vi[z
±1
i ] ≡ Vi if Vi is a highest weight Uq(g˜)-representation.
If all Vi are finite-dimensional, define also the universal intertwiner
(3.2) ΦV1,...,Vnµ,k,a (z1, . . . , zn) :=
∑
v1,...,vn
Φv1,...,vnµ,k,a (z1, . . . , zn)⊗ v
∗
n ⊗ · · · ⊗ v
∗
1 ,
where in the sum {vi} and {v
∗
i } range over dual bases of V1, . . . , Vn and V
∗
1 , . . . , V
∗
n . Finally, denote the
single-step intertwiner associated to v1 ⊗ · · · ⊗ vn ∈ V1[z
±1
1 ]⊗ · · · ⊗ Vn[z
±1
n ] by Proposition 3.4 by
(3.3) Φ˜v1⊗···⊗vnµ,k,a (z1, . . . , zn) :Mµ,k,a →Mµ−τ1−···−τn,k−k′1−···−k′n,a⊗̂V1[z
±1
1 ]⊗ · · · ⊗ Vn[z
±1
n ],
with the same convention that zi ≡ 1 and Vi[z
±1
i ] ≡ Vi if Vi is a highest weight Uq(g˜)-module. If all Vi are
finite-dimensional, let its universal version be
(3.4) Φ˜V1,...,Vnµ,k,a (z1, . . . , zn) :=
∑
v1,...,vn
Φ˜v1⊗···⊗vnµ,k,a (z1, . . . , zn)⊗ v
∗
n ⊗ · · · ⊗ v
∗
1 .
Notice that Φvµ,k,a(z) = Φ˜
v
µ,k,a(z) and Φ
V
µ,k,a(z) = Φ˜
V
µ,k,a(z). As maps of Uq(ĝ)-modules, these intertwin-
ers are independent of a; we denote by Φv1,...,vnµ,k (z1, . . . , zn), Φ
V1,...,Vn
µ,k (z1, . . . , zn), Φ˜
v1,...,vn
µ,k (z1, . . . , zn), and
Φ˜V1,...,Vnµ,k (z1, . . . , zn) the corresponding intertwiners with a = 0.
Remark. As defined, the composed intertwiners Φv1,...,vnµ,k,a (z1, . . . , zn) are formal series in z1, . . . , zn. It was
shown in [EFK98, FR92] that the matrix elements of these formal series converge for z1 ≫ · · · ≫ zn and
admit extension to meromorphic functions.
Remark. For finite-dimensional V1, . . . , Vn, the intertwiners Φ
v1,...,vn
µ,k (z1, . . . , zn) appeared in [EFK98, FR92]
with Weyl modules in the place of Verma modules. The two constructions coincide for generic weight.
4. Fusion and exchange operators and ABRR equation
In this section, we introduce the fusion and exchange operators as operators on representations via inter-
twiners and as universal elements via the ABRR equation. After characterizing their basic properties, we
give normalizations of the parameters for which evaluation of the universal operators in tensor products of
representations coincides with the construction via intertwining operators.
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4.1. Dynamical notation. Throughout the following sections, we will use dynamical notation to express
the action of certain operators on tensor products of Uq(ĝ)-modules. Suppose that f(µ, k) : ĥ
∗ → Uq(g˜) is
a function and V1 ⊗ · · ·Vn ⊗W
∗
1 ⊗W
∗
m a tensor product of Uq(ĝ)-representations. We denote by f((µ, k) +
ah(j) + bh(∗l)) the element of End(V1 ⊗ · · ·Vn ⊗W
∗
1 ⊗W
∗
m) acting by
f((µ, k)+ah(j)+ bh(∗l))(v1⊗· · ·⊗ vn⊗w
∗
1 ⊗· · ·⊗w
∗
m) := f((µ, k)+aµj + bνl)(v1⊗· · ·⊗ vn⊗w
∗
1 ⊗· · ·⊗w
∗
m)
for vj ∈ Vj [µj ] and w
∗
l ∈ W
∗
l [νl], where we use (µ, k) to denote the element µ + kΛ0 ∈ ĥ
∗. If µj , νl ∈ h
∗,
we will also denote this by the notation f(µ+ ah(j) + bh(∗l), k). We denote by f((µ, k) + aĥ(j)) the element
which acts by
fτ ((µ, k) + aĥ
(j))(v1 ⊗ · · · ⊗ vn ⊗ w
∗
1 ⊗ · · · ⊗ w
∗
m) := fτ ((µ, k) + aµj + aτ)(v1 ⊗ · · · ⊗ vn ⊗ w
∗
1 ⊗ · · · ⊗ w
∗
m),
where fτ is the part of f which shifts the weight in Vj by τ .
4.2. Fusion and exchange operators in representations. Let V1 and V2 be Uq(ĝ)-representations of
level k1 and k2 which are either finite-dimensional or highest weight Uq(g˜)-representations. As before, if Vi
is a highest weight Uq(g˜)-representation, let zi ≡ 1 and interpret Vi[z
±1
i ] ≡ Vi. Suppose also that at most
one of Vi is highest weight. The fusion operator JV1,V2(z1, z2;µ, k) : V1[z
±1
1 ] ⊗ V2[z
±2
2 ] → V1[z
±1
1 ] ⊗ V2[z
±1
2 ]
is defined by
JV1,V2(z1, z2;µ, k)(v1 ⊗ v2) :=
〈
Φv1,v2µ,k (z1, z2)vµ,k, v
∗
(µ,k)−wt(v2)−wt(v1)
〉
on homogeneous v1 ⊗ v2 ∈ V1 ⊗ V2, where v
∗
(µ,k)−wt(v2)−wt(v1)
is the dual vector to the highest weight vector
v(µ,k)−wt(v2)−wt(v1) forM(µ,k)−wt(v2)−wt(v1), and wt(vi) denotes the ĥ
∗-weight of vi. As defined, it is a formal
series in z1/z2, and it was shown in [EFK98] that it converges to a meromorphic function on z1 ≫ z2 if V1
and V2 are finite-dimensional.
For Uq(ĝ) representations Vi of level ki which are either finite-dimensional or highest weight with at most
one highest weight, define the iterated fusion operator by
JV1,...,Vn(z1, . . . , zn;µ, k)(v1 ⊗ · · · ⊗ vn) :=
〈
Φv1,...,vnµ,k (z1, . . . , zn)vµ,k, v
∗
(µ,k)−wt(v1)−···−wt(vn)
〉
.
Define also its multicomponent version by
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)(v1 ⊗ v2 ⊗ · · · ⊗ vn)
:=
〈
Φ˜v1⊗···⊗vi(µ,k)−wt(vi+1)−···−wt(vn)(z1, . . . , zi)Φ˜
vi+1⊗···⊗vn
µ,k (zi+1, . . . , zn)vµ,k, v
∗
(µ,k)−wt(v1)−···−wt(vn)
〉
,
where we note that J˜V1;V2(z1; z2;µ, k) = JV1,V2(z1, z2;µ, k). We may relate the two types of intertwiners via
the multicomponent fusion operator.
Lemma 4.1. For homogeneous vectors v1, . . . , vn, we have that
Φ˜
JV1,...,Vn (z1,...,zn;µ,k)(v1⊗···⊗vn)
µ,k (z1, . . . , zn) = Φ
v1,...,vn
µ,k (z1, . . . , zn).
Proof. The two intertwiners both have highest term
JV1,...,Vn(z1, . . . , zn;µ, k)(v1 ⊗ · · · ⊗ vn),
hence they coincide by Proposition 3.4. 
Lemma 4.2. The iterated fusion operator satisfies
JV1,...,Vn(z1, . . . , zn;µ, k)
= J˜V1;V2⊗···⊗Vn(z1; z2, . . . , zn;µ, k)J˜V2;V3⊗···⊗Vn(z2; z3, . . . , zn;µ, k) · · · J˜Vn−1;Vn(zn−1; zn;µ, k).
Proof. These are two different ways of expressing the highest term of the intertwiner Φv1,...,vnµ,k (z1, . . . , zn),
hence they are equal. 
Let V1, V2 be Uq(ĝ)-representations which are either finite-dimensional or highest weight Uq(g˜)-representations,
with at most one being highest weight. The exchange operator RV1V2(z1, z2;µ, k) : V1[z
±1
1 ] ⊗ V2[z
±1
2 ] →
V1((z1))⊗ V2((z
−1
2 )) is defined as
RV1V2(z1, z2;µ, k) := JV1V2(z1, z2;µ, k)
−1R21V1V2J
21
V1V2
(z2, z1;µ, k).
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Remark. Both the fusion and exchange operators depend only on the Uq(ĝ)-structure of the Verma module
Mµ,k,a, meaning that their definition is independent of the choice of normalization for the grading. Therefore,
their value remains the same if Mµ,k, Φ
v1,...,vn
µ,k (z1, . . . , zn), and Φ˜
v1,...,vn
µ,k (z1, . . . , zn) are replaced by Mµ,k,a,
Φv1,...,vnµ,k,a (z1, . . . , zn), and Φ˜
v1,...,vn
µ,k,a (z1, . . . , zn) in their definitions.
4.3. Universal fusion operators. In [ES01], a universal fusion operator J (µ, k) living in a completion of
Uq(g˜)⊗̂Uq(g˜) under the principal grading is defined; when evaluated in finite dimensional representations,
J (µ, k) yields the previously defined fusion operators. We modify this definition by using the ABRR equation
for the opposite coproduct and using the standard grading instead of the principal grading. For this, we
define the coefficient ring
Aµ,k := C[[q
−2(µ,α1), . . . , q−2(µ,αr), q−2k+2(µ,θ)]]
and work formally over Aµ,k. We then have the following analogue of [ES01, Theorem 8.1].
Proposition 4.3. There exists a unique element J (µ, k) ∈ 1 + (Uq(bˆ−)<0⊗ˆUq(bˆ+)>0)
hˆ ⊗ Aµ,k satisfying
the ABRR equation
(4.1) R21q2µ+2kd1 J (µ, k) = J (µ, k)q
2µ+2kd
1 q
−Ω.
Moreover, the universal fusion operator J (µ, k) satisfies
(4.2) J 12,3(µ, k)J 12((µ, k)− h(3)/2) = J 1,23(µ, k)J 23((µ, k) + h(1)/2).
Proof. Write J (µ, k) =
∑
i,j≥0 Ji,j(µ)q
−2ki, where Ji,j(µ) consists of terms with degree −j in the first tensor
component with respect to the standard grading, and write R =
∑
l≥0Rl, where Rl consists of terms of
degree l in the first tensor factor and R0 = Rtrig. The ABRR equation (4.1) may be rewritten as∑
i,j,l
R21l q
2µ
1 Ji,j(µ)q
−2µ
1 q
Ωq−2k(i+j) =
∑
i,j
Ji,j(µ)q
−2ki.
Matching degree j coefficients of q−2k, the ABRR equation is equivalent to
Ji,j(µ) =
min{i,j}∑
a=0
R21j−aq
2µ
1 Ji−a,a(µ)q
−2µ
1 q
Ω.
For j = 0, this yields
Ji,0(µ) = R
21
trigq
2µ
1 Ji,0(µ)q
−2µ
1 q
Ω,
which is the ABRR equation for Uq(g). By the existence and uniqueness of solutions to the ABRR equation
for Uq(g) given by [ABRR98, Proposition 1], we find that J0,0(µ) = Jtrig(µ) and Ji,0(µ) = 0 for i > 0.
For j > 0, we have a recursion relation expressing Ji,j(µ) in terms of elements with smaller i or j, yielding
existence and uniqueness.
To show (4.2), define the operators
ALX = R
21R31q2µ1 Xq
−2µ
1 q
Ω12qΩ13
ARX = R
32R31q−2µ3 Xq
2µ
3 q
Ω12qΩ23 .
First, we claim that AL and AR commute. This is equivalent to the identity
R21R31q2µ+2kd1 R
32R31q−2µ−2kd3 = R
32R31q−2µ−2kd3 R
21R31q2µ+2kd1 ,
which follows from the Yang-Baxter equation after canceling R31 and the factors of q2µ+2kd1 and q
−2µ−2kd
3 .
Now, we claim that both sides are solutions to ALX = X and ARX = X which agree in degree 0 terms
under the principal grading in the first and third components. Because such solutions are unique, they must
be equal. Notice first that
ALJ
1,23(µ, k)J 23((µ, k) + h(1)/2) = R23,1Ad(q2µ+2kd1 )J
1,23(µ, k)J 23((µ, k) + h(1)/2)qΩ1,23
= J 1,23(µ, k)q−Ω1,23J 23((µ, k) + h(1)/2)qΩ1,23
= J 1,23(µ, k)J 23((µ, k) + h(1)/2).
Because AL and AR commute, X = ARJ
1,23(µ, k)J 23((µ, k) + h(1)/2) satisfies ALX = X , so to check that
X = J 1,23(µ, k)J 23((µ, k) + h(1)/2), it suffices to note that the degree zero term of the first component of
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J 1,23(µ, k)J 23((µ, k) + h(1)/2) under the principal grading is J 23((µ, k) + h(1)/2), the degree zero term of
the first component of X under the principal grading is
R32q−Ω31q−2µ−2kd3 J
23((µ, k) + h(1)/2)q2µ+2kd3 q
Ω13qΩ23 = R23Ad(q−2µ−2kd−h
(1)
3 )J
23((µ, k) + h(1)/2)qΩ23
= R23Ad(q2µ+2kd+h
(1)
2 )J
23((µ, k) + h(1)/2)qΩ23 ,
and that they are equal by the ABRR equation. The computation for J 12,3(µ, k)J 12((µ, k) − h(3)/2) is
similar. 
We require also a renormalization of J (µ, k) which will have good convergence properties when evaluated
on Uq(g˜)-representations which are locally nilpotent with respect to the induced Uq(g)-action. Define the
renormalized universal fusion operator L(µ, k) ∈ 1 + (Uq(b̂−)<0⊗̂Uq(b̂+)>0)
ĥ ⊗Aµ,k by
L(µ, k) := (R21)−1J (µ, k).
This renormalized operator satisfies the following formal properties.
Proposition 4.4. The following hold for L(µ, k):
(a) the element L(µ, k) satisfies the ABRR equation
(4.3) q2µ+2kd1 R
21L(µ, k) = L(µ, k)q2µ+2kd1 q
−Ω;
(b) each coefficient of L(µ, k) as a power series in q−2k has finite degree in the standard grading;
(c) the element L(µ, k) satisfies the shifted 2-cocycle relation
(4.4) L21,3(µ, k)L12((µ, k)− h(3)/2) = L1,32(µ, k)L23((µ, k) + h(1)/2).
Proof. Claim (a) follows directly from the ABRR equation (4.1) for J (µ, k). For (b), let the power series
expansion of L(µ, k) be
L(µ, k) =
∑
i,j≥0
Li,j(µ)q
−2ki,
where Li,j has terms of degree −j in the first tensor factor, and write a series expansion
R =
∑
l≥0
Rl,
where Rl consists of terms of degree l in the first tensor factor and R0 = Rtrig, the universal R-matrix of
Uq(g). The (renormalized) ABRR equation (4.3) yields∑
i,j≥0
Li,j(µ)q
−2kiq−Ω =
∑
i,j,l≥0
q2µ+2kd1 R
21
l Li,j(µ)q
−2µ−2kd
1 q
−2ki
=
∑
i,j,l≥0
q2µ1 R
21
l Li,j(µ)q
−2µ
1 q
−2k(i+j+l).
This implies that the constant term L0(µ) satisfies
L0(µ)q
−Ω = q2µ1 R
21
trigL0(µ)q
−2µ
1
and is therefore equal to (R21trig)
−1Jtrig(µ), the analogous quantity for Uq(g). For the higher terms, matching
coefficients yields ∑
j≥0
Li,j(µ)q
−Ω =
∑
a+j+l=i
q2µ1 R
21
l La,j(µ)q
−2µ
1
and therefore that ∑
j≥0
Li,j(µ)q
−Ω − q2µ1 R
21
0 Li,0(µ)q
−2µ =
∑
a+j+l=i
a<i
q2µ1 R
21
l La,j(µ)q
−2µ
1 .
Induction on the power of q−2k yields (b). For (c), the 2-cocycle relation (4.2) for the fusion operator implies
that
J 12,3(µ, k)R21L12((µ, k)− h(3)/2) = J 1,23(µ, k)R32L23((µ, k) + h(1)/2).
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Noting the relations J 12,3(µ, k)R21 = R21J 21,3(µ, k) and J 1,23(µ, k)R32 = R32J 1,32(µ, k) transforms this
into
R21R3,21L21,3(µ, k)L12((µ, k)− h(3)/2) = R32,1R32J 1,32(µ, k)L23((µ, k) + h(1)/2).
The result follows from noting that R21R3,21 = R32,1R32 by the Yang-Baxter equation. 
Remark. A consequence of Proposition 4.4(b) is that L(µ, k) may be evaluated on the tensor product of
any two representations which are locally nilpotent with respect to the action of Uq(g).
Define the shifted universal fusion operators
J(µ, k) := J
(
(µ, k)− h(1)/2− h(2)/2
)
and L(µ, k) := L
(
(µ, k)− h(1)/2− h(2)/2
)
.
For finite-dimensional Uq(ĝ)-representations V1, . . . , Vn, consider the corresponding evaluation representa-
tions
V := V1[z
±1
1 ]⊗ · · · ⊗ Vn[z
±1
n ] and V̂ := V1((z1)⊗ · · · ⊗ Vn((zn)).
If W is a highest weight Uq(g˜)-representation, then evaluation of J(µ, k) gives linear maps V ⊗W → V ⊗W
andW ⊗V →W ⊗ V̂ , which we denote by JVW (z1, . . . , zn; 1;µ, k) and JWV (1; z1, . . . , zn;µ, k). Evaluation of
L(µ, k) gives linear maps V ⊗W → V ⊗W andW⊗V →W ⊗V , which we denote by LVW (z1, . . . , zn; 1;µ, k)
and LWV (1; z1, . . . , zn;µ, k).
4.4. Universal exchange operators. Define the universal exchange operator in Uq(g˜)⊗̂Uq(g˜) by
(4.5) R(µ, k) := J(µ, k)−1R21J21(µ, k)
In terms of the renormalized universal fusion operator, we have
(4.6) R(µ, k) = L(µ, k)−1RL21(µ, k).
Evaluation of R(µ, k) gives linear maps V ⊗ W → V̂ ⊗W and W ⊗ V → W ⊗ V̂ , which we denote by
RVW (z1, . . . , zn; 1;µ, k) and RWV (1; z1, . . . , zn;µ, k).
Proposition 4.5. The universal exchange operator satisfies the quantum dynamical Yang-Baxter equation
R23(µ, k)R13((µ, k)− h(2))R12(µ, k) = R12((µ, k)− h(3))R13(µ, k)R23((µ, k)− h(1)).
Proof. By Proposition 4.3, we obtain that
J13((µ, k)− h(2))−1 = J32(µ, k)−1J1,32(µ, k)−1J13,2(µ, k)
J31((µ, k)− h(2)) = J31,2(µ, k)−1J3,12(µ, k)J12(µ, k).
Substituting these relations into the definition of the universal exchange operator, we find that
R23(µ, k)R13((µ, k) − h(2))R12(µ, k)
= J23(µ, k)−1R32J32(µ, k)J13((µ, k)− h(2))−1R31J31((µ, k)− h(2))J12(µ, k)−1R21J21(µ, k)
= J23(µ, k)−1R32J1,32(µ, k)−1J13,2(µ, k)R31J31,2(µ, k)−1J3,12(µ, k)R21J21(µ, k)
= J23(µ, k)−1J1,23(µ, k)−1R32R31R21J3,21(µ, k)J21(µ, k)
= J23(µ, k)−1J1,23(µ, k)−1R21R31R32J3,21(µ, k)J21(µ, k).
On the other hand, using the relations
J12((µ, k)− h(3))−1 = J23(µ, k)−1J1,23(µ, k)−1J12,3(µ, k)
J21((µ, k)− h(3)) = J21,3(µ, k)−1J2,13(µ, k)J13(µ, k)
J23((µ, k)− h(1))−1 = J31(µ, k)−1J2,31(µ, k)−1J23,1(µ, k)
J32((µ, k)− h(1)) = J32,1(µ, k)−1J3,21(µ, k)J21(µ, k)
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from Proposition 4.3, we obtain
R12((µ, k)− h(3))R13(µ, k)R23((µ, k)− h(1))
= J12((µ, k)− h(3))−1R21J21((µ, k)− h(3))J13(µ, k)−1R31J31(µ, k)J23((µ, k)− h(1))−1R32J32((µ, k)− h(1))
= J23(µ, k)−1J1,23(µ, k)−1J12,3(µ, k)R21J21,3(µ, k)−1
J2,13(µ, k)R31J2,31(µ, k)−1J23,1(µ, k)R32J32,1(µ, k)−1J3,21(µ, k)J21(µ, k)
= J23(µ, k)−1J1,23(µ, k)−1R21R31R32J3,21(µ, k)J21(µ, k),
which yields the desired. 
4.5. Evaluation of universal fusion operators. Let V1, . . . , Vn be Uq(ĝ)-representations which are either
finite-dimensional or highest weight Uq(g˜)-representations. Let zi be a variable if Vi is finite-dimensional or 1
otherwise, and let Vi[z
±1
i ] be an evaluation representation of Uq(g˜) if Vi is finite-dimensional or Vi itself oth-
erwise. We now relate the multicomponent fusion operators J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k) to
the shifted universal fusion operator J(µ+ρ, k+h∨) evaluated in a representation. Define the representations
W1 = V1[z
±1
1 ]⊗ · · · ⊗ Vi[z
±1
i ] and W2 = Vi+1[z
±1
i+1]⊗ · · · ⊗ Vn[z
±1
n ],
and denote by JW1W2(z1, . . . , zi; zi+1, . . . , zn;µ+ ρ, k + h
∨) the evaluation of J(µ, k) on W1 ⊗W2.
Proposition 4.6. Suppose that at most one Vi is a highest weight Uq(g˜)-representation. We have that
JW1W2(z1, . . . , zi; zi+1, . . . , zn;µ+ ρ, k + h
∨) = J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k).
Proof. By Lemmas 2.3 and 3.1, the element C = e2ρ˜u is central and satisfies C|Mλ,k = q
(λ+kΛ0,λ+kΛ0+2ρ˜) · id.
Consider a series expansion
R =
∑
i
ai ⊗ bi
so that u =
∑
i S(bi)ai. Choose homogeneous vectors w1 ∈W1 and w2 ∈ W2, and define the quantity
(4.7) L =
〈
v∗(µ,k)−wt(w1)−wt(w2), Φ˜
w1
(µ,k)−wt(w1)
(z1, . . . , zi) ◦ u|M(µ,k)−wt(w2) ◦ Φ˜
w2
µ,k(zi+1, . . . , zn)vµ,k
〉
,
where wt(wi) denotes the weight of wi. We compute L in two different ways. First, computing the action of
C on Mµ,k, we find for weight vectors v ∈ V and w ∈ W that
L = q(µ+kΛ0−wt(w2),µ+kΛ0−wt(w2)+2ρ˜)〈
v∗(µ,k)−wt(w1)−wt(w2), Φ˜
w1
(µ,k)−wt(w1)
(z1, . . . , zi) ◦ q
2ρ˜|W2 ◦ Φ˜
w2
µ,k(zi+1, . . . , zn)q
−2ρ˜vµ,k
〉
= q(µ+kΛ0−wt(w2),µ+kΛ0−wt(w2)+2ρ˜)−2(µ+kΛ0,ρ˜)q2ρ˜|W2
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)(w1 ⊗ w2)
= q(µ+kΛ0−wt(w2),µ+kΛ0−wt(w2))−2(wt(w2),ρ˜)q2ρ˜|W2
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)(w1 ⊗ w2).
For the second way, we have
∆2(S2(R)) = (1⊗ S ⊗ S)∆
21
2 (R) = (1 ⊗ S ⊗ S)(R
12R13),
which implies that ∑
i
ai ⊗ S(bi)(1) ⊗ S(bi)(2) =
∑
i,j
aiaj ⊗ S(bi)⊗ S(bj).
We conclude that
L =
∑
i
〈
v∗(µ,k)−wt(w1)−wt(w2), Φ˜
w1
(µ,k)−wt(w1)
(z1, . . . , zi) ◦ S(bi)ai ◦ Φ˜
w2
µ,k(zi+1, . . . , zn)vµ,k
〉
=
∑
i,j
〈
v∗(µ,k)−wt(w1)−wt(w2), (S(bi)⊗ S(bj)⊗ 1)Φ˜
w1
(µ,k)−wt(w1)
(z1, . . . , zi) ◦ aiaj ◦ Φ˜
w2
µ,k(zi+1, . . . , zn)vµ,k
〉
.
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Recall now that R ∈ q−Ω(1 + Uq(bˆ+)>0⊗ˆUq(bˆ−)>0), meaning that all i-indexed terms aside from the ones
corresponding to q−Ω are zero in the sum. This implies that
L =
∑
j
S(bj)|W1
〈
v∗(µ,k)−wt(w1)−wt(v2),
((m31 ⊗ 1)(∆1 ⊗ S)(q
−Ω))Φ˜w1(µ,k)−wt(w2)(z1, . . . , zi)ajΦ˜
w2
µ,k(zi+1, . . . , zn)vµ,k
〉
= q(µ−wt(w1)−wt(w2))
2∑
j
(S(bj)q
µ−wt(w1)−wt(w2))|W1
〈
v∗(µ,k)−wt(w1)−wt(w2), Φ˜
w1
(µ,k)−wt(w1)
(z1, . . . , zi)ajΦ˜
w2
µ,k(zi+1, . . . , zn)vµ,k
〉
,
where we note that
(m31 ⊗ 1) ◦
(
(∆⊗ S)q−Ω
)
= q
∑
i
x2i+2cd
1 q
Ω.
Observe now that
S3(∆1(R)) = S3(R
13R23) =
∑
i,j
ai ⊗ aj ⊗ S(bj)S(bi) =
(∑
j
1⊗ aj ⊗ S(bj)
)(∑
i
ai ⊗ 1⊗ S(bi)
)
,
which we may rearrange to obtain
∑
i
ai ⊗ 1⊗ S(bi) =
(∑
j
1⊗ aj ⊗ S(bj)
)−1
S3(∆1(R))).
This implies that∑
j
(S(bj)q
µ−wt(w1)−wt(w2))|W1
〈
v∗(µ,k)−wt(w1)−wt(w2), Φ˜
w1
(µ,k)−wt(w2)
(z1, . . . , zi)ajΦ˜
w2
µ,k(zi+1, . . . , zn)vµ,k
〉
=
(∑
j
S(bj)⊗ aj
)−1∑
j
S(bj)|W1q
µ−wt(w1)−wt(w2)
W1〈
v∗(µ,k)−wt(w1)−wt(w2), Φ˜
w1
(µ,k)−wt(w2)
(z1, . . . , zi)Φ˜
w2
µ,k(zi+1, . . . , zn)ajvµ,k
〉
=
(∑
j
S(bj)⊗ aj
)−1
q
2µ−wt(w1)−wt(w2)
W1〈
v∗(µ,k)−wt(w1)−wt(w2), Φ˜
w1
(µ,k)−wt(w2)
(z1, . . . , zi)Φ˜
w2
µ,k(zi+1, . . . , zn)vµ,k
〉
=
(∑
j
S(bj)⊗ aj
)−1
q
2µ−wt(w1)−wt(w2)
W1
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)(w1 ⊗ w2),
where in the second equality we notice that all terms in the sum over j aside from those of q−Ω vanish. Now
by Lemma 2.2 we have that
S2(R) = q
−2ρ˜
2 R
−1q2ρ˜2 ,
meaning that (∑
j
S(bj)⊗ aj
)−1
= q−2ρ˜W1 R
21
W1W2
q2ρ˜W1 .
We conclude that
L = q(µ−wt(w1)−wt(w2))
2
q−2ρ˜W1 R
21
W1W2
q
2µ+2ρ˜−wt(w1)−wt(w2)
W1
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)(w1 ⊗ w2).
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Combined with our previous expression, we find that
R21W1W2q
2µ+2ρ˜−wt(w1)−wt(w2)
W1
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)(w1 ⊗ w2)
= q(µ+kΛ0−wt(w2),µ+kΛ0−wt(w2))−2(wt(w2),ρ˜)−(µ−wt(w2)−wt(w1))
2
q2ρ˜W1q
2ρ˜
W2
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)(w1 ⊗ w2)
= J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k)q
2µ+2ρ˜−wt(w1)−wt(w2)
W1
q−Ω(w1 ⊗ w2).
This coincides with the evaluation of the ABRR equation
R21W1W2q
2µ+2ρ˜−wt(w1)−wt(w2)
W1
J(µ+ ρ, k + h∨) = J(µ+ ρ, k + h∨)q
2µ+2ρ˜−wt(w1)−wt(w2)
W1
q−Ω
for J(µ+ ρ, k + h∨) in W1 ⊗W2. Since the solution of the ABRR equation in End(W1 ⊗W2) is unique, we
conclude the desired equality
J˜V1,...,Vi;Vi+1,...,Vn(z1, . . . , zi; zi+1, . . . , zn;µ, k) = JW1W2(z1, . . . , zi; zi+1, . . . , zn;µ+ ρ, k + h
∨). 
Corollary 4.7. We have that
JV1,...,Vn(z1, . . . , zn;µ, k)
= JV1[z±11 ],V2[z
±1
2 ]⊗···⊗Vn[z
±1
n ]
(z1; z2, . . . , zn;µ+ ρ, k + h
∨) · · · JVn−1[z±1n−1],Vn[z
±1
n ]
(zn−1; zn;µ+ ρ, k + h
∨).
Proof. This follows by repeatedly applying Proposition 4.6 and Lemma 4.2. 
4.6. Adjoints of fusion and exchange operators. In what follows, we will often consider adjoints of
fusion and exchange operators evaluated in representations. For vector spaces W1, . . . ,Wm and an operator
T ∈ End(W1)⊗ End(Wm)⊗ C((z2/z1, . . . , zn/zn−1)),
we denote by
T ∗Wi ∈ End(W1)⊗ · · · ⊗ End(W
∗
i )⊗ · · ·End(Wm)⊗ C((z2/z1, . . . , zn/zn−1))
T ∗Wi∗Wj ∈ End(W1)⊗ · · · ⊗ End(W
∗
i )⊗ · · · ⊗ End(W
∗
j )⊗ · · ·End(Wm)⊗ C((z1/z2, . . . , zn−1/zn))
the operators with adjoints taken in the corresponding vector spaces. We will use the notation T ∗ :=
T ∗W1···∗Wm for the case where adjoints are taken in all vector spaces. For example, the adjoint of the
iterated fusion operator is denoted by
JV1,...,Vn(z1, . . . , zn;µ, k)
∗ ∈ End(V ∗1 )⊗ · · · ⊗ End(V
∗
n )⊗ C((z1/z2, . . . , zn−1/zn))
and the adjoint in V of the universal exchange operator evaluated in W ⊗ V is denoted by
RWV (1; z1, . . . , zn;µ, k)
∗V ∈ End(W )⊗ End(V ∗)⊗ C((z1/z2, . . . , zn1/zn)).
5. Normalized trace functions
In this section, we define the trace function for Uq(ĝ) and give it a normalization under which it will
satisfy four systems of q-difference equations. We note that the parameter shifts in the normalization differ
from those of [ESV02] due to our different choice of coproduct.
5.1. Unnormalized traces. Let V1, . . . , Vn be finite dimensional Uq(ĝ)-representations. For vi ∈ Vi[τi],
define the trace function Ψv1,...,vn(z1, . . . , zn;λ, ω, µ, k) by
Ψv1,...,vn(z1, . . . , zn;λ, ω, µ, k) := Tr|Mµ,k
(
Φv1,...,vnµ,k (z1, . . . , zn)q
2λ+2ωd
)
.
Define the universal trace function ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) with values in
q2(λ,µ)Aµ,k ⊗Aλ,ω ⊗ C((z1/z2, . . . , zn−1/zn))⊗ (V1 ⊗ · · · ⊗ Vn)[0]⊗ (V
∗
n ⊗ · · · ⊗ V
∗
1 )[0]
by the expression
ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) :=
∑
vi∈Vi
Ψv1,...,vn(z1, . . . , zn;λ, ω, µ, k)⊗ (v
∗
n ⊗ · · · ⊗ v
∗
1),
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where vi and v
∗
i range over dual bases of Vi. Define also the single-step versions
Ψ˜v1⊗···⊗vn(z1, . . . , zn;λ, ω, µ, k) := Tr|Mµ,k
(
Φ˜v1⊗···⊗vnµ,k (z1, . . . , zn)q
2λ+2ωd
)
and
Ψ˜V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) := Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)q
2λ+2ωd
)
.
The two versions of the universal trace function are related by the adjoint of the iterated fusion operator.
Lemma 5.1. We have that
ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = JV1,...,Vn(z1, . . . , zn;µ, k)
∗Ψ˜V1,...,Vn(z1, . . . , zn;λ, ω, µ, k).
Proof. This is a consequence of Lemma 4.1. 
5.2. Normalization factors. To obtain interesting difference equations on traces, it will be convenient to
introduce the normalization factor
Q(µ, k) := m21
(
S2(L(µ, k))
)
.
Consider the series expansions
(5.1) R =
∑
i
ai ⊗ bi, R
−1 =
∑
i
a′i ⊗ b
′
i, J (µ, k) =
∑
i
ci ⊗ di(µ, k)
J (µ, k)−1 =
∑
i
c′i ⊗ d
′
i(µ, k), L(µ, k) =
∑
i
ei ⊗ fi(µ, k), L(µ, k)
−1 =
∑
i
e′i ⊗ f
′
i(µ, k).
Notice that
Q(µ, k) =
∑
i
S(fi(µ, k))ei and S(Q(µ, k)) =
∑
i
S(ei)S
2(fi(µ, k)).
Recall by Proposition 4.4 that L(µ, k) is a power series in q−2k whose coefficients have finite degree in
the standard grading, which implies that Q(µ, k) may be evaluated in any representation which is locally
nilpotent with respect to the action of Uq(g).
Remark. As noted in [ESV02, Remark 2], the definition of Q(µ, k) differs from that used in [EV00,
ES01] and is related to the definition of [ES01] by viewing Q(µ, k) as a renormalization of the product
S(u)−1Q[ES01](µ, k) which involves divergent sums.
5.3. Weyl denominator. Define the Weyl denominator δq(λ, ω) by
δq(λ, ω) := Tr|M−ρ˜(q
2λ+2ωd)−1.
In [ES99, Lemma 3.3], an explicit product formula is given for δq(λ, ω). In our notation, it is given by
(5.2) δq(λ, ω) = e
(ρ˜,2λ+2ωd)
∏
α>0
(1− e−(α,2λ+2ωd))−1,
where the product is over positive roots α.
5.4. Combined fusion operator. Define the combined fusion operator by
J1···n(µ, k) := J1,2···n(µ, k) · · · Jn−1,n(µ, k)
and denote its evaluation in V = V1[z
±1
1 ] ⊗ · · · ⊗ Vn[z
±1
n ] by J
1···n
V (z1, . . . , zn;µ, k). These combined fusion
operators commute with exchange operators in the following way.
Lemma 5.2. We have that
R0,1···n(µ, k)J1···n((µ, k)− h(0)) = J1···n(µ, k)R01((µ, k)− h(2···n)) · · ·R0n(µ, k).
Proof. We induct on n. The base case n = 1 is trivial. For the inductive step, consider Vn−1 ⊗ Vn as one
representation to obtain by the inductive hypothesis that
R0,1···n(µ, k)J1···n((µ, k)− h(0))
= R0,1···n(µ, k)J1,2···n((µ, k)− h(0)) · · · Jn−2,(n−1)···n((µ, k)− h(0))Jn−1,n((µ, k)− h(0))
= J1,2···n(µ, k) · · · Jn−2,(n−1)···n(µ, k)R01((µ, k)− h(2···n)) · · ·R0,n−1,n(µ, k)Jn−1,n((µ, k)− h(0)).
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Notice now that
R0,12(µ, k)J12((µ, k)− h(0)) = J0,12(µ, k)−1R12,0J12,0(µ, k)J12((µ, k)− h(0))
= J0,12(µ, k)−1R12,0J1,20(µ, k)J20(µ, k)
= J12(µ, k)J01((µ, k)− h(2))−1J01,2(µ, k)−1R10R20J1,20(µ, k)J20(µ, k)
= J12(µ, k)J01((µ, k)− h(2))−1R10J10,2(µ, k)−1J1,02(µ, k)R20J20(µ, k)
= J12(µ, k)J01((µ, k)− h(2))−1R10J10((µ, k)− h(2))J02(µ, k)−1R20J20(µ, k).
We conclude that
R0,1···n(µ, k)J1···n((µ, k)− h(0)) = J1···n(µ, k)R01((µ, k)− h(2···n)) · · ·R0,n−1((µ, k)− h(n))R0n(µ, k). 
5.5. Normalized trace function. We now put together the normalization factors to define the desired
normalized trace function as
(5.3) FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) := QV ∗n ((µ, k)− h
(∗1···∗n))−1 · · ·QV ∗1 ((µ, k)− h
(∗1))−1
J1···n
V1[z
±1
1 ]⊗···⊗Vn[z
±1
n ]
(z1, . . . , zn;λ, ω)
−1ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ− ρ, k − h)δq(λ, ω).
6. Macdonald-Ruijsenaars equations
In this section, we prove the Macdonald-Ruijsenaars equations for FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) by ex-
plicitly computing the radial part of an explicit central element in a completion of Uq(g˜). The bulk of this
section is devoted to this computation.
6.1. The statement. Let W be an integrable lowest weight Uq(g˜)-module of non-positive integer level kW ,
and let V1, . . . , Vn be finite-dimensional Uq(ĝ)-modules. Define the difference operator
DW (ω, k) :=
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
RWV1(1, z1; (λ, ω)− h
(2···n)) · · ·RWVn(1, zn;λ, ω)
)
q−2kaT λ,ων,kW ,
where T λ,ων,kW f(λ, ω) = f(λ− ν, ω − kW ). Let this operator act on functions valued in
(V1[z
±
1 ]⊗ · · · ⊗ Vn[z
±
n 1])⊗ (V
∗
n ⊗ · · · ⊗ V
∗
1 ).
The Macdonald-Ruijsenaars equations, whose proof occupies the remainder of this section, state that DW is
diagonalized on the normalized trace functions.
Theorem 6.1 (Macdonald-Ruijsenaars equation). For any integrable lowest weight representation W of
non-positive integer level η, we have
DW (ω, k)F
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = χW (q
−2µ−2kd)FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k),
where χW is the character of W .
6.2. Difference equations from radial parts of central elements. The proof of Theorem 6.1 is based
on the computation of radial parts of certain central elements of Uq(ĝ). Their existence for quantum affine
algebras was shown in [Eti95]. Let W be an integrable lowest weight Uq(g˜)-representation of non-positive
integer level kW . Consider the element
CW := (id⊗ Tr|W )(R
21R)(1 ⊗ q−2ρ˜).
It lies in a certain completion of Uq(g˜), and its properties were characterized in [Eti95].
Proposition 6.2 ([Eti95, Theorem 2]). The following is true of the elements CW :
(a) CW is central in (a completion of) Uq(g˜);
(b) CW acts by χW (q
−2µ−2kd−2ρ˜) on Mµ,k.
Remark. The action given in Proposition 6.2(b) has a change in sign in the character because our coproduct
and antipode are different from that of [Eti95].
Proposition 6.3 ([Eti95, Theorem 5]). For any W , there is a unique difference operator MW in λ so that
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
=MWTr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)q
2λ+2ωd
)
.
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Remark. The result of [Eti95, Theorem 5] does not have a spectral parameter and is stated for a single
evaluation representation, but the statement of Proposition 6.3 follows from the same argument.
Proposition 6.4. The operatorsMW satisfy:
(a) for W,W ′, we have [MW ,MW ′ ] = 0;
(b) we have
MW Ψ˜
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = χW (q
−2µ−2kd−2ρ˜)Ψ˜V1,...,Vn(z1, . . . , zn;λ, ω, µ, k).
To prove Theorem 6.1, we now identify the operatorsMW and DW via the following steps:
1. compute universal versions of the operators MW ;
2. express MW in terms of an unknown coefficient G(λ, ω) by evaluating this universal computation;
3. characterize G(λ, ω) as the solution to a coproduct identity;
4. solve the coproduct identity;
5. conclude the Macdonald-Ruijsenaars equations.
We carry out these steps in the following subsections.
6.3. Computing universal versions of the operators MW . In this subsection, we express the trace
function
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
in terms of the evaluation of a certain universal expression involving fusion matrices. Define the representa-
tions
V := V1[z
±1
1 ]⊗ · · · ⊗ Vn[z
±1
n ] and V
∗ := V ∗n ⊗ · · · ⊗ V
∗
1 .
Label tensor factors of the tensor product Mµ,k⊗V ⊗V
∗⊗Uq(g˜)⊗Uq(g˜) by 0, 1, 1∗, 2, and 3 in that order.
Lemma 6.5. The trace function is given by
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
= Tr|W ◦m23
(
S3
(
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20(R03)−1q2λ+2ωd0
))
q−2ρ˜3
)
.
Proof. By definition the trace function is given by the trace over Mµ,k ⊗W of the composition
Mµ,k ⊗W
q2λ+2ωd⊗q−2ρ˜
→ Mµ,k ⊗W
R20R02
→ Mµ,k ⊗W
Φ˜
V1,...,Vn
µ,k
(z1,...,zn)
→ Mµ,k ⊗ V (z)⊗W.
The composition above is given by
piW,3 ◦m23 ◦
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20R03q−2ρ˜3 q
2λ+2ωd
0
)
,
so we conclude that
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
= Tr|Mµ,kTr|W
(
m23 ◦
(
Φ˜V1,...,Vnµ,1 (z1, . . . , zn)R
20R03q−2ρ˜3 q
2λ+2ωd
0
))
= Tr|Mµ,kTr|W
(
m23 ◦
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20S3((R
03)−1)q−2ρ˜3 q
2λ+2ωd
0
))
= Tr|W ◦m23
(
S3
(
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20(R03)−1q2λ+2ωd0
))
q−2ρ˜3
)
. 
We will compute universal versions of the outcome of Lemma 6.5 in two steps. Define the quantities
ZV (z1, . . . , zn;λ, ω, µ, k) := Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20q2λ+2ωd0
)
XV (z1, . . . , zn;λ, ω, µ, k) := Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20(R03)−1q2λ+2ωd0
)
,
and notice that XV (z1, . . . , zn;λ, ω, µ, k) = ZV (z1, . . . , zn; (λ, ω) − h
(3)/2, µ, k) + (l.o.t.). We compute these
quantities in the following two lemmas, whose proofs are deferred to Subsection 6.8.
Lemma 6.6. We have the identity
ZV (z1, . . . , zn;λ, ω, µ, k) = J
12(λ, ω)q−kd2 Ψ˜
V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k).
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Lemma 6.7. We have the identity
XV (z1, . . . , zn;λ, ω, µ, k) = q
2λ+2ωd
3 J
3,12(λ, ω)J 12((λ, ω) + h(3)/2)q−kd2 q
kd
3
Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + h
(3)/2− h(2)/2, µ, k)J 32(λ, ω)−1q−2λ−2ωd3 .
6.4. Evaluating the universal computations. Define the quantity
G(λ, ω) := Q((λ, ω)− h(1))−1S(Q(λ, ω))q−2ρ.
The goal of this subsection is to evaluate the result of Lemma 6.5 using Lemma 6.7 to obtain the following
expression for the trace function in terms of G(λ, ω).
Proposition 6.8. We have the identity
(6.1) Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
=
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
q−2ka−2haG(λ, ω)RWV (1; z1, . . . , zn;λ, ω)
)
Ψ˜V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k).
Proof. Recall the notations of (5.1) for expansions of R, L(λ, ω), and their inverses. We rewrite Lemma 6.7
in terms of the renormalized fusion operator as
XV (z1, . . . , zn;λ, ω, µ, k) = q
2λ+2ωd
3 R
12,3L3,12(λ, ω)R21((λ, ω) + h(3)/2)q−kd2 q
kd
3
Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + h
(3)/2− h(2)/2, µ, k)L32(λ, ω)−1(R23)−1q−2λ−2ωd3 .
In coordinates, this means that
XV (z1, . . . , zn;λ, ω, µ, k)
=
∑
i,j,m,n,r,s
(
a
(1)
i f
(1)
j (λ, ω)bmen ⊗ a
(2)
i f
(2)
j (λ, ω)amfn((λ, ω) + h
(3)/2)q−kd2 ⊗ q
2λ+2ωdbiejq
kd
3
)
Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + h
(3)/2− h(2)/2, µ, k)
(
1⊗ f ′r(λ, ω)a
′
s ⊗ e
′
rb
′
sq
−2λ−2ωd
)
.
Therefore, rewriting Lemma 6.5 as
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
= Tr|W ◦m23
(
S3(XV (z1, . . . , zn;λ, ω, µ, k))q
−2ρ˜
3
)
,
we obtain by substitution and cyclic permutation of the trace that
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
=
∑
i,j,m,n,r,s
a
(1)
i f
(1)
j (λ, ω)bmenTr|W
(
a
(2)
i f
(2)
j (λ, ω)amfn((λ, ω)− h
(2)/2)
Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2), µ, k)q−kdf ′r(λ, ω)a
′
sq
2λ+2ωdS(b′s)S(e
′
r)q
−kdS(ej)S(bi)q
−2λ−2ωd−2ρ˜
)
=
∑
ν,a
∑
i,j,m,n,r,s
a
(1)
i f
(1)
j (λ, ω)bmenΨ˜
V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k)
Tr|W [ν+kWΛ0+aδ]
(
q−kdf ′r(λ, ω)a
′
sq
2λ+2ωdS(b′s)S(e
′
r)
q−kdS(ej)S(bi)q
−2λ−2ωd−2ρ˜a
(2)
i f
(2)
j (λ, ω)amfn(λ− ν/2, ω − kW /2)
)
.
We now evaluate the sum over r, s explicitly in terms of Q(λ, ω)−1.
Lemma 6.9. We have the sum∑
r,s
f ′r(λ, ω)a
′
sq
2λ+2ωdS(b′s)S(e
′
r) = Q((λ, ω)− h
(1))−1q2λ+2ωdq−
∑
i x
2
i−2cd.
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Proof. Apply m21 ◦ S1 to
L(λ, ω)−1(R21)−1q−2λ−2ωd1 = q
Ωq−2λ−2ωd1 L(λ, ω)
−1
to obtain ∑
r,s
f ′r(λ, ω)a
′
sq
2λ+2ωdS(b′s)S(e
′
r) =
∑
i
f ′i(λ, ω)S(e
′
i)q
2λ+2ωdq−
∑
i x
2
i−2cd.
Now, apply m321 ◦ S2 to
L21,3(λ, ω)L12((λ, ω)− h(3)/2)L23((λ, ω) + h(1)/2)−1 = L1,32(λ, ω).
The right hand side yields 1, while the left yields∑
i,j,l
fi(λ, ω)f
′
l ((λ, ω) + h
(1)/2)S(e′l)S(fj((λ, ω)− h
(1)/2))S(e
(1)
i )e
(2)
i ej
=
∑
l
f ′l ((λ, ω) + h
(1)/2)S(e′l)Q((λ, ω) − h
(1)/2).
We conclude that ∑
l
f ′l (λ, ω)S(e
′
l) = Q((λ, ω)− h
(1))−1,
which yields the desired upon substitution. 
From Lemma 6.9, we conclude that
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
=
∑
ν,a
∑
i,j,m,n
a
(1)
i f
(1)
j (λ, ω)bmenΨ˜
V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k)
Tr|W [ν+kWΛ0+aδ]
(
q−2kaQ(λ− ν, ω − kW )
−1q2λ+2ωdq−
∑
i
x2i−2cd
S(ej)S(bi)q
−2λ−2ωd−2ρ˜a
(2)
i f
(2)
j (λ, ω)amfn(λ− ν/2, ω − kW /2)
)
.
We now simplify the sum over i, j. Apply m32 ◦ S3 to the identity
q2λ+2ωd+2ρ˜3 R
12,3L3,12(λ, ω) = q2ρ˜3 L
3,12(λ, ω)q2λ+2ωd3 q
−Ω23−Ω13
from Proposition 4.4 to obtain∑
i,j
a
(1)
i f
(1)
j (λ, ω)⊗ S(ej)S(bi)q
−2λ−2ωd−2ρ˜a
(2)
i f
(2)
j (λ, ω)
=
∑
i
qΩ
(
f
(1)
i (λ, ω)⊗ q
∑
i
x2i+2cdq−2λ−2ωdS(ei)q
−2ρ˜f
(2)
i (λ, ω)
)
.
We may substitute this into the previous expression to obtain
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
=
∑
ν,a
∑
i,m,n
f
(1)
i (λ, ω)bmen
Ψ˜V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k)Tr|W [ν+kWΛ0+aδ]
(
q−2kaQ(λ− ν, ω − kW )
−1
S(ei)q
−2ρ˜f
(2)
i (λ, ω)amfn(λ− ν/2, ω − kW /2)
)
.
Apply P 12 ◦m12 ◦ S1 to the shifted 2-cocycle relation (4.4) rewritten in the form
q−2ρ˜2 L
1,32(λ, ω) = q−2ρ˜2 L
21,3(λ, ω)L12((λ, ω)− h(3)/2)L23((λ, ω) + h(1)/2)−1
to obtain∑
i
f
(1)
i (λ, ω)⊗ S(ei)q
−2ρ˜f
(2)
i (λ, ω) =
∑
i,j,l
fi(λ, ω)f
′
l ((λ, ω)− h
(2)/2)⊗ S(ej)S(e
(2)
i )q
−2ρ˜e
(1)
i fj((λ, ω)− h
(1)/2)e′l
=
∑
j,l
f ′l ((λ, ω) − h
(2)/2)⊗ S(ej)q
−2ρ˜fj((λ, ω)− h
(1)/2)e′l.
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Substituting this into the previous expression, we obtain
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)CW q
2λ+2ωd
)
=
∑
ν,a
∑
i,j,m,n
f ′i(λ− ν/2, ω − kW /2)bmenΨ˜
V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k)
Tr|W [ν+kWΛ0+aδ]
(
q−2kaQ(λ− ν, ω − kW )
−1S(ej)q
−2ρ˜fj(λ, ω)e
′
iamfn(λ− ν/2, ω − kW /2)
)
=
∑
ν,a
∑
i,j,m,n
f ′i(λ− ν/2, ω − kW /2)bmenTr|W [ν+kWΛ0+aδ]
(
q−2kaQ(λ− ν, ω − kW )
−1S(ej)q
−2ρ˜fj(λ, ω)
e′iamfn(λ− ν/2, ω − kW /2)
)
Ψ˜V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k)
=
∑
ν,a
∑
i,m,n
f ′i(λ− ν/2, ω − kW /2)bmenTr|W [ν+kWΛ0+aδ]
(
q−2kaQ(λ− ν, ω − kW )
−1S(Q(λ, ω))
q−2ρ˜e′iamfn(λ− ν/2, ω − kW /2)
)
Ψ˜V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k)
=
∑
ν,a
Tr|W [ν+kWΛ0+aδ]
(
q−2kaQ(λ− ν, ω − kW )
−1S(Q(λ, ω))q−2ρ˜LWV (λ− ν/2, ω − kW /2)
−1
RWV L
21
WV (λ− ν/2, ω − kW /2)
)
Ψ˜V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k)
=
∑
ν,a
q−2(k+h
∨)aTr|W [ν+kWΛ0+aδ]
(
G(λ, ω)RWV (1; z1, . . . , zn;λ, ω)
)
Ψ˜V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k). 
6.5. The coproduct identity for G(λ, ω). The goal of this subsection is to show that G(λ, ω) satisfies a
coproduct identity, meaning that it is related in a simple way to its coproduct. We first prove an analogous
result for Q(λ, ω).
Lemma 6.10. We have
∆(Q(λ, ω)) = ((S⊗S)L((λ, ω)+h(1)/2+h(2)/2)−1
(
Q((λ, ω)+h(2))⊗Q(λ, ω)
)
L21((λ, ω)+h(1)/2+h(2)/2)−1.
Proof. Apply (m42 ⊗m31) ◦ S4 ◦ S3 to the shifted 2-cocycle relation
L21,3(λ, ω)L12((λ, ω)− h(3)/2) = L1,32(λ, ω)L32((λ, ω) + h(1)/2)
from Proposition 4.4(c). From the left hand side, we obtain
(6.2)
∑
i,j
(
S(f
(2)
i (λ, ω))e
(1)
i ⊗ S(f
(1)
i (λ, ω))e
(2)
i
)(
fj((λ, ω) + h
(1)/2 + h(2)/2)⊗ ej
)
= ∆(Q(λ, ω))L21((λ, ω) + h(1)/2 + h(2)/2).
From the right hand side, we obtain∑
i,j
S(f
(2)
j ((λ, ω) + h
(2)/2))S(f
(1)(2)
i (λ, ω))f
(2)
i (λ, ω)ej ⊗ S(f
(1)
j ((λ, ω) + h
(2)/2))S(f
(1)(1)
i (λ, ω))ei
=
∑
i,j
S(f
(2)
j ((λ, ω) + h
(2)/2))S(f
(2)(1)
i (λ, ω))f
(2)(2)
i (λ, ω)ej ⊗ S(f
(1)
j ((λ, ω) + h
(2)/2))S(f
(1)
i (λ, ω))ei
=
∑
i,j
S(f
(2)
j ((λ, ω) + h
(2)/2))ej ⊗ S(f
(1)
j ((λ, ω) + h
(2)/2))S(fi(λ, ω))ei
=
∑
j
S(f
(2)
j ((λ, ω) + h
(2)/2))ej ⊗ S(f
(1)
j ((λ, ω) + h
(2)/2))Q(λ, ω),(6.3)
where the first equality follows by coassociativity and the second by the relation m12 ◦ S1 ◦∆ = η ◦ ε in a
Hopf algebra. Now, applying m21 ◦ S2 ◦ S3 to the cocycle relation, we find for the left hand side
(6.4)
∑
i,j
S(fj((λ, ω) + h
(2)/2))S(e
(1)
i )e
(2)
i ej ⊗ S(fi(λ, ω)) = Q((λ, ω) + h
(2)/2)⊗ 1
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and for the right hand side
(6.5)
∑
i,j
S(ej)S(f
(2)
i (λ, ω))ei ⊗ S(fj((λ, ω) + h
(1)/2))S(f
(1)
i (λ, ω))
= ((S ⊗ S)L((λ, ω) + h(1)/2))
∑
i
S(f
(2)
i (λ, ω))ei ⊗ S(f
(1)
i (λ, ω)).
Equating (6.4) and (6.5), we obtain
(6.6)
∑
i
S(f
(2)
i (λ, ω))ei ⊗ S(f
(1)
i (λ, ω)) = ((S ⊗ S)L((λ, ω) + h
(1)/2))−1(Q((λ, ω) + h(2)/2)⊗ 1).
Equating (6.2) and (6.3) and substituting (6.6), we conclude that
∆(Q(λ, ω)) = ((S ⊗ S)L((λ, ω) + h(1)/2 + h(2)/2)−1(
Q((λ, ω) + h(2))⊗Q(λ, ω)
)
L21((λ, ω) + h(1)/2 + h(2)/2)−1. 
We are now ready to prove the following coproduct identity for G(λ, ω).
Lemma 6.11. We have
∆(G(λ, ω)) = L21(λ, ω)
(
G(λ, ω)⊗G((λ, ω)− h(1))
)
L21(λ, ω)−1.
Proof. Recall that G(λ, ω) = Q(λ− h(1), ω)−1S(Q(λ, ω))q−2ρ, so we have that
∆(G(λ, ω)) = ∆(Q((λ, ω) − h(1))−1
(
(S ⊗ S)(∆21(Q(λ, ω))
)
(q−2ρ ⊗ q−2ρ).
By Lemma 6.10, we have that
∆(Q((λ, ω)− h(1))−1 = L21((λ, ω)− h(1)/2− h(2)/2)
(
Q((λ, ω)− h(1))−1 ⊗Q((λ, ω)− h(1) − h(2))−1
)
((S ⊗ S)L((λ, ω)− h(1)/2− h(2)/2)
= L21(λ, ω)
(
Q((λ, ω)− h(1))−1 ⊗Q((λ, ω)− h(1) − h(2))−1
)
((S ⊗ S)L(λ, ω))
and that
(S ⊗ S)(∆21(Q(λ, ω)) =
(
(S ⊗ S)L((λ, ω)− h(1)/2− h(2)/2)−1
)
(
S(Q(λ, ω))⊗ S(Q((λ, ω)− h(1)))
)
(S2 ⊗ S2)L21((λ, ω)− h(1)/2− h(2)/2)−1
=
(
(S ⊗ S)L(λ, ω)−1
)(
S(Q(λ, ω))⊗ S(Q((λ, ω)− h(1)))
)
L21(λ, ω)−1,
where we use that L21(λ, ω)−1 has weight 0. We conclude that
∆(G(λ, ω)) = L21(λ, ω)
(
G(λ, ω)⊗G((λ, ω)− h(1))
)
L21(λ, ω)−1. 
6.6. Solving the coproduct identity. The goal of this subsection is to prove Lemma 6.15 on the value
of the G(λ, ω). Recall that G(λ, ω) has weight 0 and may be evaluated on any representation which is
locally nilpotent with respect to the Uq(g)-action. In particular, letting Lµ,k denote the irreducible integrable
representation of Uq(g˜) with highest weight µ+kΛ0, we may define the function ηµ,k(λ, ω) to be the eigenvalue
of G(λ, ω) on the highest weight vector of Lµ,k. Our method proceeds by finding ηµ,k(λ, ω) and showing
that G(λ, ω) is determined by it. First, we derive a compatibility relation for ηµ,k(λ, ω).
Lemma 6.12. For dominant integral weights µ1 + k1Λ0 and µ2 + k2Λ0, the function ηµ,k(λ, ω) satisfies the
zero-curvature relation
(6.7) ηµ1,k1(λ, ω)ηµ2,k2(λ− µ1, ω − k1) = ηµ2,k2(λ, ω)ηµ1,k1(λ − µ2, ω − k2).
Proof. By [Lus10, Theorem 6.2.2], the category of integrable highest-weight representations of Uq(g˜) is
semisimple, meaning in particular that Lµ1+µ2,k1+k2 is the subrepresentation in Lµ1,k1 ⊗Lµ2,k2 and Lµ2,k2 ⊗
Lµ1,k1 generated by the highest weight vector. Therefore, by Lemma 6.11 and the fact that L
21(λ, ω) ∈
qΩ
(
1 + Uq(b̂−)>0⊗̂Uq(b̂+)>0
)
, both sides of the desired are equal to ηµ1+µ2,k1+k2(λ, ω), hence equal. 
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We now work with the formal expansion of G(λ, ω). Let q = e~ for the formal parameter ~, and work
over the ring C[[~]]. From the compatibility relation, we now constrain the formal expansion of
η˜µ,k(λ, ω) := ηµ,k
(λ
~
,
ω
~
)
∈ C[[~]].
Notice that lim~→0 η˜µ,k(λ, ω) = 1, since lim~→0G(λ, ω) = 1. The proof of [EL05, Lemma 7.56] applies
verbatim to the affine setting, hence Lemma 6.12 implies the following lemma, which allows us to constrain
the form of G(λ, ω).
Lemma 6.13. We may find some function f(λ, ω) ∈ C[[~]] so that
η˜µ,k(λ, ω) =
f(λ− ~µ, ω − ~k)
f(λ, ω)
as a formal series in ~.
Lemma 6.14. As formal series in ~, we have
G
(λ
~
,
ω
~
)
=
f
(
(λ, ω)− ~h(1)
)
f(λ, ω)
.
Proof. By Lemma 6.13, the renormalized element
G˜(λ, ω) := G
(λ
~
,
ω
~
) f(λ, ω)
f
(
(λ, ω)− ~h(1)
)
acts by 1 on the highest weight vector of any highest weight irreducible integrable representation. If G˜(λ, ω) 6=
1, let its formal expansion take the form
G˜(λ, ω) = 1 + ~ng(λ, ω) +O(~n+1)
for some non-zero g(λ, ω) ∈ U(ĝ). By Lemma 6.11, we have that
∆
(
1 + ~ng(λ, ω) +O(~n+1)
)
= L21
(λ
~
,
ω
~
)(
(1 + ~ng(λ, ω) +O(~n+1))⊗ (1 + ~ng(λ, ω) +O(~n+1))
)
L21
(λ
~
,
ω
~
)−1
,
hence canceling terms, dividing by ~n, and looking modulo ~Uq(ĝ) yields
∆0(g(λ, ω)) = g(λ, ω)⊗ 1 + 1⊗ g(λ, ω),
where ∆0 is the coproduct of U(ĝ) and both sides are considered modulo ~Uq(ĝ). Let g(λ, ω) be the class
of g(λ, ω) modulo ~Uq(ĝ); this implies that g(λ, ω) ∈ ĝ. On the other hand, g(λ, ω) has zero weight, so
g(λ, ω) ∈ ĥ, which implies that it is 0 since g(λ, ω) and hence g(λ, ω) vanishes on all highest weight vectors of
highest weight irreducible integrable representations. This is a contradiction, so G˜(λ, ω) = 1, as desired. 
We are finally ready to compute G(λ, ω) by computing the value of f(λ, ω).
Lemma 6.15. The value of G(λ, ω) is
G(λ, ω) =
δq((λ, ω) − h
(1))
δq(λ, ω)
.
Proof. It suffices to check that
f
(
(λ, ω)− h(1)
)
f(λ, ω)
=
δq
((
λ
~
, ω
~
)
− h(1)
)
δq
(
λ
~
, ω
~
) ,
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as this formal equality implies the desired equality at ~ = 1. Applying Proposition 6.8 to V = C and noting
that CW acts on Mµ,k by χW (q
−2µ−2kd−2ρ˜) by Proposition 6.2, we obtain as formal series in ~ that
χW (q
−2µ−2kd−2ρ˜)Ψ˜C(z;λ/~, ω/~, µ, k)
=
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
q−2ka−2haG(λ/~, ω/~)RWC(1, z;λ/~, ω/~)
)
Ψ˜C(z;λ/~− ν, ω/~− kW , µ, k)
=
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
q−2ka−2haG(λ/~, ω/~)
)
Ψ˜C(z;λ/~− ν, ω/~− kW , µ, k)
=
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
q−2ka−2ha
f(λ− ~ν, ω − ~kW )
f(λ, ω)
)
Ψ˜C(z;λ/~− ν, ω/~− kW , µ, k).
Notice now that
Ψ˜C(z;λ, ω, µ, k) = Tr|Mµ,k(q
2λ+2ωd) =
q2(µ+kd+ρ˜,λ+ωd)
δq(λ, ω)
and therefore that
χW (q
−2µ−2kd−2ρ˜) =
∑
ν∈h∗,a∈C
dimW [ν + aδ + kWΛ0]
f(λ− ~ν, ω − ~kW )
f(λ, ω)
δq(λ/~, ω/~)
δq(λ/~− ν, ω/~− kW )
q−2(µ+kΛ0+ρ˜,ν+aδ+kWΛ0),
so equating coefficients of power series in q−2µ−2kd−2ρ˜ yields the desired
f
(
(λ, ω)− h(1)
)
f(λ, ω)
=
δq
((
λ
~
, ω
~
)
− h(1)
)
δq
(
λ
~
, ω
~
) . 
6.7. The proof of the Macdonald-Ruijsenaars equations. We are now ready to deduce the Macdonald-
Ruijsenaars equations from Proposition 6.8 and Lemma 6.15. Recalling the action of CW on Mµ,k from
Proposition 6.2, we find that
χW (q
−2µ−2kd−2ρ˜)Ψ˜V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) =
∑
ν∈h∗,a∈C
q−2(k+h)a
δq(λ− ν, ω − kW )
δq(λ, ω)
Tr|W [ν+aδ+kWΛ0]
(
RWV (1; z1, . . . , zn;λ, ω)
)
Ψ˜V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k).
By Lemma 5.2, we have that
RWV (1; z1, . . . , zn;λ, ω)
= JV1[z±11 ],V2[z
±1
2 ]⊗···⊗Vn[z
±1
n ]
(z1; z2, . . . , zn;λ, ω) · · · JVn−1[z±1n−1],Vn[z
±1
n ]
(zn−1; zn;λ, ω)
RWV1
(
1, z1; (λ, ω)− h
(2···n)
)
· · ·RWVn(1, zn;λ, ω)(
JV1[z±11 ],V2[z
±1
2 ]⊗···⊗Vn[z
±1
n ]
(z1; z2, . . . , zn;λ− ν, ω − kW )
· · · JVn−1[z±1n−1],Vn[z
±1
n ]
(zn−1; zn;λ− ν, ω − kW )
)−1
.
Multiplying both sides by JV1,...,Vn(z1, . . . , zn;µ, k)
∗, applying Lemma 5.1, and substituting in, we obtain
χW (q
−2µ−2kd−2ρ˜)J1···nV (z1, . . . , zn;λ, ω)
−1δq(λ, ω)Ψ
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
=
∑
ν∈h∗,a∈C
q−2(k+h)aTr|W [ν+aδ+kWΛ0]
(
RWV1
(
1, z1; (λ, ω)− h
(2···n)
)
· · ·RWVn(1, zn;λ, ω)
)
J1···nV (z1, . . . , zn;λ− ν, ω − kW )
−1δq(λ− ν, ω − kW )Ψ
V1,...,Vn(z1, . . . , zn;λ− ν, ω − kW , µ, k).
Recalling the definition of the normalized trace FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) now yields
DW (ω, k)F
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = χW (q
−2µ−2kd)FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k).
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6.8. Computations for the Macdonald-Ruijsenaars equations. In this subsection we give proofs of
Lemmas 6.6 and 6.7.
Proof of Lemma 6.6. Label the tensor factors of Mµ,k⊗V ⊗V
∗⊗Uq(g˜)⊗Uq(g˜) by 0, 1, 1∗, 2, and 3 in that
order. By moving R20 around the trace, we have
ZV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20q2λ+2ωd0
)
= q2λ+2ωd2 Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)q
2λ+2ωd
0 R
20
)
q−2λ+2ωd2
= q2λ+2ωd2 Tr|Mµ,k
(
R20Φ˜V1,...,Vnµ,k (z1, . . . , zn)q
2λ+2ωd
0
)
q−2λ+2ωd2
= q2λ+2ωd2 Tr|Mµ,k
(
(R21)−1Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20q2λ+2ωd0
)
q−2λ−2ωd2
= q2λ+2ωd2 (R
21)−1ZV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)q
−2λ−2ωd
2 .
where we note that (R21)−1Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20 = R20Φ˜V1,...,Vnµ,k (z1, . . . , zn). Denote the claimed expres-
sion for ZV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) by Z
′
V1,...,Vn
(z1, . . . , zn;λ, ω, µ, k). Notice that
q2λ+2ωd2 (R
21)−1Z ′V1,...,Vn(z1, . . . , zn;λ, ω, µ, k)q
−2λ−2ωd
2
= q2λ+2ωd2 (R
21)−1J 12(λ, ω)q−kd2 Ψ˜
V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k)q−2λ−2ωd2
= q2λ+2ωd2 q
2λ+2ωd
1 J
12(λ, ω)q−2λ−2ωd1 q
Ω12q−kd2 Ψ˜
V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k)q−2λ−2ωd2
= J 12(λ, ω)qΩ12q−kd2 Ψ˜
V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k)
= Z ′V1,...,Vn(z1, . . . , zn;λ, ω, µ, k),
where we used the ABRR equation and applied
qΩ12Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k) = Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k).
Notice now that the weight 0 term in tensor factor 2 for ZV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) is given by
Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . zn)q
−Ω
02 q
−2λ−2ωd
0
)
= Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k)q−kd2 .
We conclude that both ZV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) and Z
′
V1,...,Vn
(z1, . . . , zn;λ, ω, µ, k) are solutions to
q2λ+2ωd2 (R
21)−1Z = Zq2λ+2ωd2
whose weight 0 term in tensor factor 2 is equal to Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω)− h
(2)/2, µ, k)q−kd2 , hence they
are equal. 
Proof of Lemma 6.7. By moving (R03)−1 around the trace, we obtain
XV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = q
2λ+2ωd
3 Tr|Mµ,k
(
Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20q2λ+2ωd0 (R
03)−1
)
q−2λ−2ωd3
= q2λ+2ωd3 Tr|Mµ,k
(
(R03)−1Φ˜V1,...,Vnµ,k (z1, . . . , zn)R
20q2λ+2ωd0
)
q−2λ−2ωd3
= q2λ+2ωd3 Tr|Mµ,k
(
R13Φ˜V1,...,Vnµ,k (z1, . . . , zn)(R
03)−1R20q2λ+2ωd0
)
q−2λ−2ωd3
= q2λ+2ωd3 R
13R23XV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)(R
23)−1q−2λ−2ωd3
where we note that
(R03)−1Φ˜V1,...,Vnµ,k (z1, . . . , zn) = R
13Φ˜V1,...,Vnµ,k (z1, . . . , zn)(R
03)−1 and (R03)−1R20 = R23R20(R03)−1(R23)−1.
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Now, denote by X ′V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) the claimed expression for XV1,...,Vn(z1, . . . , zn;λ, ω, µ, k). We
have that
q2λ+2ωd3 R
13R23X ′V1,...,Vn(z1, . . . , zn;λ, ω, µ, k)(R
23)−1q−2λ−2ωd3
= q2λ+2ωd3 R
12,3q2λ+2ωd3 J
3,12(λ, ω)J 12((λ, ω) + h(3)/2)q−kd2 q
kd
3
Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + (h
(3) − h(2))/2, µ, k)J 32(λ, ω)−1q−2λ−2ωd3 (R
23)−1q−2λ−2ωd3
= q2λ+2ωd3 J
3,12(λ, ω)q2λ+2ωd3 q
−Ω12,3J 12((λ, ω) + h(3)/2)q−kd2 q
kd
3
Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + (h
(3) − h(2))/2, µ, k)qΩ32q−2λ−2ωd3 J
32(λ, ω)−1q−2λ−2ωd3
= q2λ+2ωd3 J
3,12(λ, ω)J 12((λ, ω) + h(3)/2)q−kd2 q
kd
3
Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + (h
(3) − h(2))/2, µ, k)J 32(λ, ω)−1q−2λ−2ωd3
= X ′V1,...,Vn(z1, . . . , zn;λ, ω, µ, k),
where we used that R13R23 = R12,3 and
q−Ω1,3 Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + (h
(3) − h(2))/2, µ, k) = Ψ˜V1,...,Vn(z1, . . . , zn; (λ, ω) + (h
(3) − h(2))/2, µ, k).
Therefore, both XV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) and X
′
V1,...,Vn
(z1, . . . , zn;λ, ω, µ, k) are solutions to
q2λ+2ωd3 R
13R23Z = Zq2λ+2ωd3 R
23.
Define the quantities
YV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = J
3,12(λ, ω)−1q−2λ−2ωd3 XV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)q
2λ+2ωd
3 J
32(λ, ω)
Y ′V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = J
3,12(λ, ω)−1q−2λ−2ωd3 X
′
V1,...,Vn
(z1, . . . , zn;λ, ω, µ, k)q
2λ+2ωd
3 J
32(λ, ω)
so that both YV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) and Y
′
V1,...,Vn
(z1, . . . , zn;λ, ω, µ, k) are solutions to
q2λ+2ωd3 q
−Ω12,3Z = Zq2λ+2ωd3 q
−Ω32
with weight 0 term in the third tensor factor given by
J 12((λ, ω) + h(3)/2)q−kd2 q
kd
3 Φ˜
V1,...,Vn(z1, . . . , zn; (λ, ω) + (h
(3) − h(2))/2, µ, k)
by Lemma 6.6, yielding the conclusion. 
7. Dual Macdonald-Ruijsenaars equations
In this section we prove the dual Macdonald-Ruijsenaars equations for FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k).
Our method proceeds by showing that two naturally defined intertwiners are related by an application of
a dynamical R-matrix, after which the result follows by computing the trace of a single intertwiner in two
different ways.
7.1. The statement. Let W be an integrable lowest-weight Uq(g˜)-module of level kW , and define the
difference operator
D∨W (ω, k) =
∑
ν∈h∗,a∈C
Tr|W [ν+aδ+kWΛ0]
(
RWV ∗n (1, zn; (µ, k)− h
(∗1···∗(n−1))) · · ·RWV ∗1 (1, z1;µ, k)
)
q−2ωaT µ,kν,kW ,
where T µ,kν,kW f(µ, k) = f(µ− ν, k − kW ). Let this operator act on functions valued in
(V1[z
±
1 ]⊗ · · · ⊗ Vn[z
±
n 1])⊗ (V
∗
n ⊗ · · · ⊗ V
∗
1 ),
where we interpret RWV ∗m(1, zm;µ, k) as the evaluation of the universal fusion matrix on W ⊗ V
∗
m[z
±1
m ]. The
dual Macdonald-Ruijsenaars equations state that D∨W (ω, k) are diagonalized on renormalized trace functions.
Theorem 7.1 (dual Macdonald-Ruijsenaars equation). For any integrable lowest weight representation W
of non-positive integer level kW , we have
D∨W (ω, k)F
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = χW (q
−2λ−2ωd)FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k),
where χW is the character of W .
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7.2. Computing an intertwiner in two different ways. Suppose that (µ, k) is generic so that all Verma
modules Mλ,k with highest weight given by a shift of µ+ kΛ0 by an integral weight are irreducible. Let W
be a highest weight irreducible integrable module of level kW . By Proposition 3.4, we have an isomorphism
of Uq(g˜)-modules
η :
⊕
λ,a
W [λ− µ+ kWΛ0 − aδ]⊗Mλ+(k+kW )Λ0−aδ →Mµ,k ⊗W.
For finite-dimensional Uq(ĝ)-representations V1, . . . , Vn, consider the representations
V := V1[z
±1
1 ]⊗ · · · ⊗ Vn[z
±1
n ] and V̂ := V1((z1))⊗ · · · ⊗ Vn((zn)).
We abuse notation to also define the vector space
V ∗ := V ∗n ⊗ · · · ⊗ V
∗
1 .
This isomorphism will provide two natural ways of constructing an intertwiner
Mµ,k ⊗W →Mµ,k ⊗W ⊗̂V̂ ⊗ V
∗,
which will be related by the application of a dynamical R-matrix.
Proposition 7.2. For any finite-dimensional Uq(ĝ)-representation V , the following diagram commutes.
Mµ,k ⊗W
Φ˜V1,...,Vnµ,k (z1, . . . , zn)✲ Mµ,k⊗̂V ⊗W ⊗ V ∗
⊕
ν,a
W [ν − µ+ kWΛ0 − aδ]⊗Mν,k+kW ,−a
η
✻
⊕
ν,a
W [ν − µ+ kWΛ0 − aδ]⊗Mν,k+kW ,−a⊗̂V ⊗ V
∗
Φ˜V1,...,Vnν,k+kW ,−a(z1, . . . , zn)
❄
⊕
ν,a
W [ν − µ+ kWΛ0 − aδ]⊗Mν,k+kW ,−a⊗̂V̂ ⊗ V
∗
RWV (1; z1, . . . , zn; ν + ρ, k + kW + h
∨)∗V
❄
η ✲ Mµ,k ⊗W ⊗̂V̂ ⊗ V ∗
P
V̂ W
RVW
❄
Proof. For each choice of (ν, a) and w ∈ W [ν − µ + kWΛ0 − aδ], restricting each branch of the diagram
to w ⊗Mν,k+kW ,−a gives two intertwiners Mν,k+kW ,−a → Mµ,k ⊗W ⊗̂V̂ ⊗ V
∗, where we note that the top
branch is an intertwiner by Lemma 3.3. To check that these intertwiners are equal, it suffices by Proposition
3.4 to check that they have the same highest term. Suppose that
RWV (1; z1, . . . , zn; ν + ρ, k + kW + h
∨)∗V =
∑
j
pj ⊗ qj ,
where pj ∈ End(W ) and qj(z) ∈ End(V
∗)((z1, . . . , zn)), and let {vi} and {v
∗
i } be dual bases of V1⊗ · · · ⊗Vn
and V ∗. Applying Proposition 4.6, the highest term of the top branch is given by〈
PVWRVW Φ˜
V1,...,Vn
µ,k (z1, . . . , zn)Φ
w
ν,k+kW ,−a
〉
=
∑
i
PVWRVW JVW (z1, . . . , zn; 1; ν + ρ, k + kW + h
∨)(vi ⊗ w)⊗ v
∗
i
=
∑
i
R21WV J
21
WV (1; z1, . . . , zn; ν + ρ, k + kW + h
∨)(w ⊗ vi)⊗ v
∗
i .(7.1)
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On the other hand, the highest term of the top branch is given by∑
i,j
〈
Φ
pjw
µ,k Φ˜
vi
ν,k+kW ,−a
(z1, . . . , zn)
〉
⊗ qjv
∗
i
=
∑
j
JWV (1; z1, . . . , zn; ν + ρ, k + kW + h
∨)RWV (1; z1, . . . , zn; ν, k + kW )(w ⊗ vi)⊗ v
∗
i
=
∑
i
R21WV J
21
WV (1; z1, . . . , zn; ν + ρ, k + kW + h
∨)(w ⊗ vi)⊗ v
∗
i .(7.2)
Comparing (7.1) and (7.2) yields the desired. 
7.3. Computing the double dual of the dynamical R-matrix. We require also the following compu-
tation of the double dual of the dynamical R-matrix.
Lemma 7.3. The value of RWV (1; z1, . . . , zn;µ, k)
∗W∗V is given by
RWV (1; z1, . . . , zn;µ, k)
∗W∗V =
(
Q(µ, k)⊗ Q((µ, k) + h(1))
)
RW∗V ∗(1; z1, . . . , zn; (µ, k) + h
(1) + h(2))
(
Q((µ, k) + h(2))−1 ⊗Q(µ, k)−1
)
.
Proof. Recalling that
R(µ, k) = L(µ, k)−1RL21(µ, k),
we see that
RWV (1; z1, . . . , zn;µ, k)
∗W∗V = (S−1 ⊗ S−1)(L21(µ, k))|W∗⊗(V ∗n [z
±1
n ]⊗···⊗V ∗1 [z
±1
1 ])
(S−1 ⊗ S−1)(RW∗V ∗)(S
−1 ⊗ S−1)(L(µ, k))−1|W∗⊗(V ∗n [z
±1
n ]⊗···⊗V ∗1 [z
±1
1 ])
.
Because L(µ, k) and R are weight zero, we may replace S−1 ⊗ S−1 with S ⊗ S in the equation above. By
Lemma 6.10, we have that
(S ⊗ S)(L(µ, k)) = (S ⊗ S)(L((µ, k) + h(1)/2 + h(2)/2))
=
(
Q((µ, k) + h(2))⊗Q(µ, k)
)
L((µ, k) + h(1)/2 + h(2)/2)−1∆21(Q(µ, k)−1).
Substituting in, we conclude that
RWV (1; z1, . . . , zn;µ, k)
∗W∗V
=
(
QW∗(µ, k)⊗QV ∗((µ, k) + h
(1))
)
LW∗V ∗((µ, k) + h
(1)/2 + h(2)/2)−1
∆21W∗V ∗(Q(µ, k)
−1)RW∗V ∗∆W∗V ∗(Q(µ, k))
L21W∗V ∗((µ, k) + h
(1)/2 + h(2)/2)
(
QW∗((µ, k) + h
(2))−1 ⊗QV ∗(µ, k)
−1
)
=
(
QW∗(µ, k)⊗QV ∗((µ, k) + h
(1))
)
RW∗V ∗(1; z1, . . . , zn; (µ, k) + h
(1) + h(2))(
QW∗((µ, k) + h
(2))−1 ⊗QV ∗(µ, k)
−1
)
. 
7.4. Proof of the dual Macdonald-Ruijsenaars identities. We are now ready to prove Theorem 7.1.
If W is a lowest weight integrable module of level kW , then W
∗ is a highest weight integrable module of
level −kW , for which we may apply Proposition 7.2 to obtain the equality
(7.3) PVW∗RVW∗Φ˜
V
µ,k(z1, . . . , zn)
= η ◦RW∗V (1; z1, . . . , zn; ν + ρ, k − kW + h
∨)∗V ◦ Φ˜Vν,k−kW ,−a(z1, . . . , zn) ◦ η
−1
of intertwiners Mµ,k ⊗W
∗ → Mµ,k ⊗W
∗⊗̂V̂ ⊗ V ∗. Consider the trace of both sides of (7.3) precomposed
with q2λ+2ωd and postcomposed with qΩVW∗ . Computing using the left hand expression of (7.3), we note
that only terms involving the diagonal term of RVW∗(z) contribute; since this diagonal term is q
−ΩVW∗ , we
conclude the trace is equal to
(7.4) χW∗(q
2λ+2ωd)Ψ˜V (z1, . . . , zn;λ, ω, µ, k).
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Computing using the right hand expression of (7.3), we note that the value of the trace has zero weight in
V̂ , hence q−ΩVW∗ evaluates to 1. Therefore, in computing the trace we may ignore both q−ΩVW∗ and the
conjugation by η, obtaining
(7.5)
∑
ν,a
Tr|W∗[ν−µ−kWΛ0−aδ]
(
RW∗V (1; z1, . . . , zn; ν + ρ, k − kW + h
∨)∗V
)
q−2ωaΨ˜V (z1, . . . , zn;λ, ω, ν, k − kW )
=
∑
ν,a
Tr|W∗[ν−kWΛ0−aδ]
(
RW∗V (1; z1, . . . , zn;µ+ ν + ρ, k − kW + h
∨)∗V
)
q−2ωaΨ˜V (z1, . . . , zn;λ, ω, µ+ ν, k − kW ).
Recall now that V is a tensor product of evaluation representations. Equating (7.4) and (7.5), multiplying
on the left by JV1,...,Vn(z1, . . . , zn;µ, k)
∗, and applying Lemma 5.1, we find that
χW (q
−2λ−2ωd)ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
=
∑
ν,a
JV1,...,Vn(z1, . . . , zn;µ, k)
∗Tr|W∗[ν−kWΛ0−aδ]
(
RW∗V (1; z1, . . . , zn;µ+ ν + ρ, k − kW + h
∨)∗V
)
q−2ωaΨ˜V (z1, . . . , zn;λ, ω, µ+ ν, k − kW ).
Now, by Corollary 4.7, we see that
JV1,...,Vn(z1, . . . , zn;µ, k)
∗ = JVn−1[z±1n−1],Vn[z
±1
n ]
(µ+ ρ, k + h∨)∗ · · · JV1[z±11 ];V2[z
±1
2 ]⊗···⊗Vn[z
±1
n ]
(µ+ ρ, k + h∨)∗
and therefore by Lemma 5.2 that on W ∗[ν − kWΛ0 − aδ] we have
JV1,...,Vn(z1, . . . , zn;µ, k)
∗RW∗V (1; z1, . . . , zn;µ+ ν + ρ, k − kW + h
∨)∗V
= RW∗Vn(1, zn;µ+ ν + ρ, k − kW + h
∨)∗Vn · · ·RW∗V1(1, z1; (µ+ ν + ρ, k − kW + h
∨)− h(2···n))∗V1
JV1,...,Vn(z1, . . . , zn;µ+ ν, k − kW )
∗.
We conclude that
χW (q
−2λ−2ωd)ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
=
∑
ν,a
Tr|W∗[ν−kWΛ0−aδ]
(
RW∗Vn(1, zn;µ+ ν + ρ, k − kW + h
∨)∗Vn · · ·
RW∗V1(1, z1; (µ+ ν + ρ, k − kW + h
∨)− h(2···n))∗V1
)
q−2ωaJV1,...,Vn(z1, . . . , zn;µ+ ν, k − kW )
∗
Ψ˜V (z1, . . . , zn;λ, ω, µ+ ν, k − kW )
=
∑
ν,a
Tr|W∗∗[−ν+kWΛ0+aδ]
(
RW∗Vn(1, zn;µ+ ν + ρ, k − kW + h
∨)∗W
∗∗Vn · · ·
RW∗V1(1, z1; (µ+ ν + ρ, k − kW + h
∨)− h(2···n))∗W
∗∗V1
)
q−2ωaΨV1,...,Vn(z1, . . . , zn;λ, ω, µ+ ν, k − kW ).
By Lemma 7.3, we see that
RW∗Vi(1, zi; (µ+ ν + ρ, k − kW + h
∨)− h(i+1···n))∗W
∗∗Vi
=
(
QW∗∗((µ+ ν + ρ, k − kW + h
∨)− h(i+1···n))QV ∗
i
((µ+ ρ, k + h∨)− h(i+1···n))
)
RW∗∗V ∗
i
(1, zi; (µ+ ρ, k + h
∨) + h(∗i) − h(i+1···n))(
QW∗∗((µ+ ν + ρ, k − kW + h
∨) + h(∗i) − h(i+1···n))−1QV ∗
i
((µ+ ν + ρ, k − kW + h
∨)− h(i+1···n))−1
)
.
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Substituting in, noting that h(∗i) = −h(i) and h(1···n) = 0, and canceling common terms in W ∗, we obtain
that
χW (q
−2λ−2ωd)ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
=
∑
ν,a
Tr|W∗∗[−ν+kWΛ0+aδ]
(
QW∗∗(µ+ ν + ρ, k − kW + h
∨)QV ∗n (µ+ ρ, k + h
∨) · · ·QV ∗1 ((µ + ρ, k + h
∨)− h(2···n))
RW∗∗V ∗n (1, zn; (µ+ ρ, k + h
∨) + h(∗n)) · · ·RW∗∗V ∗1 (1, z1; (µ+ ρ, k + h
∨) + h(∗1) − h(2···n))
Q−1W∗∗((µ+ ν + ρ, k − kW + h
∨) + h(∗1) − h(2···n))Q−1V ∗n (µ+ ν + ρ, k − kW + h
∨)
· · ·Q−1V ∗1
((µ+ ν + ρ, k − kW + h
∨)− h(2···n))
)
q−2ωaΨV1,...,Vn(z1, . . . , zn;λ, ω, µ+ ν, k − kW ).
Noting that W ∗∗ ≃ W and that we may ignore the conjugation by the QW∗∗ -term in computing the trace,
we may simplify this to
χW (q
−2λ−2ωd)ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
=
∑
ν,a
QV ∗n ((µ+ ρ, k + h
∨)− h(∗1···∗n)) · · ·QV ∗1 ((µ+ ρ, k + h
∨)− h(∗1))
Tr|W [−ν+kWΛ0+aδ]
(
RWV ∗n (1, zn; (µ+ ρ, k + h
∨) + h(∗n)) · · ·RWV ∗1 (1, z1; (µ+ ρ, k + h
∨) + h(∗1···∗n))
)
QV ∗n ((µ+ ν + ρ, k − kW + h
∨)− h(∗1···∗n))−1 · · ·QV ∗1 ((µ+ ν + ρ, k − kW + h
∨)− h(∗1))−1
q−2ωaΨV1,...,Vn(z1, . . . , zn;λ, ω, µ+ ν, k − kW ).
Substituting in the definition of F , we find the desired
χW (q
−2λ−2ωd)FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) =
∑
ν,a
Tr|W [ν+kWΛ0+aδ]
(
RWV ∗n (1, zn; (µ, k) + h
(∗n)) · · ·
RWV ∗1 (1, z1; (µ, k) + h
(∗1···∗n))
)
q−2ωaFV1,···Vn(z1, . . . , zn;λ, ω, µ− ν, k − kW ).
8. Macdonald symmetry identity
In this section we prove the Macdonald symmetry identity for FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) under in-
terchange of (λ, ω) and (µ, k). Our method uses the observation that the Macdonald-Ruijsenaars and dual
Macdonald-Ruijsenaars operators DW (λ, ω) and D
∨
W (µ, k) are exchanged under this interchange and the fact
that the Macdonald-Ruijsenaars equations admit a unique formal solution.
8.1. The statement. Theorems 6.1 and 7.1 show that FV1,...Vn(z1, . . . , zn;λ, ω, µ, k) satisfies dual systems
of difference equations. Define the function F
V ∗n ,...,V
∗
1
⋆ to be the result of interchanging Vi and V
∗
n+1−i in the
definition of FV1,...,Vn . This section is devoted to proving the following symmetry relation.
Theorem 8.1 (Macdonald symmetry identity). The functions FV1,...,Vn and F
V ∗n ,...,V
∗
1
⋆ satisfy the symmetry
relation
FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) = F
V ∗n ,...,V
∗
1
⋆ (zn, . . . , z1;µ, k, λ, ω).
Recall the coefficient rings
Aλ,ω = C[[q
−2(λ,α1), . . . , q−2(λ,αr), q−2ω+2(λ,θ)]] and Aµ,k = C[[q
−2(µ,α1), . . . , q−2(µ,αr), q−2k+2(µ,θ)]].
Our strategy will be to show that the Macdonald-Ruijsenaars equations admit unique formal solutions
over Aλ,ω and Aµ,k with specified leading term. The fact that F
V1,...,Vn(z1, . . . , zn;λ, ω, µ, k) satisfies these
equations in both sets of variables will then give the conclusion.
8.2. Formal expansion properties of FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k). In this subsection, we show that the
renormalized trace functions admit a formal expansion in a certain coefficient ring.
Lemma 8.2. The renormalized trace function FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) has formal expansion lying in
q2(λ,µ)Aλ,ω ⊗Aµ,k ⊗ C((z2/z1, . . . , zn/zn−1))⊗ (V1 ⊗ · · · ⊗ Vn)[0]⊗ (V
∗
n ⊗ · · · ⊗ V
∗
1 )[0].
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Proof. For ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k), this follows from an argument analogous to that of [Sun16, Propo-
sition 2.6]. Now, the normalization factors lie in
Aλ,ω ⊗Aµ,k ⊗ C((z2/z1, . . . , zn/zn−1))⊗ End((V1 ⊗ · · · ⊗ Vn)[0])⊗ End((V
∗
n ⊗ · · · ⊗ V
∗
1 )[0])
by definition, so combining these facts yields the desired. 
8.3. Uniqueness of formal solutions to the Macdonald-Ruijsenaars equations. We now prove a
uniqueness property for formal solutions to the Macdonald-Ruijsenaars equations over Aλ,ω.
Lemma 8.3. For each v ∈ (V1 ⊗ · · · ⊗ Vn)[0], the system of equations
DW (ω, k)F (λ, ω) = χW (q
−2µ−2kd)F (λ, ω)
for W ranging over all lowest weight integrable representations has a unique solution F (λ, ω) valued in
q2(λ,µ)Aλ,ω ⊗Aµ,k ⊗ C((z2/z1, . . . , zn/zn−1))⊗ (V1 ⊗ · · · ⊗ Vn)[0]
with leading term q2(λ,µ)v as a series in Aλ,ω.
Proof. Existence follows by taking 〈v∗, FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)〉 and applying Lemma 8.2, where v
∗
is dual to v. For uniqueness, suppose that F1(λ, ω) and F2(λ, ω) are two such solutions. If F
′(λ, ω) :=
F1(λ, ω) − F2(λ, ω) is non-zero, it is another solution which must contain a (possibly non-unique) leading
monomial term of the form
cq2(λ,µ)q−
∑
i 2ni(λ,αi)q−2mω+2m(λ,θ)v′ = cq(λ,2µ−2
∑
i niαi+2mθ)−2mωv′
for some ni ≥ 0,m ≥ 0 with at least one ni,m non-zero and v
′ ∈ (V1 ⊗ · · · ⊗ Vn)[0]. Notice that
q(λ,2µ−2
∑
i
niαi+2mθ)−2mωv′ will again be a leading monomial term of DW (ω, k)F
′(λ, ω) with coefficient
given by
c
∑
ν,a
dimW [ν + kWΛ0 + aδ] q
−2kaq−(ν,2µ−2
∑
i
niαi+2mθ)q2mkW = c χW (q
−2µ−2kd+2
∑
i
niαi+2mα0).
Since 2
∑
i niαi + 2mα0 6= 0, the fact that this holds for all lowest weight integrable W contradicts the fact
that DW (ω, k)F
′(λ, ω) = χW (q
−2µ−2kd)F ′(λ, ω). We conclude that F ′(λ, ω) = 0 and the desired solution is
unique. 
8.4. Proof of the symmetry identity. We are now ready to prove Theorem 8.1. Notice that the
Macdonald-Ruijsenaars equations for FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) correspond under variable exchange to
the dual Macdonald-Ruijsenaars equations for F
V ∗n ,...,V
∗
1
⋆ (zn, . . . , z1;µ, k, λ, ω). By Theorems 6.1 and 7.1,
both FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) and F
V ∗n ,...,V
∗
1
⋆ (zn, . . . , z1;µ, k, λ, ω) are solutions to
DW (ω, k)F (λ, ω) = χW (q
−2µ−2kd)F (λ, ω)
for all lowest weight integrable W . Now, their leading terms with respect to Aλ,ω are related by an element
M(µ, k) ∈ Aµ,k ⊗ End((V
∗
n ⊗ · · · ⊗ V
∗
1 )[0]), meaning that
(8.1) FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) =M(µ, k)F
V ∗n ,...,V
∗
1
⋆ (zn, . . . , z1;µ, k, λ, ω).
Repeating this argument with (µ, k), we find that
F
V ∗n ,...,V
∗
1
⋆ (zn, . . . , z1;µ, k, λ, ω) =M
′(λ, ω)FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
for some M ′(λ, ω) ∈ Aλ,ω ⊗ End((V1 ⊗ · · · ⊗ Vn)[0]). This implies that M(µ, k)M
′(λ, ω) = 1, hence M(µ, k)
lies in End((V ∗n ⊗ · · · ⊗ V
∗
1 )[0]). Now, comparing leading terms in Aλ,ω in (8.1) implies that M(µ, k) = 1,
yielding the desired.
9. q-KZB and dual q-KZB equations
In this section we prove the q-KZB and dual q-KZB equations on behavior of FV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
under shifts of the spectral parameters by the modular parameters q−2ω and q−2k. We directly establish the
dual q-KZB equations, after which the q-KZB equations follow by the symmetry relation of Theorem 8.1.
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9.1. The statements. The q-KZB operators are defined by
Kj(z1, . . . , zn;λ, ω, k) := RVj+1Vj (zj+1, q
2kzj ; (λ, ω)− h
((j+2)···n))−1 · · ·RVnVj (zn, q
2kzj ;λ, ω)
−1Γj
RVjV1(zj , z1; (λ, ω)− h
(2···(j−1)) − h((j+1)···n)) · · ·RVjVj−1(zj , zj−1; (λ, ω)− h
((j+1)···n))
Dj(µ) := q
−2µ+
∑
i
x2i
∗j q
Ω∗j,∗(j−1) · · · qΩ∗j∗1 ,
where Γjf(λ, ω) = f
(
(λ, ω) + h(j)
)
. The dual q-KZB operators are defined by
K∨j (z1, . . . , zn;µ, k, ω) := RV ∗j−1,V ∗j (zj−1, q
2ωzj ; (µ, k)− h
(∗1···∗(j−2)))−1 · · ·RV ∗1 ,V ∗j (z1, q
2ωzj;µ, k)
−1Γ∗j
RV ∗
j
V ∗n
(zj , zn; (µ, k)− h
(∗1···∗(j−1)) − h(∗(j+1)···∗(n−1))) · · ·RV ∗
j
V ∗
j+1
(zj , zj+1; (µ, k)− h
(∗1···∗(j−1)))
D∨j (λ) := q
−2λ+
∑
i
x2i
j q
Ωj,j+1 · · · qΩj,n ,
where Γ∗jf(µ, k) = f
(
(µ, k) + h(∗j)
)
. Note that Kj(z1, . . . , zn;λ, ω, k) and K
∨
j (z1, . . . , zn;µ, k, ω) are
difference operators in (λ, ω) and (µ, k) whose coefficients are linear operators on V and V ∗ and that
Dj(µ) and D
∨
j (λ) are linear operators on V
∗ and V . It is known that the Kj(z1, . . . , zn;λ, ω, k) and the
K∨j (z1, . . . , zn;µ, k, ω) commute and form the q-KZB and dual q-KZB integrable systems.
The q-KZB equations relate a spectral shift by the modular parameter q−2k associated to µ to the action
of the difference operator Kj(z1, . . . , zn;λ, ω, k) in λ. Symmetrically, the dual q-KZB equations relates
a spectral shift by the modular parameter q−2ω associated to λ to the action of the difference operator
K∨j (z1, . . . , zn;µ, k, ω) in µ. In a different form, they were introduced by Felder in [Fel95] and studied by
Felder-Tarasov-Varchenko in [FTV97, FTV99]. The remainder of this section will be devoted to the proof
of these two equations, stated below. We will prove Theorem 9.2 directly, after which Theorem 9.1 follows
from the symmetry property of Theorem 8.1.
Theorem 9.1 (q-KZB equation). For j = 1, . . . , n, we have
FV1,...,Vn(z1, . . . , q
2kzj, . . . , zn;λ, ω, µ, k)
=
(
Kj(z1, . . . , zn;λ, ω, k)⊗Dj(µ)
)
FV1,...,Vn(z1, . . . , zj , . . . , zn;λ, ω, µ, k).
Theorem 9.2 (dual q-KZB equation). For j = 1, . . . , n, we have
FV1,...,Vn(z1, . . . , q
2ωzj , . . . , zn;λ, ω, µ, k)
=
(
D∨j (λ) ⊗K
∨
j (z1, . . . , zn;µ, k, ω)
)
FV1,...,Vn(z1, . . . , zj , . . . , zn;λ, ω, µ, k).
9.2. Commutation relation for intertwiners. The fundamental operation in the proof of Theorem 9.2
is the application of the following commutation relation for intertwiners.
Lemma 9.3. For finite-dimensional Uq(ĝ)-representations V and W , we have the relation
PVWRVWΦ
V,W
µ,k (z1, z2) = RWV (z2, z1;µ+ ρ, k + h
∨)∗ΦW,Vµ,k (z2, z1).
Proof. Both sides of the desired equality are intertwiners Mµ,k → W [z
±1
2 ] ⊗ V [z
±1
1 ] ⊗W
∗ ⊗ V ∗. Let {vi}
and {vj} be bases of V,W , and let {v
∗
i }, {v
∗
j } be the dual bases. The highest term of the left side is given by∑
i,j
vj ⊗ vi ⊗ J
21
WV (z1, z2;µ, k)
∗(R21WV )
∗(v∗j ⊗ v
∗
i )
and the highest term of the right hand side is given by∑
i,j
vj ⊗ vi ⊗ RWV (z2, z1;µ+ ρ, k + h
∨)∗JWV (z1, z2;µ, k)
∗(v∗j ⊗ v
∗
i ),
so the result follows by noting that Proposition 4.6 implies these are equal. 
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9.3. Proof of the dual q-KZB equation. We are now ready to prove the dual q-KZB equation. Rewrite
the conclusion of Lemma 9.3 as
ΦV(µ,k)−h(W )(z1) ◦ Φ
W
µ,k(z2) = R
−1
VWPVWRWV (z2, z1;µ+ ρ, k + h
∨)∗ΦW(µ,k)−h(V )(z2) ◦ Φ
V
µ,k(z1).
Swapping the roles of V and W , we obtain also that
ΦV(µ,k)−h(W )(z1) ◦ Φ
W
µ,k(z2) = RVW (z1, z2;µ+ ρ, k + h
∨)−∗PVWRWV Φ
W
(µ,k)−h(V )(z2) ◦ Φ
V
µ,k(z1).
Apply these commutation relations to commute Φ
Vj
(µ,k)−h(j+1···n)
(zj) to the left, apply the cyclic property
of the trace to move it to the right, and then apply the commutation relations to commute it back to its
original position in
ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k) := Tr|Mµ,k
(
ΦV1
(µ,k)−h(2···n)
(z1) · · ·Φ
Vn
µ,k(zn)q
2λ+2ωd
)
to obtain
ΨV1,...,Vn(z1, . . . , zn;λ, ω, µ, k)
= RVj−1Vj (zj−1, zj ; (µ+ ρ, k + h
∨)− h(j+1···n))−∗PVj−1VjRVjVj−1 · · ·
RV1Vj (z1, zj; (µ+ ρ, k + h
∨)− h(2···j−1)+(j+1···n))−∗PVjV1RV1Vj
q−2λ−2ωdj Γ∗jR
−1
VnVj
PVjVnRVjVn(zj , zn;µ+ ρ, k + h
∨)∗ · · · R−1Vj+1Vj
PVj+1VjRVjVj+1(zj , zj+1; (µ+ ρ, k + h
∨)− h(j+2···n))∗q2ωdj Ψ
V1,...,Vn(z1, . . . , zj , . . . , zn;λ, ω, µ, k)
= RVjVj−1 · · ·RVjV1q
−2λ−2ωd
j R
−1
VnVj
· · · R−1Vj+1Vj q
2ωd
j
RVj−1Vj (zj−1, zj ; (µ+ ρ, k + h
∨)− h(j+1···n))−∗ · · ·RV1Vj (z1, zj ; (µ+ ρ, k + h
∨)− h(2···j−1)+(j+1···n))−∗
Γ∗jRVjVn(q
−2ωzj , zn;µ+ ρ, k + h
∨)∗ · · ·RVjVj+1(q
−2ωzj, zj+1; (µ+ ρ, k + h
∨)− h(j+2···n))∗
ΨV1,...,Vn(z1, . . . , q
−2ωzj , . . . , zn;λ, ω, µ, k).
Now, apply Lemma 7.3 and cancel terms to see that
(9.1) RVj−1Vj (zj−1, zj ; (µ+ ρ, k + h
∨)− h(j+1···n))−∗ · · ·
RV1Vj (z1, zj; (µ+ ρ, k + h
∨)− h(2···j−1)+(j+1···n))−∗
Γ∗jRVjVn(q
−2ωzj , zn;µ+ ρ, k + h
∨)∗ · · ·RVjVj+1(q
−2ωzj, zj+1; (µ+ ρ, k + h
∨)− h(j+2···n))∗
=
(
QV ∗
j
((µ+ ρ, k+ h∨) + h(∗(j+1)···∗n))QV ∗
j−1
((µ+ ρ, k+h∨) +h(∗j···∗n)) · · ·QV ∗1 ((µ+ ρ, k+h
∨) + h(∗2···∗n))
QV ∗n (µ+ ρ, k + h
∨) · · ·QV ∗
j+1
((µ+ ρ, k + h∨) + h(∗(j+2)···∗n))
)
K∨j (z1, . . . , q
−2ωzj , . . . , zn;µ+ ρ, k + h
∨, ω)(
QV ∗
j−1
((µ+ ρ, k + h∨) + h(∗j···∗n))−1 · · ·QV ∗1 ((µ + ρ, k + h
∨) + h(∗2···∗n))−1
QV ∗n (µ+ ρ, k + h
∨)−1 · · ·QV ∗
j+1
((µ+ ρ, k + h∨) + h(∗(j+2)···∗n))−1QV ∗
j
((µ+ ρ, k + h∨) + h(∗(j+1)···∗n))−1
)
.
Finally, we claim that on V [0]⊗ V ∗[0], we have
(9.2) J1···n(λ, ω)−1Rj,j−1 · · · Rj1q−2λ−2ωdj (R
nj)−1 · · · (Rj+1,j)−1J1···n(λ, ω)q2ωd
= q
−2λ−
∑
i
x2i
j q
−Ωj,j+1 · · · q−Ωj,n = D∨j (λ).
Notice that Rj,j−1 · · · Rj1 = Rj,1···j−1 and (Rnj)−1 · · · (Rj+1,j)−1 = (Rj+1···n,j)−1. Therefore, to prove
(9.2), it suffices to check it for n = 3 and n = 2. For n = 3, the product of both sides for j = 1, 2, 3 is 1,
hence it suffices to check for j = 1, 3, in which case it reduces to the n = 2 case. For n = 2, (9.2) follows by
rearranging the ABRR equation of Proposition 4.3. Substituting (9.1) and (9.2) into our previous relation
and then applying the normalizations of (5.3) yields the result.
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