An established procedure of the ice-water interfacial energy estimation based on the evaluation of the slope of the experimental ice nucleation rate data vs. a scaled temperature is studied in this work. An inconsistent estimate of the ice-water interfacial energy is found in the work of Murray et al. [Phys. Chem. Chem. Phys., 2010, 12, 10380-10387]. The source of inconsistency is identified in an inappropriate regression method used for experimental ice nucleation data fitting, and a new, consistent estimate of the ice-water interfacial energy is presented. The applicability of the slope method is shown to be limited by the assumptions made in the theoretical development of the method.
Introduction
The classical nucleation theory (CNT) provides a theoretical link between the nucleation rates and the thermophysical properties of a given substance, i.e. the density of the new phase, the equilibrium pressure, and the interfacial energy. Therefore, in cases where experimental measurements of the nucleation rate are available, CNT presents an indirect, theoretical method for the estimation of the interfacial energy provided that the density and the equilibrium pressure are known.
In the case of water and ice, the interfacial energy measurements reported in literature are restricted to the triple point temperature [1] . The estimation of the interfacial energy for lower temperatures, i.e. ice in supercooled water, was possible only due to ice nucleation rate measurements [2] or molecular simulations of ice nuclei formation [4] .
A method of the estimation of the ice-water interfacial energy from the experimental nucleation rates [5, 6] will be investigated in this work that is based on the evaluation of the slope of the logarithm of the measured nucleation rate ln J vs. the function T −3 (ln(S)) −2 of the experimental temperature T , where S is the ratio of water and ice saturation pressures. It will be referred to as the slope method in the following text. Several authors estimated the ice-water interfacial energies based on the slope method [2, 7, 8, 9] covering the temperature range 200 -240 K.
In the work of Murray et al. [2] a discrepancy between the interfacial energy estimates and the input ice nucleation rate data can be observed. This logical contradiction will be studied in this work to identify the limitations of the slope method.
The paper is arranged in the following way. First, a short overview of the slope method of interfacial energy estimation is given in section 2. In section 3, a proof is presented showing the inconsistency of the interfacial energy estimate published by Murray et al. [2] . Further, in section 4, the source of the inconsistency is identified and a correct estimate of the interfacial energy is presented.
Slope method
The slope method for the estimation of the icewater interfacial energy is based on the classical nucleation rate expression [10] 
where γ [J/m 2 ] is the ice-water interfacial energy, v [m 3 ] is the molecular volume of the solid phase, the ratio of saturation pressures S = p eq l /p eq s represents the supersaturation of the liquid. Here, the vapor-liquid equilibrium pressure is denoted p eq l , and the vapor-solid equilibrium pressure is denoted p eq s . The vapor-solid equilibrium pressure of cubic ice [11] is used in this work to remain consistent with the work of Murray et al. [2] . However, the structure of the clusters in ice nucleation is still under debate [12] .
To analyze the ice nucleation data with Eq. (2), the following assumptions are made. The interfacial tension is taken constant. The density of the solid phase is taken constant. And the pre-factor is assumed constant. These assumptions are plausible since the temperature interval of the studied experimental nucleation data is quite narrow, typically a few Kelvins. With the assumptions above, Eq. (2) is written in the form
where the parameters
and
are both due to the above assumptions constant, and
is a scaled temperature. The experimental ice nucleation-rate data can now be fitted to the simple, linear function (3) in t s , resulting in the evaluation of the parameters n and m. Finally, the ice-water interfacial tension corresponding to the analyzed ice nucleation data is recovered from the slope m according to Eq. (5), and the pre-factor is given by the absolute value n according to Eq. (4). 
Proof of inconsistency
The slope-method estimates of the ice-water interfacial energy based on the experimental nucleation data of different authors as published by Murray et al. [2] will be investigated in this section.
Inconsistent results of interfacial energy estimation can be observed for two specific sets of ice nucleation data Murray et al. investigated, their ownmeasured data and the data by Stan et al. [3] , respectively. The two experimental data sets are plotted in Fig. 1 as functions of temperature. Using the slope method, Murray et al. estimated the ice-water interfacial energy γ M = 20.8 ± 1.2 mJ/m 2 for their own experimental data, and the ice-water interfacial energy γ S = 23.7 ± 1.1 mJ/m 2 for the experimental data of Stan et al., respectively. Now, the logical contradiction lies in the fact that the two interfacial energy estimates, γ M and γ S , form two disjunct intervals, while the nucleationrate datasets used as the input for the evaluation of the respective interfacial energies overlap to a large extent, as shown in Fig. 1 .
In a more formal way, a mathematical proof can be given as follows:
Let g be a monotonically increasing function of temperature g: T → γ, i.e. the interfacial energy. Let j be a monotonically decreasing function of temperature j: T → J, i.e. the nucleation rate.
The domain of the two functions is a temperature interval (T 1 , T 2 ), i.e. the temperature range of the ice nucleation experiment. Both functions are bijective by their above definitions, i.e. they present a one-to-one correspondence between two intervals. Then, the inverse function j −1 : J → T exists and it is bijective. Furthermore, the composite function g j = g(j −1 ): J → γ is bijective. Here, g j is the formal representation of any physically-relevant theoretical method to deduce the interfacial energy from the nucleation rate. Now, let J 1 = (J 11 , J 12 ) and J 2 = (J 21 , J 22 ) be two intervals that possess a non-empty intersection γ 12 ) and γ 2 = (γ 21 , γ 22 ) be the g j 's functional images of the intervals J 1 and J 2 , i.e. γ 1 = g j (J 1 ) and γ 2 = g j (J 2 ), respectively. Then ∀J ∈ J 0 it holds that g j (J) ∈ γ 1 and g j (J) ∈ γ 2 . Since the element g j (J) belongs to both intervals γ 1 and γ 2 , a non-empty intersection γ 0 = γ 1 ∩ γ 2 = ∅ therefore exists.
With regard to the set of the Murray et al. nucleation rate data (J 1 ) and the set of the Stan et al. nucleation rate data (J 2 ) which do intersect as shown in Fig. 1 , a non-empty intersection of the interfacial energies deduced through any consistent theoretical method must exist.
To sum up, since the monotonicity of both functions g and j reflects the physical nature of the interfacial energy and the nucleation rate, the assumptions of the above proof are satisfied. However, the resulting estimates of the interfacial energy of the slope method, γ M and γ S , as published by Murray et al. are in contradiction with the outcome of the above proof. Therefore, the slope method procedure as used by Murray et al. must contain a hidden inconsistency. Its nature will be discussed in the following section.
Discussion
The fit of the experimental ice nucleation-rate data to the linear function (3) forms the basis of the slope method. The fit results in two parameters n and m, that will be discussed in this section. First, the evaluation of the slope, m resulting in the estimation of ice-water interfacial energy (5) will be investigated, with the goal of resolving the inconsistency found in Sec. 3. Second, the evaluation of the nucleation rate pre-factor from the term n (4) will be analyzed. 
Interfacial energy
Although Murray et al. do not specify the particular regression method that was used to perform the linear fit to their data yielding the reported slope m OLS = − (6.02 ± 0.36)×10
7 K 3 , their result can be reproduced with the standard ordinary least squares (OLS) method. By using the OLS method implemented in Python (package scipy.stats.linregress) to fit the Murray et al. experimental data to the function (3), the above mentioned value of m OLS is found. Therefore, let us assume that the OLS method was indeed used by Murray et al. in their analysis.
The OLS method was derived with the assumption that the observation of the independent variable, i.e. the temperature in this case, is error-free. From this point of view the applicability of the OLS method is highly questionable for nucleation-rate experimental data as the reported error in the temperature measurement of an ice nucleation experiment is typically larger than ±0.4
• C, and it is identified as the main source of uncertainty in the nucleation experiment [3] .
A linear regression method derived with the assumption of non-zero observational errors in the independent variable is the orthogonal distance regression method (ODR), also known as errors-in-variables modeling, or total least squares [13] Fig. 2 . The ice-water interfacial energy corresponding to the m ODR is γ ODR = 22.9 ± 0.5 mJ/m 2 according to the slope method, Eq. (5). And after including the uncertainty in the cubic ice sublimation pressure [11] (± 0.8 mJ/m 2 ), the final estimate of ice-water interfacial energy using the ODR method is γ ODR = 22.9 ± 1.3 mJ/m 2 . The new ODR estimate is roughly 10 % higher that the OLS estimate γ OLS = 20.8 ± 1.2 mJ/m 2 calculated from m OLS . The new value γ ODR is sufficiently close to the value γ S Murray et al. estimated from the nucleation data of Stan et al., and therefore γ ODR does not suffer from the contradiction described in Sec. 3. However, as the value γ S was estimated with the same OLS method as the questioned γ M , one may ask whether a similar discrepancy between the regression results of the OLS and ODR methods cannot appear when analyzing Stan nucleation data. It is not the case, the OLS method gives the slope m = −8.952×10
7 K 3 and the ODR method results in m = −8.967×10
7 K 3 , which both correspond to the interfacial energy γ S = 23.7 mJ/m 2 reported by Murray et al. for the Stan nucleation data. This is the expected result, because the Stan data have different statistical properties and can be correctly fitted with the OLS method. The Stan data, as shown in Fig. 1 (and in their Fig. 8 [3] ), on the contrary to the raw data by Murray et al., had been already averaged from a set of more than 37 thousand freezing experiments, effectively removing the large uncertainty in experimental temperature measurement.
Nucleation rate pre-factor
Since the slope method concurrently fits two parameters, n and m, from a given experimental data set, it can be expected that the larger an error in the estimation of m, the larger the corresponding error in n. It was shown in the preceding section that the interfacial tension estimate γ M suffered from an error due to the inappropriate statistical processing of the experimental data. Therefore, an error was introduced in the corresponding estimate of nucleation rate pre-factor J 0 as well.
The difference between the pre-factor estimates of the OLS and the ODR methods based on Eq. (4) is shown in Fig. 3 for the experimental data of Table 2 ) with the slope method from the available literature ice nucleation data (red circles). Horizontal errorbars show the temperature range of the input experimental nucleation-rate dataset. The vertical errorbars denote the uncertainty of J 0 fit. The full line shows the prefactor according to the volume-diffusion controlled growth model [10] . The blue square shows the OLS fit of the prefactor, and the the green diamond shows the ODR fit of the pre-factor from the experimental data of Murray et al. [2] .
Murray et al., evaluated from the fit parameters n OLS = 75 ± 5, and n ODR = 94.5 ± 5, respectively. The OLS estimate is roughly 9 orders of magnitude lower than the ODR result. From the two pre-factor estimates, the ODR one is within its uncertainty equal to an independent model of J 0 based on the volume-diffusion based description of the cluster growth [10] (p. 141). Fig. 3 also shows the J 0 estimates from all ice nucleation-rate datasets available in literature as analyzed by Murray et al., and a huge scatter in the pre-factor spanning roughly 25 orders of magnitude can be observed. This fact is in contradiction with the physical nature of the pre-factor. It is only slightly temperature dependent in the case of nucleation in liquids [10] (p. 199), and although the precision of the above-mentioned diffusion-based growth model may be questioned, it certainly does not deviate by more than a few orders of magnitude from the real growth rate. The scatter of J 0 estimates in Fig. 3 is clearly non-physical, and reflects the errors introduced due to the implementation of the slope method.
Not only the already discussed regression issue is the source of uncertainty in the slope method. The assumptions of the method itself, as summarized in Sec. 2, play a role as well. The constancy of the physical properties assumed by the slope method are plausible for small temperature ranges of the analyzed experimental nucleation rates. As the temperature range of the experiment increases, the interfacial energy, solid density, and the pre-factor are getting less accurately approximated by a constant. It is therefore desirable for the slope method to analyze temperature ranges as small as possible. On the other hand, to evaluate the slope of the ice nucleation data one needs as large temperature ranges as possible, because the uncertainty of the fit of the slope gets larger as the temperature range of the analyzed data decreases. Obviously, both requirements, i.e. having the temperature interval small for the assumptions of the slope method to be valid and having the temperature interval large for the evaluation of the slope, cannot be satisfied. And errors due to this fact will be inevitably present in the results of the slope method.
Finally, the slope method was also used by Manka et al. [8] to estimate the ice-water energy of 15.6 mJ/m 2 from their ice nucleation data measured in the temperature range 202 -215 K. Although the authors do not report any uncertainty of their interfacial energy estimate, similar issues as in the above-discussed case of Murray et al. results may arise. Moreover, the relatively large temperature interval of the Manka data collides with the assumptions of constancy of the thermophysical properties of the slope method. But most importantly, the CNT formulation used in the slope method as presented in Sec. 2 is not suitable for ice nucleation data measured at such low temperatures due to the omitted pressure effect, as shown recently [14] . The pressure-related terms in the CNT formulation present a considerable contribution to the nucleation work and, therefore, account for a large shift of the CNT-predicted ice nucleation rate at low temperatures. The errors in CNT formulation are then projected to errors in the ice-water interfacial energy estimates of the slope method.
Conclusion
A method of the estimation of the ice-water interfacial energy based on the classical nucleation theory and on the evaluation of the slope of the experimental ice nucleation rates vs. a scaled temperature was thoroughly analyzed in this work. A logical contradiction in the interfacial energy estimates was identified in the work of Murray et al. [2] that is related to the linear regression algorithm utilized for the evaluation of the slope of experimental ice nucleation rate data. The contradiction was removed by using the orthogonal distance regression method for a proper evaluation of the slope instead of the ordinary least squares method. The corrected estimate of the interfacial energy is by 10 % (2.1 mJ/m 2 ) higher than the original value reported by Murray et al.
In the light of the findings of this work, estimation methods utilizing the absolute values of the experimental nucleation rates [15, 14] instead of the temperature derivative, and using a theoretical model of the nucleation rate pre-factor instead of its fit from experimental data, present a safer way of deducing the interfacial energy from nucleation rate data avoiding uncertainties inherently contained in the use of the slope method.
