Abstract-Although relatively simple exact error rate expressions are available for selection combining (SC) and equal gain combining (EGC) with independent fading channels, results for correlated channels are highly complex, requiring multiple levels of integration when more than two branches are considered. Asymptotic analysis has been used to derive simple error expressions valid in the high signal-to-noise ratio (SNR) region. However, it is not clear at what SNR value the asymptotic results are an accurate approximation of the exact solution. In this paper, we derive asymptotic results for SC and EGC in correlated generalized Rician fading channels. Furthermore, the asymptotic results for SC are expanded into an exact infinite series. Although this series grows quickly in complexity as more terms are included, truncation to even two or three terms has much greater accuracy than the first (asymptotic) term alone. Finally, we derive asymptotically tight lower and upper bounds on the error rate for EGC. Using these bounds, we are able to show at what SNR value the asymptotic results are valid.
Improving and Bounding AsymptoticI. INTRODUCTION

D
IVERSITY combining is an effective method to combat signal fading by combining the signals received on L separately faded branches. Two common combining schemes in the literature are selection combining (SC) and equal gain combining (EGC). For independent fading channels, the performance analysis of these two combining schemes has been studied extensively. Relatively simple average symbol error rate (SER) expressions that only require evaluation of a single infinite series or integral have been obtained for arbitrary L (see [1] and the references therein). However, correlation among branches arises when the antennas are in close proximity, which often occurs in space constrained form factors such as mobile devices. Many researchers have considered the case of SC or EGC with two correlated branches, cf. e.g. [2] - [7] , and in most cases [2] - [6] , average SER expressions have been obtained in single integral/infinite series or closed form. However, when L > 2, computing the exact error rate for correlated branches or the precursor joint statistics of random fading envelopes requires multilevel integration and/or infinite series with a computational burden that grows exponentially with L, cf. e.g. [8] - [14] . The complexity of these expressions precludes their practical use in theoretical analysis [15] .
A novel approach was taken in [16] to find single integral representations, regardless of L, for the cumulative distribution function (CDF) of the signal-to-noise ratio (SNR) at the output of a SC combiner with equally correlated Nakagami-m, Rayleigh, and Rician fading channels. The correlated random variables (RVs) are modeled using a linear combination of independent Gaussian RVs. Although the computational complexity of the resulting SER expressions does not grow exponentially in L, they still require the evaluation of two nested integrals. Using the same model as [16] , the moments at the output of an EGC combiner for equally correlated Rayleigh, Rician, and Nakagami-m fading channels were found in [17] . The authors then presented an approach for finding the error rate using a single infinite series of the moments. Although the joint probability density function (PDF) has single integral form, the moment expressions still contain complex L fold summations of an Lth order Lauricella function. In [18] , the model was generalized for Nakagami-m fading channels and was termed the "generalized correlation model". Using the generalized correlation model, single integral forms of the joint PDF and CDF of Rayleigh, Rician, generalized Rician, Nakagami-m, and Weibull RVs were derived in [15] .
Due to the complexity of exact SER expressions, asymptotic analysis has been utilized to obtain simple SER expressions valid in the high SNR regimes, cf. [19] , [20] . Although it provides insight into how correlation and fading distribution parameters affect the SER, the major shortcomings of the asymptotic technique are as follows: 1) its low accuracy at low to medium SNR values and 2) it is not known at what SNR value the asymptotic solutions can adequately approximate the exact solution. Assessment of the accuracy of asymptotic solutions for a particular SNR using Monte Carlo simulations and exact theoretical analysis are problematic. Monte Carlo simulation is time consuming due to the low probability of a symbol error at high SNR. On the other hand, the computation of exact analytical solutions requires complex multilevel numeric integration which is susceptible to error due to the small numerical values or oscillatory nature of the integrand over the integration region.
In light of the limitations of existing approaches, the contributions of this paper are as follows:
1536-1276/14$31.00 c 2014 IEEE 1) We generalize the asymptotic error rate expressions for SC and EGC in [20] and [21] to a generalized Rician fading model, thus incorporating both Nakagami-m and Rician fading in our analysis. As in [20] and [21] , our results are based on the generalized correlation model of [15] . 2) We expand the asymptotic error rate for SC into an exact infinite series for binary coherent and noncoherent modulations. In addition, an upper bound is provided on the truncation error when the series is terminated to a finite number of terms. By terminating the series at an appropriate point, we can achieve a higher accuracy than the asymptotic error rate but still achieve a significant reduction in computation complexity relative to evaluating the exact error rate. 3) We derive lower and upper bounds on the joint PDF of generalized Rician RVs with generalized correlation. We then use these bounds to develop asymptotically tight lower and upper SER bounds for EGC. Using these SER bounds we can determine at what SNR level the asymptotic solutions can adequately describe the exact results. This is motivated by the complexity of the exact results, such as those in [17] and [22] for equally correlated fading channels. The rest of this paper is organized as follows. Section II describes the system model and presents a brief review of the generalized correlation model for generalized Rician RVs proposed in [15] . In Section III, we derive the asymptotic SER for SC and EGC. In Section IV, the exact infinite series form of the error rate for SC is derived. In Section V, we derive the asymptotically tight error bounds for EGC. Numerical results demonstrating the validity and application of our analytical expressions are presented in Section VI. Finally, Section VII concludes this paper.
II. SYSTEM MODEL
Consider an L-branch diversity receiver impaired by slow, frequency nonselective fading and additive white Gaussian noise (AWGN) with power spectral density N 0 . The AWGN on each branch is independent, while the fading is correlated according to the generalized correlation model to be discussed in Section II-B. We assume the fading envelopes can be modeled as generalized Rician RVs. After demodulation with a matched filter, the instantaneous SNR on the kth diversity branch is γ k = R 2 k , where R k is a generalized Rician RV 1 .
A. Fading Model
The generalized Rician RV R k can be constructed from n Gaussian RVs as [23] 
where σ k is a power scaling factor, {X kl , l = 1, 2, . . . , n} are independent Gaussian RVs with mean μ kl and variance 1/2, 1 Here, we assume a complex fading channel model with perfect synchronization.
i.e.,
where s
kl , and I v (·) is the modified Bessel function of the first kind of order v with a series form [24, Eq. (9.6.10)]
where Γ(·) is the Gamma function [24, Eq. (6.1.1)]. The average SNR of the kth branch is given by
where E[·] is the expectation operator. The generalized Rician distribution specializes to Rician for n = 2, to Rayleigh for n = 2, s k = 0, and to Nakagamim for n = 2m, s k = 0 with m restricted to integer or half integer values. Although the generalized Rician model is rarely studied, it can partially unify the widely used Rician and Nakagami-m fading models, making it an interesting fading model for analysis.
B. Correlated Fading Model
We can construct a set of generalized Rician RVs correlated according to the generalized correlation model by letting 2 [15]
where
. . , n}, U kl and U ij are independent for k = i or l = j. Each X kl is a sum of independent Gaussian RVs and hence a Gaussian RV itself with
For a given l, U 0l is common to all X kl for k = 1, 2, . . . , L. It follows that the X kl 's are correlated RVs. We define the correlation coefficient between two RVs X and Y as
where Var[X] is the variance of RV X. The correlation coefficient between X kl and X ij is given by
Furthermore, it can be shown that the power correlation coefficient between the kth and ith branches is given by
Using this model, one can express the joint PDF of
k . Also, the joint CDF of R is given by [15, Eq. (23) ]
Although [15] justifies the relevance of the generalized correlation model by pointing out the lack of simple PDF and CDF expressions for commonly used fading models when L > 2, it does not discuss the limitations of the model. Let us examine the marginal PDF of R k , which can be found by setting r i = ∞ for i = 1, 2, . . . , L, i = k in (10) and differentiating the resulting marginal CDF with respect to (w.r.t.
where we have used the integral identity [25, Eq. (3.25.17.1) ].
Comparing (11) to the generalized Rician PDF (2), we see that s k is restricted to a specific form, i.e., s
in the generalized correlation model. Since the parameter S is common to the marginal PDF of all R k , k = 1, 2, . . . , L, s i cannot be chosen independently of s k for i = k. For Rician fading, this translates to a dependence among the Rice factors. This limitation does not apply to the Rayleigh and Nakagami-m special cases since s k = 0. The second limitation is that the power correlation coefficients of R, given in (8) , cannot be arbitrarily chosen for
there are not enough degrees of freedom available to arbitrarily choose each correlation coefficient. The generalized correlation model does however include the special case of equal correlation when λ k = λ, k = 1, 2, . . . , L. Despite the limitations we have outlined here, we are adopting the generalized correlation model in the absence of a tractable general analytical model that allows for arbitrary correlation.
III. ASYMPTOTIC ERROR RATE
In this section, we derive the asymptotic error rates for SC and EGC with coherent and noncoherent modulations for generalized Rician fading with generalized correlation.
When the average SNR approaches infinity, the error probability is solely determined by the shape of the PDF of the SNR at the origin or alternatively the corresponding moment generating function (MGF) at infinity [26] . Let the SNR at the output of the combiner be denoted by γ XX , where XX ∈ {SC, EGC}. In order to determine the shape of the γ XX PDF, we first find the joint PDF and the joint CDF of R near the origin. We use the small o notation, i.e. 
. Substituting these asymptotic expressions into the joint PDF of R in (9), we find
where Λ = 
. This result can be found by expressing M as a rank-one update matrix and using a matrix determinant lemma [20] . The off-diagonal elements of M are the correlation coefficients of the Gaussian RVs used to construct R, cf. (7). The CDF of R near the origin can be found by integrating (12) over r 1 , r 2 , . . . , r L , resulting in
By setting λ k = 0, k = 1, . . . , L, we see that (14) is the asymptotic CDF for independent branches scaled by a factor of e
Similar results have been observed in [19] , [21] , [27] . An important insight one can obtain from (12) and (14) is that, up to an SNR-independent scaling factor, the asymptotic error rate performance of correlated fading channels will behave like that of independent channels in large SNR regimes.
Using (12) and (14), we can obtain the asymptotic error rates for SC and EGC.
A. Selection Combining
For SC, the output SNR is the largest branch SNR
The relationship between the CDF of γ SC and the joint CDF,
. . , r L ), can be derived as follows
Substituting (14) into (16) and differentiating w.r.t. γ, we obtain the PDF of γ SC for γ → 0 as
where t = nL 2 − 1. Hence, the diversity order is nL 2 , and
B. Equal Gain Combining
We define a new term, the equivalent channel gain, as
We now take an MGF approach, where the MGF of h EGC is defined as M hEGC (s) E e −shEGC . We obtain M hEGC (s), using the first-order joint PDF in (12), for s → ∞ as
Applying the inverse Laplace transform and a RV transform [28, Eq. (5-4)] we obtain for γ → 0
C. Average Error Rate
For coherent modulations, the conditional SER can be expressed as P e,c (γ
exp(−y 2 /2)dy is the Gaussian Q-function, γ is the SNR, and the modulation specific parameters p and q for various modulation schemes are given in Table I . The corresponding asymptotic SER can be obtained from a XX as [26] , [29] 
For binary noncoherent modulations with a conditional SER of the form
the corresponding asymptotic SER is [20] 
In (24) and (25), u = 1/2 for binary noncoherent frequency shift keying (BNCFSK) and u = 1 for binary differential phase shift keying (BDPSK). Note that the dependence of (23) and (25) onγ k is implicit via the parameter σ k in a XX . The relationship betweenγ k and σ k is given in (4).
Remark 1:
To the best of the author's knowledge, an asymptotic analysis for correlated generalized Rician fading with SC or EGC has not been performed in the literature. For the special case of Nakagami-m fading, the asymptotic results were derived in [20] and [21] . For the Rician fading, the results of [19] are valid for arbitrary correlation, but we have verified they match those in (17) and (21) when a generalized correlation model is assumed.
IV. EXACT INFINITE SERIES FORMS FOR SC
In this section, we extend the asymptotic results for SC derived in Section III to an exact infinite series for the PDF and CDF of γ SC along with the bit error rate (BER) for binary coherent and noncoherent modulations. Furthermore, we provide an upper bound on the truncation error introduced when the infinite series is terminated at a finite number of terms.
A. SNR Distribution
Let the average SNR of the kth branch be given bȳ γ k = g kγ where g k is the gain of the kth branch relative to some baseline SNR valueγ. For instance,γ could be the geometric mean of the average branch SNRs, in which casē
. Substituting the joint CDF of generalized Rician RVs in (10) into (16) , one can express the CDF of γ SC in single integral form as
.
Theorem 1 (Infinite series form for F γSC (γ)): F γSC (γ) can be expanded into an infinite series as follows
where the coefficient C i is given by
is the generalized Laguerre polynomial with degree i and order α, and (x) n is the Prochhammer symbol defined as (x) n
Proof: See Appendix A. An infinite series expression for F γSC (γ) was obtained in [16] for Rayleigh, Nakagami-m, and Rician fading channels. While simpler than (27) , the infinite series in [16] is only valid for identical average branch SNRs and equally correlated branches.
The PDF of γ SC can be found by differentiating (27) w.r.t. γ, and it is given by
It is easy to verify that the first term in (29) matches the asymptotic PDF of γ SC derived in (17) .
We now consider two special cases: Single branch (L = 1) and independent fading. 1) Single Branch: For L = 1, the coefficient C i simplifies to
where we have used the fact that L (α)
and a Laguerre sum formula [30, Eq. (18.18.12) ]. Substituting (30) into (29) we obtain
where we have used the formula [31]
As expected, eq. (31) is the PDF of a noncentral χ 2 RV and matches the result found by differentiating (16) w.r.t. γ with L = 1, and by substituting (11) .
2) Independent Fading Channels:
Note that we use m here since setting
Thus, we only have Nakagami-m fading when the branches are independent. Substituting (33) into (27) we find
where 
B. BER for Binary Coherent Modulations
The average BER for binary coherent modulations can be found as
The parameter q is modulation dependent with q = 2 for binary phase shift keying (BPSK) and q = 1 for binary coherent frequency shift keying (BCFSK). Changing the order of integration in (35), we obtain
An infinite series form for P e,c can then be found by substituting (27) into (36) and changing the order of summation and integration to arrive at
Asγ → ∞, eq. (37) is dominated by the first term in the summation
(38) which matches the asymptotic BER with SC in (23) .
Although we have only derived the BER of coherent binary modulations, the results can be generalized to M -ary linear digital modulations following the MGF approach [1] .
C. BER for Binary Noncoherent Modulations
Using the conditional BER in (24), we obtain the average BER for BNCFSK and BDPSK as
Substituting (29) into (39) and changing the order of integration, we obtain an infinite series solution for the BER of noncoherent modulations as
D. Convergence
Thus far, we have proceeded with interchanging the order of summation and integration without considering whether the resulting series converges or not. While we will show the infinite series forms of F γSC (γ) and f γSC (γ) are convergent for all 0 ≤ γ < ∞, the infinite series for the BER for both coherent and noncoherent modulations are only convergent for a sufficiently largeγ.
Theorem 2 (Upper bound on |C i |):
The term |C i | can be upper bounded as follows
and
Proof: See Appendix B. Using (41), we can now bound the series form of F γSC (γ) in (27) as follows
Thus, convergence of (27) is absolute. In the same manner, it can be shown that the series form of the PDF (29) also converges absolutely. Due to the presence of the Γ(·) term in the numerator of the summation in (37), convergence of the series for the BER is conditional onγ. Finding the entire region of convergence of (37) is complicated by the nested summations. We can however find a subset of the region of convergence using the upper bound on |C i |. Using (41), we find Table II . We can see that when the value of m increases or when the branches become more correlated, the infinite series will start to converge at a higherγ value. A similar observation can also be made for the Rician fading with large Rice factors.
E. Truncation Error
In this section, we derive an upper bound on the truncation errors when the infinite series for the CDF of the SNR in (27) and BER for binary coherent modulations in (37) are terminated at a finite number of terms. We omit the results for binary noncoherent modulations, but the truncation error can be bounded in a similar manner.
The truncation of (27) and (37) to the first N + 1 terms is given byF
We then define the associated truncation errors as
e,c (γ)|, respectively.
(N ) Fγ SC (γ) can be bounded using (41) as
where we have used Sewell's inequality [33, p. 266 ]
to obtain (50). Likewise we bound
Pe,c (γ) as
where we have used the binomial series expansion
, to obtain (53). It is easy to see from (52) that the upper bound on the truncation error is o γ −( nL 2 +N +2) , the same order as the first term ignored when the series is truncated to (47). Thus, we can conclude our truncation error bound decreases relative to (47) asγ → ∞. This indicates that the BER expression in (37) is a convergent series at high SNR.
V. ASYMPTOTICALLY TIGHT UPPER/LOWER SER BOUNDS
FOR EGC In this section, we derive single integral upper and lower bounds on the average error rate with EGC. These bounds are asymptotically exact, i.e. as the average SNR approaches infinity. Furthermore, the bounds reduce to the exact error rate when the branches are independent.
We first find bounds on the joint PDF of the generalized Rician distributed fading amplitudes R. In order for these bounds to be asymptotically exact, we must preserve the shape of (9) at the origin, that is as
However, the bounds must also satisfy two additional objectives in order to provide a meaningful reduction of computational burden over the exact analysis. The first, and the most obvious one, is to simplify (9) by removing the integral over t. The impediment to finding a closed form solution of this integral is the product of Bessel functions. Thus, a key component of our derivations is that both upper and lower bounds of the Bessel function approach equality at the origin in order to preserve the asymptotic behaviour. The second objective is that the joint PDF bounds must appear as those of independent RVs, i.e. as f R (r 1 , r 2 
A. Bounds on Joint PDF
In the following two theorems we provide suitable upper and lower bounds on the joint PDF.
Theorem 3 (Lower bound on joint PDF): Eq. (9) can be lower bounded as
Proof: We start with a simple lower bound on I v (x) by observing that each term in (3) is positive when v ≥ − 1 2 , x ≥ 0. Thus, we can lower bound the modified Bessel function by truncating the series expansion to the first term, i.e.
As it is the first term in the series expansion, eq. (55) approaches equality as x → 0. Substituting (55) into (9) and using the integral identity [25, Eq. (3.15.2.8)] we obtain (54).
For the special case of Nakagami-m fading, we note that (54) is a scaled product of Nakagami-m PDFs
and thus the equality is also achieved for independent branches since Λ = 0.
Theorem 4 (Upper bound on joint PDF):
Eq. (9) can be upper bounded as
where Proof: See Appendix C.
As in the case with the lower bound of the joint PDF, by letting λ k = 0, k = 1, . . . , L, we can show the equality in (57) is obtained for Nakagami-m fading with independent branches. Note that we can express (54) and (57) explicitly in terms ofγ k using the substitution
for Ω k . We can now use (54) and (57) to obtain the corresponding upper and lower bounds on the error rate. Since lim x→0 exp(−x 2 ) = 1 and lim
x→0
(1 + x 2 ) = 1, both bounds in (54) and (57) converge to the asymptotic PDF in (12) , indicating that the developed lower/upper bounds for the error rate will also converge to the exact result at asymptotically high SNR.
B. Error Rate Bounds
An alternate error rate expression can be found by applying Parseval's theorem to (35) [34] 
is the Fourier transform of the conditional error probability, {·} denotes the real part of a complex number, and (·) * denotes complex conjugation. G(ω) is given for various coherent and noncoherent modulations in [34, Table 1 ]. For example, G(ω) for BPSK is given by
It is apparent that using upper and lower bounds on Φ hEGC (ω) in the integration of (60) results in lower and upper bounds on P e , respectively, as
where Φ hEGC ,L (ω) and Φ hEGC ,H (ω) are the lower and upper bounds respectively on Φ hEGC (ω). From (54), we obtain 3 and can be expressed in terms of the confluent 3D p (z) is related to the parabolic cylinder function, Dp (z), in [35] bỹ
4 Dp (z). We have elected to use this alternate notation for simplicity.
hypergeometric function using [35, Eq. (9.240 
Similarly from (57), we obtain Φ hEGC ,H (ω) as
L . Both error bounds, (62) and (63), consist of a single integral of closed form functions with implementations in popular mathematical software. Therefore, they are similar in computational complexity to the exact analysis for independent branches found in [34] and far simpler than the exact results in [17] and [22] for equally correlated branches. The usefulness of these bounds is that we can show at which SNR value the asymptotic error rates are valid without resorting to computer simulation.
VI. NUMERICAL RESULTS
In this section, we examine the application and validity of our results by comparing them to Monte Carlo simulations. Throughout this section we assume equal average branch SNRs, L = 3, and BPSK modulation.
A. Infinite Series for SC
We first examine the results of Section IV. In order to verify that (47) converges to the exact error rate, we have plotted it with N = 30 along with Monte Carlo simulations for Nakagami-m (m = 1, 2, 3) and Rician (S = 1.5) fading in Fig. 1 . In both cases we have used λ = [0.6, 0.4, 0.9], resulting in power correlation matrices, where the (k, i)th element is given by (8), of 
for Rician and Nagakami-m fading, respectively. We can see that, as discussed in Section IV-D, the SNR required for the series to converge shifts to the right as m increases. In practice, this means the series form of the BER is not useful for large m values. However, providedγ is sufficiently large, Fig. 1 shows that for both Nakagami-m and Rician fading, the Approximate (N = 30) and simulated BERs of coherent BPSK using triple branch SC over Rician and Nakagami-m fading channels. We assume S = 2 for Rician fading, and m = 1, 2, 3 for Nakagami-m fading. The power correlation matrices are assumed to be P 1 and P 2 for Rician and Nakagami-m, respectively. approximation is highly accurate. The convergence criterion for BPSK, η γ < 1, is satisfied whenγ > 12.85 dB for Rician fading andγ > 9.04, 12.05, 13.81 dB for Nakagami-m fading, m = 1, 2, 3 respectively. For N = 30 and Nakagamim fading with m = 1, 2 we see a excellent approximation at the minimum SNR. However with m = 3 this is not the case. This can be attributed to the slow convergence of the series at large m values near the minimum SNR.
Although we have chosen N = 30 in the previous example to achieve high accuracy, the asymptotic error rate approximation can be greatly improved by including only a couple extra terms of the infinite series. This is shown in Fig. 2 , where we have plotted the asymptotic (N = 0) error rate along with the error rates for N = 1 and N = 2 in Rician fading. The parameters are the same as those for the Rician fading assumed in Fig. 1 . The asymptotic error rate is not within 1% of the exact error rate until the SNR is 28.9 dB. By adding one and two additional terms this improves to 18.5 dB and Fig. 3 . Upper bound on the relative truncation error for coherent BPSK using triple branch SC over Nakagami-2 fading channels with equal average branch SNR. Branches are correlated with power correlation matrix P 2 .
14.8 dB, respectively. Thus, we can extend the SNR region where the asymptotic expression is valid with little additional complexity by including the first several terms of the infinite series. However, care must be taken since the infinite series in (37) will diverge at low SNR. Thus, this approach should only be adopted when we can guarantee (37) converges, i.e., 2η qγ < 1.
Using the upper bound on the truncation error in (53), we can guarantee accuracy of (47) to within some desired truncation error. In Fig. 3 , we plot the upper bound on the relative truncation error for Nakagami-2 fading, where the upper bound on the relative truncation error is the ratio of (53) and (47). As we would expect, the number of terms required to satisfy a truncation error target diminishes as SNR increases. For instance, to guarantee a relative truncation error less than 1%, we require N = 40 at 14.3 dB, but this drops to N = 10 at 17.4 dB, and further to N = 5 at 19.7 dB. Comparing this to Fig. 1 we can see that (53) significantly overestimates the N required at SNRs near the convergence point. However, at SNRs beyond several dB from the convergence point, the slight overestimate of N is not consequential, since the additional terms can be computed quickly. Although it is tempting to increase N to achieve an arbitrary accuracy, computation of C N can be intensive for large N and numerical integration of (36) may be more efficient. However, it should be noted that provided the relative SNRs between branches remains constant, the coefficients C i 's, i = 1, 2, . . . , N, need only be computed once, whereas numerical integration would have to be performed for each SNR value.
B. Asymptotically Exact Error Rate Bounds for EGC
The upper and lower bounds on the joint PDF of R we have developed, in addition to being asymptotically tight for correlated fading, are exact for independent fading. Thus, we expect the bounds to be tighter for weaker correlation among branches. We can see this is indeed the case by comparing Fig. 4 and Fig. 5 which plot P e,L and P e,H along with the asymptotic results for Rayleigh fading channels. The numeric respectively. We observe that while both bounds approach the simulation results asymptotically, the lower bound is a much tighter fit especially for the higher correlation of P 3 in Fig. 4 . In fact, the asymptotic error rate is a better upper bound than P e,H in Fig. 4 and Fig. 5 . However, the asymptotic error rate is an upper bound only when the SER-SNR curve is concave, which is the case for Rayleigh and Nakagami-m fading, but only for Rician fading with small Rice factors. Figure 6 indicates clearly that the correlation strongly affects the accuracy of the asymptotic error rate according is an upper bound on the error rate. For independent fading channels, the error rate is guaranteed to be within 5% of the asymptotic approximation at 23 dB. However, this increases to 27 dB when the power correlation ρ = 0.5 and further to 35 dB when ρ = 0.9.
Due to space limitation, we have only presented numerical results for the special cases of Rician and Nakagami-m fading models, which are of practical interests. However, our analytical results are also valid for odd values of n and s k = 0.
VII. CONCLUSION
In this work, we obtained the asymptotic error rate for correlated generalized Rician fading with SC and EGC. In addition, we expanded the asymptotic error rate for SC into an exact infinite series within the region of convergence. By truncating the infinite series to the first several terms, we can greatly improve the accuracy of the asymptotic expansion with little additional complexity. Furthermore, a simple upper bound on the truncation error was derived to guarantee a desired accuracy. For EGC, we derived upper and lower bounds on the exact error rate which are asymptotically exact. These bounds are similar in terms of computational complexity to evaluating the exact error rate for independent fading channels. Using these bounds alone, we determined at what SNR value the asymptotic results are good approximations of the exact error rate.
APPENDIX A PROOF OF INFINITE SERIES FORM OF F γSC (γ)
A novel infinite series form of the generalized Marcum Qfunction in terms of generalized Laguerre polynomials was recently proposed by András et al. [31] 
is the generalized Laguerre polynomial with degree i and order α given by [24, Eq. (22.3.9 
Substituting (A.1) into (26) and interchanging the order of summation and integration we can express F γSC (γ) as (27) where the coefficient C i is given by
To evaluate the integral in (A.3), we make a use of the following Lemma.
Lemma 1:
The following integral identity is true
with N being the set of nonnegative integers. Proof: Define
where i ∈ N and μ > 0. 
, we obtain from (A.6)
Since i is a nonnegative integer,
reduces to a generalized Laguerre polynomial [24, Eq. (13.6.9)] and we have
Using Lemma 1 and applying (A.2) to (A.3), we obtain 
where η = L k=1 d k , and we have also used the multinomial identity to derive (B.2). Since (B.1) is valid only for α ≥ 0, eq. (B.2) applies for n > 1 only. For n = 1 we use the inequality
which is a relaxed form of [24, Eq. (22.14.14)]. Using a similar methodology as that used to obtain (B.2), we find for n = 1 The term G 2 can be upper bounded by observing that the integrand is maximized when z = 0, and we get We note that since n ∈ N, we can expand (z + u) n−1 using the binomial theorem, resulting in where the coefficient a i is defined in (58). Although we have found an upper bound for G 1 in closed form, we cannot partition the R.H.S. of (C.11) into a product of L functions of variable r k for k = 1, 2, . . . , L, which will allow us to obtain closed-form bounds for the error rate using the CHF approach. Therefore, we must further upper bound G 1 to a suitable form. Since u i for i ∈ N, u ≥ 0 is a convex function, we can obtain, via Jensen's inequality, the following inequality 
(C.13)
Finally, by substituting (C.13) into (C.3) we obtain the upper bound of the joint PDF of generalized Rician distribution given in (57).
