Abstract-In this paper, an ARQ Go-Back-N protocol with unreliable feedback and time-out mechanism is studied, using renewal theory. Transmissions on both the forward and the reverse channels are assumed to experience Markovian errors. The exact throughput of the protocol is evaluated, and simulation results, that confirm the analysis, are presented. A detailed comparison of the proposed method and the commonly used transfer function method reveals that the proposed approach is simple and potentially more powerful.
I. INTRODUCTION AND SYSTEM ASSUMPTIONS
The performance of ARQ protocols on channels with dependent errors has been evaluated in the recent literature, using Markov models [1; 2; 3; 4] . In these papers, the analysis is done through flow graph techniques or via a simple application of renewal theory. The former approach, however, is not powerful enough, and is very difficult to apply to more elaborate schemes. In [4] , the authors computed the performance of the Go-Back-N (GBN) with timer control, but their analysis is not correct. We show that, contrary to the authors' claim, the analysis in [4] is an upper bound and not the exact result. We believe that this limitation can be traced to limitations of the flow graph approach, which becomes exceedingly complex when an exact analysis of the protocol is attempted. In contrast, renewal theory is much more powerful, and is used in this paper to evaluate the exact performance of GBN with timer control. Moreover, the renewal approach has been successfully applied to another non-trivial protocol [5] , and we strongly believe that, unlike the flow graph technique, it is the appropriate analytical tool for the study of protocols with considerable memory (e.g., a long timeout) or complexity.
In this paper, the patterns of packet and feedback errors are assumed to follow two independent first-order Markov models, with transition matrices
where p(x) = 1 ? q(x) (r(x) = 1 ? s(x)) is the probability that the forward slot i is successful given that the forward slot i?x was successful (unsuccessful), and similarly for the entries of M B (x), with reference to the backward channel. The packet length is assumed constant, equal to one time unit, and the round-trip delay is m ? 1 slots from the end of a transmission to the reception and decoding of the corresponding feedback information. The effect of backward errors is assumed to map the positive (ACK) and negative (NAK) feedback into an Erasure symbol. Also, each ACK/NAK carries the identity of the last correctly received packet. Due to space constraints, we refer to [4; 6] for a description of the rules of the GBN protocol with timer control. Throughout the paper we refer to this specific protocol, even though the technique is more widely applicable. Fig. 1 shows the i-th stage of the flow graph corresponding to the model of [4] . The initial and final stages are not displayed and may be found in [4] . The error pattern is described by four states: Z 1 , corresponding to an erroneous packet and a correct feedback transmission (NAK); Z 2 , where both transmissions are correct (ACK); Z 3 , corresponding to an erroneous packet and erroneous feedback; and Z 4 , where the packet is correctly received but the ACK is lost. These states are also indexed, according to the last packet correctly received. The branches between nodes are marked with transition functions of the form n xy = x(n)y(n)z n , where x(n) is one of the entries of the transition matrix M F (n) (and y(n) is from M B (n)), depending on the origin and destination of the branch, and z n accounts for a n slot delay. In the flow graph of Fig. 1 , entrance to state Z 4 (i) is counted as a success. The underlying assumption, which was not clearly stated in [4] , is that feedback error recovery always occurs due to time diversity. Of course, this is not true, since a burst of errors on the feedback channel can last long enough to prevent the delivery of an ACK/NAK before the timeout expires. Therefore, the analysis in [4] does not correspond to the actual system, and only provides an upper bound. A simple lower bound is derived in [7] .
II. FLOW GRAPH VERSUS MARKOVIAN ANALYSIS
The flow graph of Fig. 1 could be replaced by the transition diagram of the corresponding embedded Markov chain (obtained by sampling the process at the transition instants), given in Fig. 2. There are only the four states, Z 1 to Z 4 (corresponding to the states of the protocol), among which the transitions occur. All states with the same subscript are collapsed into a single state. From each node it is possible to go to any other with certain probabilities, and with each node is associated a delay (1 for nodes 2 and 4, m for node 1 and t for node 4). The number of correctly received packets is taken into account by counting visits to the states corresponding to successful transmissions (i.e., Z 2 and Z 4 ). The complete description of this Markov chain appears in [7] .
Solving for the transfer function may become tedious as the number of states to be considered gets even moderately large. On the other hand, solving for the asymptotic distribution of a Markov chain is relatively easy, unless the number of states is exceedingly large. Also, in the Markov chain approach no additional complexity arises from feedback transitions. Another potential limitation of the flow graph analysis is that it identifies a renewal with a correct reception. In practical protocols such as the one we consider, it is possible that an ACK (or even a NAK) acknowledges more than one packet simultaneously. The accurate tracking of such a protocol requires a much more complex flow graph, i.e., one in which transitions between noncontiguous stages can occur. The transfer function of such a flow graph may be very hard to compute. In particular, recursive relationships, such as the one described in [4] , may be hard to derive.
III. EXACT ANALYSIS THROUGH RENEWAL THEORY
In this section we describe a new approach to the study of the GBN ARQ protocol with timer control. The technique uses results from the renewal reward processes [9] and discrete-time semi-Markov processes [8] . The protocol memory that arises due to the time-out mechanism is accounted for by introducing more states in the Markov chain. Two semi-Markov processes can be associated with an underlying Markov Chain that tracks the channel/protocol state. The first semi-Markov process tracks the delay (number of slots) and the second one tracks the acknowledged transmissions. Taking any state of the chain as a reference (i.e., a renewal), the theory of semi-Markov processes provides techniques for deducing the steady-state average delay and throughput during a cycle [8] .
Let i be a state, arbitrarily chosen as a reference, and let i be its steady-state probability, where the vector is the steady-state distribution of the Markov chain. Also, let D ij be the time delay associated to transition from state i to state j and define the mean waiting time in state i as (2) In steady state, the mean recurrence time of state i, D ii , defined as the average time between two consecutive entrances into state i, is given by (see [8] , p. 641):
This equation holds for a generic reward function as well. If R ij is the reward (e.g., the number of acknowledged transmissions) associated with the transition from state i to state j, we have, as
in (2) and (3),
: (4) From a fundamental theorem of renewal reward processes, we have that [9] lim !1
where R( ) is the total number of rewards (i.e., of correct receptions) at time , and R ii is the average number of rewards during a cycle. A cycle is defined as the time between two consecutive passages for the reference state, i (renewals). Note that in (5) the probability i cancels out, and the result is independent of the choice of the reference state, as expected [8] . Note also that, in the present context, Eq. (5) is the steady-state throughput efficiency, .
It is clear that, once the transition diagram of the embedded chain is drawn (a necessary step in the transfer function method as well), the semi-Markov approach reduces to finding the steady-state distribution and to computing the quantities D i and R i , which can be easily evaluated from the diagram itself.
Note that the use of the renewal theorem made in the past literature [1; 3] is a particularly simple case of (2)- (5), where R i = 1, R j = 0; j 6 = i, for some state i, whose visits are taken as the renewals.
A. Performance of GBN with timer control
Consider the GBN protocol with time-out, whose rules are given in [4; 6] . To take into account the protocol memory, we modify the transition diagram in Fig. 2 , introducing some additional states, S i , i = 0; 1; :::; t?m,and S 0 i , i = 0; 1; :::t?m?1.
This chain of states corresponds to state 4 in Fig. 2 , in the sense that it is entered when a correct packet is received but its ACK gets lost, and is exited when the resulting uncertainty is resolved. All these states correspond to the uncertain situation in which some feedback information is lost. More than one of them is needed in order to keep track of the number of outstanding packets, i.e., packets which have been transmitted and not yet acknowledged, and whose time-out has not expired. For example, Fig. 3 reports the complete chain for the case t ? m = 2.
As to the transitions among states 1, 2 and 3, and from them to state S 0 ( state 4 in Fig. 2) , everything is the same as in Fig. 2 . When the ACK relative to packet k is lost, the system enters state S 0 . From state S 0 , a transition occurs to states 1 or 2, after one slot delay, if correct feedback relative to packet k + 1 is received. Note that this feedback information also acknowledges the outstanding packet k, whose ACK was lost.
Therefore, a transition to state 2 (ACK) involves two correct receptions (the current, k + 1, and the outstanding, k), whereas a transition to state 1 (NAK) involves one correct reception (packet k). On the other hand, if no correct feedback is received as to slot k + 1, a transition to S 0 0 or to S 1 occurs. If the lost feedback was a NAK (transition to state S 0 0 ), no further feedback will be sent, and the time-out expiration of packet k will resolve the uncertainty. The transitions from S 0 0 then involve a delay of t ? 1 slots (which is the number of slots to time-out, since one has already passed) and no rewards, except for the transition to state 2 (note that transitions to state 2 always involve at least one reward). If, on the other hand, the lost feedback was an ACK, state S 1 is entered, with two outstanding packets (k and k + 1).
Note that the pair of states (S 1 ; S 0 1 ) is analogous to (S 0 ; S 0 0 ), with the difference that there is one more outstanding unacknowledged packet (and therefore the transitions to states 1 and 2 involve two and three rewards, respectively), and that one more slot has passed, so that the transitions from S 0
1 involve a delay of t ? 2 slots. In general, as depicted in Fig. 4 since each state has exactly four outgoing transition branches. Therefore, the problem of finding the steady state distribution, which in general grows as the square of the number of states, in this case grows only linearly.
This method allows one to keep track of the backlog of outstanding packets. As such it may be useful in analyzing other types of ARQ protocols as well, in which time-out mechanisms introduce memory. This memory is captured by means of some additional states. As long as the maximum number of outstanding packets is not very large, an approach like the one presented above seems to be feasible. The only difficulty is to correctly identify the possible transitions and the associated delays: note, however, that this step is needed in the flow graph analysis as well.
As an example, in Fig. 5 we plotted the two bounds computed via the transfer function method [4; 7] , and the actual throughput obtained from the above model, for a given set of values of the parameters. The perfect match between analytical results and simulation points confirms the correctness of the above analysis.
