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1. Introduction
Let Gn = SL(n,R) and Γn = SL(n,Z). We will be interested in the space Xn = Γn\Gn considered as
the space of n-dimensional lattices of covolume 1. Here Γn g corresponds to the lattice Zn g ⊂ Rn . We
let μn denote the Haar measure on Gn , normalized so that it represents the unique right Gn-invariant
probability measure on the homogeneous space Xn .
For L ∈ Xn and Re s > n2 the Epstein zeta function is deﬁned by
En(L, s) =
∑
m∈L
′|m|−2s, (1)
where ′ denotes that the zero vector should be omitted. En(L, s) has an analytic continuation to C
except for a simple pole at s = n2 and furthermore it satisﬁes the functional equation
Fn(L, s) = Fn
(
L∗, n
2
− s
)
,
where Fn(L, s) := π−sΓ (s)En(L, s) and L∗ is the dual lattice of L.
The Epstein zeta function is in many ways analogous to the Riemann zeta function. In particular
we have the relation
ζ(2s) = 1
2
E1(Z, s).
With this analogy in mind it is natural to call the region 0 < Re s < n2 the critical strip for En(L, s).
Note however that for all n  2 there exist lattices L ∈ Xn for which the Riemann hypothesis for
En(L, s) is known to fail (cf. [18, Thm. 1]; see also [1,16,17,19]).
In this paper we will study En(L, s) with n large and s > n2 . In particular we will, for ﬁxed c >
1
2 ,
be interested in questions concerning the value distribution of En(L, cn) as n → ∞. These questions
are mainly motivated by the work of Sarnak and Strömbergsson [13, Sec. 6] on the height function
for ﬂat tori in large dimensions. For the ﬂat torus Rn/L, with L ∈ Xn , the height function is deﬁned
by
hn
(
R
n/L
)= 2 log2π + ∂
∂s
En
(
L∗, s
)
|s=0.
Sarnak and Strömbergsson show that the function hn concentrates at the value log4π − γ + 12 as
n → ∞. Interpreted in terms of the Epstein zeta function this result states that if ε > 0 is ﬁxed then
2 Here γ is Euler’s constant.
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{
L ∈ Xn
∣∣∣ ∣∣∣∣ ∂∂s En(L, s)|s=0 − (1− γ − logπ)
∣∣∣∣< ε}→ 1
as n → ∞. (In this connection, recall that En(L,0) = −1 for all n and all L ∈ Xn .)
This description of the derivative of En(L, s) at the point s = 0 naturally suggests the question of
what we can say about the value distribution of the function En(L, s) itself as n → ∞. We start this
investigation to the right of the critical strip since there En(L, s) is given by the simple formula (1).
The study of En(L, s) for large s is further related to the classical problem of ﬁnding the densest
lattice sphere packing in Rn . To be more precise, Ryshkov [11] has showed that the densest lattice
sphere packing of Rn is given by the lattice that minimizes En(L, s) as s → ∞.
In the present context it is most natural to consider a normalized version of En(L, s). Our main
result is that the value distribution, as n → ∞, of the normalized Epstein zeta function can be com-
pletely described in terms of the points of a Poisson process on the positive real line.
Theorem 1. Let Vn denote the volume of the n-dimensional unit ball. Let P be a Poisson process on the positive
real linewith intensity 12 and let T1, T2, T3, . . . denote the points of P ordered so that 0 < T1 < T2 < T3 < · · · .
Then, for ﬁxed c > 12 , the distribution of the random variable V
−2c
n En(·, cn) converges to the distribution of
2
∑∞
j=1 T
−2c
j as n → ∞. In fact, for any m  1 and ﬁxed 12 < c1 < · · · < cm, the distribution of the random
vector
(
V−2c1n En(·, c1n), . . . , V−2cmn En(·, cmn)
)
converges to the distribution of (
2
∞∑
j=1
T−2c1j , . . . ,2
∞∑
j=1
T−2cmj
)
as n → ∞.
Actually, with the same notation as in Theorem 1, even more is true:
Theorem 2. For each n ∈ Z+ and any ﬁxed 12 < A < B consider
c → V−2cn En(·, cn)
as a random function in C[A, B]. The distribution of this random function converges to the distribution of
c → 2
∞∑
j=1
T−2cj
as n → ∞.
The most important ingredient in the proof of Theorem 1 is our result [15] on the distribution of
lengths of lattice vectors in a random lattice in Xn . It states that, as n → ∞, the suitably normalized
non-zero vector lengths in a random lattice L ∈ Xn behave like the points of a Poisson process on the
positive real line. This result together with Eq. (1) suggest that the limit distribution of the normalized
Epstein zeta function should be that of the “random Dirichlet series” appearing in Theorem 1 and
Theorem 2. It is immediate from [15] that the “symmetric” partial sums of V−2cn En(·, cn) converge in
distribution to the corresponding partial sums of 2
∑∞
j=1 T
−2c
j as n → ∞. The proof is ﬁnished by an
approximation argument using a bound on the second moment.
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distribution but also convergence in moments after an explicit and tractable truncation. (A truncation
is necessary already in order for the moments of En(·, s) to exist.) We will consider the truncation
ERn(δ)(L, s) of En(L, s) that discards the contribution to En(L, s) from all lattice vectors in L belonging
to the n-ball of volume δ > 0 centered at the origin:
ERn(δ)(L, s) =
∑
m∈L|m|>Rn(δ)
|m|−2s, Rn(δ) =
(
δ
Vn
) 1
n
.
It follows that En(L, s) − ERn(δ)(L, s) is non-zero only on a set of measure at most 12 δ (cf. (13) be-
low). We show that the moments of V−2cn ERn(δ)(·, cn) converge to those of a similar truncation of
2
∑∞
j=1 T
−2c
j as n → ∞. In precise terms:
Theorem 3. Let c > 12 and δ > 0 be ﬁxed. Let further I(·) be the indicator function. Then every moment of
V−2cn ERn(δ)(·, cn) converges to the corresponding moment of 2
∑∞
j=1 I(T j > δ)T
−2c
j as n → ∞. Furthermore,
for any m 1 and ﬁxed 12 < c1 < · · · < cm, the joint moments of the random vector(
V−2c1n ERn(δ)(·, c1n), . . . , V−2cmn ERn(δ)(·, cmn)
)
converge to the corresponding joint moments of(
2
∞∑
j=1
I(T j > δ)T
−2c1
j , . . . ,2
∞∑
j=1
I(T j > δ)T
−2cm
j
)
as n → ∞.
The proof of Theorem 3 is based on the approach by Sarnak and Strömbergsson. We determine the
limiting expressions for the moments of V−2cn ERn(δ)(·, cn) using the integration formula of Siegel [14]
and its generalization by Rogers [6]. The limits of the mean and variance of V−2cn ERn(δ)(·, cn) are found
by straightforward calculations. When k  3 the k-th moment requires more advanced estimates in
order to ﬁnd the limiting value. These estimates are based on a mixture of methods discussed by
Rogers in [7–9]. The exact formula for the limit of the k-th order moment is given in Theorem 5 in
Section 3.
Theorem 3 implies Theorem 1 by letting δ → 0, cf. Section 7.2. We expect that this approach to
the value distribution of En(L, s) can be used also to study the Epstein zeta function in the critical
strip. The author plans to address this more diﬃcult problem in a forthcoming paper.
2. Preliminaries
2.1. Siegel’s and Rogers’ integration formulae
In this section we ﬁx some notation concerning the integration formula that will be the major
technical tool when discussing the moments of ERn(δ)(L, s).
Let f : Rn → R be a non-negative Borel measurable function. In [14] Siegel proves the mean value
formula ∫
Xn
∑
m∈L\{0}
f (m)dμn(L) =
∫
Rn
f (x)dx. (2)
We next describe Rogers’ generalization of Siegel’s formula.
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considers the integral
∫
Xn
∑
m1,...,mk∈L
ρ(m1, . . . ,mk)dμn(L),
and shows that it equals a certain (positive) inﬁnite linear combination of integrals of ρ over various
linear subspaces of (Rn)k . In this paper we will be interested in the similar integral
∫
Xn
∑
m1,...,mk∈L\{0}
ρ(m1, . . . ,mk)dμn(L). (3)
It follows from Rogers’ formula in [6] that the integral in (3) equals
∫
Rn
· · ·
∫
Rn
ρ(x1, . . . , xk)dx1 . . .dxk
+
∑
(ν,μ)
∞∑
q=1
∑
D
(
e1
q
· · · em
q
)n ∫
Rn
· · ·
∫
Rn
ρ
(
m∑
i=1
di1
q
xi, . . . ,
m∑
i=1
dik
q
xi
)
dx1 . . .dxm. (4)
Here the outer sum is over all divisions (ν,μ) = (ν1, . . . , νm;μ1, . . . ,μk−m) of the numbers 1, . . . ,k
into two sequences ν1, . . . , νm and μ1, . . . ,μk−m with 1m k − 1, satisfying
1 ν1 < ν2 < · · · < νm  k,
1μ1 < μ2 < · · · < μk−m  k,
νi 	= μ j, if 1 i m, 1 j  k −m. (5)
The inner sum in (4) is over all m × k matrices D , with no column vanishing, with integer elements
having greatest common divisor equal to 1, and with
diν j = qδi j, i = 1, . . . ,m, j = 1, . . . ,m,
diμ j = 0, if μ j < νi, i = 1, . . . ,m, j = 1, . . . ,k −m.
We call these matrices (ν,μ)-admissible. A matrix is called k-admissible if it is (ν,μ)-admissible for
some division (ν,μ) satisfying (5). Finally ei = (εi,q), i = 1, . . . ,m, where ε1, . . . , εm are the elemen-
tary divisors of the matrix D .
Remark 1. It follows from the conditions on the matrices D above and [5, Thm. 14.5.1] that in all
cases we have e1 = 1. In particular it follows that we always have
(
e1
q
· · · em
q
)n
 q−n. (6)
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Given a lattice L ∈ Xn , we order the non-zero vector lengths in L as 0 < 1  2  3  · · · , where
we count the common length of the vectors x and −x only once. For j  1, we deﬁne
V j(L) := π
n/2
Γ (n2 + 1)
nj (7)
so that V j(L) is the volume of an n-dimensional ball of radius  j . Finally, for t  0, we let
N˜t(L) := #
{
j: V j(L) t
}
.
The main theorem in [15] is the following:
Theorem 4. Let {N(t), t  0} be a Poisson process on the positive real line with intensity 12 . Then the stochastic
process {N˜t(·), t  0} converges weakly to {N(t), t  0} as n → ∞.
Let us consider the Poisson process {N(t), t  0}. We recall that N(t) denotes the number of
points falling in the interval (0, t] and that N(t) is Poisson distributed with expectation value 12 t .
We let T1, T2, T3, . . . denote the points of the process ordered in such a way that 0 < T1 < T2 <
T3 < · · · .
The proof of Theorem 4 is based on calculations using Rogers’ integration formula and the follow-
ing two observations, which we recall here for convenience.
Proposition 2.1. Let k 1 and denote by P(k) the set of partitions of {1, . . . ,k}. For 1 j  k let f j : R0 →
R be functions satisfying
∏
j∈B f j ∈ L1(R0) for every nonempty subset B ⊆ {1, . . . ,k}. Then
E
(
k∏
j=1
( ∞∑
n=1
f j(Tn)
))
=
∑
P∈P(k)
2−#P
∏
B∈P
( ∞∫
0
∏
j∈B
f j(x)dx
)
.
Lemma 2.1. Let k 1 and let D(k) be the set of k-admissible matrices D with all entries in {0,1} and exactly
one entry equal to 1 in each column, together with the k × k indentity matrix Ik. When D = Ik let νi = i,
1  i  k. Then there is a bijection g : D(k) → P(k) with the property that if D ∈ D(k) is an m × k matrix
and g(D) = P = {B1, . . . , B#P } then #P =m and {ν1, . . . , νm} = {min j∈B1 j, . . . ,min j∈Bm j}.
2.3. Normalization of En(L, s)
For n 1 we let
Vn := π
n/2
Γ (n2 + 1)
so that Vn is the volume of the unit ball in Rn . For future reference we also recall that
Vn = ωn
n
, (8)
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En(L, s) =
∑
m∈L
′|m|−2s = V
2s
n
n
∑
m∈L
′(
Vn|m|n
)− 2sn = 2V 2snn ∞∑
j=1
V j(L)−
2s
n .
Hence it is natural to consider the normalized function
En(L, s) := V
−2s
n
n En(L, s),
so that
En(L, s) = 2
∞∑
j=1
V j(L)−
2s
n (9)
for s > n2 . It is this normalized form of the Epstein zeta function that will be in focus in the present
paper.
2.4. Truncation of En(L, s)
By an application of Rogers’ formula (4) it is clear that the moments of En(·, s) do not exist for
any s > n2 . In order to discuss moments we will thus need to consider a truncation of the Epstein zeta
function. Here we will focus on the truncation ERn(δ)(L, s) of En(L, s) that discards the contribution
to En(L, s) from all lattice vectors in L belonging to the n-ball of volume δ > 0 centered at the origin.
The details are as follows:
For n 1 and δ > 0 we let Rn(δ) be the radius of a ball of volume δ in Rn . Hence
Rn(δ) =
(
δ
Vn
) 1
n
, (10)
and for x ∈ Rn we note that
|x| > Rn(δ) ⇔ Vn|x|n > δ. (11)
As is indicated above we deﬁne
ERn(δ)(L, s) :=
∑
m∈L
|m|−2s I Rn(δ)(m), (12)
where I Rn(δ) is the cut-off function
I Rn(δ)(x) =
{
1 if |x| > Rn(δ),
0 if |x| Rn(δ).
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Xn
∑
m∈L\{0}
χRn(δ)(m)dμn(L) =
∫
Rn
χRn(δ)(x)dx = δ. (13)
It follows that En(L, s) − ERn(δ)(L, s) is non-zero on a set of measure at most 12 δ.
Also when discussing moments of the truncated Epstein zeta function we will ﬁnd it most natural
to work with the normalized form
ERn(δ)(L, s) := V
−2s
n
n ERn(δ)(L, s) = 2
∑
V j(L)>δ
V j(L)−
2s
n . (14)
2.5. The random variable T (c)
Let us return to the Poisson process {N(t), t  0} on the positive real line with constant inten-
sity 12 . As in Section 2.2 we let T j , j  1, be the points of the process taken in increasing order.
Let c > 12 . Motivated by Theorem 4 and Eq. (9) we will be interested in the random variable
T (c) := 2
∞∑
j=1
T−2cj .
The purpose of this paper is to prove that T (c) is (in several senses) the limit of En(·, cn) as
n → ∞.
It turns out that the distribution of T (c) can be understood in very explicit terms. Indeed, it
follows from [12, Thm. 1.4.5] (slightly modiﬁed to allow for the Poisson process to have intensity 12 )
that T (c) has the strictly 12c -stable distribution S 12c
(
2
(
Γ (2− 12c ) cos( π4c )
2(1− 12c )
)2c
,1,0
)
. (See [12] for details on
the notation.)
Using Proposition 2.1 it is easy to see that the moments of T (c) do not exist. To make it possible
to anyhow enter a discussion of moments we introduce the truncated version
T (c, δ) := 2
∞∑
j=1
I(T j > δ)T
−2c
j ,
where δ > 0 and I(·) is the indicator function. We remark that this truncation is chosen to match the
truncation ERn(δ)(L, s) of En(L, s) introduced in the previous section.
We now calculate the moments of T (c, δ). From Proposition 2.1, with k  1 and f1(x) = · · · =
fk(x) = 2I(x > δ)x−2c , we get
E
(
T (c, δ)k
)= 2kE(( ∞∑
j=1
I(T j > δ)T
−2c
j
)k)
= 2k
∑
P∈P(k)
2−#P
∏
B∈P
∞∫
δ
x−2c#B dx
= 2k
∑
P∈P(k)
2−#P
∏
B∈P
δ1−2c#B
2c#B − 1
= 2k
∑
P∈P(k)
2−#P δ#P−2kc
∏
B∈P
1
2c#B − 1 . (15)
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Lemma 2.2. Let c > 12 and δ > 0 be ﬁxed. Let μT (c,δ) be the distribution of T (c, δ). Then μT (c,δ) is the only
probability measure on the positive real line with the moments E(T (c, δ)k), k 1.
Proof. By [2, Thm. 30.1] it is enough to prove that the moment generating function, ψT (c,δ)(t), has a
positive radius of convergence. We recall that
ψT (c,δ)(t) =
∞∑
k=0
E(T (c, δ)k)
k! t
k.
We call the coeﬃcients in this power series αk and study the radius of convergence using the ratio
test. By dividing P(k + 1) into the partitions that have {k + 1} as an element and those who do not
have {k + 1} as an element, we ﬁnd that
αk+1
αk
= 1
k + 1
E(T (c, δ)k+1)
E(T (c, δ)k)
= 2
k + 1
∑
P∈P(k+1) 2−#P δ#P−2(k+1)c
∏
B∈P 12c#B−1∑
P ′∈P(k) 2−#P
′
δ#P
′−2kc∏
B ′∈P ′ 12c#B ′−1
 2
k + 1
(
δ1−2c
2(2c − 1) +
∑
P∈P(k) 2−#P δ#P−2(k+1)c#P
∏
B∈P 12c#B−1∑
P ′∈P(k) 2−#P
′
δ#P
′−2kc∏
B ′∈P ′ 12c#B ′−1
)
 2
k + 1
(
δ1−2c
2(2c − 1) + kδ
−2c
)
 M, (16)
for all k 1 and some 0 < M < ∞ (depending on c and δ). It follows that ψT (c,δ)(t) has a positive (or
inﬁnite) radius of convergence. 
We end this section by discussing two random vectors related to T (c, δ). Let m  1 and ﬁx c =
(c1, . . . , cm) satisfying 12 < c1 < c2 < · · · < cm . In Theorem 1 and Theorem 3 we will be interested in
T (c) := (T (c1), . . . , T (cm)) (17)
and
T (c, δ) := (T (c1, δ), . . . , T (cm, δ)) (18)
respectively. As before the truncation T (c, δ) is introduced in order to discuss moments. To be more
precise we let κ  1 and ﬁx γ j ∈ {c1, . . . , cm}, 1 j  κ , satisfying γ1  γ2  · · · γκ . Using Proposi-
tion 2.1, with f j(x) = 2I(x > δ)x−2γ j (1 j  κ ), we get
E
(
κ∏
j=1
T (γ j, δ)
)
= E
(
κ∏
j=1
( ∞∑
n=1
f j(Tn)
))
= 2κ
∑
P∈P(κ)
2−#P δ#P−2
∑κ
j=1 γ j
∏
B∈P
1
2Bγ − 1 , (19)
where, for B ∈ P ∈ P(κ), we have Bγ =∑ j∈B γ j .
Lemma 2.3. Let δ > 0 be ﬁxed. Let m  1 and ﬁx c = (c1, . . . , cm) satisfying 12 < c1 < c2 < · · · < cm. Let
μT (c,δ) be the distribution of the random vector T (c, δ). Then μT (c,δ) is the only probability measure on Rm
with joint moments given by (19).
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enough to show that the sequences {E(T (c j, δ)k)}∞k=1, 1  j m, satisfy the Carleman condition, i.e.
that
∞∑
k=1
1
E(T (c j, δ)2k)1/2k
= ∞, 1 j m.
But the divergence of these series follows from (16) and an application of Stirling’s formula. 
3. The moments of the Epstein zeta function
In this section we will discuss the moments of the truncated and normalized Epstein zeta function
ERn(δ)(·, cn) for ﬁxed c > 12 . For each ﬁxed moment we will assume that n is large enough to make
Rogers’ integration formula applicable. The goal is to study the moments as n → ∞.
As an easy ﬁrst step we calculate the expectation value of ERn(δ)(·, cn).
Proposition 3.1. Let c > 12 and δ > 0 be ﬁxed. Then the expectation value of ERn(δ)(·, cn) satisﬁes
E
(ERn(δ)(·, cn))= δ1−2c2c − 1
for all n 1.
Proof. Using Siegel’s formula (2) and Eqs. (8) and (10), we ﬁnd that
E
(ERn(δ)(·, cn))= V−2cn ∫
Rn
|x|−2cn I Rn(δ)(x)dx = ωnV−2cn
∞∫
Rn(δ)
rn(1−2c)−1 dr
= ωnV−2cn
Rn(δ)n(1−2c)
n(2c − 1) =
V 1−2cn
2c − 1
(
δ
Vn
)1−2c
= δ
1−2c
2c − 1
for all n 1. 
We continue by discussing the variance of ERn(δ)(·, cn).
Proposition 3.2. Let c > 12 and δ > 0 be ﬁxed. Then the variance of ERn(δ)(·, cn) satisﬁes
V
(ERn(δ)(·, cn))→ 2δ1−4c4c − 1
as n → ∞.
Proof. Following [13] we ﬁnd that
E
(ERn(δ)(·, cn)2)= ∫
Xn
ERn(δ)(L, cn)2 dμn(L)
= V−4cn
∫
X
∑
m1∈L
|m1|−2cn I Rn(δ)(m1)
∑
m2∈L
|m2|−2cn I Rn(δ)(m2)dμn(L)
n
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∑
d11
d21
∫
Xn
∑∗
ν1,ν2∈L
|d1ν1|−2cn I Rn(δ)(d1ν1)|d2ν2|−2cn I Rn(δ)(d2ν2)dμn(L),
where ∗ denotes that the summation is over pairs of primitive vectors3 in L. Applying a version of
Rogers’ formula adapted to the present situation (cf. [6, Thm. 5]) we get
E
(ERn(δ)(·, cn)2)
= V−4cn
∑
d11
d21
(
1
ζ(n)2
∫
Rn
∫
Rn
|d1x1|−2cn I Rn(δ)(d1x1)|d2x2|−2cn I Rn(δ)(d2x2)dx1 dx2
+ 2
ζ(n)
∫
Rn
|d1x|−2cn I Rn(δ)(d1x)|d2x|−2cn I Rn(δ)(d2x)dx
)
= V−4cn
∑
d11
d21
1
ζ(n)2dn1d
n
2
∫
Rn
|x1|−2cn I Rn(δ)(x1)dx1
∫
Rn
|x2|−2cn I Rn(δ)(x2)dx2
+ 2V
−4c
n
ζ(n)
∑
d11
d21
d−2cn1 d
−2cn
2
∫
Rn
|x|−4cn I Rn(δ)(d1x)I Rn(δ)(d2x)dx
= E(ERn(δ)(·, cn))2 + 2V−4cnζ(n) ∑
d11
d21
d−2cn1 d
−2cn
2
∫
Rn
|x|−4cn I Rn(δ)(d1x)I Rn(δ)(d2x)dx.
Using Eqs. (8) and (10) it follows that
V
(ERn(δ)(·, cn))= 2V−4cnζ(n) ∑
d11
d21
d−2cn1 d
−2cn
2
∫
Rn
|x|−4cn I Rn(δ)(d1x)I Rn(δ)(d2x)dx
= 2V
−4c
n
ζ(n)
∑
d11
d21
d−2cn1 d
−2cn
2 ωn
∞∫
Rn(δ)/min(d1,d2)
rn(1−4c)−1 dr
= 2V
1−4c
n
ζ(n)(4c − 1)
∑
d11
d21
d−2cn1 d
−2cn
2
(
Rn(δ)
min(d1,d2)
)n(1−4c)
= 2δ
1−4c
ζ(n)(4c − 1)
∑
d11
d21
min(d1,d2)
n(2c−1) max(d1,d2)−2cn.
The sum above is rapidly decaying and the term corresponding to d1 = d2 = 1 is exponentially larger
than the remaining series. We conclude that
3 A primitive lattice vector is a non-zero lattice vector which is not a positive integral multiple of another lattice vector.
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(ERn(δ)(·, cn))→ 2δ1−4c4c − 1
as n → ∞. 
We now turn our attention to the higher order moments. Let k 2. To begin with we ﬁnd that
E
(ERn(δ)(·, cn)k)= ∫
Xn
ERn(δ)(L, cn)k dμn(L)
= V−2kcn
∫
Xn
∑
m1,...,mk∈L
|m1|−2cn I Rn(δ)(m1) · · · |mk|−2cn I Rn(δ)(mk)dμn(L).
Applying Rogers’ formula (4) yields
E
(ERn(δ)(·, cn)k)= E(ERn(δ)(·, cn))k + ∑
(ν,μ)
∞∑
q=1
∑
D
(
e1
q
· · · em
q
)n
I(D,n, c, δ) (20)
where
I(D,n, c, δ) = V−2kcn
∫
Rn
· · ·
∫
Rn
k∏
j=1
(∣∣∣∣∣
m∑
i=1
dij
q
xi
∣∣∣∣∣
−2cn
I Rn(δ)
(
m∑
i=1
dij
q
xi
))
dx1 . . .dxm.
For some special k-admissible matrices D , the integral I(D,n, c, δ) is easy to determine.
Proposition 3.3. Let k  2 and 1m  k − 1 be given and let (k1,k2, . . . ,km) be an ordered partition of k.
Let Xk1,k2,...,km denote the set of k-admissible m × k matrices D, with elements dij ∈ {0,±1}, having exactly
one non-zero entry in each column and ki non-zero entries in the i-th row. Let c >
1
2 and δ > 0 be ﬁxed. Then
I(D,n, c, δ) = δm−2kc
m∏
i=1
1
2kic − 1
for all D ∈ Xk1,k2,...,km and all n 1.
Proof. For D ∈ Xk1,k2,...,km it is immediate to get
I(D,n, c, δ) = V−2kcn
m∏
i=1
∫
Rn
|xi|−2kicn I Rn(δ)(xi)dxi .
Using Eqs. (8) and (10) it follows that
I(D,n, c, δ) = V−2kcn
m∏
i=1
(
ωn
∞∫
Rn(δ)
rn−2kicn−1 dr
)
= V−2kcn
m∏(
ωn
Rn(δ)n(1−2kic)
n(2kic − 1)
)i=1
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m∏
i=1
1
2kic − 1
= δm−2kc
m∏
i=1
1
2kic − 1
for all n 1. 
Proposition 3.4. Let k  2 and 1m  k − 1 be given and let (k1,k2, . . . ,km) be an ordered partition of k.
Then
#Xk1,k2,...,km = 2k−m
m−1∏
i=1
(
k −∑i−1j=1 k j − 1
ki − 1
)
,
where the empty product is interpreted as 1 and the empty sum as 0.
Proof. First we note that it is enough to count the number of relevant matrices having all non-zero
entries equal to 1, since we get #Xk1,k2,...,km as 2
k−m times this number.
The positions of the k1 non-zero entries in the ﬁrst row can be chosen in
( k−1
k1−1
)
ways, since we
must have d1,1 = 1. Given such a conﬁguration, the positions of the k2 non-zero entries in the second
row can be chosen in
(k−k1−1
k2−1
)
ways, since the ﬁrst non-zero entry in the second row is determined
by the conﬁguration in the ﬁrst row. Continuing the argument in the same way we get the desired
result. 
We now state our main result on the moments of ERn(δ)(·, cn).
Theorem 5. Let k 2 and 1m k− 1. Let c > 12 and δ > 0 be ﬁxed. Then the k-th moment of ERn(δ)(·, cn)
satisﬁes
E
(ERn(δ)(·, cn)k)→ k∑
m=1
∑
k1+···+km=k
2k−m
m−1∏
i=1
(
k −∑i−1j=1 k j − 1
ki − 1
)
δm−2kc
m∏
i=1
1
2kic − 1 (21)
as n → ∞. In (21) the inner sum is over all ordered partitions of k in m parts.
We postpone the proof of Theorem 5 until Section 5.
Remark 2. The contribution to the right-hand side of (21) with m = k and k1 = k2 = · · · = km = 1
comes from the term E(ERn(δ)(·, cn))k in (20). The remaining part of the right-hand side of (21) is the
contribution from the matrices D belonging to Xk1,k2,...,km for some ordered partition (k1,k2, . . . ,km)
of k.
Remark 3. By comparison with Proposition 3.1 we note that formula (21) holds also with k = 1. We
further note the agreement of Theorem 5 with Proposition 3.2 (using the appropriate combination of
k = 1 and k = 2).
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Let 12 < c1 < · · · < cm be ﬁxed and set c = (c1, . . . , cm). We want to prove that the distribution of
the random vector
En(L, cn) :=
(En(L, c1n), . . . , En(L, cmn)) (22)
converges to the distribution of
T (c) = (T (c1), . . . , T (cm))
as n → ∞. This will be done working with partial sums of En(L, c) and T (c) respectively. For k  1
and L ∈ Xn we let
En(L, cn,k) :=
(
2
k∑
j=1
V j(L)−2c1 , . . . ,2
k∑
j=1
V j(L)−2cm
)
and
T (c,k) :=
(
2
k∑
j=1
T−2c1j , . . . ,2
k∑
j=1
T−2cmj
)
.
Lemma 4.1. Let k 1 be ﬁxed. Then En(·, cn,k) converges in distribution to T (c,k) as n → ∞.
Proof. From Theorem 4 it follows that the random vector (V1(·), . . . , Vk(·)) converges in distribution
to the random vector (T1, . . . , Tk) as n → ∞. Since f : (R+)k → Rm deﬁned by
f (x1, . . . , xk) =
(
2
k∑
j=1
x−2c1j , . . . ,2
k∑
j=1
x−2cmj
)
is continuous the lemma follows from [3, Thm. 2.7 or simply Eq. (2.5)]. 
We also note that by deﬁnition limk→∞ En(L, cn,k) = En(L, cn) for each ﬁxed L ∈ Xn . Since sure
convergence implies convergence in distribution we get that En(·, cn,k) converges in distribution to
En(·, cn) as k → ∞ for each ﬁxed n. Similarly we ﬁnd that T (c,k) converges in distribution to T (c) as
k → ∞. In short it is this observation, but in the more precise form given in Proposition 4.1, together
with Lemma 4.1 that proves Theorem 1.
We will during the remaining part of the proof of Theorem 1 change our point of view on conver-
gence in distribution. We let P(Rm) denote the set of Borel probability measures on Rm . We recall
that for P , Q ∈ P(Rm) the Lévy–Prohorov distance π(P , Q ) between P and Q is deﬁned as
π(P , Q ) := inf{ε > 0 ∣∣ P (A) Q (Aε)+ ε for all Borel sets A ⊆ Rm}, (23)
where Aε is the open ε-neighbourhood of A in Rm (cf. [3]). Since Rm is separable, it is known that
convergence in the metric π is equivalent to weak convergence in P(Rm). We prove the following:
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distributions of the random vectors En(·, cn,k), En(·, cn), T (c,k) and T (c) respectively. Then for every ε > 0
there exist K ,N ∈ Z+ such that
π(μEn(·,cn,k),μEn(·,cn)) ε (24)
and
π(μT (c,k),μT (c)) ε (25)
for all k K and all n N.
Proof. Let ε > 0 be given. We note that for Y > 0 we have
E
(∣∣∣∣(2 ∑
V j>Y
V j(·)−2c1 , . . . ,2
∑
V j>Y
V j(·)−2cm
)∣∣∣∣2)
=
∫
Xn
(ERn(Y )(L, c1n)2 + · · · + ERn(Y )(L, cmn)2)dμn(L). (26)
Hence, by Theorem 5 with k = 2, we ﬁnd that
E
(∣∣∣∣(2 ∑
V j>Y
V j(·)−2c1 , . . . ,2
∑
V j>Y
V j(·)−2cm
)∣∣∣∣2)→ m∑
i=1
((
Y 1−2ci
2ci − 1
)2
+ 2 Y
1−4ci
4ci − 1
)
(27)
as n → ∞. We now ﬁx Y0 large enough to make the right-hand side in (27), with Y = Y0, less
than 14ε
3. Then it follows from (27) that there exists Nε ∈ Z+ such that
E
(∣∣∣∣(2 ∑
V j>Y0
V j(·)−2c1 , . . . ,2
∑
V j>Y0
V j(·)−2cm
)∣∣∣∣2)< ε32 (28)
for all n Nε .
We next study Probμn {#{V j(L) Y0} > K } with K ∈ Z+ and n Nε . By [8, Thm. 3] (or our Theo-
rem 4) and by possibly increasing Nε we can choose Kε ∈ Z+ , depending on Y0 and Nε , such that
Probμn
{
#
{V j(L) Y0}> Kε}< ε2 . (29)
For ﬁxed L ∈ Xn (n Nε) either #{V j(L) Y0} > Kε or #{V j(L) Y0} Kε . We let
X˜n :=
{
L ∈ Xn
∣∣ #{V j(L) Y0} Kε}.
Using (28) we get, for k Kε ,
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X˜n
I
(∣∣En(·, cn) − En(·, cn,k)∣∣ ε)dμn(L)
 1
ε2
∫
X˜n
∣∣En(·, cn) − En(·, cn,k)∣∣2 dμn(L)
= 1
ε2
∫
X˜n
∣∣∣∣∣
(
2
∞∑
j=k+1
V j(·)−2c1 , . . . ,2
∞∑
j=k+1
V j(·)−2cm
)∣∣∣∣∣
2
dμn(L)
 1
ε2
E
(∣∣∣∣(2 ∑
V j>Y0
V j(·)−2c1 , . . . ,2
∑
V j>Y0
V j(·)−2cm
)∣∣∣∣2)< ε2 . (30)
For n Nε and k Kε it follows from (29) and (30) that for every Borel set A ⊆ Rm we have
μEn(·,cn,k)(A) < μEn(·,cn)
(
Aε
)+ ε
2
+ ε
2
= μEn(·,cn)
(
Aε
)+ ε,
which in turn implies that π(μEn(·,cn,k),μEn(·,cn)) ε. Hence inequality (24) holds for all k  Kε and
n Nε .
Finally we recall from the discussion following Lemma 4.1 that T (c,k) converges in distribution to
T (c) as k → ∞. Hence, by possibly increasing Kε , we ﬁnd that also inequality (25) holds. We conclude
that the statement of the proposition holds with K = Kε and N = Nε . 
Proof of Theorem 1. Let ε > 0 be given and let Kε and Nε be as in the proof of Proposition 4.1.
It follows from Lemma 4.1 that there exists N0 ∈ Z+ such that π(μEn(·,cn,Kε),μT (c,Kε)) < ε for all
n N0. This together with Proposition 4.1 yields
π(μEn(·,cn),μT (c)) π(μEn(·,cn),μEn(·,cn,Kε)) + π(μEn(·,cn,Kε),μT (c,Kε))
+ π(μT (c,Kε),μT (c)) < 3ε
for all n  max(Nε,N0). We conclude that μEn(·,cn) converges in the metric π to μT (c) as n → ∞.
From the discussion just above Proposition 4.1 we know that this is equivalent to that En(·, cn) con-
verges in distribution to T (c) as n → ∞. 
Remark 4. Theorem 1 holds also with c = (c1, . . . , cm) ∈ Cm satisfying Re ci > 12 , 1 i m. The proof
is the same except that in the second line of (26) we get a sum of the second absolute moments of
ERn(Y )(·, cin), 1  i m. The limits, as n → ∞, of these absolute moments can be calculated in the
same way as the limits in Theorem 5; in particular the right-hand side of (27) turns into
m∑
i=1
((
Y 1−2Re ci
|2ci − 1|
)2
+ 2 Y
1−4Re ci
4Re ci − 1
)
.
In a related vein we mention that it is also possible to determine, for any given c > 12 , the limit as
n → ∞ of the probability of En(L, s) having a (complex) zero s with Re s > cn. This result, which is
joint work with A. Strömbergsson, will be presented elsewhere.
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5.1. Some ﬁrst estimates
In this section we follow Rogers [7, Sec. 9]. We begin by proving an upper bound for I(D,n, c, δ).
Lemma 5.1. Let k 2. Let c > 12 and δ > 0 be ﬁxed. Then, for any k-admissible m × k matrix D, we have
I(D,n, c, δ) M(D)−n δ
m−2kc
(2c − 1)m
where M(D) is q−m times the largest value taken by any determinant of an (m×m)-minor of D.
Proof. If λ1, . . . , λm are the indices of any choice of m linearly independent columns of D , then
z j =
m∑
i=1
diλ j
q
xi (1 j m)
deﬁnes a linear change of variables with determinant of absolute value
D =
∣∣∣∣det(diλ jq
)m
i, j=1
∣∣∣∣n.
Using Eqs. (8) and (10) and estimating the factors in I(D,n, c, δ) coming from columns with indices
not in {λ1, . . . , λm} with their respective supremum over Rn , we get
I(D,n, c, δ) V−2kcn Rn(δ)−2(k−m)cn
∫
Rn
· · ·
∫
Rn
m∏
j=1
(|z j|−2cn I Rn(δ)(z j))dx1 . . .dxm
= D−1V−2kcn Rn(δ)−2(k−m)cn
( ∫
Rn
|z|−2cn I Rn(δ)(z)dz
)m
= D−1V−2kcn Rn(δ)−2(k−m)cn
(
ωn
∞∫
Rn(δ)
rn−2cn−1 dr
)m
= D−1Vm−2kcn
Rn(δ)mn−2kcn
(2c − 1)m = D
−1 δm−2kc
(2c − 1)m .
Since this estimate holds for all changes of variables of the above type we arrive at the desired
conclusion. 
We now give a bound on the contribution from most of the terms in (20).
Proposition 5.1. Let c > 12 and δ > 0 be ﬁxed. Let k  2 and assume that n > max1mk−1(m(k −m) + 1).
Then
∑
(ν,μ)
∞∑
q=1
∑
D
(
e1
q
· · · em
q
)n
I(D,n, c, δ) =
∑
(ν,μ)
∑
D
q=1
M(D)=1
I(D,n, c, δ) + R(k),
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0 R(k)  2−n.
The implied constant depends on c, δ and k but not on n.
Proof. This is a straightforward adaptation of [7, Sec. 9] to the present setting using inequality (6)
and Lemma 5.1. 
We note that every matrix D with q = 1 and M(D) = 1 has all entries dij ∈ {0,±1}. In particular
all the matrices in Proposition 3.3 are on this form. In Section 5.3 we will discuss the contribution
to (20) coming from matrices D with q = 1 and M(D) = 1 and at least one column containing more
than one non-zero entry. First we need to prove a series of integral estimates.
5.2. Spherical symmetrization and integral estimates
In this section we let, for c > 12 and δ > 0,
fc,δ(x) = |x|−2cn I Rn(δ)(x).
In order to use methods developed by Rogers [8,9] we ﬁrst need to determine the function fc,δ
∗ ,
obtained from the function fc,δ by spherical symmetrization. We let λ denote the Lebesgue measure
on Rn . By the deﬁnition of fc,δ
∗ (cf. [8]) we have
fc,δ
∗(0) = sup
x∈Rn
fc,δ(x) = Rn(δ)−2cn
and, for x 	= 0,
fc,δ
∗(x) = inf{ρ > 0 ∣∣ λ({y: fc,δ(y) > ρ}) λ({y: |y| |x|})}
= inf
{
ρ > 0
∣∣∣ωn ρ
− 12cn∫
Rn(δ)
rn−1 dr  Vn|x|n
}
= inf{ρ > 0 ∣∣ ρ− 12c − Rn(δ)n  |x|n}
= inf{ρ > 0 ∣∣ ρ  (|x|n + Rn(δ)n)−2c}= (|x|n + Rn(δ)n)−2c. (31)
We note that the formula for fc,δ
∗ in (31) is valid also for x= 0.
We next prove some technical integral estimates. First we estimate an integral involving fc,δ
∗ .
Proposition 5.2. Let c > 12 and δ > 0 be ﬁxed. Let   4 and let 1, 2, 3, 4 be positive integers satisfying
1 + 2 + 3 + 4 = . Then
V−2cn
∫
Rn
∫
Rn
fc,δ
∗(x1)1 fc,δ∗(x2)2 fc,δ∗(x1 + x2)3 fc,δ∗(x1 − x2)4 dx1 dx2  C(n), (32)
where C(n) decays exponentially with n. The implied constant depends on , c and δ but not on n.
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n
2 , but we have not optimized to get the best possible con-
stant.
Proof. We call the left-hand side in (32) I . Changing to spherical coordinates and using the law of
cosines we obtain
I = ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
0
(
rn2 + Rn(δ)n
)−22crn−12
×
π∫
0
((
r21 + r22 + 2r1r2 cos(ϕ)
) n
2 + Rn(δ)n
)−23c
× ((r21 + r22 − 2r1r2 cos(ϕ)) n2 + Rn(δ)n)−24c sinn−2(ϕ)dϕ dr2 dr1
= I(1, 2, 3, 4) + I(1, 2, 4, 3),
where
I(1, 2, 3, 4) = ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
0
(
rn2 + Rn(δ)n
)−22crn−12
×
π
2∫
0
((
r21 + r22 + 2r1r2 cos(ϕ)
) n
2 + Rn(δ)n
)−23c
× ((r21 + r22 − 2r1r2 cos(ϕ)) n2 + Rn(δ)n)−24c sinn−2(ϕ)dϕ dr2 dr1.
By crude estimates of the last factors we get
I(1, 2, 3, 4)  ωnωn−1V−2cn Rn(δ)−24cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
0
(
rn2 + Rn(δ)n
)−22crn−12
×
π
2∫
0
((
r21 + r22 + 2r1r2 cos(ϕ)
) n
2 + Rn(δ)n
)−23c sinn−2(ϕ)dϕ dr2 dr1
 ωnωn−1V−2cn Rn(δ)−24cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−22crn−12
× ((r21 + r22) n2 + Rn(δ)n)−23c dr2 dr1
+ ωnωn−1V−2cn Rn(δ)−24cn
∞∫
0
(
rn1 + Rn(δ)n
)−22crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−21crn−12
× ((r21 + r22) n2 + Rn(δ)n)−23c dr2 dr1. (33)
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r21 + r22 
5
4
r22. (34)
Hence
ωnωn−1V−2cn Rn(δ)−24cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−22crn−12
× ((r21 + r22) n2 + Rn(δ)n)−23c dr2 dr1
 ωnωn−1V−2cn Rn(δ)−24cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−21crn−11
×
2r1∫
r1
(
rn2 + Rn(δ)n
)−22c((5
4
) n
2
rn2 + Rn(δ)n
)−23c
rn−12 dr2 dr1
+ ωnωn−1V−2cn Rn(δ)−24cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−21crn−11
×
∞∫
2r1
(
rn2 + Rn(δ)n
)−2(2+3)crn−12 dr2 dr1
+ ωnωn−1V−2cn Rn(δ)−24cn
∞∫
Rn(δ)
(
rn1 + Rn(δ)n
)−21crn−11
×
∞∫
r1
(
rn2 + Rn(δ)n
)−22crn−12 ((r21 + r22) n2 + Rn(δ)n)−23c dr2 dr1. (35)
We call the three terms in the right-hand side of (35) I1, I2 and I3 respectively.
We ﬁrst bound I3. Using (34) once more we ﬁnd that
I3  ωnωn−1V−2cn Rn(δ)−24cn
∞∫
Rn(δ)
rn−21cn−11
∞∫
r1
rn−22cn−12
(
r21 + r22
)−3cn dr2 dr1
 ωnωn−1V−2cn Rn(δ)−24cn
∞∫
Rn(δ)
rn−21cn−11
2r1∫
r1
rn−22cn−12
(
5
4
r22
)−3cn
dr2 dr1
+ ωnωn−1V−2cn Rn(δ)−24cn
∞∫
R (δ)
rn−21cn−11
∞∫
2r
rn−2(2+3)cn−12 dr2 dr1
n 1
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((
4
5
)3cn
+ 2(1−2(2+3)c)n
)
ωn−1V 1−2cn Rn(δ)−24cn
∞∫
Rn(δ)
r2n−2(1+2+3)cn−11 dr1

((
4
5
)3cn
+ 2(1−2(2+3)c)n
)
ωn−1V 1−2cn Rn(δ)2n−2cn
n
.
It follows from Stirling’s formula that
ωn ∼
(
2πe
n
) n
2
√
n
π
as n → ∞.
Hence
ωn−1  n 32 Vn, (36)
where the implied constant does not depend on n. Using (10) and (36) we conclude that
I3 
√
n
((
4
5
)3cn
+ 2(1−2(2+3)c)n
)
V 2−2cn Rn(δ)2n−2cn
 √n
((
4
5
)3cn
+ 2(1−2(2+3)c)n
)
. (37)
We next bound I2. Changing variables we ﬁnd that
I2 = ωnωn−1
n
V−2cn Rn(δ)−24cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
(2r1)n
(
v + Rn(δ)n
)−2(2+3)c dv dr1
 ωn−1V 1−2cn Rn(δ)−24cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−21c(
(2r1)
n + Rn(δ)n
)1−2(2+3)crn−11 dr1
 ωn−1V
1−2c
n Rn(δ)
−2(1+4)cn
n
Rn(δ)n∫
0
(
2nu + Rn(δ)n
)1−2(2+3)c du
 2−n ωn−1V
1−2c
n Rn(δ)
2n−2cn
n
.
Using (10) and (36) we obtain
I2 
√
n2−n. (38)
In a similar way we estimate I1:
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Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−2(1+2)crn−11
×
2r1∫
r1
((
5
4
) n
2
rn2 + Rn(δ)n
)−23c
rn−12 dr2 dr1
= ωnωn−1
n
V−2cn Rn(δ)−24cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−2(1+2)crn−11
×
(2r1)n∫
rn1
((
5
4
) n
2
v + Rn(δ)n
)−23c
dv dr1

(
4
5
) n
2
ωn−1V 1−2cn Rn(δ)−24cn
×
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−2(1+2)c((5
4
) n
2
rn1 + Rn(δ)n
)1−23c
rn−11 dr1

(
4
5
) n
2 ωn−1V 1−2cn Rn(δ)−24cn
n
Rn(δ)n∫
0
(
u + Rn(δ)n
)1−2(1+2+3)c du

(
4
5
) n
2 ωn−1V 1−2cn Rn(δ)2n−2cn
n
.
Now (10) and (36) yield
I1 
√
n
(
4
5
) n
2
. (39)
Combining (37), (38) and (39) with the corresponding estimates for the last integral in (33) we get
I(1, 2, 3, 4) 
√
n
((
4
5
) n
2
+ 2−n +
(
4
5
)cn
+ 2(1−4c)n
)
.
Finally we obtain
I  √n
(
4
5
) n
2
,
which proves the proposition. 
In the spirit of Rogers [8] we can now prove the following theorem.
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1 + 2 + 3 + 4 = . Let further yi ∈ Rn and εi ∈ {1,−1}, 1 i   − 2, be ﬁxed. Then
I y := V−2cn
∫
Rn
∫
Rn
fc,δ(x1)
(
1−1∏
i=1
fc,δ(εix1 + yi)
)
fc,δ(x2)
(
1+2−2∏
i=1
fc,δ(εix2 + yi)
)
×
(
1+2+3−2∏
i=1+2−1
fc,δ
(
εi(x1 + x2) + yi
))( −2∏
i=1+2+3−1
fc,δ
(
εi(x1 − x2) + yi
))
dx1 dx2
 C(n),
where C(n) decays exponentially with n. The implied constant depends on , c and δ but not on n, εi and yi ,
1 i   − 2.
Proof. Since fc,δ
∗(x) is the spherical symmetrization of fc,δ(εx + y) for any (ﬁxed) y ∈ Rn and ε ∈
{1,−1} it follows from [9, Thm. 1] that
I y  V−2cn
∫
Rn
∫
Rn
fc,δ
∗(x1)1 fc,δ∗(x2)2 fc,δ∗(x1 + x2)3 fc,δ∗(x1 − x2)4 dx1 dx2.
Hence the theorem follows from Proposition 5.2. 
We continue with estimates similar to those in Proposition 5.2 and Theorem 6 for the case when
4 = 0 (or 3 = 0). The proofs are similar to the ones above and for this reason some parts will only
be sketched.
Proposition 5.3. Let c > 12 and δ > 0 be ﬁxed. Let   3 and let 1, 2, 3 be positive integers satisfying
1 + 2 + 3 = . Then
J := V−2cn
∫
Rn
∫
Rn
fc,δ
∗(x1)1 fc,δ∗(x2)2 fc,δ∗(x1 + x2)3 dx1 dx2  D(n),
where D(n) decays exponentially with n. The implied constant depends on , c and δ but not on n.
Proof. By changing variables we note that in order to estimate the size of J it is enough to study the
corresponding integral, J˜ , over the region where |x1|, |x2| |x1 + x2|. More precisely we have
J  J˜ (1, 2, 3) + J˜ (2, 3, 1) + J˜ (3, 1, 2),
where
J˜ (1, 2, 3) = V−2cn
∫ ∫
|x1|,|x2||x1+x2|
fc,δ
∗(x1)1 fc,δ∗(x2)2 fc,δ∗(x1 + x2)3 dx1 dx2.
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J˜ (1, 2, 3)  ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
0
(
rn2 + Rn(δ)n
)−22crn−12
×
θ∫
0
((
max
(
r1, r2,
(
r21 + r22 + 2r1r2 cos(ϕ)
) 1
2
))n + Rn(δ)n)−23c sinn−2(ϕ)dϕ dr2 dr1
+ ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
0
(
rn2 + Rn(δ)n
)−22crn−12
×
2π
3∫
θ
(
max(r1, r2)
n + Rn(δ)n
)−23c sinn−2(ϕ)dϕ dr2 dr1,
where θ = arccos(− 316 ). We call the integrals above J˜1 and J˜2 respectively.
We split J˜1 as
J˜1 = ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−22crn−12
×
θ∫
0
((
max
(
r1, r2,
(
r21 + r22 + 2r1r2 cos(ϕ)
) 1
2
))n + Rn(δ)n)−23c sinn−2(ϕ)dϕ dr2 dr1
+ ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−22crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−21crn−12
×
θ∫
0
((
max
(
r1, r2,
(
r21 + r22 + 2r1r2 cos(ϕ)
) 1
2
))n + Rn(δ)n)−23c sinn−2(ϕ)dϕ dr2 dr1.
(40)
When 0 ϕ  θ we have
r21 + r22 + 2r1r2 cos(ϕ) r21 + r22 −
3r1r2
8
.
In particular, if also r1  r2  2r1, we get
r21 + r22 + 2r1r2 cos(ϕ)
r21
4
+ r22 
17
16
r22. (41)
Hence
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∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−22crn−12
×
θ∫
0
((
max
(
r1, r2,
(
r21 + r22 + 2r1r2 cos(ϕ)
) 1
2
))n + Rn(δ)n)−23c sinn−2(ϕ)dϕ dr2 dr1
 ωnωn−1V−2cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−21crn−11
×
2r1∫
r1
(
rn2 + Rn(δ)n
)−22c((17
16
) n
2
rn2 + Rn(δ)n
)−23c
rn−12 dr2 dr1
+ ωnωn−1V−2cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
2r1
(
rn2 + Rn(δ)n
)−2(2+3)crn−12 dr2 dr1
+ ωnωn−1V−2cn
∞∫
Rn(δ)
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−22crn−12
×
θ∫
0
((
max
(
r1, r2,
(
r21 + r22 + 2r1r2 cos(ϕ)
) 1
2
))n + Rn(δ)n)−23c sinn−2(ϕ)dϕ dr2 dr1.
We call the three integrals on the right-hand side J˜1,1, J˜1,2 and J˜1,3 respectively.
Using (10), (36) and (41) we ﬁnd that
J˜1,3  ωnωn−1V−2cn
∞∫
Rn(δ)
rn−21cn−11
∞∫
r1
rn−22cn−12
×
θ∫
0
max
(
r1, r2,
(
r21 + r22 + 2r1r2 cos(ϕ)
) 1
2
)−23cn sinn−2(ϕ)dϕ dr2 dr1
 ωnωn−1V−2cn
∞∫
Rn(δ)
rn−21cn−11
2r1∫
r1
rn−22cn−12
(
17
16
r22
)−3cn
dr2 dr1
+ ωnωn−1V−2cn
∞∫
Rn(δ)
rn−21cn−11
∞∫
2r1
rn−2(2+3)cn−12 dr2 dr1
 √n
((
16
17
)3cn
+ 2(1−2(2+3)c)n
)
. (42)
In the same way as we estimated I2 in the proof of Proposition 5.2 we ﬁnd that
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√
n2−n, (43)
and similarly we ﬁnd that
J˜1,1  ωnωn−1V−2cn
Rn(δ)∫
0
(
rn1 + Rn(δ)n
)−2(1+2)crn−11
×
2r1∫
r1
((
17
16
) n
2
rn2 + Rn(δ)n
)−23c
rn−12 dr2 dr1 
√
n
(
16
17
) n
2
. (44)
Combining (42), (43) and (44) with the corresponding estimates for the last integral in (40) we get
J˜1 
√
n
((
16
17
) n
2
+ 2−n +
(
16
17
)cn
+ 2(1−4c)n
)
.
To ﬁnish the proof we estimate J˜2. Using (10) and (36) we ﬁnd that
J˜2  sinn−2(θ)ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−21crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−2(2+3)crn−12 dr2 dr1
+ sinn−2(θ)ωnωn−1V−2cn
∞∫
0
(
rn1 + Rn(δ)n
)−22crn−11
∞∫
r1
(
rn2 + Rn(δ)n
)−2(1+3)crn−12 dr2 dr1
 √n sinn−2(θ).
Hence
J˜ (1, 2, 3) 
√
n
((
16
17
) n
2
+ 2−n +
(
16
17
)cn
+ 2(1−4c)n + sinn−2(θ)
)
and we conclude that
J  √n sinn−2(θ).
This ﬁnishes the proof. 
Proposition 5.3 implies the following theorem.
Theorem 7. Let c > 12 and δ > 0 be ﬁxed. Let  3 and let 1, 2, 3 be positive integers satisfying 1 + 2 +
3 = . Let further yi ∈ Rn and εi ∈ {1,−1}, 1 i   − 2, be ﬁxed. Then
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∫
Rn
∫
Rn
fc,δ(x1)
(
1−1∏
i=1
fc,δ(εix1 + yi)
)
fc,δ(x2)
(
1+2−2∏
i=1
fc,δ(εix2 + yi)
)
×
(
−2∏
i=1+2−1
fc,δ
(
εi(x1 + x2) + yi
))
dx1 dx2 D(n),
where D(n) decays exponentially with n. The implied constant depends on , c and δ but not on n, εi and yi ,
1 i   − 2.
5.3. The ﬁnal estimate
In this section we will use the estimates from the previous section to obtain bounds on the con-
tribution to (20) from the main terms in Proposition 5.1 which are not among the terms treated in
Proposition 3.3.
Proposition 5.4. Let c > 12 and δ > 0 be ﬁxed. Let k  3 and ﬁx m satisfying 2 m  k − 1. Let (ν,μ) be
a division of the numbers 1, . . . ,k satisfying (5) with our m. Let D be a (ν,μ)-admissible matrix with q = 1,
M(D) = 1 and at least one column containing more than one non-zero entry. Then
I(D,n, c, δ)  E(n),
where E(n) decays exponentially with n. The implied constant depends on k, c and δ but not on n.
Proof. We let 1  k −m be such that the leftmost column with more than one non-zero entry is
μ and we choose λ1 and λ2 to be minimal with the property that λ1 < λ2 and dλ1μ 	= 0 	= dλ2μ .
We furthermore deﬁne the sets
M = {1,2, . . . ,m} \ {λ1, λ2},
N = { j | dλ1μ j 	= 0 or dλ2μ j 	= 0},
P = {1, . . . ,k −m} \ N.
We recall that the assumptions on D implies that dij ∈ {0,±1} and write I(D,n, c, δ) as an iterated
integral:
I(D,n, c, δ) = V−2(k−#N−2)cn
∫
Rn
· · ·
∫
Rn
∏
j∈M
fc,δ(x j)
∏
j∈P
fc,δ
(
m∑
i=1
diμ jxi
)
×
(
V−2(#N+2)cn
∫
Rn
∫
Rn
fc,δ(xλ1) fc,δ(xλ2)
∏
j∈N
fc,δ
(
m∑
i=1
diμ jxi
)
dxλ1 dxλ2
) ∏
j∈M
dx j.
(45)
The inner integral in (45) is either of the form in Theorem 6 or of the form in Theorem 7. Hence
I(D,n, c, δ)  F(n)V−2(k−#N−2)cn
∫
n
· · ·
∫
n
∏
j∈M
fc,δ(x j)
∏
j∈P
fc,δ
(
m∑
i=1
diμ jxi
) ∏
j∈M
dx j, (46)R R
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on n.
If the integral in (46) is on the form in Proposition 3.3, the bound (46) implies the desired estimate.
If, on the other hand, this is not the case we reach the same conclusion by induction. 
Since there are only ﬁnitely many matrices of the form in Proposition 5.4 (the number depends
on k and m but not on n) this ﬁnishes the proof of Theorem 5.
6. The joint moments of ERn(δ)(·, cn)
Let m 1 and ﬁx c = (c1, . . . , cm) satisfying 12 < c1 < c2 < · · · < cm . In this section we will outline
what can be said about the joint moments of
ERn(δ)(L, cn) :=
(ERn(δ)(L, c1n), . . . , ERn(δ)(L, cmn)). (47)
The presentation here is parallel to the presentation in Section 3.
Let κ  2 and ﬁx γ = (γ1, . . . , γκ ) with γ j ∈ {c1, . . . , cm}, 1 j  κ , satisfying γ1  γ2  · · · γκ .
Applying Rogers’ formula yields
E
(
κ∏
j=1
ERn(δ)(·, γ jn)
)
=
κ∏
j=1
E
(ERn(δ)(·, γ jn))+ ∑
(ν,μ)
∞∑
q=1
∑
D
(
e1
q
· · · em
q
)n
I(D,n,γ , δ) (48)
where
I(D,n,γ , δ) = V−2
∑κ
j=1 γ j
n
∫
Rn
· · ·
∫
Rn
κ∏
j=1
(∣∣∣∣∣
m∑
i=1
dij
q
xi
∣∣∣∣∣
−2γ jn
I Rn(δ)
(
m∑
i=1
dij
q
xi
))
dx1 . . .dxm.
Proposition 6.1. Let κ  2 and let Xκ denote the set of κ-admissible matrices D, with elements dij ∈ {0,±1},
having exactly one non-zero entry in each column. Fix δ > 0 and let γ = (γ1, . . . , γκ ) be such that 12 < γ1 
γ2  · · · γκ . Given D ∈ Xκ let Ii(D), 1 i m, be the set of indices of columns of D that have their non-zero
entry in the i-th row. Furthermore, set Γi(D) =∑ j∈Ii(D) γ j , 1 i m. Then
I(D,n,γ , δ) = δm−2
∑κ
j=1 γ j
m∏
i=1
1
2Γi(D) − 1
for all D ∈ Xκ and all n 1.
Proof. For D ∈ Xκ we get
I(D,n,γ , δ) = V−2
∑κ
j=1 γ j
n
m∏
i=1
∫
Rn
|xi|−2Γi(D)n IRn(δ)(xi)dxi .
Using
∑m
i=1 Γi(D) =
∑κ
j=1 γ j together with Eqs. (8) and (10) yields
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∑κ
j=1 γ j
n
m∏
i=1
(
ωn
∞∫
Rn(δ)
rn−2Γi(D)n−1 dr
)
= V−2
∑κ
j=1 γ j
n
m∏
i=1
(
ωn
Rn(δ)n(1−2Γi(D))
n(2Γi(D) − 1)
)
= Vm−2
∑κ
j=1 γ j
n Rn(δ)
n(m−2∑κj=1 γ j) m∏
i=1
1
2Γi(D) − 1
= δm−2
∑κ
j=1 γ j
m∏
i=1
1
2Γi(D) − 1
for all n 1. 
Theorem 8. Let κ  2. Fix δ > 0 and let γ = (γ1, . . . , γκ ) be such that 12 < γ1  γ2  · · · γκ . Then
E
(
κ∏
j=1
ERn(δ)(·, γ jn)
)
→
κ∏
j=1
δ1−2γ j
2γ j − 1 +
∑
D∈Xκ
δ
m−2∑κj=1 γ j m∏
i=1
1
2Γi(D) − 1
as n → ∞.
Proof. In order to estimate the contribution to (48) from the terms not discussed in Proposition 6.1
we use (11) to note that
I(D,n,γ , δ) =
∫
Rn
· · ·
∫
Rn
κ∏
j=1
((
Vn
∣∣∣∣∣
m∑
i=1
dij
q
xi
∣∣∣∣∣
n)−2γ j
I Rn(δ)
(
m∑
i=1
dij
q
xi
))
dx1 . . .dxm

∫
Rn
· · ·
∫
Rn
κ∏
j=1
((
Vn
∣∣∣∣∣
m∑
i=1
dij
q
xi
∣∣∣∣∣
n)−2min1 jκ γ j
I Rn(δ)
(
m∑
i=1
dij
q
xi
))
dx1 . . .dxm,
where the implied constant depends on γ and δ but not on n. Since this last integral is of the form
I(D,n,min1 jκ γ j, δ) deﬁned in (20), it follows from Section 5 that the total contribution to (48)
from all such terms is exponentially decaying with n. 
7. Further results
In this last section we discuss some consequences of the results in Sections 3 and 6 as well as the
proof of Theorem 2.
7.1. The value distribution of ERn(δ)(·, cn)
First we discuss the random variable ERn(δ)(·, cn) for c > 12 . Let k  1. We recall from Theorem 5
that
E
(ERn(δ)(·, cn)k)→ ∑
D∈D(k)
2k−mδm−2kc
m∏
i=1
1
2kic − 1 (49)
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the i-th row, 1 i m.
Proposition 7.1. Let k 1, c > 12 and δ > 0 be ﬁxed. Then
E
(ERn(δ)(·, cn)k)→ E(T (c, δ)k)
as n → ∞.
Proof. This is an immediate consequence of (15), (49) and Lemma 2.1. 
Corollary 7.1. Let c > 12 and δ > 0 be ﬁxed. Then ERn(δ)(·, cn) converges in distribution to T (c, δ) as n → ∞.
Proof. Since the distribution of T (c, δ) is uniquely determined by its moments by Lemma 2.2 and
lim
n→∞E
(ERn(δ)(·, cn)k)= E(T (c, δ)k)
for all k 1 by Proposition 7.1, the corollary follows from [2, Thm. 30.2]. 
We now continue with the general situation. Let m 1 and ﬁx c = (c1, . . . , cm) satisfying 12 < c1 <
c2 < · · · < cm . We will discuss the random vector ERn(δ)(·, cn). For κ  2 and ﬁxed γ j ∈ {c1, . . . , cm},
1 j  κ , satisfying γ1  γ2  · · · γκ , we recall from Section 6 that
E
(
κ∏
j=1
ERn(δ)(·, γ jn)
)
→
∑
D∈D(κ)
2κ−mδm−2
∑κ
j=1 γ j
m∏
i=1
1
2Γi(D) − 1 (50)
as n → ∞, where Γi(D), 1 i m, is deﬁned as in Proposition 6.1.
Proposition 7.2. Fix δ > 0. Let κ  2 and γ = (γ1, . . . , γκ ) be such that 12 < γ1  γ2  · · · γκ . Then
E
(
κ∏
j=1
ERn(δ)(·, γ jn)
)
→ E
(
κ∏
j=1
T (γ j, δ)
)
as n → ∞.
Proof. This is an immediate consequence of (19), (50) and Lemma 2.1. 
Remark 6. Propositions 7.1 and 7.2 together complete the proof of Theorem 3.
Corollary 7.2. Fix δ > 0. Let m  1 and let c = (c1, . . . , cm) be such that 12 < c1 < c2 < · · · < cm. Then the
random vector ERn(δ)(·, cn) converges in distribution to T (c, δ) as n → ∞.
Proof. Since the distribution of T (c, δ) is uniquely determined by its joint moments by Lemma 2.3
and the joint moments of ERn(δ)(·, cn) converge to those of T (c, δ) as n → ∞ by Proposition 7.1
and Proposition 7.2, the corollary follows from a (in principle word by word) generalization of
[2, Thm. 30.2]. 
1206 A. Södergren / Journal of Number Theory 131 (2011) 1176–12087.2. An alternative proof of Theorem 1
Let c = (c1, . . . , cm) and recall the deﬁnition of the random vectors En(·, cn), ERn(δ)(·, cn), T (c)
and T (c, δ) from (22), (47), (17) and (18). We call their distributions μEn(·,cn) , μERn(δ)(·,cn) , μT (c) and
μT (c,δ) respectively. The idea of the proof is to let δ → 0 in Corollary 7.2. The details are as fol-
lows.
The result in Corollary 7.2 can be restated, using the Lévy–Prohorov metric (cf. Section 4), as for
every ε > 0 there exists Nδ,ε ∈ Z+ such that for every n Nδ,ε we have
π(μERn(δ)(·,cn),μT (c,δ)) < ε. (51)
We also note that, for ﬁxed δ > 0, it follows from (13) that for every Borel set A ⊆ Rm we have
μERn(δ)(·,cn)(A)μEn(·,cn)(A) +
δ
2
,
which in turn implies that
π(μERn(δ)(·,cn),μEn(·,cn))
δ
2
. (52)
We stress that inequality (52) holds independently of n 1.
In order to obtain a similar estimate on the Lévy–Prohorov distance between μT (c) and μT (c,δ) we
observe that
Prob
(
T (c, δ) 	= T (c))= Prob(T1  δ) = Prob(N(δ) 1)= 1− e−δ/2 < δ
2
.
Here we have used the fact that N(δ) is Poisson distributed with expectation value 12 δ. Hence, for
every Borel set A ⊆ Rm , we have
μT (c,δ)(A) < μT (c)(A) + δ2 ,
which implies that
π(μT (c,δ),μT (c))
δ
2
. (53)
To ﬁnish the proof let ε > 0 be given and let 0 < δ  ε. Now (51), (52) and (53) yield
π(μEn(·,cn),μT (c)) π(μEn(·,cn),μERn(δ)(·,cn)) + π(μERn(δ)(·,cn),μT (c,δ))
+ π(μT (c,δ),μT (c)) < 2ε
for all n Nδ,ε . We conclude that μEn(·,cn) converges in the metric π to μT (c) as n → ∞. This means
that En(·, cn) converges in distribution to T (c) as n → ∞.
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Fix 12 < A < B . In this section we study
Ên(·, c) : [A, B] → R, c → En(·, cn)
as a random function in C[A, B]. Our aim is to understand the limit distribution of this random
function as n → ∞. We will derive Theorem 2 as a consequence of Proposition 7.3 below. First we
prove the following elementary lemma.
Lemma 7.1. Let 0 < δ  1 and ε > 0. Let f ∈ C[0,1] be convex and suppose that there exist 0  t < s 
min(1, t + δ) such that | f (s) − f (t)| ε. Then either | f ( δ2 ) − f (0)| ε2 or | f (1) − f (1− δ2 )| ε2 .
Proof. Since f is convex we can without loss of generality assume that t = 0 or s = 1. Say that t = 0
(the case s = 1 is treated analogously). If f is monotone on [0, δ] the result is obvious. If f is not
monotone on [0, δ] and | f ( δ2 ) − f (0)| < ε2 , then
ε
2
 f (δ) − f
(
δ
2
)
 f (1) − f
(
1− δ
2
)
by the convexity of f . 
Proposition 7.3. Let Pn and P be Borel probability measures on C[0,1]. Assume that for every n, Pn-almost
all f ∈ C[0,1] are convex. If all the ﬁnite-dimensional distributions of Pn converge weakly to those of P , then
Pn converge weakly to P .
Proof. By [3, Thm. 7.1] it suﬃces to prove that the sequence {Pn} is tight. First of all, since
lima→∞ P { f : | f (0)|  a} = 0 (cf. e.g. [10, Thm. 1.19(e)]) and limsupn→∞ Pn{ f : | f (0)|  a} 
P { f : | f (0)|  a} for every a (cf. [3, Thm. 2.1(iii)]), we note that for each η > 0 there exist a > 0
and n0 ∈ Z+ such that
Pn
{
f :
∣∣ f (0)∣∣ a} η for all n n0. (54)
Next let ε,η > 0 be given. Choose k ∈ Z+ such that
P
{
f ∈ C[0,1]:
∣∣∣∣ f( 12k
)
− f (0)
∣∣∣∣ ε2 or
∣∣∣∣ f (1) − f(2k − 12k
)∣∣∣∣ ε2
}
< η
(as is possible by basic measure theory, cf. [10, Thm. 1.19(e)]). Then, by [3, Thm. 2.1(iii)], there exists
n0 ∈ Z+ such that
Pn
{
f ∈ C[0,1]:
∣∣∣∣ f( 12k
)
− f (0)
∣∣∣∣ ε2 or
∣∣∣∣ f (1) − f(2k − 12k
)∣∣∣∣ ε2
}
 η (55)
for all n  n0. For every n  n0, Pn-almost every f ∈ C[0,1] which does not lie in the set in (55) is
convex. For every such convex f it follows from Lemma 7.1 that | f (s) − f (t)| < ε for all 0 t  s 
min(1, t + k−1). We conclude that for every n n0 we have
Pn
{
f ∈ C[0,1]: sup
|s−t|k−1
∣∣ f (s) − f (t)∣∣> ε} η. (56)
1208 A. Södergren / Journal of Number Theory 131 (2011) 1176–1208In view of (54) and (56) the sequence {Pn} is tight (cf. [3, Thm. 7.3]), and this completes the proof of
the proposition. 
Proof of Theorem 2. Since, for each ﬁxed L ∈ Xn , Ên(L, c) is convex, Theorem 2 follows from Proposi-
tion 7.3 together with Theorem 1. 
Finally we extend Theorem 2 to semi-inﬁnite intervals.
Corollary 7.3. For each n ∈ Z+ and any ﬁxed A > 12 consider
c → V−2cn En(·, cn)
as a random function in C[A,∞). The distribution of this random function converges to the distribution of
c → 2
∞∑
j=1
T−2cj
as n → ∞.
Proof. This follows from [20, Thm. 5] and Theorem 2. 
Acknowledgment
The author is most grateful to Andreas Strömbergsson for many helpful discussions on this work.
References
[1] P.T. Bateman, E. Grosswald, On Epstein’s zeta function, Acta Arith. 9 (1964) 365–373.
[2] P. Billingsley, Probability and Measure, third ed., Wiley Ser. Probab. Math. Stat., John Wiley & Sons Inc., New York, 1995.
[3] P. Billingsley, Convergence of Probability Measures, second ed., Wiley Ser. Probab. Stat., John Wiley & Sons Inc., New York,
1999.
[4] M. de Jeu, Determinate multidimensional measures, the extended Carleman theorem and quasi-analytic weights, Ann.
Probab. 31 (3) (2003) 1205–1227.
[5] L.K. Hua, Introduction to Number Theory, translated from the Chinese by Peter Shiu, Springer-Verlag, 1982.
[6] C.A. Rogers, Mean values over the space of lattices, Acta Math. 94 (1955) 249–287.
[7] C.A. Rogers, The moments of the number of points of a lattice in a bounded set, Philos. Trans. R. Soc. Lond. Ser. A 248
(1955) 225–251.
[8] C.A. Rogers, The number of lattice points in a set, Proc. London Math. Soc. (3) 6 (1956) 305–320.
[9] C.A. Rogers, A single integral inequality, J. London Math. Soc. 32 (1957) 102–108.
[10] W. Rudin, Real and Complex Analysis, third ed., McGraw–Hill, New York, 1987.
[11] S.S. Ryshkov, On the question of ﬁnal ζ -optimality of lattices providing the closest lattice packing of n-dimensional spheres,
Sibirsk. Mat. Zh. 14 (1973) 1065–1075; English transl.: Siberian Math. J. 14 (1974) 743–750.
[12] G. Samorodnitsky, M.S. Taqqu, Stable Non-Gaussian Random Processes. Stochastic Models with Inﬁnite Variance, Chapman
& Hall, New York, 1994.
[13] P. Sarnak, A. Strömbergsson, Minima of Epstein’s zeta function and heights of ﬂat tori, Invent. Math. 165 (1) (2006) 115–
151.
[14] C.L. Siegel, A mean value theorem in geometry of numbers, Ann. of Math. 46 (1945) 340–347.
[15] A. Södergren, On the Poisson distribution of lengths of lattice vectors in a random lattice, arXiv:1001.3623; Math. Z., in
press, doi:10.1007/s00209-010-0772-8.
[16] H.M. Stark, On the zeros of Epstein’s zeta function, Mathematika 14 (1967) 47–55.
[17] A. Terras, Real zeroes of Epstein’s zeta function for ternary positive deﬁnite quadratic forms, Illinois J. Math. 23 (1) (1979)
1–14.
[18] A. Terras, Integral formulas and integral tests for series of positive matrices, Paciﬁc J. Math. 89 (2) (1980) 471–490.
[19] A. Terras, The minima of quadratic forms and the behavior of Epstein and Dedekind zeta functions, J. Number Theory 12 (2)
(1980) 258–272.
[20] W. Whitt, Weak convergence of probability measures on the function space C[0,∞), Ann. Math. Statist. 41 (1970) 939–944.
