Abstract. We present the first systematic work for deriving a posteriori error estimates for general non-polynomial basis functions in an interior penalty discontinuous Galerkin (DG) formulation for solving second order linear PDEs. Our residual type upper and lower bound error estimates measures the error in the energy norm. The main merit of our method is that the method is parameter-free, in the sense that all but one solution-dependent constants appearing in the upper and lower bound estimates are explicitly computable, and the only noncomputable constant can be reasonably approximated by a computable one without affecting the overall effectiveness of the estimates in practice. As a side product of our formulation, the penalty parameter in the interior penalty formulation can be automatically determined as well. We develop an efficient numerical procedure to compute the error estimators. Numerical results for a variety of problems in 1D and 2D demonstrate that both the upper bound and lower bound are effective.
Introduction
Let Ω be a bounded domain. We consider the development of a posteriori error estimates for the following second order linear PDE
multiscale method (HMM) [5] and the multiscale finite element method [10] for solving multiscale elliptic equations, and the various non-polynomial basis set used in quantum chemistry such as the Gaussian basis set [7] , atomic orbital basis set [13] , and adaptive local basis set [17] etc. Besides solving the equation, it is also often desirable to assess the accuracy of the numerical solution via a posteriori error estimates and to design approximation spaces that result in a uniform distribution of the error in space to achieve best accuracy for a given number of degrees of freedom. In this paper we focus on the a posteriori error estimates in the interior penalty DG formulation [3, 4] . The DG formulation has the advantage that it formally relaxes the continuity constraint of basis functions at the inter-element boundary, and is therefore particularly suitable for incorporating general basis functions, which are difficult to match at the inter-element boundary.
Previous work
Compared to the many existing works on a posteriori error estimates using polynomial basis functions in the DG formulation [11, 14, 19] , it is much more difficult to develop systematic a posteriori error estimates for general non-polynomial basis functions. One of the important reasons is that approximation and scaling properties of the function space spanned by non-polynomial basis functions, which are key to a posteriori error estimates, are generally difficult to deduce. For instance, Amara et al [2] developed the upper bound error estimates for the Helmholtz equation in planewave basis enriched DG method, and the error is measured in the L 2 -norm. Kaye et al [15] developed the upper bound error estimates for solving linear eigenvalue problems using non-polynomial basis functions in a DG framework, which generalizes the work of Giani et al [8] for polynomial basis functions. However, the assumption of approximation properties on the function space is in general difficult to verify. Though not in the DG framework, Ohlberger [18] developed the a posteriori error estimates for the HMM method for elliptic homogenization problems.
The difficulties of a posteriori error analysis for general non-polynomial basis functions are largely due to the lack of credible methods for measuring the ratio of the error using different norms, defined in proper function spaces. For instance, approximately speaking, in a residual based error estimator, the constants associated with the residual requires the estimation of ratio of the error measured using L 2 -norm and the H 1 -norm. The scaling properties of such constants with respect to the increase of the number of basis functions on a particular element can be rather intrigue for non-polynomial basis functions. The estimation of such constants is already complicated for polynomial basis functions or planewave basis functions, not to mention the case when the non-polynomial basis functions come from numerical solution without a analytic recipe, or even worse, the basis functions do not in practice form a complete basis set with only saturating accuracy.
Contribution
To the extent of our knowledge, this is the first systematic work for deriving a posteriori error estimates for general non-polynomial basis functions in a DG framework. Our upper and lower bound error estimates are residual type estimators for the error in the energy norm. In our formulation, all but one basis-dependent constants appearing in the upper and lower bound estimates are explicitly computable. For solution with sufficient regularity (for instance u ∈ H 2 (Ω)), the only non-computable constant can be reasonably approximated by a computable one without affecting the overall effectiveness of the estimates. As a side product, the penalty parameter in the interior penalty formulation is also automatically computed, and the computed constants guarantees that the coercivity of the resulting DG bilinear form for Poisson's equation.
We develop an efficient numerical procedure to compute these constants. Both the formulation and the practical implementation of our method are independent of how the basis functions are generated. Although the numerical procedure is developed for general non-polynomial basis functions, we find that the procedure, when applied to standard polynomial basis functions, generates constants are even more accurate than the analytical asymptotic result. Numerical results for a variety of problems in 1D and 2D indicate that both the upper bound and lower bound are sharp, and the effectiveness of the estimators holds even at the level of each element.
Outline
The rest of the paper is organized as follows. After an introduction to some technical results in section 2, we start with the derivation of the upper bound a posteriori error estimates for the Poisson's equation in section 3, without the potential term V . We then generalize the derivation of the upper bound error estimates to indefinite problems with the potential term, as well as the lower bound error estimates in section 4. We elaborate in section 5 on the numerical methods for computing the constants appearing in the upper and lower bound estimates needed in our analysis. Finally, we present numerical results in section 6, before we conclude in section 7 followed by an appendix.
Preliminary results

Mesh, broken spaces, jump and average operators
Let Ω = (0, 1) d , d = 1, 2, 3 and let K be a regular partition of Ω into elements κ ∈ K. That is, we assume that κ ∩ κ , for any κ, κ ∈ K is either an element of K, a common face, edge, vertex of the partition or the empty set. For simplicity, we identify the boundary of Ω in a periodical manner. That means, that we also assume the partition to be regular across the boundary ∂Ω. We denote by F the collection of all faces of the mesh, where in this periodical setting we count faces on the boundary ∂Ω only once. However, the analysis below is not restricted to equations with periodic boundary condition. Other boundary conditions, such as Dirichlet or Neumann boundary conditions can be employed as well with minor modification.
Let N = (N κ ) κ∈K denote the vector of the local number of degrees of freedom N κ on each element κ ∈ K. Let V N = κ∈K V N (κ) by any piecewise discontinuous approximation space on a partition K of the domain Ω. It is important to highlight the nature of V N is a priori not more characterized except that we assume that each V N (κ) contains constant functions and that the traces of ∇v N on the boundary ∂κ are well-defined for all v N ∈ V N (κ), for all κ ∈ K. We denote by H s (κ) the standard Sobolev space of L 2 (κ)-functions such that all partial derivatives of order s ∈ N or less lie as well in L 2 (κ). By H s (K), we denote the set of piecewise H s -functions defined by
also referred to as the broken Sobolev space. We denote by H 1 # (Ω) the space of periodic H 1 -functions on Ω. We further define the elementwise resp. facewise scalar-products and norms as
The L 2 -norm on κ and Ω are denoted by · κ and · Ω , respectively. The jump and average operators on a face F = ∂κ ∩ ∂κ are defined in a standard manner by
where n κ denotes the exterior unit normal of the element κ. Observe also that the following relations holds
Finally we present the piecewise integration by parts formula that will be employed several times in the upcoming analysis and that is a standard result.
or equivalently using a local notation
Proof. This can simply be obtained by integrating by parts on each element κ ∈ K and by rearranging the boundary terms using the definition of the jump and average operators.
Lemma 2.2. There holds that
Proof. Let F(∂κ) denote the set of faces of the element κ ∈ K. Then, each face F ∈ F(∂κ) also belongs to one unique neighboring element κ such that F = ∂κ ∩ ∂κ and thus
by rearranging the sum of all elements.
Projections
For any element κ ∈ K, let us denote by Π
that is explicitly given by Π
we define the following scalar product and norm
for all v, w ∈ H 1 (κ) and the corresponding projection Π
Then, it is easy to see that this projection satisfies the following properties
Local scaling constants
In this section, we are going to define some local constants that will be used in the upcoming a posteriori error analysis. We start with defining the local trace inverse inequality constant d κ for each κ ∈ K defined by
Further, let
where ⊥ is in the sense of the scalar product (·, ·) ,κ defined by (2).
Remark 2.3 (The computation of the constants a κ , b κ and d κ ). We provide more details in Section 5 on how these local constants can be approximated by solving local eigenvalue problems.
Proof. The proof consists of simply combining the definition of a κ resp. b κ and the stability of the projection Π
The proof for the second inequality is almost identical.
Poisson's equation
As has been motivated in the introduction we start with a simple model problem that however reflects the difficulties associated to the discontinuous Galerkin method using non-polynomial functions. The problem then reads:
for some f ∈ L 2 (Ω). Given a piecewise constant penalty function γ such that γ| κ = γ κ ∈ R, the discontinuous bilinear form is defined by
for any w, v ∈ H 2 (K), where γ F = { {γ} } and with θ ∈ R. Note that the choice of θ = 1, −1 corresponds to the symmetric and non-symmetric interior penalty discontinuous Galerkin (SIPG or NIPG) method, respectively. The former case results in a symmetric bilinear form.
Then, the discontinuous Galerkin approximation is defined by: Find u N ∈ V N such that
In this context we define the following broken energy norm by
Note that
with |||v|||
and that this is indeed a norm as long as γ F > 0 on all faces, which will be assumed in the following. As usual, the penalty parameter γ needs to be chosen sufficiently large to ensure coercivity. Even when polynomial basis functions are used, the choice of an optimal γ is not completely trivial and related discussions can be found in [1, 6] . The scaling in the element sizes and the polynomial order is however known [12, 21] . The involved constants are resulting from applying trace and inverse inequalities, but no inverse inequality is known if general non-polynomial basis functions are employed.
To have a precise idea of the values of the combined trace and inverse inequalities for the generic non-polynomial basis functions spanning V N , we propose here to use the local constants that were defined in Section 2. In consequence, we can give a precise value of the piecewise constant function γ that is needed to ensure coercivity of the bilinear form a. This is stated in the following lemma.
2 ,then the bilinear form is coercive on V N , i.e., there holds
and obtain
Note however that for the particular choice of θ = −1, γ κ stills needs to be positive in order that ||| · ||| is indeed a norm.
We therefore assume in the following that γ κ ≡
2 for all values of θ.
Error representation
Define the scaled error function ϕ = u−u N |||u−u N ||| and develop
We prefer to work with the scaled error function ϕ for sake of a simple presentation of the upcoming error analysis. Observe that due to the regularity of u ∈ H 1 # (Ω), which implies [[u]] = 0, and since u is indeed the solution of (6), there holds
On the other hand, since u N ∈ V N is the DG-solution solution of (7), we obtain
for any ϕ N ∈ V N . Thus, using the integration by parts and Lemma 2.1, we can develop
and obtain the error representation equation
A posteriori error estimation
After recalling that we assumed that u ∈ H 2 (κ), we start by introducing the constant d
and define the constant c κ by
We note that in practice, the constant d u κ (u N ) can not be evaluated since u is unknown. See in the upcoming numerical examples how we deal with this term.
which, in turn, is independent of the approximation u N (but still depends on the exact solution u and the approximation space V N ).
Define the following estimators
in order to state the first Theorem.
be the solution of (6) and u N ∈ V N the DG-approximation defined by (7) . Then, we have the following a posteriori upper bound
Proof. Using the triangle inequality, observe that
So far, the results where valid for any arbitrary discrete function ϕ N ∈ V N . In this proof we consider the particular choice ϕ N | κ = Π κ N ϕ so that we can easily state
and using the orthogonality relation (4). Then, there holds
by applying a simple triangle inequality. Applying the Cauchy-Schwarz inequality to the error representation formula (9) in combination with Lemma 2.4 and (13) and another Cauchy-Schwarz inequality yields
Second order indefinite problems
In this section we consider the more general indefinite equation:
for some f ∈ L 2 (Ω) and where we only assume that V ∈ L ∞ (Ω) is bounded and that the operator −∆ + V has no zero eigenvalue. For the particular choice of V = −k 2 ∈ R this framework includes the Helmholtz equation. The DG-bilinear form is provided by
such that the DG-approximation is defined by: Find u N ∈ V N such that
and we keep the definition of the broken energy norm of (8) . Of course the choice γ κ = 2 (1 + |θ|)
does not imply coercivity of the bilinear form in this setting any more. We assume that γ κ has been chosen by the user to insure that DG-problem has a unique solution and focus on how to quantify the error a posteriori. Observe that whenever the DG-problem is not uniquely solvable, the solver of the numerical system typically reveals the lack of well-posedness. The following analysis requires that the DG-solution satisfies (15).
Computable upper bounds
We first introduce a modified norm. For this consider V+ + + and V---defined by V+ + + = max(V, 0) ≥ 0 and
Applying similar arguments as in Section 3 the following error representation can be developed
Redefining the residual as
the following bound can be developed.
be the solution of (14) and u N ∈ V N the DG-approximation defined by (15) . Then, we have the following a posteriori upper bound
where η R,κ is defined by (17) and η F,κ , η J,κ are defined by (11)- (12).
Proof. This estimate can be obtained by applying the Cauchy-Schwarz inequality to the error representation equation (16) similar as in the proof of Theorem 3.3. Only the additional term
is small compared to the upper bound estimator in the limit of complete basis set. On the other hand, when only a small number of basis functions are used, this term can become large, and the upper bound error estimator can underestimate the true error in energy norm.
Computable lower bounds
The goal of this section is to derive computable lower bounds of the approximation error. We note that the following theory applies also to the Poisson problem with V = 0.
Observe that
Second, for any face F of ∂κ, denote by κ the adjacent element such that F = ∂κ ∩ ∂κ such that there holds
Recall that ω(κ) is the patch consisting of κ and its adjacent elements sharing one face, then
Further, let b κ be a smooth non-negative bubble function with sup x∈κ b κ (x) = 1 and local support, i.e. supp(b κ ) ⊂ κ, which in turn implies that b κ | ∂κ = 0. Finally, let us denote the residual by R = f + ∆u N − V u N and define
and in consequence
The results above indicate that
where, denoting by |ω(κ)| the cardinality of the set ω(κ), we use the definitions
We summarize the results in the following proposition.
be the solution of (14) and u N ∈ V N the DG-approximation defined by (15) . Then, the quantity
is a local lower bound of the local error
Remark 4.4. Since in practice, the nominator as well as the denominator of any of those fractions might become very small, these ratios are not numerically stable. It turns out that
is numerically more robust and still meaningful as it replaces the maximum by the average.
On a global level, the following result holds.
be the solution of (14) and u N ∈ V N the DG-approximation defined by (15) . Then, there holds that
Proof. Observe that by (18) there holds
Then, using the other local estimates for η R,κ and η J,κ given by (19) yields
Practical strategies for estimating the constants
In this section we discuss how to compute the constants d κ , a κ , b κ as defined in Section 2 in the a posteriori error estimator for general non-polynomial basis functions in the discontinuous Galerkin framework. The basic strategy is to discretize the infinite dimensional representative space H 1 (κ) using a finite dimensional space such as high order polynomials, and to replace the various inner products defined in Section 2 by discrete bilinear forms using Gauss quadrature. With the help of these bilinear forms, d κ , a κ , b κ can be estimated by solving an eigenvalue problem, locally on each element κ. , and satisfy
Finite dimensional discretization
where δ ij is the Kronecker δ function. We can then approximate v ∈ H 1 (κ) using the linear combination of Lagrange polynomials as
The the sequence of spaces P Ng of polynomials of degree N g being dense in H 1 (κ) implies that, for any v ∈ H 1 (κ) and any ε > 0, there exists N g and v
if choosing N g large enough. That is, elements in H 1 (κ) can be approximated, in the sense of L 2 and H 1 with any desired accuracy by elements of P Ng . This motivates us to work in P Ng instead of H 1 (κ) for N g large enough. We assume that N g is large enough so that the above approximation error in the local L 2 and H 1 -norms are very small. Further, for functions u, v ∈ P Ng , the LGL quadrature for computing the inner product (u, v) κ converges rapidly with respect to the increase of N g .
We denote by v = (v 1 , . . . , v Ng ) T the column vector corresponding to the coefficients of v ∈ P Ng , and denote by Y = (y 1 , . . . , y Ng )
T , w = (ω 1 , . . . , ω Ng ) T the column vector corresponding to the LGL grid points and weights, respectively. With a slight abuse of notation we can compute the inner product using linear algebra notation as
where W = diag[w] is a diagonal matrix with the entries of vector w on the diagonal entries. The Lagrange polynomials also induce a differentiation matrix D of size N g × N g , defined as
Taking the derivative of a polynomial yields
T be the column vector of the derivative quantity v (x) on the LGL grid points, then v = Dv.
Eq. (22) shows that the differentiation matrix maps the values of a function to the values of its derivative on the LGL grid points. Using the differentiation matrix, inner products of the form (u , v ) κ can be expressed in linear algebra notation as
In order to compute the inner product (u, v) ,κ we also need to compute (
Therefore the inner product (u, v) ,κ can be computed as
We also need to compute inner products on the boundary ∂κ. In 1D, v| ∂κ (x) is completely described by two points v(0) and v(h), which is given by the discretization on the LGL grid points as v 1 and v Ng . Define the weight vector at 0-dimension as w = (1, 0, . . . , 0, 1) T , and W = diag[ w], then the inner product on the boundary can be expressed as
The inner products (20) , (23), (24) and (26) 
We define the tensor product of d matrices
which can be written in a compact form as
From the computational point of view, it is more convenient to rewrite the tensor product A as a matrix by stacking the i 1 , . . . , i d and j 1 , . . . , j d indices, respectively. In other words, we can view A as a large matrix of size N 
Note that when d = 2, the stacked representation of the tensor product of A (1) and A (2) is the Kronecker product of A (2) and A (1) . We also define a special case for the tensor product of
Eq. (30) can be written in a compact form as
By stacking the indices j 1 , . . . , j d together, we can view v as a vector of size N . Using the notation of tensor product, the set of LGL weights is described by a vector
Similar to the 1D case, each LGL grid point y j1,...,j d uniquely corresponds to a Lagrange polynomial
It can be readily seen that
As in the 1D case, a polynomial u(x) defined on κ can be expressed using the Lagrange polynomials as
Denote by
g , the inner product (u, v) κ can be written as
The Lagrange polynomials p j1,...,j d (x) can be used to define d differentiation matrices, defined as
Here I is an N g × N g identity matrix.
can be understood as the discretized differential operator ∂ l , 1 ≤ l ≤ d. Similar to Eq. (22), we denote by ∂ l v a column vector with its entries defined as below
then ∂ l v can be expressed in the linear algebra notation as
Therefore the inner product (∇u, ∇v) κ can be computed as
The inner product (u, v) ,κ can be evaluated similar to Eq. (24) as
with |κ| = h d . In order to evaluate the inner product on the boundary ∂κ, we define d weight vectors corresponding to the (d−1) dimensional surface for each dimension l (l = 1, . . . , d), denoted by w
l with the expression
Define W
, then the inner product on the boundary can be expressed as
and
Now we are ready to use the finite dimensional representation of the inner products to evaluate the constants d κ , a κ , b κ .
Estimation of d κ
Recall that
Using Eq. (41) and Eq. (38), we have
Here
Let {ϕ 1 (x), . . . , ϕ N (x)} be a set of basis functions of the finite dimensional space V N (κ). We denote by ϕ i (i = 1, . . . , N ) the column vector corresponding to the values of ϕ i (x) evaluated at the LGL grid points, and denote by
the collection of all column vectors which is an N 
Eq. (46) can be solved as an eigenvalue problem,
and (d κ ) 2 is equal to the largest eigenvalue λ. Since the size of the matrix Φ T M δ Φ is N × N and N is relatively small, Eq. (47) can be solved as a generalized eigenvalue problem using dense linear algebra.
Estimation of a κ , b κ
then using Eq. (34), Eq. (38) and the density arguments shown above, it can be shown that
where
, and K is given in Eq. (44). We can express the orthogonality condition v ⊥ V N (κ) in terms of a projection operator Q = I − Π κ N so that for any v ∈ H 1 (κ), Qv ⊥ V N (κ), where I is the identity operator. Denoting by Φ as in Eq. (45) the collection of spanning vectors of the space V N (κ), then using the Lagrange polynomials corresponding to the LGL grid points as a basis, the projection operator Π κ N can be expressed as an
where Ψ = KΦ(Φ T KΦ) −1 . Therefore the Π κ N is a low rank matrix with rank N . The projection operator Q and its adjoint operator Q T expressed in the basis of Lagrange polynomials become
Using Eq. (50), the computation of a κ can be simplified as
In other words, a 2 κ corresponds to the largest eigenvalue of the generalized eigenvalue problem
From a computational point of view, there are two major differences between Eq. (47) and (52). First, the dimension of the matrices in Eq. (47) is N × N , and the dimension of the matrices in Eq. (52) is N T KQ is a rank deficient matrix with the rank of its kernel being N . Therefore it can potentially cause a large numerical error if Eq. (52) is solved directly as a dense generalized eigenvalue problem.
In order to overcome the two difficulties mentioned above, we note that for any vector v, the computational cost for the matrix vector multiplication Qv, Q T v, M a v, Kv is only proportional to N d g thanks to the low rank representation of the operators. Therefore Eq. (52) can be solved using iterative methods. Another advantage of using iterative methods is that since we only need the largest eigenvalue corresponding to Eq. (52), at the k-th step of the CG iteration we only need to keep three vectors: the current approximation of eigenvector v (k) , the conjugate direction p (k) and the residual r (k) . Even though the matrix Q T KQ is singular, the projection onto the 3 dimensional subspace [v (k) , p (k) , r (k) ] is usually well conditioned. In practice we use the Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method [16] (with block size equal to 1) for evaluating the largest eigenvalue for Eq. (52). It should be noted that since there is no apparent preconditioner that can be applied efficiently to solve Eq. (52), the convergence of the largest eigenvalue may be slow. However, we should keep in mind that the estimation of a κ , b κ is only used in the a posteriori error estimator, and only low accuracy is needed. In fact a κ , b κ is already very accurate in the sense of the preconstant in the estimator even if the relative error is 10%. Therefore the slow convergence of the conjugate gradient method is compensated by the low accuracy required in the computation of the constants.
The constant b κ can be estimated similarly to a κ . Recall that
and using the same projection operator Q, b κ can be expressed as
l . Similar to Eq. (52), b 2 κ can be solved as the largest eigenvalue of
Eq. (54) can be solved using the same iterative strategy as for obtaining a κ .
Numerical results
In this section we test the effectiveness of the a posteriori error estimators. The test program is written in MATLAB, and all results are obtained on a 2.7 GHz Intel processor with 16 GB memory. All numerical results are performed using the symmetric bilinear form (θ = 1). The effectiveness of the upper bound and lower bound on the global domain will be justified by comparing |||u − u N ||| and η, and by comparing |||u − u N ||| and ξ, respectively. It should be noted that although our theory does not directly predict the effectiveness of the estimator on each local element κ, we can measure the local effectiveness of the upper and lower bound on each local element κ by defining
where the broken energy norm |||u − u N ||| κ is defined according to Eq. (8).
The numerical results are organized as follows. In section 6.1, we apply the general approach developed in section 5 to compute the constants a κ , b κ , d κ for polynomial basis functions, and verify that the scaling properties of the numerically computed constants match the analytic results known in the literature [20] . In section 6.2, we illustrate the behavior of the upper bound and the lower bound error estimates for second order PDEs associated with positive definite operators. We then demonstrate the results for indefinite operators in section 6.3. In the a posteriori error estimates of both the upper bound and the lower bound, we make the assumption that the non-computable number d u κ can be approximated by d κ without significant loss of effectiveness. We justify such treatment in section 6.4 by directly calculating d u κ using the numerically computed reference solution. Our test problems include both one dimensional (1D) and two dimensional (2D) domains with periodic boundary conditions. Our non-polynomial basis functions are generated from the adaptive local basis (ALB) set [17] in the DG framework. The ALB set was originally proposed to systematically reduce the number of basis functions used to solve Kohn-Sham density functional theory calculations, and in this section we demonstrate its usage to solve second order linear PDEs. We denote by N the number of ALBs per element. For operators in the form of A = −∆ + V with periodic boundary condition, the basic idea of the ALB set is to use eigenfunctions computed local domains as basis functions corresponding to the lowest few eigenvalues. The eigenfunctions are associated with the same operator A, but with modified boundary conditions on the local domain. More specifically, in a d-dimensional space, for each element κ, we form an extended element κ consisting of κ and its 3 d − 1 neighboring elements in the sense of periodic boundary condition. On κ we solve the eigenvalue problem
with periodic boundary condition on ∂ κ. The collection of eigenfunctions (corresponding to lowest N eigenvalues) are restricted from κ to κ, i.e.
After orthonormalizing {ϕ i } locally on each element κ and removing the linearly dependent functions, the resulting set of orthonormal functions are called the ALB functions.
Since periodic boundary condition is used on the global domain Ω, in all the calculations, the reference solution, which can be treated as a numerically exact solution, is solved using a planewave basis set with a sufficiently large number of planewaves. The ALB basis set is also computed using a sufficiently large number of planewaves on the extended element κ. Then a Fourier interpolation procedure is carried out from κ to the local element κ on a Legendre-Gauss-Lobatto (LGL) for accurate numerical integration.
Estimating the constants for polynomial basis functions
Although the main purpose of this paper is to design a posteriori error estimator for non-polynomial basis functions, the computational strategies discussed in section 5 can be applied to polynomial functions as well.
l=1 j l ≤ p} be the space spanned by polynomials with degree less than or equal to p. Then the asymptotic scaling of a κ , b κ , d κ with respect to h and p is known [11] 
These results are asymptotically correct as p → ∞, and we will show that the strategy discussed in section 5 leads to the same asymptotic result, but the result is more accurate in the pre-asymptotic regime due to the explicit computation of the constants. l accordingly. The technique is the same as that used in [20] . We now directly verify the scaling with respect to p in Fig. 1 , using the algorithms presented in section 5. The LGL grid sizes for 1D, 2D and 3D calculation are chosen to be 100, 100 × 100, and 50 × 50 × 50, respectively. The largest degree of polynomials is 64 for 1D and 2D, and is 16 for the 3D case. Note that in the 3D case, the dimension of V N (p = 16; κ) is already 969. Fig. 1 (a) shows the behavior of a 
Positive definite operators
We first demonstrate the effectiveness of the a posteriori error estimates for a positive definite operator on a 1D domain Ω = [0, 2π], using the ALB set as non-polynomial basis functions. Due to the periodic boundary condition, we choose V (x) = 0.01 so that the operator A = −∆ + V is non-singular and positive definite. The right hand side is chosen to be f (x) = sin(6x) which is periodic on Ω. In the ALB computation, the domain is partitioned into 7 elements, as indicated by black dashed lines. Fig. 2 shows solution u to Eq. (14) and the point-wise error u − u N using N = 11 ALBs per element. Fig. 3 (a) shows the absolute error in the energy norm, the upper bound and lower bound estimates as the number of ALBs per element N increases from 3 to 15. The relative error can be deduced by comparing Fig. 3 (a) and Fig. 2 (a) . We find that the computed η and ξ are indeed upper and lower bounds of the true error |||u − u N ||| for all N across a wide range of accuracy (from 10 −1 to 10 −8 ). It also appears that the lower bound estimator ξ follows the true error more closely than the upper bound estimator η. Fig. 3 (b) and (c) illustrate the local effectiveness C η (κ) and C ξ (κ) for each element κ. Though not guaranteed by our theory, we observe that η κ and ξ κ are upper and lower bounds for |||u − u N ||| κ for each element κ, respectively. The effectiveness as measured by C η (κ) and C ξ (κ) depends only weakly on the number of adaptive local basis functions, or the accuracy of the numerical solution. . Again we choose V (x, y) = 0.01 so that A = −∆+V is non-singular and positive definite. The right hand side is f (x, y) = cos(3x) cos(y), which satisfies the periodic boundary condition. Fig. 4 shows the reference solution u to Eq. (14) and the point-wise error u − u N using N = 31 ALBs per element. In the ALB computation, the domain is partitioned into 5 × 5 elements, indicated by black dashed lines. 
Indefinite operators
We now demonstrate the effectiveness of the upper and lower bound estimates for indefinite operators. We start from a 1D example on a domain Ω = [0, 2π] with periodic boundary conditions. The potential function V (x) is given by the sum of three Gaussians with negative magnitude, as shown in Fig. 6 (a). The operator A = −∆ + V has 3 negative eigenvalues and is indefinite. The right hand side is f (x) = sin(6x). The domain is partitioned into 7 elements for the ALB calculation. Fig. 6 (b) shows the reference solution u to Eq. (14), and Fig. 6 (c) shows the point-wise error u − u N using N = 11 ALBs per element. We should note that when the number of basis functions is very small (N = 3), the accuracy is low and the ALB approximation is in its pre-asymptotic regime. In such case, the upper bound is very close to the true error. In fact as indicated by Theorem 4.1, η may not even be a rigorous upper bound for highly indefinite operators with very few basis functions. 
which is a Gaussian located at the center of Ω. The second problem is that V is given by the sum of four Gaussians with negative magnitude, as illustrated in Fig. 10 (a) . The operator A = −∆ + V has 26 negative eigenvalues. The right hand side is chosen to be f (x, y) = cos(3x) cos(y) satisfying the periodic boundary condition. For the first problem, Fig. 8 (b) shows the reference solution u to Eq. (14) and Fig. 8 (c) shows the point-wise error u − u N using N = 31 ALBs per element. In the ALB computation, the domain is partitioned into 5 × 5 elements, indicated by black dashed lines. Similarly for the second problem, Fig. 10 shows solution u to Eq. (14) and the point-wise error u − u N using N = 31 ALBs per element. Fig. 9 (a) -(e) illustrates the global and local effectiveness of the upper and lower bound estimates for the Helmholtz problem, as the number of ALBs per element N increases from 21 to 51. Compared to the positive definite case in Fig. 5 , the true error is larger using a comparable number of basis functions, reflecting that the Helmholtz equation is more difficult to solve. Nonetheless, η and ξ provide effective bounds for the true error in all cases. Similar results can be found for the indefinite example with negative Gaussian potentials in Fig. 11 (a) -(e). In all calculations, the computed lower bound estimator remains a lower bound for the true error. In particular, the estimators still hold quite tightly in the pre-asymptotic regime (N = 11) where the ALB approximation is crude and has large numerical error. Fig. 10 (a) . In all cases, the magnitude of d 
Conclusion and future work
We present the first systematic work for deriving a posteriori error estimates for general nonpolynomial basis functions in a interior penalty discontinuous Galerkin (DG) formulation for solving second order linear PDEs. The estimates not only serve to quantify the error sharply for a given computation, but also can lead an adaptive algorithm to refine the elements non-uniformly by adding (or even removing/coarsening) basis functions to certain elements. This allows a best approximation for a given number of degrees of freedom in order to reduced the computing time even when relatively few degrees of freedom are employed. A non-uniform distribution of the number of local basis functions is in this case mandatory to develop powerful solvers, in particular when inhomogeneous data of the PDE is involved. It turns out that the standard polynomial hp DG-method may benefit from this analysis as it involves numerically computed constants.
Our analysis requires the exact solution to lie in H 2 (κ) for each element κ which may seem limiting when dealing with a posteriori estimates for Poisson's equation as a uniform refinement leads to optimal convergence rates in the asymptotic limit. We remark that despite the above asymptotic reasoning there are numerous cases where an a posteriori analysis for regular functions is still interesting, for example if the PDE involves a strong small-scale character (but still being smooth) either due to strongly oscillating material coefficients or a wave-like character of the underlying PDE (Helmholtz equation for instance).
Or, if the data of the PDE and thus the solution as well has an inhomogeneous character so that a uniform refinement involves too many degrees of freedom. In this case, combining the estimates with an adaptive algorithm as outlined above will result in an optimal balance of degrees of freedom per element.
Our framework for developing explicitly computable constants for a posteriori error estimates are not limited to second order PDEs, nor it is necessarily limited to discontinuous Galerkin framework. In a forthcoming publication we will demonstrate the method for eigenvalue problems. It is also possible to generalize the method to multiscale methods and reduced basis methods.
