GS [Chen et al. 2012 ] LS [Shtrom et al. 2013 Figure 1 : Examples of saliency maps generated by selected saliency models. The scores underneath each map are evaluation metrics that indicate how well the map compares to ground-truth (GS). The metric for the top-performing saliency map is indicated in bold.
Introduction
We introduce three metrics for quantitative analysis and comparison of 3D saliency methods.
Despite recent interest in saliency detections of 3D surfaces [Liu et al. 2016] , there are no evaluation metrics available, and no previous quantitative evaluation of 3D saliency models, making it impossible to objectively compare one method against another. Previous work evaluates results qualitatively, by 3D renderings of saliency maps. This approach does not objectively determine whether one saliency model is better than another. With the absence of an evaluation benchmark, new techniques cannot be compared to previPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. c 2016 Copyright held by the owner/author(s). Publication rights licensed to ACM. SA '16 Technical Briefs, December 05 -08, 2016 , Macao ISBN: 978-1-4503-4541-5/16/12 DOI: http://dx.doi.org/10.1145 ous methods on a common dataset. To the best of our knowledge, no previous work performs a quantitative evaluation of computational models to ground truth. We propose such a quantitative evaluation, based on surface feature points acquired from users by Chen et al. [2012] . Inspired by Judd et al.'s benchmark of computational models to predict human eye fixations in images [Judd et al. 2012] , we evaluate 4 saliency models, and 2 baseline models against ground truth 3D saliency on watertight meshes.
Benchmarks for 3D keypoint detection have been proposed [Dutagaci et al. 2012] , as well as quantitative analysis that explain how mesh properties such as curvature are correlated with groundtruth saliency using information theory statistics [Chen et al. 2012] . However, none of these works compare saliency performance using raw saliency maps. For instance, metrics for keypoint detection will need to use thresholding parameters if applied to saliency maps. In contrast, there are well-established 2D image saliency benchmarks [Judd et al. 2012; Borji et al. 2013 ], which provide a framework for quantitative evaluation of different 2D saliency algorithms. Thus, we use available ground-truth saliency data [Chen et al. 2012] and present evaluation metrics, inspired by the 2D case, to compare saliency models. We select this particular dataset, which is derived from salient points selected by humans, because it is often used for qualitative evaluation [Song et al. 2014; Tasse et al. 2015] .
Our contributions are three metrics for estimating the performance of saliency models, evaluated on six saliency models' ability to predict ground truth saliency, on 400 meshes from the SHREC'07 Watertight models track [Giorgi et al. 2007 ] (SHREC07).
3D Saliency methods
Early saliency models compute a multi-scale representation of a mesh and observe how a local vertex property such as curvature, surface variation or normal displacement changes at different scales [Pauly et al. 2003; Lee et al. 2005; Castellani et al. 2008] . These methods are tightly linked to local properties which are not robust against noise and topological changes. Song et al. [2014] address these issues by using spectral properties.
Other saliency models achieve robustness and speed by segmenting a mesh into patches represented by descriptors, followed by a ranking process that specifies patch distinctiveness [Gal and Cohen-Or 2006] . Recent saliency models described in the above section, such as Shtrom et al. [2013] and Tasse et al. [2015] , focus on point sets. They fill a gap in the literature that has become important owing to the proliferation of low-range scanning devices that produce point sets that may not always be suitable for full reconstruction. This paper shows how saliency metrics could be used for evaluation, by focusing on three recent saliency models briefly mentioned above, and selected because they are the state-of-the-art:
Saliency of large point sets (LS) Shtrom et al. [2013] propose the first method that supports saliency detection on large points sets. Saliency is a combination of point distinctiveness at two scales with point association, a function that assigns higher saliency to regions near foci of attention. Distinctiveness is computed by comparing local neighbourhoods described by the Fast Point Feature Histograms (FPFH) [Rusu et al. 2009] . FPFH consist of 33-D histograms of angles between oriented points in a local region. Song et al. [2014] propose a spectral-based approach, described as more robust compared to previous saliency methods that analyse changes in local vertex properties. The new approach uses spectral properties of a mesh at multiple scales using the n lowest frequencies of its log-Laplacian spectrum L. The log-Laplacian spectrum amplifies variation in the low-frequency parts of the Laplacian spectrum and detects the most 'fundamental' saliencies. Tasse et al. [2015] propose a cluster-based saliency model presented as being able to detect fine-scale saliency with better time complexity. They segment point sets into K clusters, and compute cluster saliency as a sum of cluster distinctiveness and spatial distribution. The point-level saliency is obtained by smoothing cluster-level saliency. Cluster distinctiveness is based on the mean FPFH of points belonging to that cluster, using a method similar to Shtrom et al.'s [2013] .
Mesh saliency via spectral processing (MS)

Cluster-based point set saliency (CS)
Given that two of the methods above combine FPFH with some uniqueness heuristics, we introduce a simple model based on FPFH to investigate how it compares.
PCA-based saliency (PS)
Saliency is computed as the absolute value of the FPFH descriptors projected onto the largest principal axis after mean centering.
Methodology
Datasets
Ground-truth saliency is obtained from Chen et al.'s user study [2012] , which comprises salient points, referred to by the authors as Schelling points. Users were asked to select points that were likely to be selected by other users. Each of the 400 meshes in the SHREC07 dataset was annotated by at least 22 participants. Chen et al. also compute a scalar field over a mesh by smoothing, with a Gaussian filter, the frequency with which each vertex was selected by all participants. We use this scalar field as ground-truth saliency.
Evaluation metrics
Saliency evaluation benchmarks in 2D images are well-established. We adapt evaluation scores used in these benchmarks to 3D saliency. Each saliency model is compared against ground-truth (GS) using the following 3 metrics:
Area under the ROC curve (AUC): The Receiver Operating Characteristic (ROC) curve is obtained by thresholding the saliency map into a binary mask that separates positive samples (salient points) from negative samples (non-salient points) and, for different threshold values, plotting the true positive rate against the false positive rate. This metric is commonly used to compare saliency models in the 2D case [Judd et al. 2012; Le Meur and Baccino 2013] . The ideal saliency model has AUC of 1.0. AUC disregards regions with no saliency, and focuses on the ordering of the saliency values. Other, more selective, metrics are needed to support evaluation.
Normalized scanpath saliency (NSS): Also widely used in comparing 2D saliency maps to human eye fixations [Le Meur and Baccino 2013] , NSS measures saliency values at fixation points along each user's eye scanpath. In our 3D case, we consider points selected by users as fixation points. For each participant, a NSS score is computed by a weighted sum of the computational saliency at points selected by the participant. This is in contrast with groundtruth saliency which is computed by smoothing the frequency with which points were selected. The final NSS metric is the average over all participants. The higher this metric, the closer the evaluated computational model is to ground-truth since interest points selected by users should have large saliency values.
Linear correlation coefficient (LCC):
This coefficient measures the strength of the linear relationship between two variables [Borji et al. 2013] . The coefficient ranges between −1 and 1, with values closer to 0 implying a weak relationship. We use its absolute value as the metric score. With X the ground-truth and Y the saliency map under consideration, the correlation coefficient is
where σX and σY are the standard deviation of X and Y , respectively, and cov(X, Y ) is the covariance between the two variables. Note that one of the things captured by LCC is whether two distributions have peaks at the same place, but this is limited by the fact that LCC is greatly influenced by the shapes of these peaks. Despite its limitations, we include LCC since it is a popular metric for measuring linear relationships between distributions.
Computational models that are the closest to ground-truth have high AUC, NSS and LCC scores. We use the Wilcoxon rank-sum test [Wilcoxon 1945 ], a non-parametric alternative to the two-samples t-test, at a 0.05 significance level to report statistically significant differences between saliency performances of competing methods.
Selected saliency methods
We selected three computational models from the literature discussed in Section 2, based on an informal assessment of their likely quality. We either obtained source code from the authors (MS, CS) or implemented the method proposed in their papers (LS):
Saliency of large point sets (LS) [Shtrom et al. 2013] Mesh saliency via spectral processing (MS) [Song et al. 2014] Cluster-based point set saliency (CS) [Tasse et al. 2015] To those, we added:
PCA-based saliency (PS)
In addition to the above computational saliency models, we evaluate the following two baseline models:
Chance (RS): We test saliency performance when saliency values are randomly assigned. Computational saliency models should have better performance than a random model. For each point on a mesh, we choose at random a value between 0.0 and 1.0 to set its saliency value.
Human performance (HS): We are interested in how well one or more human participants' predictions differ from the consensus of all the participants. We investigate how well saliency data collected from one participant predict ground-truth saliency. We can say that a computational saliency model predicts saliency as well as a human, if its performance is similar to the performance of the average human.
The six saliency models we are evaluating vary significantly in how saliency is distributed over the mesh, with some models having more salient regions than others. For a fair comparison, the histogram of each saliency map is matched to that of the ground-truth, similar to the previous work on 2D saliency evaluation [Judd et al. 2012] . We refer to the average histogram of a ground-truth saliency map as the reference histogram. Given a saliency map, we find the discrete mapping that optimally transforms its cumulative distribution function towards that of the reference histogram. This ensures that all saliency maps have the same distribution of saliency values.
Experimental results
We present the performance of the six selected saliency models, under the AUC, NSS and LCC metrics. We did not report timings since various models were implemented in different languages.
Model performances
AUC is the area under the ROC curve generated by plotting true positive rate against false positive rate. Figure 2 (top) shows the performance of the selected saliency models, under the AUC met- Table 1 : AUC performance per shape class in SHREC07. For each class, we average the saliency AUC scores of all shapes belonging to that class. The table shows, for instance, that it is easier to detect saliency on a mechanic shape than a spring. It also shows that no tested saliency model can yet detect saliency on a teddy shape better than a human. ric. All models are significantly better, on average, than chance. Saliency models based on the FPFH descriptor all perform better than both human performance HS and spectral mesh saliency MS. Among these descriptor-based methods, LS has the highest AUC performance. There is no statistically significant difference between the other two descriptor-based techniques PS and CS.
Class
NSS is the average of saliency values at human-selected keypoints. Figure 2 (middle) presents performance under this metric. Similarly to AUC, all models perform better than chance under NSS, with spectral mesh saliency MS having a statistically lower mean score than others. LS performs as well as human performance, with no statistically significant difference between their two mean scores. CS is not statistically different from PS. Note that under the NSS metric, HS is one of the top performing models, in contrast with its low AUC score. This is because AUC is influenced by the ordering of saliency values within a ground-truth saliency map. NSS uses the user-selected keypoints directly in its formulation with no consideration of how many times a point was selected by participants.
LCC estimates the strength of the relationship between the distributions of a shape saliency map and its ground-truth saliency.
Results of models' performance under LCC are presented in Figure 2 (bottom) . Models' rankings under this metric are similar to rankings by NSS scores. The key difference is that there is no significant difference between CS and human performance HS. Thus CS performs better under LCC.
In summary, LS [Shtrom et al. 2013 ] achieves the best performance under all metrics. There is little difference between the performance of the other two FPFH-based saliency models, namely CS [Tasse et al. 2015] and PCA-based saliency. It is important to note that the PCA approach to 3D saliency, first introduced in this paper, uses dramatically less data in its comparisons, since it only uses the first principal axis of the FPFH PCA. Yet, it produces competitive results compared to the state-of-the-art. Of course, while PS uses only a single value in its comparison, it comes at the expense of a preprocessing step: running PCA on an n × 33 matrix to get the single saliency value, where n is the number of points; however it does not need to compare FPFHs, unlike LS and CS.
Performance per shape classes
We analyse how the selected saliency models perform for each of the 20 classes in SHREC07. This gives us insight into which classes have the worst saliency detection and thus could benefit from future work in the field. Table 1 shows AUC scores for each class and saliency model. For the class teddy, human performance (HS) outperforms all other saliency models. In this particular case, human participants know that real-life shapes from this class have facial features and thus consider the face to be salient even if the 3D shape presented to them has no discriminating features. This is an example of humans using their prior experience in saliency detection, which is not yet possible for unsupervised saliency models. Manmade shapes such as mechanic, airplane and chair are easier for saliency detection due to their sharp features and simple structure. In the case of categories such as the feature-less spring, a method based on supervised learning could be more successful.
Conclusion
We introduce the first saliency evaluation framework for 3D shapes, based on three performance metrics. We compare six saliency models including chance, human performance and a PCA-based approach. Results showed that all models performed better than chance, and Shtrom et al.'s method [2013] has, on average, the best scores. PCA-based saliency performed as well as cluster-based point set saliency [Tasse et al. 2015] , and significantly better than spectral mesh saliency [Song et al. 2014] . Using our proposed evaluation framework, previous methods not tested here and future saliency techniques can be evaluated objectively.
