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26
A proper management and planning of coastal areas is governed by an accurate understanding of these fragile 27
and dynamic environments at different spatial and temporal scales. Modelling the coastline response to the 28 effect of waves and sea level variation, especially in significantly unstable coasts such as sedimentary 29 beaches, enables the evaluation of coastal retreat and coastline migration on large temporal scales. However, 30 the complexity of the phenomena and processes that interact on the land-sea interface, makes this a deeply 31 dynamic space in its form and arrangement (Boak and Turner, 2005) . It is necessary to distinguish between 32 oscillatory short-term effects and other long-term changes -and so monitoring changes at different temporal 33 scales is helpful in a decision-making process involving environmental values and socioeconomic interests. 34 35 The spatial resolution and high temporal frequency achieved by terrestrial photogrammetric techniques have 36 overcome the accuracy of other techniques in the field of monitoring. Techniques such as Airborne Light 37
Detection and Ranging (LiDAR), Terrestrial Laser Scanner (TLS) and Global Positioning Systems in Real-38
Time Kinematic (RTK-GPS) define the shoreline and model the beach area with accuracy and reliability 39 despite tedious fieldwork and costs. However, the high periodicity required to monitor dynamics in natural 40 spaces is causing these techniques to be set aside. Conversely, remote sensing techniques are being used to 41 establish and quantify erosion or accretion rates on beaches and the results are sufficiently accurate -in the 42 order of several meters -to help in our understanding and prediction of long-term worldwide coastal 43 evolution (Almonacid-Caballer et al., 2016). Nevertheless, its potential is reduced for local studies and short-44 term changes where video monitoring systems are consolidated as the current benchmark. 45 46
Terrestrial photogrammetric systems enable a systematic and continuous recording of the different actions 47 that take place in a specific coastal area. For instance, the local and rapid changes that occur during storms. 48 Some institutions have realized the need to establish a proper and integrated coastal zone management and 49 various video monitoring systems have been installed. The Argus system was the first developed for coastal 50 research (Holman et al., 1993) and was validated and widely used worldwide (Holman and Stanley, 2007 Existing coastal imaging systems are ready focused and dedicated for a specific application and this leads to 60 some economic and positioning limitations. The measurement of shorelines, sand bars, beach widths, and 61 many other indicators is easy to accomplish using fixed cameras covering wide fields of view and located on 62 high elevation beach-front buildings. However, these optimal requirements are unusual on most beaches 63 around the world and so other approaches are being investigated. 64 65
Many recreational video-cameras are currently operating on the coastline and sending considerable data over 66 the internet -as well as a small number of systems designed by coastal managers in specific areas to control 67 storm events. Most of this data is captured by Surfcam stations whose main qualitative objective is to observe 68 breaking waves. As expected, the camera requirements are not optimal for quantitative measurements as they 69 are low-angle and single cameras mounted on low beachfront buildings and pointing nearly horizontal toward 70 the waves. Making the most of all the data from such shoreline monitoring cameras is the challenge tackled in 71 this paper and complementing other papers (Bracs et al., 2015) where the potential of Surfcam data has 72 already been proven through applying various solutions. 73 74 We propose a rigorous methodology -implemented in a coastal projector tool known as C-Pro -that 75 overcomes the photogrammetric difficulties and non-optimal conditions that are sometimes found in beach 76 photographs. The main goal is to use the terrestrial horizon as a photogrammetric constraint included in the 77 collinearity system to achieve a precise repositioning of the camera (Sánchez-García et al., 2015b). Van Den 78
Heuvel (1998) already advanced the benefits of using geometric constraints for object reconstruction. When 79 using a simple non-metric camera looking horizontally towards the coastline and from any elevation -even 80 from the ground where there is no other option -the horizon constraint helps the image spatial resection 81 system to converge on a precise solution that is valid for coastal monitoring. Moreover, because of the field of 82 view, most of the photos only show sand and water, and this makes it difficult to acquire ground control 83 points (GCP) with a suitable distribution to transform image information into real world coordinates. 84
Reducing the number of initial unknown parameters by adding horizon equations (Oreifej et The analytical method consists of three main processes: calibration and image correction; repositioning of the 103 camera; and image rectification. The followed protocol establishes a strong and rigorous geometric 104 connection between both terrestrial and image spaces with the implementation of the horizon constraint in the 105 collinearity system (described in Appendix A). Moreover, the tool will compute the adjustment adapting to 106 different situations depending on the number of initially known and unknown external and internal orientation 107 parameters. 108 109 2.1.1. Camera calibration and image correction 110 111
In photogrammetry, the extraction of metric information requires a precise knowledge of the internal 112 orientation parameters (IOP) -principal point coordinates o=( 0 , 0 ) and focal length (f) -and the distortion 113 coefficients of the non-metric camera lens (assuming rectangular pixels skew factor is generally negligible). A 114 camera acquires images composed of pixels where each pixel captures light traveling along the projection of a 115 3D ray. The projection rays in principle can be placed arbitrarily assuming the absence of a functional 116 relationship between the projection rays and the pixels directed by the intrinsic parameters. Thus, the 117 calibration is described in accordance with the coordinates of these rays (given in the local coordinate system) 118 and the correspondence between the rays and pixels. After such calibration, each ray of the bundle passes 119 correctly through the optical center. 120 121
In the present work, as we had access to the cameras, an a-priori laboratory study of the acquisition system 122 itself was made. It is known that self-calibration can improve the accuracy of non-metric cameras (Chandler 123 et al., 2005) . This shows the potential that cheap cameras have for measuring surfaces when the lens model 124 has been considered and a correct calibration of the intrinsic camera parameters has been made. 125 126
The calibration involves applying the Matlab camera calibration toolbox of Bouguet (2015) . This calibration 127 tool works with a series of images on a pattern like a checkerboard with the camera focused to infinity and 128 taking the photos from different points of view and changing orientation and position. The IOP are estimated 129 by an initial approach linearizing the equations and a least squares adjustment. These parameters are generally 130 invariant and unique for each camera under similar conditions (Holland et al., 1997) . Removing the induced 131 effects of these intrinsic camera parameters, the image is corrected and undistorted by the empirical inverse 132 model for compensating lens distortions proposed by Heikkila and Silvén, 1997. After the image correction, a 133 correct geometric relation between the image and terrain systems will exist and the center of the undistorted 134 image will coincide with the center of the original image -and will be consistent with the formulas shown in 135 the following sections. 136 137 2.1.2. Camera repositioning 138 139
The process of determining the orientation parameters is understood as spatial resection and is considered as a 140 particularization of a photogrammetric triangulation for a simple image. The six external orientation 141 parameters (EOP) recreates the moment in which a photo is taken and defines the object coordinates of the 142 camera center {X , Y , Z }, and its orientation angles {ω, φ, κ}. Thus, it is necessary to establish a strong 143 and effective relation between the terrain and the image spaces before using the photos for photogrammetric 144 purposes. 145 146
The protocol carried out in the present work to calculate the orientation parameters follows one of two 147 methodologies -depending on the number of available GCPs (three being the minimum 
) . An overdetermined set of linear equations: = is 166 obtained by applying (1) for a minimum of six GCPs. We can then obtain L using the least square method. 167 168
The current relation between these 11 DLT parameters, , and the other 9 (internal and external camera 169 parameters) of the collinearity equations is well-known (Seedahmed and Habib, 2002 To guarantee a strong relationship between terrain and image spaces, an iterative adjustment system must be 178 carried out to obtain the parameters that recreate the time of the shoot as faithfully as possible. This point of 179 the mathematical process is where it is necessary to introduce a geometric constraint to add methodological 180 rigor. Photographs of a beach area usually present homogeneous characteristics that hinder a proper 181 distribution of the GCPs. However, the horizon curve is an essential strategic element. In this locus, all 182 vanishing points of the image converge and therefore it acts as if we had a set of control points at infinity. 183
Appendix A describes the details of a mathematical procedure for having characterized the horizon, relating it 184 to the EOP by means of (A.22). Our methodological protocol proposes the inclusion of these novel constraints 185 in the adjustment to obtain a much more accurate solution. 186 187
All iterative adjustment starts from an initial approximate solution of all the parameters. The prior values for 188 the internal parameters can correspond with those obtained by DLT, or by the camera calibration process. 189
Depending on the reliability of these initial parameters, the collinearity will then be resolved and so free all 190 the parameters if they are from DLT, or freeing only six because the IOP will remain fixed (providing they 191 are produced after calibration and are accurate enough 
considering that ψ and ξ are defined constants, respectively, by means of (A.1)-(A.3) and (A.12), using the 209 horizon information through the marked points A, B, and C in the image. Thus, we add to the collinearity 210 system these two new linearized equations: 211 
213
If the IOP have been computed by calibration, the refinement process only aims to obtain the correction for 214 the six EOP � , , , X , , dZ �. By applying collinearity with a minimum of three GCP, a 215 system formed by those classical collinearity equations together with (3) will then be solved. However, if the 216 correction of the three IOP � 0 , 0 , � also needs to be computed, then the tool will solve collinearity 217 for nine parameters requiring at least four GCP. This case occurs when the IOP come from DLT. The whole 218 spatial resection system will be expressed as, 219 220 B (dP) = K (4) 221 being: 222
considering the appropriate number of GCP for each of the situations commented above. System (4) will be 225 resolved by the weighted least square method whose solution gives us the parameter correction:
where is the diagonal weight matrix. The weight assigned to the classical collinearity equations is the same 230 for all, but can vary depending on the reliability associated by the user with each of the GCP. As equations (3) 231 should act as a constraint to the fitting, the weights assigned to these equations in our methodology are much 232 higher than those used for the equations related to GCP. We will study the influence of those weights in 233 Section 4. As a consequence, an accurate determination of the initial points to form the horizon approximation 234 is important. In the results section, some performances analyze how the weight of the horizon equations 235 influence in the resection adjustment. 236 237
We will consider an iterative process solving each step of the system (4) considering the parameters computed 238 with the correction of the above iteration. Thus, in (4) B and K are defined in the k-iteration ( ≥ 1) using the 239 solution obtained in the (k-1)-iteration so: 240 241 � , , , X , , Z , 0 , 0 , �= 242
That process finishes when each of the correction parameters becomes insignificant (the established threshold 244 is equal to 10 −10 ). 245 246
To establish the convergence of the system, at the beginning of the k-iteration, ( ≥ 1), the C-Pro tool will 247 color in green the calculated image coordinates of the GCP by computing (x,y) by means of the collinearity 248 equations, considering the parameters obtained using (6) and the (X,Y) coordinates of each GCP. Moreover, 249 the horizon line will be approximated considering: 250 251
where is defined by means of (A.10) considering Z k defined by (6), and: 254 255
using the following equation: 258 259
Thus, the horizon line is recomputed in each iteration with the newest parameters until the adjustment process 262 ends. 263 264 2.1.3. Image rectification and data extraction 265 266
Once the repositioning camera has been fruitfully achieved, the rectification process can be done. In our tool, 267 the user can choose whether to project a piece of the image or just an element contained therein over a 268 specific plane with a known ZT value. 269 270
Choosing the first option, the tool detects the image limits in terrain coordinates and a georeferenced grid is 271 created for a specific pixel size on the specific ZT. Each pixel is then filled by an image intensity value 272 through inverse mapping techniques and using the nearest neighbor interpolation method. In this case, the 273 final product is a rectified georeferenced image (Tiff World File) used by standard GIS applications. 274 275
Nevertheless, by following the second option, the user can digitalize a specific feature of interest as a coastal 276
indicator -such as an established shoreline, the landward edge, the foredune toe, the cliff top -or just upload 277 a file with the image coordinates that the C-Pro tool is expected to project. This coordinate rectification is 278 then either done by collinearity equations or by the DLT -both methods lead to the same solution. In the last 279 case, we have to convert the camera's internal and external parameters to the characteristic's 11 280 transformation parameters of DLT which satisfy equations (1). From the DLT equations we can obtain the 281 planimetric terrain coordinates (X, Y) projecting the image coordinates (x, y) of the indicator of interest on a 282 specific ZT, considering the next linear equation system (10). 283 284
It is interesting to note the importance of the ZT projection value because only the points located at this same 287 elevation will be projected at the correct place. The remainder points will be displaced unless we project the 288 photography over a digital terrain model supporting each pixel of the image with its associate altitudinal 289 value. In this paper the photographs are projected above the mean sea level (ZT=MSL) because the key image 290 feature to be correctly georeferenced is the shoreline. However, in order to know the errors of the image 291 rectification process, some terrain points have been projected over its associated altimetric coordinate 292
(measured by RTK-GPS) and assessed its positional accuracy by solving (12). 293 294 295  296 This section shows the main steps in the implementation of the C-Pro. 297 298
Practical implementation of C-Pro
Step 1: Calibration and image correction. having at least six GCPs, the system calculates an IOP estimation by direct linear transformation (DLT). 303 304
1b) The image is corrected and undistorted by the empirical inverse model for compensating lens distortion 305 described in Bouguet (2015) . 306 307
Step 2: Repositioning of the camera through the spatial resection process. 308 309 2a) Initial camera position �X , , Z � is estimated by the user. However, when it is not possible, C-Pro 310 will offer a first approximation of this through the DLT method (Section 2.1.2.1). 311 312 2b) With horizon constraint (with HC): If the horizon appears in the image then, angle ψ is defined by 313 means of (A.1) (case two points) or (A.2)-(A.3) (case three points). Moreover, ξ is computed using (A.12) 314 through the marked horizon points in the image and considering the focal length (f) obtained in step 1 and the 315 camera center elevation Z defined in 2a). {ω, φ, κ} are then computed by means of (A.26) and (A.27). 316
Without horizon constraint (without HC): in cases where the horizon equation is not available, {ω, φ, κ} 317 are estimated by the DLT. 318 319 2c) C-Pro calculates the final EOP through an iterative weighted least squares fitting (5) over the linearized 320 collinearity equations (two equations for each GCP), which starts with the parameters defined in 2b) and 321 finishes when each of the correction parameters become less than 10 −10 . The weight assigned to those 322 equations is equal to 1, but can vary depending on the reliability associated by the user to each of the GCP. 323
Moreover, in the cases with horizon constraint, the linearized horizon constraints (3) are added with an 324 associated weight of 10 12 to solve the photo geometry. The system will be resolved and freeing all parameters 325 if the IOP in step 1 proceeds from DLT (with unknown IOP), or freeing only six of them when the IOP 326 remains fixed by considering that they are computed in step 1 (with calibrated IOP). 327 328 2d) To discover how the convergence of the system is progressing, C-Pro colors green (at the end of each 329 iteration) the calculated image coordinates of the GCP by computing (x,y) by means of the collinearity 330 equations and considering the parameters obtained using (6). Moreover, the horizon line is also colored in 331 green considering equation (9). 332 333
Step 3: Image rectification 334 335 3a) To project a piece of the image on a specific plane with a known ZT value, a georeferenced grid is created 336 and each pixel is filled with an image intensity value through inverse mapping techniques and using the 337 nearest neighbor interpolation method. 338 339 3b) Collinearity equations or the DLT equations given in (10) will be used to project an element contained in 340 the image on a plane with a constant ZT coordinate. In the case of shoreline rectification, the MSL value is 341 used as ZT. 342 343 344 
Testing of the horizon constraint and C-Pro software

345
Assessing the protocol proposed in this paper, the following subsections show the benefits achieved by 346 including the horizon constraint in the spatial resection process. 347 348
The analyses are carried out in the three coastal areas described in this section and working with specific 349 photogrammetry conditions that must be solved. The tests are made with non-fixed cameras. Therefore, in the 350 first step of C-Pro, the IOP of the acquisition system was obtained through image calibration (Bouguet, 2015 in Sintra, on the Atlantic coast of Portugal. This is a mesotidal beach (tide range between 2 and 3 m) with a 362 long stretch of golden sand dotted with numerous rocks and imposing cliffs that rise from the beach. 363 364 A photogrammetric analysis in the study area was carried out by simple non-fixed cameras. In the Valencian 365 beaches the images were taken with a digital single-lens reflex camera (SONY DSLR-A330) whereas a 366
Mobotix MX-M12D camera was used at Magoito. The zoom lens is fixed to infinity and care was taken to 367 ensure that the photos do not blur. Furthermore, to achieve the different assessments shown in this paper, it 368 was necessary to ensure that the terrestrial horizon appears in the photo, at least partly, as well as a minimum 369 of six non-coplanar GCPs that are well spread out and clearly and unequivocally displayed (Sánchez-García et 370 al., 2016). These theoretical conditions hardly ever occur because of the homogeneous media found on 371 beaches, where most of the photo shows water and sand. Moreover, because GCPs generally cover a very 372 small part of the whole picture, infinite control points representing the terrestrial horizon and located far from 373 the camera help resolve the photogrammetric problem. 374 375
Concerning RTK-GPS data, existing terrain points were measured accurately in several previous field 376 campaigns and acted as GCPs by solving the geometry of the photo through the link between image and 377 terrain systems -or only as checkpoints for assessing the solvency of that photogrammetric solution and 378 image rectification. The stability of these points was ensured during all the evaluation process. The camera 379 coordinates were also acquired by GPS to subsequently measure the error obtained in camera positioning. The 380 planimetric coordinates (XY) and orthometric altitudes (Z) are accurate to less than 2 cm in planimetry and 381 within 4 cm in altimetry (referenced respectively in the UTM projection -GRS80 -and the EGM08 geoid 382 model). 383 384
Magoito beach is a study area with good characteristics for the usual photogrammetry requirements. It was 385 possible to locate the camera in a high place -an elevation of 35.6 m -, where a broad view of the beach area 386 is seen and the horizon covers the entire width of the image (see Fig. 1 ). Moreover, during low tide it was 387 possible to obtain 28 GPS points by taking advantage of some rocky elements that remained in sight. The 388 distribution of these points through the target area -in this case generally centered in front of the camera -389 will condition the significance of the positional error, as we will see in the results section when we must 390 distinguish between both longitudinal and cross-shore components of error. between the building and the coast). Consequently, the shoreline is partially hidden in the photos. We call the 398 shots CS or CN depending on the camera location on the south or north side of the building from where three 399 and four photographs were taken respectively each day. From a specific position, the photos were taken 400 sequentially turning from north to south and numbering them by order. CN1 and CS1 photos capture almost 401 the same target area but from another camera position. Moreover, depending on the photo orientation, the 402 extent of horizon seen in the photos changes and we will analyze this in the results section to establish how 403 this influences the horizon approximation formulas. Differences regarding the extent of the horizon are 404 obvious in Fig. 2 depending on the existence of elements that hide it -such as the Port of Valencia in the 405 northern part (CN1) and, to a lesser extent, the Cullera headland to the south (CS3). GPS points were 406 measured along the entire area (about one kilometer long) and these points were included in photos that took 407 advantage of fixed elements -outside the beach area -such as parking borders and pedestrian walkways. 408 409
The photogrammetric field campaigns were made during two days, 25 May and 17 June 2016, when the 410 water/land border was measured (using RTK-GPS to record automatic coordinates every second). The 411 availability of this data enables us to make comparisons with other digitized shorelines for the resulting and 412 rectified photos and assess accuracy. Finally, the third study area is Patacona beach where an additional longshore assessment was made on 22 421
September 2015. The photogrammetric procedure was performed twice -from same camera position but at 422 different elevations -pointing north and south (changing the camera position). Taking advantage of a  423 gangway near the shore, the photos were taken using a tripod ( =4.7 m) to hold the spatial resection of the 424 camera. However, photos were then carefully taken from a handheld camera at the top of a stepladder 425 ( =6.8 m). Consequently, we have different solutions of the camera spatial resection for each image. Given 426 the absence of fixed elements in the beach area, several surveying rods were used as GCPs (black points on 427 the map and photos in Fig. 3) , producing a maximum of six and nine GCPs respectively for the northern and 428 southern photos. 429 430
The main goal of the experiment carried out in this area was to understand the functioning of our 431 methodology when camera elevation is reduced. Moreover, to measure the longshore error after image 432 rectification, a field campaign took a set of photos coincident in time with the data acquisition every 20 m for 433 two or three GPS trackers. These devices were separated some 2 m apart and measured moving checkpoints 434 for a distance of 280 m from the camera. We had to establish a distance limit because of the subsequent 435 difficulties in the detection of those checkpoints in the image. Fig. 3 exemplifies the experiment performed 436
showing a photo of the north beach and of the south beach where respectively the positions (checkpoints) of 437 three and two GPS trackers are detected. We can also see that the horizon appears in less than half the image 438 and so the horizon approximation formula uses two points. The aim of this subsection is to establish the improvements and differences achieved by the influence of the 451 horizon constraint in the spatial resection procedure (results of step 2c). For this reason, the resulting 452 performances are achieved by applying C-Pro in various ways, that is, setting and not setting the IOP 453 (depending on whether these are considered as unknown or known) and with and without including the 454 horizon equations in the fitting. 455 456
Validating the final EOP for each test at Magoito and Patacona beaches, Table 1 summarizes the differences  457 between these resulting camera coordinates against those accurately measured by GPS. To clarify, the camera 458 positioning error is: 459 Fig. 4 . 467
It is observed that when the camera elevation is higher -as occurs in Magoito with a camera elevation of 35.6 468 m in comparison with the elevation of Patacona that ranges from 4.7 or 6.8 m -the uncertainty of the IOP 469 causes system inconsistency and overstated positioning error. Results of Table 1 reveal the usefulness of the  470 horizon constraint in step 2 of C-Pro. For both cases, with calibrated and unknown IOP, the horizon improves 471 the convergence. However, it is in this last case when it becomes even more necessary to use the horizon to 472 obtain a usable camera position. Regarding the differences between both horizon approximations, the Magoito 473 beach image has a full view of the horizon and the approximation achieved by three points forming a 474 circumference leads to slightly better results. At Patacona beach, the horizon curve is built from only two 475 points because the horizon is just seen in half of the photo and, consequently, its definition using three nearby 476 points would not be rigorous. 477 respectively by points and a dashed line -adjustment input data -whereas the calculated position of these 503 features (system solution after the iterative process) is shown in green by crosses for GCP and a dotted line 504 for the horizon. A) and C) Wrong resulting convergence achieved without including the horizon constraint in 505 the adjustment (the observed horizon is not involved); B) and D) Best convergence reached using the horizon 506 as a system constraint (both with unknown IOP). 507 508
It is difficult to compute the error made in calculating the angular parameters {ω, φ, κ}. Nevertheless, the 509 quality of these can be analyzed through the location of the control points and the horizon line after applying 510 step 2d) of C-Pro, as Fig. 5 shows at Magoito and Patacona beaches. Carrying out the spatial resection with 511 unknown IOP, Figs. 5A and 5C show that in the adjustment made without including the horizon constraint, 512 the resulting camera orientation is mistaken despite the convergence (the green line is wrongly indicating the 513 calculated horizon direction). However, the resulting camera angles are more accurate when the horizon 514 constraint is included in the adjustment that defines a correct horizon line. Thus, in this last case, both 515 observed and calculated horizon lines -shown respectively in red and green in Figs. 5B and 5D -indicate an 516 equivalent direction of the horizon. 517 518
The next assessment is made to discover in more detail the way in which the system is converging into a 519 specific solution in accordance with to the weight assigned in the two horizon equations of (3). The system is 520 then solved several times for the same example -using the same photo and its associated GCP file -and 521 adding weight each time to the horizon equations. The usefulness of the horizon constraint will be studied in 522 Fig. 6 by analyzing the CPE of seven photos from Patacona beach. These seven cases show, even when 523 horizon equations are not intervening (cases with a weight equal to zero), that the system always converges in 524 a solution for the spatial resection even when the IOP are unknown. However, the achieved CPE decreases as 525 the horizon equations gain more weight (see Fig. 6 ). This is evidenced in those cases where the adjustment 526 has been carried out with nine free parameters (examples with unknown IOP) and because the horizon 527 constraint has not considered that the CPE are higher than 2 m. Additionally, in these cases it is interesting to 528 note that the minor CPE occurs for horizon weights equal to 10 2 and 10 4 . This improvement in the accuracy of 529 the camera coordinates happens while the solution for the rest of the parameters (three camera angles and 530 IOP) worsens. The system is less stable when the IOP are unknown and cannot find a valid solution for the 531 entire set of parameters until the weight of the horizon increases. 532 533
The CPE remains unchangeable from a weight equal to 10 12 for both horizon equations although it is almost 534 stabilized from using a weight equal to 10 8 . Thus, horizon equations will be added in the adjustment in step 535 2c) of C-Pro with a designated weight equal to 10 12 and can be modified by the user. After checking the improvement achieved by introducing the horizon constraint in the spatial resection 545 process, it is important to establish the quality of the two horizon approaches developed in this paper. 546 Therefore, this section analyzes their potential and limitations when these geometric equations are 547 constraining the fitting. With regards to the definition of the horizon equations, it is expected that the correct 548 choice of one or another approach (with two or three points) was conditioned by the percentage of horizon 549 that appears in the photo. 550 551
The acquisition of a large set of photos for two days at El Saler beach with different percentages of horizon 552 contained on the photographs enables us to analyze the error achieved in the spatial resection solution 553 depending on the horizon approximation used during the process. Assessments are made by following the 554 methodological protocol considering the IOP as unknown. Summarizing the results (see Table 2 ), we observe 555 unacceptable results regardless of the camera location, and regardless of whether the camera is pointing north 556 (CNi) or south (CSi), when the horizon constraint is not considered because the fitting does not converge (or 557 it converges on a wrong solution). 558 559 The errors in the camera repositioning for both days indicate that the horizon approach obtained by three 565 points leads to better results unless the horizon covers less than 62% of the photo area -as occurred in both 566 CN1 and CS1 photos where the horizon remain partially hidden by the Port of Valencia (see example in Fig.  567 2). Predictably, the horizon approach calculated by three points is more realistic, but is also more sensitive 568 and requires a significant distance between points to define a descriptive horizon circumference. In general, 569 when the horizon just appears in a proportion less than 75% of the photo, the approximation must be defined 570 by two points. 571 572
Without horizon constraint
With horizon
Representing the results graphically in Fig. 7 , the pattern followed by the CPE repeats for both studied days. 573
The most rigorous solutions for the spatial resection process are achieved by using the horizon approximation 574 with three points, with smaller errors in the camera positioning until the percentage of the apparent horizon in 575 the photo exceeds a specific limit as occurs in CN1 and CS1 (small circles). It is in these cases when the 576 pattern of error reverses and the errors caused by using the approximation with two points becomes smaller. 577 578 Fig. 7 . CPE (m) obtained by using the two horizon approximations in seven photographs from El Saler beach 579 and for two different days. Blue represents the results achieved by using the two point horizon approximation 580 (case a), and red indicates those obtained by the horizon approximation defined with three points (case b). The 581 circle size increases with the proportion of horizon visible in the photo. 582 583
Moreover, by calculating the differences between the CPE obtained by using both horizon approximations we 584 realize that the negative values correspond with those cases where the horizon is scarce in the photo. A clear 585 relation exists when comparing these differences against the percentage of horizon, reaching 2 = 79.72% 586 in the linear fit (Fig. 8) and 2 = 90.25% by fitting a second order polynomial model. 587 588 Fig. 8 . CPE of Fig. 7 as a function of the proportion of horizon seen in the photo. 589 590
With regards to the conclusions obtained through these experiments, it is easy to know why at Magoito beach 591 (where the photos contain a full view of the horizon) the approximation achieved by three points led to 592 slightly better results as seen in Table 1 . Two-point horizon approximation was used at Patacona beach 593 because the horizon appeared in less than half of the image. 594 595 3.4. Analysis of errors after the image rectification process 596 597
The final accuracy of the system depends on many factors. This subsection is focused on managing the errors 598 related to the image rectification process through the implementation of a rigorous algorithm (after step 3). To 599 assess the overall positional accuracy for the rectified images in the three study areas, several terrain points -600 those not used to solve the geometry and termed checkpoints -were computed solving (10) and comparing 601 their projected computed coordinates ( , ) against GPS coordinates after step 3 of C-Pro. Formula (12) 602 calculates this error (which is composed by both cross-shore and longshore components). 603
Moreover, regarding the camera position and the focal length, the pixel footprint will be calculated to obtain 605 the dimension of each pixel in the terrain space. 606 607
The first analysis was made at Magoito beach using the orientation parameters achieved in the best case with 608 calibrated IOP and the horizon constraint approximated by three points (see Table 1 ). Despite the 0.97 m of 609 error recorded in the camera repositioning, the checkpoints -65 to 98 m distant from the camera -are 610 positioned with an average accuracy of 0.201 m. Moreover, Fig. 9 shows a slight relation between each 611 positional error and the distance to the camera because of the perpendicular GCPs distribution relative to the 612 camera position (remember Fig. 1 in the data section) . 613 614 Fig. 9 . Scatter plot that relates the behavior of the positional errors in the checkpoints at Magoito beach 615 relative to their distance from the camera. 616 617
The error is dominated by the cross-shore component through the target area and, as expected, is closely 618 related with a pixel footprint smaller than 0.5 m. 619 620
The second experiment at El Saler beach (see Table 2 ) also includes a study of projected errors in the 621 checkpoints using the horizon approximation in the spatial resection system with unknown IOP. It is 622 important to remember that the photos will be different every day because we are not working with a fixed 623 camera. As a result, the GCPs image coordinates, the resulting spatial resection, and the final image 624 rectification, will change. 625 626 on the horizon approximations (two or three points) used for spatial resection. The rectification process has 646 been made for the seven different photos in each of the two days described in Table 2 considering unknown  647  IOP.  648  649 Furthermore, it is important to establish the differences in magnitude between both cross-shore and longshore 650 error components (see Fig. 11 ) depending on the phenomenon analyzed. the GPS trackers towards the shoreline while each photo was taken is explained in the data section. 673
Furthermore, this data is used to continue with the analysis of errors depending on the spatial resection 674 adjustment carried out (cases s1 to s4) and which is expected to be in line with the CPE previously shown in 675 Table 1.  676  677 When the adjustment was computed by just six free parameters (data pointed in Fig. 11 ), the average error 678 was 2.48 m or 4.29 m depending on whether the horizon constraint was considered (s2) or not (s1). The 679 horizon approximation has been computed with only two points as in Fig. 13 . Moreover, when the IOP are 680 unknown (data dashed in Fig. 11 ), the errors were worse and reached 3.91 m with horizon constraint and 5.69 681 m without. These higher magnitudes of error, compared with those obtained in the above two beaches, are 682 consequences of the low-elevation cameras (only 4.7 m to 6.8 m high) and the pixel rectification error 683 associated with obliquity. This fact greatly complicates the detection of the checkpoints in the photography 684 with clarity being rapidly lost with distance. These difficulties are also linked with the limitations of the 685 camera optics. An initial study analyzing both cross-shore and longshore errors (see estimating the camera positioning when adding the horizon constraints, especially in the case of using 728 cameras with unknown IOP. Sometimes, the iterative least squares fitting -over the linearized collinearity 729 equations -does not converge unless the horizon constraints are used. In other cases, although the system 730 converges, the achieved solution is not useful and the horizon equations help reduce errors in camera 731 positioning and angular parameters {ω,φ,κ}. The quality of the spatial resection has also been analyzed by 732 coloring the resulting image location of the control points and the horizon line using the calculated parameters 733 after each iteration. Errors are smaller when weights assigned to horizon constraints in that refinement process 734 are much higher than those given in equations associated with GCPs. 735 736 Consequently, as the GCPs image coordinates will change, the resulting spatial resection will also differ for 753 every photo. Considering the checkpoints whose distances to the camera were less than 200 m, the average 754 error was equal to 0.283 m on the first day and 0.273 m on the second day. 755 756
At Patacona beach, the camera is located at an elevation ranging between 4.7 and 6.8 m. In this case, we 757 analyze the longshore error through an experiment measuring shoreline points until a distance of less than 200 758 m from the camera is found that is considered as reliable for computing that error. Positional accuracies 759 reached an average positional error equal to 1.68 m when the image rectification was computed using 760 calibrated IOP and 2.91 m when considering unknown IOP. The horizon approximation with two points was 761 used in these cases because the horizon appeared in less than half of the image. Thus, the use of the horizon 762 constraint has enabled us to obtain valid solutions even in cases when it is not possible to obtain the IOP by 763 camera calibration (or other complicated photogrammetric conditions such as low camera elevations were 764 present). 765 766
The methodology developed in this work enables accurately projecting a coastal photograph -or any element 767 detected in it -on a georeferenced plane, even if the photo was taken by a camera with unknown IOP and 768 located at a less than 7 m high. Encouraging results (similar to those obtained by Taborda and Silva, 2012) 769 which are able to define the shoreline with an RMSE of less than 1.5 m. Its implementation in C-Pro, through 770 formulas detailed in this paper, makes it a robust and low-cost tool that can work with any photograph taken 771 by a conventional camera of a coastal segment with the horizon included. In this paper, the horizon points 772 have been marked manually but future works applying C-Pro will use techniques that automatically track the 773 horizon (Bracs et al., 2015; Oreifej et al., 2011) . 774 775
The application of C-Pro will produce valuable scientific information from numerous cameras and video 776 cameras located along coastlines worldwide. Although in principle these recreational cameras were set for 777 other non-metric goals, they can now also be useful for measuring beach indicators for better planning and 778 managing coastal resources. The methodology of terrestrial photogrammetry described in this paper is designed for use in coastal imaging 792 systems where the horizon is an element of the photo (meaning the separation between sea and sky). 793
Appendix A describes some mathematical tools that take advantage of the information provided by the 794 horizon line and are useful for the new coastal projector monitoring system (C-Pro), explained in Section 2. 795 796 A.1. Image orientation using the horizon 797 798
The calculation of the image orientation with respect to the object space is made through three rotations and 799 three corresponding angles that transform image data into real-world coordinates:
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consists of the product between an initial rotation matrix in the Z axis, 801 later in Y axis, and finally in the X axis. Thus, (X, Y, Z) coordinates of a point in the object reference system 802 focused on the main point of the image can be calculated by knowing its associated coordinates (x, y, z) in the 803 image reference system. 804 805
In the following paragraphs the (x, y, z) coordinates in the image space are referred to as the principal point 806 = ( 0 , 0 ) and to simplify formulas in this section, its coordinates are assumed as zero = (0,0). Both the 807 object coordinates and the image coordinates -originally defined from the upper left corner of the image -808 are translated by establishing its origin in the principal point. However, there are other rotational angles 809 relating both image and object coordinates such as described by Dai et al., 2011 and Rodríguez et al., 2008. 810 We are going to use several of these ideas to define the equations of change between reference systems 811 through new angles. 812 813
The definition of these angles is based on the approximation of the Earth's curved horizon as a straight line in 814 the image plane. Two alternatives for the determination of that straight line are proposed in this paper by 815 marking two vanishing points in the image that are as distant as possible; A = (xa, ya), B = (xb, yb), and fulfil 816 that xa < xb. In this paper, the horizon points have been marked manually to ensure that they do not become an 817 added source of error in the methodological assessment. 818 Step 3: The third and last angle ( ) of the Euler triad is the azimuth and this positions the coordinate axis (x'', 963 y'', z'') regarding the real terrain coordinates and around the z''=Z axis. 964 
