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The fractional arboricity γ f (G) of a graph G is the maximum of
the ratio |E(G[X])|/(|X | − 1) over all the induced subgraphs G[X]
of G . In this paper, we propose a conjecture which says that
every graph G with γ f (G)  k + dk+d+1 decomposes into k + 1
forests, and one of the forests has maximum degree at most d.
We prove two special cases of this conjecture: if G is a graph
with fractional arboricity at most 43 , then G decomposes into
a forest and a matching. If G is a graph with fractional arboricity
at most 32 , then G decomposes into a forest and a linear forest. In
particular, every planar graph of girth at least 8 decomposes into
a forest and a matching, and every planar graph of girth at least 6
decomposes into a forest and a linear forest. This improves earlier
results concerning decomposition of planar graphs, and the girth
condition is sharp, as there are planar graphs of girth 7 which do
not decompose into a forest and a matching, and there are planar
graphs of girth 5 which do not decompose into a forest and a linear
forest. The bound in the conjecture above is sharp: We shall show
that for any  > 0, there is a graph G with γ f (G) < k + dk+d+1 + ,
and yet G cannot be decomposed into k forests plus a graph of
maximum degree at most d. On the other hand, we show that
for any positive integer k and real number 0  < 1, every graph
G with γ f (G) k +  decomposes into k forests plus a graph of
maximum degree at most  (k+1)(k−1+2)
(1−) .
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For a graph G , V (G) and E(G) denote the vertex set and the edge set of G , respectively. If X is
a subset of V (G), then G[X] is the subgraph of G induced by X , G − X is the graph obtained from
G by deleting vertices in X , and G/X is the graph obtained from G by identifying all the vertices
of G into a single vertex. If there is no confusion, we always use v∗ to denote the vertex resulted
from the identiﬁcation. When identifying vertices in X , the edges in G[X] are removed, and all the
other edges are retained. Therefore, G/X may have parallel edges, even if G itself has no parallel
edges. For convenience, we shall view the edge set of G/X as a subset of E(G), i.e. E(G/X) = E(G) \
E(G[X]). If E ′ is a subset of E(G), then G− E ′ is the subgraph of G obtained from G by deleting edges
in E ′ .
Given a (not necessarily simple) graph G , the fractional arboricity of G is deﬁned as
γ f (G) = max
X⊆V (G)
|E(G[X])|
|X | − 1 .
This notion was introduced by Payan [16]; see also [6,8]. By the well-known Nash-Williams Theo-
rem [15], G decomposes into γ f (G) forests, i.e. E(G) can be covered by the edge sets of γ f (G)
forests. This result is sharp in the sense that E(G) cannot be covered by fewer forests. However, by
taking the ceiling of γ f (G), it seems that some information about the graph contained in the param-
eter γ f (G) got lost. For example, if γ f (G1) = 2.01 and γ f (G2) = 2.99, then what we can derive from
Nash-Williams Theorem is that both G1 and G2 decompose into three forests. Is it possible by using
the fact that γ f (G1) is considerably less than γ f (G2) to show that G1 has a forest decomposition
which is ‘better’ than that of G2? Intuitively, if γ f (G) = k +  , where 0 <  is close to 0, then G can
almost be covered by k forests. Is it possible that G be decomposed into k forests plus an -forest?
The question is meaningful only if there is a proper deﬁnition of an -forest.
Before deﬁning an -forest, we review some results concerning decomposing a graph into forests
in the literature. Let a (k,d)-decomposition of a graph G be a decomposition of G into k forests
and a graph of maximum degree at most d, and a (k,d)∗-decomposition be a (k,d)-decomposition in
which the “leftover” graph also is a forest. Graphs having such decompositions are (k,d)-decomposable
or (k,d)∗-decomposable, respectively. It is proved in [19] that every simple planar graph is (2,8)-
decomposable. In [1], it is proved that every simple planar graph is (2,8)∗-decomposable, and in [9],
it is further proved that every simple planar graph is (2,4)∗-decomposable. The last result is sharp,
as Lovász has pointed out that there are inﬁnitely many simple planar graphs which are not (2,3)-
decomposable (cf. [1]). Also, Borodin, Ivanova and Stechkin [4] disproved the conjecture of He, Hou,
Lih, Shao, Wang and Zhu that every planar graph is (1, (G)/2 + 1)-decomposable.
Let G be a planar graph of girth g . By Nash-Williams Theorem, if g  4, then G decomposes into
two forests. It is proved in [11] that if g  5, then G is (1,4)-decomposable; and proved in [9] that
if g  6, then G is (1,4)∗-decomposable; if g  7, then G is (1,2)∗-decomposable. The extremal case
as which planar graphs decompose into a forest and a matching has been studied in a few papers. It
is proved in [11] that planar graphs of girth at least 11 have such a decomposition. The result was
improved in [2] where it is shown planar graphs of girth 10 have such a decomposition, and further
improved in [5] that planar graphs of girth 9 have such a decomposition. Whether planar graphs of
girth 8 have such a decomposition remained an open question until this paper.
For some of the results above, the proofs use planarity only to bound the number of edges in
terms of its vertices. In this sense, constraints on the maximum average density of a graph G deﬁned
as
mad(G) = max
X⊆V (G)
2|E(G[X])|
|X |
can be used to replace the planarity and girth condition. Notice that mad(G) can be computed by
a polynomial algorithm [12]. For example, the proof in [9] actually proves that any graph G with
mad(G) < 3 decomposes into two forests with one of them having maximum degree at most 4. Fol-
lowing this line of arguments, it was proved in [14] that for a non-negative integer t , any simple
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t2+6t+6 decomposes into a forest and a subgraph of maximum degree at
most t .
These results motivate the following question: if the fractional arboricity of a graph G is equal to
k +  , is it true that G decomposes into k + 1 forests with one of them having bounded maximum
degree? In this sense, one may deﬁne an -forest as a forest whose maximum degree is bounded by
a function of  .
In this paper, we propose some conjectures concerning the relation between the fractional ar-
boricity of a graph G and the (k,d)∗-decomposability of G . Then we verify some special cases of
these conjectures.
Conjecture 1. For any positive integer k and real number 0   < 1, there is a constant d such that every
graph G with γ f (G) k +  is (k,d)∗-decomposable.
If the conjecture is true, then one naturally wonder that for given k and  , what is the smallest d
for which the statement is true. The conjecture below gives an explicit formula that determines the
smallest d. On the top of the Longevity Mountain in Kaohsiung, Taiwan, there is a giant banyan tree,
called the ‘Nine Dragon Tree’. It resembles a number of dragons resting on the top of the mountain.
Many graph theorists visited this tree and are amazed at the fact that this tree is far from being
acyclic. We would like to associate the conjecture below with this beautiful tree, whose fractional
arboricity remains a mystery.
Conjecture 2 (The NDT (Nine Dragon Tree) Conjecture). Suppose G is a graph and k,d are positive integers. If
γ f (G) k + dk+1+d then G is (k,d)∗-decomposable.
Conjecture 3 below is a variation of Conjecture 2, which looks stronger, but it is indeed equivalent
to Conjecture 2.
Deﬁnition 1. Suppose G is a graph and v is a vertex of G . We say (G, v) is (k,d)∗-decomposable if
there is a decomposition of G into k+ 1 forests F1, F2, . . . , Fk+1, where Fk+1 has maximum degree at
most d, and vertex v is not incident to any edge of Fk+1.
Conjecture 3. If G is a graph with γ f (G)  k + dk+d+1 , then for any vertex v of G, (G, v) is (k,d)∗-
decomposable.
Lemma 1. Conjecture 3 is equivalent to Conjecture 2.
Proof. It is obvious that Conjecture 3 implies Conjecture 2. Assume Conjecture 2 is true. We shall
show that Conjecture 3 is also true.
Assume G is a graph with γ f (G)  k + dk+d+1 and v is a vertex of G . Let G ′ be obtained from
the disjoint union of d + 1 copies of G by identifying the d + 1 copies of v into a single vertex v∗ .
It is straightforward to verify that γ f (G ′) = γ f (G). Assume the NDT Conjecture is true. Then G ′ is
(k,d)∗-decomposable. As v∗ has degree at most d in Fk+1, there is a copy of G which contains no
edge of Fk+1 incident to v . So the restriction of the decomposition to this copy of G satisﬁes the
requirements of Conjecture 3. 
In Section 2, we prove the k = d = 1 case of the NDT Conjecture. As mentioned above, it was
known that planar graphs of girth at least 9 decompose into a forest and a matching. By using Euler
formula, it is easy to show that planar graphs with girth 8 have fractional arboricity less than 4/3. So
our result implies that planar graphs of girth 8 decompose into a forest and a matching.3 This result
3 After the submission of this paper, we learned that this result is proved independently by Wang and Zhang [17].
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forest and a matching.
In Section 3, we prove the k = 1,d = 2 case of the second version of the NDT Conjecture. This
implies that every planar graphs of girth at least 6 decomposes into a forest and a linear forest. This
improves a result in [9], where it is proved that such a graph decomposes into two forests with one
of them having maximum degree at most 4. We give an example of a planar graph of girth 5 which
does not decompose into a forest and a linear forest.
In Section 4, we prove the bound on the number of edges to guarantee the existence of the re-
quired decomposition in the NDT Conjecture 3 is sharp. This also shows that up to a constant, the
bound on the number of edges in Conjecture 2 is sharp.
In Section 5, we discuss variations of Conjectures 1 and 2. In particular, it is proved that Conjec-
ture 1 would be true if (k,d)∗-decomposable is replaced by (k,d)-decomposable. I.e., for any positive
integer k and real number 0  < 1, there is a constant d such that every graph G with γ f (G) k+
is (k,d)-decomposable.
It is known [19] that if a graph G is (1,d)-decomposable, then the game colouring number (and
hence the game chromatic number) of G is at most 4+d. It follows from the results in this paper that
graphs G with mad(G) < 4/3 have game colouring number at most 5, and graphs with mad(G) < 3/2
have game colouring number at most 6. In particular, planar graphs of girth at least 8 have game
colouring number at most 5 and planar graphs of girth at least 6 have game colouring number at
most 6. These improve earlier bounds on the game colouring number of such graphs. See also [3,7,18]
for further results on game colouring planar graphs.
2. Decomposing G into a forest and a matching
This section proves the following theorem.
Theorem 1. Let G be a graph. If for every subset X of V (G), 3|E(G[X])| < 4|X |, then G is (1,1)-decomposable,
i.e. G decomposes into a forest and a matching.
For the purpose of using induction, instead of proving Theorem 1 directly, we prove a stronger
statement. Given a graph G and a subset Z of V (G), let βG,Z be the function on the subsets of V (G)
deﬁned as follows
∀X ⊆ V (G), βG,Z (X) = 3
∣∣E(G[X])∣∣+ 2|X ∩ Z | − 4|X |.
Lemma 2. Let G be a graph and Z be a subset of V (G). If βG,Z (X) < 0 for every nonempty subset X of V (G),
then G − Z has a matching M such that G − M is acyclic.
Proof. Theorem 1 is the Z = ∅ case of Lemma 2. Now we prove Lemma 2 by induction on |V (G)|.
If |V (G)| = 1, there is nothing to prove. Assume |V (G)| 2, and the theorem holds for all graph
G ′ with |V (G ′)| < |V (G)|.
Assume βG,Z (X) < 0 for every subset X of V (G). We need to ﬁnd a matching M in G − Z so that
G − M is acyclic.
If G has a degree 1 vertex v , then let G ′ = G − v and Z ′ = Z \ {v}. It is obvious that βG ′,Z ′(X) =
βG,Z (X) < 0 for every nonempty subset X of V (G ′). By induction hypothesis, G ′ − Z ′ has a matching
M such that G ′ − M is acyclic. Then M is a matching in G − Z and G − M is acyclic.
Assume G has no vertex of degree 1. As βG,Z (V (G)) < 0, G has average degree less than 3. So G
has a vertex v of degree 2.
First we consider the case where v is incident to two parallel edges, say e1, e2 both have end
vertices u and v . Note that none of u, v belong to Z , otherwise βG,Z ({u, v}) 6+ 2− 8 = 0, contrary
to our assumption. Let G ′ = G − v and let Z ′ = Z ∪ {u}. We claim that for any subset X of V (G ′),
βG ′,Z ′(X) < 0. If u /∈ X , then βG ′,Z ′(X) = βG,Z (X) < 0. If u ∈ X , then let Y = X ∪ {v}, we have∣∣E(G ′[X])∣∣= ∣∣E(G[Y ])∣∣− 2, ∣∣X ∩ Z ′∣∣= |Y ∩ Z | + 1, |X | = |Y | − 1.
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βG ′,Z ′(X) = 3
(∣∣E(G[Y ])∣∣− 2)+ 2(|Y ∩ Z | + 1)− 4(|Y | − 1)
= βG,Z (Y ) < 0.
By induction hypothesis, G ′ − Z ′ has a matching M ′ such that G ′ − M ′ is acyclic. Let M = M ′ ∪ {e1}.
Then M is a matching in G − Z and G − M is acyclic.
Assume the two edges incident to v are not parallel. Let u,w be the two neighbours of v , and let
e1 = vu, e2 = vw .
Case 1. |Z ∩ {u, v,w}| 2.
In this case, uw is not an edge of G , otherwise, βG,Z ({u, v,w}) 3×3+2×2−4×3 > 0, contrary
to our assumption. Let G ′ = G/{u, v,w} and let Z ′ = (Z \ {u, v,w})∪ {v∗} (recall that v∗ is the vertex
resulting from the identiﬁcation). We claim that for any subset X of V (G ′), βG ′,Z ′(X) < 0. If v∗ /∈ X ,
then βG ′,Z ′(X) = βG,Z (X) < 0. Assume v∗ ∈ X . Let Y = (X \ {v∗}) ∪ {u, v,w}. Then∣∣E(G ′[X])∣∣= ∣∣E(G[Y ])∣∣− 2, ∣∣X ∩ Z ′∣∣ |Y ∩ Z | − 1, |X | = |Y | − 2.
Therefore
βG ′,Z ′(X) 3
(∣∣E(G[Y ])∣∣− 2)+ 2(|Y ∩ Z | − 1)− 4(|Y | − 2)
= βG,Z (Y ) < 0.
By induction hypothesis, G ′ − Z ′ has a matching M ′ such that G ′ − M ′ is acyclic. It is obvious that
M ′ is also a matching in G − X and G − M ′ is acyclic.
Case 2. Z ∩ {u, v,w} = {v}.
Let G ′ = G/{u, v,w}. If uw is an edge of G , then let Z ′ = (Z \ {v}) ∪ {v∗}. Otherwise let Z ′ =
Z \ {v}. Suppose X is a subset of V (G ′). If v∗ /∈ X , then βG ′,Z ′(X) = βG,Z (X) < 0. Assume v∗ ∈ X . Let
Y = (X \ {v∗}) ∪ {u, v,w}. If uw is an edge of G , then
∣∣E(G ′[X])∣∣= ∣∣E(G[Y ])∣∣− 3, ∣∣X ∩ Z ′∣∣= |Y ∩ Z |, |X | = |Y | − 2.
Therefore
βG ′,Z ′(X) = 3
(∣∣E(G[Y ])∣∣− 3)+ 2|Y ∩ Z | − 4(|Y | − 2)
= βG,Z (Y ) − 1< 0.
If uw is not an edge of G , then
∣∣E(G ′[X])∣∣= ∣∣E(G[Y ])∣∣− 2, ∣∣X ∩ Z ′∣∣= |Y ∩ Z | − 1, |X | = |Y | − 2.
Therefore
βG ′,Z ′(X) = 3
(∣∣E(G[Y ])∣∣− 2)+ 2(|Y ∩ Z | − 1)− 4(|Y | − 2)
= βG,Z (Y ) < 0.
By induction hypothesis, G ′ − Z ′ has a matching M ′ such that G ′ − M ′ is acyclic. If uw is not an edge
of G , then M ′ is also a matching in G − Z and G − M ′ is acyclic. If e = uw is an edge of G , then
M = M ′ ∪ {e} is a matching in G − Z and G − M is acyclic.
Case 3. |Z ∩ {u, v,w}| 1 and Z ∩ {u, v,w} = {v}.
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Z ∪ {u}. If βG ′,Z ′(X) < 0 for every nonempty subset X of V (G ′), then by induction hypothesis, G ′ − Z ′
has a matching M ′ such that G ′ − M ′ is acyclic. Let M = M ′ ∪ {e1}. Then M is a matching contained
in G − Z and G − M is acyclic.
Assume βG ′,Z ′(X) 0 for some subset X of V (G ′). Let Y be a maximal subset of V (G ′) for which
βG ′,Z ′(Y ) 0.
Let G ′′ = G/Y , and let Z ′′ = (Z \ Y ) ∪ {v∗}. We shall show that βG ′′,Z ′′(X) < 0 for all nonempty
subsets X of V (G ′′). If v∗ /∈ X , then βG ′′,Z ′′(X) = βG,Z (X) < 0.
Assume v∗ ∈ X . If X ⊆ {v∗, v}, then it is straightforward to verify that βG ′′,Z ′′(X) < 0. Assume
X  {v∗, v}. Let Y ′ = (X \ {v∗, v}) ∪ Y . Then Y is a proper subset of Y ′ . By the choice of Y , we know
that βG ′,Z ′(Y ′) < 0.
If v /∈ X , then
∣∣E(G ′[Y ′])∣∣= ∣∣E(G ′[Y ])∣∣+ ∣∣E(G ′′[X])∣∣, ∣∣Y ′ ∩ Z ′∣∣= ∣∣Y ∩ Z ′∣∣+ ∣∣X ∩ Z ′′∣∣− 1,∣∣Y ′∣∣= |Y | + |X | − 1.
Therefore
βG ′,Z ′
(
Y ′
)= 3(∣∣E(G ′[Y ])∣∣+ ∣∣E(G ′′[X])∣∣)+ 2(∣∣Y ∩ Z ′∣∣+ ∣∣X ∩ Z ′′∣∣− 1)− 4(|Y | + |X | − 1)
= βG ′,Z ′(Y ) + βG ′′,Z ′′(X) + 2.
As βG ′,Z ′ (Y ) 0 and βG ′,Z ′(Y ′) < 0, we have βG ′′,Z ′′(X) = βG ′,Z ′(Y ′) − βG ′,Z ′(Y ) − 2< 0.
Assume v ∈ X . Then
∣∣E(G ′[Y ′])∣∣ ∣∣E(G ′[Y ])∣∣+ ∣∣E(G ′′[X])∣∣− 2, ∣∣Y ′ ∩ Z ′∣∣= ∣∣Y ∩ Z ′∣∣+ ∣∣X ∩ Z ′′∣∣− 1,∣∣Y ′∣∣= |Y | + |X | − 2.
Therefore
βG ′,Z ′
(
Y ′
)
 3
(∣∣E(G[Y ])∣∣+ ∣∣E(G ′′[X])∣∣− 2)+ 2(∣∣Y ∩ Z ′∣∣+ ∣∣X ∩ Z ′′∣∣− 1)
− 4(|Y | + |X | − 2)
= βG ′,Z ′(Y ) + βG ′′,Z ′′(X).
So again βG ′′,Z ′′(X) βG ′,Z ′(Y ′) − βG ′,Z ′ (Y ) < 0.
Thus we have proved that βG ′′,Z ′′(X) < 0 for all nonempty subsets X of V (G ′′). Since Y contains
more than one vertex, G ′′ has fewer vertices than G . By induction hypothesis, G ′′ − Z ′′ has a matching
M ′′ such that G ′′ − M ′′ is acyclic. As Y ⊆ V (G ′) = V (G) \ {v}, by induction hypothesis, G[Y ] − Z has a
matching M ′ such that G[Y ] − M ′ is acyclic. Let M = M ′ ∪ M ′′ . It is easy to see that M is a matching
contained in G − Z and G − M is acyclic. This completes the proof of Lemma 2, and hence the proof
of Theorem 1. 
Given a graph G with γ f (G)  4/3, for any vertex v of G , apply Lemma 2 with Z = {v}, we
conclude that Conjecture 3 holds for the k = d = 1 case.
Corollary 1. If γ f (G) 4/3, then for any vertex v of G, (G, v) is (1,1)∗-decomposable.
It follows from Euler formula that if G is a planar graph with girth at least 8, then 3|E(G[X])| <
4|X | for any subset X of V (G).
Corollary 2. If G is a planar graph of girth at least 8, then G decomposes into a forest and a matching.
As mentioned in the introduction, if G is (1,d)-decomposable, then its game colouring number,
and hence its game chromatic number, is at most 4+ d. Thus we have the following corollary.
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Corollary 3. If mad(G) < 8/3, then χg(G)  colg(G)  5. In particular, if G is a planar graph of girth at
least 8, then χg(G) colg(G) 5.
The authors learned from Kostochka that Kleitman had an example of a planar graph of girth 7
which does not decompose into a forest and a matching. However, we are unable to ﬁnd a record
of such an example. We give a method below that constructs planar graphs of girth 7 which do not
decompose into a forest and a matching.
Let G be any planar graph which is of girth 4, which has n vertices and 2n − 4 edges (i.e. G is a
quadrangulation of the plane), and has 4 disjoint cycles C1,C2,C3,C4, each of length at least 8, such
that any cycle C /∈ {C1,C2,C3,C4} contains at least three edges not contained in ⋃4i=1 Ci . Subdivide
each edge not in
⋃4
i=1 Ci once. The resulting planar graph G ′ has girth 7. Such a planar graph can
be constructed easily. Fig. 1 is such an example (the black vertices are the vertices of G , the white
vertices come from the subdivisions). We shall show that G ′ does not decompose into a forest and
a matching. Assume to the contrary that G ′ has a matching M such that G ′ − M is acyclic. Then M
contains at least one edge of each Ci . Each edge in M ∩⋃4i=1 Ci is incident to two vertices of G ,
each other edge of M is incident to one vertex of G , and each vertex of G is incident to at most
one edge of M . Therefore |M| n − 4. Each edge e ∈ M corresponds to one edge ξ(e) ∈ E(G): either
e = ξ(e) ∈⋃4i=1 Ci , or e is one of the two edges in the path which replaces ξ(e) in the subdivision. It
is obvious that G − ξ(M) is acyclic, and hence contains at most n − 1 edges. This implies that G has
at most 2n − 5 edges, contrary to our assumption.
3. Decomposing a graph into a forest and a linear forest
In this section, we prove the following theorem.
Theorem 2. Suppose G is a graph and v is a vertex of G. If γ f (G) 3/2, then (G, v) is (1,2)∗-decomposable.
Proof. Assume G is a graph with γ f (G) 3/2. Duplicate each edge of G once (i.e. replace each edge
e = xy by two parallel edges connecting x and y), we obtain a graph G ′ with γ f (G ′) 3.
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of G ′ . It is known [10] that a graph H on vertices x1, x2, . . . , xn has an orientation in which xi has
in-degree d−(xi)  ki if and only if for each subset X of V (H),
∑
xi∈X ki  |E(H[X])|. So there is an
orientation G ′σ of G ′ such that every vertex has in-degree at most 3, and moveover, the vertex v has
in-degree 0. Such an orientation G ′σ of G ′ is called a valid orientation.
Observation 1. If G ′σ is a valid orientation of G ′ , and C is a directed cycle in G ′σ , then by reversing
the directions of all the edges in C , the resulting orientation G ′τ of G ′ is also valid.
Fix a valid orientation G ′σ of G ′ . Let B be the set of edges e = xy of G such that the two edges
corresponding to e in G ′σ are oriented in opposite directions (i.e. one is oriented as x → y, and the
other oriented as y → x). Let R be the set of edges e = xy of G such that the two edges corresponding
to e in G ′σ are oriented in the same direction. For edge e ∈ R , let e be oriented in the same direction
as the corresponding edges in G ′σ . For convenience, we call edges in B blue edges, and edges in R red
edges. So red edges are directed edges, and blue edges are undirected.
Because v has in-degree 0 in G ′σ and every other vertex u has in-degree at most 3 in G ′σ , the
following hold:
• Each vertex u has at most one in-coming red edge, and hence each connected component of the
red graph contains at most one cycle.
• Each vertex u is incident to at most three blue edges.
• If u has one in-coming red edge, then it is incident to at most one blue edge.
• The vertex v is not incident to any blue edges and has no in-coming red edges.
A valid orientation of G ′σ is optimal if:
(1) The number of edges contained in red cycles is maximum.
(2) Subject to (1), the number of red cycles is minimum.
(3) Subject to (1) and (2), the number of red edges not in red cycles is minimum.
Assume the chosen valid orientation G ′σ of G ′ is optimal.
Claim 1. The graph induced by blue edges is acyclic.
If C is a blue cycle, then the edges in G ′σ corresponding to edge of C induce two directed cycles
of opposite directions. Reverse the direction of edges in one of the two directed cycles. The resulting
orientation G ′τ of G ′ is valid, and the cycle C becomes a red cycle in G ′τ . The other edges do not
change colours or orientations. So for the new orientation G ′τ , the number of edges contained in red
cycles increases, in contrary to the assumption that G ′σ is an optimal orientation of G ′ . This proved
Claim 1.
Let R ′ be a subset of red edges which contains exactly one edge of each red cycle C .
Claim 2. The graph induced by B ∪ R ′ is acyclic.
Assume to the contrary that the graph induced by B∪ R ′ contains a cycle C . Note that if C ′ is a red
cycle, then we may reverse the directions of all the edges in G ′σ corresponding to edges in C ′ . The
result is an optimal valid orientation G ′τ of G ′ in which the direction of the red cycle C ′ is reversed.
Such an action is called a reversing of C ′ .
By reversing the directions of some of the red cycles, if necessary, we may assume that we can
traverse the cycle C in one direction so that all the encountered red edges are traversed in the forward
direction. Thus when we traverse C along this direction, for each edge e of C , at least one of the two
edges in G ′σ corresponding to e has its direction agrees with the direction of the traverse. Therefore,
the edges in G ′σ corresponding to edges of C contain one directed cycle C ′ . By reversing the direction
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of C are red (as C contains at most one edge from each component of the red graph). So the number
of red edges in C is no more than the number of blue edges in C . By reversing the direction of edges
in C ′ , red edges of C becomes blue and blue edge of C becomes red, and moreover, all these new
red edges are contained in one red directed cycle in G ′τ . So the new orientation G ′τ either has more
edges contained in red cycles, or the number of edges in red cycles are the same, but there are fewer
red cycles, in contrary to our assumption that G ′σ is an optimal orientation of G ′ . This completes the
proof of Claim 2.
Up to now, we have obtained a decomposition of E(G) into two forests R \ R ′ and B ∪ R ′ . As
observed above, each vertex is incident to at most three blue edges. If a vertex is incident to an edge
in R ′ , then it is incident to a directed red cycle and hence has one in-coming red edge, and is incident
to at most one blue edge. Therefore the forest B ∪ R ′ has maximum degree at most 3. We need to
reduce the maximum degree of this forest to 2.
Let Z be the set of vertices v which are incident to three blue edges. For each v ∈ Z , let B(v) be
the set of three blue edges incident to v . Given a subset Z ′ of Z , a selection for Z ′ is a set B ′ of blue
edges for which the following hold:
• B ′ ∩ B(v) = ∅ for each v ∈ Z ′ .
• Each edge of B ′ is incident to a vertex of Z ′ .
• If two edges in B ′ share a common end vertex, say e = xy and e′ = yz are edges in B ′ , then both
x, z ∈ Z ′ .
A selection B ′ for Z ′ is satisfying if the subgraph of G induced by edge set (R \ R ′) ∪ B ′ is acyclic.
Claim 2 shows that if Z ′ = ∅, then there is a satisfying selection, i.e. B ′ = ∅, for Z ′ .
In the following, we show that Z itself has a satisfying selection.
Assume Z has no satisfying selection. Let Z ′ be a minimal subset of Z which has no satisfying
selection.
Lemma 3. Assume v ∈ Z ′ and B(v) = {vx1, vx2, vx3}. Then for each i ∈ {1,2,3}, xi is incident to a red edge
xi yi such that yi ∈ Z ′ .
Proof. Assume to the contrary that either x1 is not incident to a red edge, or for any red edge x1 y1
incident to x1, y1 /∈ Z ′ . By the minimality of Z ′ , Z ′ \ {v} has a satisfying selection B ′ .
If B ′ contains an edge of B(v), then B ′ is also a satisfying selection for Z ′ , contrary to our as-
sumption. Assume B ′ contains no edge of B(v). Let E ′4 = B ′ ∪ {vx1}. If x1 ∈ Z ′ and there is an edge
x1u ∈ B ′ ∩ B(x1) such that u /∈ Z ′ , then delete the edge x1u from E ′4 (we still use E ′4 to denote the
resulting set). Then E ′4 is a selection for Z ′ .
By our choice of Z ′ , (R \ R ′) ∪ E ′4 contains a cycle C = (v0, e0, v1, e1, v2, . . . , vq, eq, v0), where vi
are vertices and ei = vi vi+1 are edges in (R \ R ′) ∪ E ′4. We know that C contains the edge vx1. Thus
we may assume that v = v0 and x1 = vq . As vx1 is the only blue edge in E ′4 which is incident to v ,
the edge e0 = v0v1 is red. As v0 ∈ Z , so v0 has in-degree 0 in the digraph induced by red edges. So
the edge v0v1 is oriented as v0 → v1.
Claim 3. For any index i, the following hold (the addition in indices are modulo q + 1):
• If vi vi+1 is a red edge, then it is oriented as vi → vi+1 .
• If vi vi+1 is a blue edge, then vi+1 ∈ Z ′ and vi+1vi+2 is a red edge.
Assume the claim is not true, and i is the smallest index for which this fails.
Case 1. vi vi+1 is a red edge oriented as vi+1 → vi .
If vi−1vi is a red edge, then the edge is oriented as vi−1 → vi . This is a contradiction as each
vertex has in-degree at most 1 in the subgraph of G induced by red edges. If vi−1vi is a blue edge,
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by red edges.
Case 2. vi vi+1 is a blue edge and vi+1 /∈ Z ′ .
By the deﬁnition of selection, vi ∈ Z ′ and the edge vi−1vi cannot be a blue edge. So vi−1vi is a
red edge oriented as vi−1 → vi . This is a contradiction, as each vertex of Z ′ has in-degree 0 in the
subgraph induced by red edges. This completes the proof of Claim 3.
A red segment of C is a maximal directed path (vi, vi+1, . . . , vi+t) of red edges, i.e. vi−1vi,
vi+t vi+t+1 (addition in indices modulo q + 1) are blue edges. By Claim 3, vi ∈ Z ′ and hence has
in-degree 0 in the subgraph induced by red edges. This shows that none of the red edges in C is
contained in a red cycle. Since no two consecutive edges of C are blue edges, at least half of the
edges of C are red. Now the edge vq−1vq is red, and vq−1 /∈ Z ′ . By Claim 3, the edge vq−2vq−1 is also
red. So C contains more red edges than blue edges.
The edges in G ′σ corresponding to the edges of C contain a directed cycle C ′ . Reverse the direction
of all the edges in C ′ , we obtain another valid orientation G ′τ of G ′ , for which the following hold:
1. The number of edges contained in red cycles does not change.
2. The number of red cycles does not change.
3. The number of red edges not contained in red cycles decreases.
This is in contrary to our assumption that G ′σ is an optimal orientation of G ′ . This completes the
proof of Lemma 3. 
For each v ∈ Z ′ , assume B(v) = {vx1, vx2, vx3}. By Lemma 3, there are vertices y1, y2, y3 ∈ Z ′
such that x1 y1, x2 y2, x3 y3 are red edges. Let E ′1(v) = {x1 y1, x2 y2, x3 y3}. Let H be the subgraph of G
induced by the edge set
⋃
v∈Z ′ (B(v)∪ E ′1(v)). Assume |Z ′| = n. Then |V (H)| = 4n and |E(H)| = 6n. So
γ f (G) > |E(H)|/|V (H)| = 3/2, in contrary to our assumption. This proves that Z does have a satisfying
selection B ′ . Now both (R \ R ′)∪ B ′ and (B ∪ R ′) \ B ′ induce acyclic subgraphs of G , and the later has
maximum degree at most 2. Moreover, v is not incident to any edge of (B ∪ R ′) \ B ′ . This completes
the proof of Theorem 2. 
If G is a planar graph of girth at least 6, then it follows from Euler’s formula that γ f (G)  3/2.
Hence:
Corollary 4. If G is a planar graph of girth at least 6, G decomposes into two forests, one of them has maximum
degree at most 2.
This improves a result of [9] where it is proved that such a graph decomposes into two forests,
one of them having maximum degree at most 4.
Corollary 5. If γ f (G) 3/2, then χg(G) colg(G) 6. In particular, if G is a planar graph of girth at least 6,
then χg(G) colg(G) 6.
A modiﬁcation of the example at the end of Section 3 gives a planar graph of girth 5 which
does not decompose into a forest and a linear forest. We learned Kleitman had also constructed such
examples before, but unpublished.
Let G be any simple planar graph with n vertices and 3n − 6 edges (i.e. G is a triangulation of
the plane) which has 6 disjoint cycles C1,C2, . . . ,C6, each of length at least 5, such that any cycle
C /∈ {C1,C2, . . . ,C6} contains at least two edges not contained in ⋃6i=1 Ci . Subdivide each edge not
in
⋃6
i=1 Ci once. The resulting planar graph G ′ has girth 5. For example, see Fig. 2. Assume G ′ has a
linear forest M such that G ′ − M is acyclic. Then M contains at least one edge of each Ci . Each edge
in M ∩⋃6i=1 Ci is incident to two vertices of G , each other edge of M is incident to one vertex of G ,
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and each vertex of G is incident to at most two edges of M . Therefore |M| 2n − 6. Similarly, each
edge e ∈ M corresponds to one edge ξ(e) ∈ E(G), and G − ξ(M) is acyclic. So G − ξ(M) has at most
n − 1 edges, which is contrary to our assumption that G has 3n − 6 edges.
4. Sharpness of the bounds
In this section, we prove that the bound given in the NDT Conjecture is sharp. First we show that
Conjecture 3 is sharp.
Theorem3. For any positive integers k,d, there are arbitrarily large graphs G such that γ f (G−e) = k+ dk+d+1
for some edge e of G, and yet (G, v) is not (k,d)-decomposable.
Proof. Let H be a simple graph which is the union of k edge disjoint spanning trees, say
T1, T2, . . . , Tk . Therefore |E(H)| = k(|V (H)|−1), and for any subset X of V (H), |E(H[X])| k(|X |−1).
Let v be an arbitrary vertex of H . For each i = 1,2, . . . ,k, orient the edges of Ti so that each vertex
has in-degree 1, except that v has in-degree 0. Thus the edges of H are oriented in such a way that
each vertex has in-degree k, except that v has in-degree 0.
For each vertex u, N−H (u) is the set of in-neighbours of u, and N
−
H [u] = N−H (u)∪{u}. As each vertex
u = v has k in-neighbours, |N−H [u]| = k + 1 for all vertices u = v of H .
For each vertex u = v , let Yu be a set of k + d new vertices, such that for distinct vertices u
and u′ , the sets Yu and Yu′ are disjoint. Let Y = ⋃u∈V (H)\{v} Yu , and let Q be the bipartite graph
with bipartite sets V (H) and Y , with each vertex y ∈ Yu adjacent to every vertex of N−H [u]. Let G be
obtained from Q by adding an edge e∗ connecting any two vertices of V (H).
First of all, we show that γ f (Q ) = k+ dk+d+1 . Assume |V (H)| = n and |E(H)| =m = k(n− 1). Then
easy calculation shows that∣∣V (Q )∣∣= (n − 1)(k + d + 1) + 1 and ∣∣E(Q )∣∣= (n − 1)(k + 1)(k + d).
So |E(Q )|/(|V (Q )| − 1) = k + dk+d+1 . For X ⊆ V (Q ), let
φ(X) = ∣∣E(Q [X])∣∣−
(
k + d
k + d + 1
)(|X | − 1).
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is maximum. For any vertex u = v of H , if N−H [u] ⊆ X , then Yu ⊆ X , because if y ∈ Yu \ X , then
for X ′ = X ∪ {y}, it is easy to verify that φ(X ′) > φ(X). If N−H [u]  X , then Yu ∩ X = ∅, because if
y ∈ Yu ∩ X , then for X ′ = X \ {y}, it is easy to verify that φ(X ′) > φ(X). So each Yu is either contained
in X or disjoint from X . Assume X contains q of the Yu ’s. Then |E(Q [X])| = q(k + 1)(k + d) and
|X | q(k + d + 1). Therefore φ(X) 0.
Next we show that (G, v) is not (k,d)-decomposable. Assume to the contrary that the edges of G
can be coloured by colours 1,2, . . . ,k + 1 so that for i = 1,2, . . . ,k, edges of colour i induce a forest,
and edges of colour k + 1 induce a graph of maximum degree at most d and no edge of colour k + 1
is incident to v . Then at most (n − 1)d vertices in Y are incident to edges of colour k + 1, as each of
these edges is incident to a vertex in V (H) \ {v}. Moreover, if (n − 1)d vertices in Y are incident to
edges of colour k + 1, then the added edge e∗ cannot be coloured by colour k + 1. So either at least
(n − 1)k + 1 vertices of Y are not incident to edges of colour k + 1, or (n − 1)k vertices of Y are not
incident to edges of colour k + 1 and the edge e∗ is not coloured by colour k + 1.
For each y ∈ Yu which is not incident to any edge of colour k + 1, as |N−H [u]| = k + 1, y has at
least two neighbours, say x, x′ ∈ N−H [u], such that the two edges e = xy, e′ = x′ y are coloured the
same colour.
We construct a graph H ′ (parallel edges allowed) with vertex set V (H) whose edges are coloured
with colours 1,2, . . . ,k: If e∗ is not coloured by colour k + 1, then it is an edge of H ′ with the same
colour. For each y ∈ Yu which is not incident to any edge of colour k + 1, we arbitrarily choose two
neighbours x, x′ ∈ N−H [u] for which the two edges e = xy, e′ = x′ y are coloured the same colour i, and
we add an edge of colour i in H ′ connecting x and x′ . As edges of colour i in G induce a forest,
it follows that edges of colour i in H ′ also induce a forest. So edges of H ′ are decomposed into k
forests. However, H ′ has at least k(n−1)+1 edges, which is a contradiction. This completes the proof
of Theorem 3. 
Now we show that the strongest version of Conjecture 3 holds for the graph Q constructed in the
proof above. First we show that Q has an edge colouring c using colours 1,2, . . . ,k + 1 such that
for i = 1,2, . . . ,k, edges of colour i induce a forest, and edges of colour k + 1 induce a star forest of
maximum degree d, and no edge of colour k + 1 is incident to v . For each vertex u = v of H , colour
the edges between N−H [u] and Yu as follows: d of the edges connecting u to Yu are coloured by
colour k + 1, and the other k edges connecting u to Yu are coloured by k distinct colours 1,2, . . . ,k.
For each vertex y of Yu , the k edges connecting y to the k vertices in N
−
H (u) are coloured by k distinct
colours 1,2, . . . ,k so that if u′u is an edge of Ti , and yu has colour i, then yu′ has colour i. It is now
straightforward to verify that for i = 1,2, . . . ,k, edges of colour i induce a tree which is isomorphic to
the tree obtained from Ti by subdividing each edge of Ti with one vertex. Moreover, edges of colour
k + 1 induce a star forest of maximum degree d, and no edge of colour k + 1 is incident to v .
Let v ′ be any vertex of Q . We show that the edges can be re-coloured so that the forest Fk+1
induced by edges of colour k + 1 has no edge incident to v ′ . Of course, edges of each other colour
still induce a tree. If v ′ ∈ Yu for vertex u of H , then this is easy, as the d edges of colour k + 1
incident to Yu can be chosen so that they do are not incident to v ′ . Assume v ′ ∈ V (H). Let P =
(v = v0, v1, . . . , vt = v ′) be the path in T1 connecting v and v ′ . In the graph Q , each edge vi vi+1 is
replaced by the complete bipartite graph {vi, vi+1} ∪ Yvi+1 . By choosing the colouring deﬁned in the
previous paragraph carefully, we may assume that each Yvi has a subset Y
′
i of cardinality d such that
the edges connecting vi and Y ′i are coloured by colour k + 1, and the edges connecting vi−1 and Y ′i
are coloured by colour 1. We interchange the colour 1 and k + 1 in this set of edges. The resulting
colouring satisﬁes the condition that for i = 1,2, . . . ,k, edges of colour i induce a forest, and edges
of colour k + 1 induce a star forest of maximum degree d, and no edge of colour k + 1 is incident
to v ′ .
The example constructed in Theorem 3 does not really show that the Strong NDT Conjecture is
tight, because the graph G can still be decomposed into k + 1 forests, with one of them having
maximum degree d. However, it can be shown that any such decomposition of G has at least one
edge of the (k + 1)th forest incident to vertex v . Thus by taking the disjoint union of d + 1 copies
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|E(G ′)| (k + dk+d+1 )(|V (G ′)| − 1) + d + 1, and G ′ is not (k,d)-decomposable.
Corollary 6. For any positive integers k,d, for any  > 0, there is a graph G with γ f (G) < k+ dk+d+1 +  , and
yet G cannot be decomposed into k + 1 forests, with one of the forests having maximum degree at most d.
By the proof of Lemma 1, it seems that if the Strong NDT Conjecture is true, then for some positive
constant C = C(k,d), any graph G with |E(G)| (k + dk+d+1 )(|V (G)| − 1) + C is (k,d)-decomposable
(or (k,d)∗-decomposable). The above example shows that C  d/2. There is a more complicated
example graph G such that for any subset X of V (G), |E(G[X])| (k + dk+d+1 )(|X | − 1) + dk+1k+d+1 + 1
and yet G is not (k,d)-decomposable. Thus C  dk+1k+d+1 .
5. Variations of the NDT Conjectures
In the NDT Conjectures, we used the following deﬁnition of an -forest:
An -forest is a forest whose maximum degree is bounded by a function of  .
By interpreting an -forest as a forest consisting of small trees, there is another possible (maybe
more natural) deﬁnition of an -forest:
An -forest is a forest consisting of small trees, i.e. trees whose sizes are bounded by a function of  .
If we use this deﬁnition of an -forest, we may have stronger conjectures. We do not have much
support for the stronger version of the conjectures. On the other hand, we also have no counterex-
amples. We propose two conjectures, which are stronger than Conjectures 1 and 2, respectively.
Conjecture 4. For any positive integer k and real number 0   < 1, there is a constant d such that every
graph G with γ f (G)  k +  decomposes into k + 1 forests, with one of them consisting of trees of sizes at
most d.
Conjecture 5 (Strong NDT Conjecture). For any positive integers k,d, any graph G with γ f (G)  k + dk+1+d
decomposes into k + 1 forests, with one of them consisting of trees of sizes at most d.
The following result shows that Conjecture 1 would be true if (k,d)∗-decomposable is replaced by
(k,d)-decomposable.
Theorem 4. For any positive integer k and real number 0   < 1, every graph G with γ f (G)  k +  is
(k,d)-decomposable, where d =  (k+1)(k−1+2)
(1−) .
A vertex of degree j (resp. at least j, at most j) is called a j-vertex (resp. j+-vertex, j−-vertex).
Proof. Let G be a counterexample to Theorem 4 minimizing |V (G)| + |E(G)|.
Claim 4. The graph G contains (a) no k−-vertices and (b) no adjacent (k + d)−-vertices.
(a) Suppose G contains a vertex u of degree l  k, where u is incident to the edges uv1, . . . ,uvl .
The graph H = G − {u} has γ f (H) γ f (G) k +  , and contains one vertex less than G . Hence,
by minimality of G , H decomposes into k forests F1, . . . , Fk plus a subgraph with maximum
degree d. This decomposition extends to G by adding each edge uv j in F j . A contradiction.
(b) Suppose that G contains two adjacent (k+d)−-vertices u and v . By minimality of G , H = G−{uv}
decomposes into k forests F1, . . . , Fk plus a subgraph D with maximum degree d. If we can add
uv in a forest, then we are done. Otherwise, u and v are both incident in H to at least one edge
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Thus adding uv in D extends the decomposition to G , a contradiction.
This completes the proof of Claim 4.
We apply now a discharging procedure to show that every graph G satisfying Claim 4 has at least
(k + )|V (G)| edges, contradicting the hypothesis γ f (G)  k +  . We ﬁrst assign to each vertex v
a charge ω(v) equal to its degree, i.e. ∀v ∈ V (G),ω(v) = d(v). According to the discharging rule R
(deﬁne below), we then redistribute the charge (without changing the total charge) to obtain on each
vertex v a new charge ω∗(v) equal to at least 2(k + ). It follows
2
∣∣E(G)∣∣= ∑
x∈V (G)
d(x) =
∑
x∈V (G)
ω(x) =
∑
x∈V (G)
ω∗(x)
∣∣V (G)∣∣ · 2(k + ).
Set r = 2(k+)−(k+1)
(k+1) . The discharging rule is the following:
R. Every (k + d + 1)+-vertex gives charge r to each adjacent (k + d)−-vertex.
Let us check that for each vertex v , ω∗(v)  2(k + ). By Claim 4(a), the degree of v is at least
k + 1. Assume that v has degree j with k + 1 j  k + d. Then, by R, it receives charge r from each
of its neighbors. Hence, ω∗(v) = j + j · r = j(1 + r)  (k + 1)(1 + 2(k+)−(k+1)
(k+1) )  2(k + ). Assume
now that v has degree at least k + d + 1. By R, v may give charge r to each of its neighbors. Hence
ω∗(v) d(v)−d(v) · r = d(v)(1− r) (k+d+1)(1− 2(k+)−(k+1)
(k+1) ) 2(k+ ) when d (k+1)(k−1+2)(1−) .
This completes the proof of Theorem 4. 
The value of d given by Theorem 4 can be decreased using the techniques developed in [14].
However, the decrease would be limited. The following conjecture, which is weaker than Conjecture 2,
remains open.
Conjecture 6. Suppose G is a graph and k,d are positive integers. If γ f (G)  k + dk+1+d then G is (k,d)-
decomposable.
Remark. Recently, more results on NDT Conjecture are obtained in [13]. It is proved there that NDT
Conjecture is true if d = k+ 1 or if k = 1 and d 6. Moreover, if (k,d) = (1,2), then the second forest
can be required to have at most 2 edges in each component (i.e., every graph G with γ f (G)  3/2
decomposes into two forests, of which one consists of trees of sizes at most 2). It is also proved
in [13] that if d > k, then any graph G with γ f (G) k + dk+d+1 decomposes in k forests and a graph
of maximum degree at most d; for d  k, every graph with γ f (G)  k + d2k+2 decomposes in k + 1
forests, of which one has maximum degree at most d.
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