In this paper, we consider stochastic programming with binary random variables, that is, when the random variable represents random subsets of a set. We consider a distributionally robust model, where the only knowledge about the distribution is the marginal probability of each element to appear in the random set. The objective is to minimize expected cost under the worst case distribution with these marginals. We show the problem can be solved efficiently when the cost function is convex in the decision variable and a) supermodular in the random variable, or b) has (or can be approximated by) a weakly "super-monotonic" cost sharing method. We also provide an approximation algorithm for general convex cost functions that depends on an approximate separating oracle.
Distributionally Robust Stochastic Programming (DRSP)
Stochastic programming concerns with optimization under uncertain parameters. In general, a stochastic program can be expressed as follows:
where x ∈ R n is the decision variable within a convex set C, and ξ ∈ R n (w.l.o.g., assumed to have the same dimensionality of x) is a random vector whose values can not be observed before making the decisions. f (x, ξ) is cost function convex in x, that depends on the random parameter ξ as well.
Classical stochastic optimization model assumes that random variable ξ satisfies a certain known distribution D. However, a major criticism of this model is that in many applications, the distribution D can not be determined precisely. In order to address this issue, a distributionally robust stochastic model was proposed by (Scarf, 1958) [2] . In this model, a set D of possible probability distributions is defined, which is assumed to contain the actual distribution. The objective function is reformulated as the worst case expected cost over the choice of a distribution in this set. That is:
Usually, additional information like first or second moment is known for the distribution. Then, that the set D is the set of all distributions with those moments. For example, if first moment (mean) is known exactly, E[ξ] = m, then the distributionally robust stochastic program (with given mean) is formulated as:
In this paper, we consider distributionally robust stochastic programming with a given mean. Specifically, we consider problems where the random variable ξ is an n-dimensional binary random variable.
Distributionally robust Stochastic Programming with binary random variables (DRSPB)
We call it a distributionally robust stochastic programming with binary random variables (DRSPB) if each component of the random vector ξ is {0, 1} valued. Then the nonzero elements of ξ will correspond to a random subset S of V = {1, 2, . . . , n}.
For example, consider the demand-supply problem
Here S is the random subset of resources (subject to failure), d is the total demand. The objective is to meet the demand exactly given the a random subset of resources may fail (with distribution D). Here, f (x, S) = | i∈S c i x i − d|.
In many practical problems, it is possible to estimate the probabilities p i for each i ∈ V , which are often called marginal probabilities. For example, in the above demand supply problem, it may be difficult to learn the exact distribution of resource failures, but it is relatively easier to estimate the the probability of failure for each city resource i. So it is to our primal interest to investigate DRSPB problems with known marginal probabilities {p i } of element i appearing in S. This is equivalent to saying that the random variable ξ has a given expectation E(ξ) = p. The problem can be formulated as
That is, minmize the worst case expected cost over all distributions over subsets S, such that the marginal probability of each element i is p i . For a given x, the inner maximization problem in (4) can be alternatively written as:
where α S denotes the probability of S being the outcome.
(5) has an exponential number of variables. To find a way of computing its optimal value, we instead consider its dual problem,
which has n + 1 variables but with exponentially many constraints. Further, if f (x, S) ≥ 0 for S = φ, then in optimal solution γ ≥ 0. Thus, the whole DRSPB problem can be formulated as the following convex program with exponentially many constraints:
Next, we show that this dual problem is closely related with the least core problem, which has been studied extensively in cooperative game theory [3, 4] .
Connection to cooperative game theory
In this section, we provide an interpretation of the dual variables λ as payoffs of agents in a cooperative game. Consider the (DRSPB) problem in (7) under a given value of x:
where λ(S) = n i=1 λ i . We show that this problem can be interpreted as a form of "least core problem" in a cooperative game.
Consider a cooperative game with set V of n agents. Let value of a coalition S ⊂ V is given by v(S) = f (x, S). Each agent's payoff is denoted by λ i . We begin with some definitions from the cooperative game theory. The "core" of a cooperative game is defined as the set of payoff allocations (also known as imputations) under which no coalition has a value greater than the sum of its members. Therefore, no coalition has incentive to leave the grand coalition and receive a larger payoff. Therefore, the core is given by:
An "ǫ-core" is defined as the set of imputations where no coalition can improve its payoff by its payoff by leaving the grand coalition, if it must pay a penalty of ǫ for leaving. The least core problem is to find the minimum penalty such that core is non-empty. That is,
Note that our problem in (8) is similar to the least core problem in (9) except that the so-called budget balance constraint i∈V λ i = f (x, V ) (also known as efficiency) is replaced by minimization of weighted payoff p T λ. One can interpret the weighted payoff as another measure of efficiency.
Thus, in our problem for any given x, we are looking for payoff allocations λ (often called imputations) to n selfish agents in a cooperative game, such that the 'penalty' needed to keep the agents in the grand coalition and the 'total (weighted) payoff' is minimized.
The case of supermodular functions
We show that if the function f (x, S) is assumed to be supermodular in S, then we can reduce the (DRSPB) problem to a much simpler problem. In particular, we prove that: Theorem 1. Assume that the objective function f (x, S) is convex in x and supermodular in S. Also, the value for empty set f (x, φ) = 0.
Then, the (DRSPB) problem is a convex program of small size (O(n) variables and constraints), and thus can be solved.
From the formulation of (DRSPB) problem in (7), the optimal λ for a given x, γ is given by:
where λ(S) = i∈S λ i .
Clearly, if f is supermodular in S, then f (x, S)−γ is also supermodular function in S. Thus, the above problem is that of minimizing a linear function (with positive coefficients) over a supermodular polyhedron. It is well known that minimizing a linear function over a supermodular polyhedron can be achieved by the following greedy procedure (Edmonds 1970):
• Sort the elements of vector p in decreasing order of weight, i.e., p 1 ≥ p 2 ≥ p 3 . . .
• Initialize set S 0 = φ
• For i from 1 to n do:
where
As a result of the above algorithm, the optimal value of λ for a given γ, x is given by:
This implies that the optimization problem DRSPB for supermodular functions can be formulated as
which is equivalent to:
This is because the optimal γ for any x must be greater than or equal to 0. In conclusion, the (DRSPB) problem for supermodular f is equivalent to:
This is a much simpler problem (depends only on the function values for n + 1 sets), and might be solvable for some cases. In particular if f (x, S) is convex in x, and the cost of empty set is 0 for all x, i.e., f (x, φ) = 0, then since
resulting in a small convex optimization problem.
Functions with weakly "super"-monotone cost shares
We want to solve the robust optimization problem:
Suppose we could approximate the function f (x, S) by a family of costsharing function {C(x, S)} defined for each x, S as follows:
• −c(x, ·) is weakly cross-monotone, i.e. if S ⊆ T , then for all j ∈ S, j∈S c(x, S) j ≤ j∈S c(x, T ) j . We call this property weak "super"-monotonicity.
• Approximate budget balance
Then, Lemma 1. The optimal solution of problem
will give αβ approximate solution to the robust optimization problem (7).
Proof. Letx be the solution to the problem with function C(x, S), and x * be the optimal solution, then:
Therefore, we can replace our function f (x, S) by C(x, S) to get αβ factor in the approximation. Also, it is sufficient to get a γ approximation for the new problem:
will give αβγ approximate solution to the robust optimization problem (11).
Proof. Letx ∈ X be the optimal solution to the above problem and x ′ is a γ-approximate solution.Then, Proof. Replacing the inner problem in (11) with the dual:
We show that when
N is an optimal solution to the minimization problem over λ. Firstly, it is easy to see that the stated λ is a feasible solution. This follows from the weak cross-monotonicity of the negated cost share −c(·):
Thus λ is feasible. Also, it follows from the constraints that for optimal λ * :
|V | is an optimal solution. Thus, the problem reduces to min Proof. Using previous Lemma 1 and 2, we only need to find a γ-approximate solution of the problem 12 to get an αβ-approximation to problem (11). Using Lemma 3, the conclusion follows.
Then, we can solve the problem (14) if:
• C(x, S) is convex in x for all S, or sufficiently: for all S, and for all j ∈ S, c(x, S) j is convex in x.
• if we want to use separating oracle (not just membership oracle) we also need to be able to compute subgradient of c(x, S) j w.r.t. x for any S, and j ∈ S.
Example: Min-cost Flow problem
Consider min cost flow problem on graph G = {V ∪ {s}, E} with a source s and a set of sinks (clients) S ⊂ V . Each sink demands a unit flow. Edge capacities are given by vector x. The cost of flow with set of sinks S is given by:
y e denotes the flow on edge e. A is |V | × |E| incidence matrix, with A ue = −1 if e originates on u, A ue = 1 if it ends on u and 0 otherwise. b is the vector of demands. We assume b v = 1 if v ∈ S, where S denotes the set of clients, b v = 0 if v ∈ V \S. The stochastic minimum cost flow problem is to decide the edge capacities x to minimize the expected cost of flow demands given by random subset S. Note that the cost function f (x, S) here is not a supermodular function. Now, we can construct a cost share c which is supermontone (−c is cross monotone) as follows: Let y is the optimal solution for a given S, c T y is the total cost of the solution. To assign partial costs, start with any node v in S, and find the set of paths from the source that take the flow b v to v (by breadth-first search). Remove this flow, and continue with another node. Let F i denotes the set of edges in the flow path for node i, and n e denotes the number of demand nodes that get their flow via edge e. Then, assign a cost share to node i ∈ S as f i (x, S) = e∈Fi w e b e ye ne . It is easy to see that
. Now, consider S ⊆ T . Then, i∈S f i (x, S) ≤ i∈S f (x, T ). This follows from the fact that we can form a feasible solution to the problem for subset S by taking the routes used by the subset S in the solution with node set T .
Since cost of optimal solution must be less than or equal to cost of this feasible solution, it follows that:
In other words, for this example we can find exact cost share, i.e., α = 1, β = 1. So, the optimal solution is the optimal solution of the deterministic problem min x∈X pf (x, S) 6 General Cost Functions f (x, S) usually represents the cost incurred when the decision vector is x and the outcome set is S. Throughout the paper, we assume f (x, S) owns following properties.
• f (x, S) ≥ 0 for any x ∈ X and any S ⊆ V .
• f (x, S) non-decreasing in S, say f (x, S) ≤ f (x, T ) for any S ⊆ T .
• f (x, S) convex in x.
These assumptions are quite mild and satisfied by most cost functions in application areas, e.g., facility location, center location, set covering. In this section, we will discuss the conditions under which (16) can be solved to optimality or approximately.
Lemma 4. If f (x, S) is non-decreasing in S, then there is a λ * ≥ 0 that minimizes (7).
Proof. This can be directly seen from the primal problem formulation (5). Observe that if f (x, S) is non-decreasing, then we can replace the first set of equality constraints i∈S α S = p i can be replaced by inequality constraints:
So we may rewrite DRSPB problem as
This program has exponentially many constraints since the number of subsets of V is exponential. A typical approach to handle this problem is the ellipsoid method, which requires a separation oracle (SEP), say, SEP for(16)
SEP for (16) is equivalent with the maximization problem
(17) can be NP-hard for general cost function f (x, S), so we can not expect a polynomial separation oracle for general f (x, S). However, for some f (x, S), (17) can be computed approximately in polynomial time. Then we get an approximate separation oracle. For a fixed z, let
We may define an ρ-approximate separation oracle for (16).
ρ-APP-SEP for (16)
2. or assert y ∈ K(ρz).
Due to the special structure of (16), a ρ-APP-SEP provides a ρ-approximate algorithm for solving (16). For any fixed z, with K(z) defined above, consider the approximate non-emptiness problem (APP-NEMPT)
Approximate non-emptiness problem (APP-NEMPT)
1. Either find a vector λ ∈ K(ρz) or 2. assert K(z) is empty.
We claim if we have a ρ-APP-SEP, then we can solve APP-NEMPT by ellipsoid method. We know for any convex set K(z), an ellipsoid method can determine either K(z) is empty or find a y ∈ K(z) if there is a polynomial SEP. Now we have an APP-SEP instead of an exact SEP, the only time it causes a problem is when it fails to returns a separation oracle. However, in this case it will asset y ∈ K(ρz), then it still solves APP-NEMPT. Therefore, for any z, given a ρ-APP-SEP, we can determine either K(z) is empty, which implies the optimal solution of (16) z * > z; or we find a λ ∈ K(ρz), then which implies (λ, ρz) is feasible to (16), so ρz ≥ z * . Therefore, by search over z, we could find aẑ such that APP-NEMPT returns a feasible solution for ρ(1 + ǫ)ẑ (which implies ρ(1 + ǫ)ẑ ≥ z * ), and APP-NEMPT assert K(ẑ) is empty. So ρ(1 + ǫ)ẑ ≥ z * ≥ẑ. We may find an upper bound z and a lower bound z for z * , e.g., z = f (x, V ), z = p i f (x, i).
We solve the APP-NEMPT problem for z = (1 + ǫ) k z, k = 0, 1, . . . ⌈ Theorem 3 motivates us to look for f (x, S) with special structures such that (17) can be solved or approximately solved. We have already considered two structures of cost functions, supermodular function and functions with supermonotone cost shares.
