Neighborhood monotonicity, the extended Zermelo model, and symmetric knockout tournaments  by Conner, Gregory R. & Grant, Christopher P.
Discrete Mathematics 309 (2009) 3998–4010
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Neighborhood monotonicity, the extended Zermelo model, and
symmetric knockout tournaments
Gregory R. Conner, Christopher P. Grant ∗
Department of Mathematics, Brigham Young University, Provo, UT 84602, USA
a r t i c l e i n f o
Article history:
Received 31 December 2004
Received in revised form 18 November
2008
Accepted 18 November 2008
Available online 1 January 2009
Keywords:
Knockout tournament
Zermelo model
Bradley–Terry model
Ranking
Monotonicity
a b s t r a c t
In this paper, neighborhood monotonicity is presented as a natural property for methods
of ranking generalized tournaments (directed graphs with weighted edges). An extension
of Zermelo’s classical method of ranking tournaments is shown to have this property.
An estimate is made of the proportion of ordered pairs that all neighborhood-monotonic
rankings of symmetric knockout tournaments have in common. Finally, numerical
evidence for the asymptotic behavior of the extended Zermelo ranking of symmetric
knockout tournaments is presented.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This paper is about three mathematical entities related to the ranking of (generalized) tournaments and is, more
importantly, about the relationships that exist between each two of these three. One of these entities is a property we
call neighborhood monotonicity, which, roughly speaking, says that if a collection U of participants in a tournament has
performed at least as well as the collection V of participants versus competition that is ranked at least as highly as V ’s
competition, then each member of U will be ranked at least as highly as its counterpart in V; furthermore, if U strictly
outperformsV , andU is weakly connected, then each member ofUwill be ranked strictly higher than its counterpart inV .
This property intuitively seems desirable, and while the general idea of monotonicity is certainly not novel, we are unable
to find previous mention of a property equivalent to this one in the literature. Our specific formulation of this property is
intended to achieve a balance between generality and simplicity.
The second entity is the extended Zermelo model, a recently developed method for ranking tournaments which extends a
classical model of Zermelo [12] to arbitrary tournaments via singular perturbation [3]. Zermelo derived his original model
as a direct consequence of three basic hypotheses:
• The results of the individual contests that make up a tournament are independent random variables.
• Participants in a tournament have strengths, and the odds of one given participant defeating another in a contest are the
ratio of the first participant’s strength to the second participant’s strength.
• The strengths are recoverable by means of maximum likelihood estimation.
The model is natural enough that it has been independently rediscovered on at least four separate occasions (see [1,4,
10,6]), and citation indices indicate that there are several hundred scientific publications using this model, often under the
names of these later rediscoverers.
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The third entity to be discussed is the class of symmetric knockout tournaments, which, roughly speaking, consists of
the sorts of tournaments that result when 2k contestants are taken through a sequence of elimination rounds, in which
all and only undefeated contestants participate, until a single undefeated champion is obtained. In other words, it is what
nonspecialists typically think of when they hear the word ‘‘tournament’’.
Consider the following three questions, one for each pair of these three tournament-related entities:
• Is the extended Zermelo model neighborhood-monotonic?
• How restrictive is the requirement that a symmetric knockout tournament be ranked in a neighborhood-monotonicway?
• How does the extended Zermelo model rank symmetric knockout tournaments?
Answers to these three questions constitute the three main results of this paper. Our answer to the first question is
simply ‘‘Yes’’. Our answer to the second question consists of a lower estimate on the proportion of ordered pairs shared
by all neighborhood-monotonic rankings of a given symmetric knockout tournament. Our answer to the third question
consists of numerical evidence of the asymptotic behavior of the extended Zermelomodel’s rankings of symmetric knockout
tournaments as the size of the tournaments increases.
We wish to point out that obtaining results for the Zermelo model is relatively difficult for at least three reasons. First,
it is an analytic rather than a purely discrete ranking method; thus, its definition does not provide an immediate proof
that its rankings are computable (in the technical sense). Second, it is nonlinear, which means that even approximating its
rankings for moderately-sized tournaments is not straightforward. Third, in its extended form it is singular, which means
that without the use of sophisticated techniques, numerical computation of rankings is subject to dramatic loss of precision
through cancellation. Themodel’s attractive theoretical properties have offset these difficulties to the extent that it has been
able to retain popularity among users and interest among researchers.
It is probably worth briefly mentioning two other areas of study involving knockout tournaments and how they differ
from our work. (For a useful survey that provides further details about both of these other areas and citations of original
sources, we refer interested readers to [9].) In the first area, one assumes that a complete, antisymmetric relationB exists on
a set of competitors and that in any contest between competitors i and j, iwill win if and only if i B j. One then studies what
information about this relation can be revealed from knowing the set of possible champions when competitors are seeded
within one or more dynamic competition structures in which the winner of each individual contest advances to further
contests. This is sometimes referred to as ‘‘algebraic analysis of tournament solutions’’, and the competition structures used
are often ‘‘anonymous’’ analogues of our knockout tournaments. In the second area, outcomes are assumed tobeprobabilistic
with a certain degree of consistency between the probability of various single-contest outcomes. Under such assumptions,
investigators study what can be said about the probability of various competitors being champions of a tournament in
which there is random seeding into a competition structure of the same sort just described. Again, the structure often has a
knockout format; furthermore, a prominent result in this area deals with situations inwhich the single-contest probabilities
obey the law Zermelo originally formulated [2].
Our work differs from the first sort of study enumerated above in that we have information about the outcome of only a
single tournament rather than an entire collection of tournaments inwhich the competitors have been permuted through all
possible seedings. On the other hand,we have complete information about the results of that tournament –who lost towhom
in each contest – not just information about the ultimate champion. Also, our goal is a complete ordering of participants,
not a determination of who is in the set of the best competitors (by various criteria). Some of these same ways in which our
perspective differs also serve to contrast it from the second type of study enumerated above. We have a single symmetric
knockout tournament and study ways of ordering competitors based on that limited data set.
Our paper is organized as follows. In Section 2, we will give precise definitions and descriptions of neighborhood
monotonicity, the extended Zermelomodel, symmetric knockout tournaments, and some background concepts. In Section 3,
we will show that the extended Zermelo model is neighborhood-monotonic. The methods we use to do this are, in a
sense, analogous to the perturbative techniques used to establish maximum and comparison principles for certain partial
differential equations. In Section 4, we will identify pairs of competitors that are always ordered in a particular way when
neighborhood-monotonic ranking methods are applied to symmetric knockout tournaments, and we will enumerate these
pairs using formulas for counting lattice paths. In Section 5, we will briefly describe numerical methods for calculating the
extended Zermelo ranking of tournaments, and we will then present the results of applying these to symmetric knockout
tournaments of various sizes and discuss what this seems to say about these rankings for large tournaments.
2. Preliminaries
2.1. General definitions
A tournament is an ordered pair (S, a) with S being a finite set and a : S × S → [0,∞) satisfying a(s, s) = 0 for every
s ∈ S. (Under the standard interpretation, a(s, t) represents the number of victories of s over t , or, more generally, ameasure
of the direct evidence of s’s superiority to t from pairwise competition.)
A preorder on a set S is a reflexive, transitive relation on S. A preorder < on a set S is total if for every s, t ∈ S, s < t
or t < s. A ranking of a tournament (S, a) is a total preorder on S. When we use the symbol < to denote a ranking of a
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Fig. 1. A simple tournament.
tournament (S, a), we will use the symbol  to denote ((S × S)\ <)−1; thus, s  t holds if and only if t < s fails, so, in
particular, s  t implies s < t .
Given a tournamentT = (S, a), let⇀ be the relation onS defined by s⇀ t if and only if a(s, t) > 0, let
 be⇀ ∪(⇀)−1,
let be the smallest preorder on S containing⇀, and let! be the smallest equivalence relation on S containing
. If 
is S × S, we say that T is strongly connected, and if! is S × S, we say that T is weakly connected. If Ω ⊆ S, then the
a-inneighborhood ofΩ is the set
N−(Ω, a) :=
⋃
t∈Ω
{s ∈ S \Ω | s⇀ t},
the a-outneighborhood ofΩ is the set
N+(Ω, a) :=
⋃
t∈Ω
{s ∈ S \Ω | t ⇀ s},
and the a-neighborhood ofΩ is the set
N(Ω, a) := N−(Ω, a) ∪ N+(Ω, a) =
⋃
t∈Ω
{s ∈ S \Ω | t 
 s}.
2.2. Neighborhood monotonicity
IfΩ1,Ω2 ⊆ S, an a-superisomorphism ofΩ1 withΩ2 is a bijection h that satisfies
(1) Ω1 ∪ N−(Ω1, a) ⊆ Dom(h) ⊆ Ω1 ∪ N(Ω1, a),
(2) Ω2 ∪ N+(Ω2, a) ⊆ Ran(h) ⊆ Ω2 ∪ N(Ω2, a),
(3) h(Ω1) = Ω2,
(4) a(h(s), h(t)) ≥ a(s, t) if t ∈ Ω1 and s ∈ Dom(h),
(5) a(h(t), h(s)) ≤ a(t, s) if t ∈ Ω1 and s ∈ Dom(h),
where ‘‘Dom(h)’’ is the domain of the a-superisomorphism, and ‘‘Ran(h)’’ is its range.
According to the standard interpretation, an a-superisomorphism h of Ω1 with Ω2 associates members of Ω1 with
members ofΩ2, in addition to possibly associating some ofΩ1’s competitorswith someofΩ2’s competitors. Each participant
who defeated a member of Ω1 has a counterpart, as does each participant who lost to a member of Ω2, so, in a sense, h
omits no negative information aboutΩ1 and no positive information aboutΩ2. Each negative outcome for a member ofΩ1
is matched by a negative outcome at least as large for its counterpart, and each positive outcome for a member of Ω2 is
matched by a positive outcome at least as large for its counterpart.
A simple example towhichwewill return later on is as follows. Consider the tournament (S, a), where S = {1, 2, 3, 4, 5}
and a(i, j) = aij, where
(aij) =

0 0 0 0 0
0 0 1 1 0
0 0 0 0 0
0 0 0 0 1
0 0 1 0 0
 .
This tournament is represented in Fig. 1. Let Ω1 = {1, 2} and Ω2 = {1, 3}, and consider the map h : {1, 2, 4} → {1, 3, 5}
satisfying h(1) = 1, h(2) = 3, and h(4) = 5. It is straightforward to check that h is an a-superisomorphism ofΩ1 withΩ2.
A ranking < of a tournament (S, a) is weakly neighborhood-monotonic if for everyΩ1,Ω2 ⊆ S and a-superisomorphism
h ofΩ1 withΩ2 satisfying s < h(s) for every s ∈ N(Ω1, a) ∩ Dom(h), it is the case that s < h(s) for every s ∈ Ω1.
A ranking < of a tournament (S, a) is neighborhood-monotonic if it is weakly neighborhood-monotonic and if for every
Ω1,Ω2 ⊆ S with (Ω1, a |Ω1×Ω1) weakly connected, and a-superisomorphism h ofΩ1 withΩ2 satisfying s < h(s) for every
s ∈ N(Ω1, a) ∩ Dom(h) it must be the case that s  h(s) for every s ∈ Ω1 if at least one of the following conditions holds:
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(1) Dom(h) 6= Ω1 ∪ N(Ω1, a),
(2) Ran(h) 6= Ω2 ∪ N(Ω2, a),
(3) a(h(s), h(t)) > a(s, t) for some t ∈ Ω1 and s ∈ Dom(h),
(4) a(h(t), h(s)) < a(t, s) for some t ∈ Ω1 and s ∈ Dom(h),
(5) s  h(s) for some s ∈ N(Ω1, a) ∩ Dom(h).
2.3. The extended Zermelo model
A Zermelo rating for a tournament (S, a) is a function r : S→ (0,∞) that satisfies∑
t∈S
a(s, t) =
∑
t∈S
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t) (1)
for every s ∈ S. (This equation, which was apparently first derived in [12], can be interpreted as requiring that, for each
contestant, the number of actual wins equal the expected number of wins with respect to a simple probability model.) It
is known that every strongly connected tournament has a Zermelo rating and that if r1 is a Zermelo rating of a strongly
connected tournament (S, a) then r2 : S → (0,∞) is a Zermelo rating of (S, a) if and only if r2 = cr1 for some positive
constant c . (See, e.g., [7].) Furthermore, for a strongly connected tournament (S, a), the set of maximizers of the functional
P[r] :=
∏
s,t∈S
(
r(s)
r(s)+ r(t)
)a(s,t)
over all r : S→ (0,∞) is precisely the set of the tournament’s Zermelo ratings.
The Zermelo ranking of a strongly connected tournament (S, a) is the relation
Z := {(s, t) ∈ S × S | r(s) ≥ r(t)} ,
where r is any Zermelo rating of (S, a). It is clear that in this definition Z is independent of the choice of r and that the
Zermelo ranking of (S, a) is a total preorder on S.
Here and below, define ϕS : S × S→ [0,∞) by
ϕS(s, t) =
{
1, if s 6= t
0, otherwise.
Given an arbitrary tournament (S, a), note that (S, a+εϕS) is strongly connected for every ε > 0. In [3], it is shown that
there exists ε0 > 0 such that the Zermelo ranking of (S, a+ εϕS) is the same for every ε ∈ (0, ε0). We define the extended
Zermelo ranking of (S, a) to be the Zermelo ranking of (S, a+ εϕS) for ε small and positive.
2.4. Symmetric knockout tournaments
Given k ∈ N, we shall call a tournament (S, a) a symmetric knockout tournament of order k if |S| = 2k, Ran(a) ⊆ {0, 1},
and S is the disjoint union of setsL1, . . . ,Lk+1 for which
Gj :=
{
(s, t) ∈ S ×Lj | s⇀ t
}
(2)
is empty for j = k+ 1 and is a bijection from⋃i>jLi toLj for every j ≤ k.
The idea behind this definition is the following common scenario. A competition involving a set S of 2k participants takes
place in a series of rounds. In the first round, the set of participants is partitioned into pairs, and the participants within each
pair compete, with one member of the pair winning and the other member losing. If k ≥ 2 then a second round takes place
in which the set of first-round winners is partitioned into pairs, and a contest between the members of each pair results in a
winner and a loser. If k ≥ 3 then a third round takes place involving pairwise competition between second-round winners.
This process continues through k rounds, resulting in one competitor without a loss and 2k − 1 competitors with one loss
each. If we define a : S × S→ [0,∞) by
a(s, t) =
{
1 if s defeats t in some pairwise contest,
0 otherwise,
then (S, a) is a symmetric knockout tournament of order k, with Li, for i ≤ k, being the collection of participants that lost
in round i, andLk+1 = {c}, where c is the only participant without a loss.
It should be clear that all symmetric knockout tournaments of a given order are isomorphic, so it suffices to study a
particular representative of each order. The canonical representative of order k we shall consider is ({0, 1, . . . , 2k − 1}, a),
where a(i, j) is equal to 1 if j − i is a power of 2 that is larger than i and is equal to 0 otherwise. To see that this is, in fact,
a symmetric knockout tournament of order k, let Li = N ∩ [2k−i, 2k−i+1) for i ≤ k, let Lk+1 = {0}, and let Gj be given by
(2). Clearly Gk+1 is empty. For j ≤ k, note that for each t ∈ Lj, 2k−j > t − 2k−j ∈ ⋃i>jLi. Conversely, suppose t ∈ Lj and
t − 2m = s ∈⋃i>jLi for some s < 2m. Then t < 2m+1, som ≥ k− j, and t ≥ 2m som ≤ k− j; thus,m = k− j. This verifies
that Gj is a bijection from
⋃
i>jLi toLj.
Figs. 2 and 3 depict the canonical symmetric knockout tournament of order 5, with participants labeled using decimal
and binary numbers.
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Fig. 2. Canonical symmetric knockout tournament of order 5 (decimal labels).
Fig. 3. Canonical symmetric knockout tournament of order 5 (binary labels).
3. Neighborhood monotonicity of the extended Zermelo model
We begin with the following technical lemma.
Lemma 1. Suppose that ε ≥ 0, (S, a) is a tournament, (S, a+ εϕS) is a strongly connected tournament having r as a Zermelo
rating,U1,U2 ⊆ S, and g is an a-superisomorphism of U1 withU2. Let D1 = N(U1, a) \ Dom(g),D2 = N(U2, a) \ Ran(g),
andN = N(U1, a) ∩ Dom(g). Then∑
s∈U1
∑
t∈N
(a(s, t)+ a(t, s))
(
r(s)
r(s)+ r(t) −
r(g(s))
r(g(s))+ r(g(t))
)
+ 2ε
∑
s∈U1
∑
t∈S
(
r(s)
r(s)+ r(t) −
r(g(s))
r(g(s))+ r(t)
)
=
∑
s∈U1
∑
t∈D1
a(s, t)
r(t)
r(s)+ r(t) +
∑
s∈U1
∑
v∈D2
a(v, g(s))
r(g(s))
r(g(s))+ r(v)
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+
∑
s∈U1
∑
t∈N
(a(g(t), g(s))− a(t, s)) r(g(s))
r(g(s))+ r(g(t)) +
∑
s∈U1
∑
t∈N
(a(s, t)− a(g(s), g(t))) r(g(t))
r(g(s))+ r(g(t)) . (3)
Proof. Apply (1) to the tournament (S, a+ εϕS), sum over every s ∈ U1, and switch sides to get∑
s∈U1
∑
t∈S
(a(s, t)+ a(t, s)+ 2εϕS(s, t)) r(s)r(s)+ r(t) =
∑
s∈U1
∑
t∈S
(a(s, t)+ εϕS(s, t)). (4)
Moving all ε terms in (4) to the left-hand side and applying the definition of ϕS and simple counting arguments yields∑
s∈U1
∑
t∈S
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t) + 2ε
∑
s∈U1
∑
t∈S
r(s)
r(s)+ r(t) − ε|U1||S| =
∑
s∈U1
∑
t∈S
a(s, t), (5)
where, e.g., |S| denotes the cardinality of the set S.
Now, for s ∈ U1, a(s, t)+ a(t, s) is nonzero only if t ∈ U1 ∪ N(U1, a), and this union is disjoint, so∑
s∈U1
∑
t∈S
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t) −
∑
s∈U1
∑
t∈N(U1,a)
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t)
=
∑
s∈U1
∑
t∈U1
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t)
=
∑
s∈U1
∑
t∈U1
a(s, t)
r(s)
r(s)+ r(t) +
∑
s∈U1
∑
t∈U1
a(t, s)
r(s)
r(s)+ r(t)
=
∑
s∈U1
∑
t∈U1
a(s, t)
r(s)
r(s)+ r(t) +
∑
t∈U1
∑
s∈U1
a(s, t)
r(t)
r(t)+ r(s) =
∑
s∈U1
∑
t∈U1
a(s, t).
Thus, (5) is equivalent to∑
s∈U1
∑
t∈N(U1,a)
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t) + 2ε
∑
s∈U1
∑
t∈S
r(s)
r(s)+ r(t) − ε|U1||S| =
∑
s∈U1
∑
t∈N(U1,a)
a(s, t). (6)
Similarly,∑
u∈U2
∑
v∈N(U2,a)
(a(u, v)+ a(v, u)) r(u)
r(u)+ r(v) + 2ε
∑
u∈U2
∑
v∈S
r(u)
r(u)+ r(v) − ε|U2||S| =
∑
u∈U2
∑
v∈N(U2,a)
a(u, v). (7)
Subtracting (7) from (6), and using the fact thatU1 andU2 are equipollent, we have∑
s∈U1
∑
t∈N(U1,a)
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t) −
∑
u∈U2
∑
v∈N(U2,a)
(a(u, v)+ a(v, u)) r(u)
r(u)+ r(v)
+ 2ε
(∑
s∈U1
∑
t∈S
r(s)
r(s)+ r(t) −
∑
u∈U2
∑
v∈S
r(u)
r(u)+ r(v)
)
=
∑
s∈U1
∑
t∈N(U1,a)
a(s, t)−
∑
u∈U2
∑
v∈N(U2,a)
a(u, v).
Note that N(U1, a) is the disjoint union of N and D1, and that N(U2, a) is the disjoint union of g(N ) and D2. Also,
a(t, s) = 0 if s ∈ U1 and t ∈ D1, and a(u, v) = 0 if u ∈ U2 and v ∈ D2. Therefore,∑
s∈U1
∑
t∈N
(a(s, t)+ a(t, s)) r(s)
r(s)+ r(t) −
∑
u∈U2
∑
v∈g(N )
(a(u, v)+ a(v, u)) r(u)
r(u)+ r(v)
+
∑
s∈U1
∑
t∈D1
a(s, t)
r(s)
r(s)+ r(t) −
∑
u∈U2
∑
v∈D2
a(v, u)
r(u)
r(u)+ r(v) + 2ε
(∑
s∈U1
∑
t∈S
r(s)
r(s)+ r(t) −
∑
u∈U2
∑
v∈S
r(u)
r(u)+ r(v)
)
=
∑
s∈U1
∑
t∈N
a(s, t)−
∑
u∈U2
∑
v∈g(N )
a(u, v)+
∑
s∈U1
∑
t∈D1
a(s, t).
Using the properties of the map g , we then have∑
s∈U1
∑
t∈N
(a(s, t)+ a(t, s))
(
r(s)
r(s)+ r(t) −
r(g(s))
r(g(s))+ r(g(t))
)
+ 2ε
∑
s∈U1
∑
t∈S
(
r(s)
r(s)+ r(t) −
r(g(s))
r(g(s))+ r(t)
)
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=
∑
s∈U1
∑
t∈N
(a(s, t)− a(g(s), g(t)))+
∑
s∈U1
∑
t∈D1
a(s, t)
r(t)
r(s)+ r(t) +
∑
s∈U1
∑
v∈D2
a(v, g(s))
r(g(s))
r(g(s))+ r(v)
+
∑
s∈U1
∑
t∈N
(a(g(s), g(t))+ a(g(t), g(s))− a(s, t)− a(t, s)) r(g(s))
r(g(s))+ r(g(t))
=
∑
s∈U1
∑
t∈D1
a(s, t)
r(t)
r(s)+ r(t) +
∑
s∈U1
∑
v∈D2
a(v, g(s))
r(g(s))
r(g(s))+ r(v)
+
∑
s∈U1
∑
t∈N
(a(g(t), g(s))− a(t, s)) r(g(s))
r(g(s))+ r(g(t)) +
∑
s∈U1
∑
t∈N
a(s, t)− a(g(s), g(t)) r(g(t))
r(g(s))+ r(g(t)) ,
as was claimed. 
The next lemma shows that appropriate restrictions of superisomorphisms are superisomorphisms.
Lemma 2. Suppose that (S, a) is a tournament, that Ω1,Ω2 ⊆ S, that h is an a-superisomorphism of Ω1 withΩ2, that U1 is
a subset of Ω1, and that U2 = h(U1). Let g be the restriction of h to
Dom(g) := U1 ∪ (Dom(h) ∩ N(U1, a) ∩ h−1(N(U2, a))).
Then g is an a-superisomorphism of U1 withU2.
Proof. That g is a bijection satisfying the last 3 of the 5 enumerated requirements of an a-superisomorphism is immediate,
as are the latter inclusions in the first 2 requirements. We therefore consider the remaining 2 inclusions in succession.
We first show thatU1 ∪ N−(U1, a) ⊆ Dom(g). Let s ∈ U1 ∪ N−(U1, a). Clearly, if s ∈ U1 then s ∈ Dom(g). Suppose,
instead, that s ∈ N−(U1, a). Then we can pick t ∈ U1 such that s ⇀ t . Since this t is also in Ω1, it must be the case that
s ∈ Ω1 ∪ N−(Ω1, a) ⊆ Dom(h). Since N−(U1, a) ⊆ N(U1, a), s ∈ N(U1, a). Let u = h(s) and v = h(t), and note that
v ∈ U2. The fact that h is an a-superisomorphism fromΩ1 toΩ2 implies that a(u, v) ≥ a(s, t) > 0, so u⇀ v. This means
that u ∈ N−(U2, a), so s ∈ h−1(N−(U2, a)). Hence, s ∈ Dom(g).
We now show thatU2 ∪ N+(U2, a) ⊆ Ran(g). Let u ∈ U2 ∪ N+(U2, a). If u ∈ U2, then h−1(u) ∈ U1 ⊆ Dom(g), so
u ∈ Ran(g). Suppose, on the other hand, that u ∈ N+(U2, a), and pick v ∈ U2 such that v ⇀ u. Note that v ∈ Ω2 ⊆ Ran(h)
and, consequently, u ∈ Ω2 ∪ N+(Ω2, a) ⊆ Ran(h), so it makes sense to define s = h−1(u) and t = h−1(v). If we can show
that s ∈ Dom(g), then we will have shown that u ∈ Ran(g), and we’ll be done.
Clearly, s ∈ Dom(h). Since u ∈ N+(U2, a) ⊆ N(U2, a), we also know that s ∈ h−1(N(U2, a)). It remains to
show that s ∈ N(U1, a). Since v ⇀ u, we know that a(h(t), h(s)) = a(v, u) > 0. Since t ∈ U1 ⊆ Ω1, the fact
that h is an a-superisomorphism of Ω1 with Ω2, then implies that a(t, s) > 0, also, so t ⇀ s, and (since s 6∈ U1)
s ∈ N+(U1, a) ⊆ N(Ω1, a). 
Lemma 3. The extended Zermelo ranking of every tournament is weakly neighborhood-monotonic.
Proof. Suppose there is a tournament (S, a) on which the extended Zermelo ranking < is not weakly neighborhood-
monotonic. Pick ε > 0 sufficiently small that < is the Zermelo ranking of (S, a + εϕS), a strongly connected tournament
with Zermelo rating r . Pick Ω1,Ω2 ⊆ S and an a-superisomorphism h of Ω1 with Ω2 that satisfies s < h(s) for every
s ∈ N(Ω1, a) ∩ Dom(h) but that satisfies h(s)  s for some s ∈ Ω1. Let
U1 := {s ∈ Ω1 | h(s)  s} ,
letU2 = h(U1), and let g be the restriction of h to
Dom(g) := U1 ∪ (Dom(h) ∩ N(U1, a) ∩ h−1(N(U2, a))).
By Lemma 2, g is an a-superisomorphism ofU1 withU2. We can therefore apply Lemma 1 to conclude that (3) holds.
Because < is induced by r and because of the definition ofU1, r(s) < r(g(s)) for every s ∈ U1, and r(t) ≥ r(g(t)) for
every t ∈ N(U1, a) ∩ Dom(g). In conjunction with the fact that the function x 7→ 1/(1 + x) is decreasing on the positive
reals, this tells us that each summand in the second double sum on the left-hand side of (3) is negative, and the same can be
said for each summand in the first double sum on that side if there are any, so that side is negative. But each summand on
the right-hand side of that equation is nonnegative, so that side is nonnegative. This contradiction proves the lemma. 
Theorem 4. Every tournament’s extended Zermelo ranking is neighborhood-monotonic.
Proof. Let (S, a) be an arbitrary tournament, and pick ε > 0 such that its extended Zermelo ranking< is the Zermelo ranking
of (S, a + εϕS), a tournament for which r is a Zermelo rating. Lemma 3 establishes the weak neighborhood monotonicity
of <. LetΩ1,Ω2 ⊆ S be given, with (Ω1, a |Ω1×Ω1) weakly connected, and let h be an a-superisomorphism ofΩ1 withΩ2
that satisfies s < h(s) for every s ∈ N(Ω1, a) ∩ Dom(h). Suppose that h(s) < s for some s ∈ Ω1; we shall show that then
(1) Dom(h) = Ω1 ∪ N(Ω1, a),
(2) Ran(h) = Ω2 ∪ N(Ω2, a),
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Fig. 4. Counterexample to the Converse of Theorem 4.
(3) a(h(s), h(t)) = a(s, t) for every t ∈ Ω1 and s ∈ Dom(h),
(4) a(h(t), h(s)) = a(t, s) for every t ∈ Ω1 and s ∈ Dom(h),
(5) h(s) < s for every s ∈ N(Ω1, a) ∩ Dom(h).
This will prove the theorem (because of the logical equivalence of a statement and its contrapositive).
Proceeding similarly to the proof of Lemma 3, we let
U1 := {s ∈ Ω1 | h(s) < s},
letU2 = h(U1), and let g be the restriction of h to
Dom(g) := U1 ∪ (Dom(h) ∩ N(U1, a) ∩ h−1(N(U2, a))).
As before, Lemmas 1 and 2 let us conclude that g is an a-superisomorphism ofU1 withU2 and that (3) holds.
An analysis as in the proof of Lemma 3 indicates that all the summands on the left-hand side of (3) are nonpositive and
all those on the right-hand side are nonnegative; hence, each summand is zero. That the summands in the second double
sum on the left-hand side are all zero indicates that r(s) = r(g(s)) for every s ∈ U1. Combining this with the fact that all
the summands in the first double sum on that side are zero indicates that r(t) = r(g(t)) for every t ∈ N(U1, a) ∩ Dom(g).
Examining the first and second double sums on the right-hand side allows us to conclude that
N(U1, a) \ Dom(g) = ∅ = N(U2, a) \ Ran(g). (8)
Finally, an examination of the last two double sums on the right-hand side indicates that a(g(s), g(t)) = a(s, t) and
a(g(t), g(s)) = a(t, s) if s ∈ U1 and t ∈ N(U1, a) ∩ Dom(g).
Now, the left equation in (8), the definition of U1, and the fact that r(t) = r(g(t)) for every t ∈ N(U1, a) ∩ Dom(g)
indicate that
∅ = Ω1 ∩ N(U1, a) ∩ Dom(g) = Ω1 ∩ N(U1, a).
Because (Ω1, a |Ω1×Ω1) is weakly connected, this means thatU1 = Ω1 and g = h. Thus, (8) yields
∅ = N(U1, a) \ Dom(g) = N(Ω1, a) \ Dom(h),
so Dom(h) = Ω1 ∪ N(Ω1, a), and
∅ = N(U2, a) \ Ran(g) = N(Ω2, a) \ Ran(h),
so Ran(h) = Ω2 ∪ N(Ω2, a), as claimed.
Next, we can conclude that
a(h(s), h(t)) = a(g(s), g(t)) = a(s, t)
and
a(h(t), h(s)) = a(g(t), g(s)) = a(t, s)
if s ∈ Ω1 and t ∈ N(Ω1, a) ∩ Dom(h), and these equations also hold if t ∈ Ω1, by the definition of an a-superisomorphism.
Finally, we have r = r ◦ h on N(Ω1, a) ∩ Dom(h), so h(s) < s for every s in that set, and this concludes the proof. 
The example presented after the definition of a-superisomorphism in Section2.2 is a strong counterexample to Theorem4
when the requirement of weak connectedness of Ω1 is dropped from the definition of neighborhood monotonicity. Let
< be the extended Zermelo ranking of the tournament in that example. All five of the itemized conditions at the end of
the definition of neighborhood monotonicity are satisfied. (The first four conditions are evident; the last condition is a
consequence of Theorem 3.3 in [3].) Yet, clearly, it is not the case that 1  h(1).
The converse of Theorem4 is not true; that is, while the extended Zermelo ranking of any tournament is uniquely defined,
there are tournaments with more than one neighborhood-monotonic ranking. For example, both 3  2  1 and 2  3  1
are neighborhood-monotonic rankings of the tournament depicted in Fig. 4.
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4. Neighborhood-monotonic rankings of symmetric knockout tournaments
Given k ∈ N, let Tk = (Sk, ak) be the canonical symmetric knockout tournament of order k, and letRk be the collection
of all rankings of Tk that are neighborhood-monotonic. SetUk := ∪Rk, Vk := ∩Rk, and Nk := |Uk \ Vk|. We shall bound
Uk from without, Vk from within, and Nk from above.
For each i ∈ Sk, let
Mk(i) := {j ∈ Sk | j/2blog2 ic+1 ∈ Z};
i.e.,Mk(i) is the subset of Sk consisting of numbers that are multiples of the smallest power of 2 that is strictly bigger than i.
Induction shows that, for Tk,
{j ∈ Sk | i  j} = {`+ i | ` ∈ Mk(i)}.
Lemma 5. If i ∈ Sk \ {0}, then (i, 0) 6∈ Uk.
Proof. Let R ∈ Rk be given. We shall show that if i ∈ Sk \ {0}, then (i, 0) 6∈ R. LetΩ1 = Mk(i), letΩ2 = {`+ i | ` ∈ Mk(i)} ,
and define h : Ω1 → Ω2 by the formula h(j) = j + i. It can be checked that N−(Ω1, ak) = ∅ = N+(Ω2, ak) and that
a(h(s), h(t)) = a(s, t) for every s, t ∈ Ω1. Thus, h is an a-superisomorphism ofΩ1 withΩ2.
Now, 1 6∈ Ω1, since 0 is the only value of i for which 1 ∈ Mk(i). Thus, 1 ∈ N(Ω1, ak) \ Ω1 = N(Ω1, ak) \ Dom(h).
This means that the first of the 5 conditions enumerated in the definition of neighborhood-monotonicity is satisfied. Since
(Ω1, ak |Ω1×Ω1) is weakly connected and it is vacuously true that (s, h(s)) ∈ R for all s ∈ N(Ω1, a)∩Dom(h), neighborhood-
monotonicity implies that, for all s ∈ Ω1, (h(s), s) 6∈ R. Taking s = 0, we have the desired result. 
Let dk : {0, 1}k → Sk be defined by
dk(bk−1, bk−2, . . . , b0) =
k−1∑
`=0
b`2`,
let bk = (bkk−1, bkk−2, . . . , bk0) be its inverse, and let sk = (skk−1, skk−2, . . . , sk0) : Sk → Zk be given by the formula
skm =
k−1∑
`=m
bk`.
Thus, dk converts a k-tuple of binary digits into an integer, bk computes the binary digits of an integer, and sk accumulates
these digits from left to right.
Let Ik be the identity relation on Sk.
Theorem 6. For each k ∈ N,
Uk ⊆ Ik ∪
(
k−1⋃
m=0
{
(i, j) | skm(i) < skm(j)
})
, (9)
k−1⋂
m=0
{
(i, j) | skm(i) ≤ skm(j)
} ⊆ Vk, (10)
and
Nk ≤ 4k + 2k −
(
2k+ 2
k+ 1
)
.
Proof. Suppose
(p, q) ∈
k−1⋂
m=0
{(i, j) | skm(i) ≤ skm(j)}.
Then either p = q or not. In the former case, (p, q) ∈ R for every R ∈ Rk, since Rmust be reflexive. In the latter case,
(q, p) 6∈ Ik ∪
(
k−1⋃
m=0
{
(i, j) | skm(i) < skm(j)
})
,
so (q, p) 6∈ Uk if (9) is correct. This means that for every R ∈ Rk, (q, p) 6∈ R, and since R is total, (p, q) ∈ R. In either case, we
have (p, q) ∈ Vk, if (9) is correct. Hence, (10) will be a consequence of (9).
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From DeMorgan’s laws, (9) will, in turn, be proven if we can show that for every R ∈ Rk,
Zk :=
k−1⋂
m=0
{
(i, j) | skm(i) ≥ skm(j)
} ⊆ Ik ∪ ((Sk × Sk) \ R) =: Ck(R). (11)
Now, let N0 = {0} ∪ N, let f : N→ N0 be given by the formula
f (p) = p− 2blog2 pc,
so f subtracts off the most significant nonzero bit of its argument, and let F : N × N → N0 × N0 be given by the formula
F(p, q) = (f (p), f (q)). It is not hard to see that F(Zk ∩ (N× N)) ⊆ Zk. We claim also that Zk ∩ F−1(Ck(R)) ⊆ Ck(R).
Let’s assume for the moment that that claim is correct and see how it implies (11). Let (i, j) ∈ Zk be given. Lemma 5
implies that (p, 0) ∈ Ck(R) for every p ∈ Sk, so assume that j 6= 0. Consider the finite sequence
(i, j), F(i, j), F(F(i, j)), . . . F s
k
0(j)(i, j),
obtained by iterating F sk0(j) times starting with (i, j). Since F(Zk ∩ (N × N)) ⊆ Zk, we see, inductively, that each term of
this sequence is inZk. By definition of f and the fact that sk0(j) is the number of nonzero bits in the binary expansion of j, we
know that f s
k
0(j)(j) = 0, and, as just observed, this means that
F s
k
0(j)(i, j) = (f sk0(j)(i), f sk0(j)(j)) ∈ Ck(R).
Now applying the claim inductively we find that every term of the sequence is in Ck(R). In particular, (i, j) ∈ Ck(R), which
yields (11).
To verify the claim, suppose that (p, q) ∈ Zk ∩ F−1(Ck(R)), so (p, q) ∈ Zk and (f (p), f (q)) ∈ Ck(R). Let Ω1 =
{`+ q | ` ∈ Mk(p)}, letΩ2 = {`+ p | ` ∈ Mk(p)}, and define h : {f (q)} ∪Ω1 → {f (p)} ∪Ω2 by the formula
h(s) =
{
f (p) if s = f (q),
s− q+ p otherwise.
Since (p, q) ∈ Zk, p ≥ q; therefore,Ω1 is a subset ofSk. Also,N−(Ω1, ak) = {f (q)},N−(Ω2, ak) = {f (p)},N+(Ω2, ak) = ∅,
and a(h(s), h(t)) = a(s, t) for every s, t ∈ Dom(h). Thus, it is not hard to see that h is an a-superisomorphism of Ω1 with
Ω2. It is also not hard to see that (Ω1, ak |Ω1×Ω1) is weakly connected.
Since N(Ω1, a) ∩ Dom(h) = {f (q)}, we will have (s, h(s)) ∈ R for every s ∈ N(Ω1, a) ∩ Dom(h) if and only if
(f (q), f (p)) ∈ R, and we will have (h(s), s) 6∈ R for some s ∈ N(Ω1, a) ∩ Dom(h) if and only if (f (p), f (q)) 6∈ R. Since
(f (p), f (q)) ∈ Ck(R), we either have (f (p), f (q)) ∈ Ik or (f (p), f (q)) 6∈ R.
Suppose (f (p), f (q)) ∈ Ik. Then f (p) = f (q), so the reflexivity of R implies that (f (q), f (p)) ∈ R. We also must have
either p = q, in which case (p, q) ∈ Ik ⊆ Ck(R), or blog2 pc > blog2 qc, in which caseMk(p) is a proper subset ofMk(q), so
Dom(h) 6= Ω1 ∪ N(Ω1, ak). In the latter case, the fact that R is neighborhood-monotonic implies that (h(s), s) 6∈ R for every
s ∈ Ω1, so, in particular, (p, q) 6∈ R and (p, q) ∈ Ck(R).
Suppose, on the other hand, that (f (p), f (q)) 6∈ R. Since R is total, this implies that (f (q), f (p)) ∈ R, and, again,
neighborhood monotonicity of R gives (p, q) ∈ Ck(R). This completes the verification of the claim.
In light of (9) and (10), the desired estimate on Nk will follow from showing that∣∣∣∣∣ k−1⋃
m=0
{
(i, j) | skm(i) < skm(j)
} \ k−1⋂
m=0
{
(i, j) | skm(i) ≤ skm(j)
}∣∣∣∣∣ = 4k + 2k −
(
2k+ 2
k+ 1
)
,
or, equivalently, that∣∣∣∣∣Sk × Sk \ k−1⋂
m=0
{
(i, j) | skm(i) ≥ skm(j)
} \ k−1⋂
m=0
{
(i, j) | skm(i) ≤ skm(j)
}∣∣∣∣∣ = 4k + 2k −
(
2k+ 2
k+ 1
)
. (12)
By Theorem 4 of [5], the number of ordered pairs of lattice paths that begin at the origin and proceed with a total of k+1
north or east steps and do not intersect except at the origin is
(
2k+ 2
k+ 1
)
. Numbering the steps from k down to 0 (with 0 being
the last step) and encoding north steps with a ‘‘1’’ and east steps with a ‘‘0’’, we see that this collection is equipollent with
k⋂
m=0
{
((uk, . . . , u0), (vk, . . . , v0)) ∈ {0, 1}k+1 × {0, 1}k+1
∣∣∣∣∣ k∑
`=m
u` 6=
k∑
`=m
v`
}
,
which, in turn, has twice as many elements as
k−1⋂
m=0
{
((uk−1, . . . , u0), (vk−1, . . . , v0)) ∈ {0, 1}k × {0, 1}k
∣∣∣∣∣1+ k−1∑
`=m
u` 6=
k−1∑
`=m
v`
}
,
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Table 1
Pairs of R and its complement determined by R’s membership inRk
k |Sk| Percentage of Ordered Pairs Determined
1 2 100
2 4 100
3 8 97
4 16 92
5 32 87
6 64 82
since exactly one lattice path in each pair must begin with a north step. Also, the condition that
1+
k−1∑
`=m
u` 6=
k−1∑
`=m
v`
hold form = 0, . . . , k− 1 is equivalent to the condition that
k−1∑
`=m
u` ≥
k−1∑
`=m
v`
hold form = 0, . . . , k− 1. Thus,
1
2
(
2k+ 2
k+ 1
)
=
∣∣∣∣∣ k−1⋂
m=0
{
((uk−1, . . . , u0), (vk−1, . . . , v0)) ∈
({0, 1}k)2 ∣∣∣∣∣ k−1∑
`=m
u` ≥
k−1∑
`=m
v`
}∣∣∣∣∣
=
∣∣∣∣∣ k−1⋂
m=0
{
(i, j) ∈ Sk × Sk
∣∣∣∣∣ k−1∑
`=m
bk`(i) ≥
k−1∑
`=m
bk`(j)
}∣∣∣∣∣
=
∣∣∣∣∣ k−1⋂
m=0
{
(i, j) ∈ Sk × Sk | skm(i) ≥ skm(j)
}∣∣∣∣∣ . (13)
Clearly, |Sk × Sk| = 4k, and the sets
k−1⋂
m=0
{
(i, j) ∈ Sk × Sk | skm(i) ≥ skm(j)
}
and
k−1⋂
m=0
{
(i, j) ∈ Sk × Sk | skm(i) ≤ skm(j)
}
are equipollent and have as their intersectionIk, which has cardinality 2k. Therefore, (12) follows from (13) by an elementary
application of the inclusion-exclusion principle. 
Theorem6 implies that there is only oneneighborhood-monotonic ranking of symmetric knockout tournaments of orders
1 and 2. For order 3, there is exactly one pair of nodes, {3, 4} in the canonical case, for which the theorem does not guarantee
an ordering for all rankings in Rk. Given an arbitrary element R of Rk, 1 ≤ k ≤ 6, Table 1 gives a lower bound on the
percentage of ordered pairs in Sk × Sk whose presence in or absence from R is guaranteed.
While the numbers in the last column of this table are fairly high for tournaments of moderate size, Stirling’s formula
shows that they decay like C/
√
k as k→∞.
As an example of the information aboutVk andUk contained in Theorem 6, Fig. 5 diagrams the transitive reduction of the
subset of V5 described in (10). (Note, in particular, that neighborhood monotonicity requires several items with the same
‘‘score’’ to be ranked differently, so ranking by scores is not neighborhood-monotonic, in general.)
5. The extended Zermelo model applied to symmetric knockout tournaments
As discussed in the Introduction, it is a nontrivial task even to numerically approximate the extended Zermelo ranking
of a typical tournament. In particular, obtaining extended Zermelo rankings of symmetric knockout tournaments of even
moderate size is difficult. Here we briefly describe the sophisticated numerical procedures that have been applied to this
problem, summarize the results, and point out a trend that seems to develop as the tournaments get larger.
Fix k ∈ N, and, as previously, let Tk = (Sk, ak) be the canonical symmetric knockout tournament of order k. For each
ε > 0, let rε : Sk → (0,∞) be a Zermelo rating for the strongly connected tournament T εk := (Sk, ak+εϕSk), normalized so
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Fig. 5. Relationships implied by neighborhood monotonicity in the canonical symmetric knockout tournament of order 5.
Table 2
Measures of natural order in extended Zermelo ranking.
k |Sk| Ak Bk ρk τk
1 2 2 2 1 1
2 4 4 4 1 1
3 8 3 3 0.929 0.976
4 16 3 3 0.917 0.976
5 32 7 5 0.911 0.964
6 64 7 5 0.897 0.965
7 128 15 9 0.901 0.964
8 256 15 10 0.895 0.961
9 512 31 17 0.896 0.961
10 1024 31 20 0.896 0.961
that, say, rε(0) = 1 for all ε. Define pε := log rε/ log ε. In [3], it is shown that for each s ∈ Sk, limε↓0 pε(s) exists, andheuristics
derived in that same paper indicate that these limits tend to be rational numbers with small denominators. It, therefore,
makes sense to try to obtain information about the extended Zermelo ranking of Tk by computing the limiting value of pε
using continuation methods (and very high precision arithmetic). This information can be supplemented by computation of
leading coefficients of power series expansions of rε (in powers of ε). The nonlinear equations these coefficients satisfy are
also presented in [3], and solutions can be approximated by appropriate iterative techniques.
Our choice of the canonical representative of the symmetric knockout tournaments of order kwas, of course, not random;
under the standard interpretation, those who lose in earlier rounds have higher labels than those who lose in later rounds,
and the losers in a given round are labeled in the same order as their respective conquerors. Our numerical tests suggested
a relatively high correlation between the labeling order and the extended Zermelo ranking. Thus, rather than presenting the
raw output of those tests, we thought it appropriate to extract from that data facts about this correlation.
Let tk : {1, 2, . . . , 2k} → Sk be the function such that tk(i) is the ith highest member of Sk in the extended Zermelo
ranking of Tk, let
Ak = max{i ∈ {1, 2, . . . , 2k} | tk(j) = j− 1 for every j ≤ i},
let
Bk = 2k + 1−min{i ∈ {1, 2, . . . , 2k} | tk(j) = j− 1 for every j ≥ i},
and let τk be Kendall’s rank correlation coefficient [8] and ρk be Spearman’s rank correlation coefficient [11] between
{0, 1, . . . , 2k − 1} and {tk(1), . . . , tk(2k)}. Ak and Bk measure, respectively, how many of the highest ranked objects and
how many of the lowest ranked objects are ordered by their labels. Kendall’s and Spearman’s coefficients are perhaps the
two most popular nonparametric statistics for measuring the degree of correspondence between total orders. Kendall’s is
based on enumeration of the number of pairs of objects for which the two orders agree. Spearman’s, on the other hand, takes
into account the size of the discrepancies in rank.
Table 2 summarizes computed values of these quantities for k ≤ 10. Note that the size of the initial and terminal strings of
agreement between the extended Zermelo ranking and the label order tend to growwith k, but they do so nonmonotonically
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and more slowly than the size of the tournament itself grows. Both statistical rank coefficients are quite high, and appear
to be approaching limiting values different from 1, suggesting that a high level of correspondence between the two orders
is retained for larger tournaments, but that there remains a nonvanishing proportion of the tournaments on which the two
orders disagree.
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