Abstract. Consider a random sample of n independently and identically distributed p-dimensional normal random vectors. A test statistic for complete independence of high-dimensional normal distributions, proposed by Schott (2005), is defined as the sum of squared Pearson's correlation coefficients. A modified test statistic has been proposed by Mao (2014) . Under the assumption of complete independence, both test statistics are asymptotically normal if the limit lim n→∞ p/n exists and is finite. In this paper, we investigate the limiting distributions for both Schott's and Mao's test statistics. We show that both test statistics, after suitably normalized, converge in distribution to the standard normal as long as both n and p tend to infinity. Furthermore, we show that the distribution functions of the test statistics can be approximated very well by a chisquare distribution function with p(p − 1)/2 degrees of freedom as n tends to infinity regardless of how p changes with n.
Introduction
In classical multivariate analysis, statistical methods have been developed mainly for data from designed experiments and dimensions of the data are fixed or very small compared with the sample size. Nowadays, new technology has generated various types of highdimensional data sets such as financial data, consumer data, modern manufacturing data, multimedia data, hyperspectral image data, internet data, microarray and DNA data. A common feature for all these datasets is that their dimensions can be very large compared with their sample sizes. See, e.g., Schott (2001 Schott ( , 2005 Schott ( , 2007 , Ledoit Throughout the paper, N p (µ, Σ) denotes the p-dimensional normal distribution with mean vector µ and covariance matrix Σ, and I p denotes the p × p identity matrix. We assume that Σ is positive definite. Write Σ = (σ(i, j)) 1≤i,j≤p . Then, Γ = (ρ ij ) 1≤i,j≤p is the correlation matrix of Σ given by ρ ij = σ(i, j)/ σ(i, i)σ(j, j).
Assume that a p-dimensional random vector x = (x 1 , · · · , x p ) ′ has a distribution N p (µ, Σ). We are interested in testing whether the p components x 1 , x 2 , · · · , x p are independent or equivalently testing whether the covariance matrix Σ is diagonal. Then, the test can be written as H 0 : Γ = I p vs H a : Γ = I p .
(1.1)
In literature, (1.1) is known as the test of complete independence.
Let x 1 , · · · , x n be i.i.d. from N p (µ, Σ). Write
Define
wherex i = 1 n n k=1 x ki andx j = 1 n n k=1 x kj . Then, R n := (r ij ) p×p is the sample correlation matrix based on the p-dimensional random vectors x 1 , · · · , x n .
In classic multivariate analysis when p is a fixed integer, the likelihood method is a nice approach to test (1.1). From Bartlett (1954) or Morrison (2005) , the likelihood ratio test statistic is a function of the determinant of R n . When p = p n depends on n and p n → ∞, the limiting distribution of the likelihood ratio test statistic has been obtained in Jiang and Yang (2013), Jiang, Bai and Zheng (2013) and Jiang and Qi (2015) , and the likelihood ratio method can still be used to test (1.1). However, the likelihood ratio method fails when p ≥ n, since the sample correlation matrix R n is singular and the corresponding test statistic is degenerate. A natural requirement for non-singularity of R n is p < n.
Schott (2005) considers the following test statistic
Assume that the null hypothesis of (1.1) holds and lim n→∞ p/n = γ ∈ (0, ∞). Schott 2(n−1) converges in distribution to a normal distribution with mean 0 and variance γ 2 , that is,
where
.
It is worth noting that the same test statistic t np is also proposed by Srivastava (2005) . Srivastava (2005 Srivastava ( , 2006 ) also considers a test statistic which is based on the Fisher's ztransformation and originally proposed by Chen and Mudholkar (1990) :
, 
It has been proved in Mao (2014) that T np is asymptotically normal under the null hypothesis of (1.1) and assumption that lim n→∞ p/n = γ ∈ (0, ∞).
In this paper, we will remove the condition imposed on p and assume only that p = p n → ∞ as n → ∞. We will show that both T np and t np are asymptotically normal.
We also establish a unified chi-square approximation for the distribution of T np and t np regardless of how p changes with n.
The rest of the paper is organized as follows. The main results of the paper are given in section 2 and their proofs are postponed until section 4. A simulation study to compare the performance of several different approaches is reported in section 3.
Main Results
Our main results include three theorems. We first obtain the limiting distribution of the test statistic T np in a larger range for p, and then establish a unified chi-square approximation for all p ≥ 2. The limit distribution of t np is given in the third theorem.
The first theorem states that Mao's (2014) test statistic T np is asymptotically normal as long as p = p n → ∞ as n → ∞.
Theorem 2.1. Assume p = p n → ∞ as n → ∞. Then, under the null hypothesis of (1.1)
as n → ∞, where
We expect that the limiting distribution of (n − 4)T np is chi-squared with p(p − 1)/2 degrees of freedom when p is fixed, and this will be confirmed in the following theorem.
For applications there seems a gap in the limiting distributions of the test statistic T np as one has to distinguish whether p = p n converges or diverges. Instead, under linear transformation we define a slightly different statistic as follows
The statistic T c np can fill this gap. Our second theorem reveals that the chi-square distribution can be used to approach the distribution of T c np no matter how p = p n changes with n. Theorem 2.2. Let p = p n , n ≥ 1 be a sequence of positive integers with p n ≥ 2 for all large n. Then under the null hypothesis of (1.1)
Theorem 2.2 implies that T c np converges in distribution to a chi-square distribution with p(p − 1)/2 degrees of freedom uniformly over p ≥ 2 as n → ∞, that is, the superium of the left-hand side of (2.3) over p ≥ 2 converges to zero as n → ∞.
For comparison purpose, we extend Schott's statistic t np in the same manner. We will show that the central limit theorem (1.3) holds for all large p and a chi-square approximation can also be applied to t np for small p. Now we define
3) holds under the null hypothesis of (1.1).
(ii) Let p = p n be a sequence of positive integers with p n ≥ 2 for all large n. Then, under the null hypothesis of (1.1)
Assume α ∈ (0, 1). Let z α and χ 2 α (p(p − 1)/2) denote the α level critical values for the standard normal distribution and the chi-squared distribution with p(p − 1)/2 degrees of freedom, respectively.
Based on (2.1), an approximate level α test for (1.1) has a critical region or rejection
Based on the chi-square approximation (2.3), an approximate level α test rejects (1.1) in the region
While based on the normal approximation (1.3) to Schott's test statistic t np , an approximate level α test for (1.1) has a rejection region
Similarly, we have an approximate level α rejection region for test (1.1)
based on the chi-square approximation (4.5).
Simulation Study
Mao (2014) p denote a p×p matrix whose diagonal entries are equal to 1 and all off-diagonal entries are equal to ρ, where ρ ∈ (−1, 1). Σ When ρ = 0, the null hypothesis in (1.1) is true. The estimated sizes for these test statistics are reported in Table 1 . When ρ = 0.02, the alternative hypothesis in (1.1) is true, and this indicates a weak dependence among the coordinates of a normal random vector. The estimated powers for these test statistics are given in Table 2 .
In terms of the estimated size, a test is considered to be preferable if its estimated size is close to the nominal level (α = 0.05 in our study). Table 1 
The estimated powers for the four test statistics are recorded in Table 2 . From the table, both t * np and T * np have slightly larger powers than t c np and T c np for small p. This is not surprising since the normal approximation to t np and T np sacrifices the accuracy in the size of the tests when p is small. The performances of the four test statistics are similar when p is large.
In summary, we can conclude that the test statistics t c np and T c np are consistently accurate in terms of the size over the whole range of p and achieve satisfactory power compared with Schott's t np and Mao's T np . Our simulation study suggests that the normal approximation to Schott's t np and Mao's T np are inferior to the chi-square approximation to t c np and T c np when p is small. When p is large, the four test statistics under consideration are quite similar in terms of powers and accuracy in the size. Our simulation also confirms the theoretical consistency in using the normal approximation to both t np and T np under the complete independence when p n → ∞ as n → ∞ regardless of how fast p n increases with n. 
Proofs
Proof of Theorem 2.1.
We will employ a martingale central limit theorem in McLeish (1974) . Since some details are somewhat similar to those in Mao (2014), we outline our proof as follows.
Step 1. Express r ij as r ij = w ′ i w j , where w 1 , w 2 , · · · , w pn are independent random vectors that are uniformly distributed on the surface of the (n − 1)-sphere. Let F nℓ = σ(w 1 , w 2 , · · · , w ℓ ) denote the σ-algebra generated by {w 1 , w 2 , · · · , w ℓ }, see Mao (2014).
Step 2. as n → ∞. The second limit implies condition (c) immediately. The first limit implies condition (a), since
Condition (b) follows from the above equation by using the Markov inequality.
It has been proved in Mao (2014) that
Note that σ npn ∼ pn n as n → ∞. Then, we have 
which is of order p −1 n . Therefore, we have as n → ∞ that
which yields the second limit in (4.1). This completes the proof of the theorem.
Proof of Theorem 2.2. To prove (2.3), it suffices to show that for every sequence of integers {n i , i ≥ 1}, there exists its subsequence {n i(j) , j ≥ 1} such that (2.3) holds along {n i(j) }. Here we choose the subsequence so that p n i(j) converges as j → ∞. Since p n i(j) 's are integers, the limit of n i(j) is a finite integer p or infinity. Therefore, we need to show that (2.3) holds along any subsequence of integers n i such that p n i is a fixed integer p for all large i or p n i → ∞ as i → ∞. Since the proof of (2.3) along a subsequence is the same as the that along the entire sequence, for simplicity, we will show (2.3) under the following conditions:
p n = p ≥ 2 is a fixed integer for all large n; (4.3)
First, we will show under (1.1) and (4.3) that
k=1 z ik z jk . By using the multivariate central limit theorem,
as n → ∞, which implies that
) ′ converges in distribution to a random vector whose p(p−1)/2 components are independent random variables having a chi-squared distribution with 1 degree of freedom. By the law of large numbers,
Therefore,
which implies that
Now assume (4.4) and the null hypothesis in (1.1) hold. In this case, we can apply Theorem 2.1 directly. It follows from (2.2) and (2.1) that
where Φ(x) is the standard normal cumulative distribution function. Also, notice that a chi-squared random variable with p(p − 1)/2 degrees of freedom can be written as the sum of p(p − 1)/2 independent and identically distributed random variables having a chisquared distribution with 1 degree of freedom. From the classic central limit theorem, we
and thus
Therefore, by combining (4.7) and (4.8) and using the triangle inequality we have
as n → ∞. This completes the proof of (2.3).
Proof of Theorem 2.3.
We will sketch the proof. We continue to use the notation in the proof of Theorem 2.2.
As in the proof of Theorem 2.1, write
(i) First, we need to show (1.3), i.e., 10) under the assumption that p n → ∞ as n → ∞.
Then, {z nℓ , F nℓ , 2 ≤ ℓ ≤ p n , n ≥ 1} form an array of martingale differences. See, e.g., Schott (2005) . It suffices to show that Therefore, we obtain (4.11).
(ii) For the proof of (2.5) we can use the arguments in the proof of Theorem 2.2. 
