Abstract. We prove that operators satisfying the hypotheses of the extrapolation theorem for Muckenhoupt weights are bounded on weighted Morrey spaces. As a consequence, we obtain at once a number of results that have been proved individually for many operators. On the other hand, our theorems provide a variety of new results even for the unweighted case because we do not use any representation formula or pointwise bound of the operator as was assumed by previous authors. To extend the operators to Morrey spaces we show different (continuous) embeddings of (weighted) Morrey spaces into appropriate Muckenhoupt A1 weighted Lp spaces, which enable us to define the operators on the considered Morrey spaces by restriction. In this way, we can avoid the delicate problem of the definition of the operator, often ignored by the authors. In dealing with the extension problem through the embeddings (instead of using duality) one is neither restricted in the parameter range of the p's (in particular p = 1 is admissible and applies to weak-type inequalities) nor the operator has to be linear. Another remarkable consequence of our results is that vector-valued inequalities in Morrey spaces are automatically deduced. On the other hand, we also obtain A∞-weighted inequalities with Morrey quasinorms.
Introduction
An important tool of modern harmonic analysis is the extrapolation theorem due to Rubio de Francia. For a given operator T we suppose that for some p 0 , 1 ≤ p 0 < ∞, and for every weight belonging to the Muckenhoupt class A p 0 the inequality
holds, where the constant c is independent of f and depends on w only in terms of its A p 0 -constant, [w] Ap 0 (see Definition 2.1). Then for every p, 1 < p < ∞, and every w ∈ A p , there exists a constant depending on [w] Ap such that
(cf. [Rub82, Rub84] for the original results, or [CMP11, Duo11] for modern presentations). One fact which makes extrapolation theory so powerful is that one does not need any assumption on T besides having T well-defined on w∈Ap 0 L p 0 ,w (R n ). (Actually one can extrapolate just inequalities between pairs of functions, not even an operator is needed.) Even if one is not interested in any weighted results this is very interesting by the fact that for example the weighted L 2 -boudednesses implies in particular unweighted boundednesses in the complete L p scale. Appropriate assertions hold also for subclasses of A p 0 , that is, one assumes (1.1) for a subclass (e.g. A 1 ) and deduces (1.2) for appropriate subclasses (this applies to different Fourier multipliers, for instance).
We generalize results of this theory to Morrey spaces and will get even in the classical Morrey spaces new results on the boundednesses of operators in the sense that we do not need any condition on T except that T satisfies (1.1) (for weights of A p 0 or distinguished subclasses) and is well-defined on |f (x)| |y − x| n dx for all f ∈ D(R n ) and y / ∈ supp (f ), where D(R n ) are the compactly supported smooth functions (cf. [Pee66, CF87, Nak94, Alv96, DYZ98, Sam09, KS09, GAKS11, Gul12, Mus12, SFZ13, RS14, KGS14, PT15, IST15, Nkm16, Wan16] and the references given there). To obtain the boundedness results they are explicitly using and requiring different representation formulas as (1.3) of the considered operators. We are completely avoiding these assumptions and encapsulating them through the consideration of weighted spaces. Hence, we get even new results on the classical Morrey spaces regarding Mihlin-Hörmander type operators, rough operators, pseudodifferential operators, square functions, commutators, Fourier integral operators. . .
Moreover, literature about (the nonseparable) Morrey spaces (starting from Peetre [Pee66] and many following scholars) does not care about how to extend the considered operators (satisfying a required representation formula only on nondense subsets of the considered Morrey spaces). Some forerunners dealing with the extension of the operators are [Alv96, AX12, RT13, Ros13, RT14, Tri14, RS14, Ada15, RS16]. Mainly, they apply duality (with some exceptions as [Tri14, RS14] justifying (1.3) also for Morrey functions), which restricts the boundedness results to linear operators and moreover the range of the integration parameter p (in particular, the extension problem was not covered for p = 1 and the corresponding weak-type inequalities). We show different (continuous) embeddings of (weighted) Morrey spaces into different Muckenhoupt A 1 weighted L p spaces, which enables us to define the operators on the considered Morrey spaces by restriction.
Another possibility to overcome the extension problem is using the Fatou property of the Morrey space. Nevertheless, this method requires at least a bigger space where the operator is also bounded to extend it by restriction (cf. Triebel [Tri16] ), which is exactly the type of our embeddings. However, by the fact that we do not require representation formulas of operators it is even sufficient to show a not necessarily continuous embedding of a Morrey type space into a set of the type w∈Ap L p,w (R n ) (where the considered operator is required to be bounded). This can be seen as a powerful model case to extend operators which are a priori only defined on D(R n ) -as multipliers and (maximally truncated) singular integrals-to the various generalizations of Morrey spaces given in the literature and to overcome the extension problem (by the fact that we avoid the requirement of justifying (1.3) also for Morrey functions). If one wants to deal with other spaces where D(R n ) is not dense and which are contained in the set w∈Ap L p,w (R n ) and where the maximal operator is bounded (or in their appropriate associated spaces), then there are even very good chances that the presented results could be carried over partially.
A extrapolation result for Morrey spaces appears also in [RS16] . Its proof uses the boundedness of the Hardy-Littlewood maximal operator on predual Morrey spaces, which are also used to define the operator by duality. We avoid this in our approach and obtain more general results, valid also for end-points and for limited-range type assumptions.
We also extrapolate from inequalities with L p,w (quasi)-norms for 0 < p < ∞ and w ∈ A ∞ to Morrey (quasi)-norms. In this way we get new Morrey versions of several interesting inequalities of this type appearing in the literature for pairs of operators.
We consider only Muckenhoupt weights because the extrapolation techniques are adapted to them and because there are many operators for which the boundedness on Lebesgue spaces with (subclasses of) Muckenhoupt weights are known, so that we can immediately infer Morrey estimates from our general results. Nevertheless, a description of the admissible weighted Morrey estimates is not known even for the Hardy-Littlewood maximal operator and, in fact, in the case of the Morrey spaces L r p (λ, w, R n ) (see Definition 2.3) the class of admissible weights goes beyond the Muckenhoupt A p class as shown in [Ta15] . A similar situation holds for the Hilbert transform ( [Sam09] ) and more generally for the Riesz transforms and other singular integrals ( [NkSa17] ). On the other hand, in these cases the problem of defining the operators in the corresponding weighted spaces, which in our case is solved by the embeddings, should be considered.
After introducing the notation and some preliminaries in Section 2, Section 3 is concerned with continuous embeddings of Morrey type spaces into Muckenhoupt weighted A 1 Lebesgue spaces. In Section 4 we present the extrapolation theory generalized to Morrey type spaces which will be applied to far-reaching boundedness results given in Section 5.
Notation, Morrey spaces and preliminaries
A weight is a locally integrable nonnegative function. For 0 < p < ∞, L p,w (R n ) is the complex quasi-Banach space of functions whose p-th power is integrable with respect to the weight w, with the quasinorm given by
Moreover, we write w(M ) = M w(x)dx for the measure of the subset M of R n . We similarly define
, which collects all locally integrable functions, that is, functions in L 1 (M ) for any bounded measurable set M of R n . We consider cubes whose sides are parallel to the coordinate axes. For such a cube Q, δQ stands for the concentric cube with side-length δ times of the side-length of Q. The concrete value of the constants may vary from one formula to the next, but remains the same within one chain of (in)equalities.
Definition 2.1. Let w ∈ L loc 1 (R n ) with w > 0 almost everywhere. We say that w is a Muckenhoupt weight belonging to A p for 1 < p < ∞ if
where the supremum is taken over all cubes Q in R n . The quantity [w] Ap is the A p constant of w. We say that w belongs to A 1 if, for any cube Q,
The A 1 constant of w, denoted by [w] A 1 , is the smallest constant c for which the inequality holds. We say that w is in A ∞ if w ∈ A p for some p.
Remark 2.2. The A p weights are doubling. This means that if w ∈ A p , there exists a constant c such that
for every cube Q in R n (cf. [Duo01, (7. 3)]).
We recall that the Hardy-Littlewood maximal operator, which we denote by M , is bounded on L p,w (R n ) for 1 < p < ∞ if and only if w ∈ A p and is of weak-type (1, 1) with respect to the measure w(x)dx if and only if w ∈ A 1 . On the other hand, we will use the following construction of A 1 weights: if M f (x) is finite a.e. and 0 ≤ δ < 1, then M f (x) δ is an A 1 weight whose A 1 -constant depends only on δ. Moreover, the factorization theorem says that w ∈ A p if and only if there exist w 0 , w 1 ∈ A 1 such that w = w 0 w 1−p 1 (cf. [Rub84] or [Gra09, Thm. 9.5.1]).
We define some Muckenhoupt weighted Morrey spaces.
where the supremum is taken over all cubes Q in R n . Moreover,
We also define their weak versions given by the quasinorms
The weak Morrey spaces coincide also with the weak L p,w (R n ) spaces for r = −n/p. Definition 2.5. Let a nonnegative locally integrable function w on R n belong to the reverse Hölder class RH σ for 1 < σ < ∞ if it satisfies the reverse Hölder inequality with exponent σ, i.e.
where the constant c is universal for all cubes Q ⊂ R n .
The RH σ classes are decreasing, that is, RH σ ⊂ RH τ for 1 < τ < σ < ∞. On the other hand, Gehring's lemma ( [Geh73] ) says that if w ∈ RH σ , there exists ǫ > 0 such that w ∈ RH σ+ǫ (openness of the reverse Hölder classes). 
This is also valid for p = 1, that is, A 1 ∩ RH σ = {w : w σ ∈ A 1 }, which can be easily proved from the definition of A 1 .
Remark 2.7. Let w(x) = |x| α or w(x) = (1 + |x|) α . Then we have the following:
(1) It holds that w ∈ A p if and only if −n < α < n(p − 1) whenever p ∈ (1, ∞), and −n < α ≤ 0 whenever p = 1. (2) For α ∈ (−n, 0) it holds w ∈ RH σ if and only if 1 < σ < −n/α. (3) For α ≥ 0 it holds w ∈ RH σ for all 1 < σ < ∞. The first one is well known. The second one is easily obtained using (2.3) (for p = 1). The third one can be checked directly or derived from (2.3).
Embeddings of Muckenhoupt weighted Morrey spaces into Muckenhoupt weighted Lebesgue spaces
In this section we establish different continuous embeddings between Morrey spaces of the types L r p (w, R n ) and L r p (λ, w, R n ) into some Muckenhoupt A 1 weighted Lebesgue spaces which will give us the possibility to define operators on these Morrey spaces by restriction. Extension by continuity is usually not working in Morrey type spaces by their nonseparability and also by the fact that the smooth functions are not dense in these spaces (see [RT14, Prop. 3 .7] for L r p (R n ) and [RS16, Prop. 3 .2] for L r p (w, R n ) for the nonseparability, and see [Pic69, p. 22] for the nondensity). In recent literature this difficulty has been treated using duality for linear operators, whenever the integration parameter p satisfies 1 < p < ∞. Dealing with the extension problem through embeddings one is neither restricted in the parameter range of p (in particular, p = 1 is admissible) nor the operator has to be linear.
Proposition 3.1. Let 1 ≤ γ < p < ∞, −n/p ≤ r < 0 and w ∈ A p/γ . Then there exists q 0 ∈ (γ, p) such that for each q ∈ [γ, q 0 ], 1 < s ≤ s 0 (q), each cube Q, and h ∈ L (p/q) ′ ,w (Q) with norm 1, the continuous embedding
holds with constant independent of h and depending on Q as w(Q) 1/p+r/n . Furthermore, with the additional assumptions w ∈ RH σ and r ≤ −n/(pσ), it also holds that
with constant independent of h and depending on Q as |Q| 1/p+r/n . As a consequence, under the same conditions on p, r and w, for q ∈ [γ, q 0 ] there is 0 < α < n such that
Proof. We prove the result for γ = 1. The case γ > 1 will follow as a consequence.
For a function h with h|Lp′ ,w (Q) = 1, the weight
We check that h s w s χ Q ∈ L 1 (R n ) and obtain an estimate that will be needed below. Indeed,
where the second inequality holds because w 1−p ′ ∈ Ap′ /s (the exponent of w in the integral is the same as (1 −p ′ )(1 − (p ′ /s) ′ )) and in the last one we use
Let f ∈ L r p (w, R n ) and assume that f is nonnegative. To estimate the norm of f in L q,M (h s w s χ Q ) 1/s (R n ) we decompose the integral into two parts: first we integrate over 2Q and next over R n \ 2Q. Over 2Q we use Hölder's inequality,
The first term of the right-hand side is bounded by w(2Q)
f | L r p (w, R n ) and using (2.1) we can replace w(2Q) by w(Q). In the second one we use that w 1−p ′ ∈ Ap′ /s and the boundedness of M on Lp ′ /s,w 1−p ′ (R n ) to get a constant times the norm of h in Lp′ ,w (R n ), which is 1.
To handle the integral over
Then we obtain
and it is sufficient to show
Taking into account (2.2), there exists δ > 0 such that
Therefore, (3.1) is satisfied for s sufficiently close to 1. In the case of the spaces L r p (λ, w, R n ), the part corresponding to the integral over 2Q is obtained in a similar way using
For the integral over R n \ 2Q, we first modify the last line of (3.5) and then use (3.6) to get
By the latter we obtain (3.2) showing that
By the fact that w ∈ RH σ , from (2.2) we deduce
Inserting (3.9) into the left hand-side of (3.8) and taking into account that s is as close to 1 as desired, the geometric series is convergent for r/n + 1/(pσ) < 0. The endpoint r = −n/(pσ) of the statement is attained from the openness property of the reverse Hölder classes.
Let now 1 < γ < p and f ∈ L r p (w, R n ) with w ∈ A p/γ . Since
and we can apply the first part of the proof. It gives the existence of q * 0 ∈ (1, p/γ) and s > 1 such that for
for any cube Q and h ∈ L (p/(γq * )) ′ ,w (Q) with norm 1. Define q 0 = q * 0 γ and q = q * γ and (3.1) is proved. The case f ∈ L r p (λ, w, R n ) with w ∈ A p/γ is treated similarly.
To obtain (3.3), let Q be the unit cube and h = cw −1 , with c chosen such that h has unit norm. Use now that M (χ Q )(x) is bounded below by a positive constant if x ∈ 2Q and by c|x| −n if x / ∈ 2Q. Take α = n/s to conclude.
Remark 3.2. Since w ∈ A p implies that w ∈ RH σ for some σ > 1, the range of values of r satisfying the embedding (3.3) for L r p (λ, w, R n ) is not empty. In the case of the weights |x| β and (1 + |x|) β such range is
The following proposition shows that the union of the L q,w (R n ) spaces for fixed q and all w ∈ A q is invariant for 1 < q < ∞. This result appears in [KMM16] in a more general context. We give here a direct proof.
Proposition 3.3. Let be 1 ≤ γ < q < ∞. Then it holds that (3.11)
Hence, the left-hand side is independent of q.
Proof. Again it is enough to prove the case γ = 1. Once this is proved, the general case is deduced from the observation that f ∈ L p,w (R n ) with w ∈ A p/γ is equivalent to |f | γ ∈ L p/γ,w (R n ) (with w ∈ A p/γ ). Let γ = 1. We start showing the equality in (3.11). We first prove that if f is in L p,w (R n ) for 1 < p < q and w ∈ A p , then f ∈ v∈Aq L q,v (R n ). For s > 1 sufficient small w ∈ A p/s holds. Moreover, we have f s ∈ L p/s,w and therefore
That means that we have up to now shown
We assume now f ∈ L p,w (R n ) for some p > q and w ∈ A p . By (3.3) (applied to r = −n/p, since ) we obtain f ∈ Lq ,(1+|x|) −α (R n ) for someq < q and so f is in the right-hand side of (3.12). Here,q = 1 is also admitted. It remains to prove that the inclusion of (3.11) is strict. For this it is enough to notice that there exists f ∈ L 1 (R n ) for which M f is not locally integrable. Indeed, such an f cannot be in
A typical example of a function as the one required here is f (x) = |x| −n (ln |x|) −2 χ {|x|≤1/2} .
The following embedding result on the considered Morrey spaces is a generalization of [Tri14, Prop. 2.10] to weighted situations.
Proposition 3.4. Let 1 ≤ p < ∞ and ν ≥ 1. Let w ∈ A 1 ∩ RH σ (that is, w σ ∈ A 1 ) for some σ > ν. Then for r ∈ [−n/p, −nσ ′ /(pν ′ )] (if ν = 1, the endpoint r = 0 is excluded), there exists s 0 > ν such that for ν < s ≤ s 0 and for any cube Q, the continuous embedding
holds with a constant depending on Q as w(Q) 1/p+r/n . Moreover, whenever
with a constant depending on Q as |Q| 1/p+r/n . As a consequence, under the same conditions on w and r, there exists some 0 < α < n/ν such that
Let f ∈ L r p (w, R n ) with r as stated and assume that f is nonnegative. Then
The first term gives immediately the desired estimate. As for the second one, we notice that
Inserting these in the above expression we obtain
using that w ∈ RH σ and (3.9). If rp < −nσ ′ /ν ′ , we can choose s > ν sufficiently small such that the geometric series converges. To reach the endpoint rp = −nσ ′ /ν ′ , use the openness of the reverse Hölder classes. In the case of the spaces L r p (λ, w, R n ), the left-hand side of (3.16) is bounded by
Using (3.9) the geometric series converges for rp + n(1/s ′ + 1/σ) < 0. This gives (3.14) in the stated range of r (using again the openness of the reverse Hölder classes to get the endpoint). For the particular embeddings (3.15) take as Q the unit cube centered at the origin and α = n/s. Remark 3.5. Since we assume w ν ∈ A 1 , we automatically have w ∈ RH ν . But each such w will be in a reverse Hölder class w ∈ RH σ for some σ > ν and the range of values of r obtained in the proposition is not empty. In the case w(x) = |x| β or w(x) = (1 + |x|) β , we need −n < βν ≤ 0 to fulfill the condition w ν ∈ A 1 and in such case the range of values of r satisfying the two embeddings of (3.15) are respectively
Corollary 3.6. For every 1 ≤ γ ≤ p 0 < ∞, every γ < p < ∞ (and also p = p 0 if γ = p 0 ), −n/p ≤ r < 0 and w ∈ A p/γ , it holds that
If moreover w ∈ A p/γ ∩ RH σ , for every −n/p ≤ r < −n/(pσ) it holds that
Proof
Remark 3.7. Note that as a consequence of this corollary, the left-hand side of (3.11) in Proposition 3.3 also coincides with the (formally larger) union
Then there exist q 0 ∈ (γ, p) and for each q ∈ [γ, q 0 ], some s 0 (q) > σ(q), such that for σ(q) < s ≤ s 0 (q), each cube Q and h ∈ L (p/q) ′ ,w (Q) with norm 1, the continuous embedding
holds with constant independent of h and depending on Q as w(Q) 1/p+r/n . Furthermore, with the additional assumption r ∈ [−n/p, −n/(pσ) − n/b], it also holds that
with constant independent of h and depending on Q as |Q| 1/p+r/n . As a consequence, under the same conditions on p, r and w, there exists 0 < α < n/σ(q) such that
Proof. We can consider γ = 1. Once this is proved, the case γ > 1 is obtained from it by considering |f | γ as in Proposition 3.1 (see (3.10)). Let f ∈ L r p (w, R n ) nonnegative with w ∈ A p ∩ RH σ . Choose q ∈ (1, p) such that w ∈ A p/q and setp = p/q. By (2.3), w ∈ Ap ∩ RH σ implies w σ ∈ A σ(p−1)+1 , which in turn implies w 1−p ′ ∈ A 1+(p ′ −1)/σ by the duality property of the weights. If 1 + (p ′ − 1)/σ ≤p ′ /s, then w 1−p ′ ∈ Ap′ /s . This is possible with s > σ(q) if
which is the same as 1
The proof continues as for Proposition 3.1. In particular, the estimate (3.4) remains true because w 1−p ′ ∈ Ap′ /s , so that we will get (3.19) if (3.7) holds. Since w ∈ RH σ , we use (3.9) and the left-hand side of (3.7) is bounded by
The geometric series converges for r < −nσ ′ /(qs ′ ). It is possible to have s > σ(q), if r < −nσ ′ /b. For the endpoint r = −nσ ′ /b, use the openness property of the reverse Hölder classes. In the case of the spaces L r p (λ, w, R n ), to get (3.20) we follow again the proof of Proposition 3.1 and we are left with (3.8). We insert (3.9) and the geometric series converges if
We can get s > σ(q) if
This holds for q close to 1 if r < −n/(pσ) − n/b. Take as Q the unit cube and as h = cw −1 to get the embeddings of (3.21) with α = n/s.
Proof. We assume γ = 1 as in the previous proposition. We notice first that using the factorization theorem of A p weights we have
for some u 0 , u 1 ∈ A 1 , and let 1 < p < q < b. We have f u
0 (x) a.e. We deduce that
The weight of the left side is
This is enough to prove the statement because for p > q we know from Proposition 3.8 (taking r = −n/p) that a function in L p,w (R n ) is in some Lq ,(1+|x|) −α (R n ) withq near 1 and the weight (1
Our embeddings directly apply to similar results with respect to
is the space W L r p (w, R n ) of Definition 2.3 for r = −n/p), which are nonseparable. These kind of embeddings allow one to extend operators to a domain which is a weak L p space via restriction. The connection with the Morrey spaces L r p (w, R n ) lies in the use of a different norm for W L p,w (R n ).
For 1 < p < ∞ the space W L p,w (R n ) can be normed with the norm
where 0 <p < p and the supremum is taken over all measurable subsets of R n with 0 < w(M ) < ∞. This norm is equivalent to the usual quasi-norm given in Definition 2.3 ([Gra08, Exercise 1.1.12]). It is obvious from (
with r = −n/p > −n/p. Moreover, if w ∈ A p/γ for some γ ∈ [1, p),p can be chosen such that w ∈ Ap /γ , and Proposition 3.1 can be used to deduce that there exists q 0 > γ such that for each q ∈ [γ, q 0 ] there is 0 < α < n for which
The same type of embeddings can be obtained from Propositions 3.4 and 3.8.
Boundedness on Morrey spaces: general results
In this section we obtain the general theorems giving the boundedness on the corresponding Morrey spaces from the assumption of weighted estimates on L p,w (R n ) spaces. Instead of using operators, we can establish the general theorems in terms of pairs of functions, as it is usual in the recent presentations of the extrapolation theorems. This has the advantage of providing immediately several different versions.
Theorem 4.1. Let 1 ≤ p 0 < ∞ and let F be a collection of nonnegative measurable pairs of functions. Assume that for every (f, g) ∈ F and every w ∈ A p 0 we have
where c 1 does not depend on the pair (f, g) and it depends on w only in terms of [w] Ap 0 . Then for every 1 < p < ∞ (and also for p = 1 if p 0 = 1), every −n/p ≤ r < 0 and every w ∈ A p we have
Furthermore, for every 1 < p < ∞ (and also for p = 1 if p 0 = 1) and w ∈ A p ∩ RH σ , if −n/p ≤ r ≤ −n/(pσ) we have
The constants c 2 and c 3 in (4.2) and (4.3) do not depend on the pair (f, g) but may depend on w and the involved parameters.
If (4.1) is assumed to hold only when the left-hand side is finite, (4.2) and (4.3) still hold assuming that their left-hand side is finite.
Remark 4.2. In (4.1) we do not need to require that f and g are in L p 0 ,w (R n ) for all w ∈ A p 0 . In the first part of the statement we assume that (4.1) holds whenever the right-hand side is finite (and in such case, this forces the left-hand side to be finite). Then the conclusion of the theorem is that for every f in L r p (w, R n ) or in L r p (λ, w, R n ), g is in the same space and the norm inequality is satisfied. When g = T f for some operator T this means that T f is in the same Morrey space as f is, for all the functions in the space.
In the last part of the statement we only assume that (4.1) holds when the left-hand side is finite. That is, it could happen that for a particular weight and a particular pair of functions the left-hand side is infinity and the right-hand side is finite. Under this less restrictive hypothesis, the fact that f is in L r p (w, R n ) or in L r p (λ, w, R n ) does not imply the same thing for g, but if g also is assumed to be in the corresponding Morrey space, then the norm inequality holds.
In either case the extrapolation theorem in the usual weighted Lebesgue spaces theorem says that if (4.1) holds for a particular p 0 , it holds for 1 < p < ∞ and A p weights with the same interpretation of the inequalities. The proof given in [Duo11] , for instance, is only valid in the first situation, although this is not explicitely indicated in the paper. The proofs in [CMP11] cover the second case (left-hand side finite), and are valid also for the first case. In the applications to operators, the advantage of using the first version is that one proves directly the result for the whole weighted Lebesgue space, without making the extension from a dense subclass.
The part of the theorem corresponding to (4.2) in the case p > 1 was proved in [RS16] using a different method, which involves the predual Morrey spaces.
Proof. (a)
The case p > 1. From the extrapolation theorem we can assume (4.1) for any p ∈ (1, ∞) and the weight class A p .
Let w ∈ A p . Choose q ∈ (1, p) and s > 1 such that the embedding (3.1) holds. Setp = p/q.
Let Q be a fixed cube. Since
we fix such a function h and we have
where the second inequality holds because M (h s w s χ Q ) 1/s ∈ A 1 ⊂ A q . We checked in the proof of Proposition 3.1 that the weight is well defined. Note that the constant in (4.4) is independent of Q and h because the A 1 -constant of M (h s w s χ Q ) 1/s , which is an upper bound of the A q -constant, depends only on s (actually, it behaves as (s − 1) −1 ; see [Gra09, Theorem 9.2.7]). We are now in the situation of the embedding (3.1) and the proof of (4.2) for p > 1 is complete.
In the case of the spaces L r p (λ, w, R n ), we use the embedding (3.2). (b) The case p = 1. We assume now that (4.1) holds for p 0 = 1 and w ∈ A 1 and prove the theorem for p = 1 and w ∈ A 1 .
We want to apply the embeddings of Proposition 3.4 with ν = 1. Choose s > 1 such that (3.13) and (3.14) hold. Fix a cube Q ⊂ R n . The weight
Thus, (4.1) and (4.2) follow from (3.13) and (3.14).
(c) If the assumption (4.1) holds only when the left-hand side is finite, the proof is still valid assuming that the left-hand side of (4.2) or (4.3) is finite. Indeed, since g is in L r p (w, R n ) or in L r p (λ, w, R n ), the embeddings (3.1) and (3.2) say that the second term in (4.4) is finite and the proof of part (a) goes on. The same thing is true for part (b) of the proof using the embeddings of Proposition 3.4.
There are weighted inequalities between pairs of operators with L p,wquasinorms for 0 < p < ∞ and w ∈ A ∞ . Such inequalities hold when the left-hand side is finite. We can get similar type of estimates with Morrey quasinorms.
Corollary 4.3. Let 0 < p 0 < ∞ and let F be a collection of nonnegative measurable pairs of functions. Assume that for every (f, g) ∈ F and every w ∈ A ∞ we have
whenever the left-hand side is finite. Then for every 0 < p < ∞, every −n/p ≤ r < 0 and every w ∈ A ∞ we have
whenever the left-hand side is finite. Furthermore, if w ∈ RH σ and −n/p ≤ r ≤ −n/(pσ) we have
whenever the left-hand side is finite.
Proof. By extrapolation in L p,w spaces we can assume that (4.5) holds for all p 0 ∈ (0, ∞) (see [CMP04] ). Let 0 < p < ∞. Given w ∈ A ∞ , take q ∈ [1, ∞) such that w ∈ A q . If p ≥ q, since A q ⊂ A p , the result follows directly from Theorem 4.1. If p < q,
for u ∈ A 1 , whenever the left-hand side is finite, and we apply Theorem 4.
which is the desired result using the scaling (3.10) with γ = p/q. The proof of (4.7) is similar.
into the space of measurable functions satisfying
for all f ∈ L p 0 ,w (R n ) and w ∈ A p 0 /γ , with a constant depending on [w] Ap 0 /γ . Then for every γ < p < ∞ (and also p = γ if p 0 = γ), every −n/p ≤ r < 0 and every w ∈ A p/γ , we have that T is well-defined on L r p (w, R n ) by restriction and, moreover,
Furthermore, for p as before and every w ∈ A p/γ ∩ RH σ , if −n/p ≤ r ≤ −n/(pσ) we have that T is well-defined on L r p (λ, w, R n ) by restriction and, moreover,
for all f ∈ L r p (λ, w, R n ). The constants c 2 and c 3 in (4.9) and (4.10) do not depend on f but may depend on the weight w and the involved parameters.
If T satisfies instead of (4.8) the weak-type assumption
the estimates (4.9) and (4.10) are replaced by their weak-type counterparts, that is, T f | W L r p (w, R n ) and T f | W L r p (λ, w, R n ) appear at the lefthand side of the inequalities.
Proof. The operator is well defined by restriction as a consequence of the embeddings of Corollary 3.6. To obtain the estimates (4.9) and (4.10) it is enough to apply Theorem 4.1 to the pairs (|f | γ , |T f | γ ) with f ∈ w∈A p 0 /γ L p 0 ,w (R n ) and to use the scaling property of the norms in L r p (w, R n ) and L r p (λ, w, R n ) (see (3.10)). To deal with the weak-type inequalities we apply Theorem 4.1 to the pairs (|f | γ , t γ χ {|T f |>t} ).
Remark 4.5. That the operator is well-defined, for instance, on the set w∈Ap L p,w (R n ) for some 1 < p < ∞ is for practical reasons not an additional condition. Usually one applies the theorem to continuous operators which are defined on an common dense subset of w∈Ap L p,w (R n ), for example singular integrals defined on D(R n ). The singular integrals can be extended to each L p,w (R n ) by continuity. Such extensions coincide for functions in the intersection of two weighted Lebesgue spaces, because for each such function one can find a sequence in D(R n ) converging to it in both spaces. This implies the well-definedness of the singular integrals on 1<p<∞,w∈Ap L p,w (R n ). Concerning the spaces L r p (λ, w, R n ) it arises the question about the necessity of the additional weight condition, that is, whether for fixed r being in some reverse Hölder class is necessary. It is known that our result could not hold for all A p weights (cf. [Sam09] ).
Remark 4.6. Chiarenza and Frasca in [CF87] noticed that weighted A 1 inequalities for singular integrals yields boundedness on unweighted Morrey spaces. With a different approach Adams and Xiao [AX12] revisited this method using weighted inequalities to obtain boundedness in the unweighted Morrey spaces.
Corollary 4.7. Assume that we have a sequence of operators {T j } satisfying the assumptions of Corollary 4.4, and that the constant c 1 in (4.8) is independent of j. Then for γ < q, p < ∞ and the same conditions on w and r, we have the vector-valued estimates
To prove these vector-valued inequalities in Morrey spaces it is enough to apply Theorem 4.1 to pairs j |f j | q 1/q , j |T j f j | q 1/q . Some operators satisfy weighted inequalities for classes of weights of the type A q ∩ RH σ . This is the case of adjoints of linear operators bounded on L p,w (R n ) for p > γ and w ∈ A p/γ . By duality the adjoint operator is bounded on L p,w (R n ) for 1 < p ≤ γ and {w 1−p : w ∈ A p ′ /γ }, which is the same as A p ∩ RH γ ′ /(γ ′ −p) . Also operators bounded in a limited range of values of p satisfy weighted inequalities for weights in classes of such type (see [AM07] and [CDL12] ). Similarly, we have sometimes the weak or strong boundedness with weights in a class of the type {w : w ν ∈ A 1 }.
Theorem 4.8. Let 1 ≤ p − ≤ p 0 ≤ p + < ∞ and let F be a collection of nonnegative measurable pairs of functions. Let F be a collection of nonnegative pairs of function in L p 0 ,w (R n ). Assume that for every (f, g) ∈ F and every w ∈ A p 0 /p − ∩ RH (p + /p 0 ) ′ we have
where c 1 depends on the A p 0 -constant of the weight w. Let p − < p < p + (and
Furthermore, if −n/p ≤ r ≤ −n/(pσ) − n/p + we have
The constants c 2 and c 3 in (4.12) and (4.13) do not depend on f but may depend on the weights and the involved parameters.
Proof. It is enough to prove the result for p − = 1, which we assume in what follows. To treat the case p − > 1 write (4.11) for the pair (f p − , g p − ) on L p 0 /p − ,w (R n ), and apply the case p − = 1.
(a) The case p > p − (that is, p > 1). First we observe that by limited range extrapolation (cf. [AM07, Thm. 4.9] 
Let w ∈ A p ∩ RH σ . We will apply Proposition 3.8 with b = p + and γ = 1. We choose q ∈ (1, p) and s > (p + /q) ′ such that the embedding (3.19) holds.
Let Q be a fixed cube. As in the proof of Theorem 4.1, we use duality, and for h in Lp′ ,w (Q) of norm 1 we get (4.4), that is,
with constant independent of h and Q, because M (h s w s χ Q ) 1/s ∈ A 1 ∩ RH (p + /q) ′ , due to the choice of s > (p + /q) ′ . Under the conditions required to r we can apply Proposition 3.8 to obtain (4.12) and (4.13).
(b) The case p = p − (that is, p = 1). Now we are assuming that the inequality holds for p = 1 and
The proof is as in part (b) of the proof of Theorem 4.1 except for the fact that we need to choose s > p ′ + to guarantee that M (w s χ Q )
p ′ + /s is in A 1 . Under the assumptions on r, we are in the conditions of Proposition 3.4 with ν = p ′ + . Then (4.12) and (4.13) are deduced from (3.13) and (3.14) with p = 1.
Using this theorem and the embeddings given in Propositions 3.4 and 3.8 we can obtain results analogous to those of Corollary 4.4, for the corresponding ranges of p and classes of weights.
for all f ∈ L p 0 ,w (R n ) and w ∈ A p 0 /p − ∩ RH (p + /p 0 ) ′ , with a bound depending on the constant of the weight. Then for every p − < p < p + (and also p = p − if p 0 = p − ) and w ∈ A p/p − ∩ RH σ with σ ≥ (p + /p) ′ , and for every −n/p ≤ r ≤ −nσ ′ /p + we have
for all f ∈ L r p (λ, w, R n ). Weak-type inequalities like in Corollary 4.4 and vector-valued inequalities like in Corollary 4.7 can be written also in this setting.
Remark 4.10. In [CMP11] the authors get very general results with respect to extrapolation in Banach function spaces. But in this abstract setting they do not get results either at the endpoint (A 1 weights) or with respect to limited range extrapolation (cf. Theorems 4.8). They use a kind of duality (associated spaces) which is available for Morrey spaces of type L r p (w, R n ) (cf. [RS16] ), but we completely avoid it. However, their results deliver weighted inequalities which means that for applications to operators one still has to deal with the well-definedness of the operators (which we have done via embeddings).
Applications to mapping properties of operators
There is a plentiful list of operators fulfilling the requirements of one or more of the theorems of the previous section. As we mentioned in the introduction several of those operators have been proved to be bounded in Morrey spaces (unweighted or weighted) using in general the particular form of the operator or some particular pointwise bound. In most cases only the size estimate with the Morrey norm has been proved, without any discussion about the possible definition of the operator in the corresponding Morrey space. All of this is avoided with our approach. In what follows, we present a collection of applications of our general results. Vector-valued Morrey inequalities also hold in all cases, but we do not mention them. In the last subsection we give Morrey estimates with A ∞ weights and 0 < p < ∞.
Calderón-Zygmund operators and their maximal truncations.
It is by now a classical result that Calderón-Zygmund operators are bounded on L p,w (R n ) for w ∈ A p (1 < p < ∞), and that they are of weak-type (1, 1) with respect to A 1 weights. Here we can understand the term Calderón-Zygmund operator in the general sense, that is, when the operator is represented by a two-variable kernel K(x, y) with appropriate size and regularity estimates. The maximal operator associated to the Calderón-Zygmund operators taking the supremum of the truncated integrals also satisfies similar weighted estimates. For a proof the reader can consult [Gra09, Chapter 9]. Then we can apply Corollary 4.4.
The regularity assumptions on K(x, y) can be weakened and stated in some integral form called L r -Hörmander condition. In the convolution case it appears implicitely in [KW79] , and in a more general setting in [RRT86] , for instance. In that case the weighted inequalities hold for L p,w (R n ) for p ≥ γ and w ∈ A p/γ , where γ = r ′ . Then Corollary 4.4 applies. If the estimates are symmetric in the variables x and y of the kernel, duality can be used for the weighted estimates and the results of Corollary 4.9 apply. 5.2. Multipliers. Kurtz and Wheeden studied in [KW79] weighted inequalities for classes of multipliers defined as follows (see also [ST89] 
The result of Kurtz and Wheeden says that for 1 < s ≤ 2 and n/s < l ≤ n, T m is bounded on L p,w (R n ) if n/l < p < ∞ and w ∈ A pl/n ; its dual result for 1 < p < (n/l) ′ ; and of weak-type (1, 1) with respect to weights w such that w n/l ∈ A 1 . Although they do not make it explicit, interpolation gives that T m is bounded on L p,w (R n ) for w lp/n ∈ A 1 , when 1 < p ≤ n/l. We can apply Corollaries 4.4 and 4.9, depending on the values of p.
A particularly interesting case is M (2, l), which corresponds to the MihlinHörmander multipliers. For l = n the full range of results holds applying Corollary 4.4 with γ = 1. Let us particularize some of the results valid for any l > n/2:
• for p ≥ 2 and w ∈ A p/2 , we have boundedness on L r p (w, R n ) without restriction on r; for w ∈ A p/2 ∩ RH σ we have boundedness on L r p (λ, w, R n ) for −n/p ≤ r ≤ −n/(pσ) (Corollary 4.9 with p − = 2); • for 1 < p < 2 and w ∈ A p ∩RH σ with σ ′ < 2/p, we have boundedness on L r p (w, R n ) when r ∈ [−n/p, −nσ ′ /2] and on L r p (λ, w, R n ) for − − n/p ≤ r ≤ −n/(pσ) − n/2 (Corollary 4.9);
• for p ≥ 2 and w(x) = |x| β (or (1 + |x|) β ) with −n < β < n(p/2 − 1), we have boundedness on L r p (w, R n ) without restriction on r (Corollary 4.4 with γ = 2); • for p ≥ 2 and w(x) = |x| β (or (1 + |x|) β ) with −n < β < 0 we have boundedness on L r p (λ, w, R n ) for −n/p ≤ r ≤ β/p and if 0 ≤ β < n(p/2 − 1), we have boundedness on L r p (λ, w, R n ) for −n/p ≤ r < 0 (Corollary 4.9 with p − = 2 together with Remark 2.7); • for 1 < p ≤ 2 and w(x) = |x| β (or (1 + |x|) β ) with −np/2 < β ≤ 0, the boundedness on
. This is valid for p = 1 using the weak Morrey estimate. In the case of L r p (λ, w, R n ) the range is − n p ≤ r < −n
We apply Corollary 4.9 with p − = p and (p + /p) ′ = 2/p, and Remark 2.7.
• for 1 < p ≤ 2 and w(x) = |x| β (or (1 + |x|) β ) with 0 ≤ β < n(p − 1), we have boundedness on L r p (w, R n ) and on L r p (λ, w, R n ) when r ∈ [−n/p, −n/2). Here we use Corollary 4.9 with p + = 2 and the fact that these weights are in RH σ for all σ > 1.
The origin of Morrey spaces is in the study of the smoothness properties of solutions of PDEs. For this reason results on the multipliers M (s, l) related to their smoothness are interesting (cf. [Tri13, Tri14, Ros12] ).
Another interesting case of multipliers is that of Marcinkiewicz multipliers in one dimension. They are bounded on L p,w (R) for w ∈ A p (see [Kur80] ) and Corollary 4.4 gives all the Morrey boundedness results for 1 < p < ∞.
Rough operators. The rough singular integrals are defined in general by
T Ω,h f (x) = p.v. with Ω ∈ L 1 (S n−1 ) (y ′ = y|y| −1 ) and integral zero, and h defined on (0, ∞). The (weighted) boundedness of the operator is proved using additional assumptions on Ω and h. For instance, if both Ω and h are in L ∞ , it was proved in [DR86] that T Ω,h is bounded on L p,w (R n ) for w ∈ A p (1 < p < ∞), so that the full range is obtained for Morrey spaces from Theorem 4.1. If for fixed q > 1 we know that Ω ∈ L q (S n−1 ) and h ∈ L q ((0, ∞); dt/t) then the boundedness on L p,w (R n ) holds for w ∈ A p/q ′ (q ′ ≤ p < ∞) and also for some classes of weights obtained by duality for the range 1 < p ≤ q. These classes can further be extended by interpolation. Results of this type are in [Wat90] and [Duo93] . The weighted inequalities are very much like those for the multipliers of the previous section, hence similar Morrey estimates are obtained. Due to the openness properties of A p weights, D. Watson noticed that for Ω ∈ q<∞ L q (S n−1 ) and h ∈ q<∞ L q ((0, ∞); dt/t) the full range L p,w (R n ) for w ∈ A p and 1 < p < ∞ is also obtained. Hence the full range of Morrey estimates is deduced. Notice that in this case the kernel of the operator T Ω,h need not satisfy the size estimate (1.3).
Similar weighted estimates are known for the maximal operator defined from the truncated integrals of the rough operators.
5.4. Square functions. There exist several types of square functions for which our theorems apply.
The classical Littlewood-Paley operators in one dimension associated to the dyadic intervals are bounded on L p,w (R) for w ∈ A p (see [Kur80] ). A similar result holds in all dimensions in we consider the square functions of discrete or continuous type built using dilations of a Schwartz function with zero integral (see [Ryc01, Prop. 1.9] and the comments following it).
The Lusin area integral, the g λ functions, Stein's n-dimensional extension of the Marcinkiewicz integral and the intrinsic square function of M. Wilson are other examples of square functions for which the weighted inequalities on L p,w (R n ) for w ∈ A p (1 < p < ∞) are known to hold (see [TW90] and [Wil08, Thm. 7.2 and notes of Chapter 7]). Of course, all of them are covered by our Corollary 4.4.
Rough variants have been considered also for square functions with the introduction of some Ω ∈ L q (S n−1 ) as for the singular integrals mentioned above. The class of weights for which boundedness holds depends on q (see [DFP99] and [DS02] ).
On the other hand, we can mention Rubio de Francia's results of LittlewoodPaley type. The square function built using comparable cubes in R n is bounded on L p,w (R n ) for w ∈ A p/2 and 2 ≤ p < ∞ (see [Rub83] ) and in this case we can apply Corollary 4.4 with γ = 2 to obtain the corresponding Morrey estimates. For the square function built using arbitrary disjoint intervals in R we can apply Corollary 4.4 to the result of [Rub85] in which the boundedness of the operator is obtained for L p,w (R n ) with w ∈ A p/2 and p > 2 (the endpoint p = 2 remains open).
5.5. Commutators. There are several results on weighted inequalities for commutators to which we can apply our theorems to obtain the corresponding Morrey estimates. Let us mention in particular the remarkable result of where T is a Calderón-Zygmund operator in (5.1), M is the Hardy-Littlewood maximal operator in (5.1) and (5.2), M ♯ is the sharp maximal function (see [Duo01, p. 117] ) in (5.2), and I α and M α are the fractional integral and the fractional maximal operator of order α ∈ (0, n) (see [Duo01, ) in (5.3). Similar inequalities hold with L r p (λ, w, R n ) instead of L r p (w, R n ) if w is assumed to be in RH σ and −n/p ≤ r ≤ −n/(pσ).
The inequalities are derived from their L p,w counterparts using Corollary 4.3. A proof of the needed L p,w estimates using extrapolation can be found in [CMP04] , where references concerning the original inequalities (obtained by means of good-λ inequalities) are given. In a similar way, other L p,w inequalities appearing in [CMP04] can also be written with Morrey norms. In that paper weak-type inequalities and vector-valued inequalities are also given and they can also be transferred to the Morrey setting, but we do not go into this in detail. Weighted inequalities with Morrey norms involving M ♯ with A ∞ weights may be found also in [NkSa17, Corollary 2].
