Using various tools from representation theory and group theory, but without using hard classification theorems such as the classification of finite simple groups, we show that the Jones representations of braid groups are dense in the complex Zariski topology when the parameter t is not a root of unity. As first established by Freedman, Larsen, and Wang, we the same result when t is a non-lattice root of unity, other than one initial case when t has order 10. We also compute the real Zariski closure of these representations. When such a representation is indiscrete in the analytic topology, then its analytic closure is the same as its real Zariski closure.
INTRODUCTION
In this article we will study representations of braid groups associated with the Jones polynomial J(L,t). Our question is to determine the closures of these representations, which are then Lie groups. Freedman, Larsen, and Wang [4] computed these closures in the important case where t = exp(2πi/r) is a principal root of unity. In this case, the (reduced) braid representations are unitary, and the braids can be interpreted as quantum circuits. Freedman, Larsen, and Wang established that the Jones representations are eventually dense if r = 5 or r ≥ 7. This has the important corollary that these representations are universal for quantum computation.
In this article t will usually be a complex number which is not a root of unity. Although the Jones polynomial is not directly a model of quantum computation for these values of t, the closure of the braid group representation is still interesting for related questions in complexity theory [1] . Also, we will say more about the Zariski closure of the braid group action in the target group GL(N, C), rather than the closure in the usual topology. Switching to the Zariski topology simplifies the question, and yet in many cases it does not change the question very much. Our main results are as follows:
Theorem 1.1. Let t ∈ C be a non-zero complex number, and let n ≥ 4 and c ≥ 0 be integers. Let X(n · 1, c,t) be the (reduced) Jones representation of the braid group B n with quantum parameter t, n ordinary strands, and the strand color c at infinity. If t is not a root of unity, or if t is a root of unity of
order r ≥ 5 and r = 6, 10, then the representation is complex Zariski dense in SL(X(n · 1, c,t)). When r = 10, the same is true with n + c ≥ 5.
A complex number t is a lattice root of unity if it is a root of unity of order 1, 2, 3, 4, or 6. (So that the ring Z[t] is a discrete lattice in C.) Theorem 1.1 is trivially true when t = 2 or t = 3, because then the reduced Jones representations are all 1-dimensional. It is false when t = 1 because the Jones representation is large but trivial; and it is false when t = 4 or t = 6 for less trivial reasons. When r = 10, the projective image of the braid group action on X(3 · 1, 1,t) = X(4 · 1, 0,t) lies in PSU(2) ∼ = SO (3) and is that of the icosahedral group.
actions, such as those coming from the colored Jones polynomial or other quantum link invariants. (The Jones polynomial is associated to defining representation of the Lie algebra sl (2) . There is a polynomial invariant for every simple Lie algebra, colored by its irreducible representations.)
As an example use of our tools, case 4 of Corollary 1.2 follows from case 5, the FLW theorem, using the fact that the complex Zariski topology is preserved by Galois automorphisms of C. The action in case 4 is then dense if and only if there is a braid whose action is an elliptic element of infinite order.
In Section 7, we will discuss examples where the braid group acts discretely or indiscretely on X(3 · 1, 1,t) = X(4 · 1, 0,t) and X(4 · 1, 2,t) in the analytic topology. Again, case 6 of Corollary 1.2 says that if B n acts indiscretely, then it is dense in its real Zariski closure. 3 acts discretely on X(3 · 1, 1,t), or equivalently when B 4 acts discretely on X(4 · 1, 0,t), in the cases t ∈ R and |t| = 1.
Theorem 1.4. The following is a complete classification of when B

Let t = 0, −1 be real. Then B 3 acts discretely in
PGL(X(3 · 1, 1,t) R ) in the following cases:
2. Let t = exp(iθ ) with 0 < |θ | < 2π/3. Then B 3 acts discretely in the compact group PSU(X(3 · 1, 1,t)) if and only if |θ | = π − (2π/n).
3. Let t = exp(iθ ) with π > |θ | > 2π/3. Then B 3 acts discretely in the non-compact group PSU(X(3 · 1, 1,t)) if and only if |θ | = π − (2π/n).
If t + t
−1 = 1 + 2 cos 2π 7 ,
then B 4 acts indiscretely in PGL(X(4, 2,t) R ).
Finally in Section 7, we will discuss the following corollary of Theorem 1.1. It is used in a previous paper [8] to establish that certain values of the Tutte polynomial are #P-hard to estimate multiplicatively. [8] , using all x, y = 1, generate PSL(V (n) R ), where V (n) R is the real skein space of the Tutte polynomial on n vertices with Potts model parameter q ≥ 4.
Corollary 1.5. The edge operators A j,y and B j,x defined in
We the definitions needed in the statements of the main results: If F is an infinite field, the Zariski topology on the vector space F N , or any subset of F N , is the coarsest topology in which the solution set of a polynomial equation is closed. If we interpret SL(N, C) as a subset of C N 2 , it inherits a complex Zariski topology. If instead we interpret it as a subset of R 2N 2 , it inherits a real Zariski topology. If we further restrict to SU(P, Q) ⊂ SL(N, C) with P + Q = N, then the real and complex Zariski topologies agree. Likewise SL(N, R) has the same Zariski topology, whether it is viewed as a subset of R N 2 or as a subset of SL(N, C) with either of its Zariski topologies.
The analytic topology on any subset of R N or C N is the usual topology used in calculus and in most mathematics.
If G is a topological group with a closed subgroup H and another subgroup Γ, then we say that Γ is dense in
An operator x on a vector space X is elliptic if it is diagonalizable, and if its eigenvalues are all on the unit circle.
Quantum algebra
The Jones polynomial can be defined from the Kauffman bracket, which is defined by these skein relations:
For the moment, we let t 1/4 ∈ F\ {0} for a field F of characteristic 0. Note also that the Kauffman bracket is only invariant under two of the three Reidemeister moves; it gains a factor of t 3/4 under the first Reidemeister move. Given non-negative integers n and c of the same parity, define the skein space W (n · 1, c,t) to be the vector space of formal linear combinations of planar matchings in a rectangle, with n points on the left and c points on the right. The elements of W (n · 1, c,t) are skeins. The c points on the right are together called a clasp. We set to 0 those matchings that have a U-turn at the right side:
The braid group B n acts on W (n · 1, c,t) by braiding the clasps and then expanding crossings:
When t is not a root of unity, we let X(n ·1, c,t) = W (n ·1, c,t); this skein space with the action of B n is then projectively equivalent to the Jones representation. Projective equivalence does not change the dense properties of interest to us; see Lemma 3.7.
We would like to define W (n · 1, c,t) F over a field F that does not contain t 1/4 or even t 1/2 . To this end, we first let each braid generator be a right-handed crossing times t 1/4 :
. Second, we bicolor the complementary regions of a matching in the rectangle, so that regions are alternately black and white and the top region is white:
. Then we can define a matching to be even or odd according to the number of black regions in the coloring. If we multiply the odd matchings by t 1/2 , the result is a basis for which action of B n is defined over F.
The skein space W (n · 1, c,t) carries a natural bilinear form which is used to define X(n · 1, c,t) when t is a root of unity. If r is the order of t, we assume that c ≤ r − 2. Given two skeins A and B, we pair them by sewing their rectangles together at both ends. Where the clasps meet, we insert a special skein called a Jones-Wenzl projector (defined in Section 5):
. The Kauffman bracket value of this diagram is then the value of the pairing. When t is a root of unity, the form A, B has a kernel, and X(n · 1, c,t) is defined by annihilating this kernel so that A, B is non-degenerate in the quotient.
If a skein A has crossings, then we define its reflection A by switching left and right crossings. The form A, B is invariant under the action of B n , and when |t| = 1 it is Hermitian. Lemma 3.2 uses the Zariski topology as a convenient converse, using closures of groups to help compute decompositions of representations. In order to define the Zariski topology on a group G, we first choose a class V of admissible representations over an infinite field F. The V should be closed under passing to duals, direct sums, tensor products, and subrepresentations (because taking this closure does not change the resulting topology). Given V , the Zariski topology on G is the topology whose closed sets are generated by solutions to polynomial equations in the entries of the matrices of representations V ∈ V , using some basis for V .
THE TOOLS
If G ⊆ GL(N, F), then one standard admissible class is the set of representations generated from the defining representation V = F N . In particular, this V generates the adjoint representation. We are also interested in the real Zariski topology on GL(N, C). This topology is generated by the same representation V = C N , but interpreted as a real vector space V ∼ = R 2N instead. An algebraic group is an affine algebraic variety that is also a group with an algebraic group law. Not every group with a Zariski topology in our sense is an algebraic group. However, any Zariski-closed subgroup of GL(N, F) is an algebraic group, and this covers all cases of interest to us. Lemma 3.4 is a major reason to trust the Zariski topology in our context. Indeed, the Zariski topology is more trustworthy than the analytic topology, in the sense that Lemma 3.4 is not always true in the analytic topology for non-compact groups. Example. Consider the ring Z[ √ 3] (or the ring of integers of any other real Galois number field larger than Q). Let Γ be the group of pairs of matrices (x, x) in
) and x is its Galois conjugate. Then Γ is a discrete subgroup of G because it is Zariski dense but not analytically dense. It is not analytically dense because the product of two entries of x and x in the same position is an ordinary integer. On the other hand the projection of Γ onto either factor is SL(2, Z[ √ 3]), which is dense. This is a counterexample not only to Lemma 3.4, but to its use in combination with Lemma 3.5 below.
Lemma 3.5 (Diagonal; P. Hall [6] 
A Lie group G is minimal simple if its Lie algebra g is simple, and if it is connected and has no center. (See the remarks after Lemma 3.6.) In the setting of the lemma, a subgroup H is diagonal if the following holds: There exist isomorphisms φ j,k : G j → G k for some pairs of the groups G 1 , G 2 , . . . , G ℓ . For each k, at most one φ j,k should be chosen, and only when j < k. Then H consists of those elements (g 1 , g 2 , . . . , g ℓ ) such that g k is unrestricted when φ j,k does not exist, and such that
After showing that various representations V = X( c) of Γ = PB n are dense, Lemma 3.5 is the main tool to show that they are jointly dense. Although it is stated in a different form, this tool is similar in spirit to the Independence Lemma of [1] .
Lemma 3.6 (Stem). If π :G → G is a stem extension of groups, and if H ⊆G projects onto all of G, then H =G.
One role of Lemma 3.6 is to clear up some confusion in the terminology for Lie groups. A surjective homomorphism π :G → G is a stem extension if ker π is central and lies in the commutator subgroup ofG. A group is quasisimple if it is a stem extension of a simple group. A Lie group G is quasisimple if and only if it is connected and its Lie algebra g is simple. However, the standard terminology for such a Lie group is that it is "simple". Thus, SL(N, C) is only quasisimple as a group even though it is a simple Lie group. We call a Lie group minimal simple if it is simple as a group, for example PSL(N, C).
Lemma 3.7 (Commutator denseness). Consider the following diagram of groups:
.
Suppose that each G k is a topological group, that the projection G 3 ։ G 4 is a stem extension that sends closed subgroups to closed subgroups, that the groups on the right are commutator subgroups as indicated, and that
Note that the projection G 1 ։ G 2 in Lemma 3.7 need not be a stem extension. The lemma will be used when the four groups G k are GL(N, C), PGL(N, C), SL(N, C), and PSL(N, C); or when they are analogous real or unitary groups; or when they are products of these groups. It is useful in conjunction with Lemma 3.5 because for instance PSL(N, C) is a minimal simple Lie group, while SL(N, C) is simple but not minimal and GL(N, C) is not simple. Among other consequences, we need only be interested in representations up to projective equivalence.
Lemma 3.8 (Subrepresentation). Let V be a representation of a group G over a field F, and suppose that V decomposes as a direct sum of irreducible representations with multiplicity:
V = n 1 V 1 ⊕ n 2 V 2 ⊕ · · · ⊕ n ℓ V ℓ .
Then every G-invariant subspace W ⊆ V decomposes as
where for each k,
Lemma 3.8 is used mainly for Lemma 3.9 below.
Lemma 3.9 (Connectness). Suppose that a vector space X over a field F is a multiplicity-free representation of two groups G and H. Let
be the G-irreducible decomposition of X and let
be the H-irreducible decomposition. Define a directed graph C(X, G, H) on these summands, with an edge from V j to W k (or vice versa) if there exists v ∈ V j with a non-zero component in W k . Then X is an irreducible of the free product G * H if and only if C(X, G, H) is strongly connected.
To review, a directed graph C is strongly connected if for every two vertices p and q, there is a directed path in C from p to q.
We will use Lemma 3.9 in combination with Lemma 3.1 to inductively show that the adjoint space V = sl(X(n · 1, c,t)) is irreducible under B n . The groups G and H will be two copies of B n−1 in B n . 
Lemma 3.11 (Rotation). Let Γ be a subgroup of a Lie group G that acts on a vector space V . If Γ has an elliptic element g of infinite order, then Γ is indiscrete in G in the analytic topology. If G = SU(P, Q) with its defining representation and if Γ is finitely generated and analytically dense, then Γ has an elliptic element g of infinite order.
Lemma 3.11 is a tool to establish analytic denseness once the real Zariski closure has been computed. We will not directly use Lemma 3.12 as a tool, but it sheds light on what to expect in Theorem 1.4.
PROOFS OF THE TOOLS AND MORE LEMMAS
In this section, we will prove the lemmas in Section 3. We will also discuss some other lemmas that are either related but not directly used, or are used but are more technical or secondary.
Lemma 3.1 holds in both the analytic topology and in the Zariski topology. Its proof is elementary in light of the fact that a closed subgroup of a Lie group is a Lie group. The idea of stating the lemma might not be considered elementary, although it is standard in some contexts.
Lemma 3.2 is also elementary; it follows immediately from the fact that a linear subspace of V is Zariski closed, and that the group action G × V → V is Zariski continuous. What is somewhat less elementary is the context of other basic facts about the Zariski topology. For instance, one relevant fact is that the group law G× G → G is Zariski continuous, i.e., G is a topological group relative to its Zariski topology. This follows from the fact that matrix multiplication is Zariski continuous, because there is a polynomial formula for matrix multiplication.
Lemma 3.3 is originally due to Chevalley and follows quickly from the Stone-Weierstrass theorem [10, Prop. 4.6.1].
Lemma 3.4 is a standard result in the theory of algebraic groups. It follows from another theorem of Chevalley, that the image of any algebraic set under an algebraic map is constructible [2, Cor. 1.4].
Proof of Lemma 3.5. The proof is by induction on ℓ. We first number the Lie factors of G in order of non-increasing dimension, and then after the Lie factors number the finite factors in order of non-increasing cardinality. Let
be the projection of H onto the first ℓ − 1 factors. We can assume by induction that π(H) = G ′ by applying the lemma to π(H) and then replacing G ′ by π(H).
The kernel ker π is a subgroup of G ℓ , and we claim that it is normal. Suppose that h = (1, 1, . . . , 1, a) ∈ ker π. Since H surjects onto G ℓ , this means that for every g ℓ ∈ G ℓ , there exists
for some choices of the other coordinates. Then
so that ker π is normal in G ℓ as claimed. If ker π is non-trivial, then ker π = G ℓ and H = G and we are done. If instead ker π = 0, then H is the graph of a continuous group homomorphism α : G ′ → G ℓ , and α factors as a direct product of homomorphisms α k : G k → G ℓ . The domain and target of α k are both minimal simple Lie groups and either dim G k ≥ dim G ℓ or |G k | ≥ |G ℓ |. Therefore α k is either the trivial homomorphism or an isomorphism. Moreover, since G ℓ is non-commutative, it is not possible for more than one α k to be surjective. Thus at most one α k is an isomorphism and the others are the trivial homomorphism. This gives H the structure promised by the lemma.
Proof of Lemma 3.6 . Since H projects onto G, it intersects every coset of K = ker π. Therefore it is enough to show that H also contains K. By hypothesis, there exist commutators
Proof of Lemma 3.7 . The main idea is to define the commutator map
This map is continuous and surjective, so it sends the dense set Γ 2 × Γ 2 to dense set in G 4 , namely
. By Lemma 3.6, and by the hypothesis that the map from G 3 to G 4 sends closed subgroups to closed subgroups, Γ 3 is dense in G 3 . At the same time, Γ 3 ⊆ Γ 1 , as desired.
Lemma 3.8 is a standard fact in representation theory. We sketch a proof for completeness, and because the lemma and proof are similar to Lemma 3.5 and its proof.
Proof of Lemma 3.8. We first rename the decomposition of V as
where the summands are irreducible but not necessarily inequivalent.
The proof is by induction on ℓ. Let
be the projection of W onto the first ℓ − 1 summands. We can assume by induction that π is surjective, by applying the lemma to π(W ) and replacing V ′ by π(W ). If ker π is nontrivial, it is a submodule of V ℓ and it therefore is V ℓ . Thus if ker π is non-trivial, then W = V and we are done. Suppose instead that π is a bijection between W and V ′ . Then W is the graph of a linear map α : V ′ → V ℓ . The map α is the direct sum of maps α k : V k → V ℓ . By Schur's lemma, α k = 0 when V k ∼ = V ℓ . (This part of Schur's lemma does not require an algebraically closed field.) Thus α is supported only on those summands of V ′ isomorphic to V ℓ , which is the structure promised by the lemma.
Proof of Lemma 3.9 . The idea of this lemma is that if several assertions are related by a strongly connected set of inferences, then the assertions are all equivalent. For instance it is common to say "p implies q implies r implies p, therefore p, q, and r are equivalent".
Let Y be a subspace of X which is invariant under both A and B, and consider the assertions that
On the other hand, if C(X, G, H) is not strongly connected, then it has a strongly connected component D with no outward edges. It is easy to confirm that the summands {V j } of D have the same direct sum as the summands {W k } of D. This direct sum Y is then both G-invariant and H-invariant, so that X is not irreducible.
Proof of Lemma 3.10 . This lemma is almost just the classification of real forms of the complex simple Lie algebra sl(N, C), but it needs some extra reasoning at the level of algebraic groups. The real forms are well-known and match the conclusion of the lemma; see for instance Fulton and Harris [5, §26.1] for a list at the Lie algebra level.
The real algebraic group G has a complexification G C . We can assume, by passing to a finite-index subgroup, that G is connected in the real Zariski topology. Then by construction, G C is a subgroup of the complexification SL(N, C) × SL(N, C) of SL(N, C) as a real algebraic group. G C maps to each factor of SL(N, C), and each of these maps α and α extends the inclusion of G. The map α is complex algebraic and α is its complex conjugate. By Lemma 3.4, the image of α is closed, and then surjective by the hypothesis that G is complex Zariski dense. Thus by Lemma 3.5, G C is either all of SL(N, C) × SL(N, C), or it is the graph of a real algebraic automorphism of SL(N, C). Thus either G = SL (N, C) , or G C = SL(N, C) and G is a real form, as desired.
Proof of Lemma 3.11 . The first claim of the lemma is elementary. In a basis in which g is diagonal, it is contained in the compact group of diagonal unitary matrices. Therefore if g has infinite order, it generates an indiscrete subgroup.
The second claim rests on two ideas. The first idea is to argue by counting degrees of freedom that the elliptic elements in SU(P, Q) include an open set. Therefore any dense subgroup has many elliptic elements. Let N = P + Q. Then dim SU(P, Q) = N 2 − 1.
Moreover, the set of orthogonal line bases in C (P,Q) , with P positive lines and Q negative lines, is a manifold of complex dimension N 2 and real dimension N 2 − N. If B is such a line basis, then we can construct an elliptic element g which is diagonal in this basis. The element g has N − 1 additional degrees of freedom, because its entries are complex numbers of norm 1 whose product is 1. Indeed, for every ε > 0, there is an open set of elliptic elements with at least one eigenvalue exp(iθ ) with ε < θ < 2ε. Thus Γ must have elliptic elements of either infinite order or unbounded finite order.
The second idea is similar to the proof of Malcev's theorem that Γ is residually finite. The matrix entries of the elements of Γ lie in a field F ⊆ C which is finitely generated over Q. It is an interesting fact that any subfield of a finitely generated field is still finitely generated [9, Th. 3.3.5]; in particular the algebraic subfield of F is a finite-dimensional field F ′ ⊇ Q. A root λ of a characteristic polynomial of an element g ∈ G is then either transcendental, or it lies in a field F ′′ ⊇ F ′ whose degree over F ′ is bounded by N. This imposes an upper bound on the order of λ if it is a root of unity, because for every n, there are only finitely many roots of unity of algebraic degree n. Thus it is not possible for Γ to have elliptic elements of unbounded finite order; it must instead have elliptic elements of infinite order. Lemma 3.12 follows quickly from the standard result [3, Th. 2.1] that if Γ has elements in a small enough neighborhood of 1 ∈ G whose logarithms generate the Lie algebra g (or even span g), then Γ is dense.
QUANTUM ALGEBRA
In this section we review some of the properties of the Kauffman bracket and by extension the Jones polynomial. For a more complete introduction to this theory, see for instance Kauffman and Lins [7] .
The Jones-Wenzl projector of color c can be defined recursively as follows:
Here and below, a strand labelled by n is shorthand for n strands. Also
is a quantum integer. Because of a quantum integer appearance in the denominator, if t has order r, then the Jones-Wenzl projector of color c is only defined when c ≤ r − 1. Moreover, the color r − 1 is suppressed, because any reduced skein space such as X(n · 1, r − 1,t) vanishes. So we say that c is an admissible color if c ≤ r − 2.
If c = (c 1 , c 2 , . . . , c ℓ ) is a vector of admissible colors, then we can define a generalized skein space W ( c,t) and reduced skein space X( c,t). The space W ( c,t) is defined using ℓ clasps of the respective colors:
As before, the reduced space X( c,t) is defined by gluing together two skeins with projectors and dividing by the kernel of the resulting bilinear form.
We will also need three standard results in the skein theory of the Kauffman bracket and one structural result. We omit the proofs; see [7] for the general theory.
The structural result that we will need is the following wellknown splitting formula.
Theorem 5.1 (Splitting). If c and c ′ are two lists of colors and c ⊕ c ′ is their concatenation, then
where the map
is given by gluing together skeins using a projector of weight a.
We will need the effect of a full twist on a projector.
Lemma 5.2. c = t c(c+2)/4 c
We will also want an explicit change-of-basis formula between the two ways to split X(c, 1, c, 1,t) . Then
Finally we will need the following two dimension inequalities:
Lemma 5.4. Let t be a root of unity of order r with r even, and let
Proof. Theorem 5.1 implies a recursive characterization of the numbers
when c is admissible. Namely,
A simple induction argument shows that d(n, c, r) > 0 when c ≤ n and c + n is even and that d(n, c, r) = 0 otherwise. Now let
e(n, c, r) = d(n, c, r) − d(n, r − 2 − c, r).
It is easy to check that e(n, c, r) satisfies the same recurrence as d(n, c, r 2 ). Therefore these numbers are equal, and the inequality for d(n, c, r) is the desired claim. Proof. We use the abbreviation d(n, c, r) in Lemma 5.4 and the recurrence that these numbers satisfy. We obtain
It is then easy to check the lemma by induction for n ≥ 6.
PROOF OF THE MAIN RESULTS
The proof of Theorem 1.1 is by mutual induction with Theorem 1.3. For convenience, we let r be the order of t if it is a root of unity, and let r = ∞ otherwise.
Proof of Theorem 1.3. Lemma 3.7 tells us that we can replace each group G k with PSL(X), PSL(X R ), or PSU(X), where X = X(n · 1, c,t). Lemma 3.4 tells us that we can replace the action of B n by its Zariski closure in each factor. Then Lemma 3.5 tells us that our aim is to show that two representations X = X(n ·1, c,t) and X ′ = X(n ·1, c ′ ,t) are inequivalent, in the sense that there does not exist an isomorphism α of the corresponding groups that equates the actions of B n . Moreover, the graph of α has to be closed in the relevant Zariski topology, which implies that α is continuous in the analytic topology.
Consider first the case
In this case, the only associated automorphisms of PGL(N, C) are:
T Here x is a matrix. If instead α is a map from PSU(X) to PSU(X ′ ), or from PSL(X R ) to PSL(X ′ R ), then the automorphisms have the same formulas, except that the last two are equivalent to the first two. In the complex Zariski topology, only the first two choices of α have a closed graph. Finally, since we are working in projective linear groups, x is only defined up to a scalar factor.
So we are interested in a "fingerprint" of the representation X that will distinguish it from other representations X ′ . the fingerprint can make use of the spectrum of the action of an element g ∈ B n , up to a scalar factor, up to inversion, and up to conjugation, because that information is preserved by all choices of α. If dim X = 1, then fingerprinting is not necessary because the corresponding group such as PSL(X) is trivial.
By Theorem 5.1,
Let g be the full twist on the first n − 1 strands. Then by Lemma 5.2, its eigenvalues are proportional to t (c+1)(c+3)/4 on
X((n−1)·1, c+1,t) and t (c−1)(c+1)/4 on X((n−1)·1, c−1,t).
Or, after rescaling, the eigenvalues are t c+1 and 1. One of the eigenvalues is suppressed when c = 0 and when c = r − 2. Together with n itself, this is a complete fingerprint for X when t is not a root of unity or when r is odd. When r is even, this data does not distinguish c from r − 2 − c, because we can switch the spectrum (t c+1 , 1) with (t r−2−c+1 , 1) by inverting t and rescaling. However, by Lemma 5.4,
t).
Thus the strand number n, the eigenvalues of g, and the dimension dim X are a complete fingerprint for X and prevent the existence of the isomorphism α.
Proof of Theorem 1.1. The proof is by induction and the base case is X(3 · 1, 1,t) = X(4 · 1, 0,t). First suppose that t is not a root of unity. In this case, let τ 1 and τ 2 be the braid generators of B 3 acting on X (3 · 1, 1,t) . Then the action of τ 1 is t −3/4 0 0 −t 1/4 in the basis while the action of τ 2 has the same matrix as τ 1 , but in the basis By Lemma 5.3, the change of basis matrix is:
The Zariski closure in PSL(2, C) of the action of τ 1 , in its basis, is
The Lie algebra sl(2, C) has a multiplicity-free decomposition under this action, and by Lemma 3.8 it has only four τ 1 -invariant subspaces: * 0 0 * * * 0 * * 0 * * * * * * .
Because the change-of-basis matrix M is full, the Lie algebra of the Zariski closure of τ 2 only lies in the last choice. (This argument is actually a special case of Lemma 3.9. Thus the Lie algebra of the Zariski closure is all of sl(2, C), and the group is PSL(2, C). Suppose that t is a root of unity. For convenience we instead consider the action of B 4 on X = X(4 · 1, 0,t). Also for convenience, we assume that t is a principal root of unity, which is not a loss of generality because the complex Zariski topology is Galois-invariant. Let τ 1 , τ 2 , τ 3 be the braid generators, and let
Then in PU(X) ∼ = PSU(X) ∼ = SO(3), σ 3 has order 3 and σ 4 has order 2. Meanwhile
has eigenvalue ratio −t, so it has order s = 2r when r is odd, s = r/2 when r = 4k + 2, and s = r when r = 4k. The braids σ 3 , σ 4 , and τ 3 generate B 4 , and their action, if finite, is that of the (2, 3, s) triangle group. However, this triangle group is infinite when s ≥ 7, so the action is dense. When r = 10, then s = 5, and the action of B 4 is that of the icosahedral group. Crucially, this action is adjoint-irreducible and the image is a simple group. These properties will make it usable as a base for induction even though it is not a case of the theorem. The inductive step of this case will be saved for last.
For the inductive step, let X = X (n · 1, c,t) . If c = n, there is nothing to prove because dim X = 1. If c = 0 and n > 0, there is also nothing to do because X(n · 1, 0,t) = X ((n − 1) · 1, 1,t) .
Likewise if t has order r and c = r − 2, then
So suppose that n > c > 0 and that either t is a non-root-ofunity or that c ≤ r − 3. Then as in the proof of Theorem 1.3.
Moreover, there are two different splittings, depending on whether we restrict to the first n − 1 strands or the last n − 1 strands. Let G be the braid group on the first n − 1 strands and let H be the braid group on the last n − 1 strands. Let V 1 and V 2 be the G-invariant summands with colors c + 1 and c − 1, and likewise let W 1 and W 2 be the H-invariant summands.
We want to determine the position of V 1 and V 2 relative to W 1 and W 2 using the splitting a, 1, c, 1) , where the first factor uses the middle n − 2 strands. In particular we will use the summand with a = c, which must be nonzero given our assumptions on n. Call this summand Y ⊗ Z, where
Then the four skeins in Lemma 5.3 are in Z; when tensored with Y , they place copies of Y in each of V 1 ,V 2 ,W 1 ,W 2 . Lemma 5.3 then says that the change-of-basis matrix between these skeins has no zero entries. Thus the graph C(X, G, H) of Lemma 3.9 is strongly connected, so that X is an irrep of B n . However, we are interested in sl(X), which is a more complicated case. This vector space decomposes as:
where the last summand I G correspond to traceless operators on X that act by scalars on both V 1 and V 2 . By induction, and by Lemma 3.2, each term in this decomposition is G-irreducible, but we would also like to know that it is multiplicity-free. For that purpose, Theorem 1.3 says that we can use the action of SL(V 1 ) × SL(V 2 ) to distinguish the summands. Note also that if dimV k = 1, then sl(V k ) vanishes; it is a null term in the decomposition.
Recall that the adjoint representation of SL(V ) is irreducible and inequivalent to the defining representation, and that the defining representation is not self-dual if dimV ≥ 3. Thus all of the terms in the decomposition are inequivalent, except that V 1 ⊗ V * 2 and V 2 ⊗ V * 1 are equivalent when V 1 and V 2 have dimension at most 2. By Lemma 5.5, the exception occurs only when n = 4 and c = 2.
To address this exception, let g ∈ G be the full twist on the first n − 1 strands, as in the proof of Theorem 1.3. The eigenvalue ratio of g acting on V 1 and V 2 is t c+1 = t 3 . Therefore its eigenvalue ratio on V 1 ⊗ V * 2 and V 2 ⊗ V * 1 is t 6 . We know that t 6 = 1 since t is a non-lattice root of unity, so V 1 ⊗V * 2 and V 2 ⊗V * 1 are distinguished by the action of g. Thus equation (2) is a multiplicity-free decomposition in all germane cases.
By the same reasoning,
is the H-irreducible decomposition of sl(X) and it is also multiplicity-free. Thus Lemma 3.9 applies to sl(X), provided that C(sl(X), G, H) is strongly connected. This is our final claim to establish the theorem.
be a vector, and consider its Hdecomposition
By the structure of C(X, G, H), the vector v 1 and the dual vector v * 2 can be chosen so that all four terms in the Hdecomposition are non-zero. Moreover, w k ⊗ w * k must have a non-zero component in sl(V k ) when dimV k ≥ 2, because it is a rank 1 operator and cannot be proportional to the identity. Thus in C(sl(X), G, H), there is an edge from V 1 ⊗V * 2 to every H-invariant summand other than possibly I H .
We also claim that there is an edge from I G to at least one Hirreducible summand other than I H . This will happen unless I G = I H . They cannot be equal, because the eigenspaces of x ∈ I G are V 1 and V 2 , while the eigenspaces of y ∈ I H are W 1 and W 2 ; and these subspaces of X are different.
Moreover, sl(X) is a self-dual representation using the bilinear form Tr(xy) (the Killing form). This implies that if C(sl(X), G, H) has an edge from a vertex A to a vertex B, it also has an edge from B * to A * . Moreover, for all of the edges constructed so far, we can switch V 1 and V 2 with W 1 and W 2 . All told, these edges render C(sl(X), G, H) strongly connected. This concludes the proof when r = 10.
Finally let r = 10. The projective action of B 3 on X(3 · 1, 1,t) is that of the icosahedral group. Since this action is both adjoint-irreducible and a finite simple group, it can be used in Theorem 1.3, and in the rest of the above argument when n = 4. We can conclude that the action of B 4 on X(4 · 1, 2,t) is adjoint-irreducible, but we also claim that it is indiscrete, and this claim needs a separate argument. An ad hoc search in Sage reveals that commutator We claim that this is an irrational angle, although at first glance it is not clear. By Galois theory, λ has degree at most 4 over Q. Thus if λ did have finite order s, the Euler totient φ (s) of s would be at most 4, so that s ≤ 10. The approximation to θ thus tells us that g has infinite order and the action of B 4 is dense.
The projective action of B 4 on X(4 · 1, 0,t) is also that of the icosahedral group. However, this and the action on X(4 · 1, 2,t) are enough to show adjoint irreducibility when n = 5. When n = 5 none of the actions can be discrete, and the case r = 10 thus merges with the other cases.
Proof of Corollary 1.2. As suggested in Section 3, cases 2 and 4 follow from Lemma 3.10 together with the existence of X(n · 1, c,t) R when t is real, and the invariant Hermitian structure on X(n · 1, c,t) when |t| = 1 as described in Section 5. Lemma 3.10 likewise implies cases 3 and 5 follow in the real Zariski topology.
To complete cases 3 and 5, note that the criterion of Lemma 3.11 is easily satisfied, albeit for different reasons. In case 3, the ratio of the eigenvalues of a braid generator τ 1 (say) is −t. Thus when |t| = 1 but t is not a root of unity, then τ 1 is an elliptic element of infinite order. In case 5, if B n acts discretely, then it acts finitely and is not complex Zariski dense in SL(X (n · 1, c,t) ). As mentioned, case 5 also follows from Lemma 3.3.
As mentioned, case 6 follow from Lemma 3.1. Finally consider case 1. This case is established by induction on n. First, let X = X (3 · 1, 1,t) . By Lemma 3.10, we wish to show that the projective action of B 3 is not contained in any copy of PSU (2) or PSU(1, 1) or PSL(2, R). Specially to dimension 2, PSU(1, 1) and PSL(2, R) are conjugate in PSL(2, C). Moreover, the normalizer of PSL(2, R) can be written as PGL(2, R) in PGL(2, C) = PSL(2, C). The normalizer of PSU (2) is itself.
Again, the eigenvalue ratio of the braid generator τ 1 is −t. Since the ratio does not have norm 1, it is not contained in any conjugate of PSU (2) . Since the ratio is not real, it is not contained in any conjugate of PGL(2, C).
In the inductive case, let X = X(n · 1, c,t). This X is a direct sum of many copies of X (3 · 1, 1,t) and X(3 · 1, 3,t) . The commutator subgroup [B 3 , B 3 ] of B 3 must still be real Zariski dense in its action on X (3 · 1, 1,t) , while its action on X (3 · 1, 3,t) is trivial. Therefore the Lie algebra of the real Zariski closure of the action of [B 3 , B 3 ] includes both x and ix for some x ∈ sl(X). By Lemma 3.10, this implies that the action of B n is real Zariski dense.
OTHER RESULTS
Proof of Theorem 1.4. It will be more convenient to consider the action of B 4 on X(4 · 1, 0,t). Case 2 is a special case of Theorem 1.1, given that SU(X(4 · 1, 0,t)) is compact.
To analyze cases 1 and 3, it is useful to work in
and to recall that PGL(2, R) is the isometry group of the hyperbolic plane H 2 . (Note that in Lemma 3.10, "H" refers instead to the quaternions.) The non-trivial elements with positive determinant are rotations, hyperbolic translations, and parabolic motions. The elements with negative determinant are reflections and glide reflections. Recall also that PSL(2, C) is the rotation group of hyperbolic space H 3 . Reflections in PGL(2, R) are realized as rotations in H 3 that flip over H 2 . In particular, reflections are conjugate in PSL(2, C) to rotations by π, even though they are not conjugate in PGL(2, R).
An element g can be analyzed in terms of its eigenvalue ratio ρ = λ 1 /λ 2 . If ρ > 0, then g is hyperbolic. If ρ = 1 (formally, using generalized eigenvalues), then g is the identity or it is parabolic. if ρ = exp(iθ ), then g is a rotation by an angle of θ . If ρ = −1, then g is a reflection, and otherwise if ρ < 0 then g is a glide reflection.
As before, we let τ 1 , τ 2 , and τ 3 be the braid generators, and we let
In the basis 
Suppose first that t > 0. In this case, we use σ 3 and σ 4 as generators. The element σ 3 is a rotation by 2π/3, while the element σ 4 is a reflection. Then σ 4 , σ 3 σ 4 σ The structure of a vertex of the triangle can be determined from the element
As written, this element has determinant 1 and trace −t + 1 − t −1 . It is equivalent to negate the trace. When t + t −1 > 3, then the eigenvalues of γ = τ −1 2 τ 1 are real and positive, so that γ is hyperbolic and the vertices of T are hyperideal. In the marginal case that t +t −1 = 3, γ is parabolic. Finally when t + t −1 < 3, γ is elliptic. Using the formula
as t goes to 1 from either side, θ goes monotonically to π/3 from below. It is easy to see that for all of the values of t > 0 listed as discrete, the triangle T tiles the hyperbolic plane H 2 by reflections through its sides. B 4 acts on this tiling and the action is discrete. If we take the barycentric subdivision of each copy of T , the result is a tiling by a triangle T ′ with angles of π/2 and π/3, and either an ideal or a hyperideal vertex or an angle of θ /2. (See Figure 2(c) .) The fundamental domain of the action of B 4 is either one or two copies of T ′ . The more subtle fact is that the action is not discrete when θ = 2π/n. This is known from the classification of 2-dimensional orbifolds. Now let t < 0. In this case we pass to the basis After rescaling to make the matrix real, det σ 4 > 0 and σ 4 is a rotation by π rather than a reflection. Meanwhile σ 3 is a rotation by 2π/3 as before. The product τ 1 = σ 4 σ −1 3 has eigenvalue ratio −t; it is parabolic when t = −1 and is a translation otherwise. Thus the action of T preserves the same tiling by T ′ as before, where here T ′ always has an ideal or hyperideal vertex. This time B 4 acts by the orientation-preserving subgroup of the symmetry group of the tiling. Now consider case 3. In this case B 4 , and in particular σ 4 , preserves the invariant, indefinite Hermitian form on X(4 · 1, 0,t). Thus the action of B 4 is contained in a copy of PSU(1, 1) ∼ PSL(2, R), and not just in its normalizer isomorphic to PGL(2, R). The analysis from the previous paragraph continues, except that the eigenvalue ratio −t of τ 1 now tells us that τ 1 is a rotation by π − |θ |. Again, when this is of the form 2π/n, the action of This time, λ has degree at most 6 over Q. If it did have order s, then φ (s) ≤ 6 so that s ≤ 18. The approximation to θ shows that λ is not a root of unity and g is elliptic with infinite order. Thus by Lemma 3.11, the action of B 4 is indiscrete.
Remark. When t = −1 or t = exp(±2πi/3), the action of B 4 on the space W (4 · 1, 0,t) gives a natural extension of Theorem 1.4 because it is always 2-dimensional. When t = −1, the triangle T ′ has an ideal vertex and the projective action of B 4 is equivalent to PSL(2, Z). When t = exp(±2πi/3), then the action is equivalent to the orientation-preserving symmetries of the standard tiling of the Euclidean plane by equilateral triangles. Finally when t = 1, the action is finite and equivalent to the symmetry group of a single triangle.
Proof of Corollary 1.5. It is well-known that the weighted Potts model of a planar graph G can be realized within the Kauffman bracket by a skein replacement of every edge. Let Z(G, n) be the Potts model with n colors. We first let
Then we can make a Kauffman skein S from G so that
where G has v vertices. The skein S is obtained by replacing each vertex by doubling each incoming edge to two arcs, and stitching together these arcs into a planar matching:
=
Then if an edge has Potts weight y, we can replace it as follows: e can replace an edge with Potts weight y by
In the case that q > 4, we can take t > 1 and directly apply case 4 of Corollary 1.2, because a crossing is proportional to a weighted edge with a real weight. This tells us that the action of the edge operators is real Zariski dense in PSL(V (n) R ). At the same time, the action includes a Lie group of positive dimension, because the edge operator A j,y has a free parameter y. Thus the action includes all of PSL(V (n) R ).
The case q = 4 is more of a corollary of the proof of Theorem 1.1 and case 4 of Corollary 1.2. First, even though the corresponding value of the Jones polynomial is trivial, the Kauffman bracket still exists when t = 1. Instead of using crossings, the proofs still hold using the replaced edge operator in equation (3) . This time, instead of an eigenvalue ratio of t c+1 , the eigenvalue ratio is unrestricted because y is a free parameter. And the action includes a Lie group of positive dimension, so the action includes all of PSL(V (n) R ).
