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Resumo 
Nesta tese introduzimos o conceito de elemento regular decomposto e 
estudamos a dinâmica da ação de tais elementos sobre variedades fiag cor-
respondentes ao grupo de Lie SL(d,R). Baseados nesses conceitos, obtemos 
conjuntos estáveis e instáveis, conjuntos limites, assim como uma decom-
posição de Morse sobre ditas variedades. O estudo dessa dinâmica é feito 
com o objetivo de estender um resultado de controlabilidade global a tempo 
discreto para sistemas bilineares definidos por elementos de sl( d, R). Por 
outro lado, são estudados semigrupos no grupo S00 (d, 1), considerando em 
particular as propriedades de conexidade de semigrupos maximais de interior 
não vazio. Tendo em v-ista de que este tipo de semigrupo deixa invariante 
um subconjunto fechado com interior denso, dita conexidade está baseada 
na convexidade do subconjunto invariante em relação a métrica de Takeucbi-
Kobayashi e no conceito de reversibilidade relativa. Portanto, obtemos uma 
classe de semigrupos conexos e maximais. As demonstrações desses fatos ex-
igem o desenvolvimento de resultados preliminares em grupos semi-simples 
de posto um. 
Abstract 
In this thesis, we introduce a generalized concept of split-regular element 
and study the dynamics of such elements on the fiag manifolds corresponding 
to the Lie group SL(d,R). Based in these concepts, we obtain the stable and 
unstable manifolds, as well Morse decomposition on fiag manifolds. These 
dynamical aspects are studied with the purpose of applyi.ng them in order 
to extend a result of global controllability of discrete time bilinear systems 
defined by elements of sl(d,R). On the other hand, we study semigroups 
with nonempty interior in S00 (p, 1), considering in particular the connec-
tivity properties of the maximal semigroups. Taking into account that this 
type of semigroup leave invariant a closed subset with dense interior, such 
connectivity is based in the convexity of the corresponding inv-ariant subset 
with respect to the canonical metric of Takeucbi-Kobayashi and the concept 
of relative reversibility, which we introduce for this purpose. With this result 
we obtain a class of maximal connected semigroups. 
Introdução 
Nesta tese estudamos semigrupos em grupos de Lie semi-simples, complementando e 
detalhando resultados gerais da teoria. Um conceito básico é o de conjunto de controle, 
os quais são estudados nas variedades flags do grupo. 
Os conjuntos controláveis surgiram na década de 1980 nos trabalhos de L. Arnold 
e W. Kliemann sobre sistemas dinâmicos estocásticos. Esses conjuntos foram ampla-
mente estudados por F. Colonius e W. Kliemann no contexto de sistemas de controle, 
daí o termo conjuntos controláveis (veja [4]). Nesse contexto,~ conjuntos formam 
um conceito central no estudo das propriedades dinâmicas dos sistemas de controle 
(veja [4]). Posteriormente os conceitos de conjuntos de controle, conjuntos de controle 
invariante são estudados no contexto de semigrupos em grupos semi-simples em [17], 
[18], [25]. Nesses trabalhos os conjuntos de controle aparecem como subconjuntos em 
variedades flag e suas propriedades algébricas, geométricas ou dinâmicas se refletem na 
estrutura dos semigrupos. Em particular, são obtidos resultados sobre a maximalidade 
de semigrupos de interior não vazio em [20], os quais são descritos como semigrupos de 
compressão de conjuntos de controle invariante. 
Essa tese segue a linha de estudo levantada por esses trabalhos sobre semigrupos 
em grupos semi-simples. Um dos problemas em aberto deixados pela teoria é o de 
detectar os conjuntos de controle invariantes tais que os correspondentes semigrupos 
de compressão são conexos maximais. Abordamos esse problema para os grupos de 
posto um e damos uma condição sufiente em termos da geometria da variedade de 
:flags. Outro problema abordado aqui, que segue a linha de [19] diz respeito à deter-
minação de subconjuntos do grupo de Lie que gerem (como semigrupos) o grupo todo. 
Esse problema é abordado aqui utilizando a linguagem de controlabilidade de sistemas 
de controle em tempo discreto. Assim, provamos um resultado de controlabilidade 
para tais sistemas de controle, com hipóteses distintas da de [19], permitindo que os 
coeficientes do sistema admitam autovalores complexos. 
Este trabalho é organizado como segue: 
O capítulo O contém alguns resultados essenciais da teoria das álgebras de Lie semi-
simples e dos semigrupos de interior não vazio em grupos de Lie semi-simples não 
compactos. Um objeto básico da teoria de semigrupos são os conjuntos de controle 
para a ação dos semigrupos nas variedades flags correspondentes ao grupo de Lie em 
questão. Se faz um resumo das decomposições clássicas, infinitesimais e globais, assim 
ll 
como a classificação dos subgrupos parabólicos, sendo que estes permitem definir as 
fronteiras (variedades ftags) nas quais se trabalha. Mais ainda, para referência poste-
rior se mostra como estas fronteiras são realizadas como órbitas, pelo grupo compacto 
maximal, de certos elementos localizados no bordo das câmaras de Weyl. Através dessa 
realização define-se uma estrutura Riemanniana em ditas órbitas. 
No capítulo 1 são considerados certos tipos de elementos no grupo de Lie SL (d, R), 
que chamamos de regulares decompostos. O intuito aí é analisar a dinâmica desses 
elementos nas variedades Hags, generalizando a análise conhecida para elementos regu-
lares (diagonalizáveis). Obtemos conjuntos estáveis e instáveis, conjuntos limites assim 
como uma decomposição de Morse sobre a fronteira maximal. Posteriormente projeta-
mos esses conjuntos sobre uma variedade Hag arbitrária através da fibração canônica 
equivariante. Por outro lado, também estabelecemos resultados complementares aos 
já existentes na teoria dos conjuntos de controle como, por exemplo, cada compo-
nente da decomposição de Morse mencionada está contida no conjunto de controle 
correspondente ao elemento do grupo de Weyl que determina dita componente, caso o 
elemento regular decomposto pertença ao interior do semigrupo. Mais ainda, a cada 
elemento no interior de um semigrupo dado associamos uma variedade Hag que fibra 
equivariantemente ao Hag determinado pelo semigrupo em questão. Finalmente dito 
elemento fornece um subgrupo do grupo de Weyl contido no subgrupo determinado 
pelo semigrupo em menção. 
No capítulo 2, aplica-se os resultados do capítulo 1 sobre a dinâmica da ação dos 
elementos regulares decompostos na variedades Hag mini mais ( Grassmannianas) para 
assim p<Xler estender um resultado sobre controlabilidade global a tempo discreto dado 
em [19]. Essencialmente, esse resultado consiste em dar condições suficientes sobre os 
elementos da álgebra de Lie sl(d,JR) que definem dito sistema para que o semigrupo 
gerado pelo sistema seja t<Xlo o grupo SL(d,JR). A idéia desse resultado é basicamente 
a mesma de [19], sendo que argumentos adicionais são necessários para que se possa 
considerar elementos com autovalores não reais. Para isso são considerados elementos 
com autovalores complexos, de tal forma que se possa obter toros como conjuntos 
minimais que assim estariam contidos no conjunto controle invariante correspondente 
ao semigrupo definido pelo sistema. A partir desse tipo de inclusão se obtém a técnica 
principal para demonstrar o resultado sobre controlabilidade global. 
No capítulo 3, estuda-se a conexidade de semigrupos maximais de interior não 
vazio em grupos de Lie com posto real um. Apesar do resultado central ser provado 
apenas para o grupo hiperbólico real S00 ( d, 1), resultados preliminares são obtidos 
para grupos de posto um em geral A conexidade de ditos semigrupos é obtida a partir 
de uma propriedade geométrica do conjunto de controle invariante que o define. Dita 
propriedade é a convexidade geodésica em relação à métrica de Takeuchi-Kobayashi 
definida em [5] e [24]. O conjunto de controle inv-ariante emerge do fato provado em [22] 
que diz que semigrupos maximais de interior não vazio são semigrupos de compressões 
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de certos subconjuntos fechados com interior denso, localizados nas fronteiras minimais. 
A utilidade fundamental da métrica em questão, está no fato que os campos gradientes 
de certas funções altura definidas por elementos na parte simétrica da decomposição de 
Cartan coincidem com os campos induzidos em relação à ação adjunta sobre a órbita no 
elemento que define o fiag. Outro fato notável no caso do grupo SOo(d, 1) é que os fluxos 
de campos induzidos por elementos da parte simétrica são segmentos de geodésicas o 
que permite mostrar que o conjunto de controle invariante está contido no cone de Lie 
do semigrupo em menção. Portanto, aplicando os resultados preliminares envolvendo 
reversibilidade de semigrupos prova-se a conexidade do semigrupo de compressão. Esses 
resultados mostram a existência de uma classe de semigrupos maximais conexos no 
grupo 800 (p, 1). Deixamos em aberto o problema de decidir se essa classe cobre a classe 
dos semigrupos conexos maximais. Nessa direção trabalhamos apenas numa situação 
particular (o grupo 800 (3, 1)). Deixamos em aberto também um estudo semelhante 
para os demais grupos de posto um, para os quais supomos que a geometria dada pela 
métrica de Takeuchi-Kobayashi deva desempenhar um papel semelhante ao que ocorre 
em SOo (p, 1). 
IV 
Capítulo O 
Preliminares 
Neste capítulo serão apresentados alguns conceitos básicos da teoria de grupos de Lie 
semi-simples e semigrupos que serão necessários para o entendimento dos capítulos 
subsequentes. Isso será feito de maneira resumida. 
0.1 Decomposições A e canon1cas 
Definição 0.1.1 Seja g uma álgebra de Lie complexa. Uma forma real de g é uma 
subálgebra de Lie 9o do realificado giR tal que se complexifica em g. Isto é, g = g0 E9i.Qo. 
Uma forma real g0 determina uma aplicação u: g---+ g, definida por u(X + iY) = 
X- iY para X, Y Ego. Esta aplicação satisfaz as seguintes propriedades: 
1. ué semi-linear. 
2. u é uma involução. 
3. u([X, Y]) = [u(X), u(Y)) para X, Y E g. 
Portanto, 
Definição 0.1.2 Seja g uma álgebra de Lie complexa. Uma conjugação em g é uma 
aplicação de g que satisfaz (1), (2) e (3). 
Reciprocamente, cada conjugação u de g determina uma única subálgebra 
go ={X E g: u(X) =X} 
Portanto, existe uma correspondência bijetora entre conjugações e formas reais de g. 
Definição 0.1.3 Uma álgebra de Lie g é dita compacta, se sua forma de Cartan-
Killing é negativa definida. 
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Como uma consequência temos que qualquer álgebra compacta é semi-simples, já 
que suas formas C-K são não degeneradas. O termo compacto tem significado topológi-
co através do grupo de Lie correspondente. 
Existe o seguinte resultado sobre existência e relação de formas reais compactas. 
Teorema 0.1.4 Toda álgebra de Lie semi-simples complexa admite formas reais com-
pactas. Se ui e u2 são formas reais compactas de g, então existe um automorfismo 4J 
de g tal que </>(ui)= u2 e as formas reais são isomorfas. 
Demonstração: Para maiores detalhes veja, por exemplo, (21]. Seja g a álgebra semi-
simples complexa e E o sistema simples de raizes fornecido por uma subálgebra de 
Cartan b. O ponto crucial na construção de uma forma real compacta é a existência 
de uma base de Weyl. Essa é uma base de g formada por H0 , a E :E e Xo E g0 , a E TI 
que satisfaz: 
• [Xo, X_o] = H o 
• [X0,X~] = m0,~Xo+~' onde m0,~ E lR satisfaz: 
e mo,/3 = O se a + /3 não é raiz. 
Sendo assim, a forma real compacta procurada é o subespaço real u gerado por 
com a percorrendo o conjunto das raizes positivas n+. Isto é devido a que g = u + iu, 
e u é uma subálgebra real compacta. • 
Em dualidade ás formas reais compactas, existem outro tipo de formas reais opostas 
a estas, as que posteriormente serão chamadas de normais e cuja existência é uma 
consequência imediata do teorema apresentado acima. 
Corolário 0.1.5 Seja g uma álgebra de Lie semi-simples complexa. Então g admite 
uma forma real não compacta. 
Demonstração: É só tomar a base de Weyl dada acima e considerar o subespaço Qo 
gerado por H0 , X 0 , a E TI. • 
Exemplo: Temos os seguintes: 
L Seja g = s[( d, C) a álgebra de Lie formada pelas matrizes d x d com entradas 
complexas e com traço zero. AB conjugações ui e u2 definidas por ui(X) = -Xt 
e u2(X) =X determinam as formas reais su(d, C) e s[(d,JR) compacta e normal, 
respectivamente. Uma outra forma real de s[(d, C) para d = 2p é dado por 
s[(d,18I) ={X E g[(d,1ffi): Re(trX) = 0}. 
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2. As outras formas reais das álgebras de Lie simples complexas At, Bt, Ct e Dt são 
descritas através de uma análise detalhada da forma 8-Hermitiana não degener-
ada B: V X V~ lK, onde 8 = ±1, 1K =R, C ou JHI e V é um lK-espaço vetorial 
(isto é, B é lK-linear na primeira variável e B(X, Y) = 8B(Y, X)). Seja 
Qv.s ={X E gr(V): B(Xu,v) + B(u,Xv) =O, V u,v E V e tr(X) =O} 
a álgebra de Lie correspondente ao grupo Gv,s C GL(V) que deixa invariante 
a forma 8-Hermitiana. Se q denota o índice de Witt de B e p = d - q é tal 
que p > q ~ O, então p, q determinam B a menos de isomorfismo. Portanto, as 
álgebras de Lie 9v.B para todas as escoJhas de lK, 8, p e q determinam as demais 
formas reais das álgebras de Lie complexas e clássicas. 
Existem decomposições distinguidas das formas reais compactas e não compactas. 
Neste último caso, a forma real é quebrada nas partes compacta e simétrica. Dita 
existência é assegurada pelo seguinte 
Teorema 0.1.6 Sejam g uma álgebra de Lie semi-simples complexa eu uma forma 
real compacta de g. Seja também g0 uma forma real qualquer de g e denote por CJ a 
conjugação correspondente. Então existe um automorfismo cjJ de g tal que CJ comuta 
com a conjugação em relação à forma real compacta. 
Demonstração: Veja [21]. • 
Sejam T, CJ as conjugações de u, g0 respectivamente. Pelo Teorema 0.1.6 temos 
que (J O (c/JTc/J-1) = (c/JTc/J-1) O CJ, isto significa que as involuções T = c/JT</>-1 e T são 
isomorfas. Portanto, para encontrar todas as formas reais de g a menos de isomorfismo, 
é suficiente encontrar todas as conjugações de g que comutam com T. 
Sendo assim suponhamos que TCJ = CJT • Isso significa que Qo é invariante por T eu é 
invariante por CJ. Seja t e is* os aut<respa.ÇOS de CJ em u correspondente aos autovalores 
+ 1 e -1 respectivamente, isto é, u = t EB is*. Seja também it e s* os aut~ de 
CJ sobre iu correspondentes aos autovalores 1 e -1, isto é, iu = it EB s*. Portanto, se Qo 
é a forma real determinada por CJ, obtemos que 
Qo = t EBs, 
onde 
t = 9o n u e s = 9o n iu. 
Essa decomposição é conhecida como a decomposição de Cartan de g0 em relação à 
forma real compacta u e satisfaz as seguintes inclusões 
[t, t] c t; [t,s] c s; [s,s] c t, 
de onde, t é uma subálgebra (parte compacta) cuja representação adjunta deixa in-
variante o subespaços (parte vetorial). Além do mais: 
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• A forma de Cartan-Killing restrita a 9o é negativa definida sobre t e positiva 
definida sobre 5. 
• A aplicação () = aT = Ta : g0 -T g0 satisfaz O(X + Y) = X- Y e é um 
automorfismo. 
• Para o automorfismo () a forma bilinear (X, Y)9 = - B(X, O(Y)) é um produto 
interno. 
Portanto, se() é um automorfismo involutivo de g0 , a forma bilinear (., .)9 é um 
produto interno se, somente se, () é uma involução de Cartan. 
Teorema 0.1. 7 Seja g0 uma álgebra de Lie real semi-simples e 
e 
duas decomposições de Cartan de g0 . Então existe um automorfismo interno </> de g0 
tal que 
e 
Demonstração: Veja [21 ). • 
Agora veremos outro tipo de decomposição de uma álgebra semi-simples a qual 
consiste em quebrar esta nas partes, compacta, abeliana e nilpotente. Para isso, fixemos 
uma álgebra de Lie real semi-simples g0 ; logo sua complexi:ficação g também é semi-
simples. Seja 
go=tEB.s 
uma decomposição de Cartan, e seja () a involução de Cartan correspondente. A forma 
bilinear (., .)9 , torna 9o num espaço de Hilbert e portanto, com respeito a uma base 
o.n. a derivação ad(X) é representado por uma matriz simétrica se X E 5 e por uma 
matriz anti-simétrica se X E t. Consequentemente tais elementos são semi-simples. 
Seja a C 5 uma subálgebra abeliana maximal e seja a* o espaço vetorial dual de a. 
Para cada a E a* denotamos 
ga: ={X Ego: ad(H)X = a(H)X 'r/ H E a}. 
Em vista que n = { ad( H) : H E a} é uma família de operadores auto-adjuntos 
comutando dois a dois, eles podem ser diagonalizad.os simultaneamente em relação a 
uma certa base. Daí segue-se que g é uma suma direta ortogonal dos subespaços 9a:· 
O funcional a =f. O é chamado de raiz de g0 em relação ao a, no caso que Qa: =f. (O). Isto 
é, se II denota o conjunto das raizes de (g, a), essa decomposição é dada por: 
Qo = So EB Lga:, 
a:EII 
4 
onde .9o é o centralizador de a em Qo. Mas, se m denota o centralizador de a em t, segue-
se que .9o = m EB a. Tomando um sistema simples de raizes :E c II, podemos escolher 
uma ordem lexicográfica em a*. Nessa ordem define-se rr+ como sendo o conjunto de 
raizes em II que são positivas e rr- = - rr+ às raizes negativas. Portanto, escolhendo 
um sistema positivo de raizes rr+ em II e definindo: 
aEII+ aEII-
obtem-se subálgebras nilpotentes, e daí a decomposição de Iwasawa 
(0.1) 
Quanto à decomposição global, esta é dada através das exponenciais (veja [7],[13] ou 
[15]). 
Dito isso, podemos ver que a decomposição (0.1) depende fundamentalmente da 
escolha de subálgebras abelianas maximais na parte simétrica. Mas, quaisquer duas 
de tais subálgebras a e a' contidas em 5, estão relacionadas através do automorfismo 
interior c/> de K, tal que a'= cf>(a) (veja [7] ou [21]). Isto permite fazer a 
Definição 0.1.8 O posto real de uma álgebra de Lie semi-simples real é a dimensão 
comum das álgebras abelianas contidas em 5. 
Em geral o posto real de uma álgebra de Lie é menor que seu posto. Isso permite 
distinguir certa classe de formas reais. 
Definição 0.1.9 Seja g uma álgebra semi-simples complexa. Uma forma real é normal 
se o posto dela coincide com seu posto real. 
A existência de formas reais normais segue imediatamente da existência das formas 
reais compactas devido ao Corolário 0.1.5. 
Exemplo: Sejam o-1 , o-2 as involuções de {J = sl(d, C) definidas anteriormente. Elas 
determinam as formas reais su(d,C) e 5l(d,JR.) que são compacta e normal respec-
tivamente. Portanto, a involução (} = o-1o-2 , definida em 5l(d,R) determina uma 
decomposição de Cartan canônica, a qual é dada pelos au~espaços correspondentes 
aos autovalores ±1. Isto é, 
5o(d,R) ={X E 5l(d,JR): Xt =-X} e 5 ={X E 5l(d,JR): Xt =X}. 
Para determinar a decomposição de Iwasawa, fixemos uma subálgebra abeliana maxi-
mal em 5 como sendo o conjunto a das matrizes diagonais de traço nulo. Se Eii denota 
a matriz d x d cuja única entrada não nula no lugar i, j é 1, então o conjunto das 
5 
matrizes Ei; e Eii- E;;, i =f j formam uma base de sl(i'I,JR). Cada H E a se escreve 
como 
H= diag(a1 , ... , ad) 
com a 1 + · · · + ad = O, e além do mais, satisfaz a relação 
Isto mostra, que as raizes de a são os funcionais ai; = ai - a i, i =/= j, onde os ai são 
dados por 
ai : diag(a~, ... , ad) ---t Di· 
Por sua vez, os espaços de raizes, são de dimensão um e gerados porEi;, i =f j. Uma 
vez feito isso, precisamos de um sistema simples de raizes, a qual é dada por 
pois, qualquer raiz ai; com i < j se escreve como combinação linear inteira dos 
elementos de E; isto é, 
aij = ai,i+l + ... + aj-l,j· 
Agora, em relação à ordem lexicográfica definida por E, a relação ai; > O significa 
que i< j. Daí que 
TI+ = {ai; : i < i}. 
Portanto, n+ é a subálgebra das matrizes triangulares superiores com zeros na diagonal 
e a decomposição de Iwasawa é dada por 
sl(d, R) = so(d) EB a EB n+. 
0.2 Subálgebras e Subgrupos Parabólicos 
Os conceitos de subálgebras e subgrupos parabólicos reais serão definidas a partir das 
mesmas, em álgebras de Lie complexas. Uma subálgebra de Borel de uma álgebra de 
Lie redutiva complexa é uma subálgebra solúvel maximal. Agora suponhamos que Qo 
seja uma álgebra de Lie real e g seu complexificado. Dizemos que uma subálgebra 
p C Qo é parabólica, se o seu complexificado Pc contém uma subálgebra de Borel de g. 
Ao nível do grupo de Lie G com álgebra de Lie Qo, um subgrupo parabólico de G é um 
subgrupo P tal que é o normalizador em G de uma subálgebra parabólica de Qo. 
Seja f) uma subálgebra de Cartan, TI = (g, f)) o conjunto de raizes correspondente. 
Para um sistema simples de raizes em TI, obtemos 
TI+ = {a E TI: a> O} e TI-= {a E TI: a< 0}. 
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Logo, definindo as subálgebras nilpotentes como sendo 
e 
consegue-se que 
g = n- EB f) EBn+. 
Portanto, o subespaço b - f) EB n + é uma subálgebra de Borel. Mais ainda, cada 
subálgebra de Borel de g é conjugado a b via elementos de Gc. Seja :E c II um sistema 
simples de raizes e 8 c :E qualquer subconjunto. Denotemos por (e) ao conjunto de 
raizes em II que são combinações lineares integrais de elementos em e. Então 
é uma subálgebra de g contendo f); e a correspondência 
é uma bijeção que preserva a inclusão. 
Proposição 0.2.1 Seja g0 = t EB a EB n+ uma decomposição de lwasawa de uma 
álgebra de Lie semi-simples .. Então a subálgebra p = m EB a EB n+ é parabólica e se 
auto-normaliza. 
Demonstração: Veja [13] ou [15]. • 
Este tipo de subálgebras parabólicas são minimais em relação à ordem parcial 
definida pela inclusão. De forma similar ao caso complexo, as subálgebras parabólicas 
reais são classificadas, e isso será comentado a seguir (veja [26], [28]). Dada uma 
decomposição de Cartan g0 = t EBs e uma subálgebra abeliana maximal a C s, fixemos 
um sistema simples de raizes :E c II do par (g0 , a). Para qualquer subconjunto e c :E, 
denotemos por (e)+ ao subconjunto das raizes em rr+ que são combinações lineares de 
elementos em e. Se n±(e) denota a subálgebra de n± gerada por E 9o com a E (e)±' 
então o subespaço 
(0.2) 
é uma subálgebra parabólica cujo subgrupo parabólico P6 é o normalizador de Pe em 
G. A álgebra de Lie de P6 é Pe porque este se auto-normaliza. Também a aplicação 
e -----7 Pe 
é uma bijeção do conjunto das partes de E sobre o conjunto das subálgebras parabólicas 
de 9o que contém p e aliás preserva inclusão. 
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No que segue descreveremos uma decomposição das subálgebras parabólicas tJe. 
Seja a( e) o subespaço de a gerado pelos duais H rr. E a, com a E e. Denotemos por 
a8 ao complemento ortogonal de a(e) em a e por n~ C n+ à subálgebra definida por 
n~ = Lo9rr., com a E rr+- (e)+. Segue-se que 
tJe - (m+ a(e) +n+(e) +n-(e)) +(ae +n~) 
me+ (ae +n~) 
é a decomposição de Langlands em suma direta de subálgebras. Mais ainda, ae EB n~ 
é um ideal em tJe e me centraliza a8 . 
Por outro lado, a subálgebra g(e) gerada por n+(e) + n-(e) (ou seja, gerada 
pelos espaços de raizes 9a com a E {e)±) é semi-simples. Se colocamos [(e) = t n 
g(8) e s(8) = s n g(8), obtemos que g(8) = [(8) EB s(8) é uma decomposição de 
Cartan e a(e) = a n g(8) é uma subálgebra decomposta. Na mesma forma que na 
seção anterior o subespaço ae fornece uma família comutativa de endomorfismos auto-
adjuntos ad(ae). Portanto, temos uma decomposição de g em espaços de raizes 
g = feEB L 9a 
aE(e)+ 
- fe EBne EB n~, 
onde fe é o centralizador de a6 em g e n~ é como antes. Outro fato notável é a relação 
(veja [28]). Portanto, me é uma subálgebra redutiva de g. Daí que 
fe =me+ae 
é uma subálgebra de Levi de uma subálgebra parabólica. 
Passando ao nível do grupo de Lie G, temos que A(8), Ae, (Le)o, (Me)o e Na são 
os subgrupos de Lie conexos, fechados e imersos, correspondentes às álgebras de Lie 
a( e), ae, [e, me e n~ respectivamente. Para esses subgrupos temos que A= A(8)Ae 
(produto direto). Se denotamos por La ao centralizador de ae (ou Ae) em G temos 
que (Le)o é a componente da identidade de L6 . Se denotamos por M 8 = Le n K, ao 
centralizador de Ae em K, e Me= M 6 (Me)o, segue-se que (Me)o é a componente da 
identidade de M6 . Portanto, obtemos as decomposições globais de Langlands e Levi 
Pa = MeAeNe e Pa = LaNe, 
respectivamente, onde N6 é o radical unipotente de P6 , e La um subgrupo de Levi. 
Todas as afirmações feitas na :pasgagem podem ser encontradas em [15], [28]. 
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Agora se relaciona os conceitos anteriores com certos elementos localizados na sub-
álgebra abeliana maximal. Para tal, seja E c n+ o sistema simples de raizes, e c 2: 
um subconjunto arbitrário e consideremos a subálgebra parabólica Pe definida em (0.2). 
Seja 
a+= {H E a: a(H) >O, V a E E} 
a câmara de Weyl positiv-a associada a E. Então para o elemento 
H E n Kera Ç fe(a+) 
aee 
temos que o conjunto de raizes definidos acima satisfazem: 
(e)= {a E IT: a(H) =O} e (e)+= {a E n+: a(H) > 0}. 
Portanto, dependendo de e=~ ou e c~ temos que, H= O ou H =f O, respectiv-a-
mente. Neste caso a subálgebra definida como sendo 
g(H) = mE9 aE9 L 9a, 
a(H)~O 
coincide com a subálgebra parabólica Pe (para maiores detalhes veja a próxima seção 
e [5]). Portanto, o normalizador de g( H) em G denotado por G( H), também coincide 
com o subgrupo parabólico P9 . 
0.3 Métricas lliemannianas em variedades Flag 
Seja G um grupo de Lie semi-simples com álgebra de Lie g, consideremos a decom-
posição de Cartan infinitesimal g = t EB s. L-ogo, fixado uma subálgebra abeliana 
maximal a c s obtém-se um sistema de raizes n e daí uma decomposição de lwasawa 
g = t 9 a EB n +. Para um sistema simples de raizes ~ c n+ e um subconjunto e c ~' 
obtém-se a subálgebra parabólica correspondente Pe = p EBn-(e), onde pé a subálge-
bra parabólica standard e n±(e) a subálgebra gerada pelos espaços de raizes g0 , onde 
a E (e)± é o conjunto das raizes que são combinações inteiras do mesmo sinal em 8. 
Mas, é possível escolher H E fe(a+) (a+ câmara de Weyl positiva) tal que a(H) =O, 
para cada a E (8). Devido à relação n+- (8) = n+- (e)+ temos que 
Pe = m EB a E9 L 9a E9 L 9a, 
a(H)=O a>O 
onde a E (8). Como nas seções anteriores, isto significa que 
Pe - (m +a( e)+ n+(e) + n-(e)) + (ae + n~) 
me E9 (ae EB n~). 
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Veja que me C mH o centralizador de H em g. Logo essa decomposição ainda pode 
ser colocado assim 
Se denotarmos por tH ao centralizador de H em K e substituímos no lugar de mEen- ( 8), 
ainda temos que 
Pe= (tHffiaffin~) Een+(e). 
Portanto, ao nível de grupos de Lie as decomposições globais são dadas por: 
Pe = MHN(H), MH = KHANH, N = N(H)NH, 
onde MH (KH) é o centralizador de H em G (de H em K), N(H) = exp(n+(e)), 
NH = exp(n~). 
Dito isso, para a variedade fiag correspondente a 8 temos o seguinte: 
Lema 0.3.1 Com as notações anteriores, seja lFe uma variedade flag, O(H) = 
Ad( K)H a órbita em H sob a representação adjunta. Então tem-se as seguintes 
realizações : 
G/Pe r-J K/KH r-J O(H). 
Demonstração: De fato, consideremos a aplicação k : G --+ K definida por k(g) = 
u, se g = uan, com u E K, a E A e n E N+. Então esta induz outra aplicação 
4>: G--+ K/ KH definida por <f>(g) = k(g)KH, e que fornece a seguinte relação: 
g r-J g' se, e somente se, </J(g) = cp(g') 
que é de equivalência e cujas classes são dadas por (g] = gPe. Portanto, a aplicação 
induzida i : G/Pe --+ K/KH tal que i o 7í = </J, onde r. é a aplicação quociente; 
estabelece o difeomorfismo procurado. Por outro lado, se tomamos a órbita O( H) 
no ponto H E 5 da ação induzida pela representação adjunta na parte simétrica, é 
possível identificar com o fiag K/ KH através da aplicação 4>1 : K/ KH --+ O( H) 
definida por <fJ1 (uKH) = Ad(u)H. Portanto, a aplicação composta i 1 = 4>1 oi, fornece 
o difeomorfismo que identifica G/Pe com O(H). • 
No que segue definiremos uma métrica riemanniana (métrica de Takeuchi-Koba-
yashi, veja [5] e [24]) e para isso se introduz um produto interno no espaço tan-
gente T80(H), de forma que o produto interno em qualquer outro ponto é obtido 
por translação através da ação de K sobre dita órbita. Para tal, seja a aplicação 
;p: K--+ O(H) definida por '4>(u) = Ad(u)H e o espaço tangente em H é dado como 
sendo 
THO(H) ={[X, H] : X E t}. 
Daí, usando (d4>)e : t--+ T80(H), com (d'4>)e(X) = [X, H] obtêm-se que T80(H) r-J 
tjtH "'tJi, onde a ortogonalidade é tomado em relação à forma de Cartan-Killing. 
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Agora, seja () a involução de Cartan correspondente à decomposição de acima e 
define-se os subespaços 
to= {X+ ()(X): X E n+} e s0 ={X- ()(X): X E n+}, 
os quais complementam m, a em t, s respectivamente. Isto é, t = t 0 EB m e s = s0 EB a. 
Uma pergunta natural seria ver a relação dos subespaços to e tfi a qual é dada pelo 
seguinte: 
Lema 0.3.2 Sejam to, tfi os subespaços definidos acima. Então tfi c to. 
Demonstração: Dados X+ ()(X) E to, com X E n+ e Z Em, temos que 
(X+ ()(X), Z) = 2 tr( ad(X) o ad(Z)). 
Seja g = n- EB m EB a EB n+ a decomposição de Iwasawa de g e g0 = m EB a o espaço 
correspondente à raiz nula. Então 
Tomando novamente ad(X) na relação acima, temos que 
ad(X)ad(Z)n- = (0), ad(X)ad(Z)g0 C n+, ad(X)ad(Z)n+ C n+, 
e devido ao fato de ad(X)In+ ser nilpotente, é claro que (X+ ()(X), Z) =O, ou seja 
to .l m e daí que to = m..l, porque dim m..l = dim to. Portanto, tfi. C to, pois m C 
tH(centralizador de H em t). • 
Em vista do lema anterior, basta definir um produto interno sobre o subespaço to, 
já que por restrição obtém-se o desejado. Para conseguir isso, define-se os isomorfismos 
lineares 
f/>0 : n+ ----+to, com f/>0 (X) =X+ ()(X) 
e 
"'; + q>0 : n ----+ so, com 4>0 (X) = X- ()(X). 
Logo, a partir do isomorfismo 
- -1 ( = f/>0 o f/>0 :to ----+ so, com ((X+ ()(X))= X- ()(X), 
é definido uma forma bilinear 
(Z, Z')H = (H, [Z, ((Z')]) 
a qual é um produto interno em t 0 (veja [5], [24]). Mais ainda, Ad(u) o()=() o Ad(u) 
fornece 
(Ad(u)Z, Ad(u)Z')H = (Z, Z')H, V u E KH, 
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onde KH é o centralizador de H em K. Isto significa que u : O(H) ---t O(H) é 
uma isometria, pois, tomando [X,H] E T1IO(H) e a curva a(t) = Ad(exp(tX))H a 
diferencial nesse ponto é dada por (du)H([X, H])= Ad(u)([X, H]). Daí que 
( (du)H(Z), (du)H(Z')) H= (Z, Z')H, V u E KH 
e K age por isometrias sobre O( H). 
Com relação à ação adjunta, cada X E t induze um campo vetorial X definido em 
O(H) como sendo 
X(Ad(u)H) = -[Ad(u)H,X] 
e cujo fluxo é dado por 
Xt(Ad(u)H) = Ad(exp(tX)u)H. 
Mas, estes fatos são gerais e para obter coisas mais finas deve-se tomar elementos em 5 
(Veja [5]), isto sugere estender a ação ao grupo tudo de tal forma que possamos pegar 
ditos elementos. Em vista disso, considera-se o difeomorfismo i 1 = <P1 o i e a ação 
adjunta na órbita para poder definir uma nova ação: 
cp: G x O(H) ---t O(H) 
(g, Ad(u)H) ---t i1 (g.i!1 (Ad(u)H)) = Ad(k(gu))H 
que permite usar elementos Y E 5 e assim relacionar o campo induzido Y com a métrica 
de T-K. 
Seja Y E 5, e Y .L seu complemento ortogonal em relação à forma de Cartan-Killing. 
L-ogo, com a finalidade de relacionar com a métrica dada, considera-se as funções altura 
!Y,H com relação a Y .L e definidos por: 
JY,H(Ad(u)H) = (Ad(u)H, Y), 
isto é, a menos de um múltiplo constante 
IIProjyJ.(Ad(u)H)- Ad(u)HII, 
pois, depende do comprimento IIYII- Dito isso, são os gradientes dessas funções que 
permitem o relacionamento, a qual é dada pela seguinte 
Proposição 0.3.3 Dado Y E 5, considera-se a função !Y.H : O(H) ---t 1R definida 
por !Y,H(Adf:,u)H) = (Ad(u)H, Y), onde (·, ·) é a forma de Cartan-Killing. Então 
gradfY.H = Y, onde o gradiente é tomado em relação à métrica de T-K. 
Demonstração: Veja [5] e [24] para os detalhes. • 
Como consequência deste resultado aparece uma pergunta natural a saber, se os 
fluxos induzidos por Y são geodésicas ou segmentos de geodésicas em relação à métri-
ca de T-K. No caso de grupos com posto um, mais especificamente S00(p, 1), isto é 
verdadeiro, mas nos outros grupos será verdade? 
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0.4 Conjuntos de controle 
Nesta seção, apresenta-se alguns resultados sobre conjnntos de controle, os quais forem 
tratados detalhadamente em [22], [18], [25] e que serão necessários para o desenvolvi-
mento deste trabalho. Para tal, seja G um grupo de Lie conexo, semi-simples, 1m uma 
v-ariedade flag associada a G e S um semigrupo de interior não vazio. 
Definição 0.4.1 Um conjunto de controle em B, é um subconjunto D c 1m que satisfaz 
as seguintes condições: 
(i) intD # 0. 
(ii) D C fe(Sx), para cada x E D. 
(iii) D é maximal com as propriedades (i) e (ii). 
No caso em que o semigrupoS deixe invariante ao conjnnto de controle D, este será 
o único conjunto de controle invariante na variedade flag, correspondente ao semigrupo 
dado. 
Dado um semigrupo S, consideremos os conjuntos de controle correspondentes. 
Então, existe uma ordenação parcial definida sobre estes conjuntos, e que é dada como 
segue: D 1 é menor que D 2 se, e somente se, existe x E D 1 tal que fe(Sx) nD2 # 0. Esta 
ordenação é dev-ido à propriedade (i i) de maximalidade na definição de conjuntos de 
controle. Com respeito a essa ordem, se diz que um tal conjunto é maximal se este é 
invariante sob S. Em forma análoga, um tal conjunto é minimal se é inv-ariante sob 
s-1 • Dito isso, o conjunto de controle minimal é o conjunto de transitividade (definido 
abaixo) do conjunto de controle invariante de s-1 • 
Dado um conjunto de controle D, é possível associar um conjunto D0 chamado de 
transitividade e definida como sendo 
Do {x E D: existe g E intS com gx = x} 
- {x E D: x E (intS)x}. 
Estes dois conjuntos D ,Do estão relacionados fortemente através de uma série de pr~ 
priedades, que forem tratadas em [22]. Para o estudo dos conjuntos de controle sobre 
v-ariedades flag, considera-se interseções de subgrupos decompostos com intS, já que 
elementos regulares decompostos (reais) permitem caracterizar os conjuntos de controle 
sobre B. Para tal, seja g regular decomposto, então existe um subgrupo decomposto 
que o contém, e ~ uma decomposição de Iwasawa G = K AN+ adaptada a A. 
Com relação a isso, seja M* (N/) o normalizador ( centralizador) de a em K, respec-
tivamente. Logo o grupo de Weyl é dado como sendo W"' M* /M. Em v-ista disso, 
sebo = MAN+ denota a origem da variedade flag; a órbita em boda ação natural 
do grupo de Weyl através de M* fornece o conjunto dos g-pontos fixos. Daí que, um 
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ponto fixo wb0 , é dito de tipo w,w E W, sebo é o atrator correspondente a g. Nesse 
caso, será denotado por b(g, w). Ao respeito, se n denota o conjunto dos elementos 
regulares decompostos reais no intS, tem-se a seguinte relação entre o grupo de Weyl 
e conjuntos de controle. 
Teorema 0.4.2 Para cada w E W, existe um conjunto de controle efetivo Dw sobre 
B, cujo conjunto de transitividade é 
(Dw)o = {b(g, w): g E Q}. 
Existe um único conjunto de controle invariante. Isto é, C = D 1 , e este conjunto de 
transitividade é o conjunto de atratores de elementos em n. De forma similar, existe 
um único conjunto de controle minimal, isto é, o conjunto de repulsores de n. Mais 
ainda, qualquer conjunto de controle efetivo é Dw, para algum w E W. 
Demonstração: Veja [22] e [18]. • 
Em vista deste resultado, considera-se a aplicação w ----+ Dw que mapea o grupo 
de Weyl sobre o conjunto dos conjuntos de controle na variedade fiag maximal. Essa 
aplicação, associa de maneira natural ao semigrupoS uma variedade fiag B(S) como 
segue. Seja g E intS um elemento regular decomposto real, e A+= exp(a+) a câmara 
que o contém. Logo, associado a esta, existe um grupo de Weyl W. Como dita câmara 
estabelece uma bijeção com o subconjunto {wbo : w E W} dos pontos fixos de g, é 
conveniente denota-lo por W(A+). Seja 1 E W(A+), então D1 é o único conjunto de 
controle invariante em JR. De forma similar Dwo é o único conjunto de controle minimal 
em B, onde Wo é a involução principal (isto é, Wo E w· e WoE = -E, onde E é um 
sistema simples de raizes). 
A aplicação definida acima, tem uma propriedade especial; mais especificamente a 
fibra em D 1. Isto sugere considerar o subconjunto 
que é um subgrupo do grupo de Weyl (veja a Proposição 4.2 de [22]) gerado pelas 
reflexões com respeito a um sistema simples de raizes associado com a+ num subcon-
junto 9 = 8(5) C :E. Portanto, colocando JS(S) = Be(s) é possível mostrar que este 
tipo de variedade fiag, tem uma propriedade es:;encial, a qual é dada através da 
Proposição 0.4.3 Com as notações dadas acima, seja C C B(S) o conjunto de con-
trole invariante. Então C está contido na variedade estável correspondente a qualquer 
elemento regular decomposto g E intS. Mais ainda, se ê C 8(S) e 1r: ]Rã----+ B(S) é 
a fibração canônica, então 1r-1(C) é o conjunto de controle invariante paraS em Bã· 
Demonstração: Veja [22] e [18]. • 
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O grupo W ( S) considera aqueles elementos w E W tal que Dw é o conjunto de 
controle invariante. Uma outra descrição similar existe para os outros conjuntos de 
controle através de quocientes à direita de W ( S). Isto é, a contagem dos conjuntos de 
controle efetivo é dado pelo seguinte: 
Teorema 0.4.4 Dw1 = Dw2 se, e somente se, W(S)w1 = W(S)w2 • Assim, os conjun-
tos de controle efetivo para S sobre B está em correspondencia bijetiva com w· ( S) fUl. 
Demonstração: Veja [22] e [18]. • 
Em vista do teorema anterior é natural perguntar-se sobre a quantidade de con-
juntos de controle efetivo nas outras variedades :Hags e correspondentes ao semigrupo 
dado. Isto é consequência de que conjuntos de controle efetivo em qualquer ·variedade 
:Hag são projeções de conjuntos de controle sobre o :Hag maximal. Mais precisamente, 
isto decorre da 
Proposição 0.4.5 Seja B a fronteira maximal e 1fe: B ~ Be a fibração canonzca. 
seja Ee um conjunto de controle efetivo para S sobre Be. Então existe w1 E 'H-' tal 
que 1fe((Dw)o) = (Ee)o para cada w E w1We. Mais ainda, 7re(Do) = (Ee)o se D é 
·um conjunto de controle efetivo satisfazendo Do n 1fe1((Ee)o) #0. 
Demonstração: Veja [22] e [18]. • 
Como consequência disto, temos que o número de conjuntos de controle efetivo 
sobre Be é dado através do seguinte: 
Corolário 0.4.6 O número de conjuntos controle efetivo sobre Be é igual ao número 
de elementos em W(S) \ W/We, isto é, o número de w·(s)-órbitas em W \ We. 
Demonstração: Veja [22] e [18]. • 
Seja S um semigrupo de interior não vazio. A relação de ordem parcial nos conjun-
tos de controle introduzida anteriormente, permitiu distinguir os conjunto de controle 
maximal e minimal como sendo invariantes para os semigrupos s e s-l respectiva-
mente. Devido a isto, é que explorou-se a influencia do semigrupo inverso na obtenção 
do :Hag B( s-1), assim como o cálculo desta. 
Proposição 0.4. 7 Considere um elemento regular decomposto real g E intS e seJa 
64+ = exp(a+) a câmara de Weyl contendo g. Então 
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Demonstração: Veja [22] e [20]. • 
Em vista disto, é possível determinar a variedade flag dual :IR( s-1 ) a partir de :IR( S) 
(veja [20]). Para tal, tomamos um elemento regular decomposto real g E intS tal 
que g E A+ (câmara adaptada a :IR). Seja~ o sistema simples de raizes associado a 
A+; então o subgrupo W(S, A+) é gerado pelas reflexões com respeito ao subconjunto 
8 = 8(S) c ~- L-ogo, pela Proposição 0.4.7 o subgrupo lV(s-1, A-1 ) também é 
gerado pelo mesmo conjunto de reflexões (ou também por -e). Portanto, a subálgebra 
parabólica é construída a partir de -8. Isto é, 
onde n+(8) é a subálgebra gerada por g0 com a E -(-8) = (8) e as demais notações 
são as usuais. Então, se Pã é o normalizador de t:Jã em G' temos que B ( s-1) = G I Pã. 
Para poder descrever a subálgebra parabólica t:Jã em termos de uma câmara positiva, 
consideremos a involução principal w0 e o automorfismo do diagrama de Dynkin t. 
Logo w0 ( -e)= t8 e w0t:Jã = t:~Le, onde 
é o subgrupo parabólico dual a t:Je e n- ( t8) é gerado por g_0 com a E (te). Portanto, 
:JR(S-1 ) = 1RLe é o dual de 1R(S) = 1Ra. 
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Capítulo 1 
Dinâmica e Regularidade sobre 
Variedades Flag 
Neste capítulo, introduzimos um conceito de regularidade para elementos da álgebra 
de Lie sl( d, R) e estudamos as propriedades dinâmicas da ação desses elementos na 
v-ariedade flag maximal. Tais elementos serão ditos regulares decompostos. A cada 
um deles relacionaremos um certo subgrupo de SL( d, R) que é o produto direto de um 
grupo toral por um subgrupo da componente nilpotente da decomposição de lwasav..-a. 
As órbitas desse subgrupo nos elementos da órbita do grupo de Weyl do flag canônico, 
dado pela base ordenada que diagonaliza o elemento regular decomposto, nos fornece 
os conjuntos estáveis, os conjuntos limite, assim como uma decomposição de Morse 
na v-ariedade flag maximal. 
1.1 Regularidade em sl(d,IR) 
Dizemos que o elemento X E sl(d,R) é regular decomposto, se seus autovalores são 
de multiplicidade um e tem parte real distinta. De forma similar, a regularidade de 
g = exp(X) E SL(d,R) é dado por meio de X, isto é, g E SL(d,R) é dito regular 
decomposto se g = exp(X) para X E sl(d,R) regular decomposto. 
Seja X regular decomposto e denotemos por (3 = { e1, ... , ed} a base ordenada na 
qual X é escrito em forma canônica. A escolha da ordenação é feita de maneira 
que as partes reais dos autov-alores B 1, ... , Be sejam colocados em forma decrescente: 
ReB1 > · · · > ReBe· Ao nível do grupo SL(d, R), para g = exp(X), em relação à base 
(3 temos: 
onde~ = exp(Bi) é uma matriz de dimensão um ou dois. Seja F a v-ariedade flag 
17 
maximal e bo o fiag determinado por (3, isto é: 
O subgrupo P, formado por g E SL(d,R) tal que gbo = bo, é o subgrupo parabólico 
minimal em bo tendo como decomposição de Langlands P = M 13A.8Nt e no que segue 
o subíndice (3 será frequentemente subentendido. A câmara de Weyl positiva associada 
a esta decomposição é o conjunto dos h= diag(a1, ... , ad) com a 1 > · · · > ad >O. Em 
vista que o grupo de Weyl W é o grupo das permutações nas entradas dos elementos 
de A e age transitivamente no conjunto das câmaras de Weyl, as outras câmaras são 
obtidas a partir da positiva por elementos do grupo de Weyl . Por outro lado, a ação 
b = wb0 de um elemento w E W sobre b0 , é o fiag b que contém a base (3 = { ei1, ... , eid}. 
Os fiags wbo, w E W, são fixados pelas matrizes em SL(d,R) que são diagonais em 
relação a (3. Nas outras variedades fiags a situação é similar e os pontos fixos das 
matrizes diagonais a (3, são as projeções de wb0 , w E W. 
Suponhamos que o elemento regular decomposto X tenhas autovalores reais Jl.j e 
2Z auto'\talores complexos ai ±ibi, então dito elemento define uma classe de conjugação 
de subálgebras de Cartan b C sl(d,R). Fixando uma ordenação conveniente da base 
como acima, cada Y E b1 se escreve nessa base como: 
Seja sl( d, R) = so( d) E9 s a decomposição de Cartan canônica de sl( d, R) em partes 
compacta e simétrica e(} a involução de Cartan associada, isto é, O(X) = -Xt. Um 
cálculo fácil mostra que b1 é O-estável, isto é, O(b1) = bl. Daí que obtemos a decom-
posição Ót = bk E9 bs = ( so(d) n b1) E9 ( s n b1) em partes toroidal e vetorial, cujos 
elementos são as matrizes 
ou cj =(o), 
e 
respectivamente. Ao nível do grupo SL( d, R), temos o subgrupo de Cartan B1 associado 
a b1; definido como sendo o centralizador de b1 em SL(d,R) e portanto, consiste de 
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matrizes com a mesma descrição de X (em blocos) e com determinante um. Isto é 
Em v-ista de que o grupo de matrizes não nulas 
é isomorfo ao grupo multiplicativo <C*, segue-se que B1 "' (<C*) 1 x (JR.*)d-2!-1 e, portanto, 
tem zt-21- 1 componentes conexas. A componente conexa da identidade será denotada 
por (B1)o = (C*)1 X (JR.+)d-21-I, mais ainda (C*)1 "' (JR+)l x T1 e consequentemente, 
(B1) 0 ~ T 1 x (JR+)d-t-1 . Por outro lado, se colocamos Bt = B n K, B$ = exp(b n s) = 
exp(b$); pela Proposição 1.4.1.2 [28] temos que B1 = BtB$. Logo em termos matriciais 
os elementos de cada componente são dados por: 
( 
E1 ) cosb-
.. E, , com E i ~ ( sin b; -sinbi ) ou E-= (±1) cosbi 3 
e 
(F, ·. FJ, com F;~ ( ~; e~; ) ou F;~ (e";), 
respectivamente. Seja BK C SL(d,JR) o subgrupo de Lie conexo correspondente a br, 
então B0 = BK Bs (componente conexa de B), onde os elementos de cada componente 
sao: 
( 
E1 ) cosb· - sinb-
·. E, , com E;~ ( sinb; cosb; ) ou 
e 
( F, ·. FJ , com F; ~ ( e~; ~ ) ou F; ~ (e";) 
respectivamente. Portanto, (Bt)o = exp(B1). Quanto à definição dos elementos regu-
lares decompostos ao nível de grupo de Lie, notemos que estes podem ser definidos de 
maneira alternativa como segue. Dizemos que o elemento g E SL( d, JR) é ( ±) regular 
decomposto, se seus autovalores são de multiplicidade um, dos quais ao menos um 
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deles é negativo e IÀI =/:- IJLI para dois autovalores tal que À=/:- JL e À =/:- Ji. A diferença 
destas duas formas de definir é que na primeira definição o elemento em questão se en-
contra na componente conexa da identidade B 0 da subálgebra de Cartan e na segunda 
pode não estar alí, mas se em outra componente conexa desde que possua autovalores 
reais negativos. Portanto, podemos escrever g = êuh onde ê é uma matriz diagonal 
com entradas ±1, encontrando-se num produto de componentes conexas: u E BK e 
h E B 5 ou uh E B 0 . Isto é, a menos de ê, g é um elemento da componente conexa da 
identidade do subgrupo de Cartan. 
Observação: Se g é um elemento (±)-regular decomposto, então g2 é regular decom-
posto. 
Dito isso, seja K (g) a componente conexa da identidade do grupo compacto formado 
pelas matrizes u que tem a mesma estrutura de blocos de g, tal que IIJLII = 1 para 
qualquer autovalor de u. A componente K (g ), é o grupo toroidal Tl, onde 21 é o 
número de autovalores complexos de g e a menos de uma conjugação coincide com 
(B,)o- Também, seja A(g) C A o subgrupo de matrizes diagonais com autovalores 
reais positivos e que têm a mesma estrutura de blocos como g (autov-alores repetidos 
aparecem onde g tem um autov-alor complexo). A a menos de uma conjugação, este 
subgrupo é B 5 • Agora, o fato de comutarem os elementos de K(g) e A(g), acarreta que 
o produto K(g)A(g) seja um grupo abeliano. 
Lema 1.1.1 Para cada w E W 7 a órbita K(g)wbo é um toro invariante sob g na 
variedade ftag lF. 
Demonstração: K (g) age transitivamente sobre K (g )wb0• Se Hwbo denota o subgrupo 
de isotropia em wbo, segue-se que K(g)wb0 ~ K(g)f Hwbo e sendo este último um grupo 
abeliano, conexo e compacto segue que K (g )wb0 é um toro. A inva.riança decorre de 
observar que g não está em K (g) e pode ser escrito como g = €Uh com ê sendo 
uma matriz diagonal com entradas ±1, u E K(g), h E A(g). Mas, essas matrizes 
comutam entre si e com K(g), ainda mais, pelo fato de serem ê e h diagonais temos 
que hwbo = êWbo = wb0 . Portanto, gK(g)wb0 = K(g)wb0 • • 
No que diz respeito às K(g)-órbitas dos elementos da órbita do flag canônico pelo 
grupo de Weyl, temos o seguinte: 
Lema 1.1.2 O subgrupo de isotropiaHwbo de K(g) emwbo éformado pelos elementos: 
A,.I o o 
o ~ o 
U= 
o o 
onde Ar. é o escalar um, ou a matriz ±1r• em M2x 2(IR). _Mais ainda, o(Hwbo) = 2l-I 
onde 2l denota o número de autovalores complexos de g. 
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Demonstração: Seja o flag canônico 
logo, a ação de mn elemento w do grupo de Weyl w- sobre bo é dado por: 
wbo = (ger{ ~I} C ger{ eii, ~2 } C··· C ger{ ~I, ... , ~d} ), 
onde i1, ... , id é mna permutação de {1, ... , d} definida por w. Para u E Hwbo, temos 
que: 
uwbo - (ger{ ueii} C ger{ ueii, uei2 } C · · · ger{ ueii, ... , ueid}) 
(ger{~I} C ger{eii,ei2} C··· C ger{~I, ... '~d}. 
Por outro lado, 
cos ai;ei + sin ai;ei+l 
ou 
- sin o:i;ei-1 + cos ai;ei 
ou 
e i 
e a relação anterior fornece as seguintes possibilidades: 
(a) Se ueii = cos o:h•I eii +sin o:h•I eii +I = Àeii, então o:h•I = kr.. Portanto, ueii = ±eii. 
Quanto a uei2 = xeii + yei2 com x, y E R, temos: 
• Para uei2 = cos o:k<2 ei2 + sin o:k<2 ei2 +b as soluções sao o:k<2 = kr., x = O, 
y = ±1. De onde uei2 = ±ei2 • 
• Para uei2 = - sin ah.2 ei2 - 1 + cos o:ko2 ~2 , as soluções sao o:k<2 = kr., x = O, 
y = ±1. De onde uei2 = ±ei2 • 
• Para u~2 = ei2 , as soluções sao x = O, y = 1. 
Assim, o processo continua, e u fixa elementos da base que definem auto·valores 
reais. No caso dos complexos fixa ou inverte. 
(b) Se uei1 = - sin o:k<1 ei1 _ 1 + cos o:k<1 eii = À~1 , então ah.1 = kr.. Portanto, uei1 -
±~1 • Quanto a uei2 = xeii + y~2 com x, y E IR temos: 
• Para u~2 = cos ah.2 ei2 + sin o:k<2 ~2+1, temos uei2 = ±~2 • 
• Para u~2 = - sin o:k<2 ~2 + cos o:ko2 ~2 , temos uei2 = ±~2 • 
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Assim o processo continua como na parte (a) 
• Para uei2 = cosa142 ei2 + sina142 ei2+b as soluções sao a 142 = k7í, x = O, 
y = 1. De onde, U~2 = ±ei2 • 
• Para uei2 = - sina142 ei2_ 1 + cosah,2 , as soluções sao ah.2 = k7í, x = 1, 
y =O. De onde, u~2 = ±ei2 • 
• Para uei2 = ei2 , as soluções sao x =O, y = 1. 
De forma similar como em (a),(b) e continuando o processo obtém-se o resultado. 
Aliás, se 2l denota o número de autovalores complexos presentes no elemento regular 
g, segue-se que o(Hwbo) = 21- 1 . • 
Observação: As órbitas K(g)wbo com w E I-V não são necessariamente distintas. 
Por exemplo, suponha d = 3 e tome a ordem dos autovalores como sendo dada pela 
subálgebra de Cartan canônica para l = 1 e s = 1; a matriz 
k=(~ ~)' 
onde A é a matriz 
A=(~ -~) 
está em K(g). No entanto, kbo = wbo onde w é a permutação w = (12). De fato, 
k(ger{ ei} C ger{ e~, e2} C ger{ e1, e2, e3}) = (ger{ e2} C ger{ e2, -e1} C ger{ e2, -e~, e3}) 
que é o mesmo flag obtido permutando os dois primeiros elementos da base. Portanto, 
K(g)b0 = K(g)wbo com w =f:. 1. 
Seja Ni (g) o subgrupo nilpotente das matrizes que podem ser escritas em forma 
triangular inferior em relação à base fJ e com a mesma estrutura de blocos de g de 
modo que as partes reais dos autovalores B1 , ... , Bd do elemento regular decomposto 
X E sl(d,R) sejam colocados em forma decrescente: ReB1 > · · · > ReBd· Estas 
matrizes são da forma: 
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com blocos diagonais do mesmo tamanho que os da estrutura de blocos de g, e Ai 
percorrendo algum dos subespaços de matrizes: M2x1 (R), M2x2(R), Mtx2(R) ou R. 
Seja Bi um autovalor real ou complexo de X E sl(d,R). Então Bi = pi E R, j = 
1, ... , s ou Bi = ai + ibi E C, j = 1, ... , l respectivamente. Usando a ordenação dada 
acima e colocando A = exp(Xi) temos uma ordenação dos autovalores de g = exp(X), 
em relação à mesma base (3. Isto é: 
Portanto, em relação a esta ordenação temos o 
Lema 1.1.3 Seja g regular decomposto e ordene os autovalores em forma decrescente. 
Então gkng-k --+ 1 quando k --+ +oo e n E N- (g). Em forma similar, g-kngk --+ 1 
quando k --+ +oo se n E N+(g), onde N+(g) = (N-(g))t é o grupo das matrizes 
triangulares superiores. 
Demonstração: Usando a notação Ai= exp(Bi) dado no inicio, temos que o termo 
genérico não nulo de gmng-m na posição (i,j)(em forma matricial) com j < i é da 
forma 
Dependendo dos autovalores Bi e Bh temos as seguintes possibilidades para Ai: 
(a) Se Bi E C e Bi E R, então Ai E M2xt(R). 
(b) Se Bi E C e Bi E C, então Ai E M2x2(R). 
(c) Se Bi E :IR. e Bi E C, então Ai E Mtx2(R). 
(d) Se Bi E R e Bi E :IR., então Ai E R. 
(1.1) 
Portanto, em cada um dos casos, temos que o termo genérico (1.1) pode ser expre&-
sado como: 
(a) 
e como j < i, temos que ~ - p,i < O. Daí que 
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(b) 
m(a;.-0:1) ( cos mhi - sin mbi ) ( cos mbi - sin mhj ) 
e sin mbi cos mbi sin ·mbi cos mhi 
e como j < i, temos que ai - ai < O. Daí que 
(c) 
e como j < i, temos que ~i - ai < O. Daí que 
(d) 
e como j < i, temos que ~i - ~i < O. Daí que 
Portanto, em vista que Aii = lr,, ~i = O, i < j, temos que hmnh-m --t 1 se 
m --t +oo. A demonstração para o caso n E N+(g) é similar. • 
A ligação dos subgrupos N± (g) e K (g) é dada através do produto direto. 
Lema 1.1.4 Os produtos N±(g)K(g) são subgrupos. 
Demonstração: É suficiente mostrar que K (g) normaliza N± (g), ou seja kN± (g )k-1 = 
N± (g) para qualquer k E K (g). De fato, tomemos k E K (g), n E N± (g) com 
k = diag(C1, ... , Ce), n = (~i) e a mesma estrutura de blocos que g. Então o termo 
genérico na entrada (i, j) de knk-1 é Ci~iCj1 . Portanto, lr, = Ci~ici-1 e dependen-
do de n teremos que Ci~iCj1 =O se i :S j e n E N-(g) ou se i~ j e n E N+(g) . 
• Observação: O grupo nilpotente N- oposto a N+ que intervém na decomposição 
de Iwasawa contém N-(g) o que implica a inclusão das órbitas N-(g)wbo C N-wbo. 
Segundo a decomposição de Bruhat, temos que as órbitas N-wbo, w E W, são as 
variedades estáveis nos pontos fixos hiperbólicos wbo correspondentes a elementos h E 
A+ (câmara de Weyl positiva) e cobrem a variedade ftag maxim.al.JF. Em dualidade, 
24 
as instáveis são dadas pelas órbitas N+wbo, w E W. Ao contrário disto, as órbitas 
N- (g )wbo, com w E W, não necessariamente cobrem lF nem wb0 são os pontos fixos de 
g. Em geral, o número de N±(g)- órbitas pode ser infinito como é mostrado abaixo. 
Exemplo: Seja lF a variedade Hag maximal definida em JR5 e a estrutura de blocos 
dado por 
g = diag( ea1 ( cos b1 +i sin b1), e~-'1 , ea2 (cosb2 +i sinb2)) 
em relação à base j3 = {e1,e2,e3,e4,e5} com a1 > JL1 > ~- Tomemos x fora do 
subespaço gerado por {ei, e2, e3, es}, x = ae4 + be5 , O =J. a, b E 1R e definamos o Hag 
bx = (ger{ ei} C ger{ e1, e2} C ger{ e1, e2, e3} C ger{ e1, e2, e3, x} ). 
Seja n E N-(g), n E N- eu E K(g). Essas matrizes se escrevem em relação a ,B como: 
1 o o o o 1 o o o o 
o 1 o o o c21 1 o o o 
a31 a32 1 o o C31 C32 1 o o 
a41 a42 a43 1 o C41 C42 C43 1 o 
as1 as2 a 53 o 1 cs1 cs2 c 53 C 54 1 
e 
cosb1 - sinb1 o o o 
sinb1 cosb1 o o o 
o o 1 o o 
o o o cos~ - sinb2 
o o o sin~ cos~ 
respectivamente. A quarta componente do flag 
nbx = (ger{ nei} C ger{ ne1, ne2} C ger{ ne1, ne2, ne3} C ger{ ne1, ne2, ne3, x} C ... ) 
não é afetada por n, pelo que N- (g )bx, com x E ger{ e4, es} fornecem as órbitas distintas 
que procuramos. Por outro lado o subgrupo N- não necessariamente está contido em 
N-(g)K(g). De fato, o produto a seguir nu 
cos bt - sin b1 O O O 
sinb1 cosb1 O O O 
a31 a32 1 O O 
a43 cos~ - sin~ 
a53 sin b2 cos b2 
não envolve as entradas de ií para c21 =J. 1, C54 =J. 1, em vista que c21, c54 E JR. Apesar 
de não existir a inclusão N- C N-(g)K(g), existe a inclusão das órbitas no fiag 
maximal, como é fornecido pelo seguinte: 
Consideremos o subgrupo de Cartan B1(g) correspondente à subálgebra de Cartan 
b1• É evidente que N- c N-(g)B1(g). Portanto, N-wbo C N-(g)B1(g)wbo. Assim 
falta verificar apenas que B 1(g)wb0 = K(g)wbo. Para tal, iniciamos com o seguinte: 
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Lema 1.1.5 Seja V= ger{ ei1, ... , ~k} um subespaço de Rd gerodo pelos vetores bási-
cos que diagonalizamg. Tomemos h E Bl(g). Então existe u E K(g) tal que uV = hr. 
Demonstração: Seja JRd =Vi EB · · · EB Ve a decomposição de JRd em subespaços de 
dimensão 1 ou 2 dada pela estrutura de blocos de g (auto-espaços de g). Como a base 
{3 = {e1, ... ,ed} é a que coloca g nessa forma, segue-se que 
V = (V n Vi) EB · · · EB (V n Ve). (1.2) 
porque V é gerado por vetores básicos. Por outro lado, o fato de que h E Bl(g) implica 
que h \ti= Vi para todo i= 1, ... , e. Daí que 
Na suma direta (1.2) as componentes V n Vi são de dimensão 1 ou 2. Agora, pela 
definição de K(g) existem u 1 , ... , Ue E K(g) tais que a restrição ~a V; é a identidade 
em Vj se i #- j e tal que ~(V n Vi) = h(V n Vi) para todo i = 1, ... , e; e é suficiente 
tomar restrições a Vi e estende-los ao espaço tudo como sendo a identidade. Portanto, 
tomando u = u 1 ... Ue, segue-se que u V = h V. • 
Observação: A escolha do elemento u E K(g) foi de tal forma que u = 1 nos sube-
spaços (básicos) que não interceptam V. 
Lema 1.1.6 Paro cada w E W, tem-se N-wbo C N-(g)K(g)wbo. Em partic-ular, 
N-(g)K(g)b0 é uma vizinhança de K(g)bo densa em lF. 
Demonstração: Seja w E W a permutação ( i 1 . . . id) e bo o flag canônico 
logo a ação de w sobre bo é dado por: 
wbo = ger{ ~1 } C ger{ ei1 , ~2 } C · · · C ger{ ~1 , ••• , ~d}. 
Se denotamos por wj = ger{ ~1' ... , ~k} temos que o flag definido acima pode ser 
escrito como 
wbo = ("71 c W2 c · · · c Wd). 
Em vista de que temos a provar que Bl(g)wbo = K(g)wb0 , tomamos hwbo E Bl(g)wbo, 
com h E Bl(g); já que a inclusão contrária é óbvia porque K(g) C Bl(g). Portanto, 
resta mostrar que existe um u E K(g) tal que uwbo = hwbo. Para tal, considera-se os 
flags parciais 
b; = (W1 C W2 C · · · C W;) 
e no que segue, a prova será feita por indução sobre j. 
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• Para j = 1, temos que b1 = Ml1. Se tomamos a decomposição de JRd = Ví e 
· · · E9 Ve, o Lema 1.1.5 fornece um u E K(g) tal que ul-i/1 = hW1 eu= 1 nos 
suhe3paç0S ~que interceptam wl trivialmente. Isto é, se wl n ~ = (0). 
• Agora, suponhamos que a conclusão também seja válida no nível j. Isto é, existe 
u E K(g) tal que ub; = hb; eu= 1 em~ se W; n Vi= (0). Mostraremos então 
que fflta conclusão também é válida para o nível j + 1; ou seja, existe u E K (g) 
tal que iíh;+I = hbH1 e ií = 1 em ~ se WH1 n ~ = (0). De fato, em vista da 
decomposição JRd = Ví E9 · · · E9 Ve temos que 
W;+I = (W;+I n Ví) E9 · · · E9 (W;+I n \~;,). 
Logo, se tomamos os índicffi i tais que W;+I n ~ =/:. (O) temos duas possibilidadffi 
a tratar: 
(a) Se wj n Vi =/:. (o) para cada índice i tal que wj+ In Vi =/:. (o). Então existe io tal 
que "\li0 n W; =/:. (O) e no entanto, Yio não ffitá contido em W;. Caso contrario, 
Vi C 'Wj para aquelffi i' s. Mas, isso força a que W;+l = "\li1 E9 · · · E9 Vis, e 
como os subfflpaços ~ C W; temos que 'Wj = 'Wj+ 1 , o qual é um absurdo. 
Para o índice io a dim ~o = 2 e W;+l = W; + "\li0 porque dim "\li0 = 1 fornece 
que Yio c W;. Também é claro que u ~o = Vio e h Vio = Yio pela ffitrutura 
de blocos que elffl tem. Daí que 
uW;+l uW; +uVio 
- hW; + h\li0 
hW;+I· 
Portanto, ub; = hb;+l· Além do mais, u se rffltringe à identidade nos sube-
spaços básicos que não interceptam W;+I· Portanto, deve-se tomar ií = u. 
(b) Existe um índice i 0 tal que W; n Yio = (O) e no entanto, W;+I n ~o =/:. (0). 
Então 
11-';+I = lV; E9 (11-';+I n Yio), 
já que (O)= W; n ~o= W; n (W;+I n Vio)· Logo, define-se ü como sendo u 
em W; de tal forma que 
(e é claro que ií = 1 nas demais componentffl básicas). Esse ií é o desejado. 
Para uma outra prova, é suficiente considerar o caso w = 1; porque para w =/:. 1 só 
temos uma mudança da base e o mfflmo argumento funciona. Para isso tomamos os 
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níveis j - 1' j, j + 1 onde nu e n são representados: 
nuei-1 - Oe1 + · · · + cosbi-1,1ei-1 + sinbi-1,1ei + ai+1,i-1ei+1 + · · · + G.n,j-1en 
nuei Oe1 + · · ·- sinbi-1,1ei-1 + cosj-1,1 ei + ai+1,iei+1 + · · · + G.n,j-1en 
nuei+I - Oe1 + · · · + Oe3_1 + Oe3 + ei+l + · · · + G.n,j+I en 
e 
nei-1 Oe1 + · · · + ei-1 + Cj,j-lei + ci+l,i-1ei+I + · · · + Cn,j-1en 
ne3 - Oe1 + · · · + Oe3_ 1 + ei + ci+l,jei+I + · · · + Cn,ien 
nei+1 - Oe1 + · · · + Oei + ei+l + ci+2,i+1ei+2 + · · · + Cn,i+Ien, 
respectivamente. L-ogo, para o flag canônico b0 temos os flags 
( · · · ger{ ... , nue3_I} C ger{ ... , nue3_~, nue3} C ger{ ... , nuei-b nue3, nuei+I} · · ·) 
e 
(· .. ger{ ... 'nej-d c ger{ ... 'nej-b nej} c ger{ ... 'nej-b nej, nej+I} .. ·) 
Segue-se que{ ... , nue3_I} e{ ... , 1/ cosb3_ 1,1nue3_ 1} definem o mesmo subespaço ve-
torial e para bj-1,1 = 2r. as últimas três equações se adaptam às primeiras. Portanto, 
o segundo flag pertence a N-(g)K(g)bo. • 
O exemplo anterior também mostra que as órbitas N- (g )wb0 , com w E W não 
cobrem lF, e é por isso que se considera o subgrupo N-(g)K(g). 
Lema 1.1.7 As órbitas N-(g)K(g)wb0 , w E W, cobremlF e são mutuamente disjuntas 
a menos que K (g )w1 bo = K (g )w2bo. 
Demonstração: A primeira parte decorre do Lema 1.1.6 e de observar que as N--
órbitas dos flags especiais wb0 , cobrem a variedade flag devido à decomposição de 
Bruhat. Para a segunda parte, supomos que 
Então existem ni E N-(g) e Ui E K(g), i= 1, 2, tal que 
Multiplicando essa igualdade por u1n21 e colocando n = u!1n21n 1u 1, u = u11u2 , temos 
que 
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com n E N-(g), u E K(g). Aplicando gk nesta igualdade e fazendo k1 -----t +oc; 
para alguma subsequência k1, temos que gk1nw1bo converge em K(g)w1bo porque este 
conjunto é compacto, g-invariante e gk1ng-k1 -----t 1. Por outro lado, gk aplicado ao 
lado direito pertence a K(g)w2bo, ou seja K(g)w2bo intercepta K(g)w1bo. Portanto, 
essas órbitas devem coincidir. Em forma similar, o resultado vale com N+(g) no lugar 
de N-(g). Basta usar os mesmos argumentos com a variante gkng-k -----t 1, com 
n E N+(g) quando k -----t -oo. • 
Serão apresentadas agora -v-ariantes de alguns conceitos de sistemas dinâmicos 
definidos para fluxos em espaços métricos dados em [4]. 
Definição 1.1.8 O conjunto w-limite de um subconjunto Y C lF em relação ao difeo-
morfismo 4> é 
w(Y) ~ fJ fe (~ qr(Y)) , 
onde fe denota o fecho topológico. De forma similar, o conjunto a-limite é dado por: 
a(Y) = ZJ. fe (,hJ. q;m(Y)). 
Notemos em geral que w(Y) pode ser maior que a união de todos w(y) com y E Y. 
Como lF é compacto a propriedade da interseção finita garante que w(Y) =f. 0, compacto 
e q)-invariante. Os conjuntos a-limite são os conjuntos w-limite para o difeomorfismo 
rp-1 • Um ponto x E lF é chamado recorrente, se x E w(x). 
Por outro lado, y E w(Y) se, e somente se, y E fe (Um>n 4>m(Y)) para cada n E 
N. Fixado k E N e a bola B(y, l/k) em relação a qualquer métrica definida em lF 
compatível com a topologia da variedade, temos que: 
Logo, existem 
Reciprocamente, para y no conjunto do lado direito existe nk -----t +oo, e Xnk E Y 
tal que 4>nk(xnk) ---t y. Sendo assim, para um aberto U 3 y existe no E N, tal que 
4>nk ( Xnk) E u para nk > no. Dai para nk > ma."'<:{ n, no} obtém-se que 
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</Jnk(Xnk) E U </Jm(Y). 
m2:n 
Portanto, temos provado a inclusão contrária e os conjuntos w, a-limites definidos 
acima, podem ainda ser colocados como: 
e 
Lema 1.1.9 As órbitas K(g)wbo são os conjuntosw-limite das órbitas N-(g)K(g)wb0 , 
para cada w E W. De forma similar eles são a-limites das órbitas N+(g)K(g)wbo. 
Demonstração: É só usar o fato, gmxg-m ----7 1 se m ----7 +oo, com x E N- (g). 
Antes de mais nada, provaremos a relação: 
De fato, 
se, e somente se, 
x E U gmng-m( K(g)wbo), \>' k E N 
m2:k 
se, e somente se, existe mk > k tal que 
se, e somente se, existe mk > k, Zmk E K(g)wbo tal que 
Daí, pela compacidade da órbita K(g)wb0 , existe uma subsequência (mk,) tal que 
Zmk ----7 z E K (g )wbo. Mas, 
I 
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Portanto, x E K(g)wbo. Usando este fato temos que 
w(N-(g)K(g)wbo) ~ E! fe (1!, gm (N-(g)K(g)wbo)) 
- f! fe (1!.ne\J(gtn( K(g)wbo)) 
- flre (1!.JJ(.tng-m(gmK(g)wbo)) 
- E! fe C!J(g) 1!. gmiíg -m ( K(g )wbo)) 
C E! C!J(g)fe (,k!.gmng-m(K(g)wbo))) 
C E! C!J(g),k)• fe (gmiíg~ (K(g)wbo))) 
!] C!J(g) (,k!. gmiíg-m (K(g)wbo))) 
- neld(g) (E! (,k!. g=ng-m (K(g)wbo))) 
U K(g)wbo (pelo primeiro fato) 
nEN-(g) 
- K(g)wbo. 
Reciprocamente, dado x E K(g)wbo temos que x E gn (K(g)wbo). Logo 
com Xi E K(g)wbo C N-(g)K(g)wbo. Portanto, X = limn-+oo9n(xn), assim X E 
w (N-(g)K(g)wbo). A segunda parte é similar, já que basta usar o fato, g-mngm---+ 1 
sem--+ +oo para cada n E N+(g). • 
Observação: O seguinte fato é da teoria geral, mas convém colocar em evidência. Se 
x E N-(g)K(g)wbo, então a sequência gkx se acumula em K(g)wbo porque gkng-k---+ 
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1 se k ~ +oo e n E N-(g). Portanto, os conjuntos w-limite de x arbitrário em lF 
para a g-ação, estão contidos em K(g)wb0 , w E W. Pela mesma razão, os conjuntos 
a-limite em x, estão contidos em K(g)wb0 , se x E N+(g)K(g)wb0 • Por conseguinte, 
as órbitas K(g)wbo, w E W, contém todos os conjuntos w e a-limites para a g-ação. 
Agora estamos no ponto de introduzir o conceito dos atratores e repulsores. 
Definição 1.1.10 Um conjunto invariante compacto A C 1F é um atrator para um 
difeomorfismo c/J, se este admite uma vizinhança N tal que w(N) = A. De forma 
similar, um repulsor é um conjunto R c lF invariante sob cp, compacto e que tem uma 
vizinhança N*, com a(N*) = R. 
Como uma consequência do Lema 1.1.9, via esta definição, temos que A= K(g)bo 
é um atrator de g porque N-(g)K(g)b0 é uma vizinhança que o contém e mais ainda 
este contém a componente aberta de Bruhat. Fazendo um paralelo com os fatos aJr 
resentados em [22] ou [18], o repulsor seria a órbita K(g)w0 bo, onde w0 é a involução 
principal de W, isto é, o único elemento de W que satisfaz w0 (:E) =-E. Ou também, 
será que para alguma câmara de Weyl induzida por algum sistema simples de raizes se 
tenha w0 (K(g)b0 ) como repulsor. Existe um resultado, de caráter geral, que permite 
detectar o repulsor a partir do atrator correspondente a um difeomorfismo. 
Lema 1.1.11 Para um atrator A, o conjunto A* = {x E 1F : w(x) nA = 0} é um 
repulsor chamado de repulsor complementar. Então (A, A*) é chamado de um par 
atrator-repulsor. 
Demonstração: Veja [4]. • 
Usando o lema anterior e o que provaremos abaixo, podemos capturar alguns ou 
todos elementos de A*. Aliás, tal resultado permite mostrar que as órbitas K(g)wbo, 
w E W" formam uma decomposição de Morse. 
Proposição 1.1.12 Seja x E N+(g)K(g)wbo tal que não pertença a K(g)wb0 • Então 
não existe sequência de inteiros k1 > O tal que gk1 x converge para um ponto em 
K(g)wbo. 
Demonstração: Suponhamos que exista uma sequência de inteiros k1 > O tal que, 
Pelo Lema 1.1.4, podemos escrever x = nüwb0 = ünwb0 com u E K(g), n, ií E N+(g) 
e tal que nwbo ~ K(g)wbo porque X ~ K(g)wbo. Também g = kh com k E K(g) e 
h E A(g). Tomando uma subsequência, podemos assumir que kk1.,. ~ v0 em K(g) 
(pela compacidade). Então, temos que 
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e daí 
hk1,.,iíwb0 ---7 uü-1v01 E K(g)wb0 • 
Portanto, a conclusão segue do lema a seguir. • 
Lema 1.1.13 Seja h E A(g) a parte diagonal do elemento regular decomposto g. 
Tomemos x = nwbo, com n E N+(g) tal que x f{. K(g)wbo. Se w(x) denota o conjunto 
w-limite de x sob a ação de h, então w(x) n K(g)wbo = 0. 
Demonstração: A idéia é, encontrar uma função f E C 00 (lF) associado a h tal 
que seja constante ao longo das órbitas K(g)wbo. Logo, usando o fato de que f é 
estritamente crescente ao longo de qualquer trajetória, que não seja ponto crítico ou 
singularidade de grad f em alguma métrica riemanniana, obteremos a conclusão. Para 
isso, seja H = log( h) e ii o campo vetorial induzido por H através da ação canônica 
na variedade fl.ag lF. Existe uma métrica riemanniana (métrica de Takeuchi-Kobayashi) 
em lF tal que ii seja o campo vetorial gradiente de alguma função f. A construção de 
f é uma consequência de realizar o fl.ag lF como a órbita Ad(K)H0 , com Ho E a+ C .s 
o espaço das matrizes simétricas de traço zero (veja o Lema 0.3.3 do Capítulo 0). Em 
.s existe um produto interno ( ·, ·) dado pela forma de Cartan-Killing, isto é, a restrição 
à parte simétrica s do produto interno induzido pela involução (}. Então 
f(Ad(u)Ho) = (Ad(u)H0 , H). 
As transformações adjuntas Ad(u), u E K, são ortogonais em relação a (., .) e 
Ad(ü)H =H se ü E K(g) pois H tem a mesma estrutura de blocos que ü (autovalores 
repetidos aparecem onde ü tem autovalores complexos ) . Logo, 
f(Ad(ü)Ho) = (Ad(ü)H0 , Ad(ü)H) = (Ho, H). 
Daí, segue-se que f é constante ao longo das K(g)-órbitas. As trajetórias de H, são 
da forma Ht(Y) = exp(tH)y, em particular a trajetória que passa por x = nwbo é 
Ht(x) = éHne-tHwb0 • Pelo Lema 1.1.3 temos éHne-tH ---7 1 quando t ---7 -oo. Isto 
é, Ht(x) ---7 wbo se t ---7 -oo. Estes argumentos mostram que Ht(x) não é uma 
trajetória constante, ou seja, x não é um ponto crítico de f. De fato, caso contrário 
temos que Ht(x) = wbo, setE R, contradizendo a que x E K(g)wbo. Por conseguinte, 
f é estritamente crescente ao longo de Ht(x). Portanto, usando novamente o fato que 
Ht(x) ---7 wb0 quando t ---7 -oo temos que f(nwbo) > f(wbo) e como f é constante 
em K (g )wb0 segue que 
lim f(Ht(x)) > f(nwbo) > f(wbo) = f(uwbo), para u E K(g) 
t->+oo 
e dai temos que nenhuma subsequência de Ht(x) pode-se acumular em K(g)wbo quando 
t ---7 +oo. • 
33 
Observação: Para cada x E N+(g)K(g)wb0 fora de K(g)wbo, o Lema 1.1.12 essen-
cialmente diz que w(x) n K(g)wbo = 0. Portanto, colocando w = 1, pelo Lema 1.1.11 
temos que x E A*. 
Agora estamos no ponto de definir os conjuntos estáveis e instáveis de subconjuntos 
compactos e invariantes. 
Definição 1.1.14 Seja 4> um difeomorfismo de lF e n c lF um subconjunto compacto 
e invariante. 0 conjunto estável de </J em 0 é aquele formado pelos elementos X E lF, 
tal que <Pkz (x) converge em n se kl --7 +oo, para alguma subsequência (kl)r Isto é 
Ws(n) = {x E 1F: 3 kl --7 +oo, tal que <Pk'(x) converge em n} 
e o dual instável é definido por: 
Wu(O) = {x E 1F: 3 kl --7 -oo, tal que </>k'(x) converge em n}. 
Uma vez que tenhamos definido Ws(n); o conjunto instável Wu(n) é simplesmente 
o conjunto estável do difeomorfismo 4> -I. 
Em termos desta linguagem, podemos interpretar as órbitas N±(g)K(g)wb0 , como 
sendo os conjuntos estáveis e instáveis do elemento regular decomposto g associa-
dos à órbita K(g)wb0 . De fato, ambos conjuntos estão contidos em Ws(K(g)wbo) e 
Wu(K(g)wbo) respectivamente; e as inclusões contrárias decorrem de: 
• Se x E Ws(K(g)wbo), então gkzx --7 y E K(g)wbo, para alguma subsequência 
kl --7 +oo. Por outro lado, como as N-(g)K(g)-órbitas cobrem a variedade 
Hag, tem-se que x E N-(g)K(g)w0b0 para algum w0 E W, ou seja, x = nuwobo, 
n E N-(g), u E K(g). Também, gk1ng-k1 --7 1 se kl --7 +oo ( Lema 1.1.3 ). 
LQgo, para alguma subsequência (kl,...)m, temos gkzm.(x) --7 yem K(g)wobo, mas 
gk1m. (x) --7 y em K(g)wbo. Portanto, y = y ex E N-(g)K(g)wbo. Mais ainda, 
esses conjuntos estáveis são subvariedades imersas quasi-regulares em virtude do 
Teorema de Stefan-Sussman. 
• Se x E Wu(K(g)wbo), então gk1 (x) --7 y E K(g)wb0 , para alguma subsequência 
kt --7 -oo. Logo, pelos mesmos argumentos anteriores obtem-se a conclusão. 
Tudo isto é resumido no 
Lema 1.1.15 As órbitas N-(g)K(g)wbo, N+(g)K(g)wb0 são as variedades estáveis, 
instáveis de g respectivamente em relação à órbita K(g)wb0 . 
Demonstração: Feita acima. • 
Observação: Por agora, não precisamos estudar a hiperbolicidade das K(g)wbo-
órbitas em relação ao elemento regular decomposto g; já que as N± (g )K(g )wb0-órbitas 
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são subvariedades. No que diz respeito às bifurcações , eles podem ser obtidos pertur-
bando o elemento regular decomposto em menção, até quebrar sua estrutura; aliás é de 
esperar uma mudança nas variedades estáveis (perturbações das variedades estáveis). 
No que diz respeito à definição de conjunto estável, existe uma versão mais usual a 
qual é definida como: 
Ws(n) = {x E JF: d(qr(x),n) --7 O, se n --7 +oo}. 
A relação entre estas duas versões é dada pela inclusão: 
De fato, se X E Ws(n) temos que d(4>n(x), n) --7 o. Daí, para k E N, existe nk E N 
tal que d(4>nk(x), n) < 1/k. Mas 
d(lf>nk(x),Q) = inf{d(lf>nk(x),z): z E 0}, 
logo fazendo Cnk = d(lf>nk(x),O) e tomando é= 1/k- Cnk, existe ank = d(4>nk(x),znJ 
com Znk E 0 tal que Cnk < ank < 1/ k. Sendo Q um conjunto compacto, existe uma 
subsequência Znk --7 z E O. Daí, fixando s > O e usando a relação 
existem no, mo E N tal que 
é 1 é d(z,k
1
,z) < 2, V nk, >no e m < 2, Vm >mo. 
Portanto, tomando iio =ma..""<:{ no, mo}, nk1 > iio temos que: 
Quanto à recíproca, para X E Ws(n) existe nk --7 +oo tal que 4>nk(x) --7 zEn. Dito 
isso, dado é> O existe no E N tal que d (4>nk(x), z) <é. Mas 
Portanto, d (4>nk(x), n) --7 o, mas não necessariamente X E Ws(n). 
Apesar disso, na situação das variedades Hag e elementos regulares decompostos os 
dois conjuntos coincidem. Caso contrário, para x f/: W 8 (K(g)wbo) existe é> O e uma 
subsequência (nk)k tal que d(gnkx, K(g)wbo) >é. Por outro lado x E Ws(K(g)wbo) = 
N-(g)K(g)wbo, implica x = nuwbo, n E N-(g), u E K(g). Logo para a subsequência 
anterior existe nk1 --7 +oo tal que gnkz uwbo --7 z E K (g )wbo, o que junto a 
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nos fornece que: 
liminf d(gnkzx, K(g)wb0 ) = limsupd(gnkzx, K(g)wb0 ) =O, 
nk1-+oo nk1-+oo 
e daí, 
d(gnkzx, K(g)wbo) ---+O 
é um absurdo. Portanto, x E Ws(K(g)wbo). 
Definição 1.1.16 (a) Uma decomposição de Morse de um difeomorfismo 1> definido 
na variedade ftag lF é uma coleção finita { Mi : i = 1, ... , n} de conjuntos não 
vazios, disjuntos dois a dois, compactos e invariantes tal que: 
(i) Para cada x E lF tem-se w(x), a(x) CU Mi. 
(ii) Suponhamos que existam Mio, Mi1 , ••• , Mi1 e x1 , ... , xl E lF - L!= I Mi com 
a(xi) C Mi•- 1 e w(xi) C Mi• para i= 1, ... , l, então Mio =/=-]}fiz· 
Os elementos de uma decomposição de Morse, são chamados de conjuntos de 
Morse. 
(b) Dadas duas decomposições de Morse {Mb···,-Mn} e {ML ... ,M~,}, diz-se que 
{.l\11 , ... , .Nfn} é mais fina que {M~, ... , lvf~.' }, se para cada j E {1, ... , n'}, existe 
i E { 1, ... , n} com Mi C Mj. 
Usando esta definição temos a 
Proposição 1.1.17 As órbitas K(g)wb0 , w E W, formam uma decomposição de 
Morse para a ação de g sobre a variedade ftag lF. 
Demonstração: Seja x E lF, então x E N-(g)K(g)w1bo ex E N+(g)K(g)w2bo, para 
algum w1 , w2 E W, porque elas cobrem lF. Daí, pela observação ao L-ema 1.1.9 temos 
que w(x) C K(g)w1b0 e a(x) C K(g)w2bo . Quanto à condição (ü) suponhamos que 
existam órbitas 
K(g)wobo, K(g)w1bo, ... , K(g)wlbo 
e elementos 
x 17 ••• , xl E lF- U K(g)wb0 
wEW 
com a(xi) C K(g)wi_1bo e w(xi) C K(g)wibo para i = 1, ... ,l tal que K(g)wobo = 
K(g)wlbo· Por outro lado, g = hu com h = exp(H) E A(g) eu = exp(X) E K(g). 
Seguindo a demonstração do Lema 1.1.12, é possív-el encontrar uma função f E C00 (lF) 
associado a h tal que: 
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• f é constante ao longo das órbitas K (g )wbo. 
• f é estritamente crescente ao longo de qualquer trajetória, que não seja ponto 
crítico ou singularidade de grad f. 
• f é estritamente decrescente ao longo de qualquer trajetória, que não seja ponto 
crítico ou singularidade de -grad f. 
Dito isso, tomando um representante 'Ui.Wibo E K(g)wibo, i= 1,2, ... ,l, e usando o 
fato, 
l 
X i fÍ. U K (g )wibo 
i=O 
temos o seguinte: 
a(x1 ) C K(g)w0bo, w(x1) C K(g)w1bo implicam: 
f(u1w1bo) < f(xi) < f(Uowobo) 
a(x2) C K(g)w1bo, w(x2) C K(g)w2bo implicam: 
f(u2w2bo) < f(x2) < f(u1w1bo) 
a(xi) C K(g)wi-1bo, w(xi) C K(g)wibo implicam: 
f(uiwibo) < f(xi) < f(Ui-1Wi-1bo) 
a(xt-1) C K(g)wt-2bo, w(xt-1) C K(g)wt-1bo implicam: 
f(ut-1Wt-1bo) < f(xt-1) < f(ut-2Wt-2bo) 
a(xt) C K(g)wt-1bo, w(xt) C K(g)wtbo implicam: 
f(utWtbo) < f(xt) < f(ut-1Wt-Ibo). 
Logo, se K(g)wobo = K(g)wtbo temos que a relação 
f(utWtbo) < f(xt) < f(ut-1Wt-1bo) < · · · < f(ulwlbo) < f(xi) < f(Uowobo) 
fornece um absurdo: 
f(Uowobo) < f(Uowobo) 
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desde que f(utWtbo) = f(Uowobo). Portanto, 
K (g )wobo =/= K (g )wzbo. 
Mais ainda, essa cadeia de desigualdades nos permite concluir que quaisquer duas 
órbitas K(g)wkbo, k = i,j, satisfazendo a condição (ii) são distintas. • 
Observação: A decomposição de Morse K (g )wb0 , w E lV, não é necesgariamente a 
mais fina em vista da dependência dos autovalores de g. Isto é, por exemplo se tomamos 
w = 1, então x = u1bo é um elemento de K(g)bo; logo para um elemento genérico 
y = üb0 tem-se gky = gkübo = hkuküb0. Portanto, a escolha de uma subsequência 
nk --+ +oo tal que gnky --+ x, depende do argumento dos autovalores complexos 
de u e u1. Embora, se cada x E K(g)wbo está em algum w(zx) com Zx E K(g)wbo, 
obtém-se que dita decomposição de Morse é a mais fina. De fato, tomemos uma 
outra decomposição de Morse {M1 , ... , Mt}- Pela condição (i) da definição 1.1.16, 
K(g)wbo C U!=l Mi. Seja Mi = U Mi; a decomposição em suas componentes conexas, 
logo 
l 
K(g)wbo c U(UMi;)· 
i=l i; 
Sendo dita órbita conexa, necessariamente temos que K (g )wbo C Mi;o. Portanto, 
K(g)wb0 C Mi. 
A questão que se levanta, produto desta analise, é saber onde estão localizados 
os elementos regulares. Por enquanto, podemos ver rapidamente que o conjunto de 
elementos regulares decompostos formam uma união de cones na subálgebra de Cartan 
b C .sl(d,R). É um cone de Lie. Em vista que subálgebras de Cartan fornecem 
decomposições de .sl( d,R) ou .sl( d, C) em espaços de raizes a pergunta é: se cada cone 
desses pode ser descrito como a câmara de Weyl de um sistema de raizes apropriado? 
Que significa uma câmara positiva? Desta forma seria possível obter decomposições 
infinitesimais e globais paralelas às decomposições de lwasawa, Langlands, etc. 
1.2 Variedades Flag e Elementos Regulares 
Nesta seção, relacionaremos elementos regulares decompostos no interior de semigru-
pos com os conjuntos de controle associados a tais semigrupos através dos conjuntos 
limite apresentados anteriormente. Para tal, seja S um subsemigrupo de interior não 
vazio em SL(d,R), agindo sobre a variedade flag ma:ximallF como um semigrupo de 
difeomorfismos. Daqui em diante, salvo menção contrária, assumiremos que g E intS 
é um elemento (±)-regular decomposto e bo o flag canônico. Se formula o seguinte 
Lema 1.2.1 Se w E W é uma permutação, denotemos por Dw o conjunto controle que 
contém wb0 . Então K(g)wbo C (Dw)0 • 
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Demonstração: Sendo g regular, existe uma base f3 em relação à qual ele pode ser 
escrito na forma: 
onde~ é uma matriz bloco, 1 x 1 ou 2 x 2 tal que jA1 j > · · · > lAel· Logo, temos 
que g2 E intS tem os blocos A! ou seja det A! > O. Portanto, podemos escrever 
g2 = kÀ = Àk com À E A(g) e k E K(g). Isto implica que o subconjunto 
T = {k E K(g): :3 À E A(g), com kÀ E intS} 
é aberto e não vazio. De fato, para k E T, existe À E A(g) tal que kÀ E intS, portanto, 
T # 0. Consideremos a translação L>.: K(g) ~ SL(d,JR). Então existe um aberto 
U C K(g) contendo k e portanto, k EU C T. Em vista que K(g) comuta com A(g), 
temos que T é um semigrupo. Pela compacidade de K (g), segue-se T = K (g) (veja 
[9]). Por outro lado, se k E T, então existe À E A(g) tal que kÀ E intS e como À fixa 
wbo por ser diagonal, segue que 
Twb0 C (intS)wb0 C Swbo. 
Sendo T um subgrupo, pelo mesmo argumento anterior consegue-se 
Twb0 c (intS-1 )wb0 c s-1wb0 . 
Portanto, pela Proposição 2. 7( c) [22], segue-se 
K(g)wb0 c (intS)wbo n (intS-1)wbo = (Dw)o 
pois wbo E ( Dw )0 . • 
O lema anterior permite localizar as órbitas K(g)wbo nos conjuntos controle corre-
spondentes ao semigrupo S que contém o elemento regular decomposto g. Um próximo 
passo é caracterizar tais órbitas em termos dos elementos contidos nesses conjuntos de 
controle. 
Proposição 1.2.2 Seja g E intS um elemento regular decomposto. Se w E W é uma 
permutação, denote por Dw o conjunto controle contendo wbo. Então 
U K(g)wwbo c O.w = U (N-(g)K(g)wiwbo n N+(g)K(g)w2wbo ), (1.3) 
üiEW(S) ÜII,Ü:'2EW(S) 
onde 
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Demonstração: Para w E W(S), pelo Lema 1.2.1 temos que K(g)wwbo C DtL"U.·· Mas 
(ww-1)w = w E w·(S), segue-se que Dww = Dw· Portanto, tem-se a primeira inclusão 
de (1.3). Para a outra inclusão, tomemos x E Dw tal que gkx E Dw para k E Z. Então 
pelo Lema 1.1.7, existem w1, w2 E W tal que x E N-(g)K(g)w1bo n N+(g)K(g)w2bo· 
Em cada caso temos que: 
• Se x E N-(g)K(g)w1b0 , segue-se dos Lemas 1.1.9 e 1.2.1 que w(x) C K(g)w1bo C 
intDw1 • Também w(x) c fe(Dw), e daí que w(x) c int(Dw1 ) n fe(Dw)· Logo, 
Dw1 = Dw, mas segundo o Teorema 0.3.4 tem-se w1 = WtW, com Wt E W(S). 
Portanto, x E N-(g)K(g)iiltwbo, com Wt E W(S). 
• Se x E N+(g)K(g)w2bo, pelo mesmo argumento (Lemas 1.1.9 e 1.2.1) temos 
que a(x) C K(g)w2bo C int(Dw2 ). Em forma análoga à parte anterior tem-se 
a(x) c int(DW2) n fe(Dw)· Portanto, x E N+(g)K(g)w2wbo, com w2 E W(S) 
Destes dois itens segue a inclusão 
Dw c U (N-(g)K(g)wiwbo n N+(g)K(g)w2wbo ). 
ÜJ1,w2EW(S) 
Para mostrar a inclusão contrária, tomemos 
para alguns ÜJ1, w2 E W ( S). Segue-se que 
w(x) C K(g)w1wbo C int(Dw) e a(x) C K(g)w2wbo C int(Dw)· 
Tomando z1 E w(x), z2 E a(x) temos que gn~cx ---7 Zt e g-m1X ---7 Z2 para subsequên-
cias m~, nk ---7 +oo. A ideia é provar que Dw U {x} C fe(Sz), para z E Dw U {x}. Pois, 
pela maximalidade teremos que x E Dw. Para tal, tomando z E Dw U {x} temos duas 
~bilidades: 
• Se z E Dw, pela definição de conjunto de controle Dw C fe(Sz), logo devemos 
verificar que x E fe(Sz). Para isso, usando o fato z2 E (Dw)o temos que 
(Dw)o = (intS)z2 n (intS)-1 z2 
e como z2 = lim=r-+oo9-m1x existe mo E N tal que g-m1ox E (intS)z2. Isto é, 
x = g=1ohz2 com h E S. Por outro lado z2 E Dw C fe(Sz) (definição de conjunto 
de controle) implica que z2 = limk-+oo hkz com hk E S e, portanto, obtemos a 
conclusão 
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• Se z = x, provamos que DwU{x} C fe(Sx). Tomando y E DwU{x}, apresentam-
se duas possibilidades. Primeiro, para y E Dw C fe(Sz1) temos que y = 
limk->+oo hkzi com hk E S. Por outro lado, z1 E (Dw)o fornece: 
Mas ZI = limnk->+oo9nkx, logo existe no E N tal que gnkx E (intS)-1zb para 
nk >no. Daí que, fixando nko temos que Z} = hkognkox para algum hko E intS. 
Portanto, a conclusão é satisfeita: 
pois, hkhko9nko E S. Para o segundo caso, y = x, aplicando o argumento anterior 
a Z2 E ( Dw )o obtemos que 
Mas Z2 = limmz-++oo9-m1X, logo existe mo E N tal que g-mzx E (intS)z2 para 
ml >mo. Dai, fixando um mlo temos que X= gm1ohz2· Também, pela transitivi-
dade de intS em (Dw)o existe h E intS tal que z2 = hz1• Portanto, devido a que 
Z1 = limnk_.+oo9nkx temos que 
X = lim gmzo hhgnk x, 
nk->+oo 
Com isso fica mostrado que Dw U {x} C fe(Sz), para z E Dw U {x}. Portanto, x E Dw 
e só falta mostrar que gnx E Dw, para n E .Z. O elemento regular decomposto g 
contrai ou expande as variedades estáveis ou instáveis correspondentes. Mais ainda, 
devido a que este elemento regular decomposto deixa invariante as variedades estáveis 
e instáveis, a hipótese de que gnox fj. Dw para algum no E N fornece um absurdo, já 
que gno x estando nas variedades estáveis ou instáveis, o argumento anterior mostra que 
gnox E Dw· • 
Agora, associaremos a elementos do grupo de Lie SL(d, R), a certas variedades flags. 
Em particular, para elementos no interior de um semigrupo é possível fibrar a variedade 
flag associada ao semigrupo por aquela variedade flag correspondente a dito elemento. 
Dito isso, cada matriz g E SL(d,R) pode ser decomposta como a soma g = s + n de 
uma parte semi-simples s e outra nilpotente n através dos blocos reais de Jordan e em 
relação a uma base {3: 
41 
À 1 
1 
À 
ou 
a -b 
b a * 
a -b 
b a 
Isso fornece ao nível do grupo SL(d,JR), uma decomposição de Jordan multiplicativa 
do elemento mencionado: 
g = 9s9v. = 9v.9s (gs = s,gv. = 1 + s-1n), 
onde 9s é a parte semi-simples e 9v. a parte unipotente. Em vista que os autov-alores 
de g podem ter multiplicidade maior que um, chama-se à soma dos espaços correspon-
dentes ao mesmo autovalor de auto-espaço generalizado. Ordenemos os autovalores 
de tal forma que seus valores absolutos sejam decrescentes. Com esta ordenação dos 
autovalores, seja Ví, ... , Vs os aut~paços generalizados e coloquemos ri = dim ~­
Isto nos fornece um flag canônico: 
bo = (Vi c Vi + V2 c ... c Ví + ... + Vs) 
que determina uma variedade flag lF(g) = lF(rb r 1 +r2 , ••• , r 1 +· · · +rs) do qual b0 é um 
elemento. Por construção, b0 é um ponto fixo de g (os espaços ~ são g-invariantes). 
Mais ainda, devido à ordenação dos autovalores, segue-se que b0 é o atrator de g em 
lF(g), porque a estrutura de blocos de g permite encontrar um subgrupo nilpotente 
N-(g) de matrizes triangulares inferiores e nesta órbita aberta e densa N-(g)b0 tem-se 
gmx ----? b0 quando n ----? bo-
Seja 1F, a variedade flag maximal e denotemos por 1í g a fibração 
1íg : 1F----? lF(g) 
que a cada flag 
(W1 C'·· C Wri-1 C Wr1 C Wr1 +1 C''' Wr5 -1 C Wrs C Wrs+1 C • · · C Wd) 
faz corresponder o flag 
(Ulr1 C • • • C WrJ, 
onde dim wi = i. Com estas notações temos o 
Lema 1.2.3 A fibra 1í;1 (bo) é o produto cartesiano de variedades ftag: 
JF(Vi) X JF(\tí) X • • • X JF(V.,), 
onde lF(V) denota a variedade dos ftags completos de subespaços de V. Mais ainda, 
1í;1(bo) é a fronteira maximal do grupo semi-simples SL(r1 ,1R) x .. · x SL(r5 ,1R). 
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Demonstração: Seja o flag 
b = (w-1 c ... c Wrt-1 c WTI c Wri +1 c ... c Wrs-1 c w-Ts c Wrs+1 c ... c VJ:'"d) 
um elemento de 7í;1 (b0), então 1íg(b) = bo, significa: 
(Wr1 c WT2 c ···c WrJ = (Vi c Vi+ V2 c · · · c Vi+···+ Vs), 
ou seja vllr• = Vi + · · · + Vi, i = 1, ... , s e dim W'"i = i. Logo, 
7í_;1(bo) = { W1 ···C Wr1 -1 c Vi C Wr1+I ···C Wrs-1 C Vs C Wrs+I C Wd) }· 
onde dim wi = i. Agora, se tomamos um produto interno em ]Rd' tal que os subespaços 
Vi sejam ortogonais entre si, obtemos 
Wr1+I Vi EB Vi.J.. 
Wrt+2 - Vi EB Vi.J.. EB Wr~+I 
Wr1+3 - Vi EB Vi.J.. EB W~+I EB W~+2 
Vi+ V2 - Vi EB Vi.J.. EB lV~+I EB • • • EB w,;_1 
Wr2+1 Wr2 EB Wr~ 
T.e T;r.- y;r-.J.. = w-.J.. 
vr' r2+2 vr' r2 EB vr' r2 w r2+1 
Assim, em geral, temos: 
- w-r· EB Wr~ 
. . 
- w-r, EB W/.' EB Wr:+I 
Vi_+"""+ \ti+1 
Logo definimos uma bijeção : 
<p: 7í;1(b0) -----+ JF(Vj) X • • • X JF('Vs) 
que a cada flag 
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faz corresponder o fiag 
( (W1 · · · l1lr1-1), (V/- C ~1. EB lll,:;+1 · · · ~1. EB W~+1 · · · Wr~-1),. ·., 
(wj_ c w1. EB w-j_ ... w1. )) Ts-1 Ts-1 Ts-1 +1 Ts-1 • 
Portanto, pela rmicidade e diferenciabilidade da operação complemento ortogonal, essa 
correspondência é um difeomorfismo. Para a parte que falta, consideremos a ação: 
'1/J: SL(r~,IR) X··· X SL(rs,IR) X (1F(Vi) X··· X 1F(Ys)) -----71F(V1) X··· X 1F(Ys) 
definida componente a componente como sendo as ações canônicas em cada parcela; a 
qual é obviamente transitiva. Portanto, 
SL(r1,IR) X-~· X SL(rs,IR) ""1F(Vi) X •.. X 1F('Vs), 
onde P = Pr1 X··· X Prs e cada Pr, é um subgrupo parabólico minimal. • 
A ação de um elemento genérico g na fibra 7í;1 (bo), pode ser v-isto por separado 
através das partes semi-simples e unipotente de sua decomposição de Jordan, pelo 
fato de comutarem. Em particular, para o elemento que define o flag, tal ação é a 
identidade multiplicada por rotações, onde se tenha autovalores reais ou complexos, 
respectivamente; já que o módulo de um autovalor complexo não tem efeito sobre os 
fiags. 
Lema 1.2.4 Suponha que os autovalores de g são reais. Então g8 x = x para cada 
X E 7í;1 (bo). 
Demonstração: A restrição de Ys a Vi é uma matriz escalar, isto é, Ys = Ài. Portanto, 
os fiags Vi são fixados por Ys· • 
Seja agora, g E intS onde S é um subsemigrupo. Seja também, C o único conjunto 
controle invariante em 1F(g) e notemos que bo E C. De fato, b0 é o atrator de g E intS. 
Sua variedade estável correspondente é aberta e densa, o que permite encontrar (por 
densidade) para cada b E 1F(g) um g E intS tal que gb pertence à variedade estável de 
b. Posto que gmgb -----7 bo quando m -----7 +oo, segue que bo E fe(Sb) e mais ainda, 
bo E Co o conjunto de controlabilidade (gbo = bo). Associado ao fiag bo, existe um 
subgrupo parabólico P que é a isotropia nesse ponto, isto é, 
P = {g E SL(d,IR): gbo = bo}, (1.4) 
e sua descrição é dada como sendo o conjunto de matrizes da forma: 
( 
~1 ~ ) 
. . ' 
O As 
(1.5) 
onde ~' são matrizes inversíveis ri x ri. 
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Lema 1.2.5 O subgrupo P age transitivamente na fibra r.;1 (bo). Ou seja, r.;1 (b0 ) "" 
P/ H, onde H é o subgrupo de P tais que ~ com i = 1, ... , s é triangular superior. 
Demonstração: Para h E P, b E r.;1 (bo); pela equivariança de r. 9 temos que: 
r.9 (hb) = hr.9 (b) = hb0 = bo, 
logo, a restrição da ação de P à fibra é bem definida. Quanto à transitividade, sejam 
b1, b2 E r.;1(bo), onde b1 é definido a partir da base {3 = {e1, ... , ed} em relação à 
decomposição de Jordan, isto é, 
b1 - (W1 C··· C Wr1-1 C Vi C Wr1+I C··· c Wr2-1 C Vi ffi \12 
C Wr2+1 C · · · C Wrs-1 c Vi EB · · · EB \'s), 
b2 (Ul1 C··· C Wr1-1 C Vi C Wr1+1 C· • ·C Wr2-1 C Vi ffi \12 
C Wr2+I C • • • C Wr8 -1 C Vi ffi • • · ffi \'s). 
Escolhamos uma base /3 = {/t, ... , /d} adaptada a b2; isto é, Üti = ger{/t, ... , fi}. 
Logo definimos a transformação linear g: JRd --+ JRd por 
Segue-se que ~ = gb1• Por enquanto det g =I 1 podendo ser positivo ou negativo. No 
último caso nós podemos redefinir ge1 = - ft e as duas bases tem a mesma orientação 
e portanto, a transformação linear g tem determinante positivo. Sendo assim, 
satisfaz os requerimentos. Para a segunda parte, usamos o flag b1 definido anterior-
mente, então a isotropia H em b1 é o subgrupo das matrizes em P tal que os~' 
i = 1, ... , s são triangulares superiores, o que mostra 
• Se denotamos por L= ±SL(r1,1R) X··· x±SL(r8 ,lR), temos que este é um subgrupo 
semi-simples de SL(d, :IR) desde que algum ri #1, porque sl(1, :IR) = (0). Este subgrupo, 
nos permite definir um homomorfismo continuo e sobrejetor <p : P --+ L da seguinte 
manerra: 
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Um cálculo direto, mostra que o A = ker c.p é formado pelas matrizes em H tais que, as 
matrizes nos blocos diagonais sejam matrizes escalares, isto é, 
portanto, L "" P/ A. Por outro lado, seja a fibração 
'11, P/A--+ P/H 
gA-+gH 
e definamos em P/A a relação de equivalência: gA ""g'A se, somente se, gH = g'H. 
Isto nos permite identificar (P/ A)/ "" d.ifeomorficamente com P/ H. Mais ainda, a 
órbita que passa por gA é dada por: 
gA = {ghA : h E H}. (1.6) 
Também o espaço (P/A) /H/A é uma ·variedade homogenea, porque A C H é normal 
e H/ A C P/ A é subgrupo fechado, daí que a classe correspondente ao elemento gA é 
9Á = gAH/A = {gAhA: h E H}= {ghA: h E H}= gA (1.7) 
Usando (1.6) e (1.7) conseguimos que P/ H"' (P/ A) j H/A e portanto temos o 
Lema 1.2.6 Existe um subgrupo A C H tal que L '"" P/ A, além do mais P/ H ""' 
(P/A)jH/A. 
Demonstração: Feita nos comentários. • 
Observação: O subgrupo L que aparece nos comentários é a componente de Levi do 
subgrupo P. Com respeito a isso temos os seguintes fatos: O subgrupo parabólico 
dado em (1.4) tem como subálgebra de Lie p as matrizes da forma: 
o * as 
com <li uma matriz arbitrária ri x ri, e tr(a1 ) + · · · +tr(as) =O. Cada elemento A E p, 
pode ser decomposto como A = B + H +X com : 
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onde /3· =a·- tr(ai)1 ·À·= tr(a.) ·X é a parte triangular superior de A. Portanto, h 
t 't Ti 7 t. Ti 7 t-' 
tem como decomposição de Langlands: 
P = [ EB a EB n, 
onde [, a e n são as álgebras de Li e correspondentes aos elementos B, H e X respec-
tivamente. Estas decomposições satisfazem as seguintes propriedades: 
• [ = .sr(~1 , :IR) x · · · x .sr(~s, :IR). Esta é uma subálgebra semi-simples, se algum ri =f 
1, daí que a semi-simplicidade do [ sempre acontece, a menos que a variedade 
flag seja maximal. 
• [é o centralizador de a em p. 
• [ EB a é uma subálgebra e é o normalizador de nem p. 
• [ EB a é redutivo com a o centro e [ a componente de Levi. 
• n é o nilradical de p. 
• a EB n é o radical de p 
• [ EB (a E9 n) é uma decomposição de Levi. 
Ao nível do grupo de Lie, tem-se que g E P dado por (1.4) se decompõe como 
g = lhn com 
_ ( B
1 
. ) _ ( À
1
1 . ) ( 1 . * ) l- . h- . n= · , 
Bs À5 1 1 
onde Bi = !det~I-I/d~, ~ = ldet~II/d e n = (lh)- 1g. Portanto, a decomposição 
de Langlands para P é 
P=LAN, 
onde L, A e N são os grupos de matrizes correspondentes a l, h e n respectivamente. 
Portanto, tem-se as seguintes propriedades: 
Observação: 
• L= ±SL(r1,1R) X··· X ±SL(r5 ,1R). 
• A e N são conexos e simplesmente conexos. 
• L é o centralizador de A em P e LA é um grupo de Lie redutivo com álgebra de 
Lie [ EB a. 
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• L em geral não é conexo. Colocando Lo para a componente conexa de L temos 
que P0 = L0AN e P tem tantas componentes conexas como L. 
• Pé o normalizador de tJ em SL(d, R). 
No que segue é apresentado o resultado que envolve duas variedades flag e que 
estão relacionadas através da fibração canônica; além do mais, envolvem os conjuntos 
controle e a quantidade de tais conjuntos. 
Teorema 1.2.7 Seja g E intS e ordene os autovalores À1> ... , Às por IÀ11 > · · · > 
IÀsl· Sejam Vi, ... , Ys os auto-espaços generalizados de g e ri = dim \li. Seja lF(g) a 
variedade fiag contendo 
(Vi c 1ft+ V2 c ... c Vi+ ... + Ys). 
Então 1r: lF(g) ---t lF(S) define uma fibração equivariante e Ul(S) contém o subgrupo 
onde II( a, b) denota o grupo de permutações do intervalo {a, a + 1, ... , b} com a < b 
inteiros. 
Demonstração: Seja Po a componente conexa de P e cp : P ---t P/ A a projeção 
canônica. Então para a parte semi-simples g5 de g2 temos que cp(gs) é um elemento 
compacto em (P/ A)0 porque gs = gkh (veja Lema 7.1 [7]) e a componente h correspon-
dente aos autovalores reais, se projetam na identidade. Veja que a ordem de cp(gs) é 
finita ou infinita, e neste último caso, podemos perturbar g5 para hs e comutando com 
gv.; de tal maneira que os argumentos dos autovalores complexos de hs sejam múltiplos 
racionais de 7í e portanto, cp(hs)k = 1 para algum inteiro k > 1. Se hs está bastante 
próximo de g8 , então h= hsgv. E intS e cp(hk) = </>(rfu) é um elemento unipotente em 
(P/A)0 • Ou seja, </>(hk) = exp(X) com X elemento nilpotente na álgebra de Lie 
L((P/A)0) 1'-J sl(rb:IR.) x ···X sl(rs,R). 
Agora o conjunto P0 nintS é um semigrupo aberto em P0 e não vazio porque contém g2 • 
Portanto, T = cp( P0 n intS) é aberto em (P/ A )o. Em vista que o elemento unipotente 
<f>(g!) E Te (P/A)o é semi-simples, segue-se do Teorema de Jacobson-Morosov que 
T =(P/ A)o (veja Lema 4.1 [17]), ou seja este é transitivo em r.;1(bo). Por conseguinte, 
P0 n intS é transitivo na fibra sobre b0 . Mais ainda, devido a bo E C0 (conjunto de 
controlabilidade) podemos encontrar um z E r.;1 (b0 ) n C(S), onde C(S) é o S-c.c.i. na 
variedade flag maximal. Daí 
1r_;1 (bo) = (Po n intS)z c fe(Sz) = C(S). 
48 
Segue-se da Proposição 2.7(c) em [22] que C(S) = r.;1 (C). Isto implica que a variedade 
flag lF(g), fibra ao flag lF(S) = SL(d,lR)/Pe(s) associado com S através da fibração 
equivariante r.: lF(g) ---+ lF(S). Isto também implica que o subgrupo de W, formado 
pelas permutações que deixam invariantes os blocos determinados pelos autovalores de 
g, estão contidos em W(S). • 
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Capítulo 2 
Controlabilidade a Tempo Discreto 
Neste capítulo, estendemos um resultado sobre controlabilidade a tempo discreto dado 
em [19] para sistemas do tipo 
A+uB 
Xn+l =e Xn (2.1) 
onde A e B são matrizes d x d e Xn E Rd com controle u percorrendo todos os reais. 
A técnica utilizada, está baseada nos conceitos de semigrupos e Grassrnannianas que 
desenvolveremos rapidamente. 
2.1 Semigrupos e Grassrnannianas 
Para 1 S k < d, denotemos por Grk(d) a grassmanniana de subespaços de dimensão 
k que são as fronteiras minimais do grupo de Lie semi-simples SL(d, R). No que segue 
representaremos os elementos de Grk ( d) por matrizes de uma das seguintes formas: 
seja Bk(d) o conjunto das matrizes d x k de posto k. Esse conjunto é uma variedade 
diferenciável, pois é um subconjunto aberto do espaço das matrizes d x k. Existe uma 
projeção canônica '1/J : Bk ( d) ---t Grk ( d) que a cada matriz d x k faz corresponder o 
subespaço vetorial gerado pelas colunas de dita matriz. Portanto, o quociente definido 
por '1/J diz que, p, q E Bk(d) definem o mesmo subespaço se, e somente se, existe uma 
matriz inversível a tal que p = qa. Por outro lado, seja Stk(d) o subconjunto de Bk(d) 
das matrizes p tal que ptp = 1. Esse conjunto compacto é a variedade Stiefel dos 
k-referênciais ortonormais; a ligação de Bk(d) e Stk(d) é dado através do processo de 
ortogonalização de Gram-Schmidt. Portanto, o quociente definido por dita aplicação 
se traduz em: p, q E Bk(d) se ortonormalizam em r, se, e somente se, existe uma matriz 
triangular superior a tal que p = qa. 
Seja B E sl( d, R) um elemento regular decomposto, então existe uma base {3 de Rd 
na qual é representado em forma diagonal: 
B = diag(B~, ... , Bs+t), (2.2) 
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onde s, t denotam o número de autov"B!ores reais e complexos, respectivamente. As-
sumiremos que os autov"B!ores estão ordenados de tal forma que suas partes reais 
aparecem em ordem decrescente. Seja g = exp(B) o elemento regular correspondente 
no grupo SL( d, R). Então, pelo Lema 1.1.3 e os comentários do capítulo anterior, temos 
que gmng-m ---t 1 se m ---t +oo, onde n E N- (g) o grupo nilpotente associado. Esse 
elemento g age como uma transformação nas Grassmannianas Grk(n) e tem como 
pontos fixos: 
(a) Subespaços gerados por k vetores básicos { ei1 , ••• , eik} onde cada ei; define um au-
tov"B!or real. Em particular, se os primeiros k vetores da base definem autovalores 
reaiS. 
(b) Subespaços gerados por k-vetores básicos { ei1 , ••• , eik} tal que: se ei; define um 
autov"B!or complexo, então o vetor associado ei, se encontra nesse conjunto. Em 
particular isso ocorre com os primeiros elementos da base, se o último e o penúl-
timo vetor definem um autov"Bl.or complexo. 
Dos itens a) e b) vemos que é possível encontrar elementos no grupo de Weyl W 
tal que gerem todos os pontos fixos a partir de um ponto fixo dado; porque esse grupo 
permuta os elementos da base com a qual se trabalha. Quanto às órbitas N- (g )Ç0 , 
onde Ç0 = ger{ e1, .. . , ek} é o subespaço vetorial gerado pelos primeiros k elementos da 
base. Se apresenta o seguinte: 
( a1) Se o elemento ek em Ç0 corresponde a um autovalor real ou se ek, ek-l definem um 
autov"B!or complexo, então essa órbita é a componente aberta de Bruhat. Nesses 
casos, o subespaço Ç0 é um atrator de g, porque de a) ou b) se tem que Ç0 é um 
ponto fixo e gmnÇ0 ---t Ç0 sem ---t +oo e n E N-(g). 
(b1) Se os elementos ek, ek+l definem um autovalor complexo de B, então dita órbita 
está contida estritamente na componente de Bruhat e, além do mais, é uma 
subvariedade de codimensão um. 
Esta última afirmação pode ser colocado na seguinte 
Proposição 2.1.1 Para elementos Ç0 mencionados em (b1) a órbita N-(g)Ç0 é uma 
subvariedade de codimenção um. 
Demonstração: Em termos da representação de subespaços como matrizes, podemos 
escrever Ç0 e n E N-(g) como: 
Ço = ( ~ ) ; n = ( : : ) 
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onde 1 é a matriz identidade k x k, a, b, c e d são matrizes k x k, k x (d- k), (d-k) x k 
e ( d - k) X ( d - k), respectivamente. Portanto, um elemento genérico da órbita é 
representado por: 
A conclusão decorre de observar que ca-1 é da forma: 
ak+l,I ak+I,k-I o 
ak+2,l ak+2,k-I ak+2,k 
ad,I ad,k-I ad,k 
• Observação: De forma similar ao exemplo precedente ao Lema 1.1.5, temos que o 
número de N-(g)-órbitas em geral não é finito. Tomemos SL(3,R), e uma base 
/3 = { e1, e2, e3} C 1R3 tal que 
Logo, N- (g) tem como elementos as matrizes 
( 
1 o 
n = a 21 1 
a31 O 
Em particular, se x 1 =O, a órbita correspondente no ponto z é 
Portanto, quando este age no espaço projetivo JJUJ2 , tem infinitas órbitas. 
Ainda continuando com o caso (b1), para g e ek, ek+I temos que 
gek - ea(cosf3ek+sinf3ek+I) 
gek+l - ea(- sin f3ek + cos f3ek+I) 
relaciona ~o com o subespaço ~o = ger{ e1, ... , ek-I, ek+I}· A região na qual ~o se 
encontra, é o subconjunto 
ü(g) = {~x E Grk(d): x E Wk}, (2.3) 
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onde "R-'k = ger{ ek, ek+l}, Çx = ger{ e1, ... , ek-1, x}. A relação deste conjunto com 
o toro K (g )bo localizado na variedade fiag maximal lF, é dada através da fibraçâo 
equivariante 7ík : lF ---t Grk(d), que a cada fiag 
(Vi c ... c Vk-1 c Vk c Vk+I c ... c Vd) 
faz corresponder o subespaço l/k. Com estas notações temos a 
Proposição 2.1.2 O conjunto n(g) é um atrator de g que é a projeção sob 7ík de 
K(g)bo. Isto é: 
n(g) = 7ík(K(g)bo). 
Mais ainda N-(g)n(g) é uma vizinhança densa de n. 
Demonstração: Seja u E K(g), então 7ík(ub0 ) = U7ík(b0 ) = ger{ue1, ... , uek}- Mas 
uei = e i ou uei = cos bi1 e i - sin bi1 ei+l ou uei = sin bi1 e i + cos bj1 ei+l se e i define 
um autovalor real ou complexo respectivamente. Para 1 ::; j < k - 1, tem-se que 
uei E ger{ e1 , ... , ek} pela estrutura de blocos que g possue e portanto, o único vetor que 
age não trivialmente em Ç0 é uek = cos bk1 ek -sin bk1 ek+ 1, uek+ 1 = sin bk1 ek +cos bk1 ek+ 1, 
e como bk1 E R, a conclusão segue de (2.3). Como consequência disto, temos que: 
(2.4) 
Por outro lado, independente de que K(g)bo seja atrator, é possível mostrar que n(g) 
é um atrator. De fato, se n E N-(g), t.x E n(g) temos gmnÇX = gmng-mgmçx e como 
Q(g) é conexo, compacto e g-invariante segue que gkzçx ---t Ç para alguma subsequência 
k 1 ---t +oo e Ç E n(g). Portanto, gkznt,x ---t Ç se k1 ---t +oo. • 
Por outro lado, quanto às órbitas N+(g)1J0 , onde 1Jo = ger{ ed-k+b ... , ed} é o 
subespaço vetorial gerado pelos últimos k elementos da base, apresentam-se situações 
similares aos de (a1) e (b1 ). Isto é 
( a2) Se o elemento ed-k+l corresponde a um autovalor real ou se ed-k+l, ed-k+2 definem 
um autovalor complexo, então eg;a órbita é aberta e densa ou seja, é a variedade 
estável de g-1 em 1Jo· Nesses casos, cálculos diretos mostram que 1Jo é um atrator 
de g-1 (veja (a1)) e portanto, um repulsor de g. 
(~) Se os elementos ed-k+b ed-k definem um autovalor complexo de B, então dita 
órbita está contida estritamente na variedade instável aberta e densa e, como na 
parte (b1), é possível mostrar que tem codimensão um. 
Esta última parte pode ser resumida na 
Proposição 2.1.3 Para o elemento mencionado em (b2), a órbita N+(g)1Jo é uma 
subvariedade de codimensão um. 
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Demonstração: É a mesma que a dada em (b1). • 
Da mesma forma que no exemplo precedente ao Lema 2.1.2, o número de N+(g)-
órbitas em geral não é finito. Continuando em (b2), para o elemento regular decomposto 
g e ed-k+b ed-k temos que: 
e 
g -I ed-k = e a ( sin ,Bed-k+I + cos .Bed-k) 
relaciona Ç0 com o subespaço 170 = ger{ed-k+I, ed-k+2, ... , ed}- Ao igual que em (2.3) 
a região onde ij0 se encontra, é o subconjunto: 
com 'flx = ger{ x, ed-k+2, ... , ed}, Vk = ger{ ed-k, ed-k+d- Da mesma forma que a 
Proposição 2. 1.2 temos a 
Proposição 2.1.4 O subconjunto W(g) é um atrator de g-1 que é a projeção sob 1rk 
da K(g)w0 b0 -órbita para algum w0 E liV. Mais ainda N+(g)W(g) é uma vizinhança 
densa de W(g). 
Demonstração: Para relacionar lV (g) com algum toro K (g )w0bo, podemos tomar a 
permutação wo como sendo: 
ei +----+ ed-i+I se i E {1, ... , d}. 
Segue-se que 
e a ligação é dada como em (b1 ) através da fibração 1rk, e pelos mesmos argumentos 
dados acima, se mostra que : 
e 
W(g) = 7rk(K(g)wobo) 
N+(g)W(g) - N+(g)7rk(K(g)wobo) 
- N+(g)K(g)7rk(wobo)-
Portanto, temos a conclusão. • 
Observação: O conjunto W (g) é um repulsor de g e pode ser obtido rapidamente 
através da fibração 7rk, assim como em qualquer variedade Hag. Basta encontrar a 
permutação apropriada, ou seja a involução principal no grupo de WeyL 
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Agora, sejaS um subsemigrupo de SL( d, IR). Assumiremos no que segue que intS =f=. 
0. Sendo S um subsemigrupo, este age sobre as Grassmannianas como um semigrupo de 
difeomorfismos. Para esta ação, considere o conjunto controle invariante Ck ( S-c.c.i.) 
que é fechado e tem interior não vazio ( veja [17] e [22]), cuja existência e unicidade 
é assegurada pela compacidade de Grk(d) e o Teorema 3.1 de [17] respectivamente. 
Portanto, pelo Lema 3.1 [1] 
Ck = n fe(SÇ) 
{EGrk(d) 
e o conjunto de transitividade associado ct é caracterizado por 
C~= {Ç E Ck: Ç E (intS)Ç} 
(veja Proposição 2.1 [17]). Mais ainda, este conjunto é dado como o conjunto dos 
pontos fixos de elementos regulares decompostos reais no intS. 
Teorema 2.1.5 Seja C~ o conjunto de transitividade de S-c.c.i. sobre Grk(d) e tome 
Ç E C~. Então existe uma base (J = { eb ... , e<t} de JRd e h= diag(>..b ... , Ã<t) nesta 
base~ com À1 > · · · > Àd > O e tal que h E intS e Ç = ger{ eb ... , ek}, isto é~ Ç é um 
atrator de h. 
Demonstração: Veja o Teorema 3.4 [17]. • 
Baseado no Teorema 2.1.5 e N-ç = N-(g)Ç, temos que Ç é um atrator de um 
elemento regular decomposto real no intS se, e somente se, Ç E Ck. Em geral, esta 
condição ainda é suficiente como o mostra a 
Proposição 2.1.6 Seja g E intS; um elemento regular decomposto e n(g) o atrator. 
Então n(g) c Ck. 
Demonstração: Pelo Lema 1.2.1, o S-c.c.i. contém o atrator K(g)bo na variedade 
flag lF. Portanto, pela Proposição 2.1.2 temos que 
• A conclusão desta proposição ainda segue sendo válida, mesmo que o elemento em 
questão não esteja no intS, mas, com a seguinte condição adicional: Seja B = 
diag(B1, ... , Be) regular decomposto tal que em relação à base (J = { e1, ... , ed} que 
o diagonaliza se tenha: ReB1 > · · · > ReBe. Dizemos que B satisfaz a propriedade 
D(k) no nível k, se 
lmBi"' E Qc \ 7íQ, 
onde Bi"' é o autovalor complexo que define o auto-espaço Vk = ger{ek,ek+I}. De 
forma similar, um elemento g E SL(d,IR) satisfaz a propriedade D(k) no nível k, se 
g = exp(X) para X E sl(d,JR). 
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Proposição 2.1.7 Sejam g E S regular decomposto satisfazendo a propriedade D(k). 
n(g) o atrator de g no nível k. Então n(g) c Ck. 
Demonstração: Pelo Lema 1.1.5, N-(g)K(g)bonC =J. 0, onde C é o S-c.c.i. em JF(g). 
Logo usando a fibração 7rk obtemos 
(2.5) 
Tomando nf.:~ em (2.5), temos que gmnÇx E Ck para cada m. De forma semelhante 
gmf.x E n(g) pela invariança. Pela compacidade obtém-se gm'f.x ~ f,y E n(g) se 
ml ~ +oo para alguma subsequência (m1)1. Portanto, 
Agora, para cada m E N, obtemos: 
onde a é a parte real do autovalor complexo que define f,Y, y = aek + bek+l E \t). = 
ger{ ek, ek+l} e 
gmy = (a cos m(3 - b sin mj3)ek + (b sin m/3 + a cos m(3)ek+l· 
emQ 
Por conseguinte, a densidade do conjunto 
no círculo de raio a2 + b2 em vk fornece que n(g) c ck. • 
A relação entre conjuntos de controle invariantes Ck e elementos regulares decom-
postos reais em S é dada através do seguinte resultado , que é uma especialização do 
provado no Teorema 4.3 [22]. 
Teorema 2.1.8 Suponha que S =J. SL(d,IR). Então existe k E {1, ... ,d- 1} tal que 
Ck está contido na componente aberta de Bruhat correspondente, para qualquer base (3 
para a qual existe g E intS tal que em relação a (3 
com À1 > ... > Àct > O. 
Demonstração: Veja [22] e [19]. • 
Em vista disso, em [19] foi dito que um semigrupo S é de tipo k, se S e k são como 
no teorema acima. O tipo do semigrupo para S, não está bem definido porque não se 
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tem a unicidade de k. Portanto, podendo satisfazer para diferentes vâ.lores de k. Mas, 
se S fosse maximal, o tipo de Sé bem definido (veja o Teorema 4.3 [22]). 
Agora consideramos a Grassmanniana orientada Grt(d) como sendo o conjunto 
dos subespaços orientados de dimensão k em Rd. Para g E SL(d,R) e Ç E Grk(d) se 
declara uma base de gÇ positivamente orientada, se é a imagem sob g de uma base 
positivamente orientada de Ç. Isto define uma ação transitiva sobre Gr t ( d). Também 
este último é um recobrimento duplo de Grk ( d) através da aplicação 1í que ignora 
a orientação de subespaços. Além do mais r. é equivariante em relação a SL(d,JR)-
ações. Em termos de representações matriciais duas delas definem o mesmo subespaço 
orientado se a matriz a que os torna equivâ.lentes p = qa satisfaz det a > O. 
O mergulho de Gr t ( d) na esfera unitária do produto exterior 1\ k JRd com produto 
interno induzido por algum produto interno de JRd é dado através da bijeção que 
associa a cada referencial ortonormal positivamente orientado { e1 , •.. , ek} o elemento 
decomponível correspondente e1 /\ ••• /\ ek. 
Seja Pk a representação canônica de SL(d, R) sobre 1\ k JRd definida por 
Então esta ação induzida coincide com a SL(d,R)-ação em Grt(d) sobre os raios 
definidos por elementos decomponíveis e portanto permite localizar as componentes de 
Bruhat através da 
Proposição 2.1.9 Seja fJ uma base de JRd e N- o grupo nilpotente. Então existe 
fJ E Grt(d) tal que a N- -órbita sobre Gri;(d) é o conjunto de raios em 1\ k JRd gerado 
por elementos decomponiveis que estejam em 
k {Ç E f\ Rd: (ry,Ç) =/= 0}. 
No levantamento a Gr t ( d) existem duas N- -órbitas e são dadas por ( fJ, Ç) > O e 
(ry, Ç) <o. 
Demonstração: Veja [19]. • 
Em vista do resultado anterior, apresentaremos uma versão extrínsica da Proposição 
2.1.2, embora mais geométrica e que permite olhar os atratores, repulsores como sub-
conjuntos de certas esferas através do mergulho dado anteriormente .. Para tal, tomem-
os g = exp(B) E S regular decomposto. Seja B = diag(B1 , ... , Be) tal que em relação 
à base fJ = { e1, ... , ed} que o diagonaliza, se tenha: ReB1 > · · · > ReBe. Seja 
Bik = aik + ibik um autovalor complexo cujo auto-espaço v;..+ é gerado por ek, ek+l· 
Consideremos os elementos decomponíveis 
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e também denotemos por ~+ ao subespaço gerado por çt, "'t. De forma similar. se 
B,k = a,k + ib,k é um autovalor complexo cujo auto-espaço ~- é gerado por ed-k, ed-k+l; 
considera-se aos elementos decomponíveis 
ç;; = ed-k+l 1\ ed-k+2 1\ ... 1\ ed , "'"k = ed-k 1\ ed-k+2 1\ ... 1\ ed 
e denotemos por ~- ao subespaço gerado por ç;;, "'k.. Com estas convenções formu-
lamos a 
Proposição 2.1.10 Seja g = exp(B) E S regular decomposto satisfazendo a pro-
priedade D(k). Seja também {3 = {e1 , ... , ed} uma base associada a D(k) e denotemos 
por ~+ = ger{ çt, "'t} e ~- = ger{ ç;;, "'"k}. Então o conjunto de raios definido pelos 
elementos de ~+ é um atrator de g, e está contido no S -c. c. i. De forma similar, o 
conjunto de raios definidos pelos elementos de ~- é um repulsor. 
Demonstração: Seja g = exp B um tal elemento e {3 a base que o diagonaliza e 
a+ ib o autovalor complexo definido por ek, ek+l· Logo, çt, "'t definem um autovalor 
complexo de Pk (g) dado por: 
Pk(g)Çt 
Pk(g)ryt 
- e<>.•k +2fhk +a)( cos b çt + sin b "'t) 
e<>.•k +20•k +a)(- sin b çt + cos b "'t), 
onde Àik, ()ik denotam somas dos autovalores reais e sumas das partes reais dos autoval-
ores complexos de B, respectivamente e que correspondem a vetores que formam parte 
de e1 /\ ... 1\ ek-l· Avaliando isto na m-ésima potência da representação obtemos: 
Pk(g)mçt 
Pk(g)m"'t 
- em(>.•k +26•k +a>(cosmbÇt + sin mb'f/t) 
em(>.ik +26•k +a)(- sin mbÇt + cos mb'f/t). 
Cada elemento genérico w E 1\ k ~d, se escreve como; 
w = xÇt + Y"'t +L a1u1, 
onde u 1 = uh 1\ ... 1\ u 1k, l1 < · · · < lk e u 4 define um autovalor real ou complexo. 
Segu~se que 
p(g)mw ( b · b)C+ ( · b mb) + (>.- 26 _ ) = xcosm -ysmm ..,k + xsmm +ycos "'k em 'k + 'k +a (2.6) 
+ L e,.(>,_k :29ik +o.) UJ' 
onde o termo b1 é constituído por uma soma finita de k = i1s + i 4 produtos de 
exponenciais, senos, cosenos dos quais i,s são de tipo emcLik cos mbik, emcLiz sin mbi1 e i4 
sao de tipo em~. Assim, pela majoração das partes reais, o termo 
bl ------+o 
em(>.ik +26ik +a) se m ------+ +oo, 
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pois a sequência (2.6) é limitada. Existe assim uma subsequência convergindo para 
um w0 no subespaço ~+. Portanto, os raios gerados pelos elementos de dito subespaço 
formam um atrator de Pk(g). Se tomamos g = exp(B) no semigrupoS e w de tal 
forma que o raio gerado por ele esteja contido no S-c.c.i C, então o raio gerado por 
Wo também se encontra nesse conjunto. Novamente 
é um elemento do círculo de raio x~ + Yi em ~+. Avaliando isto na m-ésima potência 
da representação obtém-se 
p(g )mwo - ( b . b) c+ ( . b mb) + 
( '· +2B· +)- x1cosm -y1smm ~k + x1smm +y1cos 'flk· em "'k 'k a (2.7) 
Segue-se que os raios definidos pela sequência (2. 7) estão contidos no conjunto Ck e 
como o elemento B satisfaz a propriedade D(k), então a união de tais raios é denso 
em v;.,+, daí que os raios definidos por ele estão contidos em Ck. • 
Observação: Se o elemento regular decomposto g satisfaz a propriedade D( k) no nível 
k, então o elemento Pk(g) também satisfaz dita propriedade, mas o nível k é olhado 
no produto exterior 1\ k ]Rd. 
Para cada Ç E Grk(d), a fibra 7í-1 (Ç) = {±Ç}. Portanto, o atrator de um elemento 
regular decomposto g satisfazendo a propriedade D(k) é uma reta projetiva em Grk(d) 
e seu levantamento a Gr: ( d) é um círculo. A existência de um número finito de S-c.c.i. 
para semigrupos S de interior não ·vazio é assegurada pela compacidade do Gr: ( d) . 
Portanto, o levantamento de Ck C Grk(d) contém no máximo dois de tais conjuntos, e 
são projetados sobre Ck (veja Proposição 2.2 [17]). 
Como em [19], suponhamos que Sé de tipo k e Ck conexo. Portanto, em --v-ista da 
Proposição 2.1.9, C= 7í-1 (Ck), se decompõe em duas componentes conexas: 
c+= {Ç E C: (TJ,Ç) >O} 
c-= {Ç E C: (TJ,Ç) <O} 
com c± ou c+ u c- sendo S-c.c.i. 
Proposição 2.1.11 Seja g E S um elemento regular decomposto satisfazendo a pro-
priedade D(k). Então S não é de tipo k. 
Demonstração: Seja n+(g) = 7í-1 (Q(g)) o levantamento do atrator de g, segue-se da 
Proposição 2.1.10 que 
n+(9) = 7í-1 (n(9)) c c±. 
Denotemos por</>: Grt(g) ---t s(~)-l omergulhoacimadefinidoetomemos ((~,O±) E 
n+(g), com çx = ger{ul, ... ,uk-l,x} e base o.n. positivamente orientada. Então 
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<i>(f.x, o±)= ±u1 A ... A Uk-1 A x, com X E vk. Portanto, se supomos que para algum 
k como na hipótese, Sé de tal tipo, contradizemos a Proposição 2.1.9 porque de 
por continuidade, existe algum Xo E Vk tal que (<i>(f.xo> 0±), rt) = Ü. • 
No que segue faremos alguns comentários sobre dualidade nas Grassrnannianas ou 
fronteiras rninirnais de SL(d,R). Seja 5l(d,R) a forma real normal não compacta de 
5l(d, C). Da mesma forma que no capítulo 1, considere a decomposição de Cartan 
canônica 5l(d, R) = 5o(d) EB 5, e tomemos a C 5 a subálgebra de Cartan das matrizes 
diagonais reais de traço zero, que é maximal e abeliana. Associado a a temos o sistema 
simples de raizes 
E= { 0:12,0:23, ... 'Qd-1,d}, 
onde O:i,i+1 :a---+ R são funcionais definidos por: 
ai,i+1 ( diag(ab ... , ad)) =ai- ai+1· 
Logo, o diagrama de Dynkin correspondente At-1, é dado por 
onde ai= ai,i+1, i= 1, ... ,d- 1. 
O único automorfismo involutivo L do diagrama de Dynkin, associado com :E, é 
dado por aquele que permuta as raizes equidistantes do centro. Isto é, 
Em v"ista que a involução principal Wo E W é dada por 
temos que 
w0 = (1,d)(2,d- 1) ... (i,d- i+ 1) ... 
wo(ai,i+1) - -ad-i,d-i+I 
- -t(ai,i+1). 
Por outro lado, se e = { ak,k+I}c segue-se que t8 = { ad-k.d-k+I}c e wo( -8) -
{ad-k,d-k+I}c. Daí que 
• (8) é o conjunto formado pelas raizes 0:12, ... , ak-1,k, ak+I,k+2, ... , ad-1,d, 0:13, 
..• , ak-3,k-1, ak+1,k+3, ... , ad-2,d· Enquanto que 
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• (te) é formado por a12, ..• , ad-(k+1),d-k, ad-k+Ld-k+2• · · ., ad-1.d, 0:13, · · ., 
Qd-(k+2),d-k• Qd-(k+1),d-k+3• •.. , 0:d-2.d· 
Logo, as subálgebras parabólicas correspondentes às câmaras de Weyl a+ e a- são 
dadas por 
tJe = tJ + n + (e) e tJ .e = p + n- (e), 
onde n+(e), n-(e) são as subálgebras geradas por g0 com a E -(-e), a E -(e), 
respectivamente; e 
tJ=mEBaEBn+, P=mEBaEBn-, 
as subálgebras parabólicas standard. Portanto, se identificamos 
cada matriz X E sl(d,JR) pode ser escrita em forma de blocos: 
X= (a b) 
c d ' 
onde a,b,c, e d são matrizes k x k, k x (d- k), (d- k) x k e (d- k) x (d- k) 
respectivamente. De forma similar, se identificamos 
Qd-k,d-k+1- (d- k), 
cada matriz X E sl(d,JR), se escreve em forma de blocos como acima; com a,b,c, e d 
matrizes (d- k) x (d- k), (d- k) x k, k x (d- k) e k x k respectivamente. Daí 
que tJa e tJ,a consiste das matrizes em sl(d,JR) que são triangulares superiores em 
forma de blocos, determinadas por k, d - k respectivamente. Portanto, as fronteiras 
correspondentes são 
SL(d,JR) ~ G (d) SL(d,JR) ~ G (d) P. - rk e P. - r d-k ' 
e ,a 
onde P6 , P,e são os subgrupos parabólicos correspondentes a e, te. 
Dito isso, finalmente afirma-se o seguinte fato que simplifica a prova do resultado 
central deste capítulo que apresentaremos adiante. 
Proposição 2.1.12 Suponha que S é de tipo k e colocamos 
s-1 = {g-1 : g E S} 
Então s-1 é de tipo d- k. 
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Demonstração: Devido a que Sé de tipo k, temos que W(S, A+) = We(S), onde 
8(S) = {ak.k+I}c. Logo, a fronteira correspondente é 
SL(d, R) ~ Grk(d). 
Pe(s) 
Como W(S,A+) = Ul(S- 1 , (A+)-1), (Corolário 4.6 [22]), é possível mostrar que 
SL(d,JR) r-J SL(d,JR) r-J Grd-k(d) 
Pe(s-1) P,e(s) 
(maiores detalhes na Proposição 6.1 [20]). Portanto, já que as componentes abertas de 
Bruhat destas fronteiras contém os conjuntos de controle invariantes correspondentes 
aos semigrupos se s-l obtemos a conclusão. • 
2.2 Controlabilidade 
SejaS o semigrupo de SL(d,R) gerado pelo sistema de controle a tempo discreto (2.1). 
Isto é 
S = { eA+u1 B ... e"Hu.nB : ui E lR, m ;:::: 1 }. (2.8) 
Controlabilidade em JRd - {O} é equivalente à transitividade de S sobre JRd - {O}. 
Assumindo que intS =/= 0 em SL(d,R), os resultados da seção previa se aplicam ao 
semigrupo S. Em particular, S é transitivo sobre JRd - {O} se, e somente se, S = 
SL(d, lR). Portanto, para mostrar controlabilidade de (2.1) só precisamos mostrar que 
S = SL(d,JR). Este requerimento é obtido por meio do Teorema 2.1.8, em vista que 
S = SL(d,JR) quando não é de tipo k para k = 1, ... ,d- 1. Por outro lado, a 
Proposição 2.5 de [19] assegura que um semigrupo não é de tipo k, se existir Ç E Gr: (d) 
tal que ±Ç estejam no mesmo S-c.c.i. Alternativamente a Proposição 2. L 11 assegura 
isto. O seguinte resultado é uma v-ariante daquele dado em [19], adaptado ao contexto 
apresentado aqui. 
Proposição 2.2.1 Seja G um grupo de Lie, seja G/H um espaço lwmogêneo, e seja 
S C G um semigrupo com intS =/= 0. Assumimos que S é gemdo por um subconjunto 
conexo r c G. Seja c o s -c. c. i. sobre G I H e suponha que exista g E r e um 
subconjunto n c C conexo invariante sob g. Então C é conexo. 
Demonstração: Seja C' a componente conexa de C contendo n. Tomando um el-
emento X E Ü, obtemos pela continuidade da G-ação que rx está contido numa 
componente conexa de C. Mas, rx n C' =/= 0 pois gx E n. Por outro lado, se g E r, 
então gC' está contido numa componente conexa de C porque este é §-invariante. Em 
particular 0 =/= gn c gC' n C'. Portanto, gC' c C' e C' = C. • 
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Como uma aplicação da Proposição 2.2.1 para S-c.c.i sobre as Grassmannianas e us-
ando a propriedade D( k) para elementos regulares decompostos em certos semigrupos, 
temos a 
Proposição 2.2.2 Seja S c SL(d, R) um semigrupo com interior não vazio gerado 
por um subconjunto r c SL(d,R). Suponha que exista um elemento regular decomposto 
g E r, que tenha autovalores reais ou satisfaz a propriedade D(k). Então os S-c.c.i. 
sobre Grk(d) e Grt(d) são conexos. 
Demonstração: O caso real foi feito em [19]. Para a outra parte, seja C o S-c.c.i. 
em Grk(d), então 7í-1 (C) contém no máximo dois de tais conjuntos Ci projetando-se 
sobre c (veja Proposição 2.2 [17]). o atrator n(g) é levantado no conjunto 
que é conexo e g-invariante. Segue-se que 
Portanto, pela Proposição 2.2.1 obtemos que, C1 = C2 é conexo e finalmente C é 
conexo. • 
A análise do tipo de um semigrupo, por dizer k, depende fundamentalmente do 
comportamento do raio gerado por um elemento decomponivel Ç = e1 1\ ... 1\ ek-1 1\ ek, 
já que este é um atrator ou se encontra num conjunto atrator da transformação Pk(g), 
onde g = exp(B). Em geral, g não esta no semigrupo definido em (2.8), mas é 
possível fazer uma variação de B para obter tal requerimento. Para tal, seja B = 
diag( Bb ... , Be) regular decomposto tal que em relação à base {3 = { eb ... , ed} se 
tenha: ReB1 > · · · > ReBe. Dizemos que B satisfaz a propriedade D se 
para cada autovalor complexo. De forma similar um elemento g E SL(d,R) satisfaz a 
propriedade D, se g = exp(X) com X E sl(d, R) satisfazendo a propriedade D. 
Lema 2.2.3 Seja A, B E sl( d, R) tal que B é um elemento regular decomposto e or-
dene as partes reais dos autovalores em forma decrescente. Suponha que B satisfaz a 
condição D. Então as propriedades D e de regularidade são estáveis para a variação 
a(u) = A+uB. 
Demonstração: Suponhamos que B tenha s autovalores reais e t autovalores com-
plexos, isto é d = s + 2t. Por dependência continua de B, para 
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existe ó > O, tal que, se IIT- Bll < ó, então B€(Bi) (bola de centro Bi e raio 
€) contém um só autovalor Bi de T real ou complexo e, dependendo da natureza 
de !}i, este satisfaz: ReB1 > · · · > ReBd· Isto é devido a que ReEi E Br, (Bi) e 
ReBi+l E Br,(Bi+I) juntamente com ri= l{ReBi- ReBi+1 ); fornece a relação 
Por enquanto, foi mostrado que a regularidade de B é uma propriedade estável, isto 
é, qualquer elemento de B8 (B) n sl(d,R) é regular decomposto e preserva a mesma 
estrutura de blocos de B. Quanto à propriedade D; para este € >O, existe no E N, tal 
que l/no < €, logo para cada n > no, é possível escolher uma sequência decrescente 
(ón)n com Ón ~ O se n ~ +oo, tal que se IIT- Bll < Ón, então cada bola BI;n(Bi) 
contém um autovalor da mesma natureza. Portanto, para T = f! A+ B com l€'1 < 
ón/IIAII, temos que 
€' A+ B = diag(BI(€'), ... , Be(€')) 
preserva a mesma ordem dos autovalores de B em alguma base {3( €), a qual depende 
continuamente de €'. Em particular: ReBi1 (f!)>···> ReBit(€'). Devido a que: 
se f!------.. O, é possível escolher uma sequência decrescente (f!n)n tal que 
para k = 1, ... , te n >no. Caso contrário a curva definida em 2.9 seria desconexa se 
f! fosse suficientemente pequeno. • 
Observação: Em vista do lema anterior, temos que o elemento 9u = exp(A + uB) 
é regular decomposto e satisfaz a propriedade D, para valores u E R suficientemente 
grandes; tanto positivos, como negativos. 
De aqui em diante; suporemos sempre que o B dado em (2.1) seja regular decom-
posto satisfazendo a propriedade D. Da mesma forma que em [19], as condições que 
asseguram controlabilidade são tiradas de A. Também, pelo Lema 2.2.3 temos que 
(1 f u )A + B tem o mesmo comportamento de B para uma quantidade razoável de u' s. 
Consideremos a subálgebra de Cartan b correspondente à classe de conjugação 
determinada por B, e seja a aplicação cp: SL(d,R) x b------.. sl(d,R) definida por: 
l/>(g, H)= Ad(g)H, 
e cuja diferencial em (l,B), avaliada em (X, Y) E sl(d, R) x b é dada por: 
(dl/>)(I,B)(X, Y) = ad(X)B + Y. (2.10) 
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Seguindo o procedimento dado em [19], mostraremos que (d</J)(I,B) é sobrejetora. Para 
tal, seja X, Y E sl(d,IR) e dividamos em blocos segundo a estrutura de B de modo 
que: ReB1 > · · · > ReBe· Com estas convenções, a relação ad(B)X = Y fornece as 
seguintes equações matriciais 
Dependendo de Bi e Bi, temos as seguintes possibilidades para Xii: 
(a) Se Bi E C e Bi E IR, então Xii E M2x1(IR). 
(b) Se Bi E C e Bi E C, então Xii E M2x2(IR). 
(c) Se Bi E IR e Bi E C, então Xii E .l\!f1x2(IR). 
( d) Se Bi E IR e Bi E IR, então Xii E IR. 
(2.11) 
Por conseguinte, em cada um desses casos, temos que o termo genérico Xii dado 
em (2.11) admite solução e é expressado por: 
(a) Se denotarmos por: 
Xii = ( ; ) e Yii = ( : ) 
temos que: 
( x ) _ _!_ ( ai - Àj (Ji ) ( a ) y - .6. -(Ji Ü:i - Àj . b ' 
porque o determinante .6. =(ai- Àj)2 + (3~ =/=O. 
(b) Usando a decomposição: M2x2(IR) = U71 EB W2, onde ~V1 é o subespaço vetorial 
das matrizes 2 x 2 que representam os números complexos e U--~2 as matrizes 
simétricas, temos que: 
Substituindo isso em (2.11) obtém-se 
Yii - Bi(X~i + Xij)- (Xij + Xij)Bi 
- X~i(Bi- Bi) + BiXti- XijBi 
- X~i(Bi- Bi) + Xij(B!- Bi) 
e como a última parcela é simétrica, temos que: 
X~i - (Bi- Bi)-1~j 
Xij - ~j(B!- Bi)-1. 
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Portanto, 
(c) Se denotarmos por: 
Xij = ( X y ) e }ij = ( a b ) , 
temos que: 
( ) - 1 ( ) ( Ài - Ct.j -(3. ) xy -" ab. a
3
_ \J 
u fJ "'i- Ct.j 
porque o determinante: .6. = (Ài- ai)2 + (3~ =f O 
( d) Se denotarmos por: 
xij = (x) e Yij =(a), 
temos que: 
x =(>..~>.;)a se i =f j 
já que, se j < i, então Ài > ~-
Estes fatos, implicam que ad(B) é sobrejetora no subespaço vetorial das matrizes 
com zeros ao longo dos blocos diagonais iguais os de B. Daí que a aplicação definida 
em (2.10) seja também sobrejetora. Por conseguinte, o teorema da função implícita 
permite concluir que qualquer curva iniciando em B, seja a imagem de uma curva em 
SL(d, R) x b e iniciando em (1, B) via a aplicação <f>. Em particular, se tomamos a 
curva a(t:) = EA + B, obtemos uma curva (g"-, H"-) com go = 1, Ho = B. Logo, depois 
de derivar a relação <f>(g"-, H"-) = EA + B, obtemos: 
[go, B] + Ho = A, 
onde H0 é a parte diagonal de A= (~i)· Mais ainda, Yo tem entradas: 
(2.12) 
onde ~i e dii correspondem a matrizes em 1\J2xi(JR) e M1x2(1R) dadas por (a) e (c) 
respectivamente, e segundo as possibilidades de Bi> Bi. No que segue, AB denotará a 
matriz de blocos nulos na diagonal e cujas entradas no lugar (i,j), i=/:- j, são dadas 
por (2.12). 
Agora tomamos uma matriz X = ( xii), d x d arbitrária com d = s + 2t como antes, 
e consideremos este menor dado pela esquina superior direita j x j: 
( 
XI,d-j+l · • • XI,d ) 
det : : . 
Xj,d-i+l Xj,d 
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Em termos do produto exterior, este menor é dado como 
(Xed-j+I/\ ... 1\ Xed,e1 1\ ... I\ eiJ. 
Este menor será denotado por aj(X). De forma simétrica, o menor inferior é dado por 
aj(X) = aj(Xt), que também no formalismo do produto exterior se expressa como: 
aj(X) = (Xe1 1\ ... 1\ Xei, ed-i 1\ ... 1\ ed)-
Portanto, obtém-se as seguintes condições: 
JKi : (-I)i+laj(AB)aj(AB) > 0 
que já foram estabelecidas em (19] como parte de condições suficientes sobre as entradas 
das matrizes A e B nesse resultado central, e também agora serão usadas novamente. 
Mas, antes disso enunciamos o seguinte. 
Lema 2.2.4 Considere o sistema discreto (2.1). Assumimos que o semigrupoS gerado 
pelo sistema tenha interior não vazio em SL( d, R) e que seus geradores satisfaçam a 
condição JKk. Então o semigrupo s-I tem interior não vazio e seus geradores 
também satisfazem a condição J Kk. 
Demonstração: Em vista de que a inversão de elementos é um homeomorfismo segue 
que intS =I 0. Quanto á segunda afirmação temos que s-l é gerado por e-A+uB, u E R. 
Portanto, 
e temos a conclusão. • 
Seja Pk a representação de SL(d,R) em AkRd dada anteriormente através do 
produto exterior. Então, existe uma representação infinitesimal associada Pk de sl( d, R) 
em A k Rd definida por 
Pk(X) = :t Pk(exp(tX))it=O· 
A ligação entre as duas representações é dada através da relação 
onde a primeira exp significa a exponencial em SL(d,R) e a segunda é a exponencial 
de transformações lineares de A k Rd. Portanto, devido a que 
Pk(exp(tX))(uii\ ... 1\ uk) = exp(tX)uii\ ... 1\ exp(tX)uk 
temos que a representação da álgebra de Lie é explicitada por 
Pk(X)(uii\ ... 1\ uk) = Xu11\ ... I\ uk + · · · + u1 1\ ... I\ Xuk. 
Essa representação será usada em uma das passagens do seguinte resultado central. 
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Teorema 2.2.5 Considere o sistema discreto ( 2.1). Assumimos que o semigrupo S 
gerado pelo sistema tenha interior não vazio em SL(d,JR). Suponha que B é um 
elemento regular decomposto satisfazendo a propriedade D. Suponha também que a 
condição J Kk é satisfeita para 1 :::; k :::; 4d. Então S = SL( d, R). 
Demonstração: É suficiente provar que S não é de tipo k para 1 ::=; k::; d/2, pois o 
mesmo raciocínio e o Lema 2.2.4 mostram que s-1 não é deste tipo. Pela Proposição 
2.1.12, S não é de tipo k para cada k. Antes disso, lembramos os comentários feitos 
sobre a parametrização dos elementos ~A + B. Tinhamos, pelo teorema da função 
implícita, a existência de uma curva (ge, He) em SL(d,JR) X b satisfazendo: g0 = 1, 
H0 = B, g0 = .4.B e H0 sendo a parte diagonal de A, presenando a estrutura de 
blocos de B. Logo, colocando ''fv. = g1;v., se lul for suficientemente grande, e tomando 
a exponencial de 
consegue-se 
exp(A + uB) = 'Yv. exp( uH1;v.)'Y~ 1 . (2.13) 
Portanto, se {3 = { e1, ... , ed} é a base que diagonaliza B, a análise do tipo de um 
semigrupo depende do elemento 
(2.14) 
e de usar (2.13) apropriadamente. 
(a) Se ek,ek+l definem um autovalor complexo de g = exp(B), segue que g satisfaz a 
propriedade D(k) e pela Proposição 2.1.10 temos que n+(g) = r.-1 (n(g)) é um 
atrator de g. Logo, pelo lema 2.2.3, é possível escolher uma sequência (Un)n, com 
Un ----7 +oo, de tal forma que 'Yn(n+(g)) seja um atrator de exp(A + UnB) E S, 
de onde 'Yn(n+(g)) C Ck o S-c.c.i. Mas, 'Yn ----7 1 se Un ----7 +oo. Portanto, 
n+ c Ck. Daí que pela Proposição 2.1.11, S não é de tipo k. 
(b) Se ek corresponde a um autovalor real de B, então o raio definido por f.t é um 
atrator de g. Logo, tomando u > O suficientemente grande, (2.13) acarreta que 
'Yv.f.t seja um atrator de exp(A + uB) E S. Usando a densidade da componente 
de Bruhat, é possível mostrar no levantamento que 'Yv.f.t E Cl, um dos S-c.c.i. 
em Grt. Mais ainda, este último é conexo (veja Proposição 2.1.13). Portanto, 
dependendo do vetor ed-k+l que intervém no 
(2.15) 
temos o seguinte: 
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(b1) Se o vetor ed-k+I define um autovalor real de B, então o raio definido por 
(2.15) é um repulsor de g. Assim, usando (2.14) junto à condição JKk, é 
mostrado que ±Çt E C! e sendo conexo (Proposição 2.2.1), obtém-se que S 
não é de tipo k (maiores detalhes Teorema 3.4 [19] já que reproduziremos a 
prova em forma breve). De fato, pela condição polinomial J Kk isto se reduz 
a provar dois fatos: Ç"Ç; é aproximadamente atingível desde çt, se a-;; (A8 ) > O 
e -Çt é aproximadamente atingível desde Ç"Ç;, se (-1)k+1At(A8 ) >O. Em 
geral, devido a que a exponencial é um difeomorfismo em alguma vizinhança 
de zero, tem-se gE = exp(Y(E)). Segue-se da analiticidade do log(gE) que 
9E = exp(üí +; Y2 + ·· ·), 
onde Yi = A8 . Fazendo uso das representações Pk, Pk no nível de grupos e 
álgebras de Lie, respectivamente, temos que 
2 
Pk(gE) = exp(Epk(Yi) + ~ Pk(Y2) + · · ·). 
Nesta primeira parte, consideremos çt dada por (2.14). Devido a que 
e aos subconjuntos {1, ... , k} e { d - k + 1, ... , d} serem disjuntos, temos 
que (pk(z)it;,t,ç-;;) =O, se j < k; já que Pk(z)içt envolve algum ei com 
i < k. Por outro lado, se desenvolvemos a exponencial dada acima e usamos 
esse último fato, as primeiras k- 1 derivadas em E= O da função cp(E) = 
(pk(gE)çt, Ç"Ç;) são nulas, embora que 
tp(k)(O) = b(pk(Yi)Çt, Ç"Ç;) = b.a-ç; (A8 ), 
para algum b > O. L-ogo sua expansão de Taylor em torno de zero é 
b 
tp(E) = k!a"Ç;(A8 )Ek +o( E) \;f E E (-r, r). 
Portanto, existe Uo > O tal que (pk('Yuo)f.t,ç-;;) > O. Para este Uo > O, o 
raio definido por Pkbuo)f.t é um atrator de exp(A + ttoB) encontrando-se 
no c.c.i C. Logo pelo Lema 2.2.3 é possível escolher u < O suficientemente 
grande tal que Pk ( !u)Ç"Ç; seja atrator de exp(A + uB), e Pk( !u0 )f.t e=>teja no 
mesmo lado de Pk ( 1 u)Ç"Ç; com respeito ao hiperplano em 1\ k JRd gerado pelos 
autovetores de Pk(exp(A+uB)) associados a autovalores distintos do maior. 
Portanto, da invariança de C sob exp(A + uB) segue-se que !uf."Ç; E C, e 
devido a que luf."Ç; ----+ Ç"Ç; obtém-se a conclusão. 
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Para a segunda parte, na mesma forma anterior, as primeiras k- 1 derivadas 
em E= O da função '1./J(E) = (pk(g€)Ç"i; ,t;,i) são nulas; embora que 
w(k)(O) =c· (pk(YI)f.k", f.i) = c· ai (A8 ) 
para algum c > O. Logo sua expansão de Taylor em tomo de zero é 
e dependendo de ( -1 )k+l ai (A 8 ) > O temos que: 
• Se k é par, então ai(A8 ) < O e t{·(E) se comporta como uma função 
par negativa próximo de zero. Daí que, existe Uo < O suficientemente 
grande tal que (pk('yu0 )/;.k", Çt) < O com -E < 1/Uo < O. 
• Se k é ímpar, então ai(A8 ) >O e '1./J(E) se comporta como uma função 
ímpar próximo de zero. Daí que existe Uo < O suficientemente grande 
tal que (Pk( lu0 )f.k", f.i) < O com -E < 1/Uo < O. 
Isto é, existe Uo < O suficientemente grande tal que (pk('yuo)f.k", f.i) < O. 
Sendo assim, Pkbuo)f.k" é o atrator de exp(A + uB) pertencendo a C. Seja 
também -pk('yu)f.i um atrator de exp(A + uB) para u >O suficientemente 
grande de modo que PkbuoKk" esteja no mesmo lado de -pk(Tu)f.i com 
respeito ao hiperplano em /{JR.d gerado pelos autovetores de Pk(exp(A + 
uB)) associados aos autovalores distintos do maior. Portanto, devido à 
invariança de C sob exp(A+uB) obtém-se que -luf.i E C. Fazendo u--+ 
+oo, segue-se que -ç+ E C. 
(~) Se ed-k+bed-k definem um autovalor complexo de B, pelo mesmo raciocínio 
feito em (b1), mostra-se que S não é de tipo k. 
(~) Se ed-k+l,ed-k definem um autovalor complexo de B, segue-se da Proposição 
2.1.10 que o levantamento w+(g) = r.-1 (W(g)) é um conjunto repulsor de 
g em Gri(d). Por outro lado, pelo Lema 2.2.3, é possível escolher uma 
sequência (Un)n com Un --+ -oo tal que luJW+(g)) seja um conjunto 
atrator de exp(A+UnB) E S, de onde lu.-.(~V+(g)) C C!, o S-c.c.i. (veja 
Proposição 2.1.10). Mas lu.-. --+ 1 se Un--+ -oo. Portanto, w+(g) c C~ 
e pela Proposição 2.1.11 S não é de tipo k. 
(c) Se ek-bek definem um autovalor complexo de B, então o raio definido por (2.14) 
é um atrator de g. Os mesmos argumentos dados em (h): (2.15), (b1),(b2),(~) 
mostram que S não é de tipo k. 
• 
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Capítulo 3 
Semigrupos Conexos e Maximais 
em SOo(P, 1) 
Neste capítulo, estabeleceremos condições suficientes para que um semigrupo maximal 
de interior não vazio num grupo de Lie com posto um, mais especificamente S00 (p, 1), 
seja conexo. Tais condições envolvem essencialmente a geometria da variedade flag 
associada a dito grupo. Isto é, no que se refere à métrica e geodésicas por ela fornecidas. 
3.1 Métrica Canônica 
Antes de mais nada enunciamos o seguinte resultado de caráter geral para semigrupos 
de interior não vazio em grupos de Lie semi-simples, agindo em fronteiras minimais. 
Teorema 3.1.1 Sejam G um grupo de Lie semi-simples com centro finito, S C G um 
semigrupo maximal de interior não vazio. Então S é o semigrupo de compressões de 
·um subconjunto C localizado em alguma fronteira mini mal (ou variedade flag de G), 
G / Pe, o qual é o S -c. c. i. correspondente. 
Demonstração: Veja [22]. • Neste caso, o semigrupo dado é da forma 
S = Se = {g E G : gC c C}. 
Associado ao semigrupo temos o objeto algébrico chamado cone de Lie de S que é 
definido por: 
L(Se) = {X E g: exp(tX) E Se, V t > 0}. 
No caso em que G é de posto um, existe uma única fronteira lFe os semigrupos maximais 
são semigrupos de compressão de subconjuntos C C lF com C = fe(intC) (veja 
Teorema 6.11 de [22]). 
/:.a~~\4).~~ .. '-l-· ....... ~ .............. '·-
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A questão que trataremos, é sobre a descrição dos conjuntos C acima mencionados 
de tal forma que o semigrupo Se seja conexo, além de ser maximal. Em vista que o 
grupo envolvido tem posto um, então ele corresponde a uma das álgebras de Lie: 
(a) 5o(p, 1) 
(b) 5u(p, 1) 
(c) 5t:J(p, 1). 
Por enquanto, só abordaremos o caso (a). Seja o grupo 
SO(p, 1) = {g E SL(p + 1): llp,19 = lp.l}, 
onde 
-1 
-1 
1 
Sua álgebra de Lie é dada por: 
Esta álgebra de Li e é uma forma real não compacta do complexificado 50c (p + 1). 
Se consideramos o automorfismo involutivo {) : 5o(p + 1) --7 5o(p + 1) definido por: 
O(X) = lp,1Xlp,b obtemos uma decomposição da forma real compacta 5o(p + 1) nos 
auto-espaços 
t ={X E 5o(p+ 1): O(X) =X} 
e 
5* = {X E 5o(p + 1) : O(X) =-X} 
correspondentes aos auto,.-aJ.ores 1 e -1 respectivamente. Isto é, 
e 
5* = { ( _0bt ~ ) : b E Mpxi(R)}. 
Colocando 5 = i5*, obtemos uma decomposição de Cartan da forma real não compacta 
.9o = t EB 5, a qual é isomorfa à álgebra de Lie 5o(p, 1) através do isomorfismo 
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Portanto, consideramos 
g0 "'so(p, 1) = { ( ; ~ ) :a E so(p), b E Mpxi(R)} 
e denotaremos por X = (a; b) a um elemento genérico de so(p, 1) com a E so(p) e 
b E 1\-fpxi(JR). A componente conexa da identidade SOo(p, 1) do grupo SO(p, 1) tem 
como álgebra de Lie so (p, 1) e portanto é semi-simples. Fixemos H = (O; c) com 
ct = (1, O, ... , O) e consideremos a subálgebra abeliana a = ger{ H}. Esta álgebra é 
maximal abeliana em s, daí que a semi-reta 
é uma câmara de Weyl positiva, e portanto determina um subgrupo parabólico minimal 
PH. De fato, se X= (a; b); a equação: ad(H)X = a(H)X fornece as relações 
Isto é: 
• Na primeira equação: a(H) vezes a primeira fila de a= bi = (0,~, ... ,bp)· 
• Na segunda equação: a(H)bi =primeira fila de a. 
Logo, comparando estes dois itens, obtemos que a(H)2bi = bi, Mas bi =f. (0), e 
daí que a( H) = ±1. Portanto, se a = (aij), bt = (b~, ... , bp) temos que aii = O para 
i,j ~ 2. Isto é, 
o a12 alp o 
-a12 o o a12 
X= 
-alp o o alp 
o a12 alp o 
Se denotarmos este tipo de matrizes por X = ([w]; w) com wt = (0, w2, ... , wp) , o 
espaço de raizes será: 
gQ = {([w]; w) : [w] E so(p)}, 
e dim gQ = p - 1. Como 2a não é raiz, isso significa que rr+ = {a} e n + = gQ. Da 
mesma forma para a raiz -a, o espaço correspondente é: 
g_Q = {( -[w]; w) : [w] E so(p)}. 
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O centralizador de H em so(p), denotado por mH, é formado pelas matrize; 
I 0 o o ... o o o\ 
o o a23 ... a2,p-l a2p o 
o -a23 o ... a3,p-l a3p o 
. . . . 
. . . . 
. . . . 
o -a2p -a3p ... -D.p-l,p o o 
o o o ... o o o 
Se denotarmos este tipo de matrizes por X= ([O; a]; 0), onde a matriz [O; a] E so(p) é 
tal que a primeira fila é nula obtém-se: 
mH = {([O; a]; O) :a E so(p- 1)}. 
Portanto, ao nível da álgebra de Lie a decomposição de Iwasawa será: 
so(p, 1) = so(p) EB a EBn+ 
e a correspondente decomposição de Langlands da subálgebra parabólica minimal é 
Também, existe uma ação natural de K = SO(p) na parte simétricas da decomposição 
de Cartan através da ação adjunta. Portanto, este age transitivamente sobre as Ad( K)-
órbitas e em particular sobre a órbita 
O(H) = Ad(SO(p))H. 
Por outro lado, o centralizador de H em SO(p) denotado por At/H coincide com SO(p-1) 
que é a isotropia em H. Portanto, a órbita 
O( H) rv SO(p)/SO(p- 1) 
é uma esfera em s de raio y'2(p -1), em relação ao produto interno induzido pela 
forma de Cartan-Killing (C-K). lvlais ainda, como no Lema 1.3.1 ou a Proposição 2.1 
[5], O( H) é a única variedade flag maximallF H correspondente ao subgrupo parabólico 
minimal 
PH = lv!HAHNfi. 
Em vista que o resultado central envolve segmentos de geodésicas minimais como sendo 
trajetórias de campos gradientes associados a certas funções altura e em relação a 
uma certa métrica (T-K), é necessário ter uma descrição para tal, e é o que será feito 
no que segue. 
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Lema 3.1.2 Sejam X, Y E so(p, 1). Então. 
(X, Y) = (p- 1)tr(XY), 
onde (., .) denota a forma de Cartan-Killing. Mais ainda, defina Ho. E a por a(.) = 
(., Ho.)· Então, 
Demonstração: Pelo Lema de Schur podemos supor que 
(X, Y) = c tr(XY), 
para uma constante c =I= O. Daí, para o H fixado temos que 
(H, H) = ctr(H2 ). 
Por definição 
Como só existem as raízes II ={±a}, e do.= p- 1, e a(H) = 1, temos que (H, H)= 
2(p- 1). Por outro lado, cada ii E sé da forma: 
- (o b) H= bt O ' 
onde bt = (b1 , ... ,bp)· Mas tr(b.bt) = llbll2 , logo 
tr(H2) - tr(b.bt) + llb\12 
= 2llbll2· 
Portanto, se bt = (1, O, ... , O) temos que tr(~) = 2, o que munido a (H, H) = 2(p-1) 
fornece a conclusão. Para a última parte, H o. = xH, logo 
1 = a( H) = (H, Ho.) = x(H, H) 
e pela primeira parte x = 1/2(p -1). • 
Para a involução de Cartan {) consideremos os subespaços vetoriais tH, SH que 
complementam m, a respectivamente; os quais foram definidos no capítulo 1 e [5] por 
tH - {X+ O(X) :X= ([z]; z) E n+} 
- {([z]; O) : [z] E so(p)} 
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que satisfaz: t = tH ffi mH, onde mH é o centralizador de a em t. Da mesma forma, 
sH {X- O(X) :X= ([z]; z) E n+} 
{(O; [z0 ]) : [z0 ]t = (0, Z2, •.• , Zp)} 
satisfaz s = s H EB a. Associado a estes subespaços vetoriais temos os isomorfismos: 
'PH : n+ ---t tH tal que 'PH(([z]; z)) = 2([z]; 0), 
'1/'H : n+ ---t SH tal que 1/JH(([z]; z)) = 2(0; [z0 ]). 
Daí que o isomorfismo 
é dado por, 
cp(([z]; O)) =(O; [z0 ]). 
Isto pode ser estendido para t como sendo a transformação nula sobre mH. Por outro 
lado, para X = (a; O) com a = ( aii), um cálculo direto mostra que 
Portanto, o espaço tangente à órbita em H é 
Com a finalidade de fixar notação, consideremos a decomposição de Cartan canônica 
de S00 (p, 1). Isto é, 
SOo(p, 1) = SO(p) exp(s). 
E como foi dito anteriormente, SO(p) age transitivamente sobre a órbita O(H) através 
da adjunta Ad. Logo, para um elemento genérico 
X =(a; O) = ( ~ ~ ) , 
com a= (aii) temos que o campo induzido X avaliado em H= (O; c), ct = (1, O, ... , 0), 
é dado por: 
o o o o 
o o o 
-a12 
X(H)= (3.1) 
o o o -alp 
o -a12 -alp o 
Devido a isto, denotaremos dito elemento (3.1) por X(H) - (O; [z0 ]), onde [z0 ]t = 
(0, a 12 , ... , a1p) a um elemento genérico de TnO(H). 
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Lema 3.1:3 Dados [zo]t = (0, z2, ... , .zp) e [wo]t = (0, w2, ... , wp) sejam X(H) -
(O; [z0 ]) e Y(H) = (O; [w0 ]) em TIIO(H). Então 
(X(H), Y(H))H = 2(p- l)(z2w2 + · · · + zpwp), 
onde o primeiro produto interno é a métrica de T-K no espaço tangente a H. 
Demonstração: Pela forma como foi definida a métrica em H e o Lema 3.1.2 obtém-se 
(X(H), Y(H))H - (H, [X, <p(Y)]) 
- (H, [X, <p(projtn(Y))]) 
- (p- l)tr(H[X, cp(projtn(Y))]). 
e 
Portanto, 
• Observação: Como no capítulo 1 a métrica definida em qualquer outro ponto é obtida 
por translação daquela dada em H através da ação, de tal forma que o grupo K = 
SO(p) age por isometrias sobre dita variedade flag. Em vista disto, tal métrica é a 
restrição da forma de Cartan-Killing fornecida pelo Lema 3.1.2 e portanto, a menos 
de um múltiplo constante, é a restrição da métrica canônica definida em s. 
Dado H1 E s, é possível considerar a distância dez= Ad(u)H E O(H) ao com-
plemento ortogonal H f em relação à forma de ~K. Isto nos fornece, a menos de um 
múltiplo constante, as funções altura definidas por: 
/H~,H(Ad(u)H) = (H1 , Ad(u)H). 
Sua diferencial em z = Ad( u) H é dada por: 
(dfH1.H )z([X, Ad(u)H]) = (Hb [X, Ad(u)H]), 
onde 
T~O(H) = {[X,Ad(u)H]: X E so(p)}. 
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Daí que os pontos críticos de !H~,H são ±HI/IIHtll. Portanto, são singularidades do 
campo gradfH1,H, com HI/IIHtll atrator e -HtfiiHtll repulsor. Em vista disso são 
pontos de estabilidade e instabilidade assintótica, respectivamente. O campo gradiente 
satisfaz: 
AB funções !H~,H são restrições das funções altura definidas em sem relação ao 
hiperplano lBI = H{ Daí que, se c= !H1.H(z) é um valor regular, então fif11,H(c) é 
uma variedade de nível transversal ao campo gradfH1,H já que 
Portanto, as trajetórias do campo gradiente que passam por z, são segmentos de 
geodésicas minimais que passam por ±HI/!IH1 11 e contém z no interior. Por sua vez;, 
as variedades estáveis e instáveis são : 
O(H)- {-HtfiiHtll} e O(H)- {HI/IIHtll}, 
respectivamente. 
3.2 Relação entre duas métricas 
Seja go = t EB s, uma decomposição de Cartan. Fixado H E s da mesma forma que 
na seção anterior, obtém-se uma v-ariedade flag 1F H = G / PH mergulhado em s com 
G = S00 (p, 1). O dito mergulho identifica 1F H com a órbita O( H) = Ad(K)H através 
da aplicação 
a: lFH----+ Ad(K)H 
definidapora(gPn) = Ad(k(g))H,ondePnéaorigemdelFn ""K/Mn (vejaocapítulo 
0). Para cada H' E Ad(K)H existe uma identificação diferente de lFn'· No entanto, 
a métrica Riemanniana induzida em lF H' não depende do ponto base tomado para a 
identificação. Suponha que, 9o = t 1 EB s 1 seja uma nova decomposição de Cartan. Pela 
teoria das álgebras de Lie existe um automorfismo interno f/J de g0 tal que t 1 = cjJ(t) e 
s 1 = f/J(s). Como go é semi-simples e G é conexo, o grupo dos automorfismos internos 
é Ad(G). Isso implica que fjJ = Ad(g) para algum g E G. Seja G = KS = SK a 
decomposição global correspondente a 9o = t EB s. Segue-se que g = hu com h E S e 
u E K. Mas Ad(u)t =te Ad(u)s = s. Portanto 
ft = Ad(h)t s 1 = Ad(h)s 
Se K 1 = exp(ft) temos que K 1 = hKh-I, poist1 = Ad(h)t. ABórbitasdeAd(K1 ) ems1 
também se identificam com 1F, determinando da mesma forma métricas Riemannianas 
em lF. O objetivo é relacionar as métricas definidas por se s 1 . Se h E Sé como acima 
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então h = exp(H) para um único H E s. Como h. H = H, H E s ns1 e lF H se identifica 
com as órbitas K.H e K 1.H via aplicações 
a: lFH -----1- K.H e {3: lFH -----1- K1.H, 
ambas com ponto base H. Explicitamente, a(b) = k(g).H se b = gb0 , k(g) E K e 
{3(b) = k1(g).H se b = gbo onde bo é a origem de G/PH que é ponto base comum para 
as duas órbitas. Como 
Ad(h) leva a órbita K.H na órbita K 1.H. Compondo essa aplicação entre as órbitas, 
a e {3-1 se obtém 
{3-1 o Ad(h) o a: lF H -----~-JF H· 
Proposição 3.2.1 Com as notações estabelecidas acima, temos que 
{3-1 o Ad(h) o a= h, 
onde h no segundo membro significa a aplicação induzida no espaço homogêneo lF H = 
G/PH. 
Demonstração: Seja b = gb0 E lFH com g E G. Então a(b) = k(g)H. Portanto, 
Ad(h) o a(b) = hk(g)h-1.H 
e daí que {3-1 o h o a(b) = hk(g)h-1bo pela definição de {3. :.Mas bo é ponto fixo de h 
pois bo é a origem de G / PH. Portanto, 
{3-1 o Ad(h) o a(b) 
já que gb0 = b. 
{3-1(hk(g)h-1.H) 
hgh-1bo 
hb, 
• 
Corolário 3.2.2 Mantendo as mesmas notações, seJ·a ( ·, ·) 5 a métrica Riemanniana 
induzida em lF pela identificação com K.H C s. Seja também ( ·, ·)51 a métrica induzida 
por K 1 .H. Então (u,v)51 = (h..u,h..v)5 para vetores tangentes u,v, onde h.. denota a 
diferencial de h. 
Demonstração: É consequência da proposição anterior, do fato que Ad(h)(K.H) = 
K 1.H e de que Ad(h) deixa invariante a forma de Cartan-Killing. • 
Corolário 3.2.3 Se s1 = hs então toda geodésica de (·,·)51 é da forma hr com 'f 
geodésica de(·, ·)5 • 
Demonstração: É consequência imediata do corolário anterior. • 
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3.3 Realização Canônica da parte simétrica 
Na seção anterior o grupo S00 (p, 1) foi realizado canônicamente como sendo o grupo 
das matrizes (p + 1) x (p + 1) que deixam invariante a forma bilinear B cuja matriz 
associadaélp,I = diag( -1, ... , -1, 1) na basecanônica,8 = {e1 , ... , ep, ep+I}. Também 
a decomposição de Cartan canônica do g0 ~ so (p, 1) foi dada por: 
l' ={(a; O): a E so(p)} e s = {(O;b): bt E ~.P} 
A forma quadrática Q associada a B divide RP"+1 em três regiões: 
1. no= {z E RP+l : Q(z) = 0}, 
2. n+ = {z E RP+l : Q(z) > 0}, 
3. n_ = {z E RP"+1 : Q(z) < 0}. 
Essas regiões correspondem a um cone circular de duas folhas, interior do cone e 
exterior do cone respectivamente. Por definição SO(p, 1) deixa invariante todas as 
regiões. Além do mais a reta gerada por ep+1 é o centro do cone e é invariante sob K 
já que Q(ep+1) >O. Seja lHI = RP o hiperplano gerado pelos primeiros p elementos da 
base. A restrição de - B ao lHI é o produto interno canônico em RP e temos o 
Lema 3.3.1 O hiperplano lHI é K -invariante e se identifica com 5 de tal forma que as 
representações adjunta e canônica de K = SO(p) são equivalentes. 
Demonstração: Seja P : RP --t s a identificação dada por P(bt) = (O; b), bt = 
(bb ... , bp) e a K-invariança de 5 fornece a de lHI módulo a identificação P. Se de-
notarmos por p: K --t GL(p,R) tal que p(u)bt = (abY com u = (a; 1) e p = Ad: 
K --t GL(s) temos que 
(p(u) o P)(bt) - p(u)(O; b) 
- (O;ab) 
e por sua vez, o outro membro é dado por: 
(P o p(u))(bt) - P((ab)t) 
- (O; ab), 
de onde segue a conclusão. • 
Devido à identificação P, cada bt rv h = (O; b) e portanto como a transformação 
linear tem autovalores o e ±llbll com au~: (bt)..l c RP o núcleo, v+= ger{bt + 
IWilep+I} associado a IWII e v_ = ger{ -bt + llbtll€p+I} associado a -llbtll. 0s dois 
últimos vetores são atrator, repulsor de h respectivamente; são simétricos em relação 
a €p+1 e pertencem a no. 
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Corolário 3.3.2 Seja h E S e s1 = hs, t 1 = ht uma outra decomposição de Cartan. 
Seja também lHI1 = hlHI o hiperplano de lRp+1. Então a representação de K1 em lHI1 € 
equivalente à representação adjunta de K 1 em s 1 . 
Demonstração: A identificação P: lHI1 ---T s1 é dada pela aplicação induzida de P, 
isto é P(h(bt)) = Ad(h)(P(bt)), onde h(bt) = (hb)t. Por outro lado, para p1 : K1 ---T 
GL(p,JR), p1(u1)(h(bt)) = hu1(bt)com u1 = huh-1e p1 = Ad: K1 ---T GL(s1)temos que 
(p1(u1) o P)(h(bt)) - p1(u1)(Ad(h)P(bt)) 
- Ad(hu)((O; b)) 
e por sua vez, o outro membro é dado por: 
(P o p1 (u1))(h(bt)) - P(hu(bt)) 
Ad(h)(P(u(bt))) 
- Ad(hu)(P(bt)) 
Ad(hu)((O; b)). 
Portanto, a conclusão é válida. • 
Observação: A forma de C-K restrita a .s1 é equivalente ao produto interno dado pela 
restrição de -B a lHI1 . 
3.4 Sobre a Conexidade de Semigrupos 
Definição 3.4.1 (a) Um subconjunto C C 1Fs é chamado geodesicamente convexo no 
sentido amplo (estrito) se para quaisquer pontos x, y E C, ao menos um dos 
segmentos de geodésica 1 x,y ligando-os é tal que 1 x,y n C é conexo, (o segmento 
de geodésica mini mal 1 x,y q·ue os liga está contido em C). 
(h) Se C c lF5 é um subconjunto convexo no sentido amplo ou estrito, então: 
(bi) O ponto x E C é dito extremai, se não existe segmento de geodésica 1 
contido em C tal que x esteja no interior de 1. 
(b2 ) Caso contrário o ponto será dito não extremai. 
Ao respeito, temos a seguinte 
Observação: A conexidade de lx,ynC dada na parte (a) da definição, permite concluir 
que lx,y C C. Pois, suponhamos que lx,y(a) = x, í'x,y(b) = y e lx,y i C, então existe 
to E (a, b) tal que 'T'x,y (to) fj. C. 1v1ais ainda, existe E > O tal que ''ix,y (to - E, to +E) C c c. 
Portanto, pela condição de conexidade temos que 
lx,y n C C 'f'x,y([a, to- E]) OU lx,y n C C "l'x,y([to +E, b]) 
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o qual é um absurdo. Por outro lado, dado z E .s, denotemos por ]8[z_L o semi-espaço 
contido em .s determinado pelo hiperplano z..l, onde a ortogonalidade é dada em relação 
ao produto interno induzido pela forma C-K. Se C C J8I2 ..L n JF5 , então convexidade no 
sentido amplo e estrito coincidem. 
Lema 3.4.2 Seja C C JF5 um subconjunto convexo tal que C C ~..L para algum z E .s. 
Então o conjunto W = JR+ C é um cone. 
Demonstração: Dados x = rx, f) = sy, com x, y E C, r, s > O; existe uma geodésica 
minimal/x,y ligando-os. Se y = -x, então x+y = (r-s)xonde r-s >o ou r-s <o. 
No primeiro caso x +f) E W e no segundo x +f) = -(r- s)( -x) E W. Se y =f. -x o 
segmento lx,y C ger{x,y}, portanto r'.(x + y) = lx,y(to), to E dom'/'x,y e X+ y E W-. 
Claramente JR+l-F ç w-. • 
Para cada elemento x E W, associamos a função altura fx : JF ---7 R definida por 
fx(Y) = (x, y), cujos campos gradientes são dados por: grad fx(Y) = projT,.,F. (y). Se 
denotarmos por: 
"E= {gradfx: X E W} 
obtemos o grupo gerado pelos fluxos 
C~ = { (grad fxt )t1 o · · · o (grad fxk )tk : ti E :IR, xi E W}. (3.2) 
Mas, os difeomorfismos fornecidos pelos fluxos de campos gradientes são dados por: 
(3.3) 
Portanto, C~ coincide com o grupo gerado pelos fluxos dos campos gradientes de 
funções altura, correspondentes a elementos de C5 • 
Lema 3.4.3 o grupo c~ age transitivamente sobre JF .5. 
Demonstração: Tudo depende de mostrar que as órbitas c~ (X) para X E JF .5 são 
subvariedades abertas, daí usando a conexidade do JF 5 obtém-se a conclusão. Sendo 
assim, para cada x E intC5 , é possível encontrar uma bola aberta B(x, r) tal que 
B(x, r) Ç C5 • Daí, tomando (gradfz)t(x) com z E Fr(B(x, r)), consegu&se colocar um 
aberto na órbita. Para x E extC5 , seja a bola aberta B (y, r) tal que B (y, r) C C5 e 
considere (gradfz)t(x) com z E Fr(B(y, r)). Estes fatos, junto ao primeiro argumento 
mostram que intCdx) =f. 0. Para x E Fr(C5 ), tome uma bola aberta B(y, r) tal que 
z E B(y, r) n intC5 e a mesma idéia funciona com (grad fz )t ( x). Portanto, as dimensões 
de JF5 e das órbitas que são subvariedades quas&regulares coincidem. • 
A relação (3.3), permite considerar o semigrupo gerado pelos fluxos de campos 
gradientes associados às funções fx, com x E C= C5 , e que não faz diferença tomar 
X E W-. Isto é 
S~ = { (gradfxt)t1 o··· o (gradfxk)tk : ti> O, xi E C}-
Se formula o 
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Lema 3.4.4 O semigrupo Sr., tem interior não vazio e C(Sr.) =C. 
Demonstração: Em geral, para cada x E .s o campo induzido x pela ação íp do grupo 
SOo(p, 1) que torna 1Fs num espaço homogêneo, satisfaz x = gradfx (veja Proposição 
0.3.3 ou (5]). Em vista de que intC =/= 0 em .s, temos que: 
.s = ger(C) = ger{Ei,p+I + EP+Li: 1:::; i:::; p}, 
onde Eii denota a matriz com termo não nulo igual a um na entrada i, j e zero nas 
demais. Pelas propriedades da decomposição de Cartan, o colchete satisfaz 
[.s,.s] C .so(p) 
e 
so(p) ger{[Ei,p+I + Ep+I,i,Ei+i,P+l + Ep+I,i+i]: 1:::; i:::; p,i:::; i+ j:::; p} 
- ger{Ei,i+j- Ei+i,i: 1:::; i:::; p,i:::; i+ j:::; p}. 
Ou seja, AL(C) = so(p, 1) e o semigrupo S(C) gerado pelos fluxos em tempo positivo 
dos campos invariantes contidos em C tem interior não vazio, e pelos comentários no 
inicio da prova tem-se 
S(C) - { exp (t1x1) ... exp (tkxk) :ti >O, Xi E C} 
~ { Íf'e.xptlxl o .•. o 'Pe.'q>tkxk : ti > O, xi E C} 
- { (grad/x1 )t1 o · · · o (gradfxk)tk : ti > O, Xi E C} 
- Sr.. 
Portanto, intSr. =/= 0. Por outro lado, como C é convexo, então é invariante sob Sr. e 
pela primeira parteC(Sr.) C C. A inclusão recíproca é consequência de tomar x, y E C 
e de considerar dois fatos: y =/= -x ou y = -x. No primeiro caso 
x = lim (gradfx)t(Y) E feSr..x; 
t-++oo 
e no outro caso ±x E FrC, daí que é possível tomar algum z E intC e para um to > O 
fixo, temos: 
x = lim exp(tx) exp(toz)( -x). 
t->+oo 
Mas exptx,expt0 z E Sr.. Portanto, x E feSr..(-x). • 
Se denotarmos por Sinf ao semigrupo gerado pela imagem do cone L(Sc) via apli-
cação exponencial, obtemos o 
Corolário 3.4.5 O semigrupo Sinf tem interior não vazio e C(Sinf) =C. 
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Demonstração: É só usar a relação (gradfx)t = exptx, para obter S"E ç Sinf ç Se. 
Portanto, C Ç feSinf .x Ç C para cada x E C. • 
Fixemos uma decomposição de Cartan, infinitesimal e global, so(p, 1) = ~ Ef7 s e 
S00 (p, 1) = K. exp.s respectivamente. Tomemos a variedade flag 1F5 "' Ad(K)Hs e 
o cone de Lie L(Se) associado ao semigrupo maximal Se. Então o conjunto Ws = 
L( Se) n s é ainda um cone, podendo acontecer as seguintes possibilidades: 
• w~ =(o) 
• w~ pontual. 
• Vl-'"5 não pontual. 
Sendo assim, podemos observar que tudo depende da localização da parte simétrica 
.5 em relação ao cone L(Se). Suponhamos que W 5 =/= (0), então para o H(lt~) = 
Ws n -lV5 temos que este é o trivial ou não . Neste último caso dão-se as seguintes 
situações: 
• Se dimH(Ws) = 1, então H(Ws) n 1Fs = {x, -x} é desconexo. 
• Se dimH(W"s) = k, então H(Ws) n lFs = sk-I (esfera de dimensão k- 1) é 
conexo. 
Mas, dim.s = p e H(Ws) C s, daí que dimH(W5 ) :::;; p. Se dimH(Ws) = p, temos 
que H(Ws) = s. Portanto, essa situação não deve ser tomada em conta. 
Seja VI-'~ =/= (0), dimH(liVs) = k, O :::;; k < p. Então Cs = Ws n 1Fs no máximo 
poderia ser uma semi-esfera, cujo bordo FrCs = Sk-2 = H(Ws) n 1Fs. Nos outros casos; 
FrCs 2 sk-i, 3 :::;; i pode não ser subvariedade e vai depender da natureza do cone 
L(Se). 
Lema 3.4.6 O conjunto Cs = L(Se)nlFs como nos comentários feitos acima é convexo 
e está contido em C. 
Demonstração: Primeiro observamos que Cs C C; porque dado x E Cs, é possível 
escolher y E C, y =/= -x e portanto 
x = lim (gradfx)t(Y) = lim (exptx)y E C 
t-++oo t-++oo 
Agora tomamos x,y E C5 , então y =/= -x ou y = -x. No primeiro caso, o cone 
lVs = ger{x,y} ç w~, mas Ws n 1Fs c L(Se) n 1Fs é o segmento de geodésica ligando 
x, y e portanto, a conclusão é válida. Para o segundo caso, basta tomar z =/= ±x em 
Cs e repetir o argumento de acima com os elementos x, z e z, y e concluir do fato que 
por x, y, z passa uma única geodésica. Um argumento alternativo seria; tomar intCs e 
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usar o fato que este não contém pontos antipodais, porque eles estão localizados na 
fronteira FrCs e concluir que este é convexo para depois estender isto ao fe(intCs) = C,, . 
• Seja () a involução de Cartan associada à decomposição dada acima. Logo para 
(a; b) E so(p, 1) temos que O(a; b) = (a, -b). Mas (a; b)t = (-a; b). Portanto, a involução 
01 definida por 01 = -0, satisfaz: 
e é um anti-automorfismo da álgebra de Lie so(p, 1). Em vista disso e o que provaremos 
a seguir, consideramos a seguinte: 
Definição 3.4. 7 Um subconjunto C C lF é dito geodesicamente estrelado em x E C se. 
para cada y E C, ao menos um dos segmentos de geodésica ligando eles 1 x,y intercepta 
C num conjunto conexo. Isto é, 'Yx,y n C é conexo. 
Dito isso, podemos formular o seguinte 
Lema 3.4.8 Suponhamos que 01 deixa invariante ao cone de Lie L( Se). Então para 
cada g E Se, existe g E Sinf· Mais ainda, o conjunto de controle C é estrelado nas 
projeções radiais de elementos de L( Se) n s. 
Demonstração: Seja proj5 : so(p, 1)----? s a projeção de so(p, 1) na parte simétrica. 
Segue-se que 
proj5 (L(Se)) = L(Se) ns. 
Pois, se z =(a; b) E L(Se), temos que 01(z) E L(Se) e 
1 (O;b) = 2(z+01(z)). 
Daí que (O; b) = proj5 (z) E L(Se); a outra inclusão é imediata. Sendo assim, cada 
elemento g E Se pode ser escrito como 
com Zi E so(p, 1). Mas L(Se) é um conjunto convexo e fechado. Daí, para cada Zi na 
decomposição de g, existe um único~ E L(Se) tal que: 
Assim, isto fornece um elemento 
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onde Zi =(Oi; bi) E L(Sc). Portanto, o elemento procurado é 
g = exp(y1) ... exp(yk), 
onde Yi = (O; bi) = proj5 (zi)· Mais ainda, Yi E L(Sc) e 
(gradfy,)t.C = exp(tyi).C C C V t >O 
mootra que C é estrelado no conjunto L(Sc) n CJ(H). • 
Observação: A hipótese fh(L(Sc)) = L(Sc) é uma condição de simetria do cone 
de Lie L( Se) com relação à parte simétrica da decomposição de Cartan. Alias, se 
intL(Sc) =/= 0, então a dita condição garante que L(Sc) n s =/= (O) (poderia acontecer 
que L(Se) C t). 
Agora veremoo a condição de simetria global do semigrupo compressão Se. Para 
tal, S(/ C Sre(ec), logo o conjunto de controle invariante C(S(/) C fe(Cc). Mas, se Se 
for maximal, S(/ também é maximal, de onde C(Sã1) = fe(Cc). Dito isso, seja Õ a 
involução de Cartan global correspondente a O. Logo para cada g =uh, u E SO(p), 
h E exp(s) temos que 
Se denotamos por Õ1 o anti-automorfismo global correspondente a 01, segue-se que 
Portanto, 
Õ1(g) - (õ(g)) -
1 
- l. 
Õ1(Se) = (õ(Sc)) -I= S~. 
Para ter uma descrição mais precisa de Õ1 (Se) como semigrupo compressão de algum 
outro conjunto de controle em outra variedade flag, consideramos a aplicação quociente 
. SO (p 1) SOo(p, 1) 7r • o ' ----7 PH 
e o difeomorfismo 
(j: SOo(p, 1) ----7 S<_?o(p, 1) 
PH O(PH) 
definido por O(gPH) = O(g).O(PH)· Tais aplicações estão ligadas através das relações: 
1roO=Oo1r e Õ(g)oO=Oog 
para cada g E S00 (p, 1). Em v-ista disto, e da max:imalidade de Se temoo que 
ÕI(Sc) = Sfe(O(e)c) 
permite formular o seguinte 
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~ma 3.4.9 Seja g E Se tal que g =uh, u E SO(p) e h E exp(.s). Suponhamos q·ue 
01(Se) C Se. Então h2 E Se. 
Demonstração: Para g E Se, temos que 
Õ(g)(o(c)) c O( C) e O( C) c gO(C). 
Segue-se que 
g- 1Õ(g) (o( C)) c O( C). 
mas g-1 = Õ(hu-1). Daí, usando a relação Õ(g) o O= O o g temos que 
Portanto, h2 E Se. • 
Observação: A condição de simetria global se traduz em Õ1(g).g E Se, pelo que 
S n exp(.s) =f. (e). Seja g =uh, denotemos por s(g) =h a projeção global de Cartan 
na parte simétrica, Então não sempre é possível obter que h= s(g) E Se. 
Definição 3.4.10 Seja G um grupo de Lie, S C G um semigrupo e A C G um 
subconjunto. Dizemos que S é reversível à esquerda (respectivamente à direita) em 
relação a A se gS n S =f. 0 (resp. S n Sg =f. 0) para cada g E A. Equivalentemente7 se 
A ç ss-1 (resp. A ç s-1 S) 
Com relação a esta definição , tem-se o seguinte resultado que dá condições sufi-
cientes para obter conexidade para um certo semigrupo. 
Proposição 3.4.11 Sejam S~; s2 semigrupos de G tal que sl c S2, SI reversível em 
relação a S2 , 1 E S1, S1 conexo. Então S2 é conexo. 
Demonstração: Pela reversibilidade temos que gSI n SI =f. 0, para cada g E s2. 
Tomando a decomposição de S2 em suas componentes conexas (S2 = UiSi), a conexi-
dade de S1 diz que S1 Ç Sio. Para g,g' E S2 , temos gSI c Si e g'S1 c Si, mas 
0 =f. gSI n SI c gS1 n so, 
segue-se que gSI C Sio e g' SI C Si0 ; consequentemente, 
Por outro lado, 
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pois 1 E 5 1 . Daí que 
52 c sio c 52-
Portanto, 5 2 é conexo. • 
Agora, fixemos um grupo de Lie de posto um com álgebra de Lie g. Seja g = t EB 5 
uma decomposição de Cartan fixa, com a correspondente involução (}. Também, seja 
a5 uma subálgebra abeliana maximal, estendamos a5 para uma subálgebra de Cartan 
b C g, tal que b = ae EB a5 • Existe o seguinte resultado que será usado logo mais. 
Proposição 3.4.12 Seja b uma subálgebra de Cartan de g. Então existe um auto-
morfismo <p E Int(g) tal que b = <p(b) é 8-estável (isto é b = b n t EB b n 5 = bt EB b5 ) 
com b5 Ç a5 • 
Demonstração: Veja Proposição 1.3.1.1 [28]. • 
Em vista disso, podemos localizar elementos do interior de semigrupos, nos subgru-
pos de isotropia. 
Proposição 3.4.13 Seja S C G um semigrupo de interior não vazw. Então para 
cada g E intS, existe um subgrupo parabólico P(g) que o contém. 
Demonstração: Para g E intS, tomemos sua decomposição de Jordan (veja Propo-
sição 1.4.3.3 [28]): 
g = 9s9u, (3.4) 
onde: 
• 9s semi-simples, isto é: Ad(gs) semi-simples. 
• 9u unipotente, isto é: Ad(gu) unipotente. 
Como a união de todos os subgrupos de Cartan é precisamente o conjunto dos 
elementos semi-simples, existe um subgrupo de Cartan B 3 9s· Seja b a subálgebra de 
Cartan correspondente. Pela proposição 3.4.12 podemos tomar uma decomposição de 
Cartan g = t EB 5 tal que b seja estável sob a involução (}. Sendo assim: 
B = Zc(b) = {g E G: Ad(g)H =H, V H E b} 
e 
b = b n t EB b n 5 = bt EB b.s. 
Daí, temos uma decomposição ao nível do subgrupo de Cartan; B = BK.B.s, onde 
BK = K n B e B.s = exp(b.s) (veja Proposição 1.4.1.2 [28]). Consequentemente 
(3.5) 
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onde gk E B K, h E Bs. Por outro lado é claro que h =/=- 1. Caso contrário g = gkgu 
e daí que é possível aproximar este elemento no intS por g = gkgu de tal forma que 
9r = 1 para algum n E N; sendo assim e devido a que g8 gu = gugs, h = 1 obtém-
se que gn = g~ E intS que é um elemento unipotente. Portanto, fazendo uso de 
gu = exp(Y), ad(Y) nilpotente e o Lema 4.1 [17] contradizemos ao fato do semigrupo 
ser próprio .. Com respeito à aproximação, esta decorre do fato que gk = exp(X), X 
elemento compacto, daí que seus autov-alores são imaginários puros, e sendo assim, os 
autovalores de gk tem módulo um, e portanto podem ser aproximados por elementos 
gk de tal forma que os argumentos de seus autovalores, sejam múltiplos racionais de 
1r com módulo um. A idéia é mostrar que (3.5) se adapta em alguma decomposição 
de Langlands. Por isso, tomamos h= exp(H), H E bs e gk E K n B. Se denotarmos 
a= ger{H} C .s (subálgebra abeliana maximal) temos que gk EM, o centralizad.or de 
a em K (pois gk E K n B). Para a localização do elemento gu, usamos o fato dos grupos 
serem clássicos, o que permite olhar cada um deles num certo grupo linear G L( m) com 
álgebra de Lie gl(m) (para algum m apropriado) e aliás a aplicação exponencial é um 
difeomorfismo no domínio: 
n(7r) ={X E gl(m): IIm.XI < 7r, v autov-alor À de X} 
(ver Proposição 3 da parte li de [26]). Sendo assim, g E GL(m) se decompõe de maneira 
única como o produto de um elemento elíptico, hiperbólico e unipotente, comutando 
dois a dois, o que seria a decomposição dada em (3.5), pelo que hgu = guh. Como gu 
é inversivel, 
spec(H) = spec(guHg:;:1 ); 
mas H é um elemento real semi-simples pela escolha feita, logo 
spec(guHg:;:1 ) = spec(H) C 1R 
fornece guHg;;1 , H E n(1r) e como exp(guHg;;1) = exp(H), Ad(gu)H = H, então 
gu E MA, onde este último subgrupo fixa a câmara de Weyl positiva a+. Portanto, 
g E P(g) = M(g)A(g)N(g)+. 
o subgrupo parabólico procurado. • 
Agora enunciamos o seguinte resultado sobre reversibilidade, provado por Ruppert 
(veja [16]). 
Lema 3.4.14 SejaS um semigrupo de um grupo G e suponha que N é um subgrupo 
normal de G tal que SN/N é reversível à esquerda. Suponha que G1 é um subgrupo de 
G contendo N e tal que S1 = S n G1 gera G1 . Se S1 é reversível à esquerda, então S 
é ret'ersível à esquerda. 
Demonstração: Veja Lema 1.3 (ii) de [16]. • Uma variação do Lema 4.6 de [16] é o seguinte resultado. 
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Lema 3.4.15 Suponhamos que G é um grupo de Lie solúvel e que o interior do semi-
grupoS c G contém um elementos= exp(X) tal queRe>.. 2::: O para cada autovalor).. 
de ad(X). Então S é reversível à esquerda. 
Demonstração: É só usar o fato de que s = exp( X) E intS como nas provas prévias 
ao Lema 4.6 de [16], já que nesse caso, o semigrupo é tomado como sendo aberto e 
somente é usado o fato topológico s E intS. Outro fato usado e que não depende da 
topologia do semigrupo ou seja do int S, é o Lema 1.3 (ü) de [16]. • 
Agora faremos alguns comentários sobre conjugações das decomposições vistas 
antes. Para tal, temos que a partir de uma decomposição de Cartan g = t EB 5 e 
tomando uma subálgebra abeliana maximal a = a5 C 5 se obtém os espaços de raizes 
9o: ={X E g: ad(H)X = a(H)X, \:f H E a}. 
Se II denota o conjunto das raizes; é possível obter um sistema simples de raizes. Logo, 
definindo uma ordem lexicográfica em a*, obtém-se o grupo nilpotente n+ = Laen 9o: 
e portanto, uma decomposição de Iwasawa 
Se m denota o centralizador de a em t, então a subá.lgebra parabólica minimal corre-
spondente é 
p =mEBaEBn+. 
A contraparte global de tudo isso é 
G=KAJV+ e P=MAN+, 
onde K = exp t, A = exp a, N+ = exp n+, M o centralizador de a em K. Isto é, 
Jv! = {u. E K: Ad(u.)H =H, \:Ih E a}. 
O conjunto AN+ é um subgrupo normal de P. De fato, a primeira parte decorre de 
que Pé o normalizador de N+ em G; em particular A normaliza N+. Para ver a 
normalidade, tomemos g = man E P, e daí 
porque m E P e este normaliza N+. Para qualquer conjugação de P, por dizer: 
I9 (P) = gPg-1 temos: 
Ã = ! 9 (A.) = exp ( Ad(g)a). 
Ao nível da álgebra de Lie g = Laen g0 , obtém-se em forma paralela: 
g =L Ad(g)go:. 
o:Ell 
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Desta forma, para X E gQ 
Ad(g) ( ad(H)X) = o:(H)Ad(g)X; 
logo, usando o fato de que Ad(g) é um automorfismo segue que 
ad( Ad(g)H) ( Ad(g)X) = (o: o Ad(g-1)) ( Ad(g)H)Ad(g)X. 
Se denotarmos fi= Ad(g)H, ã =o: o Ad(g-1), temos que: 
ad(H) ( Ad(g )X) = ã(H)Ad(g )X. 
Isto significa que 
Portanto, 
onde 
Na contraparte global temos que 
onde as componentes correspondentes são dadas por: 
~N-+ = l 9 (N+) M- I (M) Z -- e = g = Ig(K> a. 
Com tudo isso, formulamos a 
Proposição 3.4.16 Seja G um grupo de Lie com posto um, S CP um semigrupo de 
interior não vazio. Então S é reversível à esquerda. 
Demonstração: Mostraremos que, S n AN+ é reversível à esquerda em .AN+ e pelo 
Lema 3.4.14 concluiremos que Sé reversível à esquerda em P. Para isso, tomamos um 
elemento g = ihãn E intS de tal forma que possamos definir o subconjunto não vazio: 
T = { m E M : 3 hn E AN+ com mhn E intS} 
que é um semigrupo com interior não vazio em M porque !YI normaliza .AN+ (pois 
m.AN+m-1 = AmN+m-1 ) e a translação à direita Rãn: M----? Pé continua. Sendo 
M compacto e conexo tem-se T = M (veja Proposição V.O.l8 de [9]); daí que existe 
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h E A, n E N+ com hn E intS (1 E T). Por outro lado; AN+ = UneN+ln(A), juntando 
isso ao fato anterior, se conclui que 
Por conseguinte, tomamos h= ln0 (h), h= exp(H), H E a nesse conjunto e fazemos as 
seguintes observações sobre h: 
• Se Ã = ln0 (A) = exp (ã), com ã = Ad(no)a, H= Ad(no)H, então 
ad(H) = ad(Ad(no)H) = Ad(no) o ad(H) o Ad(nõ1 ) 
e daí 
spec( ad(H)) = spec( ad(H)) = ou { 
{O,±a(H)} 
{0, ±a(H), ±2o:(H)}. 
• Também S n AN+ é um semigrupo de interior não vazio em AN+ porque h = 
exp(H) E intSnAN+. Em geral, para a decomposição de lwasawa g = tEBaEBn+ 
segue-se que, a E9 n+ C pé um ideal solúvel porque AN+ CP é um subgrupo 
normal, conexo com álgebra de Lie aEBn+ (também pode ser provado diretamente) 
e a, n + são solúveis com a rv (a E9 n +) jn+. Agora consideramos a aplicação 
adjunta, restrita a a EB n+, isto é 
a qual é bem definida porque a, ã ç a EB n+ e n+ = Ad(no)n+ = n+ (veja os 
comentários prévios). Ou seja, 
veJa que 
spec(ada~n+(H)) C JR+ U {0}. 
Com estes dois fatos, temos satisfeito as hipóteses do Lema 3.4.15, consequente-
mente S n AN+ é reversível à esquerda em AN+. Para a parte que falta consideremos 
o grupo quociente P/ AN+ rv M que é compacto, conexo e a aplicação quociente 
r.: P-----+ PjAN+ é aberta. O semigrupo S.AN+ (AN+ é normal em P) é de interior 
não vazio em P, então o semigrupo S.AN+ jAN+ ~ M (veja Proposição v.0.18 de 
[9]); também S n A.N+ gera AlV+ porque int(S n AN+) =f 0. Portanto, o Lema 3.4.14 
nos fornece a reversibilidade à esquerda de S em P. • 
Observação: Notemos que esta proposição pode ser aplicada a semigrupos de interior 
nao vazio em G; cujo interior interceptam qualquer subgrupo parabólico. 
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Teorema 3.4.17 Seja C um subconjunto da variedade ftag lF5 "' O(H) tal que C = 
fe(intC) e C geodesicamente convexo no sentido estrito em relação à métrica de T-K. 
Então o semigrupo de compressão 
Se= {g E SOo(p, 1) : gC c C}, 
é conexo~ maximal e de interior não vazio. 
Demonstração: AB dois últimas afirmações são de caráter geral para grupos de 
posto um dados pelo Teorema 6.11 de [22] e enquanto à primeira parte é como segue: 
Pela Proposição 3.4.13, para cada g E intSe existe um subgrupo parabólico P(g) 
tal que g E P(g). Mas a convexidade do conjunto C acarreta que C C L(Se), pois, 
dado x, y E C obtém-se 
exp(tx).y = (gradfx)t(Y) E C, Vt >O 
e daí segue-se que intSinf n P(g) # 0. Logo, pela Proposição 3.4.16 o semigrupo 
Sinf n P(g) é reversível à esquerda em P(g). Isto é 
Em particular, 
g.Sinf n Sinf =f 0, "i/ g E intSe. 
Isso junto aos argumentos dados na Proposição 3.4.11 fornece a relação 
intSe Ç (intSe) Sinf = U g.Sinf ç sio, 
gEintSc 
onde Sio é a componente conexa da identidade. Portanto, tomando o fecho e usando o 
fato Se = fe (intSe), obtemos a conexidade de Se. Isto é, Se = Sio. • 
No que segue queremos estabelecer condições suficientes sobre um semigrupo 
conexo e maximal Se para poder obter propriedades geométricas de C. Isto é, se ten-
tamos caracterizar a conexidade de semigrupos maximais em termos da convexidade 
geodésica do conjunto controle in-variante C, a mesma coisa deveria acontecer com o 
conjunto de controle invariante de S(/. Isto não necessariamente força a que o bordo 
âC = C n fe( cc) seja uma variedade de nível transversal ao campo grad f, para alguma 
função altura f. Mas, em certas situações isto é verdade. Para tal, só consideramos 
800 (3, 1) e olharemos como certas propriedades algébricas de elementos no cone de Lie 
influenciam na geometria do conjunto C. 
Lema 3.4.18 Seja Se C 800 (3, 1) um semigrupo conexo, maximal e de interior não 
vazio. Suponhamos que exista um elemento compacto X E L(Se)- Então Cnfe(Cc) é 
uma subvariedade de nível na órbita O(H) = Ad(S0(3))H. Em particular, C é convexo. 
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Demonstração: Seja Eii a matriz com termo não nulo igual a um na entrada i, j e 
zero nas demais. Sem perda de generalidade podemos supor que 
X = (a; O) = E12 - E21, 
já que a exponencial de qualquer outro elemento compacto, age como uma rotação na 
parte simétrica ao redor de um eixo fixo. Sendo assim, para Ut = exp(tX), fi= (O; b) E 
O( H) e bt = (bb ~' ~) temos que: 
Ad(Ut)H = (b1 cos t + ~ sin t)E1 + ( -b1 sin t + b2 cos t)E2 + b3E3, 
onde E1 = E14+E41, E2 = E24+E42, E3 = E34+E43. As dois primeiras coordenadas 
descrevem uma hiper-esfera de raio 2. Isto é, se V = ger{ Eb E2} temos que 
Portanto, se X E L(Sc) segue-se que o semigrupo a um parâmetro 80(2)+ C Se. E 
daí 
SL(2, JR).fi = S0(2).fi c C, V fi E C 
e como C e cc são conexos, temos que Cnfe(Cc) é uma v-ariedade de nível transversal 
ao campo gradfEa- • 
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