Abstract. The model of interactive Turing machines (ITMs) has been proposed to characterise which stream translations are interactively computable; the model of reactive Turing machines (RTMs) has been proposed to characterise which behaviours are reactively executable. In this article we provide a comparison of the two models. We show, on the one hand, that the behaviour exhibited by ITMs is reactively executable, and, on the other hand, that the stream translations naturally associated with RTMs are interactively computable. We conclude from these results that the theory of reactive executability subsumes the theory of interactive computability. Inspired by the existing model of ITMs with advice, which provides a model of evolving computation, we also consider RTMs with advice and we establish that a facility of advice considerably upgrades the behavioural expressiveness of RTMs: every countable transition system can be simulated by some RTM with advice up to a fine notion of behavioural equivalence.
Introduction
According to the Church-Turing thesis, the classical Turing machine model adequately formalises which functions from natural numbers to natural numbers are effectively computable. There is, however, a considerable semantic gap between computing the result of a function applied to a natural number and the way computing systems operate nowadays. Modern computing systems are reactive, they are in continuous interaction with their environment, and their operation is not supposed to terminate. Quite a number of extended models of computation have been proposed in recent decades to study the combination of computation and interaction (see, e.g., the collection in [7] ). In this paper we compare interactive Turing machines and reactive Turing machines.
Van Leeuwen and Wiedermann have developed a theory of interactive computation from the stance that an interactive computation can be viewed as a never-ending exchange of symbols between a component and its unpredictable interactive environment [8] . Semantically, this amounts to studying the recognition, generation and translation of infinite streams of symbols. In [9] , the notion of interactive Turing machine (ITM) is put forward as a tool to formally characterise which stream translations are interactively computable. The notion is subsequently extended with an (non-computable) advice mechanism in order to obtain a non-uniform machine model. Van Leeuwen and Wiedermann argue that the resulting model of interactive Turing machines with advice is as powerful as their model of evolving finite automata, and they conclude from this, on intuitive grounds, that ITMs with advice are adequate to model evolving system such as the Internet [15] .
The model of interactive Turing machines focusses on capturing the computational content of sequential interactive behaviour. The included mechanism of interaction is therefore limited to achieving this goal, and does not easily generalise to more than one distributed component, nor does it allow for more fine-grained considerations of the behaviour of reactive systems. The behavioural theory of reactive systems, on the other hand, has focussed on aspects of modelling, specification and verification (see, e.g., [1] ).
To integrate computability theory and the behavioural theory of reactive systems, the notion of reactive Turing machine (RTM) has been proposed in [2, 3] . It extends Turing machines with concurrency-style interaction. Semantically, the operational behaviour of an RTM is given by a transition system. From this transition system one may extract a set of computations, or stream translations, but a more refined analysis is also possible. In fact, to study the effect of interaction of multiple components many refined notions of behavioural equivalence have been developed in the concurrency theory literature [6] . The notion of RTM gives rise to a general theory of executability: a transition system is executable (usually up to some preferred notion of behavioural equivalence) if there exists an RTM that has the transition system as its semantics. (We refer to [3] for more a elaborate motivation of the notion of RTM.)
The aim of this paper is to make a connection between the theory of interactive computabililty and the theory of reactive systems, providing a comparison of the models of ITMs and RTMs in both their semantic domains. We shall first, in Section 2, recapitulate both models. Then, in Section 3 we present a transition-system semantics for ITMs; the transition system associated with an ITM is executable up to a fine notion of behavioural equivalence. In Section 4 we shall identify a subclass of RTMs that can be considered suitable for stream translation, and prove that the stream translation associated with an RTM in this subclass is interactively computable. In Section 5 we consider an extension of RTMs with an advice mechanism adapted from the advice mechanism considered for ITMs. RTMs with advice can execute every countable transition system, at the cost of introducing divergence in the computation. The paper ends with a conclusion in Section 6.
Preliminaries

The Theory of Interactive Computation
In [11] , van Leeuwen and Wiedermann present an analysis of interactive computation on the basis of a component C (thought to behave according to a deterministic program) interacting with an unpredictable environment E. They discuss the consequences of a few general postulates pertaining to the behaviour and interaction of C and E for interactive recognition, interactive generation and interactive translation. In their analysis, the component C acts as a stream transducer, transforming an infinite input stream of data symbols from Σ = {0, 1} presented by E at its input port into an infinite output stream of symbols from Σ produced at its output port. Henceforth, by an ω-translation we mean a mapping φ : Σ ω → Σ ω (with Σ ω denoting the set of streams, i.e., infinite sequences, over Σ).
Interactive computation is a step-wise process. It is not required that the environment offers a symbol in every step, nor that the component produces a symbol in every step. For the purpose of modelling components, however, it is convenient to record that nothing is offered or produced. The symbol λ is used to indicate the situation that no symbol is offered at the input port or produced at the output port, and we let Σ λ = Σ∪{λ}. It is assumed that when E offers a non-λ symbol in some step, then the component C produces a non-λ symbol at its output port within finitely many steps, and vice versa; this assumption is referred to as the interactiveness (or finite delay) condition in the work of van Leeuwen and Wiedermann.
In order to formally define which ω-translations are interactively computable by a computational device, van Leeuwen and Wiedermann proposed the notion of interactive Turing machine [9, 10] . It extends the classical notion of Turing machine with an input port and an output port, through which it exchanges an infinite, never ending stream of data symbols with its environment. Interactive Turing machines use a two-way infinite tape as memory on which they can write symbols from some presupposed set D of tape symbols, not necessarily disjoint from Σ and including the special symbol to denote an empty tape cell. Our formal definition below is adapted from [14] (but we leave out the distinction between internal and external states).
Definition 1. A (deterministic) interactive Turing machine (ITM) with a single work tape is a triple
The contents of the tape of an ITM may be represented by an element of (D )
* . We denote byĎ = {ď | d ∈ D } the set of marked symbols; a tape instance is a sequence δ ∈ (D ∪Ď ) * such that δ contains exactly one element ofĎ . The marker indicates the position of the tape head.
A computation of an ITM I = (Q, −→ I , q in ) is an infinite sequence of transitions
The input stream associated with the computation in (1) 
An ITM satisfies the interactiveness condition if all its computations are interactive. Clearly, if a deterministic ITM I satisfies the interactiveness condition, then its interactive behaviour is total, in the sense that for every x ∈ Σ ω there is at least one y ∈ Σ ω such that (x, y) is an interaction pair of I. By confining our attention to the input-active computations-which, in the terminology of [11] , corresponds to adopting the full environmental activity postulate-, we may then associate with every such ITM an ω-translation: we say that ITM I produces y on input x if (x, y) is the interaction pair associated with an input-active computation of I.
Definition 2.
An ω-translation φ : Σ ω → Σ ω is interactively computable if there exists a deterministic ITM that satisfying the interactiveness condition that produces φ(x) on input x for all x ∈ Σ ω .
Van Leeuwen and Wiedermann present in [11] a characterisation of the interactively computable ω-translations by showing that they can be approximated by classically computable partial functions on finite sequences over Σ. For finite and infinite sequences x and y, we write x ≺ y if x is a finite and strict prefix of y, and x y if x ≺ y or x = y. We use the following definition of monotonic functions and limit-continuous functions.
In [11] a criterion of the interactively computable ω-translations is presented by using limit-continuous functions.
Theorem 1. A total ω-translation is interactively computable iff it is limit-continuous.
The Theory of Executability
The theory of executability combines computation and concurrency-style interaction in such a way that both are treated on equal footing; thus, an integration of computability and concurrency theory is realised.
The transition system is the central notion in the mathematical theory of discreteevent behaviour. It is parameterised by a set A of action symbols, denoting the observable events of a system. We extend A with a special symbol τ, which intuitively denotes unobservable internal activity. We shall abbreviate A ∪ {τ} by A τ . Transition systems can be used to give semantics to programming languages and process calculi. The standard method is to first associate with every program or process expression a transition system (its operational semantics), and then consider programs and process expressions modulo one of the many behavioural equivalences on transition systems that have been studied in the literature. In this paper, we shall use the notion of (divergence-preserving) branching bisimilarity [4, 5] , which is the finest behavioural equivalence in van Glabbeek's linear time -branching time spectrum [6] that abstracts from internal computation steps (represented in the transition system by transitions labelled with τ)..
In the definition of (divergence-preserving) branching bisimilarity we need the following notation: let −→ be an A τ -labelled transition relation on a set S, and let a ∈ A τ ; we write s The notion of reactive Turing machine (RTM) was put forward in [3] to mathematically characterise which behaviour is executable by a conventional computing system. We recall the definition of RTMs and the ensued notion of executable transition system. 
Definition 5 (Branching Bisimilarity
). Let T 1 = (S 1 , −→ 1 , ↑ 1 ) and T 2 = (S 2 , −→ 2 ,↑
Definition 6. A reactive Turing machine (RTM) M is a triple (S,
−
−→ t for (s, d, a, e, M, t) ∈ −→), 3. ↑ ∈ S is a distinguished initial state.
Intuitively, the meaning of a transition s a[d/e]M
−→ t is that whenever M is in state s, and d is the symbol currently read by the tape head, then it may execute the action a, write symbol e on the tape (replacing d), move the read/write head one position to the left or the right on the tape, and then end up in state t.
To formalise the intuitive understanding of the operational behaviour of RTMs, we associate with every RTM M an A τ -labelled transition system T (M). The states of T (M) are the configurations of M, pairs consisting of a state and a tape instance. 
−→ t, and Turing introduced his machines to define the notion of effectively computable function in [13] . By analogy, we have a notion of effectively executable behaviour [3] .
Definition 8. A transition system is executable if it is the transition system associated with some RTM.
Executability of Interactive Turing Machines
In this section we associate a transition system with every ITM, and then prove that it is executable modulo divergence-preserving branching bisimilarity. It is convenient to consider input and output as separate actions in the transition system associated with an ITM. We denote by ?i the action of inputting the symbol i ∈ Σ, and by !o the action of outputting the symbol o ∈ Σ. Definition 9. Let I = (Q, −→ I , q in ) be an ITM. The transition system T (I) associated with I is defined as follows:
its set of states is the set
{(s, δ) | s ∈ Q ∪ {s o | o ∈ Σ λ , s ∈ Q}, δ
is a tape instance}; 2. its transition relation −→ is the least relation satisfying, for all i, o
∈ Σ λ , d, e ∈ D , and δ L , δ R ∈ D * : -(s, δ Lď δ R ) ?i −→ (t o , δ L < eδ R ) iff (s, d, i) −→ I (t, e, L, o) and i ∈ Σ, -(s, δ Lď δ R ) ?i −→ (t o , δ L e > δ R ) iff (s, d, i) −→ I (t, e, R, o) and i ∈ Σ, -(s, δ Lď δ R ) τ −→ (t o , δ L < eδ R ) iff (s, d, i) −→ I (t, e, L, o) and i = λ, -(s, δ Lď δ R ) τ −→ (t o , δ L e > δ R ) iff (s, d, i) −→ I (t, e, R, o) and i = λ, -(s o , δ) !o −→ (s, δ) iff o ∈ Σ, and (s o , δ) τ −→ (s, δ) iff o = λ.
its initial state is the configuration (q in ,ˇ ).
The following theorem shows that every transition systems associated with an ITM can be simulated by an RTM. In the proof it is convenient to allow RTMs to have Proof. We suppose that M = (S, −→, ↑) is an RTM with stay transitions, and its transition system is T (M). We define a normal RTM M ′ = (S 1 , −→ 1 , ↑ 1 ) that simulates T (M) as follows:
Then it is straight forward to Then according to Definitions 7 and 9, we get a transition system T (M) = T (I), where '=' is the pointwise equality, which also implies T (M) ↔ ∆ b T (I). As a consequence we have the following corollary.
Corollary 1. The transition system associated with an ITM is executable modulo divergencepreserving branching bisimilarity.
Executable ω-Translations
Recall that an ω-translation is defined to be interactively computable if, and only if, it can be realised by an ITM. RTMs are designed for exhibiting the expressive power of executable transition systems, rather than ω-translations, and not every RTM naturally has an ω-translation associated with it. Imposing some restrictions on the formalism of RTMs, however, we shall define a subclass of RTMs with which an ω-translation is naturally associated. The ω-translation realised by such an RTM is then called executable, and we shall establish that an ω-translation is interactively computable if, and only if, it is executable.
By analogy to the systems described in the theory of interactive computation, we let the RTMs for ω-translations execute in steps, in such a way that with every step a pair of input and output actions can be associated. With every infinite computation of the RTM we can then associate a interaction pair, and the RTM will thus give rise to an ω-translation. In the following lemma we establish some properties of the transition system associated with an RTM for ω-translation. We call a transition that satisfies the conditions of Lemma 2 an i/o transition system. Moreover, by analogy to the interactiveness condition for ITMs, we impose an interactiveness condition on RTMs for ω-translation. We define the ω-translation realized by an RTM by defining the ω-translation realized by the i/o transition system associated with it. Let T = (S, −→, ↑) be an i/o transition system, let s ∈ S, and let σ ∈ A ω , say σ = a 0 , a 1 , . . .; we write s We can now define when an ω-translation is executable.
Definition 13. An ω-translation is executable if it can be realized by an executable i/o transition system.
The following lemma establishes that an ω-translation can be associated with every interactive i/o transition system.
Lemma 3. If an i/o transition system is interactive, then it realises an ω-translation.
