Active Covariance Matrix Adaptation and Mirrored Mutations have been independently proposed as improved variants of the well-known optimization algorithm Covariance Matrix Adaptation Evolution Strategy (CMA-ES) for numerical optimization. This paper investigates the impact of the algorithm's population size when both active covariance matrix adaptation and mirrored mutation are used in the CMA-ES. To this end, we compare the CMA-ES with standard population size λ, i.e., λ = 4 + 3 log(D) with a version with half this population size where D is the problem dimension.
INTRODUCTION
The IPOP-CMA-ES [2] has the special feature of increasing the population size of the CMA-ES algorithm at each restart. Together with a standard population size of λ s = 4+ 3 log(D) where D is the problem dimension, the IPOP-CMA-ES is a (nearly) parameterless algorithm that automatically restarts CMA-ES with increased population size if the given size is not sufficient to solve the problem at hand.
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More recently, an active covariance matrix adaptation update has been proposed for CMA-ES [9] and mirrored mutations with pairwise selection and selective mirroring have been suggested for evolution strategies with weighted recombination [1] . While the former one allows for negative weights in the covariance matrix update for bad mutations, the latter mirrors the bad mutations and evaluates them again before to proceed.
The combination of both approaches into the IPOP-CMA-ES with active covariance matrix adaptation and mirrored mutations, denoted by CMAma, has been introduced and tested empirically in an accompanying paper [3] . Here, we test how a different starting population size influences the performance of this algorithm. A previous study showed that in the (1, λ)-ES, the largest effect of mirrored mutations is observed for small population sizes, i.e. λ = 2 and λ = 4 [4] . Hence, we could conjecture that in the IPOP-CMA-ES with mirrored mutations, a positive effect on the performance can be observed if the initial population size is chosen smaller than the standard size of λ s . To test this hypothesis, we run the CMAma with an initial population size of λ s and compare it with the CMA mah that employs an initial population size of λ s /2 on the noiseless BBOB test bed [6] .
The algorithms are described in more detail in Sec. 2. Section 3 gives the mandatory results of the BBOB timing experiments while Sec. 4 presents the general results of the comparison. Section 5 concludes the paper.
TESTED CMA-ES VARIANTS
We tested two variants of the IPOP-CMA-ES with active covariance matrix adaptation and mirrored mutations: the CMAma with standard initial population size λ s = 4 + 3 log(D) and the CMA mah with reduced initial population size λ s /2 . Both implementations can be downloaded from http://canadafrance.gforge.inria.fr/mirroring/ in the used version 3.54.beta.mirrors. Besides the difference in the initial population size, the number of restarts is increased to 10 for the CMA mah instead of 9 for the CMAma to allow the final restarts of both algorithms to operate with the same (range of) population size. All other parameters are equal for the two algorithms and, besides 2 · 10 5 · D as the maximal number of function evaluations, chosen according to the standard recommendations for the CMA-ES. For more details of the algorithm, see also the accompanying paper [3] .
TIMING EXPERIMENTS
In order to see the dependency of the algorithms on the problem dimension, the requested BBOB'2012 timing experiment has been performed for the two algorithms CMAma and CMA mah on an Intel Core2 Duo T9600 laptop with 2.80GHz, 4 
RESULTS
Results from experiments according to [6] on the benchmark functions given in [5, 7] are presented in Figures 1, 2 and 3 and in Tables 1. The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + Δf , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [6, 10] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 as in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
The first observation is the fact that both algorithm variants behave quite similar with only a few cases where the differences are statistically significant. The two main exceptions are the sphere function (f1) for which the variant with smaller initial population size is about 25% faster in all dimensions and all difficult targets and the discus function (f11) where the variant with standard population size is about 20% faster in 5D and 10% faster in 20D (see Table 1 ). Figure 1 reveals a few more statistically significant differences for the target value 10 −8 : while the algorithm with standard population size is faster for several lower dimensions (f2 in 2D and 3D, f10 in 2D, 3D, and 10D, f13 in 2D, 3D, and 5D, f17 in 3D and 10D, f18 in 3D and 20D) as well as on f6 in 20D and 40D and for f14 in all dimensions but 20, the algorithm with reduced initial population size is sometimes faster for larger dimensions (f5 in 20D and 40D, f8 and f12 in 40D). Furthermore, one can observe that, in 20D, unsuccessful runs occur for eight of the 24 functions and the functions f3, f4, and f19-f24 cannot be solved by both algorithms in any of the 15 runs. When compared to the best algorithm of the BBOB'2009 exercise, both algorithms significanly improve the performance on f10 (faster by a factor of 1.4), f14 (factor of ≥ 1.5), and f11 and f15 (factor of > 2, all results in 40D) which is mainly due to the active covariance matrix adaptation [8] .
CONCLUSIONS
When investigating the impact of the initial population size in the IPOP-CMA-ES with active covariance matrix adaptation and mirrored mutation, no general recommendation towards one of the two algorithms CMAma and CMA mah can be made. While a lower population size is generally helpful on the sphere function and less effective on the discus function, the positive effect of the lower population size is often more pronounced for larger dimensions with the exception of the attractive sector function where the opposite is the case. As a general conclusion, we remark that the change of the initial population size has overall comparatively small effects. (4) 27 (2) 29 (2) 31 (1) 32 (1) 15/15 2: CMA 23 (5) 28 (2) 30 (1) 31 (1) 
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