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Abstract Near neighbor search is a powerful abstraction for data access; it
allows searching for objects similar to a query. Search indexes are data struc-
tures designed to accelerate computing-intensive data processing, like those
routinely found in clustering and classification tasks. However, for intrinsically
high-dimensional data, competitive indexes tend to have either impractical in-
dex construction times or memory usage. A recent turn around in the literature
has been introduced with the use of the approximate proximity graph (APG):
a connected graph with a greedy search algorithm with restarts, needing sub-
linear time to solve queries. The APG computes an approximation of the
result set using a small memory footprint, i.e., proportional to the underlying
graph’s degree. The degree along with the number of search repeats determine
the speed and accuracy of the algorithm.
This manuscript introduces three new algorithms based on local-search
metaheuristics for the search graph. Two of these algorithms are direct im-
provements of the original one, yet we reduce the number of free parameters
of the algorithm; the third one is an entirely new method that improves both
the search speed and the accuracy of the result in most of our benchmarks. We
also provide a broad experimental study to characterize our search structures
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and prove our claims; we also report an extensive performance comparison
with the current alternatives.
Keywords Nearest neighbor search · Metric search with heuristics ·
Combinatorial optimization.
1 Introduction
The metric space abstraction for proximity search can be applied to a large
number of problems; for instance, it is a fundamental tool to solve problems
from statistics, data mining and pattern recognition to multimedia information
retrieval, machine learning, compression, biometric identification, and bioin-
formatics [28]. The problem consists in preprocessing a database of objects
equipped with a distance to find the nearest neighbors of a query, or objects
within a certain distance threshold. More formally, let U be a domain and
S = {s1, . . . , sn} ⊂ U a finite subset of U , and let d : U × U → R+ a distance
metric. Given a query q ∈ U , the proximity search problem consists in pre-
processing S to find objects close to q quickly. The preprocessing produces a
search data structure called index that has the objective of speeding up the
computation of similarity queries over S. This manuscript focuses in solving k
nearest neighbor queries, written as knn(q) which retrieves the k most similar
items in S to the query object q; here, we understand similar as close regarding
the distance metric d.
It is folklore in the area that it is possible to design algorithms and data
structures for similarity search that work efficiently for small intrinsic dimen-
sions. There is, however, a compelling body of theoretical and empirical evi-
dence about the raising of the curse of dimensionality (CoD) in high dimen-
sional data. This phenomenon is observed in the distribution of the pairwise
distances between objects; the effect is the concentration of the mass around
the mean value, making it difficult to distinguish among them with the dis-
tance function. The net effect is that, even for highly selective queries, it is
not possible to build a data structure that avoids the evaluation of the entire
database to solve a query. Another effect is that the mean value increases as
dimension increases, this is valid for distance functions computed accumula-
tively like most Minkowsky’s distance functions.
Most of the search structures found in the area’s typical literature can suffer
from the CoD dimensional effect rapidly, see Chavez et al. [7]. To cope with
the CoD, the main strategy is to allow the retrieval of an approximate answer.
The approximation can be measured by some approximation factor, i.e., the
response is allowed to be at some-specified distance of the exact one. Another
popular approximation scheme is to measure the number of errors found in a
result set. In this scenario an error implies that the solution found may omit
objects of the correct response, or add some objects that are not part of the
exact result set, i.e., these methods are prone to introduce false positives and
false negatives errors. We are interested in the latter kind of approximation
algorithms since the approximation factor can be tricked when the underlying
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distribution of pairwise distance functions have large mean values and high-
concentrations of mass around the mean; this is worth to consider since these
are the symptoms of the CoD. The rest of this section is dedicated to reviewing
the related literature in order to put our contribution on context.
1.1 Related work
Locality Sensitive Hashing (LSH) is, perhaps, the most well-known technique
for approximate similarity search. It was first presented in [14], with many
follow up work as in [3,4]. An LSH scheme is composed of a set of specialized
hashing functions that work for a particular problem, e.g., vectors under a
Euclidean distance or sets under a Jaccard distance. The central idea of a
hashing function is that close objects are mapped to the same hash value
(they will be assigned to the same bucket) with high probability while distant
objects are mapped to different hashes with high probability. As usual in this
kind of problems, the complexity of LSH depends both on the dataset and the
set of queries, such that a complex problem will need many hash functions to
ensure the expected result’s quality.
The Fast Library for Approximate Nearest Neighbors, FLANN [23], is a
library that implements several indexing strategies and selects the more suit-
able one, based on parameters like the search time, the construction time, and
the available memory. With those parameters, together with the parameters
of the indexes, a cost function is defined. FLANN builds and tries different
instances of the indexes using optimization techniques to find a local minimum
to the cost function. The instance corresponding to the local minimum will
be the one selected. The indexing methods used by the FLANN are random-
ized k-d forest, priority search k-means tree, and the sequential search. The
randomized k-d forest consists of multiple k-d trees searched in parallel [27]
where the number of visited leaves on each tree is limited to control the search
cost. The k-means tree [23] is a data structure computing k-means clustering
on the dataset producing k compact regions. At each region, the procedure is
repeated recursively, constructing a tree of arity k. The recursion stops when
regions have less than k items. The search procedure has a best-first strategy,
and the algorithm uses a priority queue to order the paths. The performance is
adjusted controlling the expansion factor (number of visited regions). As com-
mented, their parameters are optimized, and the user only needs to specify
the desired recall.
Product quantization (PQ) [19] relies on vector quantization of subspaces.
The central idea is to apply several cluster detection k-means algorithm in
several independent subspaces. The clustering is applied to a sample of the
dataset, encoding the rest of the database according to the k-means centers.
The authors compare their approach with FLANN using the SIFT1M bench-
mark (see §3); PQ is 2 to 5 times faster than FLANN for the same quality of
results. Centers serve as symbols or words, and then efficient indexing tech-
niques like Inverted Indexes can be used to support large datasets. However,
4 Eric S. Tellez et al.
there is no practical way to find analytical bounds for the error, and practical
implementations suffer from low recall as the size of the dataset increases, the
same applies for high dimensional datasets. In [13] the encoding error of PQ
is reduced through an iterative quantization that encodes the database as a
binary Hamming space, in essence. The vector quantization idea is applied
recursively in [30] improving PQ and the optimized PQ.
Another scheme is that one based on representing each object with an
ordered set of k nearest references, that is, it uses the knn objects to each
object in a special set of objects called references. For instance, we can recog-
nize this approach on CNAPP [29], PP-Index [10], MIF [2], and the quantized
permutations [22]. The similarity among the sets that represent any pair of
items hints the similarity of the actual objects. Queries are resolved using an
inverted index over the sets. This structural similarity was systematically ex-
plored in [6], adding several new indexes to the list. In the same paper, the
authors include experimental comparisons showing the performance of KNR
indexes as compared against nearest neighbor techniques based on hashing, in
particular, LSH [18,3], and DSH [12]. The best indexes in the KNR framework
are KNR-Cos and KNR-LCS. Those indexes use the cosine similarity and the
longest common sub-sequence as similarity functions as proximity predictors,
respectively. The experimental evidence suggests that KNR-Cos has a com-
petitive performance since it improves over state of the art related indexes [6];
we use it as the canonical member of the KNR family in our experimental
section. The role played by the selection of the set of references is detailed in
[1].
An alternative to palliate the CoD consists of the usage of a combinatorial
solution. This is the kind of work presented in [15] where the authors create a
navigation graph, and iteratively improve the distance from the current node
to the query, moving to a closer node. The search starts with a random object
and navigates towards the nearest neighbor using the available links in the
graph at each step. The complexity bounds depend on a disorder constant,
defined in [15], that is an indirect measure of the intrinsic dimension of the
data. These algorithms have theoretical interest, but its practical applications
are limited due to their quadratic memory requirements.
An alternative combinatorial algorithm that reduces the memory issue is
the Rank Cover Trees (RCT) [16]. Instead of using a random object to start the
search, the authors use a rooted tree. Node descendants in the tree are obtained
using a rank order, and since only rank information is used for navigation, and
the degree of the tree is bounded, the total number of nodes visited in each
search can be fixed beforehand. Along with the experimental evidence, the
authors provide a precise analysis of the searching time and accuracy of RCT.
The Spatial Approximation Sample Hierarchy (SASH) [17] introduces a
multilevel data structure where each level is a random sample of half the size
of the previous level. Each object in an upper-level connects to a number of its
approximate nearest neighbors at a lower level. Queries are resolved top-down
searching for the nearest neighbors. At each level, the degree of the tree is
bounded, and the search is done top-down seeking the most promising nodes.
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This process makes the whole searching procedure bounded time-wise, but
without proximity guarantees. Authors report significant search time improve-
ments up to two orders of magnitude without significantly losing precision.
1.1.1 The approximate proximity graph
Now, we detail the base of our contribution, the Approximate Proximity Graph
(APG), introduced in [20]. Instead of building a tree like SASH, the authors
propose a search graph incrementally built with successive insertions. Note
that each insertion is defined regarding the search algorithm with a simple
rule: To insert the j-th element, find the (approximate) N nearest neighbors
among the j−1 elements already indexed; then, the new item is linked (in both
directions) to its N nearest neighbors. The authors encourage the preservation
of links to distant items since they boost the search performance. Notice that
these long-links will naturally arise using incremental construction.
The search algorithm starts selecting a random point and greedily follows
the neighbor that minimizes the distance to the query, repeating until no fur-
ther improvement is possible. This simple procedure performs fast but poorly
regarding the recall. However, the quality can be boosted with amplification,
with m independent searches from random starting points. In a follow-up pa-
per [21], the searching procedure is updated to use persistent sets with the
restarts. In other words, it stores the set of visited candidates along the en-
tire search process. At the beginning of each restart, the algorithm appends a
random item to the list of candidates to add diversity to the search process.
The total number of evaluated distance functions of the search is deter-
mined by m ·N ·hops; where m is the number of restarts, N the degree of each
node in the graph, and hops is the average number of hops needed to stop
the search procedure. In particular, the parameters that control accuracy and
speed are m and N . While large m values can improve the result’s quality, too
many restarts may decrease the overall search speed. Moreover, increasing N
could also boost recall and speed at the expense of using more memory, and
this can become an issue whenever we are dealing with large datasets. Also,
the search speed is not linear in N , since other parameters become affected
in the full expression, and surpassing the best value of N may also lead to
bad performances. The original paper experimentally shows, for their bench-
marking datasets, that fixing m = O(log n) and N = O(log n) for n vertices it
produces O(log3 n) searches, i.e., the number of hops is also O(log n).
Since APG is built incrementally with insertions, and each insertion is de-
fined regarding the search algorithm, there is a curious feedback loop involved.
A better approximation to the actual nearest neighbors may produce a differ-
ent underlying graph, and with different characteristics. For instance, a better
search algorithm may produce search structures that allow faster searches with
smaller memory requirements.
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1.2 Our contribution
We devise that the search graph, as mentioned above, is a combinatorial search-
space by itself. Then, the core idea is to navigate the graph using local infor-
mation, and the accumulated knowledge of previous evaluations with respect
with some query until a local minimum is reached. Whenever a local mini-
mum is reached, different strategies can be used to improve the optimization
process, which in turn can improve the quality of the result set.
In brief, our approach consists of adapting local-search methods, borrowed
from combinatorial optimization, to solve nearest neighbor queries. This pa-
per introduces three heuristics for approximate nearest neighbor search in the
search graph; please recall that the construction algorithm is defined regard-
ing the search algorithm, and then our resulting graphs are smaller, compared
to similar performing search structures. We characterize the search speed and
quality of the resulting search structures based on the performance using syn-
thetic and real-world datasets, studying their robustness to the dimension
increasing and the effect of the database’s size. Finally, we also provide an ex-
tensive experimental comparison of our indexes with state of the art methods.
1.3 Overview
This section put in context our contribution giving a brief introduction to
the problem and a review of the related state of the art literature. The rest
of the manuscript is organized as follows. Section 2 discusses the fundamental
assumptions behind our approach, the general ideas behind the adapted meta-
heuristics, and our adaptations to the similarity search problem. In Section 3
experiments over synthetic and real world databases are presented, in partic-
ular, we provide a broad comparison under different benchmarking conditions
like databases with increasing dimension and the effect of the database’s size.
Section 4 is dedicated to helping practitioners to select and tune the best in-
dex for some purpose, based on the experimental results. Finally, Section 5
concludes the manuscript and suggests future directions of research.
2 Adapting local-search methods to similarity search
Our approach explores the improvement of the search algorithm of APG based
in that the search graph defines a search space for an underlying combinato-
rial optimization problem. We claim that each query defines an optimization
landscape, using distance among the query to each object in the dataset, such
that the process of finding a minimum value solves (approximately) its asso-
ciated nearest neighbor query. Figure 1 illustrates the central assumption of
the search graph to solve a query. The idea is that a query q can be solved
navigating the graph using the simple can be solved starting at some vertex
u, such that our best guess of knn(q) is u, and we can improve our current
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d(u, q)
u q
u’
d(u’, q) = min {d(v, q) | v ∈ ᮂ(u)}
ᮂ(u)
Fig. 1 An object u and its neighborhood N (u), u′ is the item closer to q in the neighbor-
hood.
guess just exploring the neighborhood N (u) of u, selecting the best result (u′
in the figure), and then repeat the process on u′. This process is repeated un-
til there is no better u′ that minimizes the smaller known distance. Since we
can be trapped in a local minimum, we need to perform different strategies to
find better approximations. A small memory, a priority queue of fixed size, is
needed to store the most promising results to answer the knn(u) query. Using
variations of this general scheme, we can create different search graphs as will
be detailed below.
Before we enter our contribution, we dedicate the next subsection to review
the generic meta-heuristics that were modified in our approach.
2.1 Local search heuristics
As commented, one of the main issues in the scheme is to get away from
local minima; that is the reason behind the number of available heuristics.
There exists a plethora of local search heuristics and meta-heuristics besides
the greedy search, here we focus on those used in our approach. The interested
reader is referenced to the excellent book [9] on the field.
Greedy search. It is interesting to revisit the Greedy Search strategy, iden-
tified as the heuristic behind APG, to weigh on the problem of parameter esti-
mation. If each try in the greedy search has a probability P of being successful,
it can be amplified to any target success probability P ? using m independent
tries. This amplification is a standard method in combinatorial optimization,
and it is proved that m = log (1−P
?)
log (1−P ) . For the problem of near neighbor search,
success probability P can be assumed to be the recall, and be measured exper-
imentally. It is interesting to notice that, under this assumption, any positive
recall can be amplified with enough tries. The limitation, however, is the as-
sumption of independence; so, if greedy searches are not independent, then the
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number of tries can be much larger to achieve the desired recall. Any claim on
the number of restarts for APG should consider this.
Tabu search is a meta-heuristic to avoid greedy decisions at each step. This
strategy is designed to escape from local minima and plateaus. The central
idea is to avoid taking the same path more than once; this is accomplished by
marking already visited vertices as prohibited and avoid visiting them on later
stages of the search process.
Beam Search meta-heuristic stores a beam B of promising candidates (al-
ready visited in the search process) of fixed size b. At each step, beam search
computes a new beam B′ = ∪s∈BN (s) and selects the closer objects from B
and B′ (the new beam replaces the old one). The search stops whenever the
current beam B cannot be improved. Tabu search can be used in conjunction
with beam search to avoid non-essential computations. At the beginning of
the search process, B is populated with random vertices from the graph.
2.2 Our search algorithms
Now, we are going to show how we can use local search heuristics into the APG
search algorithm. This will improve the performance of the original APG using
greedy search, as shown in §3.
Our first contribution is APG* (see Algorithm 1). Here we removed the
parameter m of APG, that is the number of restarts needed to achieve a
high quality results. Here, the idea is to check automatically for significant
improvements in the result set instead; if after a small number of tries the
distance to the furthest neighbor in a candidate set does not change then the
search is finished. With this change there is no need to guess the parameter
m, yet the user establishes a minimum number of iterations σ that is a user
friendly parameter. Note that this σ is a simpler parameter, and in fact, it can
be seen as a small constant value; we set σ = 4 for our experimental section.
The use of σ instead of m, simplifies the process of tuning the index for some
special domain or dataset, which can require a significant effort in some cases.
The index APG* is greedy and restarts in the closest candidate known
so far; it inserts random objects as candidates (see Alg. 1 lines 8-9) to add
diversity, but even with this strategy the search process can be stuck in a local
minimum even if restarted. For further avoidance of local minima, APG*-R
(see Alg. 2) is proposed. Here, a random node substitutes the best-first policy;
also, it incorporates a local evaluation loop. The random selection improves
the diversity, and helps to recover from a local minimum; the local evaluation
loop needs to search whenever the restart occurs while the global results are
inserted into the global result set after local information is processed. We also
preserve the use of σ as a parameter to avoid the specification of the number
of repetitions; as before, it is fixed in our experimental section, and it may be
considered in most cases as a small overhead in the number of restarts, since
the algorithm requires σ restarts to decide stopping the search.
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Algorithm 1 APG* search. Here the number of tries is not specified. The
search stops when the distance to the furthest neighbor does not improve.
Only the minimum number of iterations σ is specified, which is a small number
e.g. 4
Name: Search algorithm APG*
Input: The graph G = (S,N (S)), the query q ∈ U , the number of neighbors k and the
minimum number of iterations σ
Output: The set of nearest neighbors of q
1: Let res be a min-queue of maximum size k. Objects are pairs (d(q, u), u) prioritized by
distance to the query
2: Let candidates be a min-queue. Objects are pairs (d(q, u), u) prioritized by distance to
the query
3: Let visited← ∅, res← ∅, candidates← ∅
4: Function cov(set) returns the distance to the farthest object to q in set if there are k
objects, or ∞ if there are less then k objects
5: repeat
6: Let cov∗ ← cov(res)
7: for i = 1 to σ do
8: Randomly select c ∈ S \ visited
9: Append c to visited and (d(q, c), c) to candidates and res
10: loop
11: Let (rb, best) be the nearest pair in candidates
12: Remove best from candidates
13: if rb > cov(res) then
14: break loop
15: end if
16: for u ∈ N (best) do
17: if u 6∈ visited then
18: Add u to visited and insert (d(q, u), u) to candidates and res
19: end if
20: end for
21: end loop
22: end for
23: until cov∗ = cov(res) {Stop when cov(res) does not decrease}
24: return objects in res as result
Our last search strategy is Beam Search (BS) (see Algorithm 3). The idea
behind BS is to populate an array of fixed-size, a beam, that contains possible
results and refines them in parallel using a competitive strategy. The explo-
ration of the beam evaluates the neighborhoods of all objects in the beam,
and it is replaced using those objects with the smaller distance to the query
object; note that those may not change the beam at all which means that it
reached the global minimum, or is stuck into a local one. The last situation
needs a strategy to recover, and we rely again on restarts; as in the previous
algorithms, the number of restarts is determined on-line using σ. The critical
parameter here is the size b of the beam. The use of beam search as an alter-
native to other schemes produces significant improvements in both recall and
search speed, as supported in §3.
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Algorithm 2 For further avoidance of local minima, APG*-R restart from a
random node. It also incorporates a local evaluation loop.
Name: Search algorithm APG*-R
Input: The graph G = (S,N (S)), the query q ∈ U , the number of neighbors k and the
minimum number of iterations σ
Output: The set of k nearest neighbors of q.
1: Let res be a min-queue of maximum size k. Objects are pairs (d(q, u), u) prioritized by
distance to the query
2: Let visited← ∅, res← ∅
3: Function cov(set) returns the distance to the farthest object to q in set if there are k
objects, or ∞ if there are less then k objects
4: repeat
5: Let cov∗ ← cov(res)
6: for i = 1 to σ do
7: Let res∗ be a min-queue of maximum size k. Objects are pairs (d(q, u), u) priori-
tized by distance to the query
8: Randomly select s ∈ S \ visited
9: Insert s to visited and insert (d(q, s), s) to res∗
10: Let evaluated← ∅
11: repeat
12: for v ∈ N (s) do
13: if v 6∈ evaluated then
14: Add (d(q, v), v) to res∗
15: end if
16: end for
17: Update s to be the closest item to q in res∗ and not in visited. If there is no
item satisfying the condition, then s is set as undefined.
18: Add s into visited
19: until s is undefined
20: res← res ∪ res∗
21: end for
22: until cov∗ = cov(res) {Stops when cov(res) does not decrease}
23: return objects in res as result
After the experimental section, we will give guidelines on how to choose the
parameters on each of our indexes. Those suggestions are based on the results
of our experiments and the effect the parameters have on the algorithms.
3 Experimental results
In this section, we compare the experimental performance of our technique
against APG, RCT, KNR, FLANN, and LSH. Unfortunately, PQ and its vari-
ants depend on the distance function and the underlying vector space struc-
ture; PQ is highly scalable and has been tested in very large datasets. However,
PQ is linked to the vector structure of the dataset, and L2 is fixed as the dis-
tance function. In contrast, our approach is independent of the underlying
vector space structure, and it works without restriction of the distance func-
tion. We selected KNR as a representative of related indexes like MIF [2],
PP-Index [10], and CNAPP [29]; this decision is based on previous studies [6]
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Algorithm 3 Beam search algorithm.
Name: Beam Search
Input: The graph G = (S,N (S)), the query q ∈ U , the number of neighbors k, number of
tries σ and the beam size b
Output: The set of nearest neighbor of q.
1: Let res be a min-queue of maximum size k. Objects are pairs (d(q, u), u) prioritized by
distance to the query
2: Let beam be a min-queue of maximum size b. Objects are pairs (d(q, u), u) prioritized
by distance to the query
3: Let visited← ∅, res← ∅, beam← ∅
4: Function cov(set) returns the distance to the farthest object to q in set if there are k
objects, or ∞ if there are less then k objects
5: for i = 1 to b do
6: Randomly select u from S
7: Insert u to visited and (d(u, q), u) to res and beam
8: end for
9: repeat
10: Let cov∗ ← cov(res)
11: for i = 1 to σ do
12: Let beam∗ ← ∅
13: for c ∈ beam do
14: for u ∈ N (c) do
15: if u 6∈ visited then
16: Insert u to visited and (d(q, u), u) to res and beam∗
17: end if
18: end for
19: end for
20: beam← beam∗
21: end for
22: until cov∗ = cov(res) {Stops when cov(res) does not decrease}
23: return objects in res as result
showing the competitive performance of this index. Notice also that the com-
parison of PQ with FLANN explored in [19] (§1) can be used to extrapolate
the comparison with our techniques.
Our experiments were performed on a 24-core Intel Xeon 2.60 GHz work-
station with 256GB of RAM, running CentOS 7. We do not use the multi-
processing capabilities in the search process. We kept both the index and the
database in memory. We select synthetic and real databases benchmarks; in
particular, we selected the following databases:
— Nasa. This database is a collection of 40, 150 vectors of 20 coordinates
obtained from the SISAP benchmark (http://www.sisap.org). It uses
L2 as distance function. A sequential search completes on 0.005 seconds on
our testing machine.
— Colors. The second benchmark is a set of 112, 682 color histograms (112-
dimensional vectors) with L2 distance, also from SISAP. A sequential
search uses 0.053 seconds.
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— Wiktionary. A third benchmark is an English dictionary with 736, 639 en-
tries with Levenshtein’s distance as metric.1 A sequential search completes
in 0.700 seconds.
— Reuters. This database is a collection of 25,157 short news articles from
the TREC-3 collection of the Wall Street Journal 1987-1989. We use their
tf-idf vectors, taken from the SISAP benchmark [11], www.sisap.org; we
used the angle between the vectors as the distance measure [5]. We remove
100 random documents from the collection and use them as queries (not
indexed). The objects are vectors of hundred thousand coordinates. This
dataset has a very high intrinsic dimension in the sense of Chavez et al. [7].
Most exact metric indexes will need to evaluate the entire dataset to solve
nearest neighbor queries. As a reference, a sequential search needs 0.185
seconds.
Table 1 Average time spent on a sequential search for synthetic datasets of different di-
mensionalities and sizes.
dimension n
3× 105 106 3× 106
16 0.035s 0.137s 0.320s
32 0.050s 0.202s 0.438s
64 0.076s 0.342s 0.708s
— SIFT-1M. A one million subset of the TEXMEX corpus.2 The original
dataset contains a billion SIFT points (128 coordinates). We also extract
256 queries from the standard query set (not in the dataset). In average, a
sequential search of the nn under L2 needs 0.441 seconds to be solved.
— RVEC. On the one hand, for measuring the effect of varying dimension, we
used datasets of 16, 32, 64, 128 and 256 dimensions, each one with 105 ran-
domly generated items. A query is solved by exhaustive search in 0.015, 0.014,
0.024, 0.044, and 0.081 seconds, respectively. To test the performance as
the size increases, we used 16, 32 and 64-dimensional datasets of size
3×105, 106, and 3×106 items each. Table 1 shows the search time spent by
an exhaustive evaluation of the dataset. All these datasets use the L2 dis-
tance. Synthetic data with a uniform distribution is a standard benchmark
to study the performance of the algorithms for a fixed size and dimension.
We compare our indexes with APG, RCT, KNR, FLANN, and LSH. For
the RCT [16] we used the C++ implementation, kindly shared by the au-
thors. Notice that LSH, RCT, and FLANN do not offer an implementation for
Levenshtein and the cosine similarity, so they only are compared on datasets
with the L2 metric. Therefore, we include LSH and RCT only on experiments
over vector datasets fulfilling this requirement. Also, LSH is not present in
1 Available at https://www.wiktionary.org/
2 Available at http://http://corpus-texmex.irisa.fr/
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RVEC benchmarks since its performance is not preserved under this type of
datasets [18,3]. To compare against LSH we used the E2LSH tool3 by Alex
Andoni. It automatically optimizes an LSH index for the available memory.
We fix the index memory to be 1, 3, and 5GB, which is many times higher
than the necessary by other indexes. Since LSH offers distance-based rather
than recall-based guarantees, instead of searching for knn, we use a search by
radius, i.e., return any element within distance r to the query, setting r as
the average radius of the 30-th nearest neighbor. To avoid extreme or uninter-
esting cases, we removed queries yielding empty answers and those with more
than 1000 answers. We also acknowledge FLANN’s authors kindly shared their
source code.
For instance, our implementations are written in C# and run under the
Mono virtual machine, E2LSH, RCT, and FLANN are written in C++, and
run in native form. For example, their sequential search has an advantage of
around 2 to 3X in the case of E2LSH and RCT, and five times in the case
of FLANN due to their code’s optimizations. To give a full picture of the
performance, we report the average queries per second,
QS(queries, index) =
|queries|
wall clock time to solve queries with the index
.
We abuse the notation naming QS as q/s, which also correspond the units of
the measurement. Notice that q/s depend on the implementation of the algo-
rithm as well as the running machine, for this reason, we execute all bench-
marks in the same computer. We provide the time of the exhaustive evaluation
of each database. We aim to provide search performance figures that be ex-
trapolated to different machines. Note that we compute all experiments using
a single core. We present the results in tabular form to help the comparison.
All our results are presented as the macro-average of our measurements, that
is, we present the average of the result per each query. Please recall that our
search and construction algorithms are entangled, so the construction time is
proportional to the searching time and the size of the dataset.
3.1 Performance per database
Table 2 present the performance of indexes APG, APG*, APG*-R, BS, RCT,
KNR, FLANN, and LSH for Nasa, Colors, SIFT-1M, Wiktionary, and Reuters
databases. The indexes APG, APG*, APG-R*, and BS use different neighbor-
hood sizes, that is, N = 8, 16, and 32. In particularly, APG varies the number
of restarts m from 8, 16, and 32; and BS the beam size b from 8, 16, and 32.
APG* and APG-R* do not have additional parameters. RCT uses three val-
ues for the covering radius parameter, i.e., c = 32, 64, and 128, larger values
produce better recalls but slower searches. For KNR indexes, k determines the
number of references representing each object, and γ controls the maximum
3 http://www.mit.edu/~andoni/LSH/
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Table 2 Performance comparison on real databases among our methods and the related
state-of-the-art.
Nasa Colors SIFT-1M Wiktionary Reuters
name q/s recall q/s recall q/s recall q/s recall q/s recall
APG m = 8, N = 8 1087 0.887 921 0.779 513 0.431 273 0.815 172 0.548
APG m = 16, N = 8 1124 0.877 917 0.798 470 0.481 261 0.807 159 0.667
APG m = 32, N = 8 1078 0.885 874 0.799 478 0.510 264 0.807 159 0.765
APG m = 8, N = 16 746 0.985 471 0.882 349 0.815 194 0.963 130 0.868
APG m = 16, N = 16 741 0.982 521 0.870 338 0.818 182 0.960 122 0.876
APG m = 32, N = 16 707 0.988 524 0.869 261 0.812 184 0.964 125 0.914
APG m = 8, N = 32 444 0.997 355 0.921 203 0.929 102 0.990 93 0.954
APG m = 16, N = 32 449 0.997 359 0.921 193 0.927 109 0.993 96 0.960
APG m = 32, N = 32 433 0.997 336 0.924 206 0.928 93 0.996 93 0.959
APG* N = 8 1083 0.885 878 0.795 474 0.471 282 0.819 161 0.678
APG* N = 16 710 0.985 528 0.871 331 0.818 173 0.966 129 0.899
APG* N = 32 446 0.997 367 0.915 201 0.929 103 0.995 94 0.958
APG-R* N = 8 1020 0.984 656 0.889 116 0.976 553 0.899 32 0.974
APG-R* N = 16 1006 0.994 427 0.918 110 0.990 379 0.963 25 0.990
APG-R* N = 32 741 0.999 392 0.931 85 0.996 241 0.982 19 0.994
BS b = 8, N = 8 963 0.991 649 0.899 294 0.925 471 0.834 100 0.942
BS b = 16, N = 8 670 0.998 459 0.924 208 0.965 299 0.936 70 0.975
BS b = 32, N = 8 438 0.999 269 0.927 114 0.985 172 0.979 46 0.984
BS b = 8, N = 16 836 0.998 477 0.927 135 0.970 306 0.934 72 0.965
BS b = 16, N = 16 578 1.000 326 0.936 117 0.989 194 0.975 49 0.987
BS b = 32, N = 16 355 1.000 213 0.943 83 0.996 117 0.994 33 0.991
BS b = 8, N = 32 679 1.000 298 0.947 166 0.988 134 0.974 46 0.989
BS b = 16, N = 32 391 1.000 231 0.957 107 0.996 114 0.991 31 0.994
BS b = 32, N = 32 226 1.000 146 0.966 58 0.999 68 0.999 20 0.997
RCT c = 32 1530 0.943 317 0.870 104 0.774 - - - -
RCT c = 64 994 0.987 217 0.903 66 0.875 - - - -
RCT c = 128 559 0.999 142 0.925 38 0.942 - - - -
KNR-Cos k = 7, γ = 0.03 769 0.939 248 0.905 30 0.948 25 0.935 48 0.939
KNR-Cos k = 7, γ = 0.1 831 0.940 286 0.907 29 0.950 16 0.951 47 0.945
KNR-Cos k = 12, γ = 0.03 385 0.978 134 0.919 16 0.973 15 0.963 43 0.961
KNR-Cos k = 12, γ = 0.1 394 0.993 134 0.929 12 0.994 8 0.987 37 0.977
FLANN ρ = 0.95 10532 0.613 4445 0.503 225 0.874 - - - -
FLANN ρ = 0.97 8423 0.494 2878 0.578 115 0.903 - - - -
FLANN ρ = 0.99 5294 0.742 607 0.731 68 0.975 - - - -
LSH-1G 1292 0.974 72 0.900 6 0.964 - - - -
LSH-3G 2273 0.974 81 0.899 13 0.965 - - - -
LSH-5G 2262 0.974 81 0.930 20 0.961 - - - -
number of candidates to be evaluated; we use k = 7 and 12 nearest references
among 2048 total references. Note that larger values of k will produce better
recalls but at the cost of higher memory usage and slower search times) For
each k, the index is allowed to review at most 3% and 10% of the database,
i.e., γ = 0.1 and 0.03. We use the FLANN auto-tune capability to achieve
the best performance; we trained FLANN to reach the recall ρ (0.95, 0.97,
and 0.99). Finally, the suffix of each LSH’s entry shows the memory that the
algorithm is allowed to use, we optimized LSH to reach 0.97 of recall.
The first pair of results shows the performance of the Nasa database. Please
notice that it corresponds to the smallest database among our benchmarks,
and all the indexes reach competitive recalls. Here, the FLANN index can
solve the higher number of queries per second but with low quality. The recall
of LSH is slightly above 0.97. It is the fastest, but it cannot improve the recall
in any of the three configurations (1, 3, and 5 GB). The last method written
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in C++ is the RCT, it is the fastest for recall below 0.99. For recall higher
than 0.99, the faster methods are those based in the APG. The APG* is very
close to the corresponding APG. Note that APG*-R achieves a significant
improvement as compared with APG and APG*. All the BS configurations
have a high recall at a competitive search speed. It is not hard to tune q/s and
recall in BS, but for the Nasa benchmark, all our configurations overshoot the
recall performance.
The second pair of result columns of Table 2 show the recall and number
of queries solved per second for the Colors database. In this benchmark, the
faster method is FLANN; however, there is a hard penalization on the quality.
The LSH achieves above 0.9 of recall using a small q/s. The RCT performs
better than the previous indexes, achieving up to 250 q/s at 0.9 recall. On the
other hand, KNR with k = 7 performs slightly better for the same recall of the
RCT. The performance of KNR with k = 12 is also quite close to RCT with
coverage 128. Please note that APG based methods outperform others schemes
in both recall and q/s; in general, as we increase the number of neighbors in
the construction, the recall gets better, but the speed is affected. Note that
our APG* is very close to the corresponding APG, showing that our hyper-
parameter selection simplifies the use of APG without losing performance in
practice. In the same spirit, our APG*-R also achieves a higher recall at a
competitive speed. Next, we have our BS that has the best overall performance,
that is, for a given recall, it is the fastest.
The results for the SIFT-1M are shown in the third pair of results of Ta-
ble 2. In this benchmark, FLANN and RCT achieve a relatively good tradeoff
between recall and the search speed, being FLANN superior. Here, the LSH
achieves recall higher than 0.96 for its three configurations, but with a slow
number of queries per second. KNR indexes can solve a similar number of
queries per second than LSH, at higher recall, it is notorious for k = 12. The
number of queries per second is high for local search indexes. The APG indexes
perform the same as APG* in practice. APG*-R is among the better tradeoff
between speed and recall. Finally, BS have higher recalls with larger q/s, even
faster than indexes with smaller recalls.
The edit distance of the Wiktionary has quadratic complexity, slower than
the Euclidean distance which is of linear complexity. Here saving distance
computations pays off. The FLANN, RCT, and LSH have no implementation
for edit-distance, we left them out of this benchmark. As illustrated in the
fourth pair of Table 2, almost every index solve hundreds of queries per second.
The performance of the APG is again below the others and the APG* is the
same.
On the other hand, the APG*-R is above all others. For the correct amount
of neighbors, the APG*-R is an absolute improvement of the APG. The BS
has a reasonable q/s performance, and it reaches the best recall. The KNR
achieve its maximum performance rapidly, and it is left behind by all the local
search methods.
Finally, for the Reuters database, FLANN, RCT, and LSH have no imple-
mentation for the angle of sparse vectors as distance. Note how most of the
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indexes have a similar performance. Remember that this database has a high
intrinsic dimension. For this reason, we can have a high recall or high speed,
and it is difficult to have both. The APG* is practically the same as the APG.
KNR indexes show the tradeoff between recall and search speed. As in other
benchmarks, BS achieves the best values of recall.
In summary, for this set of benchmarks, APG*-R is better in general than
both APG* and APG. Also, all the BS indexes have the higher recall while
remaining competitive regarding queries per second. BS is the best selection
for an application which needs high-quality results. In the non-local search
indexes, the best performing index is RCT, which achieves a quite stable per-
formance along the benchmarks. In the rest of the section, we analyze the
performance on varying dimension and size; this allows us to characterize our
methods and compare with the related state-of-the-art to extrapolate in other
scenarios.
3.2 The effect of the dimension on the search performance
We compared indexes to see how dimensionality of datasets affects them. Here,
we selected RVEC datasets with a wide range of dimensions, i.e., 16, 32, 64,
128, and 256. Search quality is evaluated with the recall and search speed
evaluated with the number of queries per second (q/s).
Table 3 summarizes our experiments on varying dimension. Here, we show
different configurations, most of them controlling the memory usage of the
indexes. For instance, all graph-based indexes are allowed to use N forward
links; thus, on average they will use 2N pointers in memory per object. For
APG we set the restart parameter m to 8, 16, and 32 times. BS is tested
with three different beam size b of 8, 16, and 32. We used c = 32, 64, and
128 for RCT, in particular, it barely affects the memory usage of RCT, but it
controls the search performance. For KNR-Cos we set construction parameter
k to 7 and 12. Note that APG* and APG-R* do not receive any additional
parameter. Finally, FLANN and LSH are discarded from this experiment, the
first one because its auto-tuning tends to select exhaustive search as the most
efficient algorithm in high dimensional datasets; and the later one because it
is not intended to work on synthetic datasets like RVEC.
We can observe in the table the effect of the memory usage, N , and how it
affects the search quality. For larger N , we obtain a higher recall. This effect
can be seen in all local search indexes. Please note that the search speed is
reduced as N grows, mainly because it implies more distance evaluations at
any vertex of the graph in a fixed length path of the graph. This memory de-
pendency also occurs for KNR-Cos. For RCT, the coverage ratio is the way to
improve the search quality, also affecting the search performance. While this
effect is present for a fixed dimension, it is also present in increasing dimen-
sions. That is, large dimensional datasets require higher memory usage in the
index to achieve high-quality results. Also, this also implies that high dimen-
sional datasets will have slower search speed than small dimensional ones. The
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Table 3 The effect of increasing dimension in search performance, for several indexes and
configurations; more precisely, the performance is reported in queries per second (q/s), and
the resulting quality is presented as the recall. The experiments use datasets of size n = 105
and dimensions 16, 32, 64, 128, and 256; we use the Euclidean distance for all cases.
q/s recall
name 16 32 64 128 256 16 32 64 128 256
APG m = 8, N = 8 884 460 271 150 98 0.646 0.323 0.186 0.121 0.092
APG m = 16, N = 8 918 445 210 145 98 0.658 0.314 0.175 0.133 0.091
APG m = 32, N = 8 806 427 212 146 104 0.651 0.332 0.178 0.134 0.092
APG m = 8, N = 16 579 281 124 78 54 0.920 0.636 0.390 0.271 0.200
APG m = 16, N = 16 558 256 126 80 59 0.917 0.636 0.389 0.273 0.198
APG m = 32, N = 16 565 289 127 79 59 0.917 0.639 0.387 0.272 0.194
APG m = 8, N = 32 297 187 85 59 36 0.984 0.857 0.613 0.456 0.323
APG m = 16, N = 32 308 197 84 56 36 0.983 0.858 0.607 0.451 0.334
APG m = 32, N = 32 314 197 88 52 39 0.984 0.858 0.613 0.457 0.335
APG* N = 8 845 470 262 151 108 0.654 0.319 0.176 0.118 0.093
APG* N = 16 561 301 127 83 54 0.917 0.646 0.393 0.271 0.192
APG* N = 32 295 195 87 57 39 0.985 0.859 0.609 0.453 0.337
APG-R* N = 8 712 379 156 74 40 0.951 0.865 0.695 0.615 0.533
APG-R* N = 16 741 334 105 59 30 0.978 0.936 0.838 0.754 0.698
APG-R* N = 32 615 268 100 45 24 0.995 0.970 0.915 0.859 0.792
BS b = 8, N = 8 728 347 142 87 47 0.969 0.872 0.720 0.592 0.503
BS b = 16, N = 8 472 257 107 58 34 0.987 0.943 0.846 0.736 0.639
BS b = 32, N = 8 320 178 74 42 23 0.998 0.973 0.919 0.830 0.772
BS b = 8, N = 16 599 302 118 62 37 0.991 0.947 0.865 0.761 0.661
BS b = 16, N = 16 428 195 73 49 27 0.999 0.983 0.923 0.858 0.786
BS b = 32, N = 16 250 146 60 32 20 0.999 0.995 0.968 0.928 0.876
BS b = 8, N = 32 462 230 89 54 30 0.998 0.985 0.946 0.865 0.810
BS b = 16, N = 32 286 175 71 38 23 1.000 0.996 0.975 0.933 0.893
BS b = 32, N = 32 168 110 50 28 18 1.000 0.999 0.991 0.972 0.946
RCT c = 32 665 456 307 193 98 0.745 0.451 0.289 0.191 0.169
RCT c = 64 159 304 192 125 64 0.990 0.609 0.415 0.289 0.251
RCT c = 128 259 186 119 75 40 0.962 0.764 0.565 0.417 0.367
KNR-Cos k = 7 306 223 168 103 64 0.864 0.632 0.412 0.287 0.222
KNR-Cos k = 12 139 95 78 57 47 0.983 0.847 0.607 0.408 0.301
whole effect is another face of the curse of dimensionality. For instance, 24 in-
dexes achieve more than 0.9 recall for dimension 16, ten indexes for dimension
32, seven for dimension 64, three for dimension 128, and only one index for
dimension 256. Our indexes are more robust in higher dimensions than others.
Most notably, BS with either large beam size b or large neighborhood size N
shows a reasonable tradeoff between quality and speed.
In a more detailed observation, please notice that APG* closely follows the
best performances of the original APG, for each N . On the other hand, APG-
R* improves the result’s quality at the expense of the search speed. Notice that
no additional parameter is needed beyond the desired memory usage (N). BS
has a performance comparable to APG-R* for N = 8. For larger N the search
quality increase. The cost for BS is the speed cost, yet the speed is most of
the times higher than other indexes for a similar speed.
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To try a proper way to rank the best indexes in the approximate nearest
neighbor literature and give a hint for practitioners, we will list the three faster
indexes that surpass a 0.9 of recall, for each dimension.
The rank is as follows:
– dim. 16: APG-R* (N = 16) with q/s of 741, followed by BS (b = 8, N = 8)
and APG-R* (N = 8), with 728 and 712 of q/s, respectively.
– dim. 32: The best performance is achieved by APG-R* (N = 16) with q/s
of 334, followed by BS (b = 8, N = 16), and BS (b = 16, N = 8) with q/s
of 302 and 257, respectively.
– dim. 64: The best performance is achieved by BS (b = 8, N = 32) with q/s
of 89, followed by BS (b = 32, N = 8), and BS (b = 16, N = 16).
– dim. 128: The rank is BS (b = 16, N = 32), BS (b = 32, N = 16), and BS
(b = 32, N = 32).
– dim. 256: The rank only contains the index BS (b = 32, N = 32) with
q/s = 18.
Our BS and APG-R* indexes dominate the rankings in all dimensions,
using at most the same memory used by APG. However, it is necessary to
mention that this memory is many times larger than RCT. Even if they are in
the same order of magnitude, a graph uses N ×n space, with N the degree of
the graph. A practitioner should take this into account for very large datasets.
3.3 Scalability
A central property of any search index is its capacity to scale with the size of
the database. Even a static index can be made dynamic using the Bentley and
Saxe method, as it has been shown for metric indexes in [24]. This dynamiza-
tion comes with a small penalization at both construction time and searching
time. This technique is beyond the scope of this document, and static indexes
are a single large index without additional search overheads. Notice that the
APG’s and our BS use incremental construction, hence they can handle a
growing database naturally.
In any case, most indexes will be affected by increasing database size,
and we will try to characterize our indexes under these circumstances. As in
the previous subsection, here we measure the search quality using the recall
and the search speed using the number of queries per second q/s. Table 4
compares the performance of several indexes for three different dimensions
(16, 32, and 64) for three different dataset sizes (3× 105, 106, and 3× 106). As
the database grows, so does the size of the indexes and it could not fit in main
memory. Because of that, we set the number of forwarding neighbors to 8, for
all graph-based indexes. This limited structure simulates the performance of
our searching methods over large datasets and high dimensions.
Table 4 contains all experiments discussed in the rest of this section. Let
focus on dimension 16. Here q/s shows the non-linearity of the majority of the
algorithms. As n is tripled in size, the search throughput is barely modified; the
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Table 4 Search performance on increasing n (3 × 105, 106, and 3 × 106) and three differ-
ent dimensions. We set all graph-based indexes to use N = 8. These benchmarks use the
Euclidean distance.
dimension 16 dimension 32 dimension 64
q/s recall q/s recall q/s recall
name 3×105 106 3×106 3×105 106 3×106 3×105 106 3×106 3×105 106 3×106 3×105 106 3×106 3×105 106 3×106
APG m=8 756 694 528 0.577 0.535 0.465 271 214 253 0.227 0.146 0.093 212 135 81 0.102 0.048 0.040
APG m=16 689 648 484 0.576 0.530 0.468 367 230 240 0.228 0.138 0.092 210 126 83 0.101 0.045 0.041
APG m=32 571 684 544 0.578 0.529 0.481 298 317 238 0.229 0.144 0.089 207 100 83 0.101 0.049 0.040
APG* 669 664 441 0.583 0.530 0.466 294 276 256 0.221 0.140 0.093 171 157 91 0.106 0.049 0.041
APG-R* 349 276 181 0.977 0.962 0.964 146 89 92 0.883 0.824 0.820 69 37 26 0.746 0.610 0.574
BS b=8 508 547 328 0.959 0.953 0.944 211 236 195 0.837 0.783 0.734 128 76 66 0.622 0.504 0.403
BS b=16 301 286 257 0.986 0.980 0.976 147 119 113 0.913 0.883 0.845 87 48 41 0.766 0.663 0.564
BS b=32 219 205 154 0.996 0.996 0.990 101 81 71 0.958 0.943 0.916 59 39 27 0.863 0.797 0.715
RCT c=128 65 48 37 0.959 0.947 0.948 50 35 28 0.714 0.677 0.637 38 25 19 0.464 0.413 0.355
KNR-Cos k=7 108 38 11 0.928 0.961 0.978 70 25 8 0.690 0.764 0.815 59 19 8 0.465 0.501 0.546
KNR-Cos k=12 44 14 5 0.995 0.998 0.999 33 10 3 0.889 0.927 0.954 30 8 3 0.658 0.698 0.738
most affected is KNR-Cos, which shows a slow down by a factor of three; this
cost is the result of the final evaluation of candidates, which was configured to
be a small proportion of the size of the dataset. Notice, however, that KNR-Cos
is the only index consistently increasing the recall as n grows.
Note that APG in all configurations achieves low recalls, close to 0.5, pri-
marily because APG is depends on the size of the neighborhood. The same
happens to APG*, yet APG-R* excels with high recalls, higher than 0.95. RCT
obtain high-quality results without the linear search cost increase of KNR-Cos.
As the table illustrates, BS achieves excellent performance in both quality and
search speed. For instance, on n = 3 × 106, BS b = 8 is 8.8 faster than RCT
and 29.8 faster than KNR-Cos.
Now, for dimension 32, we can get a global picture of the effect of the
dimension on fixed configurations and increasing size n. Since all configurations
are fixed, and the dimension is doubled, then all performances are significantly
reduced. In this setup, the RCT is the most affected index along with APG,
and consequently APG*; for those indexes, both the search quality and search
speed are affected. KNR-Cos achieve relative high result quality as n grows,
in particular, KNR with k = 12 have good search quality, albeit with a low
q/s. APG*-R and BS with b = 16 provide a good trade-off between recall and
speed; however, BS with b = 32 achieves the best recall with a competitive
number of queries per seconds.
For dimension 64, we found a more degraded performance. As usual with
metric indexing, dimension affects more the indexes than database size for high
search quality. In the previous experiment, §3.2, we found that high performant
indexes in large dimensions need substantial memory resources, and here we fix
the memory usage to simulate the performance of large datasets. For instance,
for 16 dimensions, high recall values can be achieved for all the sizes; however,
for 32 and 64-dimension, most indexes cannot reach it for fixed memory. In
this setup, BS has the best recall while maintaining competitive search times.
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4 Tuning APG*, APG*-R, and BS
In this section, we provide simple guidelines for finding a competitive param-
eter tuning. Notice that those are recommendations and no formal proofs are
given.
On the index selection, APG* performs as well as APG, but APG*-R
and BS perform better than APG. Both APG*-R and BS need to know the
number of near-neighbors N . The correct selection of the method may produce
a significant variation on the search performance; so, take into account the
following conditions to select the index:
– If you suspect a uniform complexity of the queries, and it is not too large,
you may use APG-R*; it is fast and simple to tune.
– If your dataset has a high dimensionality, your queries are complex, or you
expect that queries change their complexity in time, you may use BS. It is
fairly robust, and the search power is tuned using the parameter b without
rebuilding the index.
APG*-R has no additional parameters since it adjusts the number of repe-
titions based on a simple iterative optimization; then the robustness is entirely
based on N . For this reason, N should be relatively large; our suggestion is to
use values between 16 and 64. Take into account that the graph will be stored
in the main memory. For the case of BS, N can be smaller, i.e., 4, 8 or 16;
larger values of N should be used for very high dimensions, as described in
our experimental section.
If BS is selected, the free parameter b (the size of the beam) should be
adjusted to obtain the desired performance.
– A large b will produce high-quality search results while increasing search
time.
– Small b values will produce faster searches, yet the quality of the results
could decrease.
– Changing the b value does not require to rebuild the index, so, an ap-
plication can be deployed faster with a large b and then adjust them as
needed.
A precise setup of b could be accomplished with the help of a sample of the
expected queries. The idea is to adjust b to obtain the desired recall. However,
you must be aware of the possible overfitting using this technique, i.e., the
index parameters could work for the given queries sample but not work as
spected for unseen queries. The treatment of this technique is beyond the
scope of this manuscript.
5 Conclusions
In this manuscript, we adapted meta-heuristics used in combinatorial opti-
mization problems to solve nearest neighbor queries. In this sense, we intro-
duced three near-neighbor search structures, namely, APG*, APG*-R, and
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BS, based on an underlying search graph that resembles the k-nearest neigh-
bor graph of the database along with long-links that naturally arise with the
construction algorithm. We give a broad review of the related state of the art
and provide an insightful explanation of our methods. Our main effort was in
improving the search speed without reducing the quality of the search results.
These objectives were reached for a large number of datasets, all of them with
a plethora of dimensions, sizes, and domains. We also aimed to reduce the
number of parameters for the indexes, since parameter tuning put a signifi-
cant barrier to potential users; however, it remains an open problem to find
complete sets of parameters automatically.
Among the compared indexes, we tested some working in general metrics
and some others specialized on vector spaces, in particular for the Euclidean
distance. We included several prominent similarity search methods in our com-
parison, that is, E2LSH, the Rank Cover Tree, the Fast Library for Approxi-
mate Nearest Neighbor, and K Nearest References indexes. Our experimental
study found that our indexes perform significantly better in most of our bench-
marking datasets than the state-of-the-art alternatives in both search speed
and quality of the result set. Since the construction algorithm is tightly linked
with its underlying search algorithm, the memory of the resulting graph is also
smaller than alternative search algorithms reaching similar performances.
Since our indexes are incrementally constructed, the insertion operation
is native; however, the deletion algorithm is not yet studied. These features
are useful for applications using metric databases to represent knowledge, like
those using incremental learning. The literature in metric indexes used to solve
the deletion operation marking those items as unavailable for most operations
[7]. While this is enough for workloads with just a few deletions, a high rate
of removals could yield to a significant unnecessary extra memory. In other
approaches, the metric indexes can afford real deletions. However, to maintain
the invariants of the indexes, a partial or even a complete reconstruction of the
index is needed ([25,26,8]). A recent approach uses the strategy of Bentley and
Saxe ([24]) to produce dynamic structures using a list of log n static structures.
This approach gives the possibility of using any static index at the expense of
a log n factor in the search cost. Also, since only amortized times are ensured,
incremental constructions cannot be used (i.e., a single insertion or deletion
operation can be lengthy). We believe that our combinatorial optimization
approach is robust enough to support deletions, and the primary task becomes
on determining optimal replacements of the removed items. This operation
deserves attention in future research.
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