One of the most famous results in the theory of partially ordered sets is due to Dilworth (1950) who showed that the size of a minimum decomposition (into chains) of a partially ordered set S is equal to the size of a maximum antichain, which is a subset of pairwise incomparable elements. However, up to now, the bestalgorithm to decompose S into a minimum set of chains needs O(n 3 ) time, where n is the number of the elements in S. In this paper, we address this problem and propose an algorithm which produces a minimum decomposition in O(n 2 ) time and O(m + n)space, where is the size of a maximum anti chain and m is the number of relations between elements (i.e., the number of pairs (a, c) such that ac).In general, is much smaller than n.
Introduction
A partial order in a set S is a relation such that for each a, b, and c in S:
1. aais true ( is reflexive), 2. ab and b c imply a c ( is transitive), and 3. a b and b a imply a = b ( is antisymmetric).
If we have a partially ordered set (posetfor short) S = (S, ), a chain in S is a non-empty subset C = {a 1 , a 2 , ..., a k } S such that a 1  a 2 ... a k .
Two elements of S are called comparable if they appear together in some chain in S; elements which are not comparable are called incomparable. A non-empty set, in which every pair of elements is not comparable, is called an antichain.
Since each single element in S is itself a chain, it is always possible to partition the elements in S into disjoint chains. Such a partition is called adecomposition and a decomposition consisting of the smallest number of disjoint chains is called minimum. According to Dilworth [6] , the size of a minimum decomposition equals the size of a maximum antichain.
Many proofs of Dilworth's Theorem are known [5, 9, 10, 14, 17, 18] . Among them, the argument provided by Fulkerson [10] is straightforward, by which a bipartite graph G S with bipartite (V 1 , V 2 ) for S = {a 1 , a 2 , ...,a n } is constructed, where V 1 = {x 1 , x 2 , ..., x n }, V 2 = {y 1 , y 2 , ..., y n } and an edge joining x i V 1 to y j V 2 whenever a i a j . Let Mbe a maximum matching of G S andDa minimum decomposition of S. Fulkerson proved that |D| = n -|M|. On the other hand, by the König's theorem ( [2] , page 180), we also have  = n -|M|, where   is the size of a maximum antichain of S. So, |D| =  . Using the algorithm proposedby Hopcroft and Karp [11] , M can be found in O(m n ) time, where m is the number of all pairs (a, c) such that a c. Therefore, the maximum size of antichains can be determined in O(m n ) time. However, the method hinted by the Fulkerson's proof cannot be efficient since to construct G S we have to first produce all the possible transitive relations. By a transitive relation, we mean a relation a  ciff there exists b such that a  b and bc.We need O(n 3 ) time and O(n 2 ) space to generate all these relations.
In [12] , Jagadish discussed an algorithm for finding a minimum set of node-disjoint chains that cover a directed acyclic graph G(V, E) (DAG for short, which contains no cycles and can be considered as a poset) by first creating the transitive closure TC G of G and then finding a minimum set of node-disjoint paths of TC G . TC G itself is a directed graph G*(V, E*) with (v, u) E* iff there is a path from v to u in G. Thus, the problem can be solved by transforming it to a min network flow [7, 13, 20] . The time complexity of finding a transitive closure is O(n  ), and the min network flow also needs O(nm) time.So the time complexity of the whole working process is bounded by O(n  ).
In this paper, we propose an efficient algorithm to find a minimized set of disjoint chains for S. For this purpose, we represent S as a DAG, in which we have an arc uv if u v. Removing any arc uv if there is path of length  2 from u to v, we get another graph. A minimum set of node-disjoint chains that cover the graph G must be a decomposition of S.
The algorithm runs in O(n 2 ) time and in O(m + n) space.
The remainder of the paper is organized as follows. In Section 2, we discuss an algorithm to stratify a DAG into different levels and review some concepts related to bipartite graphs, on which our method bases. Section 3 is devoted to the description of our algorithm to decompose a DAG into chains. Finally, a short conclusion is set forth in Section 5.
Graph stratification and bipartite graph
Our method is based on a DAG stratification strategy and an algorithm for finding a maximum matching in a bipartite graph. Therefore, the relevant concepts and techniques should be first reviewed and discussed.
Stratification of DAGs
Let G(V, E) be a DAG with |V| = n and |E| = m. We decompose V into subsets V 0 , V 1 ,...,V h such that V = V 0 V 1  ... V h and each node in V i has its children appearing only in V i-1 , ..., V 0 (i = 1, ..., h), where h is the height of G, i.e., the length of the longest path in G. For each node v in V i , we say, its level is i, denoted l(v) = i. We also use C j (v) (j <i) to represent all those children of v, which appear in V j . Therefore, for each v in V i , there exist i 1 , ...,i k (i l <i, l = 1, ..., k) such that the set of its children equals
Such a DAG decomposition can be done in O(m) time, by using an algorithm discussed in [4] .
As an example, consider the graph shown in Fig. 1(a) . In Fig. 1(b) , the nodes of the DAG shown in Fig. 1 (a) are divided into four levels:
Associated with each node at each level is a set of links pointing to its children at different levels.
Concepts of bipartite graphs
Now we restate two concepts from the graph theory which will be used in the subsequent discussion.
Definition 1 (bipartite graph [2] ) An undirected graph B(V B , E B ) is bipartite if the node set V B can be partitioned into two sets V 1 and V 2 in such a way that no two nodes from the same set are adjacent. We also denote such a graph as B(V 2 , 
We will also call an uncovered node free. A path or cycle is alternating, relative to M, if its edges are alternately in E B \M and M. A path is an augmenting path if it is an alternating path with free origin and terminus. Let
. By transferring the edges on the path, we change it to another alternating path with
. In addition, we will use free M (V 1 ) and free M (V 2 ) to represent all the free nodes in V 1 and V 2 , respectively. Finally, if (u, v) M, we say, u covers v with respect to M, and vice versa. Much research on finding a maximal matching in a bipartite graph has been done. The best algorithm for this task is due to Hopcroft and Karp [11] and runs in O(m n ) time, where n = |V B | and m = |E B |. The algorithm proposed by Alt, Blum, Melhorn and Paul [1] needs O(n 1.5  ) /(logn m ) time. In the case of large m, the latter is better than the former.
Algorithm description
In this section, we describe our algorithm for the DAG decomposition.
The main idea behind it is a kind of newly introduced arcs, called virtual arcs, used to transfer the reachability information from lower levels to higher levels. First, we discuss an example to motivate such a concept in 3.1. Then, in 3.2, we give a formal definition of virtual arcs and show how they can be used to create disjoint chains. In 3.3, we briefly discuss the removing of virtual arcs from created chains to get a final result.
Chain creation
The main idea of our algorithm is to construct a series of bipartite graphs for G(V, E) and then find a maximal matching for each of such bipartite graphs using Hopcroft-Karp algorithm. However, by simply combining all the maximal matchings, we may get a set of chains, which is not minimal. The reason for this is that a free node relative to a certain maximal matching is not considered for a bipartite graph at a higher level. Therefore, it should be hoisted and involved in the computation fora next bipartite graph.Especially, some new arcs incident to itshould be created.
We start our discussion with the following specification: 
In addition, we distinguish between two kinds of new arcs, as defined below.
Definition 3(transitive arcs)Let v be a node (in
If there exist uw E and w vC i withuV j (for some j >i) and wV i , then,add uvif it is not an arc in E.The new arc is referred to as a transitive arc.
Definition 4(alternating arcs)Let v be a node (in
, and u V j (for some j >i) such that one of the two conditions holds:
adduvif it is not an arc in E or has not yet been created as a transitive arc. The new arc is referred to as an alternating arc. 
We further distinguish between two kinds of transitive arcs:
u v is an actual transitive arc if there is a path in E which connects u andv; -uv is avirtual transitive arc if any path connectingu andv contains at least one alternating arc.
Both virtual transitive and alternating arcs are called virtual arcs.The following example helps for illustration. Fig. 1(a) .This graph can be divided into four levels as shown in Fig. 1(b) . The first bipartite graph G(V 1 , V 0 ; C 1 ) is shown in Fig. 5(a) . A possible maximal matching M 1 of it is shown in Fig. 2(b) .
Example 1 Consider the graph shown in
Relative to M 1 , a 0 and b 0 are two free nodes in V 0 . So they will be promoted to V 1 .At the same time, twotransitivearcsb 2 a 0 and b 2 b 0 (represented by two thick arrows in Fig. 2(c) ) will be created for the following reasons:
 There exists b 1  V 1 such that b 2 b 1 and b 1 a 0 .
 There exists b 1  V 1 such that b 2 b 1 and b 1 b 0 .
In addition, six alternating arcs: c 2 a 0 ,d 2 a 0 , e 2 a 0 , c 2 b 0 ,d 2 b 0 and e 2 b 0 , will also be created (see dashed arrows in Fig. 2(c) ):
 c 2 a 0 ,d 2 a 0 and e 2 a 0 are created due to the alternating path a 0  b 1  c 0 in G(V 1 , V 0 ; C 1 ) and the reachability of c 0 respectively from c 2 ,d 2 and e 2 through c 1 in V 1 .
 c 2 b 0 ,d 2 b 0 and e 2 b 0 are created due to the alternating path b 0  b 1  c 0 and the reachability of c 0 respectively from c 2 ,d 2 and e 2 through c 1 in V 1 .
We notice thatP 1 
are another two alternating paths starting from a 0 and b 0 , respectively.P 1 and the reachability of d 0 fromc 2 ,d 2 and e 2 through c 1 in V 1 will also lead to the creation ofthe first three alternating arcs; and P 2 and the reachability of d 0 from c 2 , d 2 and e 2 through c 1 in V 1 will also lead to the creation of the remaining threealternating arcs. However, each new arc is recorded only once.
In order to create such new arcs efficiently, we can use the matrix multiplication. For example, by producing NL 1 = N 1 L 1 , we will easily get all the transitive arcs incident to all the free nodes in V 0 when they are promoted to V 1 .However, to create all the alternating arcs, more effort is neededwith the following procedure being used, in which we denote byL(u, *) and L(*, v) a row corresponding to node u and a column corresponding to a node v in a matrix L, respectively.For two graphs G 1 , G 2 , we will also use G 1 \G 2 to stand for a graph obtained by deleting the arcs of G 2 from G 1 ; and G 1 G 2 for a graph obtained by adding the arcs of G 1 and G 2 together.
1.
Let v be a free node in V 0 . Figure out all those nodes u 1 , …,u k in V 0 such that each u i (i = 1, …, k)is connected to v through an alternating path relative to M 1 . 2. Letv 1 , …,v j be all the nodes in V 1 . Denote L 0 ' = L 0 \(L 0 (*, v 1 )  … L 0 '(*, v j )). (Recall that L 0 is a matrix representing all those arcs in E, which connect the nodes in G\V 0 to the nodes in V 0 .) 3. Add (bit-wise OR)NL 1 (u 1 , *), … NL 1 (u k , *) to NL 1 (v). Add L 0 '(u 1 , *), … L 0 '(u k , *) to NL 1 (v, *). 4. Repeat (1) -(3) for each free node in V 0 .
Example 2Continued with Example 1. With respect to the firstbipartite graph, we have bipartite graph, we have bipartite graph, we have In NL 1 , NL 1 (a 0 , b 2 ) = 1 and NL 1 (b 0 , b 2 ) = 1 represent the two transitive arcs newly created (see Example 1.) In order to create all the alternating arcs, we will check, for each free node in V 0 , all those nodesconnected toit through an alternating path.
For example, both c 0 andd 0 are reachable from a 0 .So we need to add L 0 '(c 0 , *)andL 0 '(d 0 , *) (both are (0, 0, 0, 0, 0, 0, 0)), as well asNL 1 (c 0 , *) = (1, 1, 1, 1, 0, 0, 0) and NL 1 (d 0 , *) = (0, 1, 1, 1, 0, 0, 0) toNL 1 (a 0 , *) to get all the alternating arcsincident to a 0 : NL 1 (a 0 , *) = (1, 1, 1, 1, 0, 0, 0).
In addition, we canalso addL 0 '(a 0 , *) = (0, 0, 0, 0, 1, 0, 0) to NL 1 (a 0 , *). Then,all the arcs incident to a 0 can be represented by NL 1 (a 0 , *): NL 1 (a 0 , *) = (1, 1, 1, 1, 1, 0, 0 ).
In the same way, we will change NL 1 (b 0 , *) to NL 1 (b 0 , *) = (1, 1, 1, 1, 0, 0,0) .
The problem of the above working process is that the difference between the virtual arcs and the actual arcs cannot be recognized; but they need to be handled differently in the subsequent computation. For this reason, we introduce a variant of the Boolean algebra, by which we have three values: 0, 1, and 1, defined as follows:
-N i (v, u) = 0 if u is not connected to v through any path.
-N i (v, u) = 1 if u v is an arc in E or an actual transitive arc.
-N i (v, u) = 1 if u v is an alternating arc or a virtual transitive arc.
In the subsequent discussion, we refer to1 as a marked 1.Furthermore, the definitions of the  and operations in the classical Boolean algebra need to be slightly changed as follows:
It is almost the same as the classical Boolean algebra. However, by the new Boolean algebra, the properties of new arc can be simply represented when they are created by the matrix multiplication or by the vector bit-wise OR operations.
Based on the new Boolean algebra, we design a general process for creating new arcs for the free nodes in V i-1 ' (i 1) relative to M i when they are promoted to V i . Initially, NL 0 is set to be .
AlgorithmCNA(F)
Input: F -a set of free nodes in V i-1 ' relative to M i . Outout: a set of new arcs.
For each v j (j = 1, …,k),let w 1 , …,w p be all those nodes inV i-1 'each connected tov j through an alternating path in G(V i , V i-1 '; C i ). i) For each w q (q= 1, …,p), make a copy x q of NL i (w q , *) and a copy y q of L i-1 '(w q , *). ii) Change each 1 in x q to1; change each 1 in y q to 1. (*Note that all 1's in x q and y q remain unchanged.*) iii) (create alternating arcs) For each q,add both x q and y q to NL i (v j , *). 5. (add remaining arcs) For each v j (j = 1, …,k),add L i-1 '(v j , *)
to NL i (v j , *) if v j V i-1 ; otherwise (v j is a node promoted to V i-1 ' from a lower level), add NL i-1 (v j , *) to NL i (v j , *). 6. Remove L i-1 , L i-1 ', and NL i-1 (since they will not be used any more.) end
In the above algorithm, the execution of line 3 will create all the actual and virtual transitive arcs while the execution of line 4 will create all new alternating arcs incident to the nodes hoisted to V i . In line 5, all the free nodesin v j (relative to M i ) in V i-1 ' are divided into two groups. The first group contains all those free nodesbelonging to V i-1 and for eachv j in this groupwe add L i-1 '(v j , *) to NL i (v j , *). In the second group, each free nodev j is a node promoted from a lower level to V i-1 ', for whichwe add NL i-1 (v j , *) to NL i (v j , *). Thus, any arc (in E or newly created) connectinga node u G\(V 0  … V i ) to v j will 
be stored in NL i (v j , u).In line 6, we remove L i-1 , L i-1 ', and NL i-1 since in the subsequent computation they will not be used any more. However, N i-1 is kept since all N i 's will be used to remove alternating arcs after we have generated a minimum set of chains.
Example 3As shown in Example 2, by applying the above algorithm to create the new arcs fora 0 andb 0 , we will get NL 1 (a 0 , *) = (1, 1,1,1,1, 0, 0) , and NL 1 (b 0 , *) = (1, 1, 1, 1, 0, 0,0) . Fig. 2(c) .
Assume that the maximal matching M 2 found for G(V 2 , V 1 '; C 2 ) is shown in Fig. 3 .
Relative to M 2 , c 1 andd 1 are two free nodes in V 1 '. So they will be hoisted to V 2 . Again, in order to determine the arcs incident to them, we will generate N 2 , L 2 , and NL 2 = N 2 L 2 as shown below:
In addition, L 1 ' can be easily constructed by removing all the columns corresponding to the nodes inV 2 from L 1 . It is a matrix with each entry being 0.We notice that a 0 is connected toc 1 through an alternating path c 1  c 2  a 0 in G(V 2 , V 1 '; C 2 ) and b 0 is connected tod 1 through another alternating path d 1  d 2  d 1 . Then, the following operations will be carried out by running Algorithm CNA( ): 1. Create a copy x of NL 2 (a 0 , *) = (1, 1,1) and a copy x'of NL 2 (b 0 , *) = (1, 1,1) .
Create a copy yof L 1 '(a 0 , *) and a copy y'of L 1 '(b 0 , *) (both x' and y' are (0, 0, 0).) 2. Change each 1 in x, x', yand y' to 1. 3 . Add x andyto NL 2 (c 1 , *) = (0, 1, 1). Then, add L 1 '(c 1 , *) toNL 2 (c 1 , *).These operations will change NL 2 (c 1 , *) to (1,1,1). 4. Add x', y' and L 1 '(d 1 , *) to NL 2 (d 1 , *). Thiswill changeNL 2 (d 1 , *) to (1,1,1) .
will be a bipartite graph as shown in Fig.  4(a) .
Assume that the maximal matching M 3 found for G(V 3 , V 2 '; C 3 ) is a set of edges shown in Fig. 4(b) . Then, by combining M 1 , M 2 , and M 3 , we will get a set of chains as shown in Fig. 5 .
This set contains 6 chains. It must be minimal since there exists a subset of 6 nodes {a 0 , b 0 , c 0 , d 0 , d 1 , e 1 } in the graph, in which each pair of nodes are not reachable from each other. However, some of chains contain alternating arcs which should be removed to get the final result.
Removing alternating arcs
We call an arc on a chain a chain arc. Our purpose is to replace each alternating chain arc with an arc in E or a real transitive arc.
To this end, we use A i (i = 1, …,h -1) to represent a set containing all those alternating chain arcs at level i, i.e., all the alternating arcs e with ( e) = i. Notice that anA i may be .
Then, we proceed to remove A j 'stop-down level by level in the descending order of level numbers. In general, we can remove an alternating chain arc in two possible ways as follows.
Let u 1 v 1 , …,u k v k be all the alternating chain arcs with each v j (j =1, …, k) being in V i '.Then, v j (j =1, …,k) must be a node hoisted toV i ' from V i-1 '. For each u j , we will search G from u j to the nodes in V i andconnect u j to all those nodes in V i , which are reachable from u j through a path in E. In addition, we will descend any nodeu at a level higher than level i+ 1 to i + 1if itis the ending node of some chain found up to now; and connect it to all those nodes in V i ', which are reachable from it through a path in E. We denote by U i+1 such a new graph. Removing all the alternating arcs from U i+1 , we will get another graph U i+1 '. Let M i+1 'be a set of edges obtained by removing all the alternating edges from M i+1 . The first way is to remove an alternating arcu j v j by finding an alternating path P relative to M i+1 'in U i+1 ', satisfying one of the following conditions:
1. P starts at v j and ends at a node descended to level i+ 1, or 2. P starts at a node u (in V i ), which is the starting node of a chain, and ends at u j .
Conclusion
In this paper, a new algorithm for finding a minimal chain decomposition of a partially ordered set S is proposed. The algorithm needs O(n 2 ) time and O(m + n) space, where n is the number of the elements in S,m is the number of relations between elements and  is the size of a maximum antichain. The main idea of the algorithm is the concept of virtual arcs and the DAG stratification that generates a series of bipartite graphs which may contain virtual arcs. By theHopcropt-Karp's algorithm, we find a maximal matching for each of such bipartite graphs, which make up a set of node-disjoint chains. A next step is needed to replace all the virtual chains with the arcs in E or the actual transitive arcs to get the final result.
