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7 Concentration between Le´vy’s inequality and
the Poincare´ inequality for log-concave
densities
Erez Buchweitz∗
Abstract. Given a suitably normalized random vector X ∈ Rn we observe
that the function θ 7→ E|X · θ|, defined for θ ∈ Sn−1, admits surprisingly
strong concentration far surpassing what is expected on account of Le´vy’s
isoperimetric inequality. Among the measures to which the above holds are
all log-concave measures, for which a solution of the similar problem concern-
ing the third marginal moments θ 7→ E(X · θ)3 would imply the hyperplane
conjecture.
1 Introduction
The aim of this note is twofold. We expand on a remark made by R. El-
dan and B. Klartag concerning the hyperplane conjecture in convex geome-
try, while commenting on the confines of Le´vy’s isoperimetric inequality for
functions on the sphere. In their paper [6] which establishes the connec-
tion between the thin shell property and the hyperplane conjecture, Eldan
and Klartag observe that the hyperplane conjecture would be affirmed if a
dimension-free upper bound is established for the quantity
n2
∫
Sn−1
(
E(X · θ)3)2 dσn−1(θ), (1)
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valid for all isotropic log-concave random vectors X ∈ Rn. Here, we denote
by σn−1 the uniform probability measure over the unit sphere Sn−1 = {x ∈
R
n : x21 + ... + x
2
n = 1} and by X · θ the Euclidean inner product. Stated
differently, the integral above is the variance of the function θ 7→ E(X · θ)3
taken with respect to σn−1.
Though no insight is offered on how to achieve the bound (1) on the third
moment variance, they do however point to a similar problem concerning
first marginal moments. They suggest it might hold that
Varθ EX |X · θ| ≤ C/n2,
whenever X is log-concave, symmetric and suitably normalized, with C > 0
a universal constant. It is on this problem that we wish to elaborate.
We undertake here a slightly different perspective. Given a centered Borel
probability measure µ on Rn with finite first moment, define a function on
the sphere by
Fµ(θ) =
∫
Rn
(x · θ)+ dµ(x), (2)
where t+ = max {t, 0}. Notice that Fµ(θ) = Fµ(−θ) = EX |X · θ|/2 whenever
X is a random vector distributed according to µ. Geometrically, Fµ(θ) is the
θ-component of the (unnormalized) center of mass of µ on the half-space in
the direction of θ. In order to study Fµ, we assume a normalization of µ in
which the matrix
Cov1(µ) =
∫
Rn
x⊗ x dµ(x)|x| ,
whose elements are
∫
Rn
xixj/|x| dµ(x), i, j = 1, ..., n is scalar, with | · | de-
noting the Euclidean norm. Our first result reads as follows.
Theorem 1. Let µ be a centered Borel probability measure on Rn. Assume
that for some α, β ∈ (0,∞), Cov1(µ) = α/
√
n · Id and∫
Rn
∫
Rn
(x · y)4
|x|3|y|3 dµ(x) dµ(y) ≤
βα2
n
. (3)
Then,
Var(Fµ) ≤ C(1 + β)α
2
n2
where C > 0 is a universal constant
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We say that a probability measure µ is centered if it has a center of mass at
the origin, i.e.
∫
Rn
x dµ = 0. When dealing with concentration of functions
on the sphere, the classical result is the isoperimetric inequality due to Paul
Le´vy (see [8, 10]), relating concentration with the magnitude of the spherical
gradient. Whenever f : Sn−1 → R is a Lipschitz function, Le´vy’s inequality
implies the bound
‖f‖Lψ2(σn−1) ≤
C√
n− 1 supθ∈Sn−1
|∇Sf(θ)| (4)
and in particular Var(f) ≤ 4 sup |∇Sf |/(n−1). We generally use the symbols
c, C, C ′, C˜ and so on to denote universal constants whose values differ be-
tween occurrences. Consider as well the spherical Poincare´ inequality which
provides the seemingly superior variance bound
Var(f) ≤ 1
n− 1
∫
Sn−1
|∇Sf(θ)|2 dσn−1(θ). (5)
The effect of “super concentration” discussed by Chatterjee [5] is the non-
tightness on inequality (5). In our case, inequality (5) is essentially tight
but much stronger than inequality (4), E|∇SFµ| ≪ sup |∇SFµ|. Even so
we have a ψ1 bound in the log-concave case (see Theorem 5). In particular
E|∇SFµ|2 ≤ C(1 + β)α2/n, while sup |∇SFµ| cannot be assumed in general
to be anything less than a universal constant times α, as is demonstrated
for example by the uniform measure on the discrete cube. The evidence we
bring here relates to our geometric family of functions Fµ alone, yet we be-
lieve this strong concentration is a manifestation of some deep far-reaching
phenomenon in concentration of measure. Other related effects are discussed
by Bobkov, Chistyakov and Go¨tze [1] and by Paouris and Valettas [11].
The normalization where Cov1(µ) is scalar differs from the isotropic one,
which requires the covariance matrix to be the identity. It may be though
that both Cov1(µ) and the covariance matrix are scalar, for instance when a
measure is the joint distribution of even, independent, identically distributed
random variables. Regarding assumption (3), we view it as a regularity con-
dition which indeed holds true in many scenarios, and we provide examples
in the following pages. The argument we use to obtain Theorem 1 may be
furthermore applied to third marginal moments in an effort to bound the
quantity (1), by employing the L3-isotropic normalization as defined in Sec-
tion 4. It seems this approach can only yield a reduction of (1) to familiar
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problems known to imply the hyperplane conjecture.
It is worth noting that assumption (3) cannot be dropped, as evidenced by
the example of the discrete measure distributed evenly among the vectors of
an orthonormal basis and their negatives. Before going on to give examples
of cases in which the conditions of Theorem 1 hold, we describe an additional
assumption under which an even tighter concentration occurs.
Theorem 2. In the setting of Theorem 1, if the assumptions hold with α > 0,
β ≤ 3 + γ/n
and moreover
∫∫
(x ·y)6/|x|5|y|5dµ(x)dµ(y) ≤ δα2/n2 for some γ, δ > 0, then
Var(Fµ) ≤ C(1 + γ + δ)α
2
n3
where C > 0 is a universal constant.
Inequality (3) with β = 3 applies to the standard Gaussian probability mea-
sure, as well as any other spherically symmetric measure. It also holds, for
example, for the discrete measure evenly distributed among the vertices of
the discrete cube. We suspect the assumptions mentioned in Theorem 2 hold
at least for all sufficiently regular unconditional measures, i.e. when the den-
sity is invariant under reflection with respect to any of the axes.
We continue with the example of the discrete cube.
Theorem 3. Let νn be the probability measure distributed uniformly on the
discrete cube {−1, 1}n. Then
Var(Fνn) ≤ C/n3,
where C > 0 is a universal constant.
This result is asymptotically optimal. A particular case of Khinchine’s in-
equality states that summing real numbers a = (a1, ..., an) with random signs
yields the tight bounds
|a|√
2
≤ E
∣∣∣ n∑
i=1
εiai
∣∣∣ ≤ |a|,
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where ε1, ..., εn are independent random signs. Even though the values of
E|(ε1, ..., εn) · a| range in [1/
√
2, 1] for |a| = 1 in any dimension, Theorem 3
implies that the variance over Sn−1 diminishes at a fast rate of 1/n3.
We may also consider random subsets of the discrete cube.
Theorem 4. Let X1, ..., XN be random vertices of the discrete cube {−1, 1}n
taken independently, N = n2+δ for some δ > 0. Define µ to be the discrete
probability measure evenly distributed among X1, ..., XN (with repetitions).
Then with probability at least 1− γ(n, δ) of choosing X1, ..., XN ,
Var(Fµ) ≤ C/n2,
where γ(n, δ) = 2n2 exp{−nδ/2} + exp{−2n1+δ/2} and C > 0 is a universal
constant.
Note that γ(n, δ)→ 0 as n→∞, when δ > 0 is fixed. It is plausible that a
more delicate analysis will lead to a stronger C/n3 variance bound, as with
the measure supported on the entire discrete cube. This would perhaps re-
quire taking a somewhat larger subset.
Moving on, for log-concave measures an elegant result can be stated, in the
form of a ψ1 bound.
Theorem 5. For any absolutely-continuous log-concave probability measure
µ on Rn, n ≥ C ′′, there exists an affine position (namely, the L1-isotropic
position) in which
‖Fµ‖Lψ1 (σn−1) ≤ C/n.
for all t > 0. In particular, we obtain the moment bounds
‖Fµ − EFµ‖pLp(σn−1) =
∫
Sn−1
|Fµ(θ)− EFµ|p dσn−1(θ) ≤ (C ′p/n)p,
for any p ≥ 1. Here, c, C, C ′ > 0 are universal constants.
In the above EFµ is the mean of Fµ and P = σn−1. Note that for p = 2 we
get Var(Fµ) ≤ C/n2. A few clarifications are in order. First, recall that any
log-concave measure is either absolutely continuous (a.c. for short) or has a
density on some lower-dimensional subspace. Hence the assumption that the
measure is a.c. is reasonable. Second, by affine position (or image) we mean
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the pushed-forward measure under an invertible affine transformation. Third,
the position in question, which we call the L1-isotropic position, involves
the matrix Cov1(µ) being scalar. A precise, generalized definition is given
in Section 4. To avoid trivialities we note that assuming the L1-isotropic
normalization we have EFµ ≥ c where c > 0 is a universal constant. Finally,
we may again wish to compare the concentration bounds given in Theorem 5
to Le´vy’s inequality, which implies the ψ2 bound (4) and the corresponding
moment bounds
‖Fµ − EFµ‖Lp(σn−1) ≤ C
√
p/
√
n.
We have thus improved the concentration implied by Le´vy’s inequality by a
factor of
√
p/
√
n for all moments. It is not immediately clear how to extend
the C/n3 variance bound from Theorem 2 into an exponential tail bound
stronger than that of Theorem 5.
The rest of this note is structured as follows. In Section 2 we lay out the
general terms for a tighter variance bound and prove Theorems 1 and 2. In
Section 3 we discuss the example of the discrete cube and prove Theroems
3 and 4. Section 4 is devoted to studying the L1-isotropic position and its
application to log-concave measures. This will help toward the proof of The-
orem 5, which appears in the final Section 5.
Some proofs are omitted from the body of this note, and appear in full in
the Appendix or in the author’s M.Sc. thesis [4].
Acknowledgements. I hold a great deal of gratitude to Prof. Bo’az
Klartag, my thesis supervisor, without whose guidance and insight this work
could not have materialized.
2 Conditions for tight variance
We first provide a direct proof of Theorem 2.
Proof of Theorem 2. Write Var(Fµ) = EF
2
µ − (EFµ)2 and evaluate each
expression separately. By the definition (2) of Fµ and by rearranging the
order of integration, the two components may be written as
EF 2µ =
∫
Rn
∫
Rn
|x||y|
(∫
Sn−1
(
θ · x|x|
)
+
(
θ · y|y|
)
+
dσ(θ)
)
dµ(x) dµ(y) (6)
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and
EFµ =
∫
Rn
|x|
(∫
Sn−1
(
θ · x|x|
)
+
dσ(θ)
)
dµ(x). (7)
The two inner integrals over the sphere appearing in equations (6) and (7)
may be approached in a similar manner. We demonstrate the argument for
the inner integral of equation (6); reduce the high-dimensional integral to
expose the fact that the solution depends only on the angle between x and
y. Whenever f : Rn → R is a p-homogeneous function, i.e. f(tx) = tpf(x)
for all x ∈ Rn, t > 0, polar integration yields the following change of variable
formula for the standard Gaussian probability measure γn on R
n
∫
Rn
f(x) dγn(x) = Cn,p
∫
Sn−1
f(θ) dσn−1(θ), (8)
with the constant Cn,p = n2
p/2−1Γ((n + p)/2)/Γ((n + 2)/2), where Γ is the
Gamma function (for a proof, see [4, Chapter 2]). Write x = |x|η and y = |y|ξ
for η, ξ ∈ Sn−1 and apply the change of variable (8) to our 2-homogeneous
function θ 7→ (θ · η)+(θ · ξ)+ of equation (6). We get∫
Sn−1
(θ · η)+(θ · ξ)+dσ(θ) = C−1n,2
∫
Rn
(z · η)+(z · ξ)+ dγn(z)
= C−1n,2
∫
R2
(z · η)+(z · ξ)+ dγ2(z)
=
C−1n,2
2pi
∫ 2pi
0
( ( cosϕ
sinϕ
) · ( 10 ) )+( ( cosϕsinϕ ) · ( cos ρsinρ ) )+ dϕ
=
C−1n,2
2pi
∫ 2pi
0
cos(ϕ)+ cos(ϕ− ρ)+ dϕ
=
1
2pin
(
(pi − ρ) cos ρ+ sin ρ),
where we have denoted cos ρ = η · ξ = (x · y)/(|x||y|), ρ ∈ [0, pi] and as
Cn,2 = n. In the above, we projected the n-dimensional integral onto the
plane containing η and ξ (permitting they are not colinear), then applied the
change of variable formula (8) in reverse direction on the 2-dimensional plane.
Continuing, expand the function ϕ(τ) = (pi − arccos τ)τ + √1− τ 2 where
arccos τ ∈ [0, pi] into a power series around 0, getting ϕ(τ) = 1 + piτ/2 +
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τ 2/2+ τ 4/24+O(τ 6) where the notation O(τ 6) represents a quantity whose
absolute value is at most a universal constant times τ 6. For a proof of this
expansion, see [4, Chapter 2]. Applying the expansion to τ = cos ρ and
plugging into the computation (6) we arrive at
EF 2µ =
∫∫
Rn×Rn
( |x||y|
2pin
+
x · y
4n
+
(x · y)2
4pin|x||y|
+
(x · y)4
48pin|x|3|y|3 + O
(
(x · y)6
n|x|5|y|5
))
dµ⊗ µ.
In a similar fashion the expression in equation (7) may be reduced to
(EFµ)
2 =
∫∫
Rn×Rn
( |x||y|
2pin
+
|x||y|
4pin2
+
|x||y|
16pin3
+ O
( |x||y|
n4
))
dµ⊗ µ,
having approximated C−2n,1 = 1/n + 1/2n
2 + 1/8n3 + O(1/n4) (see [13]). At
this point note that the component linear in x · y equals after integration to
the magnitude of the center of mass of µ squared and thus vanishes as µ is
centered. Moreover,∫
|x|dµ = TrCov1(µ) = α
√
n and
∫
(x·y)2 dµ(x)|x| = Cov1(µ)y·y =
α|y|2√
n
,
hence subtracting (EFµ)
2 from EF 2µ we arrive at
Var(Fµ) =
1
48pin
(∫∫
(x · y)4
|x|3|y|3 dµ⊗ µ −
3α2
n
)
+ O
(
α2
n3
+
δα2
n3
)
,
and the proof of the Theorem is completed by applying the final assumption.
To prove Theorem 1, simply repeat the argument above while taking the two
series expansions up to the orders O(τ 4) and O(1/n3), respectively.
When µ is absolutely continuous Fµ is spherically differentiable, even C
1-
smooth (see [4, Chapter 2]). To describe its gradient, we introduce the
notation Pθ⊥ : R
n → Rn for the orthogonal projection onto the hyperplane
perpendicular to θ, and Hθ = {x ∈ Rn : x · θ > 0} the half-space through the
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origin in the direction of θ. Then the Euclidean gradient when we extend Fµ
1-homogeneously to Rn \ {0} is given by
∇Fµ(θ) =
∫
Hθ
x dµ(x) (9)
and its spherical counterpart is ∇SFµ(θ) = Pθ⊥∇Fµ(θ). We refer to [1] for an
introduction of the notion of the spherical derivative. The quantity E|∇SFµ|2
we are able to compute along the lines of the proof of Theorem 2.
Proposition 6. Under the assumptions of Theorem 1 and the additional
assumption that µ is absolutely continuous,∫
Sn−1
|∇SFµ(θ)|2 dσn−1(θ) ≤ C(1 + β)α
2
n
.
Under the assumptions of Theorem 2 and the additional assumption that µ
is absolutely continuous,∫
Sn−1
|∇SFµ(θ)|2 dσn−1(θ) ≤ C
′(1 + γ + δ)α2
n2
.
In the above, C,C ′ > 0 are universal constants.
The proof of Proposition 6 appears in Appendix 6.1. We may thus obtain
Theorems 1 and 2 readily from Proposition 6 via the spherical Poincare´
inequality
Var(f) ≤ E|∇Sf |2 / (n− 1)
pertaining to all C1-smooth functions of the sphere. Proposition 6 will be of
further use in succeeding discussions.
Yet a third way to obtain Theorems 1 and 2 is via the second-order Poincare´
inequality on the sphere, put forth recently by S. G. Bobkov, G. P. Chistyakov
and F. Go¨tze [1]; whenever f : Sn−1 → R is C2-smooth and has no linear
spherical harmonic component,
Var(f) ≤ E‖f ′′S‖2HS / 2n(n+ 2).
Indeed, Fµ is even and under some regularity conditions Fµ is twice differen-
tiable and E ‖(Fµ)′′S‖2HS can be bounded accordingly, see Appendix 6.2.
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3 The discrete cube
As an instructive example, we consider the case of the discrete cube {−1, 1}n.
It is straightforward to show that the discrete measure assigning equal prob-
ability to each of the cube’s vertices, formally defined as
νn =
∑
x∈{−1,1}n
δx/2
n
where δx denotes an atom of mass one at x, meets the requirements of The-
orem 2 with α = 1, γ = 0, δ = 15 in any dimension.
Proof of Theorem 3. The measure νn is centered, and taking X to be a ran-
dom vector distributed according to νn we see that
√
nCov1(νn)ij = EXiXj = δij
as the coordinates of X are independent random signs, where δij here is
Kronecker’s delta. Adding Y a second random vertex independent of X
and distributed according to νn, simple combinatorial calculations verify the
remaining assumptions of Theorem 2. First,
n3
∫∫
(x · y)4
|x|3|y|3 dνn ⊗ νn = EY EX(X · Y )
4
= E
( n∑
i=1
Xi
)4
=
∑
i=1,..,n
EX4i + 3 ·
∑
i,j=1,...,n
i6=j
EX2iX
2
j = 3n
2 − 2n.
Accordingly,
n5
∫∫
(x · y)6
|x|5|y|5 dνn ⊗ νn = E
( n∑
i=1
Xi
)6
=
∑
i=1,..,n
EX6i + 15 ·
∑
i,j=1,...,n
i6=j
EX2iX
4
j + 15 ·
∑
i,j,k=1,...,n
i6=j 6=k
EX2iX
2
jX
2
k
= n + 15n(n− 1) + 15n(n− 1)(n− 2) = 15n3 + O(n2)
and this concludes the proof.
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Remark 7. The Lipschitz semi-norm of Fνn is at least 1/
√
8 in any dimen-
sion, as may be illustrated by computing the magnitude of the spherical
gradient at the points θ = (cosϕ, sinϕ, 0, ..., 0) for ϕ ∈ (0, pi/4). See [4,
Chapter 3].
We now turn to proving Theorem 4. In the proof we clearly assume that
n ≥ 8. As we are dealing with a measure supported on a random subset of
the discrete cube, it would be unreasonable to expect the measure to have,
for example, a center of mass exactly at the origin, as required by Theorem 1.
A delicate review of the proof of Theorem 1 will reveal that the Theorem’s
assumptions may be relaxed to the extent that they need to be met just
approximately.
Proposition 8 (Alternative to Theorem 1). Let µ be a Borel probability
measure on Rn. Assume that for some β, κ, λ, ζ ∈ (0,∞),
1.
∣∣ ∫
Rn
x dµ
∣∣ ≤ κ/√n,
2.
∣∣n · ‖Cov1(µ)‖2HS − TrCov1(µ)2∣∣ ≤ λ,
3. TrCov1(µ) ≤ ζ
√
n,
4.
∫∫ (x·y)4
|x|3|y|3 dµ⊗ µ ≤ β/n.
Then,
Var(Fµ) ≤ C(κ
2 + λ+ ζ2 + β)
n2
where C > 0 is a universal constant.
A proof of Proposition 8 is given in [4, Chapter 3]. We adopt the following
setting. Let X1, ..., XN be i.i.d random vectors distributed according to νn
with N as in Theorem 4,f and define
µ =
N∑
i=1
δXi/N
a discrete probability measure on a subset of {−1, 1}n. It is important to
note that the N ·n coordinates of X1, ..., XN constitute independent random
signs. Whenever ε1, ..., εK are independent random signs, a concentration
bound of
P
(
1
K
∣∣∣ K∑
k=1
εk
∣∣∣ > t) ≤ 2e−Kt2/2,
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for all t > 0 can be obtained via the Chernoff method (see e.g. [2, Section
2.2]).
Proof of Theorem 4. We verify that µ meets the requirements of Proposition
8. First, it holds with probability at least 1− 2ne−N/2n2 that∣∣∣∣
∫
Rn
x dµ
∣∣∣∣ ≤ 1/√n.
Indeed, the center of mass is
∑N
i=1Xi/N and we have
P
( ∣∣∣∣
∫
Rn
x dµ
∣∣∣∣
2
> 1/n
)
≤
n∑
j=1
P
(∣∣∣∣
N∑
i=1
Xij
∣∣∣∣ > N/n
)
≤ 2neN/2n2 .
Second, the diagonal elements of Cov1(µ) are all 1/
√
n,
Cov1(µ)jj =
∫
Rn
x2j dµ/|x| = 1/
√
n, j = 1, ..., n
hence already TrCov1(µ) =
√
n, and furthermore the second requirement of
Proposition 8 boils down to the sum of the off-diagonal elements being small
enough. Evidently with probability at least 1−2n(n−1)e−N/2n(n−1) we have
∑
j,k=1,...,n
j 6=k
Cov1(µ)
2
jk =
∑
j,k=1,...,n
j 6=k
(
1
N
n∑
i=1
XijXik√
n
)2
≤ 1/n.
Indeed,
P
(∑
j 6=k
Cov1(µ)
2
jk >
1
n
)
≤
∑
j 6=k
P
(∣∣∣∣
N∑
i=1
XijXik
∣∣∣∣ > N/√n(n− 1)
)
and the claim follows as {XijXik}Ni=1 is a set of independent random signs.
Finally, we show with probability at least 1− e−2
√
N that
n
∫∫
Rn×Rn
(x · y)4
|x|3|y|3 dµ⊗ µ =
1
n2
∫
Rn
( n∑
j=1
xj
)4
dµ ≤ 217e2. (10)
The proof employs a tail bound for a sum of iid ψα random variables described
by M. Schmuckenschla¨ger [12], and here we use the assumption that n is large
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enough; if Z is a non-negative random variable with A := E exp
√
Z < ∞,
then whenever Z1, ..., ZN are independent copies of Z with N ≥ 64/A,
P
(
1
N
N∑
i=1
Zi > t
)
≤ exp−
√
Nt/25 (11)
for all t ≥ 26√A. In our case, set Yi =
(∑n
j=1Xij
)4
/n2 and apply inequality
(11) to Y1/2
10e2; we have
1 ≤ E exp (√Y1/25e) = ∞∑
p=0
(25e)−p
p!
E Y
p/2
1 ≤
∞∑
p=0
(25e)−p
p!
24ppp = 2.
We used here the well-known Khinchine’s inequality for a sum of indepen-
dent random signs (see [9]); E
(∑n
j=1X1j
)p ≤ (8np)p/2. With application of
inequality (11) the bound (10) is obtained and the proof of Theorem 4 is
concluded.
4 The Lp-isotropic position
We introduce the normalization that will be a primary tool in our treatment
of the log-concave case.
Definition 9. Let µ be a centered Borel probability measure on Rn, and let
p > 0. Assume that Zp,µ :=
∫
Rn
|x|p−2dµ is finite and nonzero. We say that
µ is Lp-isotropic if
Covp(µ) = Zp,µId,
where the Lp-covariance matrix is defined by
Covp(µ) =
∫
Rn
x⊗ x |x|p−2 dµ.
Notice that the L2-covariance matrix is just the covariance matrix, and the
L2-isotropic normalization is the isotropic normalization. Together with the
assertion that under mild assumptions any probability measure has an affine
position in which it is L1-isotropic, the main goal of this section will be to
prove the following.
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Proposition 10. Let µ be an L1-isotropic log-concave probability measure
on Rn, with n ≥ C ′. Then c ≤ √nZ1,µ ≤ C and∫
Rn
∫
Rn
(x · y)4
|x|3|y|3 dµ(x) dµ(y) ≤ C
′′/n,
where c, C, C ′, C ′′ > 0 are universal constants.
An a.c. log-concave measure is one whose density is a log-concave function,
i.e. of the form e−H for a convex function H : Rn → (−∞,∞]. We refer
to [3] for a comprehensive introduction of log-concave measures and their
importance through their connection to convex bodies. Proposition 10 suf-
fices to establish that Theorem 1 may be applied to L1-isotropic log-concave
measures, resulting in the bound
Var(Fµ) ≤ C/n2
with the universal constant C > 0 applying to all L1-isotropic log-concave
probability measures in any large enough dimension.
Remark 11. It is worthwhile noting that an L1-isotropic log-concave mea-
sure has its first moment bounded between two constants;
∫ |x| dµ = TrCov1(µ) =√
nZ1,µ ∈ (c, C). Hence an L1-isotropic measure is non-degenerate in a sense.
We now describe a few properties of the Lp-isotropic normalization. First,
under mild integrability conditions a measure always has an affine position
in which it is Lp-isotropic.
Lemma 12 (Existence). Let µ be a centered Borel probability on Rn, and let
p > 0. Assume that both
∫ |x|p dµ and ∫ |x|p−2 dµ are finite and non-zero,
and that the support of µ is not contained in any hyperplane. Then there
exists an Lp-isotropic linear position of µ.
Positions such as these are known to arise from extremal problems [7]. A
fairly standard argument shows that the Lp-isotropic position results from
minimizing the Lp norm
∫
Rn
|Sx|p dµ over all S ∈ SLn. For a proof of
Lemma 12, see [4, Chapter 4]. Next, a uniqueness property of the Lp-isotropic
position. The group of orthogonal transformations is denoted as On.
Lemma 13 (Uniqueness). Let µ be an Lp-isotropic probability measure on
R
n with 0 < p < 4, and let T ∈ GLn. Then T∗µ is Lp-isotropic if and only if
T ∈ On.
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It is immediate that any orthogonal image of an Lp-isotropic measure is Lp-
isotropic as well. The converse is proven using the following claim.
Claim. Let µ be a Borel probability measure on Rn and let 0 < p < 4. If
both Covp(µ) and Covp(S∗µ) are scalar for S ∈ SLn, then S ∈ On.
Proof. Apply an orthogonal transformation making S positive definite, then
diagonalize S to have decreasing positive diagonal elements, and denote those
by λ1 ≥ ... ≥ λn > 0. Write Covp(µ) = κId and Covp(S∗µ) = κSId, and
note that λn|x| ≤ |Sx| ≤ λ1|x| for all x ∈ Rn. Assume p ≤ 2. Then
κS = Cov(S∗µ)11 =
∫
x21 |x|p−2 dS∗µ = λ21
∫
x21 |Sx|p−2 dµ ≥ λp1κ.
On the other hand,
κS = Cov(S∗µ)nn =
∫
x2n |x|p−2 dS∗µ = λ2n
∫
x2n |Sx|p−2 dµ ≤ λpnκ.
Hence λp1 ≤ λpn. When p > 0, this entails λn ≤ λ1 and so S is scalar, hence S
is the identity matrix as S ∈ SLn. The exact reverse argument is applicable
to the case 2 ≤ p < 4.
Given two Lp-isotropic positions dilate one to use the Claim, then the nor-
malization Covp(µ) = Zp,µId necessitates the dilation was trivial and Lemma
13 is proven. We note that our approach here is inherently applicable to the
range 0 < p < 4 only. Extending the uniqueness property to p > 4 would
require a more delicate argument which eludes us, and we were not able to
find in the literature. Here is simple a corollary of existence and uniqueness.
Corollary 14. Let µ be an Lp-isotropic probability measure on Rn with 0 <
p < 4. Then for any S ∈ SLn we have∫
Rn
|x|p dµ ≤
∫
Rn
|x|p dS∗µ.
We conclude our discussion of the Lp-isotropic normalization with a Lemma
relating the Lp-isotropic position to the isotropic one, in the case where the
measure is log-concave. In a sense that is meaningful to us, the two positions
are not “too far” apart.
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Lemma 15 (Proximity to the isotropic position). Let µ be an Lp-isotropic
log-concave probability measure on Rn, n ≥ C ′, and let 1 ≤ p ≤ 2. If
T ∈ GLn is such that T∗µ is isotropic then
‖T−1‖op, ‖T‖op ∈ [c, C].
Here, c, C, C ′ > 0 are universal constants.
The proof appears in Appendix 6.3, and is based on “reverse Ho¨lder”-type
inequalities of the sort that are available for log-concave measures. Specifi-
cally, if µ is an a.c. log-concave probability measure on Rn and f : Rn → R
is a semi-norm, then(∫
Rn
|f |q dµ
)1/q
≤ C q
p
(∫
Rn
|f |p dµ
)1/q
(12)
whenever 1 ≤ p < q. Similarly, an equivalence-of-moments result involving
negative powers was proven by G. Paouris, according to which(∫
Rn
|x|−k dµ
)1/k
≤ Ck
(∫
Rn
|x|k dµ
)−1/k
(13)
whenever µ is an isotropic log-concave probability measure on Rn and 1 ≤
k ≤ c√n is an integer (see [3, Theorems 2.4.6 and 5.3.2]). It is important
to note that as long as the values of p, q, k used are bounded by some fixed
value, inequalities (12), (13) can be formulated with constants that do not
depend on p, q, k. In this case, combining with the reverse-order inequalities
derived from Jensen’s inequality, inequalities (12), (13) may be restated as
(∫
|f |q dµ
)1
q
≃
(∫
|f |p dµ
) 1
p
;
(∫
|x|−k dµ
) 1
k
≃
(∫
|x|k dµ
)− 1
k
having adopted a notation where A ≃ B means cA ≤ B ≤ CA for some
universal constants c, C > 0. Similarly, we write A . B when A ≤ CB. We
are now in position to prove Proposition 10.
Proof of Proposition 10. Assume that µ is L1-isotropic, and let T ∈ GLn be
such that T∗µ is isotropic. By Lemma 15 we know that |Tx| ≃ |x| ≃ |T−1x|
for all x ∈ Rn. Therefore,
nZ1,µ =
∫
|x| dµ =
∫
|T−1x| dT∗µ ≃
∫
|x| dT∗µ ≃
√
n
16
since T∗µ is isotropic. As for the second assertion of the Lemma,
∫
(x · y)4
|x|3 dµ(x) ≤
√∫
(x · y)8 dµ(x) ·
√∫
dµ
|x|6
=
√∫
(x · T−1,∗y)8 dT∗µ(x) ·
√∫
dT∗µ
|T−1x|6
≃
(∫
(x · T−1,∗y)2 dT∗µ(x)
)2
·
√∫
dT∗µ
|x|6
≃ |T−1,∗y|4/n3/2 ≃ |y|4/n3/2
by applying inequalities (12) and (13). Finally,∫∫
(x · y)4
|x|3|y|3 dµ(x) dµ(y) . n
−3/2
∫
|y| dµ ≃ n−1.
5 Log-concave measures
We now wish to extend the variance bound obtained in Section 4 for log-
concave measures, to the exponential tail bound described in Theorem 5.
We obtain the tail bound via the equivalent bound on the ψ1 norm∫
Sn−1
ecn|Fµ−EFµ| dσn−1 ≤ 2 (14)
with c > 0 a universal constant. An argument for obtaining such bounds
as (14) on the sphere was recently presented by Bobkov, Chistyakov and
Go¨tze [1], and requires controlling the second derivative. Namely, whenever
f : Sn−1 → R is a mean-zero C2-smooth function with its spherical second
derivative matrix admitting
‖f ′′S(θ)‖op ≤ 1
for any θ ∈ Sn−1, we have the exponential integral bound
log E e(n−1)f/2 ≤ E |∇Sf |2 · (n− 1)/2. (15)
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In the case that f is defined on a neighborhood of the sphere, its spherical
second derivative matrix may be defined by its relation to the Euclidean one
f ′′S(θ) = Pθ⊥(f
′′(θ)− (∇f(θ) · θ)Id)Pθ⊥. (16)
Recall Proposition 6, which together with Proposition 9 of Section 4 estab-
lishes for a log-concave measure in L1-isotropic position the gradient bound
E |∇SFµ|2 ≤ C/n
with C > 0 a universal constant. Combining this with inequality (15), we
will obtain the bound (14), hence Theorem 5, once we prove the following.
Proposition 16. Let µ be an L1-isotropic log-concave probability measure
on Rn, n ≥ C ′. Then Fµ is C2-smooth and
‖(Fµ)′′S(θ)‖op ≤ C
for all θ ∈ Sn−1. Here C,C ′ > 0 are universal constants.
Indeed, when µ is log-concave Fµ is twice-differentiable when extended 1-
homogeneously to Rn \ {0} and its second derivative matrix is given by
F ′′µ (θ) =
∫
θ⊥
x⊗ x ρ(x) dx, (17)
where ρ : Rn → [0,∞) is the density of µ and the (n−1)-dimensional integral
is taken over θ⊥ = {x ∈ Rn : x · θ = 0}, the hyperplane perpendicular to θ. A
proof of the differentiability of Fµ appears in [4, Chapter 5]. By the definition
(16) of the spherical second derivative, we have the bound
‖F ′′S (θ)‖op ≤ ‖F ′′(θ)|θ⊥‖op + |∇F (θ) · θ|. (18)
The right-hand summand is exactly F (θ), bounding which is immediate by
the L1-isotropic normalization. As to the left-hand summand, we will show
that the problem reduces to the following two-dimensional assertion concern-
ing sections of a log-concave function.
Lemma 17. Let ω : R2 → [0,∞) be the density of an isotropic log-concave
probability measure and let θ ∈ R2, |θ| = 1. Then,∫ ∞
−∞
t2 ω(tθ) dt ≤ C
where C > 0 is a universal constant.
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Proof. By a reverse-Ho¨lder-type inequality for one-dimensional log-concave
functions [3, Theorem 2.2.3] applied to t 7→ ω(tθ) we have
∫ ∞
−∞
t2 ω(tθ) dt ≤ 2ω(0)−2
(∫ ∞
−∞
ω(tθ) dt
)3
.
It is well-known that among all two-dimensional isotropic log-concave prob-
ability measures, the density at the origin ω(0) is bounded from below by a
universal constant [3, Proposition 2.3.12]. Moreover, it holds true that∫ ∞
−∞
ω(tθ) dt ≤
√
2
and this will conclude the proof of the Lemma. Indeed, apply the reverse-
Ho¨lder-type inequality again, this time to the log-concave pi(t) =
∫∞
−∞ ω(tη+
sθ) ds where |η| = 1, η ∈ θ⊥. Using as well that ω is isotropic we get
1 =
∫
R2
(x · η)2 ω(x) dx =
∫ ∞
−∞
t2 pi(t) dt ≤ 2
pi(0)2
(∫ ∞
−∞
pi
)3
=
2
pi(0)2
as required.
Proof of Proposition 16. By inequality (18) we must show that |F ′′µ (θ)η ·η| ≤
C for all θ, η ∈ Sn−1, η ⊥ θ. Fix such θ, η. Restrict Fµ to the plane E
containing θ, η, then Fµ|E = FP∗µ where P : Rn → E is the orthogonal
projection. Indeed,∫
Rn
(x · ξ)+ dµ(x) =
∫
E
(x · ξ)+ dP∗µ(x)
for all ξ ∈ E. Moreover, we have F ′′µ (θ)η ·η = F ′′P∗µ(θ)η ·η as differentiating at
θ twice in the direction η incorporates evaluating Fµ only at points in E (for a
formal proof see [4, Chapter 5]). The measure P∗µ is a log-concave probability
measure, though it is not necessarily L1-isotropic. Nevertheless, it retains the
property of proximity to the isotropic position. Namely, if S ∈ GL2 is such
that S∗(P∗µ) is isotropic, then ‖S‖op, ‖S−1‖op are bounded from above by
a universal constant. To see this, take T ∈ GLn such that T∗µ is isotropic
and define S = (PT−1T−1,∗P ∗)−1/2 ∈ GL2. Then S∗(P∗µ) is isotropic, and
moreover ‖S‖op, ‖S−1‖op ≤ C because cIdE ≤ (T−1T−1,∗)|E ≤ CIdE in the
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sense of positive definite matrices, by Theorem 15. Denoting the density of
P∗µ by ωP∗µ : R
2 → [0,∞) we may now calculate
F ′′P∗µ(θ)η · η =
∫ ∞
−∞
t2 ωP∗µ(tη) dt =
∫ ∞
−∞
t2
ωS∗(P∗µ)(tSη)
| detS−1| dt.
Making the change of variable t = s/|Sη| and noticing that | detS−1|, |Sη| ≃
1 we get that the above equals up to a factor of a universal constant to∫ ∞
−∞
s2 ωS∗(P∗µ)(sξ) ds
for ξ = Sη/|Sη|. The proof of the Proposition is concluded by applying
Lemma 17.
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6 Appendix
6.1
Proof of Proposition 6. We follow along the proof of Theorem 2. We first
prove the second assertion of Proposition 6. Write |∇SFµ(θ)|2 = |∇Fµ(θ)|2−
(∇Fµ(θ) · θ)2. By equality (9) and after rearranging the order of integration,
we may write
E|∇Fµ|2 =
∫∫
Rn×Rn
(x·y)
(∫
Sn−1
1θ·x≥0 1θ·y≥0 dσn−1(θ)
)
dµ(x) dµ(y) (19)
where the symbol 1 represents the indicator function assuming value one if
the condition is satisfied, zero otherwise. The inner integral over the sphere
is the proportion of the sphere that lies in the intersection of two half-planes,
and is simply
(
pi − arccos ((x · y)/|x||y|))/2pi. Alternatively, one may for-
mally apply the polar integration formula (8) and proceed as in the proof
of Theorem 2 to obtain the same result. Continuing, expand the function
ψ(τ) = pi − arccos τ for τ ∈ [−1, 1], arccos τ ∈ [0, pi] into a power series
around 0 and get ψ(τ) = pi/2 + τ + τ 3/12pi +O(τ 5). We thus have
E|∇Fµ|2 =
∫∫
Rn×Rn
(
x · y
4
+
(x · y)2
2pi|x||y| +
(x · y)4
12pi|x|3|y|3 +O
(
(x · y)6
|x|5|y|5
))
dµ⊗ µ.
As for the other component, observe that ∇Fµ(θ) · θ = F (θ) and as was
calculated in the proof of Theorem 2,
EF 2µ =
∫∫
Rn×Rn
( |x||y|
2pin
+
x · y
4n
+
(x · y)2
4pin|x||y| +O
(
(x · y)4
n|x|3|y|3
)
dµ⊗ µ.
The linear component again vanished because µ is centered, and as Cov1(µ) =
α/
√
n · Id we have∫
|x| dµ = α√n ;
∫∫
(x · y)2
|x||y| dµ⊗ µ = α
2.
According to the additional assumptions of Theorem 2,∫∫
(x · y)4
|x|3|y|3 dµ⊗ µ − 3
∫∫
(x · y)2
n|x||y| dµ⊗ µ ≤
γα2
n2
(20)
and in conclusion E|∇SFµ|2 ≤ C(1+ γ+ δ)α2/n2, as we required. To prove
the first assertion of Proposition 6, simply repeat the argument above while
taking the two series expansions one order less.
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6.2
We prove the following.
Proposition 18. Let µ be an L1-isotropic probability measure on Rn, and
write Cov1(µ) = α/
√
n · Id. Assume that Fµ is C2-smooth and that∫
Sn−1
∫∫
x,y∈θ⊥
(x · y)21|x·y|>|x||y|/2 ρ(x) ρ(y) dx dy dσn−1(θ) ≤ γα
2
n
,
where ρ : Rn → [0,∞) is the density of µ. Assume in addition that∫∫
(x · y)4
|x|3|y|3 dµ⊗ µ ≤
βα2
n
and
∫∫
(x · y)6
|x|5|y|5 dµ⊗ µ ≤
δα2
n2
.
Then
E‖F ′′S‖2HS ≤
α2
4pi
(β − 3) + C(1 + β + γ + δ)α
2
n
where C > 0 is a universal constant.
The assumption that µ is an L1-isotropic log-concave measure is sufficient
for Proposition 18 to apply with parameters all of the order of magnitude of
a universal constant, see [4, Chapter 6] for details. The essence of the proof
will be the calculation of E‖F ′′µ‖2HS. The transition between the spherical and
Euclidean second derivatives is given by the following general relation.
Claim 19. Let f : Sn−1 → R be C2-smooth and 1-homogeneous. Then
E‖f ′′S‖2HS = E‖f ′′‖2HS − (n− 1)(Ef)2 − (n− 1)Var(f) + 2E|∇Sf |2.
Proof. First, we establish that
‖f ′′S‖2HS = ‖f ′′‖2HS − (n− 1)f 2 − 2f∆Sf (21)
pointwise. Indeed, fix θ ∈ Sn−1 and choose an orthonormal basis e1, ..., en
such that e1 = θ. Recall the formula (16) for the spherical second deriva-
tive, f ′′S(θ) = Pθ⊥(f
′′(θ) − (∇f(θ) · θ)Id)Pθ⊥. As f ′′(θ)θ = 0 for any
1-homogeneous function and also ∇f(θ) · θ = f(θ), then equation (21) fol-
lows from simply taking the elements of f ′′S squared, and replacing the Eu-
clidean Laplacian with the spherical one according the formula ∆f(θ) =
∆Sf(θ) + (n− 1)(∇f(θ) · θ) + f ′′(θ)θ · θ (see [1]). Moving on, on the sphere
we have the spectral relation Ef∆Sf = −E|∇Sf |2 and the Claim is obtained
by writing Var(f) = Ef 2 − (Ef)2.
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At this point note that by Theorem 1 and Proposition 6 we have
Var(F ) = O
(
(1 + β)α2
n2
)
, E|∇SF |2 = O
(
(1 + β)α2
n
)
and by a calculation in the proof of Theorem 2 also
(EF )2 =
α2
2pi
+
α2
4pin
+ O
(
α2
n2
)
.
Hence already
E‖F ′′S‖2HS = E‖F ′′‖2HS −
nα2
2pi
+
α2
4pi
+ O
(
(1 + β)α2
n
)
. (22)
We thus turn to calculating E‖F ′′‖2HS and state a lemma toward this end,
sampling points on the sphere by sampling points in lower dimension. Denote
by λn the unique Haar measure on the orthogonal group On, and by S
n−2
0 =
{θ ∈ Sn−1 : θ1 = 0} the embedding of Sn−2 into the hyperplane {x ∈ Rn :
x1 = 0}.
Lemma 20. Define T : On × Sn−20 × Sn−20 → Sn−1 × Sn−1 by
T (U, θ1, θ2) = (Uθ1, Uθ2),
and write ν = λn × σn−2 × σn−2. Then T∗ν is absolutely continuous with
respect to σn−1 × σn−1 and moreover
dT∗ν
d(σn−1 × σn−1)(θ1, θ2) =
Ωn√
1− (θ1 · θ2)2
,
with the normalizing constant Ωn =
n−2
2
(
Γ
(
n−1
2
)
/Γ
(
n
2
))2
.
Indeed, it is easy to be convinced that T∗ν is invariant under joint rotation,
then the density must be a function of θ1 ·θ2 and can be calculated using a test
function, see [4, Chapter 6] for details. Moving on, the proof of Proposition
18 is completed with the following calculation.
Proof of Proposition 18. The formula (17) for the Euclidean second deriva-
tive yields
E ‖F ′′S‖2HS =
∫
Sn−1
∫
x∈θ⊥
∫
y∈θ⊥
(x · y)2 ρ(x)ρ(y) dx dy dσn−1(θ).
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We drop the region where |x · y| > |x||y|/2, according to the assumption of
Proposition 18, and the above equals up to γα2/n to∫
Sn−1
∫
x∈θ⊥
∫
y∈θ⊥
(x · y)21|x·y|≤|x||y|/2 ρ(x)ρ(y) dx dy dσn−1(θ)
It is clear that fixing a point on the sphere and applying a random rotation
to it according to λn amounts to the same as randomizing a point on the
sphere according to σn−1. We thus continue the calculation by
=
∫
On
∫∫
x,y∈e⊥
1
(Ux · Uy)21|Ux·Uy|≤|Ux||Uy|/2 ρ(Ux)ρ(Uy) dx dy dλn(U)
Using polar integration for both the integrals over e⊥1 and writing κn for the
volume of the unit ball in dimension n we get
= (n− 1)2κ2n−1
∫
On
∫∫ ∞
r1,r2=0
∫∫
θ1,θ2∈Sn−20
rn1 r
n
2 (Uθ1 · Uθ2)21|Uθ1·Uθ2|≤1/2
ρ(r1Uθ1)ρ(r2Uθ2) dr1 dr2 dσn−2(θ1) dσn−2(θ2) dλn(U)
We interchange integration according to λn × σn−2 × σn−2 with integration
according to σn−1 × σn−1 as instructed by Lemma 20,
= (n− 1)2κ2n−1
∫∫ ∞
r1,r2=0
∫∫
θ1,θ2∈Sn−1
rn1 r
n
2 (θ1 · θ2)2 1|θ1·θ2|≤1/2
Ωn√
1− (θ1 · θ2)2
ρ(r1θ1)ρ(r2θ2) dr1 dr2 dσn−1(θ1) dσn−1(θ2)
Now use reverse polar integration twice on Rn to get
=
Ωn(n− 1)2κ2n−1
n2κ2n
∫∫
Rn×Rn
(x · y)2
|x||y|
1|x·y|≤|x||y|/2√
1− (x · y)2/|x|2|y|2 dµ(x) dµ(y).
The coefficient outside the integral is just (n − 2)/2pi, and next move is to
apply the expansion 1/
√
1− t2 = 1 + t2/2 +O(t4) valid whenever |t| < 1/2.
We arrive at
E‖F ′′‖2HS ≤
γα2
n
+
n− 2
2pi
∫∫ (
(x · y)2
|x||y| +
(x · y)4
2|x|3|y|3 +O
(
(x · y)6
|x|5|y|5
))
dµ⊗ µ
=
γα2
n
+
n− 2
2pi
(
α2 +
βα2
2n
+ O
(
δα2
n2
))
=
nα2
2pi
− α
2
pi
+
βα2
4pi
+ O
(
(β + γ + δ)α2
n
)
.
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Combining with equality (22) we finally have the desired
E‖F ′′S‖2HS ≤
α2
4pi
(β − 3) + O
(
(1 + β + γ + δ)α2
n
)
.
6.3
Lemma 15 will be proven along the next four claims. The heart of the proof
is to obtain a one-sided bound on Zp,µ that does not involve T .
Claim 21. Under the assumptions of Lemma 15, Zp,µ & n
p/2−1.
Proof. Without loss of generality, let a > 0 be such that aT ∈ SLn. We
apply Jensen’s inequality, Corollary 14 and inequality (12) repeatedly. First,
Zp,µ =
∫
|x|p−2 dµ ≥
(∫
|x|p dµ
)1−2/p
≥ ap−2
(∫
|x|p dT∗µ
)1−2/p
≃ ap−2np/2−1
as T∗µ is isotropic. Second, as TrCovp(µ) = nZp,µ we have
nZp,µ =
∫
|x|p dµ ≤ ap
∫
|x|p dT∗µ ≃ apnp/2.
Hence ap−2 . ap and a & 1. Finally,
nZp,µ =
∫
|x|p dµ ≃
(∫
|x|2 dµ
)p/2
≥ ap
(∫
|x|2 dT∗µ
)p/2
= apnp/2 & np/2.
Corollary 14 is not necessary to prove Claim 21, see [4, Chapter 4] for an
alternative proof. We may now obtain the first part of Lemma 15.
Claim 22. Under the assumptions of Lemma 15, ‖T‖op . 1.
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Proof. Fix θ ∈ Sn−1. As TrCovp(µ) = Zp,µId and by the Cauchy-Schwartz
inequality we have
Zp,µ =
∫
(x · θ)2 |x|p−2 dµ(x) ≤
√∫
(x · θ)4 dµ(x) ·
√∫
|x|2(p−2) dµ.
We tend to the first multiplier above. By inequality (12), a change of variable
then by isotropicity of T∗µ,√∫
(x · θ)4 dµ(x) ≃
∫
(x · θ)2 dµ(x) =
∫
(x · T−1,∗θ)2 dT∗µ(x) = |T−1,∗θ|2.
As for the second multiplier, by Jensen’s inequality then inequality (13)√∫
|x|2(p−2) dµ ≤
(∫
|x|−2 dµ
)1−p/2
≃
(∫
|x|2 dµ
)p/2−1
=
(∫
|T−1x|2 dT∗µ
)p/2−1
≤ ‖T‖2−pop
(∫
|x|2 dT∗µ
)p/2−1
= np/2−1‖T‖2−pop
as ‖T‖−1op ≤ |T−1x|/|x| ≤ ‖T−1‖op for any x ∈ Rn. Combining the above
with Claim 21 we arrive at
np/2−1‖T‖2−pop |T−1,∗θ|2 & Zp,µ & np/2−1.
Taking the infimum over all θ ∈ Sn−1 we get
‖T‖p/2−1op . inf
θ∈Sn−1
|T−1,∗θ| = ‖T ∗‖−1op = ‖T‖−1op ,
and hence ‖T‖op . 1 and the proof is complete.
At this point, note that a one sided bound on Zp,µ in the opposite direction
may be obtained as well. Indeed,
Zp,µ =
∫
|T−1x|p−2 dT∗µ ≤ ‖T‖2−pop
∫
|x|p−2 dT∗µ = ‖T‖2−pop Zp,T∗µ,
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while ‖T‖2−pop . 1 by Claim 22. As for the isotropic T∗µ we have by Jensen’s
inequality, then inequality (13) that
Zp,T∗µ .
(∫
|x|−2 dT∗µ
)1−p/2
≃
(∫
|x|2 dT∗µ
)p/2−1
= np/2−1.
We arrive at Zp,µ ≃ np/2−1 and continue with the proof of Lemma 15.
Claim 23. Under the assumptions of Lemma 15, for any θ ∈ Sn−1∫
Rn
(x · θ)2 |x|p−2 dT∗µ(x) & np/2−1.
Proof. The proof is based on the following simple probabilistic inequality,
obtained by the Cauchy-Schwartz inequality. If X is a non-negative random
variable and A is an event with P(A) ≥ 1 − (EX)2/4EX2, then EX1A ≥
EX/2. By inequality (12), let M > 0 be a universal constant such that
∫
Rn
(x · θ)4 dT∗µ(x) ≤ M
(∫
Rn
(x · θ)2 dT∗µ(x)
)2
= M
for all θ ∈ Sn−1. By Chebyshev’s inequality,
T∗µ
({ |x| > √4Mn }) ≤ 1
4Mn
∫
Rn
|x|2 dT∗µ = 1
4M
.
We may thus apply the probabilistic inequality to obtain for any θ ∈ Sn−1,∫
|x|≥√4Mn
(x · θ)2 dT∗µ(x) ≥ 1
2
∫
Rn
(x · θ)2 dT∗µ(x) = 1
2
.
To conclude the proof, let θ ∈ Sn−1 and see that∫
Rn
(x · θ)2 |x|p−2 dT∗µ(x) ≥
∫
|x|≤
√
4Mn
(x · θ)2 |x|p−2 dT∗µ(x)
≥ (4Mn)p/2−1
∫
|x|≤√4Mn
(x · θ)2 dT∗µ(x)
& np/2−1.
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Claim 24. Under the assumptions of Lemma 15, ‖T−1‖op . 1.
Proof. Fix θ ∈ Sn−1. As Covp(µ) = Zp,µId and by Claim 23 we have
Zp,µ =
∫
(x · θ)2 |x|p−2 dµ(x)
=
∫
(x · T−1,∗θ)2 |T−1x|p−2 dT∗µ
≥ ‖T−1‖p−2op
∫
(x · T−1,∗θ)2 |x|p−2 dT∗µ
& ‖T−1‖p−2op |T−1,∗θ|2 np/2−1.
Taking the supremum over all θ ∈ Sn−1 we get
Zp,µ n
1−p/2 ‖T−1‖2−pop & sup
θ∈Sn−1
|T−1,∗θ|2 = ‖T−1,∗‖2op = ‖T−1‖2op
and recall that Zp,µ ≃ np/2−1.
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