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ABSTRACT
Xiaobiao Huang
Beam Diagnosis and Lattice Modeling of the Fermilab Booster
A realistic lattice model is a fundamental basis for the operation of a synchrotron. In
this study various beam-based measurements, including orbit response matrix (ORM)
and BPM turn-by-turn data are used to verify and calibrate the lattice model of the
Fermilab Booster. In the ORM study, despite the strong correlation between the
gradient parameters of adjacent magnets which prevents a full determination of the
model parameters, an equivalent lattice model is obtained by imposing appropriate
constraints. The fitted gradient errors of the focusing magnets are within the design
tolerance and the results point to the orbit offsets in the sextupole field as the source
of gradient errors.
A new method, the independent component analysis (ICA) is introduced to an-
alyze multiple BPM turn-by-turn data taken simultaneously around a synchrotron.
This method makes use of the redundancy of the data and the time correlation of
the source signals to isolate various components, such as betatron motion and syn-
chrotron motion, from raw BPM data. By extracting clean coherent betatron motion
from noisy data and separates out the betatron normal modes when there is linear
coupling, the ICA method provides a convenient means to measure the beta functions
and betatron phase advances. It also separates synchrotron motion from the BPM
samples for dispersion function measurement. The ICA method has the capability
to separate other perturbation signals and is robust over the contamination of bad
BPMs. The application of the ICA method to the Booster has enabled the mea-
surement of the linear lattice functions which are used to verify the existing lattice
vii
model. The transverse impedance and chromaticity are measured from turn-by-turn
data using high precision tune measurements. Synchrotron motion is also observed
in the BPM data.
The emittance growth of the Booster is also studied by data taken with ion pro-
file monitor (IPM). Sources of emittance growth are examined and an approach to
cure the space charge induced emittance growth for low energy synchrotron beams is
discussed.
viii
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The Booster Synchrotron 1
Chapter 1
The Booster Synchrotron
The Fermilab Booster is a fast cycling proton synchrotron. It is the first synchrotron
in the Fermilab accelerator chain. The Booster takes proton beams from the Linac at
a kinetic energy of 400 MeV and accelerates them to 8 GeV in 33.5 ms. The beams
are then extracted, to be transferred to the Main Injector for further acceleration
or sent to the target of the MiniBooNE experiment. The Booster was built over 35
years ago and was first operated in 1970. It had a major upgrade in 1993 with the
injection energy increased to the current 400 MeV from the original 200 MeV. It is
able to deliver 5 × 1012 protons per pulse at 5 Hz repetition rate. As the Booster
is the common source of high energy proton beams at Fermilab, its performance is
crucial for all major Fermilab experiments. This chapter will first give an overview
of the Booster in section 1.1 which includes the general aspects of the Booster, its
lattice structure, correction elements and diagnostics. Then a brief description of the
motivation of this study is given in section 1.2.
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1.1 Overview of the Booster
The Booster is composed of 24 identical cells with a total circumference of 474.2 m.
The cells are labeled 1, 2, · · · , 24 along the direction of the beam with cell 1 contains
the injection section. The layout of the Booster ring is shown in Fig. 1.1. Each
 
Figure 1.1: Layout of the Booster tunnel.
cell has 4 main magnets. The 96 main magnets bend the beam to form a circular
path. Unlike most modern synchrotrons, the Booster magnets are combined-function
magnets which serve as both dipole magnets and quadrupole magnets, i.e., they also
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provide transverse focusing of the beam. There are two types of main magnets, focus-
ing (F magnets, see Fig. 1.2(a)) and defocusing (D magnets, see Fig. 1.2(b))1. There
are two F magnets and two D magnets in one cell which are configured as shown in
Fig. 1.2(c), where FU, FD are focusing magnets and DU, DD are defocusing magnets,
respectively. The second letter “U” or “D” indicate upstream or downstream. The
straight section between the two defocusing magnets is 6 m long and is referred as a
Long straight section. The space between the two neighboring focusing magnets is
1.2 m and is called a Short straight section. The long straight sections are used to
install injection/extraction magnets, rf cavities, correction magnets and diagnostics,
etc. Correction magnets and diagnostics are also installed in short straight sections.
The magnetic field in the magnets should ramp up together with the beam mo-
mentum to confine the beam around the fixed radial orbit within the vacuum pipe.
The bending dipole field is of the form
B(t) = Bdc −Bac cos 2pift, f = 15Hz (1.1)
with t = 0 at injection and t = 1/30 s at extraction. Because the radial orbit of the
beam is fixed in the pipe on average, the beam momentum has to follow the magnetic
field. Thus Eq. (1.1) can be used to predict the momentum in the cycle. A magnetic
field of the form of Eq. (1.1) is generated by the power supply system through a
resonant circuit. Each pair of F and D magnets are connected with a capacitor bank
and a choke to form a resonance cell. There are a total of 48 cells which are connected
in series and are powered by four power supplies. The resonance circuit oscillates at
15 Hz with sinusoidal current of the form of Eq. (1.1).
The beam gains energy from the electric field in the gaps of rf cavities during
1Since a horizontal focusing magnet is defocusing in the vertical plane and vice versa, one needs
to specify in which plane the magnet is focusing. It is conventional to refer to the horizontal plane
by default.
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(c) cell layout
Figure 1.2: (a)(b) Cross sections of the combined-function mag-
nets. (c) The layout of one Booster cell. The magnet
length is 2.89 m.
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acceleration. There are a total of 17 rf cavities in the Booster. The cavities are
installed in the long straight sections of 9 cells as shown in Fig. 1.1. The cavities
are divided into two groups, group “A” and “B”. The phase difference between the
two groups determines the net acceleration voltage per turn. The rf frequency is 84
times the revolution frequency. It ranges from 37.87 MHz at injection to 52.81 MHz
at extraction, corresponding to revolution time of 2.22 µs and 1.59 µs, respectively.
The ramping rf frequency is specified by a program which is stored in an electronics
card. The rf frequency is changed by varying the current of the ferrite tuners. Two
feedback loops, the phase lock loop (PLL) and the radial position loop, are used to
make corrections to the program to keep the beam in correct positions and damp
synchrotron oscillations. The radial position loop uses a BPM at Long 18 to detect
the radial position (RPOS) of the beam 2. The radial position is compared to the
radial offset curve (ROF). The difference signal is used to change the acceleration
voltage and maintain the desired radial position. The PLL measures the phase error
between the beam and the rf through a resistive wall monitor. The phase error signal
is processed to generate corrections which then are applied to the rf cavities. The
synchrotron oscillation is damped by accelerating or decelerating the beam.
The rf cavities not only accelerate the particles but also provide a longitudinal
focusing force to hold them together to form a bunch structure. There are 84 stable
phase space areas, or rf buckets that can capture and hold particles. Hence there are
typically 84 bunches inside the ring. The entire sequence of bunches in one cycle is
called a batch. The bunched particles occupy certain areas in phase space which is
called the longitudinal emittance. The typical longitudinal emittance for the Booster
is 0.1 eV·s. There is a critical point in the cycle called the transition when particles
with different energies complete a revolution with the same time. At transition the
2After the shutdown in fall 2004, RPOS is picked up in Long 20.
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rf cavities lose their focusing power temporarily. The rf phase needs to be quickly
shifted to maintain longitudinal focusing after transition. For the Booster, transition
occurs at 17 ms after injection when the relativistic gamma is 5.446.
The Booster adopts a multi-turn H− stripping injection scheme. The particles
from the Linac are negative hydrogen ions (H−). They are transferred from the Linac
to the Booster tunnel through the 400 MeV transport line. The final section of
the transfer line is a matching section which consists of several suitably-configured
quadrupole magnets. These quadrupoles rotate the transverse phase space ellipse of
the beam to match that of the Booster to increase injection efficiency. The Debuncher
is also located in this section. The Debuncher rotates the beam in longitudinal phase
space to reduce the momentum spread and to reduce the 805 MHz rf structure of the
Linac. A set of four magnets (Orbump, see Fig. 1.3) are used to merge the injection
beam to the Booster orbit. The injection beam at the end of the 400 MeV line is
bent to a trajectory parallel to the Booster beam path and meets the circulating
beam (protons) at the second Orbump magnet. Both the proton and H− beams then
pass the stripping foil which removes the electrons of H− ions. The stripped H− ions
become protons and are bent to Booster beam orbit by the downstream Orbump
magnets. The Orbump magnets are powered on only during injection which can last
up to 40 µs, or 18 turns. The regular operations often inject 10 turns. Fig. 1.3
illustrates the injection scheme of the Booster.
The beam is extracted to the MI-8 line at Long 03 to be transferred to the Main
Injector. It can also be extracted to the beam dump at Long 13 (see Fig. 1.1). The
extraction schemes are the same at both locations. Take the Long 03 extraction as an
example. There are four fast kickers in the long section before the extraction section,
i.e., Long 02. The extraction kickers have a rise time of approximately 30 ns. When
fired, they push the beam upward by about 25 mm at the extraction section such that
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the beam passes the field region of the septum 3 which then bends the beam further
up by 44 mrad to the MI-8 line. Because the vertical aperture of the F magnets is
small ( 42 mm ) and the septum plate has to be close to the beam centerline (10 mm
above), the beam does not have much space to occupy during acceleration. A set of
four magnets are used to bend the beam downward at the septum to avoid scraping
(see Fig. 1.4). These magnets form the extraction chicane and are commonly referred
to as “dogleg” magnets. The dogleg magnets are not ramped because the beam size
shrinks as its energy increases. A set of three magnets work together with the dogleg
magnets to maintain aperture.
The nominal horizontal and vertical betatron tunes are 6.7 and 6.8, respectively.
The design lattice has strict 24-fold periodicity. Fig. 1.5 shows the beta function
and dispersion function of one ideal Booster cell. It was believed that the ideal
lattice was a good approximation of the real Booster lattice until recently when a
more realistic lattice model [5] was built. It is found that the edge-focusing of the
dogleg magnets perturb the linear lattice functions much more than expected. For
example, the maximum horizontal beta is max(βx)=47.1 m with dogleg effect while
the design lattice has only max(βx)=33.7 m. The maximum vertical beta function
and dispersion function are also increased. Increased beta function and dispersion
function leads to increased beam size which in turn increases the possibility of beam
loss. The maximum horizontal beam size is about 25% larger and the maximum
vertical beam size is about 10% larger than the ideal lattice due to the dogleg effect.
The perturbation of doglegs also reduces the periodicity of the lattice structure and
causes other problems. For example, it can increase the resonance stopband width.
Theoretically, the dogleg effect can be partially compensated by properly arrang-
ing the trim quadrupoles [6]. However, it is difficult to implement because the
3The septum is a pulsed magnet which has a field-free region and a field region separated by a
plate.
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foil
Figure 1.3: Schematic of the Booster injection scheme (from Ref.
[3]).
Figure 1.4: Schematic of the Booster extraction region (from Ref.
[3]).
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applicability of the calculated compensation setting depends on the accuracy of the
lattice model and the compensation result is not conveniently measurable. Even if
the compensation scheme works, it reduces the flexibility of betatron tune control.
An effective way to mitigate the dogleg effect is to reduce the bending angle θ of the
dogleg magnet because the perturbation is proportional to θ2. For this reason, the
two sets of dogleg magnets were repositioned in the 2003 fall shutdown and the 2004
fall shutdown, respectively. The distances between the two upstream (to the septum)
and the two downstream dogleg magnets were both increased from original 0.21 m
to 0.77 m. With the new dogleg layout, the maximum horizontal beta function is
36.5 m. The lattice periodicity is also restored. The maximum beta and dispersion
function with different dogleg layout are listed in Table 1.1. The repositioning of
dogleg magnets has resulted in sizeable improvements of injection efficiency. The lat-
tice functions before and after the dogleg magnet repositioning have been measured
through BPM (beam position monitor) turn-by-turn data in this study.
Table 1.1: The maxima of linear lattice functions
dogleg layout βx(m) βz(m) Dx (m)
ideal (no doglegs) 33.7 20.5 3.2
old 03, old 13 47.1 24.2 6.1
new 03, old 13 41.3 23.9 4.7
new 03, new 13 36.5 23.6 3.7
The 96 combined-function magnets form the main frame of the Booster lattice.
However, a real machine is never perfect because of the inevitable manufacturing
defects, installation errors and operation variations. It is necessary to have addi-
tional magnets which can be used to fine-tune the machine to improve performance.
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The Booster has various correction elements, including dipoles, quadrupoles, skew
quadrupoles and sextupoles. There are a total of 48 corrector packages evenly dis-
tributed in the ring with one in each long straight section and each short straight
section. A corrector package is a combination of a horizontal trim dipole, a verti-
cal trim dipole, a trim quadrupole and a skew quadrupole. These elements are all
independently controllable. The trim dipoles are used to control the beam orbits.
Since one trim dipole causes orbit distortion globally, the trim dipoles are often used
in combinations to create local orbit “bumps”. The short section horizontal dipoles
are most efficient for horizontal orbit control because the short sections correspond
to large horizontal beta function. Similarly the long section vertical dipoles are most
efficient for vertical orbit control. The trim dipoles are usually powered with DC
current (i.e., not ramped). The trim quadrupoles are used to control the betatron
tunes. The long section quadrupoles are better for vertical tune control and the short
section quadrupoles are better for horizontal tune control. The trim quadrupoles are
ramped. The long section trim quadrupoles share a ramping curve and the short
section trim quadrupoles share another. A change of current by 1 A at 400 MeV in
a short section quadrupole would result in a horizontal tune shift of 0.020 and the
same amount of change in a long section quadrupole would result in a vertical tune
shift of 0.011. The skew quadrupoles are used to compensate linear coupling between
horizontal and vertical betatron motions. The Booster has chromaticity sextupoles
in some short sections and some long sections to control the horizontal and vertical
chromaticities. The short section chromaticity sextupoles is ramped with the SEXTS
curve and the long section chromaticity sextupoles is ramped with the SEXTL curve.
The Booster also has sextupoles in some of the long sections for third order resonance
compensation.
The diagnostics of the Booster provides various means to monitor the beam. There
is a beam position monitor (BPM) in each of the 48 straight sections. The BPM
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detector is composed of four striplines in a cylinder. The difference between signals
from the pair of top-bottom striplines are used for vertical beam position detection
and the left-right pair are for horizontal beam position. The horizontal and vertical
beam positions are simultaneously measured at the same location. The positions can
be digitized on a turn-by-turn basis. The Booster ion profile monitors (IPMs) are
non-destructive tools for transverse beam profile measurements. They are located at
long straight section 05. The IPMs detect ions generated by the interaction between
the beam and residual gas in the vacuum pipe to derive the transverse profile of the
beam. Both horizontal and vertical IPM readings are recorded turn by turn. The
transverse sizes are measured from the recorded profiles. Since the space charge force
of the beam affects the motion of ions and thus the ion profile, the transverse beam
sizes derived from the profiles need to be calibrated with respect to beam intensity [7].
A resistive wall monitor (RWM) is located at the Long 18 section to pick up the beam
current signal. The signal from the RWM is used to measure the longitudinal bunch
positions (phase) and profiles. About 60 beam loss monitors (BLM) are in the Booster
tunnel to measure the proton beam loss.
The basic parameters of the Booster are listed in Table 1.2.
1.2 Motivation of Study
For some time, the primary proton use of the Booster was antiproton production for
the Tevatron pp¯ collision experiment. It requires about 7E15 protons per hour, a
task that the Booster can handle easily. However, the Fermilab neutrino programs,
namely, the MiniBooNE and NuMi/Minos experiments, have increased the proton
demand significantly over the next few years. The proton demand was increased to
as much as 1.8E17 protons per hour. Since the Booster is now able to accelerate
5E12 protons per pulse and the maximum repetition rate allowed by hardware is 7.5
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Table 1.2: The basic Booster parameters
Circumference (m) 474.2
Injection kinetic energy (MeV) 400
Extraction kinetic energy (GeV) 8
Cycling rate (Hz) 15
RF frequency (MHz) 37.8 - 52.8
Harmonic number 84
Protons per cycle 5×1012
Super-periodicity 24
Magnets per cell 4
Betatron tunes νx,νz 6.7, 6.8
max/min βx (m) 33.7 (Short)/6.1 (Long)
max/min βz (m) 20.5 (long)/5.3 (Short)
max/min Dx (m) 3.19 (Short)/1.84 (Long)
Transition γt 5.446
Transverse emittance a n (mm-mrad) 12 pi
Longitudinal emittance b (eV·s) 0.1
anormalized 95% emittance
b95% emittance
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Hz, it seems not far from the goal. However, beam loss prevents the Booster from
delivering its full production rate. Proton beam loss in the Booster causes potential
radiation damage to the accelerator components and the radiation activation of the
components makes the maintenance difficult. The beam loss is currently the main
limiting factor of the Booster which allows an operational proton flux level of only
0.5E17 protons per hour. Thus the major challenge is to increase the proton output
without increasing beam loss.
It is important to understand the causes of beam loss to be able to reduce it. The
lattice can have a large impact over the performance of the machine, which can be
seen from the improvement of injection efficiency of the Booster after the distance
between the dogleg magnets was stretched out during the fall shutdown in 2003 (see
Fig. 1.6). Although the Booster is more than 35 years old, our understanding of its
lattice was not very good. For example, the beta functions had never been measured.
The lattice distortion effect of the extraction doglegs was not discovered until recently
because there was no effort to check the lattice model with experiment. Is the lattice
model realistic after the discovery of dogleg effect? Are there any other large lattice
distortion sources such as main magnet imperfections? We are not able to tell without
verification of the model with beam-based measurements.
The first effort in this study is to calibrate the lattice model with orbit response
matrix (ORM) measurements. Orbit responses are the beam orbit deviations when
the beam is perturbed by trim dipoles. The orbit responses are determined entirely
by the linear properties of the lattice. By comparing the measured orbit responses
to that predicted by the lattice, the lattice model can be calibrated. The ORM
method has been successfully applied to many electron storage rings. Even though it
is somewhat challenging to apply it to a fast-cycling proton machine because of the
reduced orbit stability and BPM resolution, it is still a promising approach to verify
and correct the Booster lattice model.
1.2 Motivation of Study 15
Oct, 2002
Jan, 2004
Figure 1.6: (Color) Typical beam intensity (magenta) and beam
loss (green) before and after 2003 fall shutdown when
the dogleg in L13 is stretched out. The two plots use
the same scale. The intensity scale is 0 to 8×1012 pro-
tons per pulse. The time axis (horizontal) corresponds
to one cycle. (from Eric Prebys)
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The Booster BPMs have been upgraded to be able to measure the beam orbit on
turn-by-turn basis for the entire cycle. The turn-by-turn BPM data contain a vast
amount of information about the beam motion. The beta functions, betatron phase
advances and dispersion function can be measured from the turn-by-turn data, which
in turn can be used to verify and calibrate the lattice model. Betatron tunes can be
measured from turn-by-turn data. By measuring the dependence of betatron tunes
on relevant factors, other information such as the transverse impedance and the chro-
maticities can be derived. BPM turn-by-turn data also has information about the
synchrotron motion. However, the turn-by-turn readings of each BPM have mixed
information of the betatron and, synchrotron motions and are often contaminated by
white or colored noise due to electronics system. It is difficult to study one compo-
nent without being bothered by the others. The signal-to-noise ratio of single BPM
readings is often not high because the amplitude of coherent motion of the beam is
limited by beam loss. Thus it is important to take advantage of the data of all BPMs
to uncover the information of the machine. As BPMs of more and more accelerators
are able to read turn-by-turn data, the suitable data analysis method has become a
compelling issue. In this study, the applicability of a new data analysis technique
called the independent component analysis (ICA) is studied. This method has many
desirable features for turn-by-turn data analysis and is expected to become a common
beam diagnosis tool.
Emittance growth is also a concern in Booster operation. The early blowup of
transverse emittance is a major cause of injection beam loss for high intensity beams
in the Booster. The cause of emittance growth is believed to be the space charge
effect. The pattern of emittance growth and its dependence on beam intensity is
studied through the ion profile monitor (IPM) measurements. A possible mechanism
of transverse emittance growth is the space charge stopband associated with the half-
integer envelope resonance. A cure of the space charge induced emittance growth and
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beam loss is proposed on the basis of this theory. Beam loss at transition is a major
source of tunnel activation. It is also an important limiting factor of the maximum
batch size (proton per pulse). The longitudinal non-adiabatic motion near transition
and longitudinal space charge effect cause phase space mismatch which in turn lead to
post-transition oscillation. This is observed and studied with both IPM and resistive
wall monitor signal.
This thesis is organized into seven chapters. This first chapter describes the Fer-
milab Booster and the motivation of study. A concise introduction of the basics of
accelerator physics is given in Chapter two. Chapter three presents the orbit response
matrix measurements and model calibration. Chapter four introduces the method of
independent component analysis (ICA) for BPM turn-by-turn data analysis. Appli-
cation of the ICA method to the Booster is described in Chapter five. The study
of emittance growth and a possible cure is found in Chapter six. Conclusions are
summarized in Chapter seven.
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Chapter 2
Introduction to Accelerator
Physics
In a circular accelerator, particles are guided by the magnetic field of the bending
magnets to follow the design orbit. Quadrupole magnets are also needed to prevent
loss of particles due to divergence. Since a quadrupole magnetic field always provides
a focusing force on one transverse direction and a defocusing force on the other trans-
verse direction, modern accelerators adopt an alternating gradient focusing scheme
which applies focusing and defocusing quadrupole magnets alternately to obtain an
overall focusing effect on both transverse directions. Particles in a beam oscillate
around the nominal orbit in the transverse directions.
Particles gain energy only at the gaps of rf cavities which have longitudinal electric
field. The electric field oscillates at radio frequencies. Particles pick up energy at an rf
gap only if their arrival time is in the right half rf period when the electric field favors
the increase of energy, and the amount of energy each particle gains also depends on
its arrival time. Usually the revolution time of particles depends on their energy. By
properly setting the rf phase, particles with higher energy can be made to gain less
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energy from rf cavities and vice versa. Particles are held together to form bunches due
to the longitudinal focusing effect of rf cavities. Particles in bunched beams oscillate
in the longitudinal direction around the nominal energy and phase.
This chapter intends to introduce the basics of accelerator physics as a basis
for the discussions in the following chapters. The coordinate system used in this
study is introduced in section 2.1. A brief description of the basic components of a
synchrotron is in section 2.2. The theory of transverse and longitudinal motions are
given in section 2.3 and section 2.4, respectively.
2.1 Coordinate System
In accelerator physics the orbits of particles are measured by their deviation from
a reference orbit. The reference orbit is the ideal path of the beam determined by
the location and magnetic fields of the deflecting magnets. It is a fixed, closed path.
An ideal particle with right momentum and initial conditions would travel along the
reference orbit. But in general particles oscillate around it.
z x
z
s
Reference orbit
x
Figure 2.1: The coordinate system.
2.2 Basic Components of an Accelerator 20
The coordinate system used in this thesis is as shown in Fig. 2.1. The local
Cartesian coordinate axis (x, s, z) moves along the reference orbit S with s pointing
to the tangent of S, x in the tangential plane to the outer side and z = x × s. The
x,z direction are referred as horizontal and vertical directions, respectively.
The arc length s traveled by the ideal particle along the reference orbit is often
used as independent variable instead of time t. The relation of the two is s = βct
with βc the speed of the ideal particle. The transverse “velocity” is then
x′ =
dx
ds
, z′ =
dz
ds
, (2.1)
which actually depicts the deflecting angle in the two transverse planes respectively.
2.2 Basic Components of an Accelerator
An accelelerator consists of various magnets such as dipole magnets, quadrupole and
skew quadrupole magnets, sextupole and skew sextupole magnets, etc. RF cavities
are also essential for acceleration and longitudinal manipulation. The properties of
these components are summarized below.
2.2.1 Dipole
A dipole magnet generates uniform magnetic field which bends the beam running
through it by a certain angle θ. The dipole length l and bending radius of curvature
ρ are related by l = ρθ. A schematic drawing of a dipole magnet is shown in Fig. 2.2.
The bending radius is determined by both the magnetic field and the momentum of
the beam. Let B0 be the dipole field and p the momentum of a particle with charge
e, then
ρ =
p
e
1
B0
, (2.2)
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where p/e is defined as the momentum rigidity of the beam and is often written as
Bρ = p/e.
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Figure 2.2: Schematic of a dipole magnet.
2.2.2 Quadrupole and skew quadrupole
Quadrupole magnets are used to generate a transverse focusing force to confine the
beam in the vacuum pipe. Skew quadrupole magnets are used to correct the linear
coupling of motions between the two transverse planes. Fig. 2.3 shows schematics of
both magnet types.
In a quadrupole magnet the magnetic field depends on position linearly. The
magnetic field gradient in the two transverse directions are equal by symmetry. The
quadrupole coefficient is defined as
B1 =
∂Bx
∂z
=
∂Bz
∂x
, (2.3)
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(b) skew quadrupole
Figure 2.3: Schematics of a normal quadrupole and a skew
quadrupole.
and it is normalized by the momentum rigidity to give
K1 =
B1
Bρ
. (2.4)
The reference orbit usually runs through the center of the quadrupole magnets.
So the magnetic field inside a quadrupole magnet is
Bx = B1z, (2.5)
Bz = B1x. (2.6)
A particle passing the quadrupole magnetic field receives an angular kick that depends
on its transverse position. For a thin quadrupole magnet with length l, the angular
kicks are
∆x′ =
∫
Bzdl
Bρ
= K1lx, (2.7)
∆z′ = −
∫
Bxdl
Bρ
= −K1lz. (2.8)
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So a focusing magnetic field for the horizontal plane is defocusing for the vertical
plane and vice versa.
Skew quadrupoles are normal quadrupoles rotated 45 degrees about the s axis. It
relates the focusing force in one transverse plane with the position in the other trans-
verse plane. The transverse motions in both planes are coupled by skew quadrupoles.
They are usually used to compensate the linear coupling caused by skew quadrupole
components due to magnet imperfections or misalignments.
2.2.3 Sextupoles
Sextupoles and skew sextupoles are nonlinear components because their magnetic
field depend quadratically on transverse position. The magnetic field of a sextupole
is
Bx = B2xz, (2.9)
Bz = B2
(x2 − z2)
2
, (2.10)
where the sextupole coefficient B2 is defined as
B2 =
∂2Bz
∂x2
,
and it is normalized by definingK2 = B2/[Bρ]. Sextupoles provide position-dependent
focusing/defocusing magnetic field. They are used to compensate the chromaticity as
will be discussed in section 2.3. Skew sextupoles are obtained by rotating sextupoles
about the s axis by 30 deg.
2.2.4 RF cavity
RF cavities supply energy to accelerate the beam or compensate its energy loss and
provide longitudinal focusing. An rf cavity affects the beam by establishing a longitu-
dinal electric field across its gap. Charged particles passing the gap will gain or lose
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energy according to the arrival time. The electric field oscillates with radio frequency
frf . The voltage across the gap is of the form
V (t) = V0 sin(ωrft + φ), (2.11)
where ωrf = 2pifrf is angular frequency and φ is a phase factor. If the gap is narrow,
the energy gain of a particle in one pass is eV (t). For the beam to be synchronized
with the rf cavity, the rf frequency frf should be an integral multiple of the revolution
frequency of the beam. This integer h is called the harmonic number
frf = hfrev. (2.12)
2.3 Transverse Motion
Under the alternating focusing/defocusing force of gradient magnets, particles in a
beam undergo oscillations around the reference orbit in the transverse directions.
Such oscillation is called betatron motion which is to be discussed in this section.
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2.3.1 Equation of motion
Motion of charged particles in magnetic field is determined by the Lorentz force law.
The equations of motion can be derived 1 in our curvilinear coordinate system to get
x′′ − ρ+ x
ρ2
=
Bz
Bρ
p0
p
(
1 +
x
ρ
)2
, (2.13)
z′′ = −Bx
Bρ
p0
p
(
1 +
x
ρ
)2
, (2.14)
where ρ is the local radius of curvature of the orbit and p is momentum of the particle
being described while p0 is the momentum of the ideal particle which travels along
the reference orbit and Bρ = p0/e is the momentum rigidity of this particle. Particles
with momentum p = p0 are said to be on-momentum. For on-momentum particles,
if we consider only up to the linear term, i.e., the dipole and quadrupole fields, the
above equations are reduced to
x′′ +Kx(s)x = 0, Kx = 1/ρ2 −K1(s), (2.15)
z′′ +Kz(s)z = 0, Kz = K1(s). (2.16)
Since modern accelerators are often composed of sequential identical sections (each
section is called a superperiod), the focusing functions Kx(s),Kz(s) are often periodic
1This can be done by starting with the general Hamiltonian of a charged particle in electromag-
netic field [1]
H = eφ +
√
E2
0
+ |P− eA|2,
where φ is the electric potetial, A is the magnetic vector potential, E0 and P are the inertial energy
and the canonical momentum of the particle, respectively. Alternatively one may consider Newton’s
law under the Lorentz force
dp
dt
= e(E + v ×B)
with p = P−eA represents the mechanical momentum, E is the electric field and B is the magnetic
field.
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(for circular accelerators, the circumference C is a natural period). An equation of
the form
y′′ +K(s)y = 0 (2.17)
with periodic coefficient K(s+L) = K(s) is called Hill’s equation. Our discussion of
betatron motion is based on Eq. (2.17) with y represents either x or z.
According to Floquet’s theory, the general solutions of Hill’s equation can be
expressed in terms of two basis functions of the form
y1(s) = aw(s) exp[iψ(s)], y2(s) = aw(s) exp[−iψ(s)] (2.18)
with periodic condition that w(s+ L) = w(s). Hill’s equation requires that
w′′ +K(s)w − 1
w3
= 0, (2.19)
ψ′ =
1
w2
. (2.20)
From Eq. (2.18) we see w(s) is related to the oscillation amplitude. Eq. (2.19) is
the envelope equation which is also difficult to solve. In general it may be solved
numerically. Conventionally one defines the Courant-Snyder parameters as
β =
1
w2
, α = −ww′, γ = (1 + α2)/β (2.21)
in which β is called betatron amplitude function or beta function. From Eq. (2.20) we
have
ψ(s) =
∫ s
0
ds
β(s)
, (2.22)
where ψ(s) is the phase function. Eq. (2.22) implies that beta function is the local
wave number of betatron oscillation. Both β(s) and ψ(s) are determined only by the
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placements and strengths of the magnets of the accelerator or its machine lattice. A
general solution of Hill’s equation can be written as
y(s) =
√
β(s) sin(ψ(s) + ξ) (2.23)
with constant  and ξ determined by initial conditions.
2.3.2 Transfer matrix
An alternative approach to study the transverse motion is to trace the phase-space
coordinate (y, y′) as the particle travels along the accelerator elements. The phase-
space coordinate at both ends of an element is related by a symplectic map. For
linear systems this map reduces to a 2× 2 transfer matrix M such that
 y
y′


s
= M(s, s0)

 y
y′


s0
. (2.24)
Transfer matrices of some common linear elements are listed below as examples
1. a drift space of length l
Mdrift =

 1 l
0 1

 (2.25)
2. a sector dipole with bending radius ρ, bending angle θ
Mdipole =

 cos θ ρ sin θ
−1
ρ
sin θ cos θ

 (2.26)
3. a quadrupole of length l, focusing constant K
Mquad(K > 0) =

 cos(√Kl) 1√K sin(√Kl)
−√K sin(√Kl) cos(√Kl)

 (2.27)
Mquad(K < 0) =

 cosh(√Kl) 1√K sinh(√Kl)√
K sinh(
√
Kl) cosh(
√
Kl)

 (2.28)
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The transfer matrix of a section is the product of the transfer matrices of sequential
elements, i.e.
M(s + L, s) = MnMn−1 . . .M1. (2.29)
The transfer matrix for a section described by Hill’s equation (2.17) can be written
explicitly
M(s2, s1) =

 √β2 0
− α2√
β2
1√
β2



 cosψ sinψ
− sinψ cosψ



 1√β1 0
α1√
β1
√
β1

 , (2.30)
where subscript 1,2 indicate parameters at s1 and s2, respectively and ψ = ψ(s2) −
ψ(s1) is the phase advance from s1 to s2.
The transfer matrix for a complete revolution can always be written in the form
M =

 cos Φ + α sin Φ β sin Φ
−γ sin Φ cos Φ− α sin Φ

 , (2.31)
where the subscripts are dropped and Φ is phase advance in one revolution. The num-
ber of betatron oscillations in one revolution is defined as the betatron tune denoted
by Qy or νy
Qy = νy =
Φ
2pi
=
1
2pi
∫ s+C
s
ds
βy(s)
. (2.32)
2.3.3 Emittances
From Eq. (2.30) we see if we define
 u
u′

 =

 1√β 0
α√
β
√
β



 y
y′

 ,
then 
 u2
u′2

 =

 cosψ sinψ
− sinψ cosψ



 u1
u′1

 .
2.3 Transverse Motion 29
In other words, the motion of (u, u′) in phase space is purely rotation about the origin,
which means
u2 + u′2 =
1
β
(
y2 + (αy + βy′)2
)
= C(y, y′) =  = constant. (2.33)
This constant is called the Courant-Snyder invariant. Eq. (2.33) can also be verified
directly from Eq. (2.23). It specifies an ellipse in the (y, y ′) plane which is the
intersection of the Hamiltonian torus 2 and the plane (y, y′) at each location s, as
illustrated in Fig. 2.4. Since α,β are s-dependent, the shape and orientation of the
ellipses are also s-dependent. The phase space area enclosed by the ellipse is pi.
Particles will follow such ellipses according to their initial values of (y0, y
′
0) as they
pass location s consecutively.
Particles in a beam are distributed on the phase space plane and occupy a certain
area. This phase space area is an important measure of the quality of the beam.
The emittance measures the phase space area occupied by the beam. The rms beam
emittance is defined as
rms =
√
σ2yσ
2
y′ − σ2yy′ , (2.35)
where σy, σy′ are rms beam widths and σyy′ is the correlation of y and y
′. The rms
emittance can be thought as the phase space area enclose by the ellipse of an rms
2The Hill’s equation can be derived from a pseudo-Hamiltonian
H =
1
2
y2 +
1
2
K(s)y′2, (2.34)
which gives rise to an invariant torus
J =
1
2β(s)
[y2 + (β(s)y′ + α(s)y)2]
in the (y, y′) phase space.
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particle. The 95% emittance denotes the phase space area 3 occupied by the core of
the beam with 95% of the particles. For gaussian distribution, the 95% emittance
and rms emittance are related by
95% = 6rms. (2.36)
The emittance is related to the rms width of the beam. For gaussian beams, the
relation is
rms =
σ2y
βy
, (2.37)
where βy is the beta function of the location at which beam width is measured. This
relation does not take dispersion into account so it is valid only for the vertical plane.
In deriving the invariant ellipse equation we assumed constant momentum p of the
particles. If the beam is accelerated, a damping term, p′x′/p has to be add to the left-
hand side of Hill’s equation (2.17), or equivalently we may use canonical momentum
py instead of y
′ = py/p. So the true invariant is the normalized emittance
n = γβ, (2.38)
where γ, β are Lorentz relativistic parameters.
2.3.4 Dispersion
The discussion about the transverse motion so far is for on-momentum particles.
However most particles in a beam are off-momentum, i.e., having momentum p 6= p0.
Since the bending radii in a dipole are larger for particles with momentum p > p0
and smaller for those with p < p0, the off-momentum orbits have deviations from the
3Usually the area is divided by pi and the unit of pi-mm-mrad is used to measure phase space
area.
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on-momentum orbit. Similarly, the focusing effects of quadrupoles also depend on
the particle momentum and this affects the betatron motion of the off-momentum
particles.
The momentum deviation δ is defined as
δ =
∆p
p
, ∆p = p− p0. (2.39)
Then the bending radius for an off-momentum particle is ρ/(1 + δ) with ρ the on-
momentum radius. Expanding Eq. (2.13) in terms of x, δ and keeping only linear
terms, the equation of motion becomes [1]
x′′ + (Kx + ∆Kx)x =
δ
ρ
,
Kx =
1
ρ2
−K1(s), ∆Kx =
(− 2
ρ2
+K1(s)
)
δ. (2.40)
The inhomogeneous term on the right-hand side gives rise to orbit deviations and the
∆Kx term represents the momentum-dependence of the focusing effect which causes
chromatic aberration to be discussed in the next subsection.
A solution of Eq. (2.40) can be written in the form
x = xβ(s) +D(s)δ (2.41)
with
x′′β +Kx(s)xβ = 0, (2.42)
D′′ +Kx(s)D =
1
ρ
, (2.43)
where the chromatic term ∆Kx is omitted here. So the off-momentum particle is
undergoing betatron oscillation around a deviated closed orbit. The xβ term corre-
sponds to betatron motion and D(s)δ is the deviation from the on-momentum closed
orbit. The periodic condition D(s+C) = D(s) is imposed to ensure the offset of the
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reference orbit is also closed. Function D(s) is called the dispersion function. The
dispersion function is usually vanishing for the vertical plane because the bending is
only in the horizontal plane.
In presence of non-zero dispersion, the beam width depends on its momentum
spread as well as beam transverse emittance. Assuming that there is no correlation
between the longitudinal and horizontal distribution, the relation is
σ2x = xβx +D
2σ2δ , (2.44)
where x is horizontal rms emittance and σδ is rms momentum spread.
Because an off-momentum particle takes a different path than the on-momentum
particle, the total path length usually depends on the momentum deviation by a term
∆C =
[∮
D(s)
ρ
ds
]
δ. (2.45)
The momentum compaction factor αc is defined as
αc =
1
C
d∆C
dδ
. (2.46)
The revolution period T = C/v also depends on momentum by
∆T
T
=
∆C
C
− ∆v
v
= (αc − 1
γ2
)
∆p
p
= ηδ, (2.47)
where the phase-slip factor η is defined as
η = αc − 1
γ2
. (2.48)
For a particular energy corresponding to
γT =
√
1/αc, (2.49)
the revolution frequency is independent of momentum deviation. This energy is
called the transition energy. The phase slip factor and transition energy are of great
importance for the longitudinal motion of the beam.
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2.3.5 Chromaticity
The focusing strength deviations ∆Kx,z term are proportional to momentum devia-
tion,
∆Kx ≈ −Kxδ, ∆Kz ≈ −Kzδ, (2.50)
which correspond to “gradient errors” for off-momentum particles. The error of the
focusing strength causes tune shifts. The ratio of tune shift to momentum deviation
is called chromaticity, in particular, natural chromaticity, if the tune shift is due to
error of quadrupole focusing strengths only. The natural chromaticity is defined as
Cy,nat ≡ ∆νy
δ
= − 1
4pi
∮
βyKyds. (2.51)
The natural chromaticity is usually in the order of −νy. The large tune spread due
to chromaticity is sometime dangerous because it can sit a fraction of the beam on a
resonance line. It is often necessary to correct the chromaticity. This can be achieved
using sextupoles since the orbit offsets of the off-momentum particles in sextupole
magnetic field contribute a focusing force that is proportional to Dδ. Including the
sextupole corrections, the chromaticity is
Cx = − 1
4pi
∮
βx(Kx +K2D)ds, (2.52)
Cz = − 1
4pi
∮
βz(Kz −K2D)ds, (2.53)
where K2(s) is the sextupole component.
2.4 Longitudinal Motion
RF cavities provide energy to the beam through the longitudinal electric field across
their gaps. The electric field oscillates sinusoidally with radio frequency. Only parti-
cles that arrive at the rf gap at the right time (i.e. with right phases) can gain energy.
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The longitudinal motion of the particles must be synchronized with the rf phase to
ensure that particles always gain energy. Consequently the oscillation frequency of
the rf cavities must be an integral multiple of the revolution frequency of the beam.
We assume a particle which always arrives at the rf gap with the same phase.
We call this particular particle the synchronous particle and define the phase as the
synchronous phase . The revolution frequency of a particle depends on its momentum.
A particle with momentum different than the synchronous particle will become out
of phase with the rf eventually. However, if the rf phase is set properly, particles with
higher momentum will gain less energy from the cavities and thus be pulled back
to the synchronous particle and vice versa. In this case, a typical particle oscillates
around the synchronous particle. This is the longitudinal motion to be discussed in
this section.
2.4.1 Equations of motion
The electric field across the gap of an rf cavity is of the form
E = E0 sin(hω0t+ φs), (2.54)
where ω0 and φs are the angular revolution frequency and the phase angle of the
synchronous particle, respectively and h is the harmonic number. The synchronous
particle crosses the gap at time t = 0 and sees a voltage V sin φs.
Suppose the synchronous particle has energy E, a general particle has energy
E + ∆E and sees an rf phase φ. The mapping relation of the longitudinal coordinate
(φ, ∆E) of a general particle for two consecutive passes is [1]
∆En+1 = ∆En + eV (sinφn − sinφs), (2.55)
φn+1 = φn +
2pihη
β2E
∆En+1, (2.56)
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where subscript n, n + 1 denote the nth, nth+1 pass. When the acceleration rate is
low, the mapping equation can be approximated by differential equations
d
dt
(
∆E
ω0
)
=
1
2pi
eV (sinφ− sinφs), (2.57)
dφ
dt
=
hω20η
β2E
(
∆E
ω0
)
(2.58)
with coordinate (φ, ∆E/ω0), or
δ˙ =
ω0
2piβ2E
eV (sin φ− sin φs), (2.59)
φ˙ = hω0ηδ (2.60)
with coordinate (φ,δ), where the dot indicates the derivative with respect to time t.
The above equations can be derived from a Hamiltonian
H =
1
2
hω0ηδ
2 +
ω0eV
2piβ2E
[cosφ− cosφs + (φ− φs) sinφs]. (2.61)
2.4.2 RF phase stability and rf bucket
The equations of motion Eqs. (2.59), (2.60) lead to
φ¨− hω
2
0eV η
2piβ2E
(sinφ− sin φs) = 0, (2.62)
which is reduced to
φ¨− ω20
heV η cosφs
2piβ2E
(φ− φs) = 0 (2.63)
when the phase error φ− φs is small. It is seen that the longitudinal motion is stable
only if
η cosφs < 0. (2.64)
In other words, the phase stability condition is 0 ≤ φs < pi/2 for η < 0 (before
transition) and pi/2 < φs ≤ pi for η > 0 (after transition). The phase stability
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condition can be understood as follows. Below the transition energy, a particle with
higher energy completes the revolution with less time and thus arrives earlier than
the synchronous particle. When φs < pi/2, particles see the rising slope of rf wave
and therefore pick up less energy than the synchronous particle. So its phase is
pulled back to the synchronous particle. Similarly a particle with lower energy picks
up more energy than the synchronous particle and thus its phase catches up with
the synchronous particle. Therefore the beam is stable under acceleration. Above the
transition energy, a higher energy particle takes more time to complete one revolution
and lags behind the synchronous particle. The beam stays stable only if the particles
see the falling slope, i.e., pi/2 < φs ≤ pi. The condition is illustrated in Fig. 2.5.
The Hamiltonian Eq. (2.61) specifies the longitudinal dynamics in the (φ,δ) phase-
space. Since the synchrotron Hamiltonian is time-independent, it is a constant of
motion. Particles follow curves of constant Hamiltonian H (i.e., Hamiltonian tori)
according to their initial conditions. The Hamiltonian torus that passes the unstable
fixed point (UFP) at (pi − φs,0) is called the separatrix. The separatrix divides the
synchrotron phase space into stable and un-stable regions. The tori inside the separa-
trix are closed which means the motion is stable. The tori outside the separatrix are
open. Particles on open tori will not be kept synchronized with the rf and will be lost
during acceleration eventually. The phase space area enclosed by the separatrix is
called the rf bucket area. Particles inside the rf bucket oscillate around the stable fixed
point (SFP) at (φs,0) and remain in phase with the rf on average. These particles are
grouped together by the rf and form a bunch. Since only these particles survive the
acceleration, the beams in synchrotrons are bunched. Fig. 2.6 shows examples of the
separatrix and stable/un-stable regions in (φ,δ) phase space with different settings.
The current of a bunched beam observed with a pickup reflects the bunch structure.
The bunching factor Bf is defined as the ratio of peak current to average current. For
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Figure 2.5: The rf phase stability condition.
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gaussian beams,
Bf =
√
2pi
σφ
, (2.65)
where σφ is the rms bunch length.
The motion of particles with small oscillation amplitude are simple harmonic
oscillation with angular synchrotron frequency ωs which are given below with the
definition of the synchrotron tune Qs
ωs = ω0
√
heV η cosφs
2piβ2E
, Qs =
ωs
ω0
. (2.66)
The corresponding Hamiltonian tori are ellipses centered at the SFP. The maximum
momentum deviation δˆ and maximum phase error φˆ of the ellipses are related by
δˆ
φˆ
=
Qs
h|η| . (2.67)
However, particles with large oscillation amplitude follow Eq. (2.62). The oscillation
frequency decreases with increased amplitude.
2.4.3 Longitudinal emittance
Typically particles are populated in a fraction of the rf buckets around the SFP.
For an equilibrium gaussian distribution, the phase space area the beam occupies is
related to the rms momentum spread σδ and rms bunch length σφ by
A˜rms = piσδσφ, A˜0.95 = 6A˜rms, (2.68)
where A˜rms is the rms phase space area and A˜0.95 is the 95% phase space area. The
synchrotron phase-space area is often measured in (φ/h,∆E/ω0) phase space. Its
value A, in unit of eV·s, is related to the value A˜ by
A˜ = A
hω0
β2E
. (2.69)
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The synchrotron phase-space area is an important indication of the beam quality. It
is also referred as longitudinal emittance.
If the phase-space distribution of a bunch, or the bunch shape, matches the Hamil-
tonian ellipses, it will stay matched as the oscillations of all particles follow the ellipses.
The projection onto either the δ or φ direction will remain unchanged. However, if
it is mismatched, the bunch shape will be constantly changing as each particle follow
its own ellipse. In this case, the bunch length and the peak current will oscillate
with twice of the synchrotron frequency. The matched and mismatched beam are
illustrated in Fig. 2.7.
2.4.4 Transition crossing
The longitudinal phase stability condition Eq. (2.64) requires a sudden change of
synchronous phase from φs to pi − φs when the phase slip factor η crosses zero, as
indicated in Fig. 2.5. This happens for synchrotrons whose transition energy is
within the beam energy range. As the beam energy crosses the transition energy, it
causes some important complication to the operation of a synchrotron. This is called
transition crossing.
Recalling that ∆T
T
= η∆p
p
and η = 1/γ2T − 1/γ2, we see transition crossing cor-
responds to γ = γT and at transition crossing the revolution time is momentum
independent. The longitudinal motion is normally adiabatic because the longitudi-
nal Hamiltonian varies very slowly with time so that it can be considered as time-
independent. This adiabatic condition is not satisfied near transition region because
when the phase slip factor η is very small, its linear growth term due to acceler-
ation becomes significant. The linear non-adiabatic motion near transition causes
the Hamiltonian tori to tilt in phase space. The momentum dependence term of η
also becomes important near transition. Expanding to linear term with respect to
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momentum δ, the phase slip factor is
η =
2γ˙t
γ3T
+ η1δ. (2.70)
The η1δ term means that particles with different momentum deviation crosses tran-
sition at slightly different time. Since the beam always has momentum spread, the
synchrotron motion is unstable for a portion of the beam during transition. This
causes the longitudinal emittance to grow.
At transition the rf bucket becomes very large in the momentum direction (i.e.,
large momentum acceptance), the phase space ellipse becomes very thin in the φ
direction, corresponding to very short bunches. The short bunches have large space
charge effect for intense beams, which could cause microwave instability and beam
loss. The longitudinal space charge effect also perturbs the rf potential well and
distorts the phase space ellipses. Below transition, space charge effect is a longitudinal
defocusing force. Above transition, it is a focusing force since η changes sign. So the
phase space distortion due to space charge effect is different across the transition
energy. It causes phase space mismatch and a quadrupole mode oscillation after
transition as shown in Fig. 2.7. Such oscillations with large amplitude can also lead
to beam loss.
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Chapter 3
Application of Orbit Response
Measurements at Fermilab Booster
3.1 Introduction
Linear optics is one of the most important properties of a synchrotron. Depending
on the purpose of the synchrotron, it affects the luminosity or brightness, beam life
time, beam loss, injection efficiency, operations of diagnostics, etc. The linear optics
is determined by the placement and strengths of the dipole and quadrupole magnets
which are often in a repetitive structure called the lattice of the machine. We usually
rely on computer programs such as MAD [9], ELEGANT [10], COMFORT, etc. to
analyze the lattice model and study the linear optics. The lattice model is based
on the design model or direct measurements, including surveys and magnet field
measurements. However, the model parameters may not thoroughly represent the
real machine because of various errors that can be introduced during construction
and operation. Hence it is very desirable to build a realistic model that represents
the actual machine as seen by the beam. The model parameters have to be calibrated
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with beam-based measurements. The orbit response matrix (ORM) method [8] is one
approach to achieve this goal.
The closed-orbit of a synchrotron is mainly determined by the dipole magnets
around the ring. The beam centroid follows this orbit if it is on-momentum and there
is no betatron excitation. Perturbations of the magnetic dipole field causes global
orbit deviations according to the actual machine lattice. The orbit deviations due to
changes of localized dipole magnets (i.e., trim dipoles) are called orbit responses or
differential orbits. It can be easily measured with beam position monitors (BPMs).
On the other hand, orbit responses can be predicted with the lattice model. The
orbit response matrix (ORM) method measures the orbit responses around the ring
using many trim dipoles. The model parameters are then calibrated by minimizing
the differences between the measurements and model predictions.
The ORM method has been successfully applied to many synchrotrons, mostly
electron storage rings [11]. It has been used to locate and correct or compensate the
errors of the lattice. These studies enabled the detection of wiring mistakes and mag-
net imperfections and restored design lattice periodicity to improve the performance
of the machines by reducing the beam emittance and increasing the beam lifetime.
The ORM method also obtains information to calibrate the BPMs and the trim dipole
magnets. The method has been more successful for electron storage rings because of
their high orbit stability and the high precision of orbit measurements. The Fermilab
Booster is a fast-ramping synchrotron whose beam energy ramps up from 400 MeV
to 8 GeV in 33 msec. Since the steering magnets are not ramped up and even the
main dipole magnets can be mismatched with the beam momentum, the beam orbit
drifts around swiftly during the cycle, especially in the horizontal plane. The orbit
also varies from cycle to cycle due to different initial injection conditions. The BPM
resolution is not very high. These factors contribute to the difficulties of applying
ORM to the Booster.
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A more specific difficulty arises from the fact that the Booster is composed of
combined-function magnets. Since the quadrupole components are distributed in a
large portion of the entire ring and are very close to the adjacent magnets, they per-
turb the lattice structure in very similar patterns. The ORM doesn’t have enough
information to distinguish the neighboring magnets. Thus it is very hard or even
impossible to separate the effects of these adjacent magnets. This places a significant
limitation to the Booster ORM problem. It also introduces big uncertainties to the
solutions that have to be solved by imposing constraints to the solutions. However,
our study shows that although the individual parameters of the combined-function
magnets cannot be fully determined, the solution still provides useful insights into
the real Booster because some simple combinations (sum or difference) of these pa-
rameters are well constrained and can be used to infer the status of the real Booster.
Because of the reduced accuracy of orbit measurements and the specific nature of
the Booster ORM problem described above, the least-square solving algorithm of Ref
[8] often fails to produce a reasonable solution to proceed. We had to adopt a more
robust algorithm to overcome this difficulty.
Our constrained fitting scheme reduces the normalized χ2 from the initial value
of near 80 down to near 2.5, while the expected final χ2 is 1.0 if the final difference is
entirely from random noise. The solution suggests that gradient errors of the magnets
come from the sextupole focusing effects due to beam orbit offsets in the sextupole
components of the combined-function magnets.
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3.2 The ORM Fitting Model and Algorithm
3.2.1 The unconstrained fitting scheme
The ORM measures the closed orbit deviations due to dipole kicks. Let ∆yi be the
orbit deviation at the i’th BPM due to a kick angle ∆θj of the j’th dipole kicker
1,
then the corresponding ORM element is
Mij =
∆yi
∆θj
, (3.1)
where y denotes horizontal orbit x or vertical orbit z and ∆θj denotes a horizontal
kick or a vertical kick. The matrix dimension is m×K if there are m BPMs and K
kickers. A horizontal kicker causes orbit changes mainly in the same transverse plane
and so does a vertical kicker. However a kicker can perturb the orbit in the other
transverse plane if the dipole or quadrupole magnets are rolled about their axis. The
rolls of the BPMs and kickers also add up to the observations of cross-plane orbit
deviations. The uncoupled ORM refers to the matrix which contains the in-plane
orbit responses only and the coupled ORM contains both in-plane and cross-plane
orbit deviations.
The Booster has 48 BPMs which are all able to measure orbits in both transverse
planes. And it has 48 corrector packages, each of which contains a horizontal trim
dipole and a vertical trim dipole. So the coupled ORM is 96×96 in dimension, which
may be divided into 4 blocks
M =

Mxx Mxz
Mzx Mzz


1In the ORM literature, a “kicker” refers to a short dipole magnet which introduces small,
localized orbit deflections called “kicks”. For the Booster, we often call it a trim dipole or simply a
trim.
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with the two diagonal blocks representing orbit deviations due to in-plane kicks and
the off-diagonal blocks representing orbit deviations due to cross-plane kicks. The
BPM and kickers in each straight section are practically in the same location and can
be labeled with the same index which runs from 1 to 48.
The uncoupled ORM is directly related to beta functions and phase advances at
the locations of BPMs and kickers by [1]
Mij =
√
βiβj
2 sin piν
cos(piν − |ψi − ψj|), (3.2)
which is just the Green’s function of Hill’s equation (2.17). The fully-coupled model
ORM can be derived from the 4D transfer matrices using the closed-orbit condition.
Let T be the 4D one-turn transfer matrix at the location of a horizontal kicker with
kick θ, the closed-orbit condition is
T


∆x0
∆x′0
∆z0
∆z′0


=


∆x0
∆x′0 − θ
∆z0
∆z′0


, (3.3)
which enables us to solve for change of phase space coordinate per unit kick angle
(∆x0/θ,∆x
′
0/θ,∆z0/θ,∆z
′
0/θ) at the kicker’s location. It can be propagated to other
locations using the 4D transfer matrices and the ORM elements are then determined
according to Eq. (3.1). The same calculation can be done for a vertical kicker by
changing −θ to the ∆z′0 component in Eq. (3.3).
One other choice is to let a computer program, e.g., MAD, calculate the closed-
orbit before and after the kick is applied. This would include the focusing effects
of sextupoles and the steering effects of quadrupoles when the beam is off-center.
Since this method requires model evaluation once per kicker, it costs significantly
longer calculation time than the transfer matrix method, especially in Jacobian matrix
calculation. We therefore use the transfer matrix method in this study.
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The differences between the measured ORM and the calculated model ORM come
not only from the errors in the existing lattice model, but also from the imperfections
of the measurement system, including the calibration factors (gains) and rolls of the
BPMs and trim dipoles, and the momentum deviation caused by horizontal kicks.
The effects of the BPM parameters are taken into account by
∆x
∆z


act
i
= Bi

∆x
∆z


meas
i
, Bi ≡

 cos θ sin θ
− sin θ cos θ



1/bh 0
0 1/bv

 , (3.4)
where bh, bv are horizontal and vertical gains and θ is the roll of the BPM. Superscripts
“act” and “meas” represent the corrected values and raw measurements, respectively.
The kicker parameters are
∆θx
∆θz


act
i
= Kj

∆θx
∆θz


meas
i
, Kj ≡

kh cosφh kv sinφv
kh sinφh kv cosφv

 , (3.5)
where kh and φh are gains and rolls of horizontal trims, kv and φv are gains and rolls of
vertical trims. The additional orbit changes due to momentum deviations caused by
the horizontal kickers should be subtracted from the measured orbit. Let δj denote
the induced momentum deviation of the j’th horizontal kicker and Di denote the
dispersion function at the i’th BPM, then the corrected ORM is found from
Mxx Mxz
Mzx Mzz


act
ij
= Bi



Mxx Mxz
Mzx Mzz


meas
ij
−Diδj

kh cosφh kv sinφv
0 0



K−1j ,
(3.6)
where index i and j run from 1 to 48.
The BPM and kicker parameters, or correction parameters, are unknowns in the
ORM fitting model. The parameters in the lattice model are the gradient errors
and the rolls of all 96 combined-function magnets. There are a total of 576 fitting
parameters.
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The difference between the model and measured (with correction) ORM is char-
acterized by the residual vector r which is a column vector defined by
rk =
Mactij −Mmodelij
σij
, k = (j − 1)K + i, (3.7)
where K = 96 is the number of kickers, i, j run over all BPM and kicker indices and
σij denotes the uncertainty of the corresponding measured element, and the objective
function
χ2 = rT r. (3.8)
The residual vector can be extended with the betatron tunes by including the terms
(νmeasx −νmodelx )/σν,x and (νmeasz −νmodelz )/σν,z. We may also include the dispersion func-
tion measurements if available. The dispersion terms are (Dmeasi −Dmodeli )/(bh,iσD,i).
Putting all fitting parameters in a column vector α, The ORM problem is in the math-
ematical form of minimizing the function f(α) = χ2, which is a nonlinear least-square
problem.
An iterative approach with the trust-region searching strategy [12, 13] is taken to
solve this problem. For each iteration the Jacobian matrix J defined by
Jij =
∂ri
∂αj
(3.9)
is computed as a first step. The advance of α on the basis of the last iteration is
found by solving the following equation
(JTJ + λI)∆α = −JT r, (3.10)
where I is the identity matrix and λ is a parameter to be scaled up or down depending
on whether the solution ∆α brings χ2 down. This Levenberg-Marquardt method [12,
13] is more robust than the algorithm suggested in Ref. [8], which solves J∆α = −r
with singular value decomposition (SVD) instead. The Levenberg-Marquardt method
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can take a steepest-descent path or a hybrid searching direction if the normal equation
does not predict a reasonable solution, which happens when the linear approximation
is not good enough. This method is also faster because the eigen-decomposition of
matrix JTJ + λI takes much less time to compute than the SVD of J due to the
bigger size of the latter. The error bars of the fitting parameters are estimated by
computing the covariance matrix
C = JTJ (3.11)
and then error bar is
σi =
√
Cii (3.12)
for the i’th parameter.
3.2.2 Simulation with the PSR model
The above fitting scheme would be an efficient method for model calibration with
ORM data. We checked the applicability of the method by simulations with two
synchrotron models, the LANL PSR and Fermilab Booster.
The simulations are conducted by generating “measured” ORM with certain sim-
ulation parameters and applying the fitting scheme to the ORM to obtain solutions.
If the solutions recover the simulation parameters, then the fitting algorithm has
achieved its goal successfully. The simulation parameters are set to random values
with realistic distributions. Gaussian random noise can be added to the simulated
ORM.
PSR is a proton storage ring with a circumference of 90.2 m and beam energy of
800 MeV. The PSR lattice is composed of 10 periods of FODO cells. The nominal
horizontal betatron tune is 3.2 and the vertical betatron tune is 2.2. There are 19
BPMs which measure both horizontal and vertical orbit. There are 9 vertical kickers.
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To study the roll parameters, we assume PSR has 9 horizontal kickers which are
installed beside the vertical kickers just like the Fermilab Booster so the fully-coupled
model can be directly used. The ORM is 38 × 18 by size and there are a total of
20× 2 + 19× 3 + 9× 4 = 133 fitting parameters.
The simulation parameters of the PSR model are set to random values as follows:
(1) quadrupole gradients error ∆K1 within [−0.02, 0.02] m−2; (2) quadrupole rolls θ
within [−10, 10] mrad; (3) BPM gains and kicker gains within [0.9, 1.1]; (4) BPM and
kicker rolls within [−10, 10] mrad. Initially the parameters are set to their default
values, i.e., all ones for gains and all zeros otherwise. The initial normalized χ2 is
627.6 (uncertainty level of matrix elements is set to 0.05 m/rad in χ2 calculation.). It
is reduced to 1.0× 10−7 in 5 iterations while the algorithm converged to the expected
solution precisely.
We then add gaussian noises to the matrix elements with σ = 0.05 m/rad, which
corresponds to BPM resolution of 0.1 mm and kick angle of 2 mrad. The initial
normalized χ2 is 628.6. It is reduced to 0.9 in 5 iterations when converged. The
history of χ2 for both cases, with or without noises, is plotted in Fig. 3.1. The fitted
gradient errors and horizontal BPM gains are compared to the simulation parameters
in Fig. 3.2 as examples. The simulation parameters are recovered.
3.2.3 Simulations with the Booster model
For the Booster model we start with simpler cases. In one simulation the “measured”
ORM is generated by setting all simulation parameters to default values (i.e., 1.0 for
gains and 0.0 otherwise) except for the gradient error of one magnet, which is set to
∆K1 = 0.002 m
−2, or about 4% of the nominal gradient. In another simulation all
parameters are set to default except that the roll of one magnet is set to 5 mrad.
Applying the fitting algorithm to the simulated ORM’s, although χ2 is brought down
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Figure 3.1: The χ2 history for PSR simulation, with (“noisy”) or
without (“none”) random noises.
to practically zero, the solutions don’t converge to the expected ones, as shown in
Fig. 3.3. Instead, the parameters of nearby magnets pop up and make up part of the
contributions to χ2. Such observations clearly suggest correlations between model
parameters of the adjacent magnets, i.e., changes of these parameters perturb the
ORM in similar patterns. The correlation of parameters can be characterized by the
correlation coefficients of the corresponding column vectors in Jacobian matrix J,
which are defined as
r =
v1
T · v2
||v1|| · ||v2|| ,
where v1 and v2 are column vectors of the Jacobian matrix. Fig. 3.4 illustrates the
correlation of the adjacent parameters with these coefficients. The gradient errors of
neighboring focusing magnets (FD–FU), the rolls of neighboring upstream magnets
(FU–DU) or downstream magnets (DD–FD) have strongest correlation.
The correlated parameters are difficult to separate. Their effects over the ORM
can cancel each other when they change in certain patterns. For example, increasing
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∆K1 (the gradient error) of a downstream focusing magnet and decreasing ∆K1 of its
neighboring upstream focusing magnet by the same amount results in little change of
χ2. These patterns correspond to unconstrained directions of the parameter space by
the ORM fitting scheme. The fitting solution would stray along these unconstrained
directions to gain even tiny amount of χ2 reduction when there is random noise in
the ORM. Fig. 3.5 shows the history of
√
χ2 vs. the Euclidean norm of model
parameters during the iterations for experimental ORM data. Clearly, the solution of
the unconstrained fitting scheme drifts around in a large region with little reduction
of χ2.
The solution is practically non-unique because it is very sensitive to random noise
due to the unconstrained directions. Any vector in the subspace of the parameter
space spanned by the unconstrained directions would be an equivalent solution. This
causes erroneous behavior of the fitting scheme when it is applied to real data. For
example, the gradient errors are as large as 10% of the nominal value; there are
asymmetric patterns between the neighboring parameters; and the error bars of model
parameters are huge.
3.3 The Constrained ORM Fitting Scheme
Although the individual parameters cannot be completely determined due to corre-
lations, a definitive solution of the ORM problem is still desirable. The solution can
be made unique by specifying certain properties of the solution. One choice is to
restrain the Euclidean norm of the solution. A better approach is to limit the drifting
along the unconstrained directions. The constraints can be imposed by appending
additional components to the residual vector. For the “norm” constraints, terms like
αi/σtype are added to the residual vector r, where σtype is the characteristic value for
the type of parameters. The unconstrained directions are the differences or sums of
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the correlated adjacent model parameters, depending on whether they are correlated
positively or negatively. For example, ∆K1(FD, i) and ∆K1(FU, i+ 1) are correlated
positively, so we can specify to minimize ∆K1(FD, i)−∆K1(FU, i+1) by appending
(∆K1(FD, i)−∆K1(FU, i+ 1))/σK1 to the residual vector. The pairs of parameters
required to be minimized include
(a) 2(θ(FU, i) + θ(DU, i))/σroll, rolls of upstream magnets.
(b) 2(θ(DD, i) + θ(FD, i))/σroll, rolls of downstream magnets.
(c) (θ(FD, i)− θ(FU, i+ 1))/σroll, rolls of neighboring focusing magnets.
(d) 2(∆K1(FD, i)−∆K1(FU, i+1))/σK1, gradients of neighboring focusing magnets
(e) (∆K1(FU, i)−∆K1(DU, i))/σK1 , gradients of upstream magnets.
(f) (∆K1(DD, i)−∆K1(FD, i))/σK1 , gradients of downstream magnets.
where the additional weighting factor 2 is added to reflect the fact that these parame-
ter pairs are more strongly correlated than the others. These types of constraints are
referred as “pair” constraints hereafter. The characteristic values σK1 = 0.00055 m
−2
and σroll = 5 mrad are used to scale the parameters for both types of constraints.
A comprehensive simulation is used to study the constrained fitting. The param-
eters were set to random values within a reasonable range to generate the ORM. The
gains were set to within [0.9, 1.1], the rolls of BPMs and trims are [−50, 50] mrad, the
gradient errors are set to [−0.002, 0.002] m−2 and the magnet rolls are [−8, 8] mrad.
The initial normalized χ2 (assuming matrix elements error σ = 1.0 m/rad in χ2
calculation.) is brought down from 32.1 to below 0.01 for both free or constrained
fitting. The correction parameters can be properly recovered. The model parameters
don’t converge to the expected solution. But they are in good agreement along the
constrained directions, as shown in Fig. 3.6.
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The benefit of imposing constraints is a unique solution without loss of information
of the ORM. This solution is insensitive to random noise as can be seen in the error bar
estimation. Assuming the uncertainty level of each matrix element is 1.0 mm/mrad,
the average error sigma’s of gradients and rolls are σK1 = 0.0042m
−2 and σroll =
78.7 mrad without constraints, σK1 = 2.5 × 10−4 m−2 and σroll = 1.7 mrad with
“pair” constraints. The big error bars of unconstrained fitting come mostly from the
unconstrained directions.
3.4 Application to Experimental Data
3.4.1 Measurements of ORM
A column of the ORM can be measured by changing the current of the corresponding
trim dipole to create a “bump” and measuring the changes of beam orbit at all
BPMs. Several bump sizes are used and the orbit readings vs. bumps at each BPM
are fitted to a linear curve. The slopes are turned to matrix elements according to
the specifications of trim dipoles [2]. The relation between the kick angle θ and the
bump I is
θ = cI =
3000× 10−6[T ·m]
3.3357p[GeV/c]
I
I0
, (3.13)
where I0 = 5.6 A for a vertical kicker and I0 = 3.24 A for a horizontal kicker. A
console program was used to automate the measurements [14].
The uncertainty level of the elements are estimated using the residual χ2 of the
linear fittings. The maximum horizontal kick angles are 0.58 mrad for trims at small
horizontal beta (short straight sections) and 0.29 mrad for large horizontal beta,
resulting in maximum horizontal orbit shifts of 8.0 mm. The maximum vertical kick
angles are 0.34 mrad at small vertical beta and 0.17 mrad at large vertical beta with
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maximum vertical orbit shift of 3.0 mm. The average error sigma’s are 0.33 m/rad
for Mxx, 0.54 m/rad for Mxz, 0.07 m/rad for Mzx and 0.15 m/rad for Mzz. The
vertical blocks have better precision because the vertical orbit has less cycle-to-cycle
variations than the horizontal orbit. The vertical BPM data have more weight in
the fitting problem. When the ORM data were taken, two vertical BPMs (VL10 and
VL13) and one vertical kicker (VS05) were malfunctioning.
The betatron tunes are measured by BPM turn-by-turn data taken while the
beam is pinged. The dispersion functions are also measured by changing the radial
reference position (i.e., ROF curve). The ROF curve, and hence ∆p/p is changed
by several different levels. The resulting horizontal orbit offsets are fitted to ∆p/p
to linear curves to obtain dispersion at each BPM along with its error estimation.
The betatron tunes and dispersion data are included in the fitting by extending the
residual vector. The dispersion terms are (Dmeasi − Dmodeli )/(bh,iσD,i) , where bh,i
is horizontal BPM gain and σD,i is error sigma for dispersion measurements. The
inclusion of dispersion function would de-couple the BPM gains and kicker gains [8].
The settings of the trim quadrupoles and skew quadrupoles of the correctors were
recorded and are used to construct the Booster lattice model as the basis model. The
ORM data are taken at several different time points in the cycle. Each point is called
a frame. Information of the data frames early in the cycle are shown in Table 3.2.
The dispersion was measured at 1.0 ms after injection, corresponding to data frame
1.
3.4.2 The fitting results
The results presented below are for data frame 1 with dispersion data. Fig. 3.5 shows
the history of
√
χ2 vs. the norms of model parameters during the iterations. We
see that the constrained solution converges quickly while the unconstrained solution
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Table 3.1: The χ2 contributions
H BPM gains 1.8
V BPM gains 11.8
H trim gains 0.15
V trim gains 0.6
BPM rolls 0.9
H trim rolls 0.4
V trim rolls 3.5
dp/p 18.6
gradients 3.8
rolls 24.2
strays around with little reduction of χ2. The normalized χ2 is 76.0 initially and is
reduced to 2.5 by constrained fitting.
The contribution to χ2 of any type of parameters is evaluated by setting all other
types of parameters to their fitted values except for the type which is set to the
default. The contributions are listed in Table 3.1. We notice the major contributors
are magnet rolls, kick-induced momentum deviation, vertical BPM gains and the
gradient errors.
As indicated by the normalized χ2, the model ORM and dispersion functions
show good agreement with their measured counterparts through the fitting process.
Comparisons are made in Fig. 3.7 and 3.8.
The horizontal bumps cause big changes of momentum deviation because of the
Booster’s radial orbit control mechanism which always tries to minimize the difference
between the horizontal orbit at section L20 and the reference value (ROF curve). If
the feedback system works perfectly with instant response time, the beam orbit at
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Figure 3.7: Comparison of dispersion functions before and after
the fitting. Note that the dispersion functions are cor-
rected by the fitted horizontal BPM gains after the
fitting.
L20 would be fixed, i.e.,
Dx(L20)
(
∆p
p
)
j
+Mxx(L20, j)θ = 0 (3.14)
is satisfied. Hence the momentum deviation due to unit kick angle of the j’th trim
is expected to be −Mxx(L20, j)/Dx(L20). The comparison is shown in Fig. 3.9.
Although the orbit at L20 is not fixed, the overall effect is consistent with the picture
described above.
The correction parameters (Fig. 3.10) found by fitting can be used to calibrate
the BPMs or trims. There were several BPMs which had unexpected large gains with
values near 1.5. It was then found the mis-calibration of these BPMs was due to a
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Figure 3.8: Comparisons of model and measured orbit response for
horizontal trim S01, before and after fitting. (a)(b)
Horizontal orbit response; (c)(d) Vertical orbit re-
sponse.
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Figure 3.9: The fitted kick-induced momentum deviation per unit
kick angle (circle) is compared to the orbit response at
section L20 (square). The agreement of the two curves
indicates the behavior of the radial position feedback
loop.
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bug 2 in the BPM calibration routine [15]. These large gains disappeared when the
bug was fixed. There were two horizontal trims with weaker gains near 0.8. The other
BPM and trim gains had rms deviations of 5% around their average values. The rolls
of BPMs were found to be within 1.5 deg. The rolls of kickers were within 2 deg.
The fitting solution provides us with a model that is equivalent to the real Booster
in the sense that it gives the same orbit response properties. Since the ORM is
essentially specified by beta functions and betatron phase advances, the fitted model
should produce the same lattice functions as the real Booster. In other words, we
have derived the beta functions and phase advances from the measured ORM. Such
information can be used in machine operations, e.g., to find suitable ratios of trim
strengths to create local orbit bumps.
Besides the lattice functions, the fitted model also provides us with direct informa-
tion about magnet imperfections. As we have seen in simulations, some combinations
of the model parameters, such as the gradient error sums of adjacent focusing mag-
nets, are well constrained by the fitting scheme. These combinations in the fitting
solution should approximate that of the real Booster. Some constrained combinations
of the model parameters are shown in Fig. 3.11. The average gradient errors of the
focusing magnet in most periods are below 0.0004 m−2, i.e., 0.8% of the nominal
values. Such deviations are within the design tolerance 1% [2]. The relative rolls of
the upstream or downstream magnets are below 6 mrad.
Uncoupled fitting is also conducted in which the off-diagonal blocks of the ORM
and all roll parameters are excluded. This simpler fitting scheme found the same
solution for relevant parameters, i.e., the gains, kick-induced momentum deviation
and gradient errors. This is a reasonable result because the roll parameters are usually
small so that their effects on the diagonal (uncoupled) blocks are second order, while
2These turned out to be modified BPM’s for which the calibration data had not been set up.
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Figure 3.10: The fitted BPM and kicker gains. The large BPM
gains in (a)(b) were found to be due to a bug in the
calibration routine which had disappeared when the
bug was fixed. The horizontal kicker gain at L01 (in-
dex 1) was known to be weaker than the others.
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Figure 3.11: Constrained combinations of the fitted model param-
eters. (a) Sum of the gradient errors of adjacent fo-
cusing magnets. (b) Relative rolls of the upstream
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DD).
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Table 3.2: The ORM data frames and corresponding χ2
frame time (ms) Ek(GeV) P0(GeV/c) initial χ
2 final χ2
1 0.9 0.41 0.97 71.9 2.7
2 1.8 0.43 1.00 90.0 3.3
3 2.7 0.47 1.05 94.5 3.3
4 3.5 0.52 1.11 101.9 3.4
their effects on the off-diagonal (coupled) blocks are first order.
We compared the fitting results for the four data sets (frames) in the Booster cycle.
Table 3.2 shows information of the data frames and the initial and final normalized
χ2 of the fittings. The correction parameters obtained from the 4 data frames are
consistent. However the model parameters are different in general. It is noticed that
the combined gradient errors of neighboring focusing magnets are correlated with the
horizontal beam orbit.
The horizontal orbit of the Booster drifts during the cycle because the trim dipoles
are fixed while the beam energy is ramped up. The horizontal orbit changed between
the time when ORM data of different frames were taken. Since the sums of gradi-
ent errors of adjacent focusing magnets are contrained, we use them to study the
correlation between the gradient errors and the orbit drifts.
The stable horizontal orbit x0 at each BPM is obtained in the linear fitting of
orbits vs. bumps. Its standard deviation σx0 is used as error estimation, which
represents the cycle-to-cycle orbit stability. It is found that on average σx0 = 0.11
mm in LONG sections and σx0 = 0.17 mm in SHORT sections. The same constrained
fitting scheme (not including dispersion data) is applied to four data frames early in
the cycle.
We consider the SHORT sections that have large changes of horizontal orbit
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(≥ 1 mm). The combinations of gradient errors ∆K1(FD) + ∆K1(FU) are plotted
against the horizontal orbit changes ∆x0 in Fig. 3.12 for some sections. The linear
correlation between them is clearly indicated. The linear relation between gradient
errors and horizontal orbits implies that the source of gradient errors is the sextupole
components, which contributes to quadrupole gradient through
∆K1 = K2∆x0, (3.15)
where K2 is the normalized sextupole coefficient.
3.5 Summary
In this study we measured the fully-coupled orbit response matrix of the Fermilab
Booster near injection and fit it to the lattice model. We found that the model
parameters of the adjacent magnets are strongly correlated, which prevents the full
determination of all individual model parameters. The fitting problem does not have
a unique solution with standard ORM approach. By imposing constraints to remove
the ambiguity of the unconstrained directions, we have obtained an unique, robust
solution which determines all correction parameters and an equivalent lattice model
of the Booster. The solution makes consistent predictions of the constrained combi-
nations of the model parameters. By studying the linear correlation of fitted gradient
errors and the changes of horizontal orbit, we have shown that the source of the
gradient errors are orbit offsets in sextupole fields of the combined-function magnets.
The study also confirms that the gradient errors of the focusing magnets are within
design limits.
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Figure 3.12: Examples of linear fitting curves of ∆K1 (10
−3 m−2)
vs. ∆x0 (mm) at locations with large changes of the
horizontal orbit. The linear correlation indicates sex-
tupole fo
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Chapter 4
Independent Component Analysis
for BPM Data Analysis
Beam position monitors (BPMs) detect the transverse motion of the beam. There
are usually many BPMs around the synchrotron ring, with one or more in a period.
Since the BPMs of many accelerators are able to digitize and record their readings on
a turn-by-turn basis, they can provide massive data about the evolution of the beam.
The beam transverse motion is influenced by many physical factors. The multiple
BPM turn-by-turn data contain much information about the underlying factors which
affect the performance of the machine. However, it is important to have the right
tool to uncover this information.
The data sampled by BPMs reflect the beam transverse motion, which is a com-
bination of betatron motion, synchrotron motion (coupled through dispersion) and
perturbations from other sources, such as noise, ground motion, vibrations, wake
fields, etc. If the BPM system is linear, the sampled data can be considered as a
linear mixture of a few physical source signals. These signals are independent of each
other if they originate from different physical processes. The ultimate goal of data
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analysis is to uncover these independent source signals.
The model independent analysis (MIA) is a method to analyze multiple BPM
turn-by-turn data of synchrotrons or pulse-by-pulse data for linacs. It is aimed at
untangling the eigenmodes [16] with statistical methods and then use the resulting
spatial and temporal functions of the modes to identify betatron motion and other
sources of perturbations. The MIA method has been applied to study linac transport
systems and beam dynamics in high brightness storage rings [17, 18].
MIA is essentially a principal component analysis (PCA), which tries to find a
linear transformation of the samples to uncover the maximum amount of variance in
the least number of uncorrelated components. When these source modes are weakly
coupled or non-degenerate (unequal eigenvalues), MIA can properly isolate these in-
dependent modes. When eigenmodes are coupled, one needs to apply a narrowband
filtering to isolated the relevant modes [18].
For high intensity rapid cycling accelerators, the source modes are normally found
to be strongly coupled. For example, the data obtained from the Fermilab Booster
show that the synchrotron motion is strongly coupled to the betatron modes. The
contaminated signal data should be removed by averaging before the PCA analysis
can be properly carried out. Other strong perturbing signals (e.g. from a bad BPM)
can severely degrade the betatron modes.
The independent component analysis (ICA) method provides a remedy for MIA’s
limitations by identifying the independent source signals from the samples using un-
equal time correlations. Once identified, the source signals can provide information
on the betatron and synchrotron motion and other perturbation modes according to
their spatial and temporal functions. This new method is more immune to mode-
mixing and noise. Because of its ability to isolate modes, the ICA can be used to
identify and study the unknown beam motions due to various perturbing sources.
Implementation of the ICA algorithms depends on the nature of the source signals
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[21, 23, 22, 26]. The time-correlation based method is particularly efficient in isolating
narrowband source modes and is therefore used in this study.
This chapter intends to establish the theoretical basis of the independent compo-
nent analysis for beam diagnosis. It is organized as follows. The basics of PCA-based
MIA and its limitations are given in section 4.1. The principles of ICA and the appli-
cation of ICA to turn-by-turn BPM data analysis are presented in section 4.2. Section
4.3 covers simulation studies which compare MIA and ICA and show the advantages
and limitations of this new method. In section 4.4 a new approach of lattice modeling
using the measured lattice functions is discussed.
4.1 The Basics of PCA-based MIA
MIA considers the data sampled by BPMs as combinations of components that are
driven by separate physical variables and it tries to isolate these components (or
modes) to facilitate the study of the underlying physical variables. The separation of
the modes is based on the fact that there is much redundancy in the data sampled by
many BPMs at different locations. In fact, the number of significant modes is usually
smaller than the number of BPMs. Making use of statistical characteristics of the
data sample, it is possible to find an interpretation of the data with fewer number
of orthogonal components. These components are treated as real physical variables.
MIA does not assume a model of the underlying physical variables or the components
beforehand. Instead, it explores the second-order statistics information with singular
value decomposition (SVD).
Let the BPM readings of N turns or pulses from m BPMs be put into a matrix
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form as
X =


x1(1) x1(2) . . . x1(N)
x2(1) x2(2) . . . x2(N)
...
...
. . .
...
xm(1) xm(2) . . . xm(N)


. (4.1)
Each row of the matrix is made “zero mean” by subtracting the average of the row.
Apply SVD to matrix X to obtain
Xm×N = Um×mSm×NVTN×N
=
m∑
i
siuiv
T
i (4.2)
with orthogonal matrices U = (u1,u2, · · · ,um), V = (v1,v2, · · · ,vN ) and diagonal
matrix S with diagonal elements si. The column vectors of U and V are called spatial
patterns and temporal patterns of the modes, respectively.
In the case of synchrotron BPM turn-by-turn data, the main component is the
coherent betatron motion of the beam centroid if it is excited. It has been proven that
if the BPM data are composed of betatron motion and random noises, the results of
SVD are two non-trivial modes representing betatron motion and the other modes are
from noises [16]. The two betatron modes are orthogonal and their spatial patterns
can be used to derive the beta function and betatron phase advance. This feature has
made MIA a convenient method to measure beta function and phase advance [17].
By throwing away the noise modes, one can re-construct the BPM data with reduced
noise level.
The SVD-based MIA is a principal component analysis (PCA) method. Suppose
the multiple-BPM sample of one pulse or one turn denote a point in an m-dimensional
space, then the whole data set corresponds to N points in this space which form an
ellipsoid-like distribution. MIA obtains the principal axis of this distribution via SVD.
The principal axes form an orthogonal basis of the data space. The components are
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ordered by their strengths which correspond to the singular values. The betatron
motion-dominated distribution is a 2D plane in the m-dimensional space.
When the strengths (e.g., the eigen-values) of two or more components are nearly
equal, these components tend to be mixed by the PCA method because any com-
bination of the involved components would also have nearly equal strength and can
serve as a principal component. For physical factors that are weaker than the beta-
tron motion, they often contribute variances of the same order of magnitude and can
easily be mixed by the PCA-based MIA. The betatron modes are often mixed with
other modes if, for example, there are strong synchrotron motion or bad BPMs with
high noises. Thus it is absolutely necessary to pick out the bad or noisy BPMs and
the low-frequency components have to be filtered out before MIA can obtain pure
betatron modes in a fast-ramping synchrotron like the Booster. MIA faces difficul-
ties even with betatron motion alone if there is linear coupling. The mixing of two
tune signals degrade the result of beta function measurement and make it difficult to
measure the betatron phase advance.
These limitations of PCA-based MIA prevent it from gaining the full power of
mode separation. The ICA method, however, can overcome these limitations by intro-
ducing advanced methods that use information beyond plain second-order statistics.
The MIA and ICA methods will be compared and contrasted in the next sections.
4.2 ICA for Synchrotron Beam Diagnosis
In this section we will introduce the application of an independent component analysis
method which is based on the time correlation of the signals to extract the important
driving sources and less-important perturbation sources from BPM turn-by-turn data
taken around synchrotrons. Compared to the PCA-based MIA, it has better ability
to separate and identify the underlying physical variables.
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A brief introduction to the general ICA is given first, followed by details of the
time-correlation based method which is efficient for BPM data. Then we will show
how the latter can be applied to BPM turn-by-turn data to separate betatron mo-
tion, synchrotron motion and other possible perturbation sources. The linear lattice
functions including betatron amplitude function, betatron phase advance and dis-
persion function are measured from the separated modes. Simulation studies which
demonstrate the advantages of this method will be presented in the next section.
4.2.1 Principles of independent component analysis
The independent component analysis (ICA) is a relatively new data analysis technique
whose goal is to uncover the underlying random variables or source signals from multi-
variate samples. It considers the samples as linear mixtures of the variables or sources.
In achieving the goal of source separation, it does not assume any specific knowledge
of how these variables or sources are mixed in the samples other than that they are
mutually independent. The “cocktail-party” problem is a perfect example to illustrate
the situation. Consider n people speaking simultaneously in a party and their voices
are picked up by m microphones distributed around the room. The signal recorded by
each microphone is a linear mixture of the voices (sources) depending on the distances
and directions of the sources. Let xi, i=1, 2, · · · , m be the samples of microphones
and sj, j=1, 2, · · · , n be source signals, then

x1
x2
...
xm


= Am×n


s1
s2
...
sn


, (4.3)
where A is a matrix with constant elements called the mixing matrix. The ICA
method intends to isolate the sources sj from the sample signals xi without considering
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the positions of the people or microphones. This is often referred as the blind source
separation (BSS) problem. In a more general sense, x and s need not be signals.
They can be just random variables.
The ICA is the same as the PCA in that both methods try to find an interpretation
of the samples which helps the understanding of the physical causes. The PCA
method is based on the uncorrelatedness of the latent random variables (or source
signals). Or equivalently it seeks an orthogonal basis such that the covariance matrix
is diagonal. If the latent variables are white (i.e., no time correlation) and gaussian,
uncorrelatedness is equivalent to statistical independence. In this case, the PCA
does the best one can do and there is no additional information to identify the latent
variables. However, if the random variables have more features or are more structured
than white gaussian noise, the ICA method can uncover the original variables or
sources.
The ICA techniques fall into three categories according to what features of the
sources are used [23]. The first category assumes the sources are non-gaussian. Since
the independent variables are nonlinearly uncorrelated, meaning that the nonlinear
functions g(s1) and h(s2) of two independent variable s1 and s2 are uncorrelated,
the independent variables can be found by seeking a transformation of the samples
such that the resulting components are nonlinearly uncorrelated with properly chosen
nonlinear functions. On the hand, according to the central limit theorem, the sums of
non-gaussian variables are statistically more gaussian, the independent components
thus have maximum non-gaussianity. The independent components can be obtained
by transforming the samples to maximize the non-gaussianity of the resulting com-
ponents with a proper measure of the non-gaussianity. The ICA algorithms in this
category include Joint Approximate Diagonalization of Eigen-matrices (JADE) [32],
FastICA [33], etc.
The second category makes use of time correlations of the source signals. The
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source signals are assumed to have narrow-band power spectra and their spectra are
non-overlapping. Consequently the time-lag covariance matrices are diagonal. The
algorithms include AMUSE [25], Second Order Blind Identification (SOBI) [26],
etc. Since the BPM signals generally satisfy the conditions, these methods are most
efficient for BPM turn-by-turn data analysis. The SOBI algorithm is more robust
because of the use of multiple time-lag covariance matrices and is therefore our choice.
The details of SOBI algorithm will be given later in this section.
The third category assumes the source signals are non-stationary which means
their variances are time-varying. By examining the covariance matrices of the samples
in different time windows, the independent components can be found [27, 22]. There
are also algorithms that combine the advantage of the second and third categories,
e.g., Second-Order Nonstationary source Separation (SEONS) [29].
4.2.2 The time-correlation based ICA and its application to
BPM data
The time correlation-based ICA method assumes that the source signals have non-
overlapping power spectra, which is usually true for BPM turn-by-turn signals because
the source signals are often harmonic oscillations with different tunes. The assumption
assures that the un-equal time correlation matrices of the source signals are diagonal.
The de-mixing matrix, which transform the sample data vector to the source signal
vector is found as the joint diagonalizer of the un-equal time correlation matrices
of the sample data with selected time-lag constants. Since the source modes can
be isolated, their origin can be identified. Some of these modes are horizontal and
vertical betatron oscillations and synchrotron oscillation. These modes enable us to
study not only the betatron motions but also the linear coupling and synchrotron
motion from BPM data.
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The linear response of a dynamical system is represented by the relation between
the m-dimensional observation vector X(t) and the n-dimensional source signal vector
s(t) by
X(t) = As(t) +N (t), (4.4)
where A ∈ <m×n is the mixing matrix with m ≥ n (n is unknown a` priori) and N (t)
is the noise vector. The noises are assumed to be stationary, zero mean, temporally
white and statistically independent of the source signal s(t). The task is to determine
both the mixing matrix A and the source signals s(t) from the sample signal x(t).
The source signals are assumed to be mutually independent and temporally cor-
related. Consequently the time-lagged covariance matrix Cs(τ) ≡ 〈s(t)s(t + τ)T 〉 is
diagonal, i.e. 〈si(t)sj(t + τ)T 〉 = Si(τ)δij. Here 〈· · · 〉 stands for mathematical ex-
pectation, δij is Kronecker delta and τ is the time-lag constant. From Eq. (4.4) we
derive
CX(0) = ACs(0)A
T + σ2I, (4.5)
CX(τ) = ACs(τ)A
T , τ 6= 0, (4.6)
where CX(τ) ≡ 〈X(t)X(t+τ)T 〉 is the time-lagged covariance matrix of sample vector
X with time-lag constant τ and we have assumed the random noises have identical
distribution with standard deviation σ. Since the covariance matrix of the source
signals Cs(τ) is diagonal, the mixing matrix A is the diagonalizer of CX(τ).
In principle, source signal separation can be achieved by diagonalizing CX(τ)
with any time-lag constant τ if the matrix is non-degenerate. However, it is more
reliable and more robust to use several time-lag covariance matrices instead of one.
The mixing matrix A is found by jointly diagonalizing the covariance matrices with
selected time-lag constants. The algorithm we use is the second order blind identifica-
tion (SOBI) method [26], which is equivalent to the AMUSE algorithm with multiple
time-lag constants [21]. The algorithm is listed below.
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First, compute the m×m sample covariance matrix CX(0) ≡ 〈X(t)X(t)T 〉. Per-
form eigenvalue decomposition on CX(0) to obtain
CX(0) = (U1,U2)

 Λ1 0
0 Λ2



 UT1
UT2

 , (4.7)
where Λ1,Λ2 are diagonal matrices with min(diag[Λ1]) ≥ λc > max(diag[Λ2]) ≥ 0,
λc is a cut-off threshold set to remove the singularity of the data matrix, and Λ1 is
n× n diagonal matrix with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn ≥ λc. Using the matrix
V ≡ Λ−1/21 UT1 , (4.8)
we construct an n-component vector as ξ = VX. The vector ξ is called white because
〈ξξT 〉 = I, where I is the n×n identity matrix. This step reduces the dimension of the
data space, reduces the noise in the original data, and de-correlates and normalizes
the data to facilitate the next step.
For a selected set of time-lag constants {τk} (k = 1, 2, . . . , K), compute the time-
lagged covariance matrices {Cξ(τk) = 〈ξ(t)ξ(t + τk)T 〉}, form symmetric matrices
Cξ(τk) = (Cξ(τk) + Cξ(τk)
T )/2, and find a unitary matrix W that diagonalizes all
matrices Cξ(τk) of this set, i.e. Cξ(τk) = WDkW
T , where Dk is diagonal. In
practice, joint diagonalization can be achieved only approximately. Algorithms for
approximate joint diagonalization can be found in Ref. [28].
Finally, the source signals and the mixing matrix are s = WTVX and A = V−1W
respectively, where V ≡ Λ−1/21 UT1 and V−1 = U1Λ1/21 .
For digitized sample dataXi(t), constants τk are discrete integers. The expectation
functional 〈· · · 〉 is replaced with sample average in practice. Improvement on the
above algorithm have been studied by using robust whitening in Ref. [29, 30], or
a combination of non-stationarity and time-correlation algorithm in Ref. [29]. In
accelerator application, we find that our algorithm is sufficient to isolate all known
independent signals.
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The application of ICA to beam diagnosis involves three phases: data acquisition
and pre-processing, source signal separation and beam motion identification. To gain
more information of the beam lattice, the beam needs to undergo coherent transverse
motion while turn-by-turn data are taken. A pinger or rf resonant excitation kicker
should be fired once or periodically to excite the beam.
The data sampled by BPMs around the ring are put into a data matrix as in Eq.
(4.1). BPM gains may be applied to correct the BPM calibration error if necessary.
The ICA algorithm is then applied to extract the mixing matrix A and source signals
s from the data matrix x. Each source signal si and its spatial distribution Ai, where
Ai is the i’th column of A, is called a mode. The physical origin of a mode can be
identified by its spatial and temporal vectors.
An oscillating signal (e.g. betatron oscillation) that has different phase at each
BPM will appear as two modes with identical frequency spectra. Coherent betatron
motion excited by the pinger should be damped by decoherence. An important signa-
ture of betatron modes is their tunes. Let u(t) be the betatron oscillation component
of the transverse motion, then
u(t) = A1s(t) + A2c(t), (4.9)
where s(t) and c(t) are temporal patterns of the sine-like and cosine-like modes,
respectively. The betatron amplitude function and phase advance can thus be derived
βi = a
2(A21,i + A
2
2,i), (4.10)
ψi = tan
−1
(
A1,i
A2,i
)
, (4.11)
where a is a constant depending on initial conditions. The fractional part of the
betatron tune can be obtained by the FFT of the temporal function. Advanced
tune evaluation methods such as the interpolated FFT can be used to increase the
accuracy [31].
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The synchrotron mode can be recognized because its temporal pattern reflects the
synchrotron oscillation of momentum deviation ∆p/p0 = δ(t). The spatial pattern
of the synchrotron mode is the dispersion function. Let v(t) be the synchrotron
oscillation component in the transverse motion:
v(t) = Asss(t). (4.12)
Note that there is only one mode because the synchrotron tune is much smaller than
1, i.e., νs  1. The dispersion D and the synchrotron coordinate δ(t) are related by
D = bAs, (4.13)
δ(t) = ss(t)/b (4.14)
with a constant b. The constant a can be “determined” by the calibration of kicker
strength and the “modeled” β function at the kicker location through several kicker
strengths. The constant b can be calibrated through simultaneous phase measurement
for the synchrotron motion.
In the presence of linear coupling, betatron motions of both transverse planes
have two eigen-frequencies (ν+ and ν−). Consequently the betatron motion is decom-
posed into four modes, two with frequency ν+ and the others with ν−. The betatron
components of a horizontal and a vertical BPMs can be written in the form
x(t) = A1s−(t) + A2c−(t) + a1s+(t) + a2c+(t), (4.15)
z(t) = b1s−(t) + b2c−(t) +B1s+(t) +B2c+(t), (4.16)
where s(t) and c(t) are the sine-like and cosine-like modes, respectively and subscripts
“+/−” indicate the tunes. This decomposition corresponds to Edwards-Teng’s pa-
rameterization theory of linear coupling [35], in which the betatron motion is ex-
pressed as a combination of two normal modes. The “+” modes and “−” modes
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correspond to the two normal modes of the theory. In Edwards-Teng theory, the
general betatron motion takes the form
x =
√
W1β1 cosφ cosψ1 +
√
W2 sin φ
[
(d
√
β2 +
bα2√
β2
) cosψ2 +
b√
β2
sinψ2
]
,
(4.17)
z =
√
W1 sin φ
[
(
bα1√
β1
− a
√
β1) cosψ1 +
b√
β1
sinψ1
]
+
√
W2β2 cosφ cosψ2,
(4.18)
where β1,2 and ψ1,2 denote the beta functions and phase advances of the normal
modes, W1,2 denotes the single-particle emittances which depend on initial conditions,
parameters a, b, d are related to coupling blocks of the local one-turn transfer matrix
and the φ parameter is related to the coupling depth. The φ parameter depends
on the location and varies across skew quadrupole components. By comparing Eq.
(4.15),(4.16) to Eq. (4.17),(4.18), we see that
√
A21 + A
2
2 =
√
W1β1 cosφ, (4.19)√
a21 + a
2
2 =
√
W2 sinφ
√
(d
√
β2 +
bα2
β2
)2 +
b2
β2
, (4.20)
√
b21 + b
2
2 =
√
W1 sinφ
√
(−a
√
β1 +
bα1
β1
)2 +
b2
β1
, (4.21)
√
B21 +B
2
2 =
√
W2β2 cosφ (4.22)
and
ψ1 = tan
−1
(
A1
A2
)
, (4.23)
ψ2 = tan
−1
(
B1
B2
)
. (4.24)
So beta functions and phase advances of normal modes can be derived only from the
proper components of the BPM readings, namely Eq. (4.19), (4.22) should be used for
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beta function measurements and Eq. (4.23), (4.24) for phase advance measurements.
The variation of φ affects the measured beta function. However, such variation is
usually very small. For example, when all the 48 skew quadrupoles of the Booster
are powered with 2 A at 400 MeV (corresponding to a focusing length of f = 180 m)
and the betatron tune separation is νz − νx = 0.038, the rms variation of φ at the
BPMs is only 2× 10−4. The correspondence of the “+/−” modes to the H/V planes
is based on the no-coupling case. In practice with experimental data, it is determined
according to the normal behavior of the machine or by changing trim quadrupoles
and watching how the tunes shift. If the horizontal plane is identified with the “−”
mode, then the horizontal spatial vector of the “−” mode should be used to calculate
beta function and phase advance of the horizontal plane (or the “−” mode). If the
horizontal part of the “+” mode, i.e., the
√
a21 + a
2
2 term is also included in beta
calculation, the result will be degraded. The vectors a1,2 cannot be used to calculate
the phase advance of the “+” mode because of the complication of the parameters b,
d, α and β, which in general depend on the location in the ring. Similar arguments
apply to the vertical plane and the “+” mode. The above observations have been
verified in simulation studies using turn-by-turn tracking data as will be discussed
later in this chapter.
Higher order resonances, if they appear, can be recognized by their characteristic
frequencies. Other signals can also occur. For example, ripples of magnet power
supply can modulate the beam transverse motion. BPMs may pick up an RF signal of
a nearby equipment. Some BPMs may possess an artificial signal in their output due
to circuit malfunction. These signals can be identified and studied. The unidentified
remainder of the original sample signals may be considered as the random noise of
the BPM system.
If transverse motion for both the horizontal (x) and vertical (z) planes can be
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recorded simultaneously, we should put them together in a matrix y =

x
z

 for
analysis. This will increase the precision of the mode separation because of the
additional sample data.
4.3 Simulation Studies
The simulation studies are carried out with a simple model and with tracking data
using the Booster lattice model.
4.3.1 The simulation model with linear coupling
We study an ideal lattice model with known analytic solution. Let the equations of
motion be
d2
dθ2
x+ ν2xx + Cy = 0, (4.25)
d2
dθ2
y + ν2yy + Cx = 0, (4.26)
where νx, νy are betatron tunes, C is the coupling constant and θ = 2pif0t is the
orbital angle with revolution frequency f0. The model assumes continuous, uniform
focusing with linear coupling. The solution of the coupled equations is
x = A1 cos ν+θ + A2 cos ν−θ,
y = B1 cos ν+θ +B2 cos ν−θ,
where the eigen-tunes are given by
ν2± =
1
2
(
ν2x + ν
2
y ±
√
(ν2x − ν2y)2 + 4C2
)
.
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The coefficients are determined by initial conditions. For x(0) = x0, x
′(0) = 0,
y(0) = y0, and y
′(0) = 0, they are given by
A1 =
Cy0 + (ν
2
x − ν2−)x0
ν2+ − ν2−
, A2 = −Cy0 + (ν
2
x − ν2+)x0
ν2+ − ν2−
,
B1 =
Cx0 + (ν
2
y − ν2−)y0
ν2+ − ν2−
, B2 = −
Cx0 + (ν
2
y − ν2+)y0
ν2+ − ν2−
.
We generate multiple BPM turn-by-turn data so that we can compare the results
of PCA and ICA with the analytic solution. We place M BPMs uniformly distributed
around the ring, i.e. the phase advances at the i’th (i = 0, 1, · · · ,M − 1) BPM are
ψ+,i = 2piν+i/M and ψ−,i = 2piν−i/M . The readings this BPM will record are
xi(n) = A1 cos(ν+n + ψ+,i) + A2 cos(ν−n+ ψ−,i), (4.27)
yi(n) = B1 cos(ν+n + ψ+,i) +B2 cos(ν−n+ ψ−,i), (4.28)
where n is the turn number. We can introduce bad-BPM modes and add white
Gaussian random noise to each individual BPM to simulate the effect of noise.
I The de-mixing
With the linear coupling model, each BPM detects a mixture of the normal modes
(‘+’ and ‘−’ modes, referring to signals with frequency ν+ and ν−, respectively). It is
desirable to get the pure ‘+’ modes and ‘−’ modes. Since the betatron phase at each
BPM is different, there are two ‘+’ and two ‘−’ modes. Using the spatial function of
these modes, we can calculate the coefficients A1,A2, B1, B2 and the phase advances
of the ‘+’ and ‘−’ modes. The coefficients allow us to derive beta functions and the
coupling angle.
In our simulation studies we apply both PCA and ICA methods to compare their
ability in mode separation. We find that the PCA method can separate the modes in
most cases when the singular values (SV) of the ‘+’ and the ‘−’ modes are substan-
tially different from each other. However, when the SVs approach each other, PCA
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always produces modes with mixing. The closer the SVs are, the stronger the mixing
is. On the other hand, ICA doesn’t show any dependence on the relative magnitudes
of the SVs. Figure 4.1 shows the spatial functions and tunes of modes 1 and 3 derived
from the ICA and PCA respectively. We note that the SVs of these modes are about
equal, and the resulting PCA modes are mixed.
The different mode separation ability of the two methods can be illustrated with
a simple example. The unique orthogonal basis that the PCA obtains is determined
by the variances of the components, or the relative strength of the signals, which
obviously does not concern the signals’ other properties such as their power spectra
or probability density functions. Let s1 and s2 be two normalized independent signals
with 〈s1s1〉 = 〈s2s2〉 = 1, 〈s1s2〉 = 〈s2s1〉 = 0. Let the data matrix be given by
x1 = 2s1 + s2 and x2 = s1 + 2s2. We can use a set of new basis vectors z1 =
1√
2
(s1 + s2) and z2 =
1√
2
(s2 − s1) or any orthogonal transformation to form the
basis vectors for the source signals. However we prefer the basis s1 and s2 because
they are independent. The additional conditions that we use to characterize the
independence of signals are 〈s1(t)s1(t + τ)〉 = S1(τ), 〈s2(t)s2(t + τ)〉 = S2(τ), and
〈s1(t)s2(t + τ)〉 = 〈s2(t)s1(t + τ)〉 = 0. The new basis will inevitably be found to be
s1 and s2 when the auto-correlation condition is imposed.
In the linear coupling model, the sample of each BPM is a mixture of 4 source
signals si(t) (i = 1, 2, 3, 4) among which are two ‘+’ modes that make a ‘+’ mode
subspace and two ‘−’ modes that make a ‘−’ mode subspace. The resulting basis s
contains only 4 non-trivial components. The source signals are considered separated
if two components of s are in the ‘+’ subspace and the other two are in the ‘−’
subspace. However if there is a component which crosses the ‘+’ and ‘−’ subspace,
the modes are still mixed.
From the above discussion, we see that PCA does not guarantee separation of the
source signals. The basis z vectors are an orthogonal transformation of the source
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Figure 4.1: The mode separation ability of the ICA and PCA
methods with linear coupling. The left column is spa-
tial patterns of horizontal (solid) and vertical (dash)
planes. The right column is the FFT spectra of the
temporal patterns. Top and second rows: two ICA
modes; third and bottom rows: two PCA modes.
Model parameters are νx = 6.74149, νy = 6.69149,
C = 0.05, x0 = y0 = 1.0. The SVs of the modes 1 and
3 are 122.0 and 98.8 respectively.
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signal basis vectors s depending on the strengths of the source signals in the sample
data. The result depends on the distribution of the components of x in the space
spanned by s. On the other hand, ICA makes use of the fact that the power spectra of
source signals are distinct and the auto-correlation covariance matrices are diagonal
to find the source signals.
II Effects of bad BPMs
To further illustrate the behavior of PCA and ICA, we introduce a narrowband bad-
BPM harmonic oscillation at a frequency far away from the betatron frequencies.
This signal is added only to one BPM, i.e. the spatial vector of this mode is localized
at a “bad” BPM. By changing the amplitude of this noise signal we can change the
SV of this mode. It is observed that as the SV of this bad BPM mode is near that of
the ‘−’ modes or ‘+’ modes, mode-mixing occurs. However the ICA mode is immune
to such mode-mixing. The top two rows of Fig. 4.2 show that the betatron and the
narrowband noise modes are mixed in PCA, where the SVs are 9.4 and 7.5 for the
betatron and noise modes respectively. The bottom two rows of Fig. 4.2 show clearly
that the ICA analysis is immune to mode mixing.
Another type of bad-BPM signal is white Gaussian noise. Applying noise to a
single bad BPM and adjusting the noise level so that its SV is about the same as that
of the betatron mode, we find that the PCA modes are mixed again. The results for
both PCA and ICA are shown in Fig. 4.3, where the mode mixing occurs for PCA if
the SVs of these two modes are close to each other. In the PCA, the betatron mode
has leaked into the bad BPM mode as shown in the second row of Fig. 4.3. The ICA
can easily isolate these two modes as shown in the row 3 and 4 of Fig. 4.3.
Since the PCA depends on the strengths of the source signals, it is sensitive to bad
BPMs which are often noisy and strong. Thus it is absolutely necessary to exclude
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the bad BPMs before applying the PCA method. On the other hand, the ICA is
more robust to bad-BPMs. This is an advantage, especially for on-line applications.
III The Effects of low level noises
In reality BPM readings always contains random noise which affects the results of
data analysis. We insert white Gaussian noise into the simulation data matrix. The
rms errors of the resulting beta functions and phase advances of both the ICA and
PCA methods are estimated as shown in Figure 4.4. The result agrees with the
analytic error estimation of PCA in Eq. (17) of Ref. [17], which reads
σψ ≈ 1√
M
σr
σs
, σ∆β/β ≈ 2σψ, (4.29)
where M is the number of BPMs, σr is the BPM resolution, σs = A/
√
2 is the
rms strength of the betatron signal and A is the oscillation amplitude. It turns out
that PCA and ICA have equal performances with respect to random noise. This is
reasonable because ICA takes PCA as its first step (whitening) and white noise play
little role in diagonalization of the unequal-time covariance matrices.
IV The Effects of number of turns
Both PCA and ICA are subject to deficiencies due to the finite sampling points. Both
methods assume diagonal covariance matrix of the source signals, which is true only
asymptotically, i.e. when the number of sampling points goes to infinity. In reality,
the results of both PCA and ICA are affected by the number of sampling points.
The off-diagonal elements of the covariance matrix of two harmonic signals can be
estimated by
〈s1(t)s3(t)〉 = 1
Nt
Nt−1∑
n=0
sin(2piν+n) sin(2piν−n)
≈ 1
2Nt
sin pi∆νNt
sin pi∆ν
cos pi∆ν(Nt − 1),
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Figure 4.2: The PCA and ICA modes of the LC model with lo-
calized bad BPM signal. Model parameters: νx =
6.74149, νy = 6.69149, C = 0.05, x0 = 1.0,y0 = 0.0.
A harmonic oscillation signal is added to BPM V37
with tune ν = 0.57545 and amplitude D = 0.4. The
top and the second rows: PCA modes with SV=9.4
and SV=7.5, respectively. These two modes are mixed.
The third and the fourth rows: ICA modes of the same
data. The localized ‘bad-BPM’ mode is completely
separated.
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Figure 4.3: The PCA and ICA modes of the LC model with lo-
calized bad BPM with white Gaussian noise. Model
parameters: νx = 6.74149, νy = 6.69149, C = 0.05,
x0 = 1.0, y0 = 0.0. The signal added to BPM V37 is
white Gaussian noise. The top and the second rows are
PCA modes with SV = 8.4 and SV=6.1, respectively.
The two PCA modes are mixed. The third and the
fourth rows are ICA modes with the same data. The
localized ‘bad-BPM’ mode is completely separated.
4.3 Simulation Studies 94
Figure 4.4: Estimation of errors of ICA (cross) and PCA (square)
methods with various random noise levels in the LC
model. The model parameters are the same as Fig-
ure 4.2. Data of 1000-turn are used to calculate σβ/β
(top plot) and σψ (bottom plot). The estimation at
each noise level σnoise (x-axis) is made by repeating the
measurement of β and ψ 10 times with white Gaussian
random noises added to each BPM.
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where s1(t) and s3(t) are the two signals with tune ν+ and ν− respectively, ∆ν =
ν+ − ν−, and Nt is the number of sampling points. The effects of Nt to PCA and
ICA can be simulated. Figure 4.5 shows the dependence of Cs(1, 3) = 〈s1(t)s3(t)〉
on the sampling turns Nt and the resulting error in σβ/β with respect to Nt. The
ICA method is less affected by Nt because its results are based on diagonalization of
several auto-correlated matrices instead of only one.
Figure 4.5: Effect of number of the sampled turns (Nt) in the LC
model with ν+ = 6.7447 and ν− = 6.7372. Top: the
off-diagonal element Cs(1, 3) of source signals. Bottom:
σβ/β vs. Nt for ICA (solid) and PCA (dash).
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4.3.2 Application to tracking data
To explore the capability of ICA in actual data analysis, the ICA technique is em-
ployed to process BPM data produced by tracking programs such as MAD. We sim-
ulated betatron motions with linear coupling and verified the correspondence of the
ICA betatron modes and the normal modes of Edwards-Teng’s theory. We show that
the beta functions and phase advances should be derived from spatial patterns of
proper normal modes for both transverse planes. The ICA method is also used to
isolate the resonance tune lines and their spatial distribution.
I Linear coupling
The tracking data is obtained with the linear Booster model using the TRACK com-
mand of the MAD program. The tracking particle starts from section S1 with hori-
zontal position x0 = 5 mm, vertical position z0 = 5 mm and the slopes x
′
0, z
′
0 are both
zeros. Its position at all 48 BPMs are recorded for 1024 turns. The results are sup-
plied to the ICA analysis to obtain four components as described in Eq. (4.15), (4.16).
The linear coupling is introduced by setting the skew quadrupoles of the 48 corrector
packages to 1 A. The betatron tunes are changed to νz = 6.78186 and νx = 6.74463
without linear coupling by changing the trim quadrupoles. The betatron tunes of the
coupled motion are ν− = 6.78252 and ν+ = 6.74397. The ICA obtains the spatial
vectors of both the ‘+’ and ‘−’ modes. From the discussions that follows Eq. (4.18),
we see that we should use the horizontal spatial vectors of the ‘−’ modes to calculate
the horizontal beta function and phase advance and the vertical spatial vectors of the
‘+’ modes for vertical beta function and phase advance.
The 4D one-turn map at each BPM is also obtained with the MAD lattice model.
From the maps one can derive the parameters φ, a, b and d and the Courant-Snyder
parameters α1,2, β1,2 according to Ref. [35]. Then we can derive the single particle
4.3 Simulation Studies 97
emittance W1,2 with the spatial patterns of the normal modes and these parameters
using Eq. (4.19) to Eq. (4.22). The result is shown in Fig. 4.6. The fact that
W1,2 derived from amplitudes of normal modes at all locations are identical proves
Eq. (4.19) and Eq. (4.22). The phase advances are also derived from the spatial
patterns with Eq. (4.23), (4.24) and compared to model calculation. The difference is
negligible, with rms difference below 5×10−4 rad, compared to average phase advance
of 0.85 rad from BPM to BPM.
II Nonlinear resonances
Nonlinear magnetic fields (sextupole or higher order components) can excite reso-
nances of the beam motion that correspond to tune lines which are linear combina-
tions of the two betatron tunes νx and νz. The tunes mνx+nνz +p, where m,n and p
are integers, can appear in the spectrum of the turn-by-turn beam motion. When the
nonlinear field is not strong enough to cause chaotic behavior, these tunes are discrete
on the spectrum and can be separated with the ICA method. We have applied this
method to the tracking data obtained with the Booster model. Including excitation
of sextupoles and skew quadrupoles, we can easily separate modes associated with
resonances such as νx±νz, 2νx, 2νz, 2νx±νz and 2νz−νx. Fig. 4.7 shows an example
of a third order resonance mode corresponding to −νx + 2νz − 1 = 0. The amplitude
of nonlinear modes at each location is an indication of the local nonlinear one-turn
map. Although the tracking data can be used to construct the Poincare´ surface of
section [34], the physical meaning of the spatial vector has not been fully understood.
Since the signals of higher order resonance in the nominal operational condition of
the Fermilab Booster are usually buried under the noise floor, it is not likely that we
can study the importance of the nonlinear resonance with experimental turn-by-turn
data. The ICA method may provide an alternative approach to the Frequency Map
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Figure 4.6: (Color) Square root of the single-particle emittance√
W1,2 derived from Eq. (4.19) to Eq. (4.22) using the
spatial vectors of normal modes and the Edwards-Teng
parameters from local 4D one-turn maps. “W1:Ax”
(blue square solid) is
√
W1 derived from horizontal mi-
nus mode; “W2:ax” (green square dash) is
√
W2 de-
rived from horizontal plus mode; “W2:By” (red cir-
cle solid) is
√
W2 derived from vertical plus mode;
“W1:by” (cyan circle dash) is
√
W1 derived from verti-
cal minus mode.
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Analysis (FMA) as suggested in Ref. [36].
Figure 4.7: Third order resonance signals corresponding to −νx +
2νz−1 = 0 in tracking data (500 turns) of the Booster.
The tune of the signals is 0.02107, while νx = 6.65753,
νz = 6.83929. The currents in sextupole families are
SEXTL=20A, SEXTS=5A. Left plot: Amplitude of
the resonance signal at horizontal (solid cross) and ver-
tical (dash square) BPMs. Right plot: the FFT spec-
trum of the two resonance signals.
4.4 Lattice Modeling with Measured Lattice Func-
tions
The ICA method provides a means to measure the linear optics functions such as beta
functions, phase advances and dispersion. These functions can be used to correct
the accelerator model (e.g., MAD) by tuning the model to minimize the difference
between calculation and measurement. We use the Booster model to illustrate this
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new approach of lattice modeling below. The model parameters to be varied are the
quadrupole gradients K1 of the 96 main magnets.
We define the merit function
f(q) = χ2 =
1
2
240∑
i=1
r2i (4.30)
ri =
yi(q)− ydi
σi
y =
(
w1βx, w2∆ψx, w3βy, w4∆ψy, w5Dx
)
,
where q is a 96 × 1 vector consisting of the body quads corrections (i.e., ∆K1), βx,
∆ψx, βy, ∆ψy, Dx are all row vectors with 48 components at 48 BPM locations,
y(q) and yd are both 1 × 240 vectors containing the model and measured linear
optics functions, respectively, σi is the corresponding error estimation of y
d
i serving
as weight in the definition. The additional weights wi, i = 1, 2, · · · , 5 are used to
account for our confidence over the five categories of fitting data. We may set them
to w1 = w3 = w5 = 1 and w2 = w4 = 4 to put more weights on the phase advances
because they are independent of BPM calibration.
This non-linear least square problem can be solved iteratively by Levenberg-
Marquardt method [12, 13]. In each iteration we compute the Jacobian matrix defined
as
Jij =
∆yj
∆qi
,
and solve
(JTJ + λI)∆q = −JT r0 (4.31)
to obtain a new set of fitting parameters, where I is the identity matrix and λ is an
adjustable non-negative parameter to control the behavior of the algorithm.
This fitting scheme has been applied to MAD simulation data. In one simulation,
we put changes ∆K1 = 0.0011 m
−2 to six focusing magnets and ∆K1 = −0.00825 m−2
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to six defocusing magnets to generate simulation data. The algorithm precisely con-
verges to the expected solution. In more general cases, we find this method also
suffers from the correlation between the neighboring magnets as the ORM fitting
does. However, it is able to obtain an equivalent lattice model with the same lattice
functions used in the fitting.
For the more common synchrotrons which use separate-function magnets, the
correlation should be weaker because of the betatron phase advances between the
quadrupoles are usually larger. This fitting scheme could be a useful method for
lattice modeling. In particular, we believe the combination of the lattice function
measurements with the orbit response matrix (ORM) could improve the robustness of
fitting for those machines whose ORM fitting also tend to have non-unique solutions.
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Chapter 5
Application of ICA to the Fermilab
Booster
All 48 BPMs of the Booster are able to digitize their readings turn by turn for the
entire cycle. It is very suitable for the analysis of ICA. By applying this technique to
experimental turn-by-turn BPM data of the Booster under different settings, we have
improved our understanding of the Booster in several ways. We measured the linear
lattice functions, including beta functions, betatron phase advances and dispersion
function. The measurements were carried out before and after the re-positioning of
the second dogleg magnet set (in section L03). For both cases, the measured lattice
functions were compared to the model. We observed synchrotron motion in the
Booster even though we didn’t excite it intentionally. The amplitude of synchrotron
motion in the Booster is usually weak. The momentum deviation shows variation
in one turn and the distribution is correlated with the rf cavities. We measured the
transverse impedance by the betatron tune shifts due to increased beam intensities.
Chromaticity was also measured using the tune shift due to radial orbit offset.
Some data sets were taken in the DC mode, which means the beam is kept at
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injection energy by turning off most of the rf cavities. There are about 15,200 turns
in a DC cycle. Other data sets were taken in regular ramping mode, or AC mode. The
ramping cycle contains 20,000 turns. In both cases, the transverse motion is excited
by a pinger which kicks the beam suddenly. The Booster pinger is a fast kicker
magnet with a transmission line type structure. Its fill time is 20 ns. In 8 GeV, 1 kV
voltage applied to it produces 5.3µr bend [37]. The excitation is applied periodically,
usually with an interval of 0.5 ms or 225 turns at injection. The voltage is 600 V at
400 MeV and is ramped up to 3.8 kV in AC mode to compensate the increase of beam
rigidity. The pinger causes coherent betatron motion with maximum amplitude of
about 0.5 mm. Horizontal and vertical data are always taken and analyzed together.
BPM gains obtained from the ORM study were used to correct the raw readings.
Due to unforeseen hardware problems , the raw readings of different BPMs are
not synchronized. It is necessary to adjust the turn index until it is correct for every
BPM. The burst position corresponding to the time when the pinger is fired is used
to attain a coarse match and the fact that the betatron phase advance per period
is about 100 degrees is used to determine the actual turn number precisely. The
corrector settings, including trim quadrupoles, skew quadrupoles and sextupoles are
recorded to construct a “precise” model for comparisons with the measurements.
The experimental results will be presented in separate sections in this chapter.
The measurements of linear lattice functions are given in section 5.1. The transverse
impedance measurements are presented in section 5.2. The chromaticity measure-
ments are given in section 5.3. The observation of synchrotron motion in AC mode
is shown in section 5.4. A brief summary in found in section 5.5.
5.1 Linear lattice function measurements 104
5.1 Linear lattice function measurements
5.1.1 Data taken in DC mode
The DC mode turn-by-turn data were taken in November 2003 after the dogleg mag-
nets in L13 were re-positioned to increase their separation. The beam energy was
kept at 400 MeV for 33.3 ms or a total of 15200 turns. The Linac beam was injected
to the Booster for four turns, corresponding to a total charge of 2.0E12 protons per
pulse. All skew quadrupoles were turned off. The trim quadrupoles in short straight
sections were turned off. Those in long straight sections were set to 0.2 A as it was
necessary to keep the beam stable. The chromaticity sextupoles were set to 8 A for
SEXTS and 11 A for SEXTL, respectively.
The pinger was fired horizontally every 0.5 ms. Each pulse lasts 2.0 µs or nearly
one turn at 400 MeV. Because each burst of coherent betatron motion has 225 turns,
the entire cycle is divided into small pieces such that each piece corresponds to one
burst. The ICA method is applied to each piece. However, pieces of 1000 turns or
more are used for analysis in some cases to study processes involving longer time
scale.
Clean coherent betatron components were obtained with the ICA method. An
example of extracted horizontal betatron modes are given in Fig. 5.1. The time-lag
constants are chosen to be τ = [0, 1, 2, 3]. The power spectra of the two modes are
shown in Fig. 5.2, which clearly indicate that their spectra are the same. Using Eqs.
(4.10), (4.11), the betatron function and phase advance are derived from the spatial
patterns. The measurements can be done with every burst of coherent betatron mo-
tion caused by the pinger. Using twenty bursts from two data sets taken in two cycles,
we have estimated the error bars by the standard deviations of these measurements.
The error bars of ∆β
β
are 6% on average. The average error bar of phase advance ∆φ
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between adjacent BPMs is 0.03 rad. The results are compared to model calculations
in Fig. 5.3. The difference between the model and the measurement is 10% in terms
of ∆β
β
and 0.08 rad in terms of ∆φ. Coherent vertical betatron motion is also excited
through linear coupling. But the coupling strength is not very strong (see the lower
plots of Fig. 5.1). The vertical betatron motion is also plagued by instability modes.
It is not suitable for lattice function measurement.
Dispersion were also measured with DC data. There was an injection energy mis-
match in the Booster. This energy error gradually disappeared because of the radial
position feedback loop. The time evolution of the momentum deviation corresponds
to a horizontal orbit drift. The ICA method can separate such a drift as an inde-
pendent mode and its spatial patten is proportional to the dispersion function. The
evolution of momentum deviation was derived from the temporal pattern. The initial
momentum deviation was found to be −0.4× 10−3, corresponding to an energy error
of ∆E = −0.08 MeV. The results are shown in Fig. 5.4.
5.1.2 Data taken in AC mode
AC mode is the normal Booster operation mode. It is very convenient to take turn-
by-turn BPM data in AC mode. We took turn-by-turn data after the dogleg magnet
set at section L13 was re-positioned (during the fall shutdown in 2003) to reduce the
dogleg effect and more recently when the dogleg magnets at section L03 were also
re-positioned (in fall 2004). The pinger worked horizontally before November 2004
and since then has been set to work vertically.
We first show data taken in April 2004 before the second dogleg was re-positioned.
The pinger was set to kick the beam horizontally every 0.5 ms. The beam intensity
corresponded to four-turn injection. Because of the linear coupling, coherent betatron
motion was also observed in the vertical plane in the first few thousand turns. The
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Figure 5.1: Examples of a pair of betatron modes with DC data at
turn 1915:2140. (a) Temporal patterns. (b) The cor-
responding spatial patterns with both horizontal (solid
circle) and vertical (hollow square) BPMs.
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Figure 5.2: FFT spectra of the modes of DC data.
ICA method was used to separate the horizontal and vertical coherent motions, where
their temporal and spatial functions of the betatron normal modes can be obtained.
Fig. 5.5 shows the temporal patterns of the horizontal (“minus”) and vertical (“plus”)
betatron modes for a burst from turn 2060 to turn 2320 1. It is noticed that in this
region the vertical decoherence occurs very slowly and it is not completely damped
out before the next burst.
The corresponding spatial patterns of the betatron modes are shown in Fig. 5.6.
Fig. 5.6 indicates strong linear coupling between betatron motions of the two trans-
verse planes because it shows that the “plus” mode and the “minus” mode show up in
both planes with nearly equal amplitude. The horizontal and vertical beta functions
are measured and the results are shown in Fig. 5.7. Error bars are estimated with
the standard deviations of results from four data sets. The average error bar of ∆β/β
is 8% for horizontal and 17% for vertical data. The difference of model calculation
and measurements in terms of average ∆β/β is 15% for both planes.
1Since usually the smaller betatron tune is the horizontal tune and the larger tune is vertical for
the Booster, we refer the “minus” mode as horizontal mode and the “plus” mode as vertical mode.
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Figure 5.3: The measured (square) horizontal beta function βx
(bottom) and betatron phase advance between adja-
cent BPMs (top) are compared to model calculation
(solid circle).
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Figure 5.4: Top: the evolution of momentum deviation error after
injection. Bottom: the dispersion function measured
(square) with the spatial pattern is compared to model
calculation (solid circle).
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Figure 5.5: Temporal patterns of the betatron modes of AC data
for the burst in turn 2060:2320. Top: the temporal
pattern of a horizontal betatron mode (left) and the
FFT spectra of the two (solid and dash) horizontal
betatron modes (right). Bottom: the temporal pattern
of a vertical betatron mode (left) and the FFT spectra
of the two vertical betatron modes (right). The FFT
spectra of the coupled modes are almost identical.
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Figure 5.6: Spatial patterns of the betatron modes of AC data for
the burst in turn 2060:2320. Top: spatial patterns of
the two horizontal betatron modes. Bottom: spatial
patterns of the two vertical betatron modes. Both hori-
zontal BPMs (circles) and vertical BPMs (squares) are
shown. Note there is strong linear coupling between
the two transverse planes.
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Figure 5.7: The measured beta functions (squares) are compared
to model calculation (solid circles) for AC data in April
2004. Top: horizontal beta function. Bottom: vertical
beta function.
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The betatron tunes for both transverse planes were derived from the coherent
betatron modes for the entire Booster cycle. When beam energy is ramped up,
the linear coupling is weakened and the vertical betatron tune is unavailable. The
measured tunes are compared to model calculation in Fig. 5.8. The agreement
between the measurement and the model is also an indication of the accuracy of the
model.
Figure 5.8: The horizontal (squares) and vertical (crosses) beta-
tron tunes in a Booster cycle. Tunes calculated by
MAD model are compared to measurements (solid and
dash lines).
During the shutdown in fall 2004, the extraction dogleg in section L03 was also
stretched out to reduce its perturbation to the lattice. The pinger was configured
to kick the beam vertically. Below we show data taken in November 2004 after the
shutdown. We set the pinger to be fired with 500 Hz, i.e., every 2 ms so the burst
has longer time to be damped out. The signals are relatively cleaner. The coherent
5.2 Measurements of Transverse Impedance 114
betatron modes for the burst start at turn 620 are shown in Fig. 5.9, 5.10. Beta
functions and phase advances for both transverse planes are measured. The results
are shown in Fig. 5.11. The differences between the model and measurements are
characterized by average ∆β/β, which is 12% for both horizontal and vertical planes.
The average differences of phase advances between the model and measurements are
0.10 rad for the horizontal plane and 0.12 rad for the vertical plane.
The lattice function measurements with turn-by-turn BPM data in different time
and experimental setting indicate that the existing lattice model can predict beta
function with an average error of 12% in ∆β/β and an error for phase advance from
BPM to BPM of about 0.10 rad.
5.2 Measurements of Transverse Impedance
The betatron tunes in general depend on beam intensity because of the interaction
between beam and the accelerator environment. The beam generates an electro-
magnetic field and the field acts back on the beam. The transverse effects of such
interaction are betatron tune shifts and possibly transverse instabilities. The tune
shift has an incoherent component which depends on positions of the particles in the
beam and has no average effect. The incoherent tune shift only increases the tune
spread of the beam and is not observable in BPM data because a BPM records only
the motion of the beam centroid. However, the coherent component, which is the
average tune shift of the beam, can be measured from BPM turn-by-turn data if the
measurement has high accuracy. The ICA method increases accuracy of tune mea-
surements by extracting a clean coherent betatron signal with information from all
available BPMs and using advanced tune evaluation method such as the interpolated
FFT [31]. We have measured the betatron tune shifts due to increased intensity in
half of the Booster cycle and calculated the transverse impedance with the results.
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Figure 5.9: Examples of betatron modes of AC data taken in
November 2004 when both doglegs were stretched. The
burst corresponds to turns 620:1120. Top: tempo-
ral pattern (left) of a horizontal betatron mode and
the FFT spectra (right) of the two horizontal modes.
Bottom: temporal pattern (left) of a vertical betatron
mode and the FFT spectra (right) of the two vertical
modes.
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Figure 5.10: Spatial patterns of betatron modes of AC data with
two re-positioned doglegs. Top: spatial patterns of
the horizontal modes. Bottom: spatial patterns of
the vertical modes. Horizontal BPMs (solid circles)
and vertical BPMs (hollow squares) are both shown.
Note the linear coupling is strong.
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Figure 5.11: Top: the measured beta functions. Bottom: the
phase advances between adjacent BPMs. Measure-
ments (squares) are compared to model calculation
(circles).
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The measured transverse impedance is compared to the calculations.
Turn-by-turn data were taken for different intensity levels corresponding to 2, 4,
6, 8 and 10-turn injection. The pinger was set to be fired every 0.5 ms with 2.0 µs
pulse width. The pinger voltage was ramped from 0.6 keV at injection to 3.8 keV
near extraction. The pinger kicks the beam vertically.
The vertical tunes before transition for all data sets are plotted in Fig. 5.12.
After transition and in a particular location near turn 3120, the betatron signal has
some temporal beating which corresponds to two or three peaks in the spectrum.
Examples of beating betatron signal are shown in Fig. 5.13. The tunes cannot be
uniquely determined from turn-by-turn signal in these regions. The cause of such
behavior is not known. The impedance measurement is limited in regions where the
vertical tune can be unambiguously obtained.
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Figure 5.12: (Color) The vertical tunes before transition for vari-
ous intensity levels.
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(c) a special case (at turn 3120) before transition.
Figure 5.13: Typical betatron modes before and after transition.
(a) The typical behavior before transition; (b) the
typical behavior after transition; (c) the burst start-
ing at 3120 turn is an exception of the typical behav-
ior before transition.
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The betatron tune shift comes from the imaginary part of transverse impedance.
The transverse equation of motion for the beam centroid is [1]
〈y¨〉+ (ν0ω0)2〈y〉 = F⊥(t)
γm
, F⊥(t) = −j eβIZ⊥
2piR
〈y〉, (5.1)
where ω0 is angular revolution frequency, R is average ring radius, I is beam current,
Z⊥ is transverse impedance and the derivative is with respect to time. From Eq. (5.1)
one can derive
(νω0)
2 = (ν0ω0)
2 +
eβI(jZ⊥)
2piγmR
(5.2)
and hence
ν = ν0 − 1
4pi
eβImZ⊥
γmRν0ω
2
0
I. (5.3)
The above result is for coasting beam. For bunched beam, a form factor that rep-
resents the longitudinal distribution of the beam needs to be included. The form
factor for a Gaussian beam is Bf/
√
2 (see Eq. (6.210) of Ref. [43]), where Bf is the
bunching factor defined as the ratio of the peak current Iˆ to the average current I¯,
i.e.,
Iˆ = Bf I¯ , I¯ =
Neβc
2piR
. (5.4)
The depressed tune in Eq. (5.3) can be re-written as
ν = ν0 − ImZ⊥
Z0
Nr0
2piγν0
Bf√
2
, (5.5)
where Z0 = 377Ω is vacuum impedance, r0 = 1.535× 10−18 m is the classical radius
of proton and N is the total number of protons in the ring. We can then fit the tunes
with respect to intensity to a linear curve
ν = ν0 + aN, a = − ImZ⊥
Z0
r0
2piγν0
Bf√
2
(5.6)
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Figure 5.14: Fitting vertical betatron tune νz vs. total number
of protons N to linear curves. The fitting curves at
different times before transition are shown.
5.2 Measurements of Transverse Impedance 122
0 2 4 6 8 10
0.78
0.8
0.82
0.84
0.86
0.88
turn number (x1000)
ν z
0
(a) ν0
0 2 4 6 8 10
−6
−4
−2
turn number (x1000)
co
f (1
0−
3 )
(b) a
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at each observation point of the cycle. Some fitting curves are shown in Fig. 5.14.
The fitted parameters ν0 and a are shown in Fig. 5.15.
The bunching factor has been obtained through bunch length measurements with
beam current signal detected by the resistive wall monitor. The bunching factor is
compared to calculation in Fig. 5.16. In the calculation the longitudinal emittance
is assumed to be 0.08 eV·s. Using the bunching factor and the fitted slopes, the
imaginary part of transverse impedance is derived with
ImZ⊥ = −2piγν0
√
2
Bf
(
Z0
r0
)
a. (5.7)
The result is shown in Fig. 5.17. The value of ImZ⊥ is found to be nearly 50 MΩ/m
at injection and it decreases to about 15 MΩ/m before transition.
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Figure 5.16: Inverse of the measured and calculated bunching fac-
tor (1/Bf) before transition. Measurements are un-
der two intensity levels. The calculation is based on
a 95% longitudinal emittance of 0.08 eV·s.
The transverse impedance comes from various sources, including image charge
and image current in vacuum chamber and magnets, resistive wall impedance of the
5.2 Measurements of Transverse Impedance 124
0 2 4 6 8 10
0
10
20
30
40
50
60
turn number (x1000)
Im
Z V
 
( M
Ω
/m
)
Figure 5.17: The measured imaginary part of transverse
impedance ImZ⊥ (square) is compared to its
calculated counterpart (solid line). The calculation
considers Laslett tune shift due to image currents in
magnet poles and image charge in vacuum pipe.
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vacuum chamber and magnets. It is estimated in Ref. [41] that the resistive vacuum
chamber of the Booster contributes a very small fraction to the vertical transverse
impedance by
ZV (ω) = (1 + j)
0.122√
ω/ω0
MΩ/m. (5.8)
The resistive wall impedance from the magnet poles which covers 59% of the ring
should also be negligible because the magnets are enclosed with a steel shell which
bypasses the surface current. The coherent Laslett tune shift due to the magnetic
field and the electric filed is [42]
∆νz = −Nr0R
piγνz0
[
(
Bf
γ2β2
+ 1)〈 ξe
h2
〉+ 〈 ξm
h2m
〉
]
, (5.9)
where 〈· · · 〉 denotes average over the entire ring, ξe and ξm are tune shift coefficients
of electric filed and magnetic field, respectively, 2h and 2hm denote the vacuum pipe
diameter or magnet pole gap distance. The magnetic field term represents the image
current in magnet poles. Considering the different geometry of the F and D magnet,
we get
〈 ξm
h2m
〉 = ξm
2piR
(
LF
h2F
+
LD
h2D
)
× 48 = 636.7m−2, (5.10)
using LF = LD = 2.889 m, hF = 2.08 cm, hD = 2.86 cm and ξm = pi
2/16 for parallel
plates. The electric field term is
〈 ξe
h2
〉 = ξe
2piR
∑
sections
L
h2
= 227.4m−2 (5.11)
using ξe = 1/2 for circular pipe and that the total length of vacuum pipe with radius
2.08 cm (Long sections and mini straight sections) is 168 m and the length with radius
5.40 cm is 28.8 m (Short sections). The transverse impedance corresponding to Eq.
(5.9) can be estimated by comparing it to Eq. (5.5). The result is compared to the
measurement in Fig. 5.17. It is seen that the calculation does not completely explain
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the measured impedance. However, the order of magnitude and the trend within the
cycle are in good agreement. Other sources could also contribute to the impedance.
5.3 Chromaticity Measurements
The high accuracy of betatron tune measurements through the application of the
ICA method to turn-by-turn BPM data also provides a convenient way to measure
the chromaticity. For the Booster, this can be done by changing the reference radial
orbit (i.e., ROF curve) and measuring the corresponding change of betatron tunes.
The momentum deviation introduced by changes of the ROF curve is measured by
comparing the average orbit shift to the dispersion function calculated by the lattice
model.
We carried out such measurements in June 2005. In the experiment the Booster
was in regular ramping cycle. The pinger kicks vertically every 1.0 ms, corresponding
to burst lengths of 500 to 600 turns. The ROF curve was shifted from one side of the
vacuum chamber to the middle and then to the other side while turn-by-turn data
were taken at all three positions. The total change of radial orbit was 5 mm without
significant beam loss at both limits. The beam intensity was 0.8 × 1012 protons
per cycle (2-turn injection). Two data sets were taken, one with the chromaticity
sextupoles in short sections (SEXTS) off and the other with SEXTS on. The long
section chromaticity sextupoles (SEXTL) were kept on.
The measured tunes are shown in Fig. 5.18. The horizontal tunes can be measured
only before 12 ms in the cycle while there is still considerable linear coupling. The
momentum deviation is estimated using
δ =
〈
∆x
D
〉
, (5.12)
where D is the dispersion function obtained from model calculations, ∆x is the radial
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orbit shift and the sum is over the horizontal BPMs. Taking the middle radial po-
sition as the reference, the orbit shift at either inward or outward limit corresponds
to momentum deviation of about ±1.2 × 10−3 with small variations depending on
where it is in the cycle. Fig. 5.18 indicates a clear dependence of the betatron tunes
on momentum deviation. The chromaticity, or the slope of betatron tune over mo-
mentum deviation can be obtained by a linear fitting with the three data points at
each observation point. The results are shown in Fig. 5.19. The error bar of chro-
maticity measurements is estimated to be ∆C = ±0.5, assuming the accuracy of tune
measurements is ±0.001 and using the fact that we changed momentum deviation by
more than 2 × 10−3. Chromaticities calculated by the lattice model throughout the
cycle using experimental settings are plotted in Fig. 5.20. The natural chromaticities
are Cnatz ≈ −7.1 and Cnatx ≈ −9.2 for the entire cycle. The chromaticity sextupoles
(SEXTL and SEXTS) partially compensate them. The currents of the chromaticity
sextupoles in the cycle when data were taken are shown in Fig. 5.21. The effect of the
SEXTS sextupoles can be seen from the differences between the dashed and the solid
lines in Fig. 5.20. It is also experimentally observed in the chromaticity measure-
ments in Fig. 5.19. The measured horizontal chromaticity reduction due to SEXTS
is compared to model calculation in Fig. 5.22. The descending trend in the figure
is specified by both the SEXTS current ISEXTS and the ramping momentum P . At
400 MeV, ∆ISEXTS =1 A causes a change of horizontal chromaticity of ∆Cx = 0.47,
which is consistent with the calculation using Eq. (2.52).
Chromaticities were also measured when both sextupole families were turned off.
The results of two measurements in different time (July 29 and August 25, 2005) are
shown in Fig. 5.23. In the July 29 measurement, SEXTS was turned off only for the
first 12 ms. After that the current ISEXTS steadily varies from -34 A to -100 A, with
ISEXTSP (t = 0)/P (t) ≈ −10 A. It is noted that the chromaticity measurements in
ramping cycles (AC mode) presented above do not agree to an earlier measurement
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Figure 5.18: The betatron tunes of the chromaticity measurement.
Top : horizontal tune νx when SEXTS is on or off.
Middle and bottom: vertical tune νz when SEXTS
is on or off. The three curves represent radial beam
position at the outward limit (squares), the center
(stars) and the inward limit (circles).
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Figure 5.19: The measured horizontal chromaticity Cx when
SEXTS is on (triangles) or off (stars), and the mea-
sured vertical chromaticity Cz when SEXTS is on
(dash, circles) or off (solid, squares). The error bar is
estimated to be ±0.5.
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Figure 5.20: Chromaticities calculated with the lattice model us-
ing experimental settings. Top: horizontal chromatic-
ity Cx. Bottom: vertical chromaticity Cz. The
natural chromaticities (dotted), chromaticities with
SEXTL on but SEXTS off (solid) and with both
SEXTL, SEXTS on (dashed) are compared.
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Figure 5.21: The currents of SEXTL and SEXTS in the cycle (for
the June 2005 data), corrected to 400 MeV equiva-
lence by multiplying the factor P (t = 0)/P (t).
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Figure 5.22: Horizontal chromaticity reduction ∆Cx due to
SEXTS sextupoles. Model calculation (solid line) is
compared to measurement (circle).
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Figure 5.23: (Color) Horizontal and vertical chromaticities mea-
sured in AC cycles when both SEXTL, SEXTS sex-
tupoles were turned off. Note SEXTS was turned off
only for the first 12 ms for July 29 measurement.
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Table 5.1: Chromaticity measurement in DC cycles [38].
Index SEXTL(A) SEXTS (A) Cx Cz
1 0 0 -21.7 11.6
2 10 10 -10.7 7.7
3 -10 -10 -33.7 15.1
4 0 -10 -33.1 13.2
which was conducted in fixed energy cycles (400 MeV, DC mode) [38]. The result of
the DC measurement is listed in Table 5.1. Most noticeably the vertical chromaticity
Cz is positive in DC measurement and negative in the beginning of a ramping cycle
(where the beam energy is also 400 MeV). The magnitude of Cx, Cz in DC measure-
ment is also much larger than the AC measurement and the natural chromaticity of
the Booster. Table 5.1 shows that a change of SEXTS current of 1 A can raise the
Cx by 1.14 in 400 MeV, which is about twice of the value calclated with the lattice
model and magnet specification. Since the DC measurement was done two years ago,
we may need to re-do the measurement to verify that the machine status has not
changed, even though we think there was no upgrade that could have changed the
chromaticities much since then.
The ICA method for chromaticity measurement remarkably increases the accuracy
and reduces the need of human interaction with the console. The chromaticity in the
entire cycle is obtained in one shot, which saves a tremendous amount of time.
5.4 Observation of Synchrotron Motion
In turn-by-turn BPM data of ramping cycles, we have observed the synchrotron mo-
tion. The synchrotron signal is usually very weak because we didn’t excite synchrotron
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motion intentionally 2. Unlike what we have predicted in chapter 4.2.2, there are not
only one but two or more synchrotron modes. Their spatial patterns often do not
resemble the dispersion function. Even though the Booster’s dispersion functions are
all positive, the spatial patterns crosses zero. Figure 5.24 shows the spatial and tem-
poral functions of two synchrotron modes from turn 3001 to turn 3400. The behavior
of the spatial pattern of synchrotron modes is a consequence of the energy variation
from BPM to BPM in one revolution. And such energy variation could come from (1)
beam energy gain and loss by the longitudinal damper or (2) mis-matched ramping
curves of the energy gain in rf cavities and the dipole fields. The momentum devia-
tion is estimated to be about 5× 10−5 corresponding to energy deviation of 50 keV.
This agrees well with a recent estimate of the one-turn energy loss of about 60 keV
[40]. Since the beam energy changes rapidly by about 340 keV in one revolution, each
BPM can see different momentum deviation. Figure 5.27 shows the spatial function
divided by the dispersion function. This can be thought of as the amplitude of the
off-momentum coordinate at each BPM location.
To better understand the synchrotron modes, we define the mode function
∆p/p(s, t) =
1
D(s)
(As1(s)s1(t) + As2(s)s2(t)) , (5.13)
where D(s) is the dispersion function calculated with the model. The function
∆p/p(s, t) from turn 3001 to 3050 is shown in Fig. 5.26, where each square box
corresponds to one turn in Booster. Note that the mode function has an energy devi-
ation amplitude on the order of 50 keV, while the one turn energy gain at turn 3001
is about 340 keV, i.e. the average energy gain of each RF cavity is about 20 keV or
40 keV per pair.
The synchrotron tune throughout the cycle has been derived from the temporal
patterns of the synchrotron modes. The result is compared to calculation in Fig. 5.25.
2The radial orbit is controlled by a feedback system. The rf phase cannot be suddenly changed.
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Figure 5.24: Examples of synchrotron modes in the Booster ramp-
ing cycle. The turn range is 3001 to 3400 (see
Fig. 5.26).
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In the calculation the total rf voltages V is based on typical recorded operation values
(i.e., the RFSUM curve) and the synchronous phase is derived from the RFSUM and
the ramping momentum curve of the Booster. The synchronous phase derived this
way is smaller than the actual value in the beginning of the cycle. So the calculated
synchrotron tune is larger than the measurement in this region as shown in Fig. 5.25.
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Figure 5.25: The measured synchrotron tune in a Booster cycle is
compared to calculation. The discrepancy near injec-
tion comes from the incorrect synchronous phase used
in calculation.
5.5 Summary
In this chapter we described the application of the ICA method to turn-by-turn data
taken with the Fermilab Booster. It is used to measure the linear lattice functions in
constant-energy mode (DC mode) and in regular ramping mode (AC mode). For both
cases, moderate agreement between the existing model and the measurement is found.
5.5 Summary 137
Figure 5.26: The variation of momentum deviation from BPM to
BPM for 50 turns starting at turn 3001. Each square
box represents one revolution.
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Figure 5.27: The spatial function of the synchrotron modes shown
in Fig. 5.24 divided by the dispersion function. The
resulting function can be thought of as the amplitude
of the off-momentum deviation at each BPM location.
The locations of rf cavities are shown as dots on the
horizontal axis.
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The difference is about 12% in terms of average ∆β/β. Using the high-accuracy tune
measurement capability of the ICA method, we have measured the dependence of the
betatron tunes on the beam intensity and beam momentum deviation, from which
we derived the transverse impedance of the Booster and also the chromaticity. The
synchrotron motion is also observed in turn-by-turn BPM data. The small energy
variation between the BPMs can be seen in the spatial patterns of the synchrotron
modes.
Since BPM turn-by-turn data is very easy to take and useful information can be
derived from it with the ICA method, we can expect this method to find applications
in other synchrotrons. For example, interest of using ICA has grown in RHIC and
Tevatron studies.
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Chapter 6
Emittance Growth
In this chapter emittance data measured by the Booster ionization profile monitor
(IPM) are studied. In order to analyze these data, we built the lattice model with
experimental settings of ramping parameters to calculate the lattice functions. We
studied the vertical emittance growth behavior in different stages of a Booster cycle
and its relation to the beam intensity. The transverse and longitudinal components
in the horizontal beam width are separated by a fitting model which makes use of the
different scaling rules of basic accelerator physics. From these separated components
we derived the rms momentum width and horizontal emittance growth behavior. We
also tried to understand the beam width oscillation after transition by extracting rel-
evant parameters through a fitting model. We analyzed the post-transition horizontal
beam size oscillation based on a model where the longitudinal phase space mismatch
has resulted from non-adiabatic motion in the transition energy crossing. We also es-
timated the space charge effect during the transition energy crossing. A space charge
stopband correction approach is proposed as a means to reduce the emittance growth
due to space charge effect.
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6.1 The Emittance Measurements
IPM data for Booster (under event 17) were taken with various intensity levels on
Feb. 3, 2005. The injected-turn numbers were varied from 2 to 18. The gate of
the ionization profile monitor is about 1 µs, or the profile is the average of about 52
bunches. The experimental conditions for all data sets were the same as the normal
operations. The corrector package settings were recorded to build a realistic lattice
model for lattice function calculations.
The profile data at each turn is fit with a Gaussian plus polynomial model [45],
p(y) = a + by + A exp(−(y − y0)
2
2σ2y
), (6.1)
where y is the transverse coordinate of a micro-strip and p is the reading of the
strip. The parameter σy and y0 are the half rms width and central position of the
beam, respectively. The calibration routine with linear parameterization is used to
compensate the systematic error of beam width due to space charge [7]. The cali-
bration makes significant corrections for high intensity and small beam width cases.
Thus the calibration is much more important for the horizontal beam profile, because
βx ≈ 6.5 m  βz ≈ 20.5 m and the dispersion Dx = 1.8 m at the IPM location.
The rms beam width σy in Eq. (6.1) is related to the emittance by
y,rms =
σ2y
βy
, (6.2)
where rms is rms emittance. The 95% emittance 0.95 is 0.95 = 6rms. These relations
can be applied to vertical data directly. For horizontal data, the distribution of mo-
mentum deviation also contribute to the beam width. Assuming that the horizontal
transverse phase-space distribution is un-correlated to the longitudinal phase-space
distribution, we obtain
〈x2〉 = 〈x2β〉+D2〈δ2〉 or σ2x = βxx,rms +D2σ2δ , (6.3)
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where 〈· · · 〉 denotes ensemble average, δ = ∆p/p, D is the dispersion at the IPM and
xβ is the betatron part of the horizontal orbit, x,rms is the rms horizontal emittance,
and σδ is the rms momentum width. The transverse emittances decrease as the
beam momentum is ramped up due to adiabatic damping. The normalized emittance
defined as n = βγ is supposed to be conserved if non-conservative mechanisms are
absent.
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Figure 6.1: Left: total charge (CHG0, in 1012) for data sets with
3, 5, 7, etc. injection-turns. Note that the notch of
beam loss at about turn-600 is created intentionally
by kicking 3 bunches out to facilitate the extraction
to the Main Injector. Right: CHG0 after the notch
(1.5 ms), right before transition (17 ms) and at ex-
traction (33 ms) for all data sets. Note the 16-turn
injection data set lost beam at transition accidentally.
The charge signals were taken along with IPM data. Fig. 6.1 shows the total charge
for some data sets and the total charge at three characteristic points of the cycle for all
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data sets. Note that small loss occurs at high injection-turn after transition crossing.
Beam-loss becomes very severe at injection turns larger than 12.
The transverse space charge effect is characterized by the generalized space charge
perveance, defined as
Ksc = 2Nr0/(β
2γ3),
where N is number of protons per unit length and r0 = 1.5347 × 10−18 m. Taking
a Gaussian beam distribution with N = NB/(
√
2piσs), where σs is the longitudinal
rms bunch length, we plot the space charge perveance for a Booster cycle for 10-turn
injection in Fig. 6.2.
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Figure 6.2: The space charge perveance parameter for an entire
Booster ramping cycle for the beam intensity of 10-turn
injection (total charge of 4.1E12). The bunch length
is derived from the total rf voltage (RFSUM) of the
Booster cycle while the 95% longitudinal emittance is
assumed to be 0.08 eV-s.
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For emittance calculation in the entire cycle, we build the lattice model at 1 ms
interval in the cycle according to the actual beam energy and experimental lattice
setting. The lattice functions such as beta functions βx, βz, dispersion function D and
transition gamma γt anywhere in the cycle are calculated with interpolation. Fig. 6.3
shows the change of these lattice functions in the cycle at IPM location.
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Figure 6.3: Lattice functions βx, βz, Dx at the IPM location and
the transition γt normalized by the values at 1 ms,
where βx0 = 6.5 m, βz0 = 20.5 m, Dx0 = 1.8 m and
γt0 = 5.48. The change of these lattice functions arises
from the effect of the DC dogleg magnets and the trim
quadrupoles.
The turn-by-turn beam width signal from the IPM is usually noisy. Since we are
interested only in the average behavior, it is useful to filter out the high-frequency
noise. We apply a 40-points low-pass digital filter with tune threshold 0.1 to remove
such noise. The effects of the filter are shown in Fig. 6.4 as an example for the
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vertical mean-square beam size in the vertical plane. Fig. 6.5 shows the properties of
the digital filter.
6 8 10 1210
15
20
25
turn number (x1000)
σ
z2  
(m
m2
)
raw
filter
Figure 6.4: The raw and filtered σ2z for 10-turn injection are shown
for comparison.
6.2 The Vertical Emittance
Since the transverse emittances are adiabatically damped as the momentum increases,
it is more convenient to study the normalized emittance. In this section we study the
vertical emittance because it is free of the complication of longitudinal distribution.
The normalized vertical emittance is calculated using the actual vertical beta function
βz of the time of the cycle. Fig. 6.6 shows the vertical rms emittance for two data
sets with 4 injection-turns or 12 injection-turns respectively. We note the emittance
starts with the same level (2 pi-mm-mrad) but follows different growth pattern for
different intensities.
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Figure 6.5: The magnitude (left plot) and phase (right plot) prop-
erties of the digital filter.
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Figure 6.6: The vertical rms emittance (dashed) and the normal-
ized rms emittance (solid) in the entire cycle for 4-turn
and 12-turn injection.
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The normalized emittance grows rapidly in the first 4000 turns because of the
space charge effect and the growth rate is nonlinear and highly dependent on beam
intensities. For the later part of the cycle (4001-17000 turns), except close to ex-
traction, the growth is slow and linear. The cause of the later emittance growth is
not likely the space charge effect because the relativistic gamma is large in this re-
gion. Possible growth mechanisms are residual gas scattering, intra-beam scattering,
or other mechanisms. We will treat the two growth periods separately with the first
period (region A) contains from turn 70 after injection to turn 4000 and the second
period (region B) contains from turn 4001 to turn 17000 .
6.2.1 Linear growth region
The emittance growth in region B can be roughly considered as linear. However some
data-sets may lose beam during the transition energy crossing and some have post-
transition oscillation. We fit the pre-transition and post-transition regions to linear
curves separately. The fitting curves are shown in Fig. 6.7.
The growth rate of emittance defined by
αz =
∆nz
∆N
, (6.4)
where N is number of turns, is calculated with the slopes of the linear curves. The
growth rates are shown in Fig. 6.8. The vertical normalized emittance grows about 1
pi-mm-mrad in 104 turns for normal working cycles of the Booster. The growth rate
seems to be proportional to the injection-turns.
The growth rate due to residual gas scattering is estimated to be ∆n/(n∆t) =
0.008 s−1 at the vacuum pressure of 100 nTorr, which is about 1.2 × 10−4 in 15 ms
(or 10000 turns). Thus the emittance growth can not be caused by the residual gas
small-angle scattering. The growth rate due to the intrabeam scattering is estimated
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Figure 6.7: Left: (Color) The normalized vertical rms emittance
from turn 4001 to turn 9200 for all data sets with 2-
turn injection to 18 turn injection. Right: (Color) The
normalized vertical rms emittance from turn 11001 to
turn 16200 for all data sets with 2-turn injection to 18-
turn injection. Note 16-turn data set lost a big fraction
of beam at transition and thus has smaller emittance
here.
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Figure 6.8: (Color) The vertical emittance growth rate before and
after transition for all data sets.
to be less than ∆n/n∆t ≤ 0.001 s−1 [47]. It is difficult to see why the growth rate
of the emittance is as large as 1 pi-mm-mrad in 104 turns.
6.2.2 Space charge dominated region
Space charge effects play an important role in the first 4000 turns. Fig. 6.9 shows the
normalized vertical rms emittance in region A for all data sets. Note that with 12
injection-turns or less, the emittance growth is relatively mild. The growth behavior
for these data sets follows a similar pattern, which could be modeled. However, for
14 turns or more injection, the emittances grew violently in the first few hundreds
of turns and ended up with much higher values at turn 4000 than the other cases
with less intensity. The 13-turn injection data set is like an intermediate behavior.
It follows the pattern of the first kind at the beginning but starts blowing up from
about turn 1500.
6.2 The Vertical Emittance 150
0 1 2 3 41
2
3
4
5
6
7
turn number (x1000)
ε z
 
(m
m−
mr
)
12t
Figure 6.9: (Color) The normalized vertical rms emittance from
turn 70 to turn 4000 for all data sets with 2-turn in-
jection to 18-turn injection. Note the RED curve is for
12-turn injection which marks the border of two kinds
of emittance growth behavior.
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Emittance dilution due to space charge is well-known. However, the exact emit-
tance growth mechanism is unclear. Thus the high space charge cases are certainly
much more difficult to analyze. A popular belief is that the emittance dilution has
resulted from the half-integer stopband of the betatron motion. The stopband width
is proportional to the space charge perveance Ksc. It is tantalizing to find a relation
between the space charge parameter and the growth rate for the low space charge
end.
Let the instantaneous growth rate be proportional to Ksc:
d
dt
= b1 + b2Ksc. (6.5)
The normalized emittance can then be expressed as
 = a0 + b1t+ b2
∫ t
0
Kscdt
′, (6.6)
where a0 denotes initial normalized emittance, b1 denotes linear growth rate and b2
denotes space charge induced growth rate. We can fit nz to this model. Some fitting
curves are shown in Fig. 6.10. The fitting parameters are shown in Fig. 6.11. The
fitted linear growth rate is the same as the before-transition curve shown in Fig. 6.8.
The space charge dependent growth rate b2 is nearly constant for all data sets because
the intensity has been absorbed by the perveance parameter Ksc.
An alternative model is based on Eq. (6.16) of Ref. [48], which leads to,
(nx)
2 = a0
(
1 + b1t + b2
∫ t
0
Kscdt
′
)
. (6.7)
This model describes emittance growth due to initial non-equilibrium distribution of
the beam. The fitting result has very similar features as the model of Eq. (6.6).
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Figure 6.10: The fitting curves of model Eq. (6.6) for some data
sets with various turns injected.
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6.3 Horizontal Emittance
The horizontal beam width reflects both the horizontal emittance and the longitudinal
off-momentum distribution as seen in Eq. (6.3). Fig. 6.12 shows σ2x for 4-turn and
12-turn injection for the entire ramping cycle. The off-momentum width is increased
around transition because the bunch length is shortened. The beam width starts
oscillating after transition because of the longitudinal phase space mismatch.
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Figure 6.12: (Color) σ2x for 4-turn and 12-turn injection. The beam
widths below and above transition energy shows adi-
abatic damping, while the beam width is enhanced at
the transition energy region due to the increase of the
momentum width.
Since the transverse horizontal emittance and the momentum width have differ-
ent scaling property as a function of the beam momentum, we cannot calculate the
normalized horizontal emittance directly unless we can isolate and remove the contri-
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butions of the off-momentum distribution. In the following, we use the fact that the
energy scaling rules of the betatron emittance and the off-momentum variables are
different to separate the contribution of the betatron and off-momentum components.
6.3.1 Below transition energy
One way to obtain the transverse betatron component in σ2x is to subtract the “known”
off-momentum width component, i.e. σ2x,β = σ
2
x −D2σ2δ . We can do so by assuming
the beam fills up the rf bucket during the adiabatic capture at injection. The bunch
shape then follows the evolution of the rf bucket as a matched beam, which can be
determined knowing the rf voltage V and rf synchronous phase φs. Fig. 6.13 shows the
rf voltage (RFSUM), recorded with console program during the experiment, and the rf
synchronous phase, calculated by the energy gain per turn according to the magnetic
field ramp. Fig. 6.14 shows the rf bucket area (left plot), the rms momentum width
and bunch length (right plot) calculated by assuming that the phase space area of
a bunch to be 0.08 eV-s. The longitudinal component in σ2x can then be calculated
with D2σ2δ .
Another way is to make use of the difference of the scaling rules of the transverse
and longitudinal components with respect to the rf voltate and the beam momentum.
Both terms of Eq. (6.3) change in the cycle as the momentum is ramped up. However,
they change in different scaling rules. The scaling rules are shown in Eq. (6.8)
σ2x = βxrms +D
2σ2δ = βx
nrms
βγ
βx0(βγ)0
βx0(βγ)0
+D2σ2δ0
σ2δ
σ2δ0
= aA(t) + bB(t) (6.8)
with
a = nrms
βx0
β0γ0
, A(t) =
βx
βx0
β0γ0
βγ
(6.9)
b = D2σ2δ0, B(t) =
γ0
√
γ0|η0|/V0| cosφs0|
γ
√
γ|η|/V | cosφs|
, (6.10)
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Figure 6.13: (Color) The rf voltage V (RFSUM) and the syn-
chronous phase φs.
0 5 10 15 200
0.2
0.4
0.6
0.8
1
turn number (x1000)
A 
(eV
−s
)
0 5 10 15 20
2
4
turn number (x1000)
δ 
(10
−
3 )
0.5
1
1.5
φ (
rad
)
Figure 6.14: Left: The bucket area throughout the Booster cycle.
The bucket area is about 0.08 eV-s at the beginning of
the ramping cycle. Right: (Color) The rms momen-
tum width σδ and rms bunch length σφ, assuming
phase space area A = 0.08 eV-s. The rms value is
obtained by dividing the maximum δ and φ by
√
6.
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where we have used the scaling rule of σδ ∼ V 1/4|η|−1/4γ−3/4 [1]. The scaling rules of
A(t) and B(t) are shown in Fig. 6.15.
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Figure 6.15: Scaling function A(t) and B(t), obtained with realis-
tic Booster lattice model and rf parameters.
The normalized horizontal emittance can be considered as growing linearly if it
has the same behavior as the vertical emittance, so we further assume a = a0 + a1t.
We assume b = b0 is a constant, i.e. the longitudinal phase space area is preserved.
We can fit the horizontal width with
σ2x = (a0 + a1t)A(t) + b0B(t). (6.11)
To avoid the nonlinear emittance blow-up in the first several milliseconds of the cycle
and the non-adiabatic region near transition, we fit σ2x from turn 3001 to turn 9200 to
the model of Eq. (6.11) to obtain constant parameters a0, a1 and b0 for each data set
and turn these parameters to horizontal emittance or rms momentum width according
to Eqs. (6.9), (6.10). Some fitting curves are shown in Fig. 6.16.
This model does not describe the data of high-intensity cycles very well because
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Figure 6.16: The fitting curves of Eq. (6.11) for some data sets
with various turns injected.
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the calibration result of the linear parameterization scheme deviates from the actual
beam size for high intensity beams (See Fig. 2 of Ref. [7]). The horizontal beam size
σx (see Fig. 6.12) drops from 3.5 mm (at turn 3001 ) to 2.5 mm (near turn 7000 )
in this region. For a beam of σx = 3 mm with total charge of 4E12 (i.e., 10-turn
injection), the calibration error is as large as 5%. As the beam size shrinks due to
adiabatic damping, the deviation gets even more severe. Such deviation destroys the
scaling laws in the calibrated data and leads to unreasonable fitting results. Hence
we show the results only for data sets with 10-turn injection or less. The resulting
normalized emittance, its growth rate and the rms momentum width are shown in
Fig. 6.17. The standard deviations of the noises in σ2x, along with the covariance
matrix of the fitting, are used to estimate the error bars of these parameters.
The results give reasonable values of emittances and rms momentum widths at
turn 3001 . The horizontal normalized emittances are found to be about 2 pi-mm-
mrad. This value is about the same as that of the initial vertical emittance (see a0
of Fig. 6.11). The growth rate, defined as
αx =
∆nx
∆N
, (6.12)
is about 0.8 pi-mm-mrad per 104-revolutions. The horizontal growth rate is on the
same level as the vertical growth rate shown in Fig. 6.8. The rms momentum width is
about 1.0× 10−3, which is smaller than the value 1.4× 10−3 as predicted in Fig. 6.14.
The momentum width for these data sets were nearly equal, indicating that particles
almost fill up the rf buckets at injection.
We have measured the momentum spread using the resistive wall monitor signal
with a high resolution scope for 4-turn and 11-turn injection. The recorded peaks on
the beam current signal are fitted to elliptic model [46] to derive the bunch lengths.
The bunch lengths are turned to momentum spread according to the phase space
ellipses. The results are shown in Fig. 6.18. The rms momentum spread at turn 3001
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Figure 6.17: Top left: the fitted normalized horizontal emittance
at turn 3001 0 = a0
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emittance growth rate defined as αx =
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χ2 for the fitting cases.
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is about 1.25× 10−3.
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Figure 6.18: (Color) The measured rms bunch length σφ (left) and
rms momentum width σδ (right) for 4-turn and 11-
turn injection are compared to calculations assuming
phase space area 0.08 eV-s. The measurements were
taken on April 29, 2005 under event 14.
6.3.2 Across the transition energy
The rms momentum width starts to grow rapidly as the beam gets near transition so
that η becomes small. The bunch shape cannot follow the rf bucket when it is very
close to transition and the longitudinal motion is non-adiabatic. The adiabatic time
and nonlinear time for Booster are estimated to be [1]
τad =
(
piβ2mc2γ4
T
γ˙ω20heV | cosφs|
)1/3
≈ 0.20 ms,
τnl = γ
3
T
η1
2γ˙
δˆ = γ
T
3
2
β20 + γ
2
T
α1
2γ˙
δˆ ≈ 0.07 ms,
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where we use γ˙ ≈ 392 s−1, α1 = 1.0, and the maximum rms momentum width at
transition is obtained by using the non-adiabatic formula
δˆ
∣∣∣∣
γ=γ
T
=
γ
T
31/6βτadΓ(
2
3
)
(
2A
3mc2γ˙
)1/2
≈ 0.502 γT
βτad
( A
mc2γ˙
)1/2
. (6.13)
Here A is the rms phase space area of the beam in eV-s. The total growth due to
nonlinear longitudinal motion is G ≈ exp{ 2
3
(τnl/τad)
3/2} ≈ 1.14 [1]. Thus the phase
space growth due to the nonlinear motion is about 14%, which is small.
6.3.3 Microwave instability
The beam near transition energy can also suffer microwave instability. The emittance
growth factor can be estimated as G = exp(S), where [49]
S ≈ nω0N
2
Be
2|Z‖/n|2γ3T
64pi2σδA2γ˙ , (6.14)
where A = piσEσt is the rms phase space area in (eV-s), and n = R/b ≈ 1500 is the
mode number. Assuming a broadband impedance of |Z‖|/n ≈ 20 Ω andNB = 6×1010,
we find G ≈ 1.39.
6.3.4 Bunch mismatch oscillations in the synchrotron phase
space
After passing the non-adiabatic region near transition, the particles in the beam
bunches start to follow the ellipses in the phase space again. However, the phase
space shape of the bunches are mismatched to the ellipses. Hence the bunch starts to
tumble in the bucket at the rate of synchrotron tune, which causes the rms momentum
width of the beam to oscillate at the rate twice of the synchrotron tune.
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Let δ1, δ2 be the maximum and minimum rms momentum width, which are con-
nected by the matched ellipses [1]
δ2 =
νs
hη
A˜
δ1
, (6.15)
where A˜ = piδ1φ1 is the rms phase space area. The extrema of horizontal beam width
are related by
σ2x,max − σ2x,min = D2(δ21 − δ22). (6.16)
We can identify δˆ in Eq. (6.13) as δ1. The phase space area A (in eV-s) in
Eq. (6.13) is related with the phase space area A˜ of Eq. (6.15) by
A˜ = ω0
β2E
A. (6.17)
Combining Eqs. (6.13), (6.15) and (6.16), we can solve for δ1, δ2 and the phase space
area A from the oscillation magnitude of σ2x.
The post-transition beam width oscillations may also arise from the mis-match
across transition due to longitudinal space charge effect as pointed out by Sorensen
[50]. In a linearized approximation, the longitudinal Hamiltonian around the transi-
tion energy region is
H(φ, δ) ≈ hηω0
2
δ2 − ω0e
4piβ2E
[
V cosφs − hecg0Z0NB
2γ2Rσ3φ
]
(φ− φs)2, (6.18)
where h is the harmonic number, g0 = 1 + 2 ln
b
a
is the geometric factor, Z0 is the
impedance of vacuum, NB is the number of particles per bunch, and R is the mean-
radius of the synchrotron. Note that the space charge force has de-focusing effect
below transition energy (cosφs ≥ 0) and focusing effect above the transition energy
(cosφs ≤ 0). It causes sudden change of the shape of matched ellipse and thus the
mismatch between the beam bunch and the ellipse. The space charge effect can be
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estimated by evaluating the effective voltage of space charge relative to the rf focusing
force V cosφs, or
hecg0Z0NB
2γ2Rσ3φ
1
V cos φs
. (6.19)
This parameter is shown in Fig. 6.19 for 10 injection-turns with a phase space area of
0.08 eV-s. The result shows that the maximum space charge voltage (at transition)
is about 10 kV, or only 1.7% of the rf voltage at the time.
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Figure 6.19: The effective space charge voltage Vspchg (solid) and
the ratio of Vspchg/(Vrf cos φs) (dashed).
It is commonly believed that the post-transition bunch length oscillation is due
to the space charge potential which causes rf potential well distortion and induces
bunch length mis-match. However, the post-transition data in the next section shows
that the mismatch factor is about δ1/δ2 ≈ 4.8, which is nearly independent of the
injection-turn. Thus the bunch shape mismatch due to the non-adiabatic motion
during the transition crossing is the main cause of bunch length oscillation above the
transition energy. This agrees with our space charge voltage estimation in Fig. 6.19.
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6.3.5 Above transition energy
The horizontal beam width oscillation can be seen in Fig. 6.12. After examining the
oscillation pattern of σ2x we found it can be fitted with a model
σ2x(t) = a+ bt + ct
2 + A exp(−αt) cos[2pi(f1t+ f2t2) + χ], (6.20)
where t is turn number. We apply this fitting model to data from turn 10501 to
turn 13500 (transition is at turn 9500, but we avoid the jerk in the first 1000 turns).
Examples of fitting curves are shown in Fig. 6.20. Fig. 6.21 and 6.22 show the fitting
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Figure 6.20: Left: Fit σ2x to the model of Eq. (6.20) for 5 turns
injection. Right: Fit σ2x to the model of Eq. (6.20)
for 10 turns injection.
parameters for all data sets. The parameters are plotted with respect to number of
turns injected, conversion to total charge can be found in Fig. 6.1. The oscillation
tune is 0.0065 at 10500 turn (18.6 ms) for 4-turn injection cycle, which is twice of the
synchrotron tune νs = 0.0034 measured from turn-by-turn data at 18.4 ms with the
same intensity.
The oscillatory part of σ2x comes only from the longitudinal distribution. The
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Figure 6.22: The fitting parameters of the post-transition oscil-
lation of σ2x. Top left: the oscillation amplitude
A (mm2); top right: the damping rate α (1/turn);
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resulting oscillation amplitude A can be used to solve for phase space area by
2A = σ2x,max − σ2x,min. (6.21)
Employing Eqs. (6.13), (6.15) and (6.16), we can self-consistently solve the mis-
matched motion. The resulting δ1 and δ2 are shown in Fig. 6.23.
0 5 10 15 200
0.5
1
1.5
2
2.5
3
turns injected
δ 
(10
−
3 )
δ1
δ2
Figure 6.23: The maximum and minimum rms momentum width
δ1 and δ2 calculated from the oscillation amplitude of
σ2x.
The non-oscillatory part
σ2x,static = a+ bt + ct
2
is composed of transverse component and the static component of the momentum
width. It can also be decomposed to the transverse and longitudinal components.
Knowing the maximum (δ1) and minimum (δ2) of rms momentum width, the average
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value δ¯ can be calculated
δ¯osci =
√
δ21 + δ
2
2
2
, (6.22)
where subscript “osci” indicates δ¯ is derived from the oscillation component of σ2x.
Because the transition energy affects mainly the longitudinal motion, it is reasonable
to assume that the transverse emittance will keep growing in the same manner as in
the pre-transition region. The vertical emittance growth across transition (Fig. 6.6)
suggests the same picture. Thus we have
σ2x,static = βxx,rms +D
2δ¯2 =
βx
βγ
nx,rms +D
2δ¯2
=
βx
βγ
nx0(1 + αxt) +D
2δ¯2, (6.23)
where nx,rms is normalized rms emittance and αx is horizontal emittance growth rate.
The scaling rule is δ¯ ∼ |η|−1/4γ−3/4, neglecting the rf voltage V factor which is
constant in the concerned region. The scaling rule does not include the phase space
dilution from the smearing of the mismatch bunch. By subtracting the predicted
transverse component βxx,rms from σ
2
x,static, the rms momentum width can also be
calculated by
δ¯static =
√
σ2x − βxx,rms
D
, (6.24)
where D is the dispersion function at the IPM location. Using the growth rate
obtained with the pre-transition fitting to predict x,rms at turn 10501, we have cal-
culated δ¯static for all data sets, which are compared to δ¯osci obtained with Eq. (6.22)
in Fig. 6.24. It is seen that the two methods produce consistent results.
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6.4 Emittance Dilution and Other Observations 171
6.4 Emittance Dilution and Other Observations
6.4.1 Effect of rf cavities at non-zero dispersive locations
A mechanism that has not been studied carefully for emittance growth results from
rapid energy gain in rf cavities that are located at non-zero dispersive region. The
horizontal position of a particle is given by
x = xβ +D
∆E
β2E
, x′ = x′β +D
′ ∆E
β2E
, (6.25)
where (xβ, x
′
β) are the betatron coordinates, and (D,D
′) are the dispersion function.
Particles gain energy in rf cavities. As the energy of a particle is gained in a cavity,
the changes of the betatron coordinates are
∆xβ = −D u
β2E
, ∆x′β = −D′
u
β2E
, (6.26)
where u is the energy gain at the cavity. The centroid of the beam is constantly and
coherently excited by the betatron excitation. The bottom figure shows the betatron
motion of the centroid of the beam for 400 revolutions with linear coupling.
We assume that the dipole magnets are ramped linearly, while the beam receives
energy at cavities with energy u in each cavity. The energy gain is about 400 keV
per revolution in the Booster. We define the fractional momentum deviation between
the beam momentum pbeam and the “magnet-momentum” pmag (the momentum as-
sociated with the magnetic field) as
∆p
p
≡ pbeam − pmag
pbeam
.
The top plot of Fig. 6.25 shows that the beam momentum constantly oscillates against
the momentum associated with the magnetic field. The effect of the coherent betatron
oscillation on the beam emittance deserves a careful separate study.
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Figure 6.25: Bottom: The coherent betatron motion of the beam
excited by the energy gain in each cavity. A linear
coupling with a focal length of about 200 m is in-
cluded in attaining the coherent betatron motion in
the vertical plan. The units for (x, z) and (x′, z′) are
mm and m-rad respectively. Top: The fractional mo-
mentum deviation of the beam with respect to the
momentum associated with the dipole magnetic field.
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6.4.2 Other observations
Other interesting observations in our measurements include the horizontal beam width
oscillation before transition as can be seen in the bottom right subplot (14-turn in-
jection) of Fig. 6.16 and the post-transition vertical beam width oscillations. The
vertical emittance post-transition oscillations are found to be out of phase with the
horizontal emittance by pi, which is not understood. These observations are left for
future exploration.
6.5 Space Charge Half-integer Stopband Correc-
tion
It is well known that the space charge effect causes emittance growth in low energy
synchrotrons. This is observed in our measurements with the Booster as shown in
Fig. 6.9. The emittance grows fast for low-energy and high-intensity beams, which
is a clear sign of space charge effect. This process can now be simulated with several
tracking codes which use the particle-in-cell (PIC) model. However it is still not
understood theoretically. Ref [1] suggests a possible mechanism of the space charge
induced emittance growth. It relates emittance growth to resonant excitations of
the envelope oscillation of mismatched beam. Based on this model, we speculate
that emittance growth would be reduced if we adjust the lattice model to cancel
the resonant envelope stopband integral. This approach is called the space charge
stopband correction.
In this section we describe a method to correct the resonant stopband integrals
and demonstrates it with the Fermilab Booster model. We first briefly summarize
the theory of resonant envelope oscillation and stopband integrals as in Ref [1].
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6.5.1 Envelope oscillation and half-integer stopband
We use a KV beam to illustrate the envelope oscillation theory. The envelope equation
of a KV beam is given by
R
′′
b + k(s)Rb −
2
R3b
− Ksc
Rb
= 0, (6.27)
where k(s) is the focusing function,  is beam emittance, Rb is the beam envelope
radius (Rb =
√
β(s) for matched beam), Ksc is the space charge perveance parameter
and β(s) is the betatron amplitude function. Making Floquet transformation with
R =
Rb√
β(s)
, φ =
1
ν
∫ s
0
ds
β(s)
, (6.28)
where ν is the betatron tune, we transform the envelope equation to
R¨ + ν2R− ν
2
R3
− ν
2β(s)Ksc
R
= 0 (6.29)
with new time-coordinate φ.
Now we consider the space charge term as a small perturbation. We can expand
the actual envelope radius around its unperturbed counterpart to R = 1+ r+∆ with
a static (φ-independent) term ∆ and an oscillatory (φ-dependent) term r. Expanding
the space-charge factor
νβ(s)Ksc
2
= ξsc
(
1 +
∞∑
n=1
qn cos(nφ+ χn)
)
(6.30)
into Fourier series, with
ξsc =
1
2pi
∮
νβKsc
2
dφ =
KscC
4pi
, (6.31)
ξscqn =
1
pi
∮
νβKsc
2
cos(nφ+ χn)dφ, (6.32)
where C is the circumference of the ring. Inserting the Fourier expanded factor into
the envelope equation, we get ∆ = ξsc/2ν and
r¨ + (4ν2 − 4νξsc)r ≈ 2νξsc
∞∑
n=1
qn cos(nφ+ χn). (6.33)
6.5 Space Charge Half-integer Stopband Correction 175
Eq. (6.33) shows that the envelope radius can be resonantly excited by the space
charge perturbation if the envelope tune νenv = 2ν− ξsc is close to an integer. In that
case we get
r ≈ 2νξscqn−n2 + (4ν2 − 4νξsc) cos(nφ+ χn) (6.34)
with integer n ≈ νenv.
When the envelope is resonantly excited, the betatron phase space mismatch
becomes severe. Some particles can be left out of the beam core which then lead
to emittance dilution. An efficient way to reduce the emittance growth is thus to
reduce the resonant stopband integral ξscqn.
6.5.2 Stopband correction
Rewriting Eq. (6.32) into the form
qn =
1
pi
Ksc
2ξsc
∮
cos(nφ+ χn)ds
=
2
C
∮
cos(nφ+ χn)ds, (6.35)
we see that the stopband arises only from the non-uniform spatial distribution of
betatron phase advance. Since the trim quadrupoles perturb the betatron amplitude
function as well as the betatron phase advance around the ring, the stopband integrals
can be corrected by properly adjusting the trim quadrupoles.
The perturbation to beta function due to trim quadrupoles is
∆β
β
= −ν0
2
∑
p
jp
ν20 − (p/2)2
ejpφ, (6.36)
where jp is the p’th half-integer stopband integrals for quadrupoles defined as
jp =
1
2pi
∮
k(s)β(s)e−jpφds =
1
2pi
∑
i
[k∆l]iβie
−jpφi (6.37)
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Figure 6.26: (Color) Comparison of ∆φx due to an increase of QS-9
by 0.5 A with MAD calculation and Eq. (6.38) (using
20 harmonics). Eq. (6.38) is verified.
and the perturbation to phase advance is
∆φ =
1
ν0
∆
(∫ L
0
ds
β
)
= − 1
ν0
∫ L
0
∆β
β
ds
β
= −
∫ φ
0
∆β
β
dφ′ =
ν0
2
∑
p
jp
ν20 − (p/2)2
∫ φ
0
ejpφ
′
dφ′
=
ν0
2
∑
p
jp
ν20 − (p/2)2
1
jp
(ejpφ − 1). (6.38)
Eq. (6.38) is verified by comparing ∆φ due to one trim quad with MAD calculation
and the equation. The comparison is shown in Fig 6.26.
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Thus the perturbation to the stopband integral qn is
∆qn = −2n
C
∮
sin(nφ+ χn)∆φds
=
nν
2C
∑
p
jp
ν2 − (p/2)2
1
p
∮
(ej(nφ+χn) − e−j(nφ+χn))(ejpφ − 1)ds
= − ν
2(ν2 − (n/2)2)(jne
−jχn + j−nejχn), (6.39)
where in the last step we keep only terms with p = ±n. For each trim quadrupole,
j±n = 12pi [k∆l]βe
∓jnφ, hence the correction of the resonant stopband integral due to
the i’th trim quadrupole is
∆qin = −
ν
ν2 − (n/2)2
[k∆l]iβi
2pi
cos(nφi + χn). (6.40)
Eq. (6.40) is also verified with the Booster lattice. For example, with the operation
setting when data in Fig. 6.9 were taken the model gives qx,13 = 0.1494 and ∆q
S1
x,13 =
0.0866 for a change of 1.0 A of trim quadrupole S1. Reducing the current of trim
quadrupole S1 by 0.2 A and re-evaluating the stopband integral we get qx,13 = 0.1338.
The change of qx,13 is -0.0156, compared to 0.0866× (−0.2) = −0.0173. For the same
setting, qz,14 = 0.1208 and ∆q
L2
z,14 = 0.0619. Reducing trim quadrupole L2 by 0.2 A
brings qz,14 down to 0.1079, which also verifies the equation.
In practice, we want to correct stopband integrals for both the horizontal and
vertical planes. And it is desirable to compensate the two harmonics nearest to νenv.
For example, for the Booster, we want to compensate qx,13, qx,14, qz,13 and qz,14. A
working correction scheme needs to consider all these harmonics. It can be done by
defining a merit function which include all 4 harmonics
f = q2x,13 + q
2
x,14 + q
2
z,13 + q
2
z,14 (6.41)
with
qy,n = qy,n0 +
∑
i
∆qin∆Ii, (6.42)
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where y stands for x or z and ∆Ii is the change of the i’th trim quadrupole. Using the
gradient of function f , it is very easy to reduce it, along with all related harmonics.
The stopband correction for the Booster is described in the next sub-section.
6.5.3 Stopband correction for the Booster
For the Booster, the nominal betatron tunes are νx = 6.7 and νz = 6.8, which make
the 13rd and 14th harmonics most dangerous. Unfortunately, these harmonics are
unusually large, as shown in Fig. 6.27 (left), which shows the stopband integrals with
the recorded setting for data in Fig. 6.9. It is seen that qx,13 and qz,14 are much higher
than other harmonics.
Using the stopband correction method described in the last sub-section, we have
successfully reduced these stopband integrals to a very low level. The corrected result
is shown in Fig. 6.27 (right) which shows that qx,13 and qz,14 are down to 0.01. The
harmonics before and after correction are also shown in Table 6.1. If the envelope
oscillation is indeed the cause of emittance growth, such correction of envelope stop-
band would dramatically improve the beam performance. The correction setting only
changes half of the trim quadrupoles by up to 0.4 A.
Table 6.1: The concerned harmonics before and after correction
qx,13 qx,14 qz,13 qz,14
initial 0.1494 0.0954 0.0207 0.1208
corrected 0.0095 0.0316 0.0058 0.0129
A big concern in practice is of course the sensitivity of the calculated correction
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Figure 6.27: Left: the envelope stopband integrals for the Booster
with recorded operation settings. Right: the cor-
rected envelope stopband integrals.
setting. The maximum sensitivity is estimated by∣∣∣∣∆qin∆Ii
∣∣∣∣ ≤
∣∣∣∣ νν2 − (n/2)2 [k∆l]iβi2pi
∣∣∣∣ (6.43)
according to Eq. (6.40). Using νx = 6.7, k∆l = 0.0068 m
−1 for 1 A at 400 MeV,
βx = 34.0 m in average at short sections, we get a maximum change of qx,13 of 0.094 by
1 A change of current of a short section trim quadrupole. Using νz = 6.8, βz = 21.0 m
at long sections in average, the maximum sensitivity is 0.056 by 1 A change of a long
section trim quadrupole. Such sensitivity level are within the controllable range in
experiments. However, one has to have an accurate lattice model to find a meaningful
correction setting. We expect that the model should be accurate enough to assure
the error of the calculated lattice functions (beta function and phase advance) are
within the error level due to 1 A change of one trim quadrupole. This is beyond the
model accuracy we currently have.
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6.6 Summary
We have measured the Booster beam profile under various beam intensity levels.
The normalized vertical emittance has different growth behavior in the first several
milliseconds and later in the cycle. Our findings can be summarized as follows.
1. The normalized vertical emittance starts at about 2 pi-mm-mrad for all inten-
sity levels. The emittance grows rapidly in the first 3000 turns where the space
charge effect is important. The first-stage emittance growth is particularly im-
portant when the beam intensity is larger than 12-turn injection. For 13-turn
injection or higher intensity, emittance grows rapidly in the first few hundreds
of turns in a manner that is far different from the lower intensity data sets. Such
observation implies a intensity threshold beyond which the emittance growth
mechanism changes suddenly. A possible half integer stopband compensation
for the space charge effects is contemplated. It is based on the theory that
the emittance growth of space-charge dominated beams occurs through reso-
nant envelope oscillations due to mismatch. We propose a stopband correction
scheme to compensate the space charge half-integer stopband width as a mea-
sure to alleviate emittance growth and beam loss. Although high accuracy of
the lattice model is required to calculate the working point of correction, the
successful application of the approach is foreseeable.
2. Later in the cycle, the emittance grows linearly with a growth rate of about
1 pi-mm-mrad in 104 turns. Both the intra-beam scattering and the beam-gas
scattering growth rates are too small to explain this linear emittance growth
rate. We note that the beam is constantly and coherently excited by the energy
gain in passing through the cavity. Can this excitation combined with beam
decoherence produce the linear emittance growth? It deserves a careful study.
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3. The horizontal beam width is composed of both the transverse and the longi-
tudinal phase space distribution of the beam. Making use of the fact that the
two components possess different time dependence, we have separated them by
fitting σ2x to three terms with different scaling rules. Such fitting works well for
data sets with less than 10-turn injection when the calibration error is small.
The fitting results yield horizontal normalized emittance and the rms momen-
tum width. The growth rate of the normalized emittance is found to be about
0.8 pi-mm-mrad in 104 turns.
4. The horizontal beam width starts to oscillate with frequency twice the syn-
chrotron tune (quadrupole mode) after transition. This oscillation comes from
the mismatch between beam bunch and longitudinal phase space ellipse. The
mismatch was commonly believed to be due to the longitudinal space charge
effect which is de-focusing before transition and focusing after transition. How-
ever, our estimation of space charge effect indicates it is relatively small (below
2% of the rf voltage). This is consistent with our modeling result which assumes
the mismatch comes only from non-adiabatic motion near transition. We can fit
the bunch shape mismatch with the phase shape distortion due to non-adiabatic
motion near transition. We extracted the oscillatory and non-oscillatory parts of
σ2x by fitting it to a model with second-order polynomial plus damped oscillation
with linear phase shift rate. The maximum and minimum rms momentum de-
viation are estimated using the oscillation amplitude of σ2x. The non-oscillatory
part is separated to horizontal emittance and static (average) rms momentum
deviation by assuming the horizontal normalized emittance grows linearly as in
the region before transition. The estimated average rms momentum widths with
both the oscillatory or non-oscillatory parts are consistent. The post-transition
bunch length (and beam size) oscillation is a possible cause of beam loss at
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transition. We would like to point out that the bunch shape mis-match can be
compensated by rf voltage modulation at a frequency slightly larger than twice
the synchrotron frequency [51]. It is estimated that a voltage modulation depth
of about 3% of the total rf cavity voltage, i.e. about 24 kV, is sufficient.
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Chapter 7
Conclusions and Discussions
In this thesis we studied the machine lattice of the Fermilab Booster with beam-
based measurements in order to understand the beam loss. The orbit response matrix
(ORM) was used to calibrate the existing lattice model. In spite of the difficulties due
to the nature of the machine, we have managed to extract an equivalent lattice model
and obtained consistent results on the gradient errors of the Booster. The independent
component analysis is introduced as a beam diagnostics method for synchrotron BPM
turn-by-turn data. It proved to be a powerful tool through simulation studies and
the application to data taken at the Booster. Emittance growth in the Booster is also
studied and an approach to cure the early emittance growth is proposed.
We have applied the standard ORM approach to calibrate the lattice model of the
Booster. However it did not yield sensible results. The fitting solution was not unique.
The gradient errors were found to be larger than 10% of nominal gradients with
spurious symmetric pattern between the fitted model parameters of adjacent magnets.
This was because these adjacent magnets perturb the lattice in very similar patterns so
that the ORM does not have the necessary information to distinguish them. Suitable
constraints were introduced to remove the ambiguity of the model parameters which
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then led to a robust, unique, equivalent lattice model as represented by the ORM
data. Even though the individual gradient parameters cannot be determined, simple
combinations (sums) of them are preserved by the constrained fitting scheme, i.e.,
the combinations of the fitted parameters reflect that of the real machine. It is found
the gradient errors are generally within 1% of the nominal gradient values for the
focusing magnets, which is the design tolerance. There is a clear linear correlation
between the gradient errors and the horizontal beam orbit offsets. This is strong
evidence that the gradient errors we found are due to sextupole focusing of the body
sextupole components of the main magnets.
Multiple BPM turn-by-turn data taken while coherent motion of the beam is ex-
cited contains a vast amount of information on the machine. Data mining plays an
important role in uncovering the useful information. In this study, the independent
component analysis (ICA) is first introduced to analyze synchrotron BPM turn-by-
turn data. The readings of the BPMs are considered as linear mixtures of several
independent source signals plus random noise. The source signals are assumed to
be narrow-band signals with non-overlapping spectra. Consequently the time-lagged
covariance matrices of the signals are diagonal. The ICA method isolates the inde-
pendent sources by jointly diagonalizing the time-lagged covariance matrices. The
betatron motion, synchrotron motion and other potential perturbation sources can
then be identified and studied separately. From the spatial patterns of the extracted
betatron motion, beta functions and betatron phase advances can be measured. The
temporal patten is a clean signal which can be used to measure the betatron tunes to
high accuracy with advanced tune evaluation method such as the interpolated FFT.
The separated synchrotron motion can be used for dispersion function measurement
and also for the study of machine properties that are related with the longitudinal
motion. Compared to the earlier method, the model independent analysis (MIA)
[16, 17, 18], the ICA method has the same effect of noise reduction because both
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methods use principal component analysis (PCA) to identify and attain the non-
trivial components. However, the ICA method gains better ability in mode separa-
tion by making use of additional information, i.e., the statistical independence of the
source signals. The ICA method has the capability to separate weak perturbation
signals that are present in BPM data. It is robust over the contamination of bad
BPMs, which makes it suitable for online application. Another advantage of the ICA
method is that it deals with linear coupling properly while MIA does not [17]. The
ICA method isolates the coupled betatron motion into normal modes as stated in
Edwards-Teng’s parameterization theory [35]. This improves the accuracy of beta
function and phase advance measurements. Simulation studies have been carried out
to verify and explore the capability of the ICA method.
We have applied the ICA method to data taken at the Booster for various studies.
The linear lattice functions were measured and the results were used to verify the
existing lattice model. It is found that the discrepancy of horizontal and vertical
beta function, measured with average ∆β/β, is about 12%. The average difference
of phase advance from BPM to BPM between the model and the measurement is
about 0.10 rad. The imaginary part of transverse impedance ImZ⊥ of the Booster
is measured through the tune shifts due to increased beam intensity. The result of
ImZ⊥ is nearly 50 MΩ/m at injection and falls approximately with the 1/Bf curve.
The measured transverse impedance is partially explained by the image current in
magnet poles and the image charge in vacuum pipes. The chromaticity throughout
the Booster cycle is also measured through the tune shifts due to changes of the
radial position of the beam. Synchrotron motion is observed in the BPM data. The
synchrotron oscillation is found to be very weak. However, the synchrotron tune
signal is obtained in the entire cycle.
The emittance growth provides insights into the beam loss mechanism. The trans-
verse emittance is studied via data taken with the ion profile monitor (IPM) for the
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entire Booster cycle, especially in the region after injection and across transition. A
linear emittance growth rate as large as 1 pi-mm-mrad per 104 turns for both trans-
verse planes is found for a Booster cycle with normal operation intensity. It is far
larger than the estimated growth rates due to either intrabeam scattering or back-
ground gas scattering. Coherent horizontal kicks the beam receives from discrete
energy gain at the rf cavities and subsequent decoherence could provide an expla-
nation. The emittance growth in space-charge-dominated region is also studied. It
is observed that the emittance grows violently above a certain intensity threshold in
the first few hundreds turns. Below the threshold the growth rate is mild and can be
described by a growth model that is linear with respect to the space charge perveance
parameter. The transverse emittance and longitudinal momentum spread contribu-
tions to the horizontal beam sizes are separated with a fitting model that exploits the
different scaling rules of the two components. The results are consistent with other ob-
servations, including a separate longitudinal momentum spread measurements. The
longitudinal phase space dilution due to non-linear longitudinal motion at transition
and the microwave instability are estimated. The post-transition quadrupole mode
oscillations of horizontal beam size due to longitudinal phase space mismatch are
studied. It is found that the longitudinal space charge effect is not as important
as commonly believed. The phase space mismatch is explained by considering only
the non-adiabatic longitudinal motion near transition. The space charge half-integer
stopband correction, an approach to cure the space-charge-induced emittance growth
of low-energy synchrotron beams is proposed.
This study can be continued in several directions to expand the application of
the data analysis method and to gain further insights of the Booster to benefit its
operation and reduce beam losses.
In the current ORM study, the linear correlation between the fitted gradient errors
and the natural horizontal orbit shifts due to cycling is examined. It is possible to
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study the sextupole components deliberately by creating local orbit bumps between
different ORM data sets.
The ICA method in this study is suitable only for synchrotron turn-by-turn data
because time correlation of the source signals is assumed. It cannot be applied to
linac pulse-by-pulse data as the PCA-based MIA. However, the ICA method is a
broad category of data analysis techniques. The ICA methods that are based on
the non-gaussianity of the latent variables could be used for linac pulse-by-pulse data
because the underlying physical variables are statistically independent and very likely
obey non-gaussian distributions.
In the application of the ICA method to the Booster we have measured the imag-
inary part of the transverse impedance. Its source is not fully understood yet. We
need to carefully consider the contribution of the resistive wall impedance of the lam-
inated magnets, which have currently been neglected. The image charge effect in
magnets poles also needs to be considered. It is desirable to study the real part of
the transverse impedance using transverse instability which can be observed in DC
mode operation.
We have tried the approach of reducing emittance growth with space charge reso-
nance stopband correction in the Booster. There was no clear effect when the calcu-
lated correction setting is dialed in on the console. However, this does not mean this
approach would not work. We believe the negative result is due to the accuracy of the
model we used for correction setting. The calculation is not good enough because the
sextupole focusing effect is very difficult to predict or control. In future experiments,
two measures could be taken to obtain better results. One may take a complete ORM
data set and use it to calibrate the lattice model and use the calibrated model for
correction setting calculation. A better approach is to combine the trim quadrupoles
into a few groups and fine-tune the settings of these groups with knobs to scan over
a large area of the parameter space. It seems possible to devise a scheme to organize
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the knobs and use a tuning strategy to find the working point corresponding to the
best correction setting.
The post-transition bunch length oscillation can be reduced by rf voltage modu-
lation. Simulation studies are needed to learn the modulation parameters which can
effectively damp out the oscillation.
Booster kinematic parameters 189
Appendix A
Booster kinematic parameters
The ramping parameters such as beam energy, beam velocity, rf frequency, etc. can
be derived from Eq. (1.1). Knowing that the kinetic energy is 400 MeV at injection
and 8 GeV at extraction, we have
P
m0c
= 5.24537− 4.22833 cos(30pit), (A.1)
which leads to other ramping parameters. The phase slip factor η is obtained using
nominal transition gamma γT = 5.446. Some parameters are shown in Fig. A.1, A.2
and are listed in Table A.1. Typical rf operation setting and relevant parameters
(e.g., bucket area) can be found in chapter 6.
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Figure A.1: The ramping kinematic parameters of the Booster.
Top left: turn number vs. cycling time. Top right:
relativistic β of the beam. Bottom left: the kinetic
energy Ek (GeV). Bottom right: the beam momen-
tum P (GeV/c).
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Figure A.2: The ramping kinematic parameters of the Booster –
continued. Top left: rf frequency (MHz). Top right:
energy gain per revolution ∆Ek. Bottom left: the
phase slip factor η. Bottom right: the revolution time
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