Extending Gaussian hypergeometric series to the $p$-adic setting by McCarthy, Dermot
ar
X
iv
:1
20
4.
15
74
v1
  [
ma
th.
NT
]  
6 A
pr
 20
12
EXTENDING GAUSSIAN HYPERGEOMETRIC
SERIES TO THE p-ADIC SETTING
DERMOT McCARTHY
Abstract. We define a function which extends Gaussian hypergeometric series to the p-adic set-
ting. This new function allows results involving Gaussian hypergeometric series to be extended to a
wider class of primes. We demonstrate this by providing various congruences between the function
and truncated classical hypergeometric series. These congruences provide a framework for proving
the supercongruence conjectures of Rodriguez-Villegas.
1. Introduction
In [8], Greene introduced hypergeometric series over finite fields or Gaussian hypergeometric
series. Let Fp denote the finite field with p, a prime, elements. We extend the domain of all
multiplicative characters χ of F∗p to Fp, by defining χ(0) := 0 (including the trivial character ε) and
denote B as the inverse of B. For characters A and B of F∗p, define(
A
B
)
:=
B(−1)
p
∑
x∈Fp
A(x)B(1− x).
For characters A0, A1, . . . , An and B1, . . . , Bn of F
∗
p and x ∈ Fp, define the Gaussian hypergeometric
series by
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ x)
p
:=
p
p− 1
∑
χ
(
A0χ
χ
)(
A1χ
B1χ
)
· · ·
(
Anχ
Bnχ
)
χ(x)
where the sum is over all multiplicative characters χ of F∗p.
These series are analogous to classical hypergeometric series and have been used in character sum
evaluations [12], finite field versions of the Lagrange inversion formula [9], the representation theory
of SL(2,R) [10], formula for traces of Hecke operators [6, 7], formulas for Ramanujan’s τ -function
[6, 22], and evaluating the number of points over Fp of certain algebraic varieties [2, 6, 24].
They have also played an important role in the proof of many supercongruences [1, 2, 13, 15, 16,
17, 21]. The main approach was originally established by Ahlgren and Ono in proving the Ape´ry
number supercongruence [2]. For n ≥ 0, let A(n) be the the numbers defined by
A(n) :=
n∑
j=0
(
n+ j
j
)2(n
j
)2
.
These numbers were used by Ape´ry in his proof of the irrationality of ζ(3) [3, 26] and are commonly
known as the Ape´ry numbers. If we define integers γ(n) by
∞∑
n=1
γ(n)qn := q
∞∏
n=1
(1− q2n)4(1− q4n)4,
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then Beukers conjectured [4] that for p ≥ 3 a prime,
A
(
p−1
2
)
≡ γ(p) (mod p2). (1.1)
For a complex number a and a non-negative integer n let (a)n denote the rising factorial defined
by
(a)0 := 1 and (a)n := a(a+ 1)(a+ 2) · · · (a+ n− 1) for n > 0. (1.2)
Then, for complex numbers ai, bj and z, with none of the bj being negative integers or zero, we
define the truncated generalized hypergeometric series
rFs
[
a1, a2, a3, . . . , ar
b1, b2, . . . , bs
∣∣∣ z
]
m
:=
m∑
n=0
(a1)n(a2)n(a3)n · · · (ar)n
(b1)n(b2)n · · · (bs)n
zn
n!
.
If we first recognize that
A
(
p−1
2
)
≡ 4F3
[
1
2 ,
1
2 ,
1
2 ,
1
2
1, 1, 1
∣∣∣∣ 1
]
p−1
(mod p2)
then we can summarize Ahlgren and Ono’s proof of (1.1) in the following two results.
Theorem 1.1 (Ahlgren and Ono [2]). If p is an odd prime and φ is the character of order 2 of F∗p,
then
4F3
[
1
2 ,
1
2 ,
1
2 ,
1
2
1, 1, 1
∣∣∣∣ 1
]
p−1
≡ −p3 4F3
(
φ, φ, φ, φ
ε, ε, ε
∣∣∣∣ 1
)
p
− p (mod p2).
Theorem 1.2 (Ahlgren and Ono [2]). If p is an odd prime and φ is the character of order 2 of F∗p,
then
−p3 4F3
(
φ, φ, φ, φ
ε, ε, ε
∣∣∣∣ 1
)
p
− p = γ(p).
It is interesting to note the analogue between the parameters in the hypergeometric series in Theo-
rem 1.1. “One over two” has been replaced with a character of order 2 and “one over one” has been
replaced with a character of order one. This approach of using the Gaussian hypergeometric series
as an intermediate step has since become the template for proving these types of supercongruences
and the analogue between the parameters of the generalized and Gaussian hypergeometric series
has also been in evidence in these cases.
In [23] Rodriguez-Villegas examined the relationship between the number of points over Fp on
certain Calabi-Yau manifolds and truncated hypergeometric series which correspond to a particular
period of the manifold. In doing so, he identified numerically 22 possible supercongruences. 18 of
these relate truncated generalized hypergeometric series to the p-th Fourier coefficient of certain
modular forms via modulo p2 and p3 congruences. Two of the 18 have been proven outright [1, 13]
with three more established for primes in a particular congruence class and up to sign otherwise
[17], all using Gaussian hypergeometric series as an intermediate step. (We note that the case
proved in [1] had previously been established in [25] by other means.) We now consider one of the
outstanding conjectures of Rodriguez-Villegas. Let
f(z) := f1(z) + 5f2(z) + 20f3(z) + 25f4(z) + 25f5(z) =
∞∑
n=1
c(n)qn (1.3)
where fi(z) := η
5−i(z) η4(5z) ηi−1(25z), η(z) := q
1
24
∏∞
n=1(1− q
n) is the Dedekind eta function and
q := e2piiz . Then f is a cusp form of weight four on the congruence subgroup Γ0(25) and we have
the following conjecture.
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Conjecture 1.3 (Rodriguez-Villegas [23]). If p 6= 5 is prime and c(p) is as defined in (1.3), then
4F3
[
1
5 ,
2
5 ,
3
5 ,
4
5
1, 1, 1
∣∣∣∣ 1
]
p−1
≡ c(p) (mod p3). (1.4)
Using the approach of Ahlgren and Ono we would expect to be able to relate the truncated hyper-
geometric series on the left hand side of (1.4) to the Gaussian hypergeometric series
4F3
(
χ5, χ
2
5, χ
3
5, χ
4
5
ε, ε, ε
∣∣∣∣ 1
)
p
,
where χ5 is a character of order 5 of F
∗
p. However this series is only defined for p ≡ 1 (mod 5)
which would restrict any eventual results. A similar restriction was also encountered by the author
of [17]. This issue did not affect the authors of [1, 13] as all top line parameters in their cases
were characters of order 2 thus restricting the series to odd primes which was all that was required.
Many of the other applications of these series also encounter these restrictions. For example the
results in [6] are restricted to primes congruent to 1 modulo 12. We would like to develop some
generalization of Gaussian hypergeometric series which does not have such restrictions implicit in
its definition. We achieve this by reformulating the series as an expression in terms of the p-adic
gamma function which we can then extend in the p-adic setting.
2. Statement of Results
The Gaussian hypergeometric series which occur in the applications of the series referenced in
Section 1 have all been of a certain form. All top line characters, Ai, have been non-trivial, all
bottom line characters, Bj, have been trivial and the argument x has equaled 1. The Gauss-
ian hypergeometric series analogous to the classical series in the supercongruence conjectures of
Rodriguez-Villegas would also be of this form.
Therefore, our starting point for extending Gaussian hypergeometric series is to examine series
of this type. In a similar manner to [16, 17], using the relationship between Jacobi and Gauss
sums, and the Gross-Koblitz formula [11], we can express the series in terms of the p-adic gamma
function. For a positive integer n, let m1,m2, . . . ,mn+1, d1, d2, . . . , dn+1 also be positive integers,
such that 0 < mi
di
< 1 for 1 ≤ i ≤ n + 1. Let p be a prime such that p ≡ 1 (mod di) for each i
and let ρi be the character of order di of F
∗
p given by ω
p−1
di , where ω is the Teichmu¨ller character.
Without loss of generality we can assume 0 < m1
d1
≤ m2
d2
≤ · · · ≤ mn+1
dn+1
< 1. We define ri :=
p−1
di
for
brevity. Then we also define m0 := −1, mn+2 := p− 2 and d0 = dn+2 := p− 1 so that m0r0 = −1
and mn+2rn+2 = p− 2. If Γp(·) is the p-adic gamma function, then we have
(−1)n pn n+1Fn
(
ρm11 , ρ
m2
2 , . . . , ρ
mn+1
n+1
ε, . . . , ε
∣∣∣ 1)
p
(2.1)
=
−1
p− 1
n+1∑
k=0
(−p)k
mk+1rk+1∑
j=mkrk+1
ωj(n+1)(−1)Γp
(
j
p−1
)n+1 n+1∏
i=1
i>k
Γp
(
mi
di
− j
p−1
)
Γp
(
mi
di
) n+1∏
i=1
i≤k
Γp
(
di+mi
di
− j
p−1
)
Γp
(
mi
di
) .
Let ⌊x⌋ denote the greatest integer less than or equal to x and let 〈x〉 be the fractional part of
x, i.e. x− ⌊x⌋. We then define the following generalization.
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Definition 2.1. Let p be an odd prime and let n ∈ Z+. For 1 ≤ i ≤ n + 1, let mi
di
∈ Q ∩ Zp such
that 0 < mi
di
< 1. Then define
n+1G
(
m1
d1
, m2
d2
, . . . , mn+1
dn+1
)
p
:=
−1
p− 1
p−2∑
j=0
(
(−1)jΓp
(
j
p−1
))n+1 n+1∏
i=1
Γp
(
〈mi
di
− j
p−1〉
)
Γp
(
mi
di
) (−p)−⌊midi − jp−1 ⌋.
We first note that n+1G ∈ Zp. We also note that the function is defined at all primes not dividing
the di. Combining (2.1) and Definition 2.1, one can easily see that we recover the Gaussian
hypergeometric series via the following result.
Proposition 2.2. Let n ∈ Z+ and, for 1 ≤ i ≤ n+ 1, let mi
di
∈ Q such that 0 < mi
di
< 1. Let p ≡ 1
(mod di), for each i, be prime and let ρi be the character of order di of F
∗
p given by ω
p−1
di . Then
n+1G
(
m1
d1
, m2
d2
, . . . , mn+1
dn+1
)
p
= (−1)n pn n+1Fn
(
ρm11 , ρ
m2
2 , . . . , ρ
mn+1
n+1
ε, . . . , ε
∣∣∣∣ 1
)
p .
Using this proposition, the n+1G function can be used in place of Greene’s function in most ap-
plications and should allow results to be extended to a wider class of primes in many cases. We
demonstrate this here by considering its relationship with the classical series.
One of the main results offering congruences between generalized and Gaussian hypergeometric
series has been Theorem 1 in [17]. This theorem relates the same Gaussian hypergeometric series as
appears on the right hand side of Proposition 2.2 to a truncated generalized hypergeometric series
via a modulo p2 congruence. Therefore, applying Proposition 2.2 to Theorem 1 in [17] we get the
following result.
Theorem 2.3. Let n ∈ Z+ and, for 1 ≤ i ≤ n + 1, let mi
di
∈ Q such that 0 < mi
di
< 1. Let
p ≡ 1 (mod di), for each i, be prime and let ρi be the character of order di of F
∗
p given by ω
p−1
di . If
S :=
∑n+1
i=1
mi
di
≥ n− 1 and δ :=
∏n+1
i=1 Γp
(
1− mi
di
)
when S = n− 1 and zero otherwise, then
n+1G
(
m1
d1
, m2
d2
, . . . , mn+1
dn+1
)
p
≡ n+1Fn
[
m1
d1
, m2
d2
, . . . , mn+1
dn+1
1, . . . , 1
∣∣∣∣ 1
]
p−1
+ δ · p (mod p2).
The main results of this paper establish 4 families of congruences between the n+1G function
and truncated generalized hypergeometric series which extend Theorem 2.3 to primes in other
congruence classes, as follows.
Theorem 2.4. Let 2 ≤ d ∈ Z and let p be an odd prime such that p ≡ ±1 (mod d). Then
2G
(
1
d
, 1− 1
d
)
p
≡ 2F1
[
1
d
, 1− 1
d
1
∣∣∣∣ 1
]
p−1
(mod p2).
Theorem 2.5. Let 2 ≤ d ∈ Z and let p be an odd prime such that p ≡ ±1 (mod d). Then
3G
(
1
2 ,
1
d
, 1− 1
d
)
p
≡ 3F2
[
1
2 ,
1
d
, 1− 1
d
1, 1
∣∣∣∣ 1
]
p−1
(mod p2).
Theorem 2.6. Let d1, d2 ≥ 2 be integers and let p be an odd prime such that p ≡ ±1 (mod d1)
and p ≡ ±1 (mod d2). If s(p) := Γp
(
1
d1
)
Γp
(
d1−1
d1
)
Γp
(
1
d2
)
Γp
(
d2−1
d2
)
= (−1)
⌊
p−1
d1
⌋
+
⌊
p−1
d2
⌋
, then
4G
(
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
)
p
≡ 4F3
[
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
1, 1, 1
∣∣∣∣ 1
]
p−1
+ s(p)p (mod p3).
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Theorem 2.7. Let r, d ∈ Z such that 2 ≤ r ≤ d− 2 and gcd(r, d) = 1. Let p be an odd prime such
that p ≡ ±1 (mod d) or p ≡ ±r (mod d) with r2 ≡ ±1 (mod d). If s(p) := Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
,
then
4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡ 4F3
[
1
d
, r
d
, 1− r
d
, 1− 1
d
1, 1, 1
∣∣∣∣ 1
]
p−1
+ s(p)p (mod p3).
Theorems 2.4 and 2.5 extend Theorem 2.3, when n = 1, 2, to primes in an additional congruence
class. However, the price of this extension is a loss in some generality of the arguments of the
series. In the case n = 3, Theorems 2.6 and 2.7 not only extend Theorem 2.3 to primes in
additional congruence classes but also to a modulo p3 relation, which is a significant development,
as we will see in the next paragraph. Again this extension is accompanied by a loss in generality
of the arguments of the series. One of the consequences of the methods contained in this paper
is that the sum of the arguments of n+1G in any extension will equal
n+1
2 . This means that the
condition on S in Theorem 2.3 will only be satisfied if n ≤ 3. Therefore, extension of Theorem 2.3
to primes beyond p ≡ 1 (mod di) when n > 3 is not possible using current methods. Numerical
testing would also suggest that such a general formula does not exist.
The truncated generalized hypergeometric series appearing in Theorems 2.4 to 2.7 include all 22
truncated hypergeometric series occurring in the supercongruence conjectures of Rodriguez-Villegas
[23]. Furthermore, in each of these cases, the congruences in Theorems 2.4 to 2.7 hold for all primes
required in the conjectures, due to the particular parameters involved. Thus, these congruences
provide a framework for proving all 22 cases. In fact, in [19] we use Theorem 2.7 with d = 5 to
prove Conjecture 1.3.
Using Proposition 2.2, it is easy to see the following corollaries of Theorems 2.4 to 2.7.
Corollary 2.8. Let 2 ≤ d ∈ Z and let p be a prime such that p ≡ 1 (mod d). If ρ is the character
of order d of F∗p given by ω
p−1
d , then
−p 2F1
(
ρ, ρ
ε
∣∣∣∣ 1
)
p
≡ 2F1
[
1
d
, 1− 1
d
1
∣∣∣∣ 1
]
p−1
(mod p2).
Corollary 2.9. Let 2 ≤ d ∈ Z and let p be a prime such that p ≡ 1 (mod d). If ψ is the character
of order 2 and ρ is the character of order d of F∗p given by ω
p−1
d , then
p2 3F2
(
ψ, ρ, ρ
ε, ε
∣∣∣∣ 1
)
p
≡ 3F2
[
1
2 ,
1
d
, 1− 1
d
1, 1
∣∣∣∣ 1
]
p−1
(mod p2).
Corollary 2.10. Let 2 ≤ d1, d2 ∈ Z and let p be a prime such that p ≡ 1 (mod d1) and p ≡ 1
(mod d2). If s(p) := Γp
(
1
d1
)
Γp
(
d1−1
d1
)
Γp
(
1
d2
)
Γp
(
d2−1
d2
)
= (−1)
⌊
p−1
d1
⌋
+
⌊
p−1
d2
⌋
and ρi is the character of
order di of F
∗
p given by ω
p−1
di , then
−p3 4F3
(
ρ1, ρ1, ρ2, ρ2
ε, ε, ε
∣∣∣∣ 1
)
p
≡ 4F3
[
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
1, 1, 1
∣∣∣∣ 1
]
p−1
+ s(p)p (mod p3).
Corollary 2.11. Let r, d ∈ Z such that 2 ≤ r ≤ d − 2 and gcd(r, d) = 1. Let p be a prime such
that p ≡ 1 (mod d). If s(p) := Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
and ρ is the character of order d of F∗p
given by ω
p−1
di , then
−p3 4F3
(
ρ, ρ, ρr, ρr
ε, ε, ε
∣∣∣∣ 1
)
p
≡ 4F3
[
1
d
, r
d
, 1− r
d
, 1− 1
d
1, 1, 1
∣∣∣∣ 1
]
p−1
+ s(p)p (mod p3).
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We note Corollaries 2.8 and 2.9 are special cases of Theorem 1 in [17]. However Corollaries 2.10
and 2.11 are new and are the first general modulo p3 results in this area.
The remainder of the paper is organized as follows. In Section 3 we recall some properties of
the p-adic gamma function and its logarithmic derivatives and we also develop some preliminary
results for later use. Section 4 deals with the proofs of Theorems 2.4 to 2.7.
3. Preliminaries
3.1. p-adic preliminaries. We first recall the p-adic gamma function. For further details, see
[14]. Let p be an odd prime. For n ∈ Z+ we define the p-adic gamma function as
Γp(n) := (−1)
n
∏
0<j<n
p∤j
j
and extend to all x ∈ Zp by setting Γp(0) := 1 and
Γp(x) := lim
n→x
Γp(n)
for x 6= 0, where n runs through any sequence of positive integers p-adically approaching x. This
limit exists, is independent of how n approaches x, and determines a continuous function on Zp
with values in Z∗p. We now state some basic properties of the p-adic gamma function.
Proposition 3.1 ([14] Chapter II.6). Let x, y ∈ Zp and n ∈ Z
+. Then
(1) Γp(x+ 1) =
{
−xΓp(x) if x ∈ Z
∗
p ,
−Γp(x) otherwise.
(2) Γp(x)Γp(1− x) = (−1)
x0, where x0 ∈ {1, 2, . . . , p} satisfies x0 ≡ x (mod p).
(3) If x ≡ y (mod pn), then Γp(x) ≡ Γp(y) (mod p
n).
We also consider the logarithmic derivatives of Γp. For x ∈ Zp, define
G1(x) :=
Γ′p(x)
Γp(x)
and G2(x) :=
Γ′′p(x)
Γp(x)
.
These also satisfy some basic properties which we state below. Some of these results can be found
in [2], [5] and [13]. If not, we include a short proof.
Proposition 3.2. Let x ∈ Zp. Then
(1) G1(x+ 1)−G1(x) =
{
1/x if x ∈ Z∗p ,
0 otherwise.
(2) G1(x+ 1)
2 −G2(x+ 1)−G1(x)
2 +G2(x) =
{
1/x2 if x ∈ Z∗p ,
0 otherwise.
(3) G1(x) = G1(1− x).
(4) G1(x)
2 −G2(x) = −G1(1− x)
2 +G2(1− x).
Proof. (1) and (3) are obtained from differentiating the results in Proposition 3.1 (1) and (2)
respectively, while (2) and (4) follow from differentiating (1) and (3). 
We also have some congruence properties of the p-adic gamma function and its logarithmic deriva-
tives as follows.
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Proposition 3.3. Let p ≥ 7 be a prime, x ∈ Zp and z ∈ pZp. Then
(1) G1(x), G2(x) ∈ Zp.
(2) Γp(x+ z) ≡ Γp(x)
(
1 + zG1(x) +
z2
2 G2(x)
)
(mod p3).
(3) Γ′p(x+ z) ≡ Γ
′
p(x) + zΓ
′′
p(x) (mod p
2).
Proof. See [13] Proposition 2.3. 
Corollary 3.4. Let p ≥ 7 be a prime, x ∈ Zp and z ∈ pZp. Then
(1) Γ′p(x+ z) ≡ Γ
′
p(x) (mod p).
(2) Γ′′p(x+ z) ≡ Γ
′′
p(x) (mod p).
(3) G1(x+ z) ≡ G1(x) (mod p).
(4) G2(x+ z) ≡ G2(x) (mod p).
Proof. By definition, Γp(x) ∈ Z
∗
p. Thus, by Proposition 3.3 (1) and the definitions of G1(x) and
G2(x), we see that Γ
′
p(x) and Γ
′′
p(x) ∈ Zp. Observe that (1) then follows from Proposition 3.3 (3).
For (2), one uses similar methods to Proposition 2.3 in [13]. Finally, (3) and (4) follow from (1)
and (2) and the definitions of G1(x) and G2(x). 
Corollary 3.5. Let p ≥ 7 be a prime, x ∈ Zp and z ∈ pZp. Then
G1(x) ≡ G1(x+ z) + z
(
G1(x+ z)
2 −G2(x+ z)
)
(mod p2).
Proof. By Proposition 3.3, we see that
G1(x) =
Γ′p(x)
Γp(x)
≡
Γ′p(x+ z)− zΓ
′′
p(x)
Γp(x+ z)− zΓ′p(x)
(mod p2).
Multiplying the numerator and denominator by Γp(x+ z) + zΓ
′
p(x) we get that
G1(x) ≡
Γ′p(x+ z)Γp(x+ z) + z
(
Γ′p(x)Γ
′
p(x+ z)− Γp(x+ z)Γ
′′
p(x)
)
Γp(x+ z)2
≡
Γ′p(x+ z)Γp(x+ z) + z
(
Γ′p(x+ z)Γ
′
p(x+ z)− Γp(x+ z)Γ
′′
p(x+ z)
)
Γp(x+ z)2
≡ G1(x+ z) + z
(
G1(x+ z)
2 −G2(x+ z)
)
(mod p2).

We now introduce some notation for a p-adic integer’s basic representative modulo p.
Definition 3.6. For a prime p and x ∈ Zp we define repp(x) ∈ {1, 2, · · · , p} via the congruence
repp(x) ≡ x (mod p).
We will drop the subscript p when it is clear from the context. We have the following basic
properties of rep(·).
Proposition 3.7. Let p be a prime and let x ∈ Zp. Then
rep(1− x) = p+ 1− rep(x).
Proof. We first note that 1− x ∈ Zp and that p+ 1− rep(x) ∈ {1, 2, · · · , p}. We then see that
p+ 1− rep(x) ≡ 1− rep(x) ≡ 1− x (mod p).

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Lemma 3.8. Let p be a prime and let d ∈ Z such that p ≡ a (mod d) with 0 < a < d. Then
rep(a
d
) = p− ⌊p−1
d
⌋
and
rep(d−a
d
) = ⌊p−1
d
⌋+ 1 .
Proof. We first note that a
d
∈ Zp. It easy to see that 2 ≤ p− ⌊
p−1
d
⌋ ≤ p and that
p− ⌊p−1
d
⌋ = p− p−a
d
≡ a
d
(mod p).
Thus rep(a
d
) = p− ⌊p−1
d
⌋. The second result follows from Proposition 3.7. 
We now use these properties to develop further results concerning the p-adic gamma function. We
recall the definition of the rising factorial (a)n in (1.2) and allow a ∈ Zp.
Proposition 3.9. Let p be an odd prime and let x ∈ Zp. If 0 ≤ j ≤ p ∈ Z, then
Γp(x+ j) =


(−1)j Γp(x) (x)j if 0 ≤ j ≤ p− rep(x),
(−1)j Γp(x) (x)j (x+ p− rep(x))
−1
if p− rep(x) + 1 ≤ j ≤ p.
Proof. For j = 0 the result is trivial. Assume j > 0. For 0 ≤ k ≤ j − 1,
x+ k ∈ pZp ⇐⇒ rep(x) + k ∈ pZp ⇐⇒ rep(x) + k = p⇐⇒ k = p− rep(x). (3.1)
Using Proposition 3.1 (1) the result follows. 
For i, n ∈ Z+, we define the generalized harmonic sums, H
(i)
n , by
H(i)n :=
n∑
j=1
1
ji
and H
(i)
0 := 0. We can now use the above to develop some congruences for use in Section 4.
Lemma 3.10. Let p be an odd prime and let x ∈ Zp. If 0 ≤ j ≤ p ∈ Z, then
Γp(x+ j) ≡ (rep(x) + j − 1)!(−1)
rep(x)+j · δ (mod p)
where
δ =


1 if 0 ≤ j ≤ p− rep(x),
1
p
if p− rep(x) + 1 ≤ j ≤ p.
Proof. By Proposition 3.1 (3) we see that
Γp(x+ j) ≡ Γp(rep(x) + j) (mod p).
Combining Proposition 3.1 (1) and (3.1) yields the result. 
Lemma 3.11. Let p ≥ 7 be a prime and let x ∈ Zp. If 0 ≤ j ≤ p− 1 ∈ Z, then
G1 (x+ j)−G1(1 + j) ≡ H
(1)
rep(x)−1+j −H
(1)
j − δ (mod p)
where
δ =


0 if 0 ≤ j ≤ p− rep(x),
1
p
if p− rep(x) + 1 ≤ j ≤ p− 1.
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Proof. By Corollary 3.4 (3) we see that
G1 (x+ j)−G1(1 + j) ≡ G1 (rep(x) + j)−G1(1 + j) (mod p).
Combining Proposition 3.2 (1) and (3.1) yields the result. 
Lemma 3.12. Let p ≥ 7 be a prime and let x ∈ Zp. If 0 ≤ j ≤ p− 1 ∈ Z, then
G1 (x+ j)
2 −G2 (x+ j)−G1(1 + j)
2 +G2(1 + j) ≡ H
(2)
rep(x)−1+j −H
(2)
j − δ (mod p)
where
δ =


0 if 0 ≤ j ≤ p− rep(x),
1
p2
if p− rep(x) + 1 ≤ j ≤ p− 1.
Proof. By Corollary 3.4 (3) and (4) we see that
G1 (x+ j)
2 −G2 (x+ j)−G1(1 + j)
2 +G2(1 + j)
≡ G1 (rep(x) + j)
2 −G2 (rep(x) + j)−G1(1 + j)
2 +G2(1 + j) (mod p).
Combining Proposition 3.2 (2) and (3.1) yields the result. 
Lemma 3.13. Let p ≥ 7 be a prime and let x ∈ Zp. Choose m1 ∈ {x, 1 − x} such that rep(m1) =
max (rep(x), rep(1− x)) and set m2 = 1−m1. Then for 0 ≤ j < rep(m1) ∈ Z,
Γp(x+ j)Γp(1− x+ j)
Γp(x)Γp(1− x)j!
2 ≡ (−1)
j
(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)
· α
·
[
1−
(
rep(m1)−m1
)(
H
(1)
rep(m1)−1+j
−H
(1)
rep(m2)−1+j
− β
)]
(mod p2)
where
α =
{
1 if 0 ≤ j ≤ rep(m2)− 1,
1
p
if rep(m2) ≤ j < rep(m1),
and β =
{
0 if 0 ≤ j ≤ rep(m2)− 1,
1
p
if rep(m2) ≤ j < rep(m1).
Proof. We first note that, by Proposition 3.7,
rep(m2)− p−m2 = − (rep(m1)−m1) and rep(m2)− p = 1− rep(m1). (3.2)
Then by Proposition 3.3 (2) we get that
Γp(x+ j)Γp(1− x+ j) = Γp(m1 + j)Γp(m2 + j)
≡
[
Γp(rep(m1) + j)− (rep(m1)−m1) Γ
′
p (rep(m1) + j)
]
·
[
Γp(rep(m2)− p+ j)− (rep(m2)− p−m2) Γ
′
p (rep(m2) + j)
]
≡ Γp(rep(m1) + j)Γp(1− rep(m1) + j)− (rep(m1)−m1)
·
[
Γ′p (rep(m1) + j) Γp(rep(m2)− p+ j)− Γ
′
p (rep(m2) + j) Γp(rep(m1) + j)
]
(mod p2).
Using Proposition 3.1 (3) we have
Γ′p (rep(m1) + j) Γp(rep(m2)− p+ j)− Γ
′
p (rep(m2) + j) Γp(rep(m1) + j)
≡ Γp(rep(m1) + j)Γp(rep(m2) + j) [G1 (rep(m1) + j)−G1 (rep(m2) + j)]
≡ Γp(rep(m1) + j)Γp(1− rep(m1) + j) [G1 (rep(m1) + j) −G1 (rep(m2) + j)] (mod p).
9
So
Γp(x+ j)Γp(1− x+ j) ≡ Γp(rep(m1) + j)Γp(1− rep(m1) + j)
· [1− (rep(m1)−m1) (G1 (rep(m1) + j)−G1 (rep(m2) + j))] (mod p
2).
By Proposition 3.2 (1),
G1 (rep(m1) + j)−G1 (rep(m2) + j) = H
(1)
rep(m1)−1+j
−H
(1)
rep(m2)−1+j
− β.
For j < rep(m1), Proposition 3.1 gives us
Γp(rep(m1) + j)Γp(1− rep(m1) + j) = (−1)
rep(m1)−j Γp(rep(m1) + j)
Γp(rep(m1)− j)
= (−1)rep(m1)−j
(rep(m1)− 1 + j)! (α)
(rep(m1)− 1− j)! .
The result follows from noting that
(rep(m1)− 1 + j)!
(rep(m1)− 1− j)! j!
2 =
(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)
and
Γp(x)Γp(1− x) = (−1)
rep(m1).

Lemma 3.14. Let p ≥ 7 be a prime and let x ∈ Zp. Choose m1 ∈ {x, 1 − x} such that rep(m1) =
max (rep(x), rep(1− x)) and set m2 = 1−m1. Then for 0 ≤ j < rep(m1) ∈ Z,
G1 (x+ j) +G1 (1− x+ j)− 2G1(1 + j) ≡ H
(1)
rep(m1)−1+j
+H
(1)
rep(m1)−1−j
− 2H
(1)
j − α
+ (rep(m1)−m1)
(
H
(2)
rep(m1)−1+j
−H
(2)
rep(m2)−1+j
− β
)
(mod p2)
where
α =
{
0 if 0 ≤ j ≤ rep(m2)− 1,
1
p
if rep(m2) ≤ j < rep(m1),
and β =
{
0 if 0 ≤ j ≤ rep(m2)− 1,
1
p2
if rep(m2) ≤ j < rep(m1).
Proof. Using Corollary 3.4 and Corollary 3.5 we see that
G1 (m1 + j) ≡ G1 (rep(m1) + j)
+ (rep(m1)−m1)
(
G1
(
rep(m1) + j
)2
−G2 (rep(m1) + j)
)
(mod p2)
and
G1 (m2 + j) ≡ G1 (rep(m2)− p+ j)
+ (rep(m2)− p−m2)
(
G1
(
rep(m2) + j
)2
−G2 (rep(m2) + j)
)
(mod p2).
10
Therefore, using Proposition 3.2 (3) and (3.2),
G1 (x+ j) +G1 (1− x+ j)
= G1 (m1 + j) +G1 (m2 + j)
≡ G1 (rep(m1) + j) +G1 (rep(m1)− j) + (rep(m1)−m1)
[
G1
(
rep(m1) + j
)2
−G2 (rep(m1) + j)−G1
(
rep(m2) + j
)2
+G2
(
rep(m2) + j
)]
(mod p2).
By Proposition 3.2 (1), (2) we get that
G1 (rep(m1) + j)−G1(1 + j) = H
(1)
rep(m1)−1+j
−H
(1)
j − α,
G1
(
rep(m1) + j
)2
−G2 (rep(m1) + j)−G1
(
rep(m2) + j
)2
+G2 (rep(m2) + j)
= H
(2)
rep(m1)−1+j
−H
(2)
rep(m2)−1+j
− β
and, for 0 ≤ j < rep(m1),
G1 (rep(m1)− j)−G1(1 + j) = H
(1)
rep(m1)−1−j
−H
(1)
j .
The result follows. 
3.2. A Combinatorial Technique. In this section we generalize a combinatorial technique from
[17] to produce Lemmas 3.15 and 3.16 below. We will use both of these lemmas in proving Theorems
2.4 to 2.7 in Section 4.
Lemma 3.15. Let p be an odd prime and let a1, a2, · · · , an ∈ Z
+ be such that T :=
∑n
i=1 ai ≤ 2(p− 1).
Then
p−1∑
j=0
[
n∏
i=1
(j + 1)ai
][
1 + j
n∑
i=1
(
H
(1)
ai+j
− H
(1)
j
)]
≡
{
0 if T < 2(p− 1),
1 if T = 2(p− 1),
(mod p).
Proof. Let
P (j) :=
d
dj
[
j
n∏
i=1
(j + 1)ai
]
=
T∑
k=0
bkj
k.
Differentiating we see that
d
dj
[
j
n∏
i=1
(j + 1)ai
]
=
[
n∏
i=1
(j + 1)ai
][
1 + j
n∑
i=1
(
H
(1)
ai+j
−H
(1)
j
)]
.
So it suffices to show
p−1∑
j=0
P (j) ≡
{
0 if T < 2(p − 1),
1 if T = 2(p − 1),
(mod p).
For a positive integer k, we have
p−1∑
j=1
jk ≡
{
−1 (mod p) if (p − 1)|k ,
0 (mod p) otherwise .
(3.3)
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Consequently,
p−1∑
j=0
P (j) ≡
T∑
k=1
bk
p−1∑
j=1
jk ≡


0 if T < p− 1,
−bp−1 if p− 1 ≤ T < 2(p − 1),
−bp−1 − b2(p−1) if T = 2(p − 1),
(mod p).
By definition of P (j) we see that
n∏
i=1
(j + 1)ai =
T∑
k=0
bk
k + 1
jk ,
which is monic with integer coefficients. Thus p | bp−1 for T ≥ p − 1 and b2(p−1) = 2p − 1 if
T = 2(p − 1). Therefore bp−1 ≡ 0 (mod p) and b2(p−1) ≡ −1 (mod p) in these cases. 
Lemma 3.16. Let p be an odd prime and let a1, a2, · · · , an ∈ Z
+ be such that T :=
∑n
i=1 ai ≤ 2(p− 1).
Then
p−1∑
j=0
[
n∏
i=1
(j + 1)ai
][
j
n∑
i=1
(
H
(1)
ai+j
− H
(1)
j
)
+
j2
2
{(
n∑
i=1
(
H
(1)
ai+j
− H
(1)
j
))2
−
n∑
i=1
(
H
(2)
ai+j
− H
(2)
j
)}]
≡
{
0 if T < 2(p − 1),
−1 if T = 2(p − 1),
(mod p).
Proof. We first recognize that
[
n∏
i=1
(j + 1)ai
][
j
n∑
i=1
(
H
(1)
ai+j
− H
(1)
j
)
+
j2
2
{(
n∑
i=1
(
H
(1)
ai+j
− H
(1)
j
))2
−
n∑
i=1
(
H
(2)
ai+j
− H
(2)
j
)}]
=
j
2
d2
dj2
[
j
n∏
i=1
(j + 1)ai
]
=
T∑
k=0
bkj
k.
Then applying (3.3) in a similar fashion to that used in the proof of Lemma 3.15 yields the result. 
3.3. Binomial Coefficient-Generalized Harmonic Sum Identities. We now state two bino-
mial coefficient–generalized harmonic sum identities from [20] which we will use in Section 4.
Theorem 3.17 ([20] Thm. 2). Let m,n be positive integers with m ≥ n. Then
n∑
k=0
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)[
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
)]
+
m∑
k=n+1
(−1)k−n
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)
= (−1)m+n.
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Theorem 3.18 ([20] Thm. 3). Let l,m, n be positive integers with l > m ≥ n ≥ l2 and c1, c2 ∈ Q
some constants. Then
n∑
k=0
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
){[
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
)]
·
[
c1
(
H
(1)
k+n −H
(1)
k+l−n−1
)
+ c2
(
H
(1)
k+m −H
(1)
k+l−m−1
)]
− k
[
c1
(
H
(2)
k+n −H
(2)
k+l−n−1
)
+ c2
(
H
(2)
k+m −H
(2)
k+l−m−1
)]}
+
m∑
k=n+1
(−1)k−n
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)
·
[
c1
(
H
(1)
k+n −H
(1)
k+l−n−1
)
+ c2
(
H
(1)
k+m −H
(1)
k+l−m−1
)]
= 0.
4. Proofs
The proofs of Theorems 2.4 to 2.7 proceed broadly along similar lines with the overall idea
being to expand the relevant n+1G function using properties of the p-adic gamma function and
its logarithmic derivatives, identify the contribution of the truncated generalized hypergeometric
series, and then use the results of Section 3.2 and 3.3 to simplify the remaining terms. In doing
this we extend significantly the methods in [2], [13] and [17]. For brevity we include only the proof
of Theorem 2.7 which is the most complex and uses all the additional methods developed for these
results. Full details of all proofs can be found in [18].
Proof of Theorem 2.7. Assume without loss of generality that r < d/2. We easily check the result
for primes p < 7. Let p ≥ 7 be a prime which satisfies the conditions of the theorem. Let p ≡ a
(mod d) with 0 < a < d. Then a ∈ {1, r, d − r, d − 1}. We define s := ar − d
⌊
ar
d
⌋
= d 〈ar
d
〉. It is
easy to check that {1, r, d − r, d− 1} = {a, s, d − s, d− a} for all possible a.
From Lemma 3.8 we know that rep(a
d
) = p − ⌊p−1
d
⌋ and rep(d−a
d
) = ⌊p−1
d
⌋ + 1. It is easy to
check that rep( s
d
) = p − r⌊p−1
d
⌋ −
⌊
ar
d
⌋
. Then, by Proposition 3.7, rep(d−s
d
) = r⌊p−1
d
⌋ + 1 +
⌊
ar
d
⌋
.
Therefore
{
rep
(
1
d
)
, rep
(
r
d
)
, rep
(
d−r
d
)
, rep
(
d−1
d
)}
=
{
⌊p−1
d
⌋ + 1, r⌊p−1
d
⌋ + 1 + ⌊ar
d
⌋, p − r⌊p−1
d
⌋ −
⌊ar
d
⌋, p−⌊p−1
d
⌋
}
, where the exact correspondence between the elements of each set depends on the
choice of p. If we let m1 :=
a
d
, m2 :=
s
d
, m3 :=
d−s
d
and m4 :=
d−a
d
then rep
(
m4
)
< rep
(
m3
)
≤
rep
(
m2
)
< rep
(
m1
)
.
We reduce Definition 2.1 modulo p3 while using Proposition 3.1 (2), (3) to expand the terms
involved, noting that t := 1 + p+ p2 ≡ 11−p (mod p
3), to get
4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡
⌊ p−1d ⌋∑
j=0
Γp
(
1
d
+ jt
)
Γp
(
r
d
+ jt
)
Γp
(
d−r
d
+ jt
)
Γp
(
d−1
d
+ jt
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + jt
)4
+ p


⌊ p−1d ⌋∑
j=0
Γp
(
1
d
+ j + jp
)
Γp
(
r
d
+ j + jp
)
Γp
(
d−r
d
+ j + jp
)
Γp
(
d−1
d
+ j + jp
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j + jp
)4
−
⌊
r(p−1)
d
⌋∑
j=⌊ p−1d ⌋+1
Γp
(
d+1
d
+ j + jp
)
Γp
(
r
d
+ j + jp
)
Γp
(
d−r
d
+ j + jp
)
Γp
(
d−1
d
+ j + jp
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j + jp
)4


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+ p2


⌊ p−1d ⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
r
d
+ j
)
Γp
(
d−r
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)4
−
⌊
r(p−1)
d
⌋∑
j=⌊p−1d ⌋+1
Γp
(
d+1
d
+ j
)
Γp
(
r
d
+ j
)
Γp
(
d−r
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)4
+
⌊(d−r)p−1d ⌋∑
j=
⌊
r(p−1)
d
⌋
+1
Γp
(
d+1
d
+ j
)
Γp
(
d+r
d
+ j
)
Γp
(
d−r
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)4

 (mod p
3).
Central to the proof will be the relationship between the rep(mk), for 2 ≤ k ≤ 4, and the limits
of summation of the individual sums in the expanded 4G above. These relationships are outlined
below and the reader may want to refer to them throughout the rest of the proof.
• rep(m4) = ⌊
p−1
d
⌋+ 1 .
• rep(m3) =
⌊ r(p−1)
d
⌋
+ 1 +


1 if p ≡ r (mod d) and r2 ≡ 1 (mod d),
1 if p ≡ d− r (mod d) and r2 ≡ −1 (mod d),
0 otherwise.
• rep(m2) =
⌊
(d− r) (p−1)
d
⌋
+ 1 +


1 if p ≡ r (mod d) and r2 ≡ −1 (mod d),
1 if p ≡ d− r (mod d) and r2 ≡ 1 (mod d),
1 if p ≡ d− 1 (mod d),
0 otherwise.
We now consider Γp
(
d+1
d
+ j + jp
)
and Γp
(
d+1
d
+ j
)
. As rep
(
d−1
d
)
= p+1− rep
(
1
d
)
by Proposition
3.7, we have that
1
d
+ j+ jp ∈ pZp ⇐⇒
1
d
+ j ∈ pZp ⇐⇒ rep
(
1
d
)
+ j ∈ pZp ⇐⇒ rep
(
1
d
)
+ j = p⇐⇒ j = rep
(
d−1
d
)
−1.
Consequently, we see that the only time that 1
d
+ j ∈ pZp for ⌊
p−1
d
⌋ + 1 ≤ j ≤ ⌊(d − r)p−1
d
⌋ is
when p ≡ r (mod d) with r2 ≡ 1 (mod d) or p ≡ d − r (mod d) with r2 ≡ −1 (mod d) and in
these cases j = rep(m3) − 1 =
⌊ r(p−1)
d
⌋
+ 1. Therefore, using Proposition 3.1 (1) we get that for
⌊p−1
d
⌋+ 1 ≤ j ≤ ⌊(d− r)p−1
d
⌋,
Γp
(
d+1
d
+ j
)
=


−Γp
(
1
d
+ j
)
if j =
⌊ r(p−1)
d
⌋
+ 1, p ≡ r (mod d), r2 ≡ 1 (mod d),
−Γp
(
1
d
+ j
)
if j =
⌊ r(p−1)
d
⌋
+ 1, p ≡ d− r (mod d), r2 ≡ −1 (mod d),
−Γp
(
1
d
+ j
) (
1
d
+ j
)
otherwise,
and that
Γp
(
d+1
d
+ j + jp
)
= −
(
1
d
+ j + jp
)
Γp
(
1
d
+ j + jp
)
for ⌊p−1
d
⌋+ 1 ≤ j ≤
⌊ r(p−1)
d
⌋
. Considering Γp
(
d+r
d
+ j
)
in a similar fashion, we get that
Γp
(
d+r
d
+ j
)
= −
(
r
d
+ j
)
Γp
(
r
d
+ j
)
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for
⌊ r(p−1)
d
⌋
+1 ≤ j ≤ ⌊(d − r)p−1
d
⌋. Applying these results and substituting {mk} for {
1
d
, r
d
, d−r
d
, d−1
d
}
yields
4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡
⌊ p−1d ⌋∑
j=0
[
4∏
k=1
Γp
(
mk + j + jp + jp
2
)
Γp
(
mk
)
Γp
(
1 + j + jp+ jp2
)
]
+ p


⌊ p−1d ⌋∑
j=0
[
4∏
k=1
Γp
(
mk + j + jp
)
Γp
(
mk
)
Γp
(
1 + j + jp
)
]
+
⌊
r(p−1)
d
⌋∑
j=⌊ p−1d ⌋+1
[
4∏
k=1
Γp
(
mk + j + jp
)
Γp
(
mk
)
Γp
(
1 + j + jp
)
] (
1
d
+ j + jp
)


+ p2


⌊ p−1d ⌋∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
Γp
(
1 + j
)
]
+
⌊
r(p−1)
d
⌋∑
j=⌊ p−1d ⌋+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
Γp
(
1 + j
)
] (
1
d
+ j
)
+
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
Γp
(
1 + j
)
] (
r
d
+ j
)
+
⌊(d−r)p−1d ⌋∑
j=rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
Γp
(
1 + j
)
] (
1
d
+ j
)(
r
d
+ j
)

 (mod p3),
where the second to last sum is vacuous unless p ≡ r (mod d) and r2 ≡ 1 (mod d) or p ≡ d − r
(mod d) and r2 ≡ −1 (mod d). By Proposition 3.3 (2) we see that, for 1 ≤ k ≤ 4,
Γp
(
mk + j + jp+ jp
2
)
≡ Γp
(
mk + j
) [
1 + (jp + jp2)G1(mk + j) +
j2p2
2 G2(mk + j)
]
(mod p3),
and also
Γp
(
1 + j + jp+ jp2
)4
≡ Γp
(
1 + j
)4 [
1 + (jp+ jp2)G1(1 + j) +
j2p2
2 G2(1 + j)
]4
(mod p3).
Multiplying the numerator and denominator by
1− 4(jp + jp2) G1(1 + j)− 2j
2p2
(
G2(1 + j)− 5G1(1 + j)
2
)
we get that
4∏
k=1
[
1 + (jp + jp2)G1(mk + j) +
j2p2
2 G2(mk + j)
]
[
1 + (jp + jp2)G1(1 + j) +
j2p2
2 G2(1 + j)
]4 ≡ 1 + (jp + jp2)A(j) + j2p2B(j) (mod p3),
where
A(j) :=
4∑
k=1
(
G1(mk + j)−G1(1 + j)
)
and
B(j) :=
1
2
[
A(j)2 −
4∑
k=1
(
G1(mk + j)
2 −G2(mk + j)−G1(1 + j)
2 +G2(1 + j)
)]
.
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We note that both A(j) and B(j) ∈ Zp by Proposition 3.3 (1). Applying the above and noting
that Γp(1 + j) = (−1)
1+jj! for j < p, we get, after rearranging,
4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡
⌊ p−1d ⌋∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
]
+ p


⌊ p−1d ⌋∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1 + jA(j)
]
+
⌊
r(p−1)
d
⌋∑
j=⌊ p−1d ⌋+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1
d
+ j
]

+ p2


⌊ p−1d ⌋∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1 + 2jA(j) + j2B(j)
]
+
⌊
r(p−1)
d
⌋∑
j=⌊ p−1d ⌋+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
+ j
)(
1 + jA(j)
)
+ j
]
+
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
r
d
+ j
]
+
⌊(d−r)p−1d ⌋∑
j=rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
+ j
)(
r
d
+ j
)]
 (mod p3). (4.1)
Proposition 3.9 gives us
4F3
[
1
d
, r
d
, 1− r
d
, 1− 1
d
1, 1, 1
∣∣∣∣ 1
]
p−1
=
p−1∑
j=0
4∏
k=1
(mk)j
j!
≡
rep(m4)−1∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
]
+
rep(m3)−1∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] (
m1 + p− rep(m1)
)
+
rep(m2)−1∑
j=rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] (
m1 + p− rep(m1))
(
m2 + p− rep(m2))
≡
rep(m4)−1∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
]
+ p
rep(m3)−1∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
](
1
d
)
+ p2
rep(m2)−1∑
j=rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
](
1
d
)(
r
d
)
(mod p3). (4.2)
This last step uses the fact that, by definition,
m1 + p− rep(m1) =
a
d
+ p−
(
p− ⌊p−1
d
⌋
)
= a
d
+ p−a
d
= p
d
,
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and
m2 + p− rep(m2) =
s
d
+ r(p−a)
d
+
⌊
ar
d
⌋
= ar
d
−
⌊
ar
d
⌋
+ rp
d
− ar
d
+
⌊
ar
d
⌋
= rp
d
.
Therefore, combining (4.1) and (4.2), it suffices to prove
rep(m4)−1∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1 + jA(j)
]
+
⌊
r(p−1)
d
⌋∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
j
]
−
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1
d
]
+ p


rep(m4)−1∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1 + 2jA(j) + j2B(j)
]
+
⌊
r(p−1)
d
⌋∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
+ j
)(
1 + jA(j)
)
+ j
]
+
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
r
d
+ j
]
+
⌊(d−r)p−1d ⌋∑
j=rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
j2 + j
(
1
d
+ r
d
)]
−
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
)(
r
d
)]
 ≡ s(p) (mod p2). (4.3)
We note that the terms inside the braces in (4.3) need only be considered modulo p and can be
rewritten as follows.
rep(m4)−1∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1 + 2jA(j) + j2B(j)
]
+
⌊
r(p−1)
d
⌋∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
)(
1 + jA(j)
)]
+
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
r
d
− j − j2A(j)
]
+
rep(m3)−1∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
2j + j2A(j)
]
+
⌊(d−r)p−1d ⌋∑
j=rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
j
(
1
d
+ r
d
)]
−
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
)(
r
d
)
+ j2
]
+
rep(m2)−1∑
rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
j2
]
. (4.4)
We now consider the first, fourth and last terms of (4.4). Define
X(j) :=
rep(m4)−1∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1 + 2jA(j) + j2B(j)
]
+
rep(m3)−1∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
2j + j2A(j)
]
+
rep(m2)−1∑
rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
j2
]
. (4.5)
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We will show X(j) ≡ 0 (mod p). We start by examining A(j), B(j),
∏4
k=1 Γp
(
mk + j
)
and∏4
k=1 Γp
(
mk
)
modulo p. Define, for t ∈ {1, 2},
δt :=


0 if 0 ≤ j ≤ rep(m4)− 1,
1
pt
if rep(m4) ≤ j ≤ rep(m3)− 1,
2
pt
if rep(m3) ≤ j ≤ rep(m2)− 1,
and γ :=


1 if 0 ≤ j ≤ rep(m4)− 1,
1
p
if rep(m4) ≤ j ≤ rep(m3)− 1,
1
p2
if rep(m3) ≤ j ≤ rep(m2)− 1.
Then using Lemmas 3.11 and 3.12 we see that, for j ≤ rep(m2)− 1,
A(j) ≡
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
− δ1 (mod p) (4.6)
and
4∑
k=1
(
G1 (mk + j)
2 −G2 (mk + j) −G1 (1 + j)
2 +G2 (1 + j)
)
≡
4∑
k=1
(
H
(2)
rep(mk)+j−1
− H
(2)
j
)
− δ2 (mod p). (4.7)
Using Lemma 3.10 we get that, for j ≤ rep(m2)− 1,
4∏
k=1
Γp
(
mk + j
)
≡
[
4∏
k=1
(rep(mk) + j − 1)! (−1)
rep(mk)+j
]
· γ (mod p)
and by Proposition 3.1 (2) we see that
4∏
k=1
Γp
(
mk
)
=
2∏
k=1
(−1)rep(mk) = (−1)rep(m1)+rep(m2) = ±1.
Substituting for A(j), B(j),
∏4
k=1 Γp
(
mk + j
)
and
∏4
k=1 Γp
(
mk
)
modulo p into (4.5) we have
±X(j) ≡
rep(m4)−1∑
j=0
[
4∏
k=1
(j + 1)rep(mk)−1
][
1 + 2j
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
+
j2
2
((
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
))2
−
4∑
k=1
(
H
(2)
rep(mk)−1+j
−H
(2)
j
))]
+
rep(m3)−1∑
j=rep(m4)
[
4∏
k=1
(j + 1)rep(mk)−1
][
1
p
][
2j + j2
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
−
j2
p
]
+
rep(m2)−1∑
rep(m3)
[
4∏
k=1
(j + 1)rep(mk)−1
][
1
p2
][
j2
]
(mod p).
We can simplify this expression by combining the three terms into one single summation. For
rep(m4) ≤ j ≤ rep(m3)− 1 we note that
∏4
k=1 (j + 1)rep(mk)−1 ∈ pZp. Also, we see from (4.6) and
(4.7) that
∑4
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
− 1
p
∈ Zp and
∑4
k=1
(
H
(2)
rep(mk)−1+j
−H
(2)
j
)
− 1
p2
∈ Zp, for j
in the same range. Similarly, for rep(m3) ≤ j ≤ rep(m2)− 1 we have that
∏4
k=1 (j + 1)rep(mk)−1 ∈
18
p2Zp,
∑4
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
− 2
p
∈ Zp and
∑4
k=1
(
H
(2)
rep(mk)−1+j
−H
(2)
j
)
− 2
p2
∈ Zp. Conse-
quently,
±X(j) ≡
rep(m2)−1∑
j=0
[
4∏
k=1
(j + 1)rep(mk)−1
][
1 + 2j
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
+
j2
2
((
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
))2
−
4∑
k=1
(
H
(2)
rep(mk)−1+j
−H
(2)
j
))]
(mod p).
Note we can extend the upper limit of this sum to j = p − 1 as
∏4
k=1 (j + 1)rep(mk)−1 ∈ p
3Zp for
rep(m2) ≤ j ≤ p− 1. By Lemmas 3.15 and 3.16 with n = 4 and ai = rep(mi)− 1 for 1 ≤ i ≤ 4 we
get that
X(j) ≡ ±(1− 1) ≡ 0 (mod p). (4.8)
Accounting for (4.8) in (4.3), via (4.4) and (4.5), means we need only show
rep(m4)−1∑
j=0
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1 + jA(j)
]
+
⌊
r(p−1)
d
⌋∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
j
]
−
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
1
d
]
+ p


⌊
r(p−1)
d
⌋∑
j=rep(m4)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
)(
1 + jA(j)
)]
+
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
r
d
− j − j2A(j)
]
+
⌊(d−r)p−1d ⌋∑
j=rep(m3)
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [
j
(
1
d
+ r
d
)]
−
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
[
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
] [(
1
d
)(
r
d
)
+ j2
]
 ≡ s(p) (mod p2). (4.9)
We now convert these remaining terms to an expression involving binomial coefficients and harmonic
sums and then use the results of Section 3.3 to simplify them. First we define
Bin(j) :=
(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)(
rep(m2)− 1 + j
j
)(
rep(m2)− 1
j
)
,
H(j) := H
(1)
rep(m1)−1+j
+H
(1)
rep(m1)−1−j
+H
(1)
rep(m2)−1+j
+H
(1)
rep(m2)−1−j
− 4H
(1)
j ,
A(j) :=
(
rep(m1)−m1
)(
H
(1)
rep(m1)−1+j
−H
(1)
rep(m4)−1+j
)
+
(
rep(m2)−m2
)(
H
(1)
rep(m2)−1+j
−H
(1)
rep(m3)−1+j
)
,
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and
B(j) :=
(
rep(m1)−m1
)(
H
(2)
rep(m1)−1+j
−H
(2)
rep(m4)−1+j
)
+
(
rep(m2)−m2
)(
H
(2)
rep(m2)−1+j
−H
(2)
rep(m3)−1+j
)
.
By Lemma 3.13 we see that for j < rep(m2)
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
≡
[
2∏
i=1
(
rep(mi)− 1 + j
j
)(
rep(mi)− 1
j
)]
· α
·
[
1−
2∑
i=1
(
rep(mi)−mi
)(
H
(1)
rep(mi)−1+j
−H
(1)
rep(m5−i)−1+j
− βi
)]
≡ Bin(j) · α ·
[
1−A(j) +
2∑
i=1
(
rep(mi)−mi
)
βi
]
(mod p2), (4.10)
where
α =


1 if 0 ≤ j ≤ rep(m4)− 1,
1
p
if rep(m4) ≤ j ≤ rep(m3)− 1,
1
p2
if rep(m3) ≤ j < rep(m2),
and βi =
{
0 if 0 ≤ j ≤ rep(m5−i)− 1,
1
p
if rep(m5−i) ≤ j < rep(mi).
Again for j < rep(m2), Lemma 3.14 gives us
A(j) ≡
2∑
i=1
(
H
(1)
rep(mi)−1+j
+H
(1)
rep(mi)−1−j
− 2H
(1)
j
)
− α′
+
2∑
i=1
(rep(mi)−mi)
(
H
(2)
rep(mi)−1+j
−H
(2)
rep(m5−i)−1+j
− β′i
)
≡ H(j)− α′ + B(j)−
2∑
i=1
(rep(mi)−mi) β
′
i (mod p
2) (4.11)
where
α′ =


0 if 0 ≤ j ≤ rep(m4)− 1,
1
p
if rep(m4) ≤ j ≤ rep(m3)− 1,
2
p
if rep(m3) ≤ j < rep(m2),
and β′i =
{
0 if 0 ≤ j ≤ rep(m5−i)− 1,
1
p2
if rep(m5−i) ≤ j < rep(mi).
Reducing (4.10) and (4.11) modulo p respectively we see that for j < rep(m2),
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!
≡ Bin(j) · α (mod p) (4.12)
and
A(j) ≡ H(j)− α′ (mod p), (4.13)
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as rep(mi) − mi ∈ pZp. Therefore, using (4.10), (4.11), (4.12) and (4.13), we see that (4.9) is
equivalent to
rep(m4)−1∑
j=0
Bin(j)
[
1−A(j)
][
1 + jH(j) + jB(j)
]
+
⌊
r(p−1)
d
⌋∑
j=rep(m4)
[
j Bin(j)
p
][
1−A(j) + rep(m1)−m1
p
]
−
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
Bin(j)
dp
][
1−A(j) + rep(m1)−m1
p
]
+ p


⌊
r(p−1)
d
⌋∑
j=rep(m4)
[
Bin(j)
dp
][
1 + jH(j)− j
p
]
+
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
[
Bin(j)
p
][
r
d
− j − j2H(j) + j
2
p
]
+
⌊(d−r)p−1d ⌋∑
j=rep(m3)
[
Bin(j)
p2
][
j
(
1
d
+ r
d
)]
−
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
[
Bin(j)
p2
][(
1
d
)(
r
d
)
+ j2
]
 ≡ s(p) (mod p2). (4.14)
We now consider
rep(m2)−1∑
j=0
Bin(j)
[
1 + jH(j)
]
+
rep(m2)−1∑
j=0
Bin(j)
[
jB(j) −A(j)− jA(j)H(j)
]
(mod p2).
For 0 ≤ j ≤ rep(m4)− 1 we see that
Bin(j)
[
1−A(j)
][
1 + jH(j) + jB(j)
]
≡ Bin(j)
[
1 + jH(j) + jB(j) −A(j)− jA(j)H(j)
]
(mod p2), (4.15)
as A(j)B(j) ∈ p2Zp for such j. For rep(m4) ≤ j ≤ rep(m3)− 1 we note the following facts:
• Bin(j) ∈ pZp, which we can see from (4.12);
• H(j)− 1
p
∈ Zp, from (4.13);
• A(j)− (rep(m1)−m1)
1
p
∈ pZp; and
• B(j)− (rep(m1)−m1)
1
p2
∈ pZp.
The last two properties come directly from their definitions, noting that rep(mi) − mi ∈ pZp by
definition. Therefore, for j in this range, we have
Bin(j)
[
1 + jH(j) + jB(j) −A(j) − jA(j)H(j)
]
≡ Bin(j)
{
1 + jH(j) + j rep(m1)−m1
p2
− rep(m1)−m1
p
− j
[
1
p
(
A(j)− rep(m1)−m1
p
)
+ rep(m1)−m1
p
(
H(j)− 1
p
)
+ rep(m1)−m1
p2
]}
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≡ Bin(j)
[(
1 + jH(j)
) (
1− rep(m1)−m1
p
)
+ 2j rep(m1)−m1
p2
− j
p
A(j)
]
(mod p2)
Recall that m1 :=
a
d
, where p ≡ a (mod d) with a < d, and rep(m1) = p− ⌊
p−1
d
⌋. Hence
rep(m1)−m1 = p− ⌊
p−1
d
⌋ − a
d
= p− p−a
d
− a
d
= p
(
1− 1
d
)
. (4.16)
Therefore, for rep(m4) ≤ j ≤ rep(m3)− 1,
Bin(j)
[
1 + jH(j) + jB(j)−A(j)− jA(j)H(j)
]
≡ Bin(j)
[(
1
d
)(
1 + jH(j) − j
p
)
+
(
j
p
)(
1−A(j) + rep(m1)−m1
p
)]
(mod p2). (4.17)
Similarly, for rep(m3) ≤ j ≤ rep(m2)− 1,
Bin(j)
[
1 + jH(j) + jB(j)−A(j)− jA(j)H(j)
]
≡ Bin(j)
[
1
p
][
j
(
1
d
+ r
d
)]
(mod p2). (4.18)
Accounting for (4.15), (4.17) and (4.18) in (4.14), it now suffices to show
rep(m2)−1∑
j=0
Bin(j)
[
1 + jH(j)
]
+
rep(m2)−1∑
j=0
Bin(j)
[
jB(j) −A(j)− jA(j)H(j)
]
−
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
Bin(j)
{[
1
d
+ j
][(
1
p
)(
1−A(j) + rep(m1)−m1
p
)
+ 1 + jH(j) − j
p
]
− r
d
}
−
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
Bin(j)
[
1
p
][
j2 +
(
1
d
)(
r
d
)
+ j
(
1
d
+ r
d
)]
≡ s(p) (mod p2). (4.19)
Recall that the third sum above is vacuous unless p ≡ r (mod d) and r2 ≡ 1 (mod d) or p ≡ d− r
(mod d) and r2 ≡ −1 (mod d). In these cases the sum is over one value of j = rep(m3) − 1 =⌊ r(p−1)
d
⌋
+ 1 and so
(
1
d
+ j
)
= rp
d
. Also rep(m1)−m1 = p
(
1− 1
d
)
. So we get
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
Bin(j)
[[
1
d
+ j
][(
1
p
)(
1−A(j) + rep(m1)−m1
p
)
+ 1 + jH(j) − j
p
]
− r
d
]
=
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
Bin(j)
[
rpj
d
H(j)− r
d
A(j) + r
d
d−1
d
+ rp
d
− rj
d
]
.
Note Bin(j) ∈ pZp for j = rep(m3) − 1. Thus Bin(j)pH(j) ≡ Bin(j)p
(
1
p
)
(mod p2) and
Bin(j)A(j) ≡ Bin(j) rep(m1)−m1
p
≡ Bin(j)d−1
d
(mod p2) for this value of j, and
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
Bin(j)
[
rpj
d
H(j)− r
d
A(j) + r
d
d−1
d
+ rp
d
− rj
d
]
≡
rep(m3)−1∑
j=
⌊
r(p−1)
d
⌋
+1
Bin(j)
[
rp
d
]
≡ 0 (mod p2).
So the third term of (4.19) vanishes modulo p2. Next we examine the last term of (4.19),
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
Bin(j)
[
1
p
][
j2 +
(
1
d
)(
r
d
)
+ j
(
1
d
+ r
d
)]
=
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
Bin(j)
[
1
p
][(
j + 1
d
)(
j + r
d
)]
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modulo p2. Recall that this sum is vacuous unless p ≡ d− 1 (mod d), p ≡ r (mod d) and r2 ≡ −1
(mod d) or p ≡ d − r (mod d) and r2 ≡ 1 (mod d). In these cases the limits of summation are
equal and the sum is over one value of j = rep(m2)− 1 = p− r⌊
p−1
d
⌋ −
⌊
ar
d
⌋
− 1. Now
p− r⌊p−1
d
⌋ −
⌊
ar
d
⌋
− 1 = p− r
(
p−a
d
)
−
⌊
ar
d
⌋
− 1 = p
(
1− r
d
)
+ 〈ar
d
〉 − 1.
Thus if p ≡ d− 1 (mod d),
j = p
(
1− r
d
)
+ 〈r − r
d
〉 − 1 = p
(
1− r
d
)
+ 1− r
d
− 1 = p
(
1− r
d
)
− r
d
.
Then (
j + r
d
)
= p
(
1− r
d
)
∈ pZp
and (
j + 1
d
)
= p
(
1− r
d
)
− r
d
+ 1
d
∈ Zp.
If p ≡ r (mod d) and r2 ≡ −1 (mod d),
j = p
(
1− r
d
)
− 〈 r
2
d
〉 − 1 = p
(
1− r
d
)
+ d−1
d
− 1 = p
(
1− r
d
)
− 1
d
.
If p ≡ d− r (mod d) and r2 ≡ 1 (mod d),
j = p
(
1− r
d
)
+ 〈dr−r
2
d
〉 − 1 = p
(
1− r
d
)
+ d−1
d
− 1 = p
(
1− r
d
)
− 1
d
.
Then, in both cases, (
j + 1
d
)
= p
(
1− r
d
)
∈ pZp
and (
j + r
d
)
= p
(
1− r
d
)
− 1
d
+ r
d
∈ Zp.
Therefore,
rep(m2)−1∑
j=⌊(d−r)p−1d ⌋+1
Bin(j)
[
1
p
][(
j + 1
d
)(
j + r
d
)]
≡ 0 (mod p2),
as Bin(j) ∈ p2Zp for j = rep(m2)− 1.
Finally, we examine the two remaining terms of (4.19). Taking m = rep(m1) − 1 and n =
rep(m2)− 1 in Corollary 3.17 we get that
rep(m2)−1∑
j=0
Bin(j)
[
1 + jH(j)
]
≡ s(p) (mod p2),
and taking l = p, m = rep(m1)− 1, n = rep(m2) − 1, c2 = rep(m1) −m1 and c1 = rep(m2) −m2
in Corollary 3.18 we get
p−
⌊
p−1
d2
⌋
−1∑
j=0
Bin(j)
[
jB(j) −A(j)− jA(j)H(j)
]
≡ 0 (mod p2)
as required. 
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