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Abstract We present the backbone method, a generic framework that enables
sparse and interpretable supervised machine learning methods to scale to ultra-
high dimensional problems. We solve, in minutes, sparse regression problems with
p ∼ 107 features and decision tree induction problems with p ∼ 105 features.
The proposed method operates in two phases; we first determine the backbone
set, that consists of potentially relevant features, by solving a number of tractable
subproblems; then, we solve a reduced problem, considering only the backbone
features. Numerical experiments demonstrate that our method competes with op-
timal solutions, when exact methods apply, and substantially outperforms baseline
heuristics, when exact methods do not scale, both in terms of recovering the true
relevant features and in its out-of-sample predictive performance.
Keywords Ultra-high dimensional machine learning · Sparse machine learning ·
Mixed integer optimization · Sparse regression · Decision trees
1 Introduction
In the Big Data era, the scalability of machine learning models is constantly chal-
lenged. Ultra-high dimensional datasets are present in a variety of applications,
ranging from physical sciences and engineering to social sciences and medicine.
We consider a dataset to be ultra-high dimensional when the number of features
p exceeds the number of data points n and is at least two orders of magnitude
greater than the known scalability limit of the learning task at hand; as we discuss
in the sequel, this limit is p ∼ 107 for sparse regression and p ∼ 105 for decision
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trees. A commonly held assumption to address high dimensional regimes is that
the underlying model is sparse, that is, among all input features, only k ≤ 102
are relevant for the task at hand. For instance, in the context of regression, the
sparsity assumption implies that only a few regressors are set to nonzero level. In
the context of decision trees, it means that most features do not appear in any split
node. The sparsity requirement can either be explicitly imposed via a cardinality
constraint or penalty, as in sparse regression (also known as best subset selection),
or can implicitly be imposed by the structure of the model, as in depth-constrained
decision trees, where the number of features that we split on is upper bounded as
function of the tree depth. In general, sparsity is a desirable property for machine
learning models, as it makes them more interpretable and often improves their
generalization ability (Ng, 1998).
Learning a sparse machine learning model can naturally be formulated as a
mixed integer optimization (MIO) problem by associating each feature with an
auxiliary binary decision variable that is set to 1 if and only if the feature is
identified as relevant (Bertsimas et al., 2016; Bertsimas and Dunn, 2017). Despite
the -theoretical- computational hardness of solving MIO problems, the remarkable
progress in the field has motivated their use in a variety of machine learning prob-
lems, ranging from sparse regression and decision trees to principal component
analysis and matrix completion (Bertsimas and Dunn, 2019). The rich modeling
framework of MIO enables us to directly model the problem at hand and often
compute provably optimal or near-optimal solutions using either exact methods
(e.g., branch and bound) or tailored heuristics (e.g., local search). Moreover, the
computational efficiency and scalability of MIO-based methods is far beyond what
one would imagine a decade ago. For example, we are able to solve sparse re-
gression problems with p ∼ 105 features (Bertsimas and Van Parys, 2020b) and
induce decision trees for problems with p ∼ 103 features. Nevertheless, MIO-based
formulations are still challenged in ultra-high dimensional regimes as the ones we
examine.
The standard way of addressing ultra-high dimensional problems is to perform
either a screening (i.e., filtering) step (Fan and Lv, 2008), that eliminates a large
portion of the features, or more sophisticated dimensionality reduction methods:
(a) feature selection methods (Guyon and Elisseeff, 2003), that aim to select a
subset of relevant features, or (b) feature extraction methods, that project the
original features to a new, lower-dimensional feature space; see Li et al. (2017)
for a detailed review. After the dimensionality reduction step, we solve the MIO
formulation for the reduced problem, provided that sufficiently many features have
been discarded. However, commonly used screening (or, more generally, feature
selection) approaches are heuristic and often lead to suboptimal solutions, whereas
feature extraction approaches are uninterpretable in terms of the original problem’s
features.
In this paper, we introduce the backbone method for sparse supervised learning,
a two-phase framework that, as we empirically show, scales to ultra-high dimen-
sions (as defined earlier) and provides significantly higher quality solutions than
screening approaches, without sacrificing interpretability (as opposed to feature
extraction methods). In the first phase of our proposed method, we aim to iden-
tify the “backbone” of the problem, which consists of features that are likely to be
part of an optimal solution. We do so by collecting the solutions to a series of sub-
problems that are more tractable than the original problem and whose solutions
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are likely to contain relevant features. These subproblems also need to be “selec-
tive,” in the sense that only the fittest features survive after solving each of them.
In the second phase, we solve the MIO formulation considering only the features
that have been included in the backbone. Although our framework is generic and
can be applied to a large variety of problems, we focus on two particular problems,
namely sparse regression and decision tree induction, and illustrate how the back-
bone method can be applied to them. We accurately solve, in minutes, problems
with p ∼ 107 for sparse regression and p ∼ 105 for decision trees, that is, two
orders of magnitude larger than the known scalability limit of methods that solve
to optimality or near-optimality the actual MIO formulation for each problem.
Our proposed backbone method was inspired by a large-scale vehicle routing
application; using a backbone algorithm, Bertsimas et al. (2019b) solve, in seconds,
problems with thousands of taxis serving tens of thousands of customers per hour.
In this work, we develop the backbone method for sparse supervised learning in
full generality. Moreover, we remark that the method can be applied to a variety of
machine learning problems that exhibit sparse structure, even beyond supervised
learning. For example, in the clustering problem, a big portion of pairs of data
points will never be clustered together in any near optimal cluster assignment and
hence we need not consider assigning them to the same cluster. Finally, we note
that, within the sparse supervised learning framework that we examine in this
paper, the backbone method can also be used as a feature selection technique in
combination with any sparsity-imposing but not necessarily MIO-based method.
1.1 Advances in Sparse Regression
In this section, we briefly review the landscape of the sparse regression problem,
which is one of the two problems that we tackle using the backbone method.
Exact Sparse Regression Formulation. The sparse regression problem with
an explicit sparsity constraint, also known as the best subset selection problem,
is the most natural way of performing simultaneous feature selection and model
fitting for regression. The sparsity constraint is imposed by requiring that the ℓ0
(pseudo)norm of the vector of regressors w ∈ Rp is less than a predetermined
degree of sparsity k ≪ p, namely, ‖w‖0 ≤ k, where ‖w‖0 =∑pj=1 1(wj 6=0) and 1(·)
denotes the indicator function. Nevertheless, there are some important obstacles
related to this approach. Firstly, the ℓ0 constraint is very far from being convex.
Secondly, the resulting combinatorial optimization problem is NP-hard (Natarajan,
1995).
Motivated by the advances in MIO, Bertsimas et al. (2016) cast best subset
selection as a mixed integer quadratic program and solve it exactly to optimality
or near-optimality (i.e., within a user-specified optimality gap that can be set to
an arbitrarily small value up to machine precision) with a commercial solver, for
problems with p ∼ 103. Subsequently, Bertsimas and Van Parys (2020b) reformu-
late the sparse regression problem as a pure binary optimization problem and use
a cutting planes-type algorithm that, based on the outer approximation method
of Duran and Grossmann (1986), iteratively tightens a piece-wise linear lower ap-
proximation of the objective function. By doing so, they solve to optimality sparse
regression problems with p ∼ 105. More recently, Hazimeh et al. (2020) develop
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a specialized, nonlinear branch and bound framework that exploits the structure
of the sparse regression problem (e.g., they use tailored heuristics to solve node
relaxations) and are able to solve problems with p ∼ 8 · 106. In our work, we use
the solution method by Bertsimas and Van Parys (2020b), but we remark that
the method by Hazimeh et al. (2020) can also be used in combination with our
proposed framework.
From a practical point of view, one argument commonly used against best sub-
set selection is that, in real-world problems, the actual support size k is not known
and needs to be thoroughly cross-validated hence resulting in a dramatic increase
in the required computational effort. Although, in many cases, k is determined by
the application, Kenney et al. (2018) address such concerns by proposing efficient
cross validation strategies. In this paper, we assume that k is known and given;
the combination of efficient cross validation procedures with our proposed method
is straightforward.
The success of MIO-based methods in sparse regression motivated the de-
velopment of similar methods in a large variety of sparse machine learning
problems, including classification (Bertsimas et al., 2017), polynomial regression
(Bertsimas and Van Parys, 2020a), matrix completion (Bertsimas and Li, 2018).
In fact, the cutting planes method used in all the aforementioned approaches was
eventually cast into a generic, unified framework that addresses a large variety of
MIO problems (Bertsimas et al., 2019a).
Heuristic Solution Methods. Traditionally, the exact sparse regression formu-
lation has been addressed via heuristic and greedy procedures (dating back to
Beale et al. (1967); Efroymson (1966); Hocking and Leslie (1967)). For instance,
in forward stepwise selection, we start with the empty model and iteratively
add the variable that best improves the fit. Recently, numerous more sophisti-
cated and high quality solution methods have been proposed. Such examples in-
clude the first-order method of Bertsimas et al. (2016), the subgradient method
of Bertsimas and Van Parys (2020b) and Bertsimas et al. (2020), and the method
of Hazimeh and Mazumder (2018) that combines coordinate descent with local
search. Another interesting approach in solving the sparse regression formulation
is via the alternating direction method of multipliers (ADMM) (Boyd et al., 2011),
i.e., an iterative, two-step procedure that, in the first step (x-update), solves a reg-
ularized least squares problem and, in the second step (z-update), simply keeps the
k largest magnitude elements of a vector (see Chapter 9 from Boyd et al. (2011)
for more details).
Surrogate Formulations. As a result of the diagnosed hardness of the sparse
regression problem, a lot of effort has been dedicated to developing and solving
surrogate problems. Probably the most studied of them all is the lasso formulation
(Tibshirani, 1996), whereby the non-convex ℓ0 norm is replaced by the convex ℓ1
norm. Namely, denoting by ‖w‖1 = ∑pj=1 |wj |, we require that ‖w‖1 ≤ t or add
a penalty term λ‖w‖1 in the objective. Due to convexity, the constrained and
the penalized versions can be shown to be equivalent for properly selected values
of t and λ; this is not the case if the ℓ0 norm is used. Due to the geometry of
the unit ℓ1 ball, the resulting formulations indeed shrink the coefficients toward
zero and produce sparse solutions by setting many coefficients to be exactly zero.
There has been a substantial amount of algorithmic work on the lasso formulation
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(Efron et al., 2004; Beck and Teboulle, 2009; Friedman et al., 2010) and scalable
implementations are now available (Friedman et al., 2020). Moreover, we have a
decent understanding of the (admittedly strong) assumptions required for the lasso
to recover the true sparse support. Reviewing this work is beyond the scope of this
paper; we refer the interested reader to, e.g., Hastie et al. (2009) and the references
therein.
Several variants of the original lasso formulation have been developed, with
one of the most notable being the elastic net formulation (Zou and Hastie, 2005),
which aims to address the fact that lasso is not always strictly convex and hence
by standard convexity theory, it needs not have a unique solution. Another line of
research has focused on replacing the ℓ1 norm in the Lasso formulation by other
sparsity inducing penalties which are less sensitive to noise or correlation between
features. In particular, non-convex penalties such as smoothly clipped absolute
deviation (Fan and Li, 2001) and minimax concave penalty (Zhang, 2010) have
been proposed; the resulting formulations can effectively be solved via coordinate
descent-based algorithms.
Comparisons. Extensive comparisons between the aforementioned methods can
be found in Hastie et al. (2017) and, more recently, in Bertsimas et al. (2020). A
summary of the conclusions of Bertsimas et al. (2020) is as follows. In terms of
accuracy in recovering the true support, non-convex methods should be preferred
over ℓ1-regularization, since they provide better feature selection. In terms of false
detection rate, cardinality-constrained formulations improve substantially, even
when the true support size k is unknown. These empirical observations are aligned
with recent theoretical work in statistics (Gamarnik and Zadik, 2017) which has
identified regimes where Lasso fails to recover the true support even though sup-
port recovery is possible from an information theoretic point of view. Finally, as
far as the effect of noise is concerned, while lasso performs poorly in low noise
settings, it competes and sometimes dominates other methods as noise increases;
this observation supports the view that ℓ1-regularization is, first and foremost, a
robustness story (Bertsimas and Copenhaver, 2018).
Sparse Regression in Ultra-High Dimensions: Screening. A regression
problem is considered high dimensional when the rank of the design matrix X
is smaller than the number of features p, i.e., rank(X) < p; this is, for exam-
ple, the case when n, the number of data points in the dataset, satisfies n < p.
In such regimes, the regression model is challenged, as the underlying linear sys-
tem is underdetermined, and further assumptions are required. The application
of sparse or sparsity-inducing methods, like the ones described in the previous
section, provides a way around this limitation and, in addition, hopefully leads to
more interpretable models, where only a few features actually affect the prediction.
We consider a problem to be ultra-high dimensional when n≪ p and, additionally,
p is at least two orders of magnitude greater than the known scalability limit of
sparse regression, namely, p ∼ 107.
Sure independence screening (SIS) is a two-phase learning framework, intro-
duced by Fan and Lv (2008), that provides a computationally efficient and the-
oretically rigorous method to reduce the dimensionality of regression problems
from a very large to a relatively large or even moderate scale. More concretely,
Fan and Lv (2008) first rank the features based on their marginal utilities; e.g.,
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for linear regression, the proposed marginal utility is the correlation between each
feature and the response. By keeping only the highest-ranked features, they guar-
antee that, under certain conditions, all relevant features are selected with prob-
ability tending to one. Then, they conduct learning and inference in the reduced
feature space consisting only of the selected features.
A major limitation of SIS stems from the fact that it only examines marginal
correlations between the features and the response; to overcome this limitation,
an iterative SIS procedure has been proposed (Fan and Lv, 2008), whereby the
estimated set of relevant features is iteratively updated using SIS, conditional on
the estimated set of features from the previous step. Among the various other
extensions of SIS that have been considered in the literature, we emphasize the
conditional SIS method (Barut et al., 2016), which enables the incorporation of
additional knowledge about the importance of a certain set of features, as well as
the works of Fan et al. (2009) and Fan and Song (2010) that extend SIS beyond
the linear model. Moreover, we remark that SIS was originally designed to perform
dimensionality reduction for heuristic feature selection methods, such as lasso, the
Dantzig selector, and SCAD. For a detailed review of SIS-based methods, we refer
the interested reader to Fan and Lv (2018).
Sparse Regression in Ultra-High Dimensions: Distributed Approaches.
An alternative path to address large scale sparse regression problems is using
distributed methods (Bertsekas and Tsitsiklis, 1989). The majority of the dis-
tributed statistical estimation literature focuses on subsampling data points (hor-
izontally partitioning the data), i.e., assigning a subset of data points to each
computing node and combining the results. Examples of such approaches in-
clude lasso (Mateos et al., 2010; Lee et al., 2017) and empirical risk minimization
(Zhang et al., 2013). Nevertheless, in the ultra-high dimensional regime that we
consider, subsampling features (vertically partitioning the data) seems more suit-
able.
The ADMM framework (Boyd et al., 2011) can be used to fit, in a distributed
fashion, a regression model on vertically partitioned data, provided that the reg-
ularizer is separable at the level of the blocks of features; this is, e.g., the case in
lasso. The DECO framework of Wang et al. (2016), after arbitrarily partitioning
the features, performs a decorrelation step via the singular value decomposition
of the design matrix and, as a result, each subset of data after feature partition-
ing, can produce consistent estimates (despite having missing features within each
subset). Each computing node locally fits a lasso model, before the computed
coefficients are centrally combined (and possibly refined).
Several hybrid methods that combine screening with ideas from the distributed
literature have also been developed. Yang et al. (2016) propose a two-stage frame-
work, whereby, in the first stage, each computing node locally screens the features,
and, in the second stage, a sparse linear model is centrally fit to a sketched prob-
lem (sketching is used to reduce communication cost). Inspired by group testing
theory, Zhou et al. (2014) propose a parallel feature selection scheme consisting of
a test design component that determines the collection of subsets of features to be
tested, a scoring function that assigns a score to each test to measure the relevance
of the features in a classification task, and the feature identification algorithm that
identifies the final selected feature set from the test scores. Song and Liang (2015)
develop a Bayesian feature partitioning scheme.
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1.2 Advances in Decision Trees
In this section, we present recent advances in the decision tree induction problem.
Decision trees are one of the most popular and interpretable methods in ma-
chine learning. At a high level, decision trees recursively partition the feature
space into disjoint regions and assign to each resulting partition either a label,
in the context of classification, or a constant or linear prediction, in the context
of regression. The leading work for decision tree methods in classification is the
classification and regression trees framework (CART), proposed by Breiman et al.
(1984), which takes a top-down approach to determining the partitions. Briefly,
the CART method operates in two phases:
- A top-down induction phase, where, starting from a root node, a split is de-
termined by minimizing an “impurity measure” (e.g., entropy), and then recur-
sively applying the process to each of the resulting child nodes until no more
splits are possible.
- A pruning phase, where the learned tree is pruned to penalize more complex
structures that might not generalize well.
The tree induction process of CART has several limitations. First, the process is
one-step optimal and not overall optimal. Second, it does not directly optimize over
the actual objective (e.g., misclassification error). Third, it only considers univari-
ate splits, i.e., splits that involve a single feature. Despite of the aforementioned
limitations, CART have been widely used as building blocks in ensemble learning
methods based on bagging and boosting; examples include the random subspace
method (Ho, 1998), random forest (Breiman, 2001), and, more recently, xgboost
(Chen and Guestrin, 2016). Indeed, such methods enhance the performance of the
resulting classifier, sacrificing, however, the interpretability of the model.
In a recent work, Bertsimas and Dunn (2017) and Bertsimas and Dunn (2019)
formulate the decision tree induction problem using MIO and propose a tailored
coordinate descent-based solution method. The resulting optimal trees framework
(OT) overcomes many of the limitations of CART (optimization is over the ac-
tual objective, multivariate splits are possible), while still leading to highly in-
terpretable models. The key observation that led to OT is that, when learning
a decision tree, there is a number of discrete decisions and outcomes we need to
consider:
- Whether to split at any node and which feature to split on.
- Which leaf node a point falls into and (for classification problems) whether this
point is correctly classified based on its label.
At each branch node, a split of the form aTx < b is applied. Points that satisfy
this constraint follow the left branch of the tree, whereas those that violate the
constraint follow the right branch. Each leaf node is assigned a label, and each
point is assigned the label of the leaf node into which the point falls. The result-
ing MIO formulation aims to make the aforementioned decisions in such a way
that the linear combination of an error metric (e.g., misclassification error) and a
tree complexity measure is minimized. The formulation also includes a number of
constraints ensuring that the resulting tree is indeed valid and consistent.
The resulting MIO formulation is solved using a tailored coordinate descent
approach, which starts with an initial tree solution and repeatedly visits the nodes
8 Dimitris Bertsimas, Vassilis Digalakis Jr.
of the tree one at time and in a random order. For each branch node, the algorithm
considers deleting the split at that node and finding the optimal split to use at
that node. For each leaf node, considers creating a new split at that node. If
any of these changes improve the overall objective value of the tree, then the
modification is accepted. The algorithm continues until no possible improvements
are found, meaning that this tree is a local minimum. The problem is nonconvex,
and therefore, this coordinate descent process is repeated from a variety of starting
trees that are generated randomly. From this set of trees, the one with the lowest
overall objective function is selected as the final solution.
Decision Trees in Ultra High Dimensions. Decision trees are known to suf-
fer from the curse of dimensionality and to not perform well in the presence of
many irrelevant features (Almuallim and Dietterich, 1994). Among the most no-
table attempts to scale decision trees to ultra-high dimensional problems is the
recent work by Liu and Tsang (2017), who develop a sparse version of the per-
ceptron decision trees framework (Bennett et al., 2000) and solve problems with
p ∼ 106 features.
1.3 Backbones in Optimization
Schneider et al. (1996), Walsh and Slaney (2001), and the many references therein
use the term backbone of a discrete optimization problem to refer to a set of frozen
decision variables that must be set to one in any optimal or near-optimal solution.
Thus, the backbone can be obtained as the intersection of all optimal solutions
to the problem. For example, in the satisfiability decision problem, the backbone
of a formula is the set of literals which are true in every model. This definition
is fundamentally different from our notion of a backbone and, from a practical
perspective, identifying such backbone can be as hard as solving the actual problem.
In our approach, the term backbone refers to all variables that are set to one in
at least one near-optimal solution. Thus, the backbone can be obtained as the
union of all near-optimal solutions. To the best of our knowledge, the notion of
backbone that we examine in this paper first appeared in Bertsimas et al. (2019b)
in the context of online vehicle routing.
1.4 Outline & Contributions
Our key contributions can be summarized as follows:
- We develop the backbone method, a novel, two-phase framework that, as we
empirically show, performs highly effective feature selection and enables sparse
machine learning models to scale to ultra-high dimensions. As mixed integer
optimization offers a natural way to model sparsity, we focus on MIO-based
machine learning methods. Nonetheless, our framework is developed in full gen-
erality and can be applied to any sparsity-inducing machine learning method.
- We apply the backbone method to the sparse regression problem. Our computa-
tional results indicate that the backbone method accurately scales to problems
with p ∼ 107 in minutes, and the solutions obtained are of significantly higher
The Backbone Method 9
quality than those of screening-based methods. In problems with p ∼ 105,
where exact methods apply and hence we can compare with near-optimal solu-
tions, the backbone method, by drastically reducing the problem size, achieves,
faster and with fewer data points, the same levels of accuracy as exact methods.
- We apply the backbone method to the decision tree induction problem. Our
computational results indicate that the backbone method scales to problems
with p ∼ 105 in minutes, and outperforms both CART and random forest,
while still outputting a single, interpretable tree. In problems with p ∼ 103,
the backbone method can accurately filter the feature set and compute, sub-
stantially faster, decision trees with better out-of-sample performance than
those obtained by applying the optimal trees framework to the entire problem.
The structure of the paper is as follows. In Section 2 we develop the generic
framework for the backbone method in a general supervised learning setting and
describe a subproblem feature set selection method that could be of independent
interest. In Section 3, we apply the backbone method to the sparse regression
problem, discuss several implementation aspects and challenges, and empirically
evaluate its performance. In Section 4, we apply the backbone method to the
decision tree induction problem, again discuss several implementation aspects and
challenges, and evaluate the method through computational experiments. Finally,
Section 5 concludes the paper.
2 The Backbone Method
In this section, we describe the backbone method in a general supervised learning
context. The main idea is that many real-world ultra-high dimensional machine
learning problems are indeed sparse, which means that most features are uninfor-
mative for performing regression or classification and hence need not be considered
when solving the actual problem’s formulation. Therefore, the core of the two-phase
backbone method is the construction of the backbone set, which consists of features
identified as potentially relevant. The two phases of the backbone method are:
1. Backbone Construction Phase: Form a series of tractable subproblems that
can be solved efficiently while still admitting sparse solutions, by reducing the
dimension and/or relaxing the original problem. Construct the backbone set
by collecting all decision variables that participate in the solution to at least
one subproblem.
2. Reduced Problem Solution Phase: Solve the reduced problem to near-
optimality, considering only the decision variables that were included in the
backbone set.
The backbone method differs from existing feature selection methods in that we
propose to filter uninformative features via a procedure closely related to the actual
problem. For example, to perform feature selection for the decision tree induction
problem, we train more tractable decision trees in the subproblems and select those
features that are identified as relevant within the subproblems’ trees. A major
difference between the backbone method and heuristic solution methods is that
we aim to reduce the problem dimension as much as possible so that the resulting
reduced problem can actually be solved to near-optimality. From an optimization
perspective, the backbone method can loosely be viewed as a heuristic branch and
price approach.
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2.1 A Generic Hierarchical Backbone Algorithm
We proceed by applying the backbone method in a general sparse supervised learn-
ing setting (Algorithm 1). Let X ∈ Rn×p be the input data (n and p denote the
number of data points and features respectively) and y the vector of responses
(for regression problems) or class labels (for classification problems). The first two
input parameters of the backbone method are the number of subproblems M to
solve in each iteration (or hierarchy) and the maximum allowable backbone size
Bmax. We also need to specify the application-specific functions that will be used
within our framework. In particular, these include:
- Function construct_subproblems: The function used to construct more
tractable subproblems. Since p is assumed to be very large, the
construct_subproblems function acts by selecting a subset of features P for
each subproblem. Thus, the output of this function is a collection of features
for every subproblem.
- Function fit_subproblem: The model fitting function to be used within each
subproblem. Fits a sparse model of choice (regression, trees, etc.) to the data
that are given as input to the subproblem. This function has to be highly
efficient for the backbone construction to be fast, so we propose that a re-
laxed/surrogate formulation or heuristic solution method is used. For simplic-
ity in notation, we assume that all input hyperparameters (e.g., for lasso, the
regularization weight/sequence of weights) are “hidden” within the definition
of the function. The output of this function is the learned model.
- Function extract_relevant: The function that takes a sparse model as input
and extracts all features that the model identifies as relevant.
- Function fit: The target fitting function that fits a sparse model of choice
to the data given as input. As this function is to be applied to the (small)
backbone set, it needs not be extremely efficient, so we propose that a method
that comes with optimality guarantees is used. For simplicity in notation, we
assume that all input hyperparameters are “hidden” within the definition of
the function. The output of this function is the learned model.
Some additional notation used in Algorithm 1 includes the following. The set
Ut consists of all features that are candidates to enter the backbone during iter-
ation (hierarchy) t. Initially, all features considered, so U0 = [p] = {1, ..., p}. The
backbone set in each iteration (hierarchy) is denoted by B. When the data matrix
X is indexed by a set C ⊆ [p], denoted by XC, it is implied that only the features
contained in C have been selected.
Importantly, at the end of the backbone construction phase, the size of the
backbone set must be small enough so that we can actually solve the resulting
reduced problem. Therefore, we implement the backbone construction phase in
Algorithm 1 hierarchically, in a bottom-up divide and conquer fashion, until the
size of the backbone set is sufficiently small. Alternatively, we could control the
backbone set’s size by hard-constraining the number of relevant features that are
extracted from each subproblem. More concretely, let kmax be an upper bound
on the number of features that might participate in a solution to a subproblem;
then, provided that Mkmax is sufficiently small, the size of U reduces by a factor
of 1− Mkmax|Ut−1| after each iteration (hierarchy).
The Backbone Method 11
Algorithm 1 Generic Hierarchical Backbone Algorithm
Input: Data (X, y), number of subproblems M , subproblem size ps, maximum backbone size
Bmax, subproblem construction function construct_subproblems, subproblem model fitting
function fit_subproblem, relevant feature extraction function extract_relevant, model fit-
ting function fit.
Output: Learned model.
t← 0
U0 ← [p]
repeat
B ← ∅
(Pm)m∈[M] ← construct_subproblems(XUt ,y, M, ps)
for m ∈ [M ] do
modelm ← fit_subproblem(XPm , y)
B ← B ∪ extract_relevant(modelm)
end for
t← t+ 1
Ut ← B
until |B| ≤ Bmax (or other termination criterion is met)
model ← fit(XB , y)
return model
As Algorithm 1 shows, the backbone method provides a generic framework
that can be used to address a large number of different problems. As illustrated
by the applications which we investigate in the following sections, depending on
the problem at hand, there are several design choices that affect the performance
of the method. For example:
- How to form the subproblems, so that they are tractable and, at the same
time, useful for the original problem? We address this question in Section 2.2
by developing a generic framework for regression and classification problems.
- How to solve the subproblems and, in particular, what is the impact of applying
heuristics within each subproblem for the quality of the backbone set? We ex-
amine these questions for the sparse regression and the decision tree induction
problems in Sections 3 and 4, respectively.
Parallel & Distributed Implementation. An important feature of the back-
bone method is that it can be naturally executed in parallel by assigning different
subproblems to different computing nodes and then centrally collecting all solu-
tions and solving the reduced problem. This is particularly important in distributed
applications, where a massive dataset is “vertically partitioned” among different
nodes, i.e., each node has access to a subset of the features in the data. This regime,
despite being common in practice, has not been considered much in the literature.
2.2 A Unified Approach for Constructing Subproblems
In this section, we describe the construct_subproblems component of the back-
bone method. We first briefly present the sure independence screening (SIS) frame-
work, which plays an important role in our approach, and then fully develop our
proposed methodology to construct subproblems.
12 Dimitris Bertsimas, Vassilis Digalakis Jr.
Sure Independence Screening at a Glance. SIS (Fan and Lv, 2008) is a two-
phase learning framework for regression problems. In the first phase, we rank the
features based on their marginal utilities sj and retain only the top d features, i.e.,
M̂ = {1 ≤ j ≤ p : sj is among the top d largest ones}.
In practice, we usually choose d using cross validation. In the second phase, we
conduct learning and inference in the reduced feature space consisting only of
features in M̂. Under certain conditions, SIS possesses the sure screening property,
which requires that all relevant features are contained in the set M̂ with probability
tending to one (Fan and Lv, 2008; Fan et al., 2009; Fan and Song, 2010).
Following Fan and Song (2010), we measure the marginal utility sj of each
feature using the empirical maximum marginal likelihood estimator. More specifi-
cially, given a convex loss function ℓ, we compute, ∀j ∈ [p],
(wˆ0,j , wˆj) = argminw0
j
,wj
1
n
n∑
i=1
ℓ(yi, w
0
j + wjXi,j). (1)
We then estimate the marginal utility of feature j as either the magnitude of
the maximum marginal likelihood estimator sj := |wˆj | or the minimum of the
loss function sj :=
1
n
∑n
i=1 ℓ(yi, wˆ0,j + wˆjXi,j). For example, for linear regression
problems, by using the squared loss function and the marginal utility measure given
by sj := |wˆj |, sj simplifies to the absolute marginal empirical correlation between
feature j and the response, namely, sj := |ĉor (Xj ,y) |, which is the standard
marginal utility measure for linear regression as per Fan and Lv (2008) (note that
ĉor represents the empirical correlation). This approach provides a unified scoring
framework for both regression and classification problems.
The construct_subproblems Function. For every feature j, we compute the
SIS-score sj := |wˆj |/maxi |wˆi| (according to the previous paragraph). We use the
squared loss function for regression problems, the logistic loss function for binary
classification problems, and the multi-category SVM loss function for multi-class
classification problems (as per Fan et al. (2009)). We form the first subproblem’s
feature set P1 by selecting the features that correspond to the highest ps scores
s(1), ..., s(ps) (recall that ps ≪ p denotes the cardinality of the subproblem feature
sets). We define the frequency of selection f
(m)
j of feature j in step m as the
fraction of subproblems that feature j participates over m. In other words, after
the first step, f
(1)
j = 1 for j ∈ P1 and f (1)j = 0 for j 6∈ P1. After the m-th step, we
rank features using the score sj − λexploref (m)j , that is, we penalize features that
have been selected earlier. The parameter λexplore ∈ [0, 1] controls the trade-off
between exploration and exploitation when constructing new subproblem feature
sets. The method is described in Algorithm 2.
We make the following remarks concerning Algorithm 2:
- Exploration parameter λexplore: Depending on the value of the parameter
λexplore, we either get to examine more diverse feature sets (λexplore → 1),
or focus on highly-ranked features according to the SIS-score (λexplore → 0).
The rationale behind our approach is to combine the benefits of SIS, i.e., in-
clude within each subproblem features that are more likely to be relevant, with
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Algorithm 2 Function construct_subproblems
Input: Data (X, y), loss function ℓ, number of subproblemsM , subproblem size ps, parameter
λexplore.
Output: Subproblem feature sets (Pm)m∈[M] .
for j ∈ [p] do
(wˆ0,j , wˆj)← argminw0
j
,wj
1
n
∑n
i=1 ℓ(yi, w
0
j + wjXi,j)
sj ← |wˆj|
f
(1)
j
← 0
end for
for m ∈ [M ] do
Pm ← {1 ≤ j ≤ p : sj/maxi si − λexploref
(m)
j is among the top ps largest ones}
if m < M then
f
(m+1)
j ←
1
m
∑m
ℓ=1 1(j∈Pℓ)
end if
end for
return (Pm)m∈[M]
the benefits of ensemble learning, i.e., investigate more features within more
diverse subsets.
- SIS-scores: Higher scores correspond to more important features and we also
require that sj ∈ [0, 1] and maxj sj = 1 so that the scores are in the same scale
with the frequencies. As the name suggests, we focus on scores that satisfy the
sure screening property.
- Tractability: Assuming that we aim to select k relevant features, the subprob-
lems clearly become more tractable, since, even with an exhaustive search
procedure, we end up having to check at most
(
ps
k
)
subsets of features, instead
of the initial
(
p
k
)
.
- Deterministic vs Random Subproblem Feature Sets: Our deterministic subprob-
lem feature set selection approach, inspired by the deterministic subspace
method by Koziarski et al. (2017), aims to overcome the limitations of the
popular random subspace method (Ho, 1998) and its variants, whereby, within
each subproblem, a feature subset is selected uniformly at random. These lim-
itations include:
1. First, random feature sampling schemes require solving a prohibitive num-
ber of subproblems until every feature is sampled once with high probability.
This is shown empirically in Section 3.2; for a discussion on the expected
number of subproblem feature sets (groups) that need to be drawn until all
features (coupons) are obtained, see Ferrante and Saltalamacchia (2014).
One way around this limitation is the use of a random partitioning scheme,
whereby the feature space is partitioned into M = ⌈ p
ps
⌉ subsets with ps
features each; however, such an approach no longer enjoys the benefits of
ensemble learning, as each feature will only be seen once.
2. Second, the absence of relevant features from a subproblem’s feature set
makes the subproblem harder to solve. In particular, any relevant feature
that is not sampled and hence not contained within the subproblem’s fea-
ture set, is essentially viewed as noise within this subproblem. As a result,
the subproblem signal-to-noise ratio decreases (compared to the original
problem’s signal-to-noise ratio) and hence the sample complexity increases.
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This motivates the use of a more informed subproblem’s feature set selec-
tion scheme.
3 The Backbone of Sparse Regression
Given data {(xi, yi)}i∈[n], where, ∀i ∈ [n], xi ∈ Rp (with n ≪ p), and yi ∈
R (for regression) or yi ∈ {−1, 1} (for binary classification), and a convex loss
function ℓ, consider the sparse empirical risk minimization problem with Tikhonov
regularization and an explicit sparsity constraint, outlined as
min
w∈Rp
n∑
i=1
ℓ(yi,w
T
xi) +
1
2γ
‖w‖22 s.t. ‖w‖0 ≤ k. (2)
Problem (2) can be reformulated as a MIO problem, by introducing a binary
vector encoding the support of the regressor w. The optimal cost for the equivalent
formulation is then given by
min
z∈{0,1}p:∑p
j=1 zj≤k
min
w∈Rp
n∑
i=1
ℓ(yi,w
T
xi) +
1
2γ
‖w‖22
s.t. zj = 0⇒ wj = 0 ∀j ∈ [p].
(3)
As we already noted in the introduction, exact MIO methods that solve Problem (3)
scale up to p ∼ 105. We next apply the backbone method to the sparse regression
Problem (2).
During the backbone construction phase, we form the M subproblems, whose
feature sets are denoted by Pm, m ∈ [M ], using the construct_subproblems
function (Algorithm 2). Within the m-th subproblem, m ∈ [M ], we may use a
subset of data points Nm ⊆ [n] and different hyperparameter values km and γm.
We form the backbone set as follows:
B =
M⋃
m=1
{
j : w
(m)
j 6= 0,
w
(m) = argmin
w∈Rp:
‖w‖06km,
wj=0 ∀j 6∈Pm
∑
i∈Nm
ℓ(yi,w
T
xi) +
1
2γm
‖w‖22
}
.
(4)
We note that, instead of solving the sparse regression formulation in each
subproblem, as shown in Equation (4), there is a possibility of solving a relax-
ation or a closely-related surrogate problem, such as the elastic net formulation
(Zou and Hastie, 2005). We discuss this possibility in more detail in Section 3.1.
Finally, once the backbone construction phase is completed, we solve the origi-
nal problem, considering only the features that are contained in the backbone set
(i.e., exact solution computation in subset of backbone features), namely,
min
w∈Rp
n∑
i=1
ℓ(yi,w
T
xi) +
1
2γ
‖w‖22
s.t. ‖w‖0 6 k,
wj = 0 ∀j 6∈ B.
(5)
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3.1 Implementation Details
In this section, we discuss some additional implementation aspects of the backbone
method for the sparse regression problem.
Solving Subproblems via the Sparse Regression Formulation. Our first
proposed approach to solve the subproblems relies on the actual sparse regres-
sion Formulation (2). In our implementation, we use the subgradient method of
Bertsimas et al. (2020), which, besides fast, is especially strong in recovering the
true support; it should be clear that any of the exact or heuristic solution methods
discussed in Section 1.1 can be used. We empirically found this approach to be
the most effective in terms of feature selection, namely, it achieves the lowest false
detection rate within the backbone set.
A critical design choice in this approach concerns the number of relevant fea-
tures that should be extracted from each subproblem. Unless our sampling procedure
is perfectly accurate, it is possible that some subproblems will end up containing
ks < k relevant features. If this is the case, we empirically observed that solution
methods for Problem (2) quickly recover the ks truly relevant features but strug-
gle to select the remaining k − ks, i.e., they spend a lot of time trying to decide
which irrelevant features to pick. It is therefore crucial to either use cross validation
within each subproblem (like the one we describe shortly), or apply an incremental
selection procedure (e.g., forward stepwise selection). In our implementation, we
use the following incremental cross validation scheme for the subproblem support
size, which relies on progressively fitting less sparse models. We start at a small
number of relevant features k0, increment to k1 = k0 + kstep, k2 = k0 + 2kstep,
and so forth. We stop after i steps if the improvement in terms of validation error
of a model with ki + kstep and ki + 2kstep features is negligible compared to the
error of a model with ki features. Crucially, when training a model with ki > k0
features during cross validation, we use the best model with ki − kstep features as
a warm-start.
Concerning the regularization parameter γ in Formulation (2), we apply a
simple grid search (with grid length l) cross-validation scheme, between a small
value, e.g., γ0 =
p
k n maxi ‖xi‖2 , and γl =
1√
n
, which is considered a good choice
for most regression instances (Chen et al., 2012).
Solving Subproblems via Randomized Rounding. Instead of solving the
MIO sparse regression Formulation (3), one can consider its boolean relaxation,
whereby the integrality constraints zi ∈ {0, 1} are relaxed to zi ∈ [0, 1]. The result-
ing solution zˆrel will, in general, not be integral, so we propose to randomly round
it by drawing zˆbini ∼ Bernoulli(zˆreli ). We form the backbone set by repeating the
rounding procedure multiple times for each subproblem and collecting all features
that had their associated binary decision variable set to 1 in at least one realization
of the Bernoulli random vector. By doing so, we reduce the number of subprob-
lems we solve and, instead, perform multiple random roundings per subproblem.
As a result, the overall method is sped up, sacrificing, however, its effectiveness
in terms of feature selection. For this reason, we did not use this approach in the
computational results we present.
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Solving Subproblems via Surrogate Formulations. In our second proposed
approach to solve the subproblems, we formulate each subproblem using surrogate
formulations, such as the lasso estimator (Tibshirani, 1996) and its extensions. In
particular, we utilize the elastic net formulation (Zou and Hastie, 2005) to solve
the m-th subproblem, m ∈ [M ], namely,
w
(m) = argmin
w∈Rp:
wj=0 ∀j 6∈Pm
∑
i∈Nm⊆[n]
ℓ(yi,w
T
xi) + λm
[
αm‖w‖1 + 1−αm2 ‖w‖22
]
. (6)
The popularity of ℓ1-regularization is justified by the fact that it enjoys a number of
properties that are particularly useful in practical applications. First and foremost,
its primary mission is to robustify solutions against noise in the data and, specif-
ically, against feature-wise perturbations. Second, the convexity of the ℓ1-norm
makes the task of optimizing over it significantly easier. Third, ℓ1-regularization
provides sparser solutions than ℓ2-regularization. We refer the interested reader to
Bertsimas and Copenhaver (2018) and Xu et al. (2009) for a detailed discussion
on the equivalence of regularization and robustification.
We pick the hyperparameters of the elastic net formulation via cross validation.
We select α using grid search in the [0, 1] interval. For each fixed α, we perform grid
search for λ ∈ [λmin, λmax], where λmax is the value of λ that leads to an empty
model and λmin is the value of λ that leads to a model consisting of kmax nonzero
coefficients (we set kmax = ck for c ∈ {1, 2, 3} in our simulations). Once the best
elastic net hyperparameters are found, we refit and add to the backbone set those
features whose associated coefficients are above a user-specified threshold.
Controlling the Backbone Size. Our ultimate goal is to form a backbone set
that is small enough for the original problem to solve to near-optimality extremely
fast. Therefore, we impose a limit Bmax on the maximum allowable backbone size,
which is typically a multiple of the target support size k (we use between 3k and
10k in our experiments). The hierarchical backbone construction process guaran-
tees that the backbone size is reduced after each hierarchy, provided that the
number of relevant features extracted from each subproblem is sufficiently small.
In backbone construction approaches that solve Formulation (2) (either exactly or
approximately), the reduction factor can be explicitly controlled. However, when
the backbone set is constructed via randomized rounding or via surrogate formu-
lations, we cannot directly control the number of relevant features extracted from
each subproblem. To ensure fast (and finite) termination, we also impose a limit H
on the number of hierarchical passes the algorithm is allowed to perform. If, after
H hierarchies, |B| > Bmax, then we use SIS and keep the highest-ranked Bmax
features in the backbone.
Solving the Reduced Problem. After having formed the backbone set, we solve
Problem (5) using the cutting planes method by Bertsimas and Van Parys (2020b).
As Bertsimas et al. (2020) observed, the computational time required for the MIO
Formulation (3) to solve to provable optimality is highly dependent on γ; for
smaller values of γ, problems with p ∼ 105 can be solved in minutes, whereas, for
larger values, it might take a huge amount of time to solve to provable optimality
(although the optimal solution is usually attained fast). To address this issue, we
impose a time limit on the cutting planes method for each value of γ during the
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cross validation process. In practice, we observe that the cutting planes method
applied to the backbone set recovers the correct support in seconds (provided that
the backbone set is sufficiently small).
3.2 Computational Results
In this section, we empirically evaluate the backbone method on synthetic linear
and logistic regression data where the ground truth is known to be sparse.
Data Generation Methodology. In all our synthetic experiments throughout
this section, we generate data according to the following methodology. We assume
that the input data X = (x1, ...,xn) are i.i.d. realizations from a p-dimensional
zero-mean normal distribution with covariance matrix Σ, i.e., xi ∼ N (0p,Σ), i ∈
[n]. The covariance matrix Σ is parameterized by the correlation coefficient ρ ∈
[0, 1) as Σij = ρ
|i−j|, ∀i, j ∈ [p]. As ρ → 1, the columns of the data matrix X,
i.e., the features, become more alike which should impede the discovery of nonzero
components of the true regressor wtrue by obfuscating them with highly correlated
look-alikes. In our experiments, we focus on high correlation regimes (ρ = 0.9).
We next generate the response vector y. For linear regression, y satisfies the
linear relationship y = Xwtrue + ε, where εi, i ∈ [n], are i.i.d. noise compo-
nents from a normal distribution, scaled according to a chosen signal-to-noise ratio√
SNR = ‖Xwtrue‖2/‖ε‖2. Evidently as the SNR increases, recovery of the unob-
served true regressor wtrue from the noisy observations can be done with higher
precision. In our experiments, we use SNR = 2. The unobserved true regressor
wtrue is constructed at the beginning of the process and has exactly k-nonzero
components at indices selected uniformly without replacement from [p]. As dis-
cussed in Section 1, in our experiments, we use k ∼ 102. Likewise, the nonzero
coefficients wtrue are drawn uniformly at random from the set {−1,+1}. For lo-
gistic regression, the signal y is computed according to
y = sign(Xwtrue + ε).
Evaluation Metrics & Methods. We evaluate the quality of each method based
on the following metrics:
- Support recovery accuracy: Measures the proportion of the k relevant features
that were actually selected by the estimator, expressed as a percentage. For-
mally,
|{j : wj 6= 0, wtrue,j 6= 0}|
k
.
With the exception of one experiment, we do not report the false alarm rate
(i.e., ratio of number irrelevant features selected over total number of features
selected), since we assume that the number of relevant features k is known and
hence the two metrics are complementary.
- Prediction accuracy: Evaluates the out-of-sample performance of the estimator.
We use the R2 statistic for linear regression and the area under the curve (AUC)
for logistic regression.
- Optimality gap: Measures the gap between the lower and upper objective bound
during the solution process of a MIO problem and, specifically, of Problem (3).
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- Computational time: Total amount of time used (in seconds).
Additionally, to assess the quality of each component of the backbone method, we
also record the following statistics:
- Backbone accuracy: Measures the proportion of the k relevant features that
were included in the backbone set. Formally,
|{j : j ∈ B, wtrue,j 6= 0}|
k
.
- Backbone size: Number of features included in the backbone set.
- Backbone construction time: Time required for the first phase of the backbone
method (in seconds).
- Subproblem feature sets accuracy: Measures the proportion of the k relevant
features that were included in at least one subproblem’s feature set. Formally,
|{j : j ∈ ⋃Mm=1 Pm, wtrue,j 6= 0}|
k
.
- Subproblem feature sets size: Number of distinct features that were included in
at least one subproblem.
Before proceeding to the results, we make the following remarks concerning
the methods we investigate in our experiments:
- SR-MIO: Implementation of the cutting planes method by
Bertsimas and Van Parys (2020b) using the commercial MIO solver
Gurobi (Gurobi Optimization Inc., 2016). Uses the subgradient method
Bertsimas et al. (2020) to compute a warm start. Solves the sparse regression
formulation to optimality or near-optimality.
- SR-REL: Implementation of the subgradient method by Bertsimas et al. (2020)
using the commercial Interpretable AI software package (Interpretable AI,
2020). Solves the sparse regression heuristically by considering its boolean re-
laxation and iteratively alternating between a sub-gradient ascent step and a
projection step.
- ENET: glmnet Fortran implementation (Friedman et al., 2020). Solves the elas-
tic net formulation using cyclic coordinate descent.
- SIS: Implementation of the sure independence screening (Fan and Lv, 2008)
feature selection heuristic, followed by any sparse regression solution method
on the reduced feature set.
- BB: Implementation of the backbone method. The components and parameter-
ization of the method are discussed in each experiment separately.
All experimental results were obtained over r independently generated datasets
(r = 5 for experiments in which we investigate the scalability of the method as a
function of p and hence deal with very large problems, and r = 10 for all other
experiments). In each experiment, we report both the mean and standard deviation
of each metric.
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Scalability of the Backbone Method for Sparse Linear Regression. In
our first experiment, we show that BB scales to ultra-high dimensional problems
with p ∈ {106, 3 · 106, 107, 3 · 107} in minutes, and substantially outperforms
the SIS heuristic. For this experiment, we generate data with (n, k, SNR, ρ) =
(5000,100, 2., .9) and vary the data dimension p. We set the parameters of BB as
follows. We construct M = 5 subproblems, each of size ps = 10
4 features and
using λexplore = .1 within the construct_subproblems function. We solve the sub-
problems with SR-REL and use cross validation to extract ks ∈ {⌈k4 ⌉, ⌈k2 ⌉, ⌈3k4 ⌉, k}
(potentially) relevant features from each subproblem. After solving the subprob-
lems, the backbone set consists of at most 5k = 500 features, so we choose not
to constrain the maximum backbone size and the number of hierarchies. For the
reduced problem solution phase, we use SR-MIO, select γ via cross validation (from
a grid of 5 values chosen as per Section 3.1), and impose a time limit of 2 minutes
for each validation run. As a baseline, we select via SIS the top |B| features (recall
that B denotes the backbone set) and then run SR-MIO (tuned in the exact same
way) on the selected feature set.
As can be observed in Figure 1, BB achieves near-perfect accuracy for problems
with up to 30 million features and substantially outperforms SIS, in terms of both
support recovery accuracy and out-of-sample predictive performance. As far as the
computational time is concerned, we observe that the overhead added due to the
backbone construction phase is by no means prohibitive; running SIS and then
SR-MIO on the selected features takes about 20 minutes, whereas running the full
BB method requires a little longer than half an hour. In Figure 2, we illustrate
how the size and accuracy of the subproblem feature sets and the backbone set
change with p. The combination of the construct_subproblems function, which
enables us to filter more than 99.8% of the features without missing any relevant
ones, with the selectivity of the fit_subproblem component of BB, prevent the
backbone size from exploding.
Comparison with Sparse Linear Regression Applied to the Entire Fea-
ture Set. In our second experiment, we verify that BB indeed performs effective
feature selection and enables us to solve the reduced problem’s sparse regression
MIO formulation to near-optimality substantially faster. We compare BB with the
exact cutting planes method SR-MIO applied to the entire feature set. As a baseline,
we select with SIS the top |B| features and then run SR-MIO on the selected feature
set. We generate data with (p, k, SNR, ρ) = (105, 50, 2., .9), so that the problem is
within the reach of SR-MIO. We set the algorithms’ parameters as follows. We im-
pose a time limit of 10 minutes to all methods. For SR-MIO, this includes the time
to compute the warm start via SR_REL and the time dedicated to the MIO solver
time. For SIS, this additionally includes the time to perform feature selection. For
BB, this includes both phases of the backbone method. We fix γ = 1√
n
so that all
methods solve the same problem; as discussed in Bertsimas et al. (2020), the reg-
ularization hyperparameter drastically affects the solution time and hence using
different values in different methods would lead to an unfair comparison. Concern-
ing the parameters of BB, we constructM = 3 subproblems, each of size ps = 5000
features and using λexplore = .1 within the construct_subproblems function. We
solve the subproblems using SR-REL and extract k (potentially) relevant features
from each. Notice that, after solving the subproblems, the backbone set consists
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Fig. 1: Scalability of the backbone method for sparse linear regression.
of at most 150 features, so we need not constrain the maximum backbone size and
the number of hierarchies.
Figure 3 reports the support recovery accuracy, out-of-sample R2, and MIO
optimality gap of each method as function of the sample size n. BB accurately
recovers the true support with fewer samples and achieves superior out-of-sample
predictive performance than SR-MIO, while SIS fails to recover about one third of
the true support. Additionally, while the solution returned by SR-MIO comes with
no optimality guarantee, the optimality gap for BB quickly drops as the number of
samples increases, albeit for the reduced problem.
Comparison with Surrogate Formulations Applied to the Entire Feature
Set. In our third experiment, we demonstrate that BB computes, in comparable
times, sparser and higher quality solutions than ENET. We compare BB with ENET
applied to both the entire feature set and the subset of the top n − 1 (as per
Fan and Lv (2008)) ranked features based on their SIS score. We generate data
with (p, k, SNR, ρ) = (5 ·105, 50, 2., .9), so that the problem is within the reach of
ENET. We set the algorithms’ parameters as follows. For BB, we construct M = 5
subproblems, each of size ps = 5000 features and using λexplore = .1 within the
construct_subproblems function. We solve the subproblems using SR-REL, fix
γ = 1√
n
within each subproblem, and extract k (potentially) relevant features
from each. Notice that, after solving the subproblems, the backbone set consists
of at most 250 features, so we need not constrain the maximum backbone size
and the number of hierarchies. We solve the reduced problem again using SR-REL,
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Fig. 2: Scalability of the backbone method for sparse linear regression: a closer
look.
but now use cross validation to select both γ (from a grid of 3 values chosen as
per Section 3.1) and k (using the incremental cross validation strategy of Section
3.1). For ENET, following the cross validation strategy described in Section 3.1, we
select α from a grid of 5 values but do not impose any restriction on how many
nonzero components the resulting model should have. For SIS, we select the top
n − 1 features (as per Fan and Lv (2008)) and apply ENET on this set of features
(tuned in the exact same way as previously).
Figure 4 reports the support recovery accuracy, support recovery false alarm
rate, out-of-sample R2, computational time, and backbone size/number of nonzero
components in elastic net’s solution, as functions of the sample size n. Notice that
this is the only experiment where we cross validate k for sparse regression, instead
of assuming it is known, and hence the support recovery false alarm rate is not
complementary to the support recovery accuracy. All methods successfully recover
the true support, provided that enough samples are available. However, the false
alarm rate for BB quickly drops towards zero, contrary to ENET and SIS, whose
solutions include a large number of irrelevant features in addition the relevant ones.
As a result of the above observation, the out-of-sample predictive performance of
BB is superior. Moreover, the size of the backbone set is notably smaller than the
number of nonzero components in elastic net’s solution, which indicates that the
feature selection effectiveness of the first phase of BB is superior. Finally, in terms
of computational time, provided that the required number of samples is available,
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Fig. 3: Effectiveness of feature selection and impact on MIO solver for sparse linear
regression.
BB solves the problem very fast, contrary to ENET applied to the entire problem, in
which the computational time increases linearly with the number of samples.
Constructing Subproblems: Proposed vs Random Approach. In our next
experiment, we compare the proposed construct_subproblems function with the
more commonly used random subspace method for constructing subproblems. We
examine two variants of the random subspace method. In the first variant, we
sample the feature set of each subproblem uniformly at random (without replace-
ment within each subproblem, but with replacement across subproblems). In the
second variant, we sample each feature with probability proportional to each SIS-
score (see Section 2.2). For the proposed construct_subproblems function, we use
λexplore = .1. We generate data with (n, p, k, SNR, ρ) = (10
6, 5000,100, 2., .9) and
set the parameters of BB as follows. We construct M ∈ {2, 3, 5, 10, 20, 30} subprob-
lems, each of size ps = 10
4. We solve the subproblems using SR-REL and use cross
validation to extract ks (potentially) relevant features from each. As a baseline, we
now select via SIS the top d features, where d is the rank of the relevant feature
with the lowest SIS-score (thus SIS achieves by design perfect backbone accuracy).
In Figure 5, we show the size and accuracy of the subproblem feature sets
and the backbone set as functions of the number of subproblems M . The
construct_subproblems function (a) filters the feature set much more aggressively
when constructing the subproblems, (b) without missing any relevant feature. As
a result, most relevant features are included in the feature sets of multiple sub-
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Fig. 4: Comparison with Surrogate Formulations Applied to the Entire Feature
Set.
problems each and hence their chances of being selected by the fit_subproblem
function are increased. The non-uniformly random subspace method requires form-
ing about 3− 4 times more subproblems to include all relevant features in at least
one feature set, whereas the number of subproblems required by the uniformly ran-
dom subspace method is increased by 1− 2 orders of magnitude. Nevertheless, we
remark that, since the number of relevant features contained (and hence selected
via cross validation) within each feature set of the uniformly random subspace
method is much smaller, the fit_subproblem method runs notably faster. This
indicates that the random subspace method is not entirely impractical. Finally, we
note that all variants of BB clearly select features more effectively than SIS.
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Fig. 5: Constructing Subproblems: Proposed vs Random Approach.
Solving Subproblems: Sparse Regression vs Elastic Net. In this experi-
ment, we compare the subproblem solution methods that we discussed. We gener-
ate data with (n, p, k, SNR, ρ) = (106, 5000,100,2., .9) and set the parameters of
BB as follows. We construct M ∈ {2, 4, ...,10} subproblems, each of size ps = 104
features, and use λexplore = .1 for the construct_subproblems function. In our
first approach, presented in Section 3.1, we solve the sparse regression Formulation
(3) within each subproblem using the SR-REL method; we fix the regularization hy-
perparameter γ = 1√
n
and use cross validation to extract ks ∈ {⌈k4 ⌉, ⌈k2 ⌉, ⌈3k4 ⌉, k}
(potentially) relevant features from each subproblem. In our second approach, pre-
sented in Section 3.1, we solve the elastic net Formulation (6) within each subprob-
lem using the ENET method; following the cross validation strategy described in
Section 3.1, we select α from a grid of 4 values and only examine values of λ that
lead to k-sparse models. As a baseline, we again select via SIS the top d features,
where d is the rank of the relevant feature with the lowest SIS-score (thus SIS
achieves by design perfect backbone accuracy).
As Figure 6 reports, both approaches perform substantially more effective fea-
ture selection than SIS, choosing, in some instances, one order of magnitude fewer
features to identify almost all relevant ones. The SR-REL-based approach can be
seen to require fewer subproblems to recover the full true support, whereas the
ENET-based approach is faster, more robust, and consistent with respect to the fea-
tures selected in each subproblem. This should not come as a surprise; any relevant
features that are not sampled in a subproblem’s feature set are essentially viewed
as noise and hence the subproblem’s SNR decreases. ENET is known to be more
robust to noise and hence is indeed expected to perform better is low-SNR regimes.
Another important thing to note concerns the impact of the fact that we artificially
limit the number of relevant features to be extracted from each subproblem in the
ENET-based approach; when the kmax parameter was set free, we empirically found
that the approach led to more dense models within each subproblem and hence
resulted in larger backbone sets. The aforementioned observations agree with our
discussion in Section 3.1 and our expectation that the ENET-based approach is the
less selective one and more robust.
The Backbone Method for Sparse Logistic Regression. In this set of ex-
periments, we evaluate the backbone method for logistic regression. First, we
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Fig. 6: Solving Subproblems: Sparse Regression vs Elastic Net.
study the scalability of BB for sparse logistic regression problems. We generate
data with (n, k, SNR, ρ) = (5000,100, 2., .9) and vary the data dimension p ∈
{106, 3 · 106, 107, 3 · 107}. We set the parameters of BB as follows. We construct
M = 10 subproblems, each of size ps = 5000 features and using λexplore = .1 within
the construct_subproblems function. We solve the subproblems with SR-REL and
use cross validation both to select γs from a grid of 5 values and to extract
ks ∈ {⌈k4 ⌉, ⌈k2 ⌉, ⌈3k4 ⌉, k} (potentially) relevant features from each. After solving
the subproblems, the backbone set consists of at most 10k = 103 features, so we
do not constrain the maximum backbone size and the number of hierarchies. For
the reduced problem solution phase, we again use SR-REL and select γ via cross
validation from a grid of 5 values. As a baseline, we select via SIS the top |B|
features (recall that B denotes the backbone set) and then run SR-REL (tuned in
the exact same way) on the reduced feature set.
As can be observed in Figure 7, BB scales to ultra-high dimensional problems
with up to 30 million features in less than half an hour and substantially outper-
forms the SIS heuristic, in terms of both support recovery accuracy and out-of-
sample predictive performance. In Figure 8, we illustrate how the size and accuracy
of the subproblem feature sets and the backbone set change with p. The results
are indicative of the effectiveness of both steps of the backbone construction phase
of BB.
In our second experiment on logistic regression, we verify that BB indeed per-
forms effective feature selection making the job of the MIO solver easier. Similarly
to what we did for linear regression, we again compare BB with the exact cutting
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Fig. 7: Scalability of the backbone method for sparse logistic regression.
planes method SR-MIO applied to the entire feature set. As a baseline, we select
with SIS the top |B| features and then run SR-MIO on the reduced feature set. We
generate data with (p, k, SNR, ρ) = (105, 50, 2., .9), so that the problem is within
the reach of SR-MIO for logistic regression. We set the algorithms’ parameters as
follows. We impose a time limit of 15 minutes to all methods. For SR-MIO, this
includes the time to compute the warm start via SR_REL and the time dedicated
to the MIO solver time. For SIS, this additionally includes the time to perform
feature selection. For BB, this includes both phases of the backbone method. As
logistic regression is more sensitive to the regularization hyperparameter, we now
select γ via cross validation from a grid of 5 values. Concerning the parameters
of BB, we now construct M = 5 subproblems, each of size ps = 5000 features and
using λexplore = .1 within the construct_subproblems function. We solve the sub-
problems using SR-REL, select γs via cross validation from a grid of 5 values, and
extract k (potentially) relevant features from each. Notice that, after solving the
subproblems, the backbone set consists of at most 250 features, so we again need
not constrain the maximum backbone size and the number of hierarchies.
Figure 9 reports the support recovery accuracy, out-of-sample AUC, and total
computational time of each method as function of the sample size n. Notice that,
since each method may now use a different value for the regularization hyperpa-
rameter, it is meaningless to look into the optimality gap; we instead examine the
total computational time as a proxy for impact of the feature selection process on
the MIO solver. Even though none of the methods fully recovers the true support,
BB and SR-MIO significantly outperform SIS in terms of both the fraction of rel-
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Fig. 8: Scalability of the backbone method for sparse logistic regression: a closer
look.
evant features found and their out-of-sample predictive performance. Among BB
and SR-MIO, BB dominates provided that the number of samples n is sufficiently
large. Most importantly, the computational time required for BB is drastically re-
duced, which indicates that the problem has become notably easier post feature
selection. Notice that this is not the case with SIS; the inaccuracy of the feature
selection process makes the work of the MIO solver harder.
Sensitivity to Problem Parameters. In this paragraph, we briefly discuss the
impact of the various problem parameters on BB and how the method’s parameters
need to be modified. For brevity, we omit the computational results.
- Number of relevant features k: As the number of relevant features increases,
we need to explore more features via the construct_subproblems function
and hence λexplore needs to be increased as well. Moreover, as k increases, we
need to extract more relevant features from each subproblem. As observed in
Bertsimas et al. (2020), SR-REL is not extremely sensitive to k. However, above
a certain value (k ∼ 200), it does become computationally demanding to solve
the cardinality constrained formulation, as the number of subsets of features
that need to be tested explodes. If this is the case, we propose switching to the
ENET formulation for the subproblems, which is less sensitive to and does not
directly control the degree of sparsity.
- Signal-to-noise ratio SNR: As we already discussed, the robustness of ENET
justifies its use as the fit_subproblem component of BB in low-SNR regimes.
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Fig. 9: Effectiveness of feature selection for sparse logistic regression.
- Correlation ρ: The use of optimization during the backbone construction phase
of BB makes the method robust to very high levels of correlation among the
features; in contrast, correlation seems to be the main limiting factor for SIS.
In highly correlated regimes, we propose using the SR-REL method to solve
the subproblems, as it performs effective feature selection and hence highly
correlated features are likely to be filtered out from the backbone set.
Conclusions. We briefly outline the main conclusions of our experimental study:
- BB accurately scales to sparse linear and logistic regression problems with p ∼
107 features in minutes and the solutions obtained are of significantly higher
quality than those of screening-based methods. In particular, in the regimes we
investigated, the backbone set typically consisted of 3−10 times fewer features
than those we would have to select using SIS to identify all relevant ones.
- In problems with p ∼ 105, where exact methods apply and hence we can com-
pare with near-optimal solutions, the backbone method, by drastically reducing
the problem size, achieves, faster and with fewer data points, the same levels of
accuracy as exact methods. Moreover, contrary to SR-MIO, BB computes prov-
ably optimal solutions, albeit for the reduced problem. Crucially, the problem
involving only the backbone feature is of significantly smaller dimension and
hence the MIO solver is able to explore much more nodes in the branch and
bound tree.
- Concerning the construct_subproblems component of BB, our proposed func-
tion has a clear edge over random subspace methods in terms of the number
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of subproblems required to solve to include all relevant features in the back-
bone set. Concerning the fit_subproblem component of BB, using SR-REL leads
to the most selective version of BB and usually most accurate, provided that
the number of samples used within each subproblem is sufficiently large. On
the other hand, using ENET as the fit_subproblem function leads to a slightly
faster and more robust to noise version of BB.
4 The Backbone of Decision Trees
Given data {(xi, yi)}i∈[n], where, ∀i ∈ [n], xi ∈ Rp (with n ≪ p) and yi ∈ [K],
decision trees recursively partition the feature space and assign a class label from
[K] to each partition. Formally, let T be a decision tree, TB the set of branch nodes
and TL the set of leaf nodes. At each branch node t ∈ TB , a split of the form aTt x <
bt is applied. Each leaf node l ∈ TL is assigned a class label, typically via a majority
vote among the class labels yi of all data points that fall into leaf l after traversing
the tree. The function N(l;X) counts the number of data points in leaf l and Nmin
is a “minbucket” parameter that controls the minimum number of data points that
are allowed to fall into any leaf. Finally, g(T ;X,y, α) = error(T ;X,y) + α|T | is
the objective and consists of two components. The first, error(T ;X,y), is typically
the misclassification error of the tree T on the training data (X,y). The second,
|T |, is typically the number of branch nodes in the tree T . Then, at a high level,
the decision tree induction problem can be stated as
T ⋆ = argminT :depth(T )≤D g(T ;X,y, α) s.t. N(l;X) ≥ Nmin ∀l ∈ TL. (7)
Ideally, we would like to exactly solve Problem (7) and therefore obtain a tree
that achieves global optimality; in practice, however, this is still beyond the reach
of MIO solvers. The optimal classification trees (OCT) framework provides a MIO
formulation along with a set of heuristics that enable us to approximately solve
Problem (7) in significantly larger dimensions than what was known. Neverthe-
less, despite the success of OCTs, the number of features p remains their primary
bottleneck; currently, OCTs scale up to p in the 1,000s.
As we pointed in the introduction, the decision tree induction process has tradi-
tionally been addressed via scalable heuristic methods, such as CART. Nonetheless,
CART’s training process has little to do with the actual misclassification objective
and, as a result, the algorithm often settles with trees that are far from optimal for
the original problem. The popularity of decision tree classifiers led to their wide
use in ensemble models, such as bagging and boosting. Random forest, for exam-
ple, combines multiple independently trained decision trees and typically boosts
their performance, enjoying many of the benefits of ensemble learning, at the cost,
however, of sacrificing interpretability.
The aforementioned limitations of decision tree-based methods, along with the
fact that decision trees are indeed sparse models, are our main motivations in
developing a backbone method for OCTs.
Relevant Features. Intuitively, each split in a decision tree is associated with
a feature j ∈ [p], so there are at most 2D − 1 relevant features in tree of max
depth D. We define that feature j relevant if at least one split performed on it.
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During the backbone construction phase, we again form M distinct and tractable
subproblems.
Constructing Subproblems. Similarly to regression, in the m-th subproblem,
m ∈ [M ], we only consider the features included in the subproblem’s feature set
Pm (constructed using the construct_subproblems function of Section 2.2) and,
possibly, randomly sample a subset of data points Nm ⊆ [n]. Note that, in formu-
lating each subproblem, we may use different hyperparameter values αm, Nmin,m
and Dm.
Forming the Backbone Set. Let us denote by T (X,y,D,Nmin) the set of all
feasible trees on input data (X,y) and by at the split performed at branch node
t. Then, the backbone set can be written as the union of the solutions to all
subproblems, namely,
B =
M⋃
m=1
{
j :
∑
t∈T (m)
B
a
(m)
tj ≥ 1,
T (m) = argmin
T∈T (XNm,Pm ,
yNm ,Dm,Nmin,m)
g(T ;XNm,Pm ,yNm , αm)
}
.
(8)
Importantly, in solving each of the subproblems in (8), we need not solve the OCT
formulation, shown in (7); instead, we propose solving each subproblem using scal-
able heuristic methods, such as CART. In fact, we empirically found that applying
the OCT framework to subproblems does not significantly improve the backbone
accuracy (i.e., fraction of relevant features included in the backbone set). We use
cross validation within each subproblem m ∈ [M ] to tune the hyperparameters
Dm, Nmin,m, αm.
Solving the Reduced Problem. Once the backbone set B is constructed, we
solve the OCT Formulation (7), considering only the features in B, i.e.,
T ⋆ = argminT :depth(T )≤D g(T ;XB,y, α) s.t. N(l;XB) ≥ Nmin ∀l ∈ TL. (9)
Extension to Optimal Classification Trees with Hyperplane Splits. In-
stead of limiting the tree learning method to univariate splits, where, at ∈ {0, 1}p
for any branch node t, multivariate splits can also be used. If this is the case, it is
important that the number of features that participate in each split is artificially
constrained (which translates to a sparsity constraint on at), otherwise the back-
bone set will generally not be small enough to substantially reduce the problem
dimension.
Connections with the Random Subspace Method and Random Forest.
Feature bagging methods have had significant success when applied to ensembles
of decision trees. The random subspace method (Ho, 1998) relies on training each
decision tree in the ensemble on a random subset of the features instead of the
entire feature set. In random forest (Breiman, 2001), a subset of the features is
considered in each split of each decision tree. Our backbone method for OCTs
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relies on the construct_subproblems function, so each tree induced during the
backbone construction phase is also trained on a subset of features. Thus, our
approach enjoys many of the benefits of feature bagging (e.g., parallelizeability),
while, at the same time, its output is a single, interpretable tree.
4.1 Computational Results
In this section, we empirically evaluate the backbone method on synthetic binary
classification data generated according to a ground truth decision tree.
Data Generation Methodology. First, we create a full binary tree Ttrue (ground
truth tree) of given depth D (we use D = 5 in our experiments). The structure of
Ttrue is determined as follows.
- Relevant features: We randomly pick k relevant features among the entire fea-
ture set. At each split node, we select a relevant feature to split on. To ensure
that all relevant features are actually informative, we require that each of them
appears in at least r split nodes in the tree. Thus, the number of relevant fea-
tures k must satisfy k ≤ 2D−1
r
. In our experiments, we use r = 3 and, therefore,
k = 10.
- Split thresholds: Within each split node, we randomly pick a split threshold,
taking care to maintain consistency of feature ranges across paths in the tree.
Moreover, let x ∈ [xmin, xmax] be the feature on which we split at node t. To
ensure that splits are reasonably balanced, we require that the split threshold
bt ∈ [xmin+ xmax−xmin2 ·f, xmax− xmax−xmin2 ·f ], where f ∈ [0, 1] is the parameter
that determines how balanced the splits are. In our experiments, we use f = 12 .
- Labels: We assign labels to leaf nodes in such a way that no sibling leaves
correspond to the same class. Let cl denote the class label of leaf l. Given a
global “noise” parameter ρ ∈ [0, 1], we associate with each leaf l a local “noise”
parameter ρl drawn randomly from [0, ρ]. ρl corresponds to the probability of
flipping the label of data points in leaf l. In our experiments, we use ρ = 0.3.
Furthermore, we denote by C the set of all class labels and by K = |C| the
total number of classes. In our experiments, we use K = 2 and hence examine
binary classification problems.
Next, we generate data from Ttrue as follows.
- Data matrix: We draw n i.i.d. realizations from a p-dimensional multivariate
uniform distribution, i.e., we pick xi ∈ [0, 1]p, i ∈ [n], uniformly at random,
and create the data matrix X = (xi)i∈[n].
- Correlated features: For each relevant feature x, we generate kcor correlated
features as xj = x + εj , where εj ∼ N (0, σ2), ∀j ∈ [kcor], . We randomly
select kcor irrelevant features and replace them with the correlated ones. In
our experiments, we use kcor = 5.
- Labels: Let l be the leaf where data point xi, i ∈ [n], falls after traversing the
tree. With probability 1− ρl, we set yi = cl, whereas, with probability ρl, we
draw yi uniformly at random from C \ {cl}.
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Evaluation Metrics & Methods. We evaluate the quality of each method based
on its out-of-sample AUC (since we deal with binary classification problems), as
well as its overall computational time. Moreover, when applicable, we report the
support recovery accuracy and false alarm rate (i.e., does the method use truly
relevant features in the split nodes in the learned tree?), the learned tree’s depth,
and the total number of features that are used in split nodes in the tree.
We make the following remarks concerning the methods we investigate in our
experiments:
- OCT: Implementation of the OCT-learning method from the OT framework
(Bertsimas and Dunn, 2017) using the commercial Interpretable AI software
package (Interpretable AI, 2020). Solves the decision tree induction formulation
via a tailored local search procedure.
- CART: Implementation of the CART heuristic (Breiman et al., 1984) using the
scikit-learn package (Pedregosa et al., 2011).
- RF: Implementation of the random forest classifier (Breiman, 2001) using the
scikit-learn package (Pedregosa et al., 2011).
- BB: Implementation of the backbone method.
All results presented are obtained over 10 independent repetitions of each ex-
periment.
Scalability of the Backbone Method for Decision Trees. In our first ex-
periment, we compare BB with CART in ultra-high dimensional problems with
p ∈ {104, 3 · 104, 105, 3 · 105} features; our goal is to examine how BB behaves as
p increases. We generate n = 5000 data points according to the process described
above and vary the data dimension p. We set the algorithms’ parameters as follows.
For BB, we construct M = 15 subproblems, each of size ps = 3000 features and us-
ing λexplore = .3 within the construct_subproblems function, and set Bmax = 200.
We solve the subproblems using CART; we select via cross validation the maximum
depth from the set {3, ...,D + 2} and the minimum impurity decrease parameter
from the set {0, 0.001,0.01}, and fix the minbucket parameter to Nmin = 7. The
impurity decrease parameter allows us to split at a node only if this split induces a
decrease of the impurity greater than or equal to the parameter’s value. We solve
the reduced problem using OCT; we pick the maximum depth parameter from the
set {3, ...,D + 2}, fix the minbucket parameter to Nmin = 7, and use a tailored
cross validation procedure (see Interpretable AI (2020)) to select the complexity
parameter α in Equation 7. For CART, we use the gini impurity measure and se-
lect the minimum impurity decrease parameter via cross validation from the set
{0, 0.001,0.01}. We also select via cross validation the maximum depth parameter;
we examine the values in the set {3, ...,D+2}, as well as imposing no limit on the
tree’s depth. We set the minbucket parameter to its default (Nmin = 7).
As can be observed in Figure 10, BB outperforms CART in terms of out-of-sample
predictive performance for problems with up to 100 thousand features. However,
as the number of features increases further, the performance of BB drops, and we
need to increase either the subproblem size ps or the number of subproblems M .
Moreover, this particular configuration of BB solves in approximately half an hour
and the computational time is almost constant as function of p, contrary to CART,
whose computational time scales linearly with p. For example, in problems with
300, 000 features, CART achieves a 0.002 increase in AUC over BB, at a cost of 5.5×
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in computational time. We remark, though, that the computational time of BB
scales linearly with ps or M ; this is shown in subsequent experiments. In Figure
11, we examine the structure of the learned trees. We observe that CART achieves
higher support recovery accuracy by 10 − 15% (recovering between 50 and 70%
of the true relevant features), at the cost of a significantly higher false alarm rate
and deeper/more complex trees.
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Fig. 10: Scalability of the backbone method for decision trees: out-of-sample per-
formance and computational time.
Effectiveness of Feature Selection and Impact on OCT Formulation. In
our second experiment, we verify that BB indeed performs effective feature selection
and boosts the performance of OCT, compared to when it is applied to the entire
feature set. We compare BB with OCT, CART, and RF as the sample size n increases.
We generate data with p = 2, 000 features, so that the problem is within the reach
of OCT, according to the data generating process described above. We set the algo-
rithms’ parameters as follows. For BB, we construct M = 10 subproblems, each of
size ps = 200 features and using λexplore = .3 within the construct_subproblems
function, and set Bmax = 200. We solve the subproblems using CART; we select via
cross validation the maximum depth from the set {3, ...,D+2} and the minimum
impurity decrease parameter from the set {0, 0.001,0.01}, and fix the minbucket
parameter to Nmin = 7. Both for the reduced problem of BB and for OCT applied
to the entire feature set, we pick the maximum depth from the set {3, ...,D + 2},
fix the minbucket parameter to Nmin = 7, and use a tailored cross validation
procedure (see Interpretable AI (2020)) to select the complexity parameter α in
Equation 7. For CART, we use the same tuning process as in the previous experi-
ment. For RF, we select via cross validation the number of features considered in
each split from the set {ps, ps+p2 , p}. We do not impose any maximum depth or
minbucket constraint to RF and train each tree in the forest using 90% of the data
points (drawn randomly), for a total of 100 trees.
In Figure 12, we report the out-of-sample AUC and computational time of all
methods as functions of the sample size n. BB achieves the highest AUC in low
sample size regimes and is eventually matched by OCT and RF as the sample size
increases. However, contrary to BB, the computational time of OCT explodes as the
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Fig. 11: Scalability of the backbone method for decision trees: effectiveness of
feature selection.
sample size increases, requiring several hours to train. As far as RF is concerned,
its computational time is approximately twice the computational time of BB, while
its output is uninterpretable (as opposed to BB). As expected, the greedy CART
method is the fastest in this regime, but its predictive power is substantially lower.
Therefore, we conclude that BB is particularly useful as a feature selection method,
since it filters out irrelevant features and makes the task of OCT substantially
easier. Figure 13 investigates the structure of the learned trees. Along the lines
of our observations in Figure 11, we see that, using either BB or OCT, we induce
simpler trees compared to the ones learned via CART. Moreover, the induced trees
perform almost all their splits on relevant features.
Impact of the Number of Subproblems/Trees. In our third experiment, we
compare the performance of BB and RF as the number of subproblems (using back-
bone’s terminology) or trees (using random forest’s terminology) increases. We
generate n = 5, 000 data points with p = 20, 000 features, following the data
generating process described above. We vary the number of subproblems/trees in
M ∈ {3, 30}. We set the remaining algorithms’ parameters as follows. For BB, we
construct M subproblems, each of size ps = 2, 000 features and using λexplore = .3
within the construct_subproblems function, and set Bmax = 200. We solve the
subproblems and the reduced problem exactly as in the previous experiments. For
RF, we select via cross validation the number of features considered in each split
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Fig. 12: Impact on OCT formulation: out-of-sample performance and computa-
tional time.
1000 2000 3000 4000 5000 6000 7000
sample size n
0
20
40
60
80
100
fra
ct
io
n 
of
 re
le
va
nt
 fe
at
ur
es
 fo
un
d
SETTING:
(max_prob_flip, p, balanced_split_factor, relevant_occur, tree_depth, n_classes)
= (0.3, 2000, 0.5, 3, 5, 2)
CART (on entire feature set)
OCT (on entire feature set)
backbone
(a) Support recovery accuracy
1000 2000 3000 4000 5000 6000 7000
sample size n
0
20
40
60
80
100
fra
ct
io
n 
of
 ir
re
le
va
nt
 fe
at
ur
es
 fo
un
d
SETTING:
(max_prob_flip, p, balanced_split_factor, relevant_occur, tree_depth, n_classes)
= (0.3, 2000, 0.5, 3, 5, 2)
CART (on entire feature set)
OCT (on entire feature set)
backbone
(b) Support recovery false alarm rate
1000 2000 3000 4000 5000 6000 7000
sample size n
0
1
2
3
4
5
6
7
tre
e 
de
pt
h
SETTING:
(max_prob_flip, p, balanced_split_factor, relevant_occur, tree_depth, n_classes)
= (0.3, 2000, 0.5, 3, 5, 2)
CART (on entire feature set)
OCT (on entire feature set)
backbone
(c) Learned tree depth
1000 2000 3000 4000 5000 6000 7000
sample size n
0
10
20
30
40
50
60
70
80
nu
m
be
r o
f f
ea
tu
re
s f
ou
nd
SETTING:
(max_prob_flip, p, balanced_split_factor, relevant_occur, tree_depth, n_classes)
= (0.3, 2000, 0.5, 3, 5, 2)
CART (on entire feature set)
OCT (on entire feature set)
backbone
(d) Number of features in tree
Fig. 13: Impact on OCT formulation: effectiveness of feature selection.
from the set {ps, ps+
p
2
2 ,
p
2} and set the remaining parameters exactly as in the
previous experiment.
Figure 14 shows that the behavior of BB and RF is very different as the number
of subproblems/trees increases. In particular, contrary to RF, whose performance
improves as the number of trees increases, the performance of BB slightly drops
as more subproblems are solved (beyond a certain number of subproblems that
are required to recover most relevant features). We attribute this observation to
the fact that, as the number of subproblems increases, the number of irrelevant
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features included in the backbone set also increases; with a bigger backbone set,
the reduced problem becomes harder to solve via the OCT method and hence the
performance of BB slightly deteriorates. Finally, we note that the type of problems
that we examine, where the ground truth is indeed sparse (i.e., only few features
actually play a role in the tree), challenge tree-based ensemble learning methods
based on feature bagging. Specifically, it has been empirically observed (Breiman,
2001) that, in classification problems, a good choice for the number of features
to be considered in each split is
√
p; however, such a choice is problematic in our
setting, as it will most likely result in most relevant features not being considered
for the split.
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Fig. 14: Impact of number of subproblems/trees.
Sensitivity to Problem Parameters. In this paragraph, we briefly discuss the
impact of the various problem parameters on BB. For brevity, we omit the compu-
tational results.
- Ground truth tree’s depth D and number of relevant features k: We found that
BB maintains its edge, until the problem stops being sparse enough. When k ∼
p
10 , all methods converge to the same level of accuracy. As the tree ground truth
tree’s depth increases, the performance of all methods deteriorates uniformly.
- Noise - maximum probability of flipping a label ρ: We observed that, by filtering
out many noise features, BB results in a slightly more robust version of OCT.
Nonetheless, all tree-based methods were confirmed to be sensitive to noise.
Conclusions. We briefly outline the main conclusions of our experimental study:
- BB accurately scales to decision tree induction problems with p ∼ 105 features
in minutes. In terms of out-of-sample predictive performance, BB substantially
outperforms CART and competes favorably with RF, while still outputting a
single, interpretable tree.
- In problems with p ∼ 103, the backbone method can accurately filter the
feature set and compute decision trees with better out-of-sample performance
than those obtained by applying the optimal trees framework to the entire
problem.
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- In terms of computational time, BB is faster than RF, as it requires solving
fewer subproblems during the backbone construction phase, than the number
of trees in RF’s ensemble. Moreover, contrary to CART, the final tree outputted
by BB is usually more shallow and performs most of its splits on truly relevant
features.
5 Concluding Remarks
In this paper, we developed the backbone method, a novel framework that can be
used to train a variety of sparse machine learning models. As we showed, the back-
bone method can accurately and effectively sparsify the set of possible solutions
and, as a result, the MIO formulation that exactly models the learning problem
can be solved fast for ultra-high dimensional problems. We gave concrete examples
of problems where the backbone method can be applied and discussed in detail
the implementation details the sparse regression problem and the decision tree
induction problem.
As far as the sparse regression problem is concerned, our computational study
illustrates that the backbone method scales to problems with p ∼ 107 in minutes
and significantly outperforms commonly used heuristics, such as sure independence
screening. In problems with p ∼ 105, the backbone method can be used as a
feature selection method that drastically reduces the problem size and hence makes
the work of exact methods much easier. Regarding the decision tree induction
problem, the backbone method scales to problems with p ∼ 105 in minutes and,
assuming that the underlying problem is indeed sparse (in that only few features
are involved in splits in the decision tree), outperforms both CART and random
forest while still outputting a single, interpretable tree. In problems with p ∼ 103,
the backbone method can accurately filter the feature set and compute decision
trees with better out-of-sample performance than those obtained by applying the
optimal trees framework to the entire problem.
Finally, as we discussed throughout the paper, the backbone method is generic
and can be directly applied to any sparse supervised learning model; examples
include sparse support vector machines and sparse principal component analysis.
In addition, our proposed framework can be extended to non-supervised sparse
machine learning problems, such as the clustering problem. Furthermore, the back-
bone construction phase can naturally be implemented in a parallel/distributed
fashion.
Acknowledgements We would like to thank Theodore Papalexopoulos, Ryan Cory-Wright,
and Jean Pauphilet for their fruitful comments.
References
Almuallim H., Dietterich T. (1994). Learning boolean concepts in the presence of
many irrelevant features. Artificial Intelligence, 69(1-2), 279–305.
Barut E., Fan J., Verhasselt A. (2016). Conditional sure independence screening.
Journal of the American Statistical Association, 111(515), 1266–1277.
38 Dimitris Bertsimas, Vassilis Digalakis Jr.
Beale E., Kendall M., Mann D. (1967). The discarding of variables in multivariate
analysis. Biometrika, 54(3-4), 357–366.
Beck A., Teboulle M. (2009). A fast iterative shrinkage-thresholding algorithm for
linear inverse problems. SIAM Journal on Imaging Sciences, 2(1), 183–202.
Bennett K., Cristianini N., Shawe-Taylor J., Wu D. (2000). Enlarging the margins
in perceptron decision trees. Machine Learning, 41(3), 295–313.
Bertsekas D., Tsitsiklis J. (1989). Parallel and distributed computation: numerical
methods, vol 23. Prentice Hall Englewood Cliffs, NJ.
Bertsimas D., Copenhaver M. (2018). Characterization of the equivalence of robus-
tification and regularization in linear and matrix regression. European Journal
of Operational Research, 270(3), 931–942.
Bertsimas D., Dunn J. (2017). Optimal classification trees. Machine Learning,
106(7), 1039–1082.
Bertsimas D., Dunn J. (2019). Machine learning under a modern optimization
lens. Dynamic Ideas LLC.
Bertsimas D., Li M. L. (2018). Interpretable matrix completion: A discrete opti-
mization approach. arXiv preprint arXiv:181206647.
Bertsimas D., Van Parys B. (2020a). Sparse hierarchical regression with polyno-
mials. Machine Learning, 109(5), 973–997.
Bertsimas D., Van Parys B. (2020b). Sparse high-dimensional regression: Exact
scalable algorithms and phase transitions. The Annals of Statistics, 48(1), 300–
323.
Bertsimas D., King A., Mazumder R. (2016). Best subset selection via a modern
optimization lens. The Annals of Statistics, 44(2), 813–852.
Bertsimas D., Pauphilet J., Van Parys B. (2017). Sparse classification
and phase transitions: A discrete optimization perspective. arXiv preprint
arXiv:171001352.
Bertsimas D., Cory-Wright R., Pauphilet J. (2019a). A unified approach to mixed-
integer optimization: Nonlinear formulations and scalable algorithms. arXiv
preprint arXiv:190702109.
Bertsimas D., Jaillet P., Martin S. (2019b). Online vehicle routing: The edge of
optimization in large-scale applications. Operations Research, 67(1), 143–162.
Bertsimas D., Pauphilet J., Van Parys B. (2020). Sparse regression: Scalable
algorithms and empirical performance. Statistical Science, to appear.
Boyd S., Parikh N., Chu E., Peleato B., Eckstein J. (2011). Distributed optimiza-
tion and statistical learning via the alternating direction method of multipliers.
Foundations and Trends R© in Machine Learning, 3(1), 1–122.
Breiman L. (2001). Random forests. Machine learning, 45(1), 5–32.
Breiman L., Friedman J., Olshen R., Stone C. (1984). Classification and regression
trees. Monterey, CA: Wadsworth and Brooks.
Chen P., Tsai C., Chen Y., Chou K., et al. (2012). A linear ensemble of individual
and blended models for music rating prediction. In: Proceedings of KDD-Cup
2011, pp. 21–60.
Chen T., Guestrin C. (2016). Xgboost: A scalable tree boosting system. In: Pro-
ceedings of the 22nd ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, pp. 785–794.
Duran M., Grossmann I. (1986). An outer-approximation algorithm for a class of
mixed-integer nonlinear programs. Mathematical Programming, 36(3), 307–339.
The Backbone Method 39
Efron B., Hastie T., Johnstone I., Tibshirani R. (2004). Least angle regression.
The Annals of Statistics, 32(2), 407–499.
Efroymson M. (1966). Stepwise regression–a backward and forward look. Eastern
Regional Meetings of the Institute of Mathematical Statistics.
Fan J., Li R. (2001). Variable selection via nonconcave penalized likelihood and
its oracle properties. Journal of the American Statistical Association, 96(456),
1348–1360.
Fan J., Lv J. (2008). Sure independence screening for ultrahigh dimensional feature
space. Journal of the Royal Statistical Society: Series B (Statistical Methodology),
70(5), 849–911.
Fan J., Lv J. (2018). Sure independence screening. Wiley StatsRef: Statistics
Reference Online.
Fan J., Song R. (2010). Sure independence screening in generalized linear models
with np-dimensionality. The Annals of Statistics, 38(6), 3567–3604.
Fan J., Samworth R., Wu Y. (2009). Ultrahigh dimensional feature selection:
beyond the linear model. Journal of Machine Learning Research, 10, 2013–2038.
Ferrante M., SaltalamacchiaM. (2014). The coupon collector’s problem.Materials
Matemàtics, pp. 1–35.
Friedman J., Hastie T., Tibshirani R. (2010). Regularization paths for generalized
linear models via coordinate descent. Journal of Statistical Software, 33(1), 1–22.
Friedman J., Hastie T., Tibshirani R. (2020). glmnet: Lasso and elastic-net regu-
larized generalized linear models. R package version 4.
Gamarnik D., Zadik I. (2017). High-dimensional regression with binary co-
efficients. estimating squared error and a phase transition. arXiv preprint
arXiv:170104455.
Gurobi Optimization Inc. (2016). Gurobi Optimizer Reference Manual,
http://www.gurobi.com.
Guyon I., Elisseeff A. (2003). An introduction to variable and feature selection.
Journal of Machine Learning Research, 3, 1157–1182.
Hastie T., Tibshirani R., Friedman J. (2009). The elements of statistical learning:
data mining, inference, and prediction. Springer Science & Business Media.
Hastie T., Tibshirani R., Tibshirani R. J. (2017). Extended comparisons of
best subset selection, forward stepwise selection, and the lasso. arXiv preprint
arXiv:170708692.
Hazimeh H., Mazumder R. (2018). Fast best subset selection: Coordinate
descent and local combinatorial optimization algorithms. arXiv preprint
arXiv:180301454.
Hazimeh H., Mazumder R., Saab A. (2020). Sparse regression at scale: Branch-
and-bound rooted in first-order optimization. arXiv preprint arXiv:200406152.
Ho T. (1998). The random subspace method for constructing decision forests.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 20(8), 832–
844.
Hocking R., Leslie R. (1967). Selection of the best subset in regression analysis.
Technometrics, 9(4), 531–540.
Interpretable AI (2020). Interpretable AI Documentation,
https://www.interpretable.ai.
Kenney A., Chiaromonte F., Felici G. (2018). Efficient and effective l0 feature
selection. arXiv preprint arXiv:180802526
40 Dimitris Bertsimas, Vassilis Digalakis Jr.
Koziarski M., Krawczyk B., Woźniak M. (2017). The deterministic subspace
method for constructing classifier ensembles. Pattern Analysis and Applications,
20(4), 981–990.
Lee J., Liu Q., Sun Y., Taylor J. (2017). Communication-efficient sparse regression.
The Journal of Machine Learning Research, 18(5), 1–30.
Li J., Cheng K., Wang S., Morstatter F., et al. (2017). Feature selection: A data
perspective. ACM Computing Surveys (CSUR), 50(6), 1–45.
Liu W., Tsang I. (2017). Making decision trees feasible in ultrahigh feature and
label dimensions. The Journal of Machine Learning Research, 18(81), 1–36.
Mateos G., Bazerque J., Giannakis G. (2010). Distributed sparse linear regression.
IEEE Transactions on Signal Processing, 58(10), 5262–5276.
Natarajan B. (1995). Sparse approximate solutions to linear systems. SIAM Jour-
nal on Computing, 24(2), 227–234.
Ng A. (1998). On feature selection: Learning with exponentially many irrelevant
features as training examples. In: Proceedings of the Fifteenth International Con-
ference on Machine Learning, Morgan Kaufmann Publishers Inc., pp. 404–412.
Pedregosa F., Varoquaux G., Gramfort A., Michel V., et al. (2011). Scikit-learn:
Machine learning in Python. Journal of Machine Learning Research, 12, 2825–
2830.
Schneider J., Froschhammer C., Morgenstern I., Husslein T., Singer J. (1996).
Searching for backbones—an efficient parallel algorithm for the traveling sales-
man problem. Computer Physics Communications, 96(2-3), 173–188.
Song Q., Liang F. (2015). A split-and-merge bayesian variable selection approach
for ultrahigh dimensional regression. Journal of the Royal Statistical Society:
Series B (Statistical Methodology), 77(5), 947–972.
Tibshirani R. (1996). Regression shrinkage and selection via the lasso. Journal of
the Royal Statistical Society: Series B (Methodological), 58(1), 267–288.
Walsh T., Slaney J. (2001). Backbones in optimization and approximation. In:
Proceedings of the Seventeenth International Joint Conference on Artificial In-
telligence, pp. 254–259.
Wang X., Dunson D., Leng C. (2016). Decorrelated feature space partitioning
for distributed sparse regression. In: Advances in Neural Information Processing
Systems, pp. 802–810.
Xu H., Caramanis C., Mannor S. (2009). Robust regression and lasso. In: Advances
in Neural Information Processing Systems, pp. 1801–1808.
Yang J., Mahoney M., Saunders M., Sun Y. (2016). Feature-distributed sparse
regression: a screen-and-clean approach. In: Advances in Neural Information
Processing Systems, pp. 2712–2720.
Zhang C. (2010). Nearly unbiased variable selection under minimax concave
penalty. The Annals of Statistics, 38(2), 894–942.
Zhang Y., Duchi J., Wainwright M. (2013). Communication-efficient algorithms
for statistical optimization. The Journal of Machine Learning Research, 14(68),
3321–3363.
Zhou Y., Porwal U., Zhang C., Ngo H., et al. (2014). Parallel feature selection in-
spired by group testing. In: Advances in Neural Information Processing Systems,
pp. 3554–3562.
Zou H., Hastie T. (2005). Regularization and variable selection via the elastic
net. Journal of the Royal Statistical Society: Series B (Statistical Methodology),
67(2), 301–320.
