Abstract. Clothing matching has great value. In order to solve the problem that the matching effect of clothing purchased by users is not very good, a method is proposed in this paper. When a user purchases a certain clothing, the matching clothing can be automatically recommended. In this study, the clothing is clustered according to the description text of the clothing features first, and then the association rules are mined for the clothing in the same cluster. Finally, by calculating the learning error, some 'false matches' are filtered out to improve the precision of the recommended clothing. According to the characteristics of clothing purchase data that the average purchase volume of clothing is small, the calculation process of Apriori algorithm is optimized. The experiments show that the proposed method can reduce the calculation time of association rules and increase the accuracy of clothing recommendation compared with the traditional association rule calculation.
Introduction
The clothing industry pays more and more attention to the matching of clothing while most users, due to the limitations of their personal aesthetics, have blindness in choosing clothing when purchasing clothing online. Consequently, the degree of matching of their purchased clothing is not high. This is a contradiction with people's pursuit of beauty. In order to solve this contradiction, we mine the frequent patterns of clothing purchases, then find the rules of clothing matching, and finally make recommendations. It is more convenient for users to choose matching clothing, and at the same time, the sales volume of the clothing increases. A win-win effect is obtained in this way.
Several algorithms have been proposed in order to calculate the clothing matching rules, including approaches that use the singular value matrix decomposition methods (SVD) [1, 2] to reduce the dimension of the clothing data and obtain their representative characteristic. The similarity based methods calculate the similarity between the user and the expert [3] , the clothing is recommended according to the opinion of the expert. The personalized clothing recommendation methods calculate the user's personal preferences, clothing item history and user assessment of previous system recommendations [4] or categorize the faces in four seasons, combined with the clothing styles required by users [5] . Among methods based on association rules, MiRABIT algorithm [6, 7] is proposed for the database with low average purchase volume of clothing.
Word2vec is a model created by Tomas Mikolov's research team led by Google to transform textual descriptions into word vectors [8, 9] .
The departure point of the paper is purchase records of users, the clothes purchased by the same people in the same period of time are considered to have some similar hidden features. Frequent item sets are used to describe these hidden collocation patterns, and analyze the degree of matching between the various garments. Finally, a universal solution is produced which can adapt to the fashion trends of current clothing, and can be more easily accepted by the public.
General Framework
The clothing database records all clothing items, each of which contains the ID of the clothing and its descriptive texts. Through the description texts, we construct the Word2Vec model, calculate the average word vector of each clothing, and then use the k-means algorithm to cluster the clothing. The clothing with similar characteristics is clustered into the same category.
The clothing transaction database stores the transaction records of the user's purchase of clothing from June 14, 2014 to June 10, 2015. We delete data with an empty attribute value, sort out all clothing purchased by each user for a certain period of time, and classify data into training data and verification data according to certain ratio. The improved Apriori algorithm is used to mine the hidden features of the garment for clothing matching in training data.
In this paper, we consider that if some certain clothing combinations are purchased only rarely, they are likely to be discounted in a certain period of time, or only appear on a particular holiday, in other words, they do not have usual collocation features, which means that they are 'false match'. Filtering out 'false matches', matching rules can be more accurate. In this paper, the matching rules are sorted into the database according to the degree of matching. When someone purchases the clothing, the matching clothing is recommended. Here we elaborate on how we recommend clothing. Step1: Normalize the data, classify data into training data and verification data according to certain ratio.
Step2: Cluster clothing according to the style of the clothing, so that clothing of similar style is in the same cluster.
Step3: Use optimized Apriori algorithm to train the association rules in training data.
Step 4: Calculate the learning error of the association rule and the verification data, and filter 'false matches' which learning errors to be less than the threshold t.
Step 5: Sort matching rules into database according to the matching degree, and the recommendation is made when someone purchases.
Key Technology Cleaning Transaction Data
Matching clothing bought by users usually does not happen on the same day, so we can expend the time interval properly, but the time interval cannot be too wide. For example, someone bought a cotton jacket in January and then bought a skirt in March. It does not indicate that the skirt is matched with the cotton jacket. Therefore, the time interval can be several days or even one week. The clothing collection purchased by the user is represented by the set SU. 
Clustering Based on Clothing Features
There is some discount on bulk purchases of clothing, so that users often order with others to get the discount, resulting in the actual user's purchase of clothing combinations may be completely irrelevant, which do not make up each other. In order to reduce the impact of this situation on the association rules, before training the association rules, we preprocess the clothing purchase records, then cluster the garments according to the style of the garments, and cluster the clothing with similar features into the same category. At last, we mine association rules in the same cluster.
Word2Vec is a group of related models used to generate word vectors. These models are shallow two-layer neural networks that are trained to reconstruct the linguistic text. In skip-gram model we are given a corpus of words w and their contexts c. We consider the conditional probabilities p(c|w), and given a corpus Text, the goal is to set the parameters θ of p(c|w;θ) so as to maximize the corpus probability:
here T is the set of all word and context pairs we extract from the text. In this paper, we classify the characteristics of clothing, and then use the Word2Vec model to train the word vectors of these features. In order to simplify the calculation, the overall style vector of the clothing is defined as the average of the word vectors of all the features it contains:
here The k-means algorithm clusters the garment into k categories so that the clothing similarity in the same cluster is higher while in different clusters is smaller. Cluster similarity is calculated by using a gravitational center obtained by the mean of the objects in each cluster. After obtaining the overall style of the clothing, the k-means algorithm is used to cluster the clothing into k categories, so that each category contains a collection of multiple clothing. The similarity between clothing styles uses the Euclidean distance:
(4) here ⃗ and < ⃗ represent two garments that need to calculate style similarity.
The algorithm for feature clustering is as follows: 
Improved Apriori Algorithm
When generating k frequent itemsets, the traditional Apriori algorithm generates a candidate set of length k through a candidate set of length k-1, and then deletes candidates containing sub-patterns that are not frequent. According to the downward closure lemma, the candidate item set contains all frequent itemsets of length k. The frequent transaction set in the candidate project set is then determined by scanning the transaction database.
In this way, a large number of subsets are generated in the process of generating candidate sets, which is very complicated. In this paper, we improve the traditional Apriori algorithm according to the characteristics of clothing purchase data that the average purchase volume of clothing is small. Extracting candidates from the user's transaction data can greatly reduce the number of candidates, thereby reducing the time to calculate association rules. The improved Apriori algorithm is as follows: The sales of clothing are easily affected by discounts, festivals, etc., which resulting in a sudden increase in the sales volume of a certain two or more pieces of clothing in a certain period of time, so that the support reaches a very high value during this period of time. While in other period of time, the support is small or even zero. These pieces of clothing often do not make up each other in this case. For example, when winter comes, spring and autumn clothes are at a discount, and people who buy winter clothes will buy spring and autumn clothes due to the price, which causes several pieces of clothing that were unrelated to be purchased simultaneously on a certain day or several days. This leads to a lot of "false matches". In order to reduce the impact of this 'rare high-frequency collocation' on the calculation of association rules, and to select the more commonly used clothing collocation, we calculate the learning error between association rules and verification data and filter out the clothing matching whose learning error is less than the threshold t. The learning error formula is as follows:
Experiment and Discussion

Data Sets
In this paper, we use the features of 4677 pieces of clothing to cluster clothing styles, use 13611038 user purchase records to calculate association rules, and 23105 expert rules to calculate the precision of association rules.
Clustering Based on Clothing Features
In this paper, we use 4677 garments to cluster and use the skip-gram model, the output vector is 100 dimensions, which means the trained word vector is a 100-dimensional vector, and the number of training windows is 5, which means the first 5 and the last 5 words are considered for each word selection. When using the k-means algorithm for clustering, we need to consider the cost of clustering. The following figure shows the clustering loss under the different number of clusters: We can see that the number k of clusters produces a local optimal solution at k=7 and k=10. Considering that when k=10, the loss is smaller than that of k=7, and the actual clothing can be divided into more than 10 styles. In this experiment, we choose k=10.
Optimization Analysis of Improved Apriori Algorithms
The traditional Apriori algorithm has lower performance when calculating the association rules of large amounts of data, so we select a part of data and calculate their association rules as performance comparison between Apriori algorithm and improved Apriori algorithm. The improved algorithm generates candidates according to the user purchase record. Compared with the traditional algorithm, the number of candidates is reduced, so the improved algorithm can effectively reduce the time to calculate the association rules.
Results and Discussion
In this paper, we use 70% of the data as training data and 30% of the data as verification data.
We choose different minimum supports, using the improved algorithm and the traditional algorithm to calculate the association rules respectively. Compared with the matching rules given by experts, we calculate the smoothed MAP (Mean average precision) to measure the precision of the matching rules. Take the parameters σ B =5, σ @ =0 and t=0.1, the results are as follows: The larger the value of MAP, the better the prediction effect of the algorithm is. As shown from the table above, the improved method can recommend clothing more accurately. Matching clothing is sorted in reverse order of support, and the higher the ranking, the higher the accuracy of prediction.
We draw the precision of clothing matching rules based on different MAP@N, the results are as follows: It can be found that the clothing ranked lower has little effect on the precision. Therefore, when recommending matching clothing, the first few can be given priority.
Calculating the precision of the clothing matching rules based on the number of interval days, the results are as follows: As can be seen from the figure that the probability of matching the clothes purchased on the same day is 15% compared with the matching rules given by the experts. The more the interval day, the lower the precision is.
Summary
Different from most of the conventional methods for association rules, our research focuses on the processing of transaction records based on characteristics of clothing data rather than only calculating association rules based on transaction records. In this paper, we cluster the clothing according to their overall style so that the clothing with similar style is in one category. Then we use the improved Apriori algorithm to generate candidates based on the clothing transaction data so that the number of generated candidates is greatly reduced which reduces the time to calculate the association rules effectively. Finally, by calculating the learning error, further filtration will be made for the matching clothing recommendation. Experiments show that the improved recommendation is more accurate than the traditional. Compared with other methods for calculating association rules, we can reduce the impact of discount on bulk purchases, festival and other activities on users' purchase behavior effectively, which may affect the accuracy of association rules.
This study provides an idea for calculating association rules. According to the specific behavior data, the corresponding filtering method can be adopted to reduce the impact of some "false associations" so that the recommended products are more in line with the needs of users.
