Patterns of genetic diversity between populations are often used to detect loci under selection in genome scans. Indeed, loci involved in local adaptations should show high F ST values, whereas loci under balancing selection should rather show low F ST values. Most tests of selection based on F ST use a null distribution generated under a simple island model of population differentiation. Although this model has been shown to be robust, many species have a more complex genetic structure, with some populations sharing a recent ancestry or due to the presence of barriers to gene flow between different parts of a species range. In this paper, we propose the use of a hierarchical island model, in which demes exchange more migrants within groups than between groups, to generate the joint distribution of genetic diversity within and between populations. We show that tests not accounting for a hierarchical structure, when it exists, do generate a large excess of false positive loci, whereas the hierarchical island model is robust to uncertainties about the exact number of groups and demes per group in the system. Our approach also explicitly takes into account the mutational process, and does not just rely on allele frequencies, which is important for short tandem repeat (STR) data. An application to human and stickleback STR data sets reveals a much lower number of significant loci than previously obtained under a non-hierarchical model. The elimination of false positive loci from genome scans should allow us to better determine on which specific class of genes selection is operating.
Introduction
Past episodes of selection leave distinct signatures in the genome of a population . Balancing selection leads to an excess of genetic diversity in the vicinity of the selected locus (Gillespie, 1990; Kreitman and Hudson, 1991) , whereas positive selection leads to genomic regions harboring reduced levels of diversity (Kaplan et al., 1989) , an altered allele frequency spectrum (Braverman et al., 1995) and a locally increased extent of linkage disequilibrium (Kim and Stephan, 2002; Przeworski, 2002; McVean, 2007) . Several procedures have been proposed to detect loci under selection based on the patterns of genetic diversity found in a population (Tajima, 1989; Fu, 1997; Fay and Wu, 2000; Kim and Stephan, 2002; Sabeti et al., 2002; Nielsen et al., 2005; Voight et al., 2006; Zeng et al., 2006) . However, selection can also affect genetic diversity between populations, as a locus under balancing selection should show too even allele frequencies across populations and loci under local directional selection should show large differences between populations (Cavalli-Sforza, 1966; Lewontin and Krakauer, 1973) . This observation has recently led to the development of several methods comparing levels of genetic diversity and differentiation within and between populations (Beaumont and Nichols, 1996; Schlotterer, 2002; Beaumont and Balding, 2004; Tang et al., 2007; Foll and Gaggiotti, 2008; Riebler et al., 2008) , which have been applied to various genome scan studies to detect specific loci under selection (see for example, Kayser et al., 2003; Storz et al., 2004; Storz, 2005; Tang et al., 2007; Thornton and Jensen, 2007; Egan et al., 2008; Mäkinen et al., 2008) . Although tests of selection based on various aspects of genetic diversity within population seem very sensitive to past demographic events, such as population bottlenecks or demographic expansions (Teshima et al., 2006; Nielsen et al., 2007) , the sensitivity of tests based on inter-population differences (summarized by the F ST statistic) has been little investigated (but see for example, Beaumont and Nichols, 1996; Schlotterer, 2002) .
Tests based on the comparison of F ST across loci consists of identifying loci that present F ST coefficients that are significantly more different than expected under neutrality and a given demographic model (they are called outlier loci). The main difficulty of these tests is thus to obtain the expected F ST distribution (Beaumont, 2005) . Lewontin and Krakauer (1973) , proposed to obtain, by simulation, the expected variance of F ST across loci for different underlying distributions of allele frequencies (binomial, uniform and U-shaped), and suggested a way to test whether the observed variance in F ST could be obtained under neutrality, without providing a rigorous way to identify outlier loci. Beaumont and Nichols (1996) proposed to obtain the distribution of F ST across loci as a function of heterozygosity between populations by carrying out simulations under an infinite island model, and to specifically identify outlier loci as being those present in the tails of the generated distribution. They have shown that this simple island model led to F ST distributions that were very similar to those expected under alternative models, like scenarios of recent divergence and growth (colonization), isolation by distance (2-D stepping stone) or heterogeneous levels of gene flow between populations. Recent Bayesian approaches (Beaumont and Balding, 2004; Foll and Gaggiotti, 2008) assume that allele frequencies within population follow a multinomial Dirichlet distribution (Balding and Nichols, 1995; Rannala and Hartigan, 1996; Balding, 2003) with F ST parameters that are a function of population-specific components shared among all loci and of locus-specific components shared among all populations. In these Bayesian approaches, departure from neutrality at a given locus is assumed when the locus-specific component is necessary to explain the observed pattern of diversity. A Dirichlet distribution of allele frequencies is expected to occur under a wide range of demographic models, in which sampled populations exchange genes with a unique and common migrant pool (Balding, 2003; Beaumont, 2005) . The robustness of this model arises because the structure of the coalescent process in the migrant pool is similar to that of a standard coalescent (but on a different time scale), irrespective of the exact genetic structure of the underlying (meta-) population (Wakeley and Aliacar, 2001) . Therefore, an infinite island model, in which the migrant pool is the set of all unsampled populations (Beaumont, 2005) , should also lead to a Dirichlet distribution of allele frequencies among populations. This property explains why a simple island model can generate F ST distributions similar to those expected under other models with different, but unique, migrant pools (Beaumont and Nichols, 1996) . However, as noted very early on (Lewontin and Krakauer, 1975; Nei and Maruyama, 1975; Robertson, 1975a Robertson, , 1975b , tests based on a single distribution of F ST assume that all sampled populations are independent or contribute equally to the same migrant pool. Therefore, one would expect that current tests based on Dirichlet distributions or on the infinite or finite island model would not be appropriate if different samples are drawn from the same population; if some of the sampled populations share some recent ancestry; if some sampled populations contribute to different migrant pools; or if there is a hierarchical population structure. Thus even though recent Bayesian methods (for example, Beaumont and Balding, 2004; Foll and Gaggiotti, 2008; Riebler et al., 2008) explicitly allow sampled populations to receive unequal number of migrants from the migrant pool, they still assume that migrant genes originate from the same pool. Following Tsakas and Krimbas (1976) , Vitalis et al. (2001) have proposed to over-ride the problem of shared and complex population histories by focusing on pairs of populations. They used the joint distribution of population-specific F statistics in two populations having diverged from a common ancestor, and conditioned it to a given number of observed alleles to build confidence regions for neutral loci and to identify outliers. Although this approach should be valid for pairs of populations having diverged without further migrations, its extension to more than two populations implies a correction for multiple and non-independent tests, which is far from being a trivial exercise.
To allow for heterogeneous affinities between sampled populations, we propose here to extend the FDIST approach of Beaumont and Nichols (1996) by using an explicit hierarchical island model (Slatkin and Voelm, 1991) , in which populations samples are assigned to different groups (defined a priori), and allowing for different migrations rates between demes within groups and between groups. We show by simulations that the false positive rate is correct if the hierarchical analysis is used but not if the hierarchical structure is ignored. The application of our approach to human and stickleback genome scans carried out using short tandem repeats (STRs) shows a much smaller number of outlier loci than in previous studies relying on a non-hierarchical structure (Foll and Gaggiotti, 2008; Mäkinen et al., 2008) .
Materials and methods
Coalescent simulations conditioned on observed levels of diversity within and between demes Beaumont and Nichols (1996) have proposed to detect loci under selection by identifying those loci for which the extent of differentiation between populations (summarized by the statistic F ST ) is incompatible with heterozygosity between populations (h 1 ). They obtained the joint distribution of these two statistics by simulations carried out under an island model with a finite (but large) number of demes. Coalescent simulations were carried out after inferring the migration rate m between demes of size N, which would lead to the observed F ST statistic using the classical relationship F ST ¼ 1/(1 þ 4Nm) obtained by Wright (1951) under the infinite island model. F ST at the i-th locus was computed as described by Weir and Cockerham (1984) 
where f 0 is the average homozygosity within population and f 1 is the probability that two genes from different demes are identical. Global F ST was then computed as a weighted average among loci, where F STi values are weighed by the heterozygosities between populations ĥ 1i ¼ 1Àfˆ1 i (Weir and Cockerham, 1984) . We propose here to extend this approach to the case of a hierarchical population structure, in which demes are arranged into k groups of d demes, and in which migration rates between demes are different within (m 1 ) and between (m 2 ) groups (see Figure 1 ). Slatkin and Voelm (1991) have called this particular population structure a hierarchical island model and have derived relationships between Nei's G statistics (Nei, 1973) and migration rates within and between groups. We have used their study to derive equivalent relationships between these migration rates and Wright's F statistics F ST , F SC and F CT for fixed values of k and d (see Appendix). Continuous time coalescent simulations in a hierarchically structured population (Notohara, 1990; Nordborg, 1997) were implemented in a modified version of the Arlequin software package (Excoffier Hierarchical test of selection , allowing us to simulate genetic diversity in a series of samples arranged in an arbitrary hierarchical island structure, conditional on observed F-statistics globally calculated under an analysis of molecular variance framework (Excoffier et al., 1992) .
Null distribution of F ST under the hierarchical island model Following Beaumont and Nichols (1996) , we obtain the null distribution of F ST for different levels of heterozygosity by simulation, which now takes explicitly into account a given hierarchical structure of the populations, in which populations are divided into groups given some prior knowledge (that is, geography), or according to a preliminary study of their genetic structure (using other programs, see for example, Pritchard et al., 2000; Dupanloup et al., 2002; Corander et al., 2004; Guillot et al., 2005) . The number of simulated demes per group (d) and the number of groups (k) need to be specified for the simulations. The specified value of d has to be larger than the actual number of sampled demes per group and k has to be equal to or larger than the actual number of group (see Discussion for their effects on the results). Population samples belonging to the same group are then assigned to different demes of a group and sampled groups are assigned randomly to one of the k-simulated group.
We have implemented different mutation models in our coalescent simulations. For the infinite allele model (IAM) and the stepwise mutation model (SMM), we obtain for each simulation a different mutation rate by drawing a target heterozygosity at random from a uniform distribution, and use classical relationships between heterozygosity and scaled mutation rate y ¼ 4kdNu as y ¼ (1ÀH) À1 À1 under IAM (Wright, 1931) , and y ¼ (Ohta and Kimura, 1973) . For DNA data, we assumed that we would only test polymorphic loci and we have therefore implemented a single nucleotide polymorphism (SNP) mutation model, in which a mutation occurs at random along the simulated structured coalescent tree.
For each simulation, we carried out a hierarchical analysis of molecular variance and computed F-statistics, as implemented in the Arlequin software package . For SNPs, or data following the IAM model, the analysis of molecular variance was carried out using only the information on allele frequencies, whereas information on allele length was also used for data following the SMM model (Michalakis and Excoffier, 1996) . Instead of computing heterozygosities between populations ĥ 1 as in Beaumont and Nichols (1996) , we rather computed the average heterozygosity within populations ĥ 0 from which we deduced a quantity Ĥ 1 equivalent to ĥ 1 from eq (1), aŝ
which shows that our test will actually compare scaled levels of diversity within (ĥ 0 ) and between populations (F ST ). Locus-specific F ST P-values were obtained from the simulated joint distribution of Ĥ 1 and F ST by a kernel density approach. We first estimated the density of an Hierarchical test of selection L Excoffier et al arbitrary value of F ST (usually between 0 and 1) conditional on the observed heterozygosity Ĥ 1i at the i-th locus as
where K DF () is an Epanechnikov kernel for F ST with bandwith DF ¼ 0.05, K DH () is an Epanechnikov kernel for heterozygosity Ĥ 1 with bandwith DH ¼ 0.04 and the summation is over all simulations (see for example, Beaumont et al., 2002) . These bandwidths are rather arbitrary, but they allow reliable and consistent computations of P-values (see Discussion). The P-value is then obtained by (numerically) integrating the density as
where F S tmin is the minimum simulated F ST value.
Test data sets
We used test data sets consisting of 50 population samples of 25 diploid individuals arranged into five groups of 10 samples each. For each data set, we simulated, under a hierarchical model (with 10 groups of 100 demes), the genetic diversity at 1000 STR loci (under a pure SMM model) or at 1000 SNP loci for two different sets of F-statistics. In the first set, the extent of differentiation between groups is larger (F CT ¼ 0.2) than that within groups (F SC ¼ 0.05), such that
In the second set, groups are little differentiated (F CT ¼ 0.05), although populations within groups show more extensive differences (F SC ¼ 0.10) leading to F ST ¼ 0.14. For each simulation condition, we generated and tested 100 independent data sets, such as to have a total of 100 000 loci simulated under each condition. Unless indicated otherwise, all simulated data were analysed under either a finite island model with 100 demes of size 1000 or a hierarchical island model with 10 groups of 100 demes. In the hierarchical model, the 50 populations samples are allocated as follows: 5 groups are chosen at random, and for each of these 5 selected groups, population samples are allocated to 10 randomly selected demes (among the 100 available demes).
Results
Importance of the mutation model for STR data We first evaluated whether simulated F-statistics were correctly recovered from the data. For microsatellites, F-statistics are usually inferred under an SMM model (see for example, Slatkin, 1995) , whereas current methods based on F ST and aiming at inferring patterns of selection at STR loci all assume an IAM model (Beaumont and Nichols, 1996; Beaumont and Balding, 2004; Foll and Gaggiotti, 2008; Riebler et al., 2008) . In Figure 2 , we report F ST distributions obtained under different combinations of mutation and migration models. We see that the average F-statistics are well recovered if the correct mutation and migration models are used (see Figure 2a , in which F ST is computed as r ST ). The use of an IAM model to estimate F-statistics under a hierarchical island model ( Figure 2b ) leads to an underestimation of the extent of population differentiation (F ST ¼ 0.2 instead of 0.24), because alleles identical in state are assumed to be identical by descent. The null distribution of F ST we generated for the test in Figure 2b , is therefore shifted towards too low F ST values, which should translate into an excess of loci assumed to be under directional selection and a lower power to detect loci under balancing selection. Another important difference between F ST and r ST estimates is that F ST computed on allele frequencies tend to decrease for very large heterozygosity levels when data are generated under a hierarchical island model. Such a constraint does not occur under an SMM model and loci with very high heterozygosities within population can show high r ST values ( Figure 2a ). We therefore chose to carry out our tests of selection based on the SMM model, and the F ST values reported below for STR loci have been actually computed as r ST . The loci simulated under a hierarchical island model were also analysed under a finite island model ( Figures  1d and 2c ). In that case, estimated average F ST values are also biased downwards, but this is because F ST here is close to an average computed between all pairs of populations, irrespective of the group to which they belong, and the comparison of populations from the same group will largely contribute to a reduced global F ST . In contrast, the global F ST estimated under a hierarchical island model is close to the average F ST computed between populations of different groups ( Figure 2a ). Another major drawback of the use of the finite island model is that it generates overly narrow F ST distributions and leads to a large excess of false positive results (see Figures 2c and d) , as all populations are assumed independent. We further quantify this effect in the next section.
False positive rates under finite and hierarchical island models In Table 1 , we report the analysis of STR and SNP loci simulated under a hierarchical island model and analysed under either a finite island or a hierarchical island model. We generally see that data analysed without taking the hierarchical genetic structure into account show a large excess of false positives for all significance levels because of narrower simulated null distributions under the finite island than under the hierarchical island model (compare Figure 2a For STR data, when groups of populations are well differentiated (F CT ¼ 0.2), about 24% of the loci seem to be under balancing selection (too low F ST ) at the 1% significance level and about 12% of the loci show significantly too high F ST . When groups of populations are less differentiated (F CT ¼ 0.05), there is still an overall excess of false positives, but this excess is less pronounced than for F CT ¼ 0.2. For example, at the 1% level of significance 3.5% of the loci appear under directional selection and 4% under balancing selection. This lower rate of false positives is expected as small For SNP data and for the different migration models, we report two analyses in Table 1 . The first one was done on all SNPs irrespective of their heterozygosity, and the second one was done only on SNPs with a global scaled heterozygosity larger than 0.2, which was typically about 30% of all 100 000 tested SNPs. F ST distributions generated under the finite island model (Figures 3c and  d) are generally too narrow and shifted towards lower F ST values compared with distributions generated under the hierarchical island model (Figures 3a and b) . Under the hierarchical island model, false positive rates are globally slightly underestimated for SNPs under directional selection and quite largely overestimated for SNPs under balancing selection. Note, however, that these levels become correctly estimated when considering common SNPs with Ĥ 1 40.2. As expected, we find a large excess of false positives under the finite island model, when groups are well differentiated (F CT ¼ 0.2), with about 5% and 15 % of significant SNPs for directional and balancing selection at a 1% level, respectively. When groups are less differentiated (F CT ¼ 0.05), false positive rates under the finite island model are relatively well estimated for directional selection, and still considerably overestimated for balancing selection. Note that SNPs with Ĥ 1 40.2 show even larger false positive rates when F CT ¼ 0.2, which is clearly visible in Figure 3c . When F CT ¼ 0.05 and Ĥ 1 40.2, the false positive rate for SNPs under balancing selection is correctly estimated, whereas the false positive rate for directional selection is overestimated under the finite island model.
Analysis of human STR data
We first analysed a human data set consisting of 783 autosomal STR loci genotyped in 1048 individuals from 53 Human genome diversity project (HGDP) populations worldwide (Ramachandran et al., 2005) , available on http://rosenberglab.bioinformatics.med.umich.edu/diversity.html#data2. The alleles originally coded as fragment lengths were transformed into number of repeats after identification of their motif length, allowing us to estimate unbiased r-statistics (Excoffier and Hamilton, 2003) . Alleles not fitting a pure SMM were coded as missing data. Five loci for which at least one population contained only missing data after allele recoding were excluded from the analysis (D8S503 in Colombian; 
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ATT015 in Tuscans; AGAT114 in Colombian; AGAT110P in Papuan; and AAAT007 in Colombian), leaving us with 778 loci. Mutation rates were chosen by drawing heterozygosities randomly between 0.2 and 1 and using classical relationships between heterozygosities and the scaled mutation parameter y ¼ 4kdNu (see above).
In line with a previous analysis of 560 of these 783 loci under a Bayesian framework (Foll and Gaggiotti, 2008) , which showed that 23% of the loci could be under selection (probability of locus-specific effect 499%), we found a large fraction of STR loci showing signs of selection when data are analyzed under a finite island model (see outlier loci in Figure 4a ). Indeed at a 1% level of significance, 91 loci show sign of balancing selection (11.7%) and 74 other loci show sign of directional selection (9.5%). However, when the data are analysed under a hierarchical island model with populations arranged into five continental groups defined by Rosenberg et al. (2002) , we found only 8 out of 778 loci (1%) under directional selection and 6 out of 778 loci (0.8%) under balancing selection at the 1% level of significance. These proportions are close to the expected false significance rate of 1%. It suggests that the hierarchical island model can, quite well, reproduce the observed data (Figure 4b ) when one takes into account the fact that some sets of populations are quite similar to one another, but also that HGDP STR loci show very little sign of selection, at odds with previous analyses (Foll and Gaggiotti, 2008) . Finally, note that a few loci in Figure 4b show very large F ST values (that is, F ST 40.3) and Ĥ 1 41, but are not found significant. We carefully checked the P-value of these loci, and found that they are correctly estimated on the basis of the simulated data points. Thus even though they may visually appear at outliers because the density of simulated points is low for such large Ĥ 1 values, there are always more than 1% of the simulated data points that have larger F ST values for such high levels of heterozygosity.
Analysis of stickleback STR data
The second data set we analysed consisted of 103 STR markers genotyped in four freshwater and three marine populations of sticklebacks (Gasterosteus aculeatus) in northern Europe and in the Balkan (Mäkinen et al., 2008) . Original allele definition was recoded to be proportional to the number of repeats in the STR sequence, and one locus was eliminated during this process, due to the presence of imperfect repeats in one population, leaving us with 102 loci to analyse. A Bayesian analysis implemented in the program BayesFST (Beaumont and Balding, 2004) had shown that three STR loci (2.9%) could be under directional selection, whereas about 15 STR loci (14.6%) could be under balancing selection (Mäkinen et al., 2008; see Figure 5a ). In line with these results, the re-analysis of the data under a finite island model with F ST computed from allele frequencies showed that seven loci could be under directional selection and 17 other loci under balancing selection at 1% level of significance (Figure 5a ). This large fraction of loci found under balancing selection was indeed found puzzling. It had been attributed to the high mutation rate at STR loci (Beaumont, 2008) , which is not correctly dealt with current methods that only compare STR allele frequencies between populations. Indeed, one can see in Figure 5a that the loci appearing under balancing selection show low F ST values associated with an extremely high heterozygosity, which is the same artefact as that described in Figure 2d . To see whether these outliers are removed by taking the SMM model into account, we carried out the same analysis as in Figure 5a , but we computed r ST (Michalakis and Excoffier, 1996) instead of F ST . We see in Figure 5b that loci with high heterozygosity can also have high r ST values, many of them being still outlier loci (35 out of 102), without being under a form of balancing selection, having led to low levels of differentiation between populations. We finally carried out an analysis under the hierarchical island model by pooling marine populations into a single group and leaving the remaining four freshwater populations in four different groups. This assumed genetic structured was based on the observation by Mäkinen et al., 2008 that marine sticklebacks showed much lower levels of divergence than freshwater sticklebacks. The result of this hierarchical analysis carried out by assuming the presence of 10 groups of 100 demes is shown on Figure 5c . At 1% level of significance, we find evidence for selection at only seven loci: two loci seem to be under directional selection (STN365 and STN90) in agreement with previous results (Mäkinen et al., 2008) ; three loci seem under balancing selection (GAest3, GAest61 and Hierarchical test of selection L Excoffier et al the locus GAest60 that was also identified as such in Mäkinen et al., 2008) ; two remaining outliers (GAest30 and GAest63), which have too low F ST for the observed heterozygosity level, are difficult to explain using conventional selection models. Indeed, these last two loci may be outliers because the hierarchical island model has problems in simulating data, which have both high heterozygosity and high F ST . Note that the use of a hierarchical island model not only leads to a larger variance of F ST for a given heterozygosity level, but also to a right shift of the whole joint distribution. It is, therefore, likely that taking into account additional levels of genetic structure would probably shift the distribution even further to the right and these two loci would not be considered as outliers anymore.
Discussion
We show here that testing procedures that do not take into account the hierarchical structure of the populations lead to overly narrow null distributions of F ST , and thus to a clear excess of false significant loci. This underestimation of F ST variability when populations have a complex history has been realized earlier (Nei and Maruyama, 1975; Robertson, 1975a Robertson, , 1975b . As clearly pointed out by Robertson (1975a) , the variance of F ST will indeed not decrease with increasing number of sampled populations if there is a hierarchical structure of the population. This variance will rather depend on the (unknown) correlation structure among all populations. In a hierarchical island model, in which migrations between groups is much smaller than migration within groups, the variance of F ST will actually be inversely proportional to the number of sampled groups, rather than to the number of sample demes as in a simple island model. It therefore suggests that increasing the number of samples within groups will not reduce this variability by much. As expected, the false positive rate, incurred by ignoring the hierarchical structure of the populations, decreases with the extent of differentiation between groups of related populations (Table 1) We report above the determination coefficient (R 2 ) between the P-values of 1000 loci for which diversity was generated under a hierarchical island model with 10 groups of 100 demes, corresponding to Figure 3a , and the P-values obtained by carrying out simulations with different numbers of groups and different numbers of demes per group. P-values were obtained from 20 000 simulations. Cases with one group correspond to the simulation of a finite-island mode. In such a case, as we simulate the genetic diversity in 50 population samples, we need to have at least 50 demes in the simulated island model, and we cannot perform simulations in a single group of 20 demes. The case with 10 groups of 100 demes was obtained by comparing the P-values obtained from two replica analyses of the same data set, thus using two independent sets of simulations to compute the P-values.
Hierarchical test of selection L Excoffier et al Gaggiotti, 2008; Namroud et al., 2008) . However, our approach based on a simple hierarchical island model considerably reduces the rate of false positives, and this for both directional and balancing selection. This is because the hierarchical island model explicitly allows for the existence of correlations between samples, leading to a much larger variance of the F ST distribution (see Figures 2 and 3) , and therefore to lower false positive rates. Although recent Bayesian approaches to detect loci under selection (for example, Beaumont and Balding, 2004; Foll and Gaggiotti, 2008) allow for unequal levels of differentiation among populations, they seem unable to cope with the presence of hierarchical structure. Indeed, both the HGDP and the stickleback STR data sets have been analysed under Bayesian approaches (Beaumont and Balding, 2004; Foll and Gaggiotti, 2008; Mäkinen et al., 2008) , but found to have a proportion of sites under balancing or directional selection that is very similar to what is inferred under the finite island IAM model (see Results section). This is in keeping with an earlier observation (Beaumont and Balding, 2004 ) that BayesFST approach gave results very similar to the FDIST procedure (Beaumont and Nichols, 1996) , which is actually completely analogous to the finite island IAM approach described here.
Importance of mutation model for STR data
Whichever the migration model, it also seems important to correctly account for the right mutation model to get correct P-values and to properly interpret them. For instance, in a pure island model without recurrent bottlenecks, loci with high mutation rates and recurrent mutations (like STRs) cannot show large levels of population differentiation based on the comparison of allele frequencies (Hedrick, 2005) , and the relationship between heterozygosity (taken as a proxy for mutation rate) and F ST is non-monotonous (Figures 2b and d) . Therefore, in this case STR loci with very large mutation rates will often show low F ST , and if they are found significant they could be incorrectly interpreted as being subject to balancing selection (Beaumont, 2008) . Note that this interpretation problem does not occur when one computes r ST instead of F ST because highly mutable loci can show both large heterozygosity and large r ST (see Figure 2a) . Thus, although it has been advocated that the use of F ST should be preferred over that of r ST for estimating migration rates (for example, Gaggiotti et al., 1999) , we find here that the use of r ST seems more appropriate than F ST when detecting STR loci under selection because r ST is essentially unbiased (Slatkin, 1995, and Figure 2) , and because the testing procedure based on coalescent simulations adequately handles r ST variability across loci.
Uncertainty about population structure
We assume here that the genetic structure of the population is known in advance, but when this is not the case several approaches could be used to define this genetic structure from the data (for example, Pritchard et al., 2000; Dupanloup et al., 2002; Corander et al., 2004; Guillot et al., 2005) . Once the genetic structure has been identified, one also needs to define how many groups of population (k) and how many demes per group (d) to simulate. To see the effect of this choice on estimated P-values, we report in Table 2 the determination  coefficient (R   2   ) between P-values obtained from simulations under the correct hierarchical island model (k ¼ 10, d ¼ 100) and those obtained by simulating data under different models (k ¼ {1, 5, 10, 20} and d ¼ {20, 50, 100, 200}). As expected, R 2 values are much lower for a nonhierarchical (k ¼ 1, R 2 ¼ 0.15-0.21) than for a hierarchical analysis (k ¼ 5, 10 or 20, R 2 ¼ 0.87-0.99). We see that the P-values obtained under the correct model are highly correlated among runs (R 2 ¼ 0.99), but that this correlation decreases quite sharply when the number of demes within group is small (d ¼ 20, R 2 ¼ 0.87-0.93). When the number of demes per group becomes larger (that is, dX50), the P-values become very close to those obtained under the correct settings (for example, d ¼ 50, R 2 ¼ 0.95-0.98), and R 2 values are also very high when the number of simulated demes is much larger than that used to generate the data (when d ¼ 200, R 2 ¼ 0.96-0.99). It suggests that the use of a hierarchical island model with a relatively large number of groups (that is, at least twice as many groups than reported in the genetic structure) and a large number of demes per group (dX100) should give consistent and reliable results. In any case, as the analysis of thousands of loci with 50 000 simulations usually takes only a few hours, replicated analyses using different values of k and d could be done to assess their influence on the results of specific data sets.
To see the effect of an alternative population structure and evolutionary process on the testing procedure, we also simulated 10 data sets of 1000 STR loci under a spatially explicit model using the SPLATCHE software (Currat et al., 2004) . We used the human example as a template and we simulated a population expansion on a world map under a two dimensional stepping-stone model (see Supplementary Figure S1 ). The spatial expansion was assumed to have occurred some 40 000 generations ago from Ethiopia (Prugnolle et al., 2005; Ray et al., 2005) . The parameters of the model, such as mutation rate (m ¼ 5 Â 10 À4 ), deme carrying capacity (K ¼ 500), level of gene flow between neighbouring demes (m ¼ 0.1) and level of local population growth (r ¼ 0.8) were chosen to approximately lead to the observed global level of differentiation between human population as r ST D0.11 (Excoffier and Hamilton, 2003) . Using a coalescent-based approach implemented in SPLATCHE, we simulated genetic data at the same geographic coordinates (see Supplementary Figure S1 ) and using the same sample size as those defined for the 53 populations of HGDP . On the basis of the analysis of 10 data sets of 1000 STR loci thus generated, we found that the use of a hierarchical island model partitioning samples into five continental groups (as in Figure 4 ) markedly reduces the rate of false positives as compared with the use of a finite island model (Table 3 ), but we still observe about a two times excess of significant loci under the hierarchical island model. Note that results under the hierarchical island model do not seem to depend much on the number of assumed groups in this case, as we obtain extremely similar false positive rates when simulating 5 or 10 groups of demes (Table 3) . Although it is difficult to generalize this analysis to all possible scenarios of range expansions, it suggests that the distribution of F ST under a spatial expansion in a stepping-stone model cannot be perfectly replicated in a hierarchical island model.
Effect of using a wrong genetic structure Although we have assumed that population samples were correctly assigned to different groups, the genetic structure could sometimes be mis-estimated by users. To see the effect of incorrect population assignments to groups, we simulated genetic diversity in 10 populations arranged in various numbers of groups (k ¼ {1, 2, 5, or 8}) and analyzed the data set by allocating populations to similar or to different number of groups (in this case g ¼ {1, 2, 5, or 8}). In all cases, F CT between groups was set to 0.2 and F ST between demes to 0.24. We report the results in Table 4 , in which we see that the proportion of false positives is clearly overestimated when kag. When g4k, which corresponds to the splitting of some real groups of population, the false positive rate generally decreases when g increases. When gok, which corresponds to the lumping of some distinct groups of population in the same group, the false positive rate also decreases with increasing g, as g approaches closer to k. Even though we have studied a very limited number of cases, it seems that the splitting of existing groups is less detrimental than the lumping of those groups, which produces false positives at larger rates. It is also interesting to note that the false positive rate is largest when one assumes no hierarchical genetic structure when there is one. In other words, it seems always better to assume a hierarchical structure than ignoring this hierarchical structure, even if the true hierarchical genetic structure is not correctly inferred. We also note that the largest false positive rates were obtained when data resulting from the simulation of two groups of demes were analysed with an incorrect genetic structure. This result makes sense in light of the prediction of Robertson (1975a) , which suggests that the variance in F ST in a hierarchically structured populations increases with the correlation in gene frequencies between demes, which it is thus largest in our hierarchical island model when k ¼ 2.
Genes under selection in humans
The application of our hierarchical analysis on human and stickleback data sets leads to a considerably lower number of significant loci than previously published (Foll and Gaggiotti, 2008; Mäkinen et al., 2008) , and this number only slightly exceeds that expected by chance. We attribute this result to our use of more realistic mutation and demographic models. In the case of Test STR data sets consisted of 10 populations of 50 genes simulated under a hierarchical (k ¼ (2, 5, 8, 10)) or a finite (k ¼ 1) island model with an expected F ST value of 0.24 in all cases. Detection of outlier loci were carried out under a hierarchical island model assuming that there are 10 groups of 100 demes, g of which are sampled, except for data sets in which the assumed genetic structure consisted of g ¼ 1 group of 10 populations, in which data sets were analysed under a finite island model. Reported false positive rates are computed over 10 000 loci for each case, and locus-specific P-values were estimated from F ST distributions based on 20 000 simulations. False positive rate when the correct genetic structure is assumed is reported in bold.
Hierarchical test of selection L Excoffier et al humans, it is interesting to note that the distribution of observed F ST seems to fit very well to the hierarchical island model, even though it has been proposed that human genetic diversity could be adequately explained by a simple range expansion out of Africa (Prugnolle et al., 2005; Ramachandran et al., 2005) . We would have indeed expected to find a larger proportion of significant loci if observed diversity at STR loci would have been generated under a pure range expansion model (see Table 3 ). It suggests that human history has been more complex than a simple range expansion out of Africa, with periods of isolation during ice ages and possible long-distance migrations between continents (Foley and Lahr, 2001 ). However, even if selection had been affecting genetic diversity at many loci it is likely that genome scan with 'only' a few hundred markers evenly distributed over the genome would not be able to detect them all, as the effect of selection in subdivided populations is usually restricted to relatively small segments around the selected loci (where r/s51, see for example, Charlesworth et al., 1997; Slatkin and Wiehe, 1998) . There are actually several examples of loci having recently responded to selection, where allele frequency differences between populations are restricted to a few kb around the selected site (see for example, Turner and Hahn, 2007; Seehausen et al., 2008; Wood et al., 2008) . Among the 783 human STR loci analysed here, 488 STRs could be mapped on the genome. Among these, a relatively large proportion (162 out of 488) are found within gene transcripts and 210 are within 100 kb of a nearby known gene (Hofer et al., 2008) . Interestingly, among the eight loci potentially, found here, under directional selection, four are found within transcripts and one other is less than 1 kb away from any known gene. Among the six loci potentially under balancing selection, two are within transcripts and one is only 3 kb away from a gene (see Table 5 ). STRs within or close to gene transcripts are thus good candidates for having been influenced by selection. Note that only two of the genes reported in Table 5 have been reported to be under selection in previous studies: PHACTR1 (Williamson et al., 2007; Foll and Gaggiotti, 2008) and E2F6 (Kayser et al., 2003) . Using a non-hierarchical Bayesian approach, Foll and Gaggiotti (2008) also found that six of the 14 outliers loci were under selection, but they did not find evidence for selection at three other loci (Table 5) , even though one of these is found within a gene transcript (MAGI2). This discrepancy is in line with the low correlation in P-values found between the finite island and the hierarchical island model (Table 3) , and suggests that our approach can also detect new genes under selection. Among the biological processes in which our 14 outlier genes are involved, we only find an enrichment for neuronal activities (P ¼ 0.05 after Bonferroni correction), a category that was already shown to be enriched among selected genes in previous studies (see for example, Wang et al., 2006; Haygood et al., 2007) .
Possible applications and limitations of hierarchical analyses
Although adaptations in a given portion of a species range should globally lead to increased levels of differentiation (and hence global F ST ), the observation of a locus with an elevated F ST value does not necessarily imply that an adaptive event occurred. Indeed, allele surfing during range expansions (Klopfstein et al., 2006) can also lead to high levels of differentiation between populations in the periphery of the range at a random locus (Hallatschek et al., 2007; Excoffier and Ray, 2008) . This gene was not found in the PANTHER data base.
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A mutation linked to dispersal and affecting migration rates or a mutation influencing mate choice could also alter F ST levels through their effects on local inbreeding and effective population size. Markers located on chromosomes with different ploidy levels (for example, cpDNA, mtDNA, X and Y chromosome) should also have a distinct effective size (see for example, Pool and Nielsen, 2007) potentially leading to more extreme F ST , and they would thus need to be analysed separately. It seems therefore important to be able to distinguish among these different situations, and new methods aiming at specifically finding loci showing geographically restricted differentiation indicative of local adaptive selection would be desirable. A hierarchical approach seems well suited for this purpose. For instance, one may be interested in finding loci that are particularly differentiated between two geographic regions, two species or sub-species, or between two groups of population showing distinct phenotypes or ecotypes (Campbell and Bernatchez, 2004; Kane and Rieseberg, 2007; Egan et al., 2008; Nosil et al., 2008) . A nested analysis of variance under a hierarchical island model would allow one to use replicated population samples within each of the group to be contrasted, which should be more powerful than an approach based on population pairwise comparisons, and solve the problem of nonindependence in multiple pairwise tests occurring in many studies (for example, Schlotterer, 2002; Bonin et al., 2006; Kane and Rieseberg, 2007; Nosil et al., 2008; Oetjen and Reusch, 2007) .
Although the hierarchical island model can certainly reduce the number of false positives arising in studies involving related populations samples, it can still lead to an excess of false positives if the underlying genetic structure is more complex than what we have modelled, for instance in case of complex demographic histories, involving population splits, range expansions (Table 3) , bottlenecks or admixture events. However, the present approach seems quite conservative and always leads to lesser false positives than when assuming that populations are independent (Table 4). As current genome scans aiming at detecting loci under selection are now typically carried out on hundreds of thousands of markers (see for example, Pickrell et al., 2009) , it still seems worthwhile trying to reduce the number of candidate loci to a few dozen or a few hundreds that could then be further studied, perhaps by examining their genomic distribution and identifying genes in their neighbourhood. Further research on better ways to take into account the true underlying genetic structure of the populations is needed and should lead to more powerful procedure to detect loci under selection.
