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There are many ways of reducing a physical model to an algebraic 
one. In the first part of this paper several distinct reduction methods 
are presented that are based either on characteristic functions or approxi- 
mate quadrature. These methods were then applied to a number of 
examples, and a variable efficiency depending upon the method used 
was observed. 
In the second part, the most efficient method was applied to the 
resolution of two problems of practical interest: determination of the 
reactions of a liquid on a vessel and computation of the stresses in a 
nonhomogeneous elastic medium. 
INTRODUCTION 
Le probleme de la reduction d’un modele physique a un modele algebrique 
est essentiellement celui du choix d’un schema de discretisation, et d’un 
schema de prise en compte des conditions aux limites. Outre la forme du 
systeme algebrique obtenu, la precision est tres largement conditionnee par 
ces choix. L’experience prouve qu’il est trbs souhaitable cl’adapter les 
schemas utilises aux types d’equations a resoudre, et que la prise en compte 
des conditions aux limites doit &tre en general coherente avec le schema 
utilis6. 
On donnera diverses mtthodes d’approximation par discretisation et on 
en comparera l’efficacite sur deux exemples empruntts a la pratique. 
A. INFLUENCE DU CHOIX DU SCHBMA DE DISCRI?TISATION 
1. DISC~~TISATION PAR FONCTIONS CARACT~RISTIQUES 
A. Ghzkalit~s 
La solution u d’un probleme 1inCaire aux limites aux d&i&es partielles 
drifiant une equation 
Lu =f VXG.f-2 (1) 
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oh Sr est un domaine appartenant a un espace v’, satisfaisant a des conditions 
aux limites don&es sur la frontiere &? de J2, et appartenant a un certain 
espace B de fonctions satisfait generalement a une identite du type 
a(% 4 = I(4 (2) 
quelle que soit la fonction 0 appartenant a 8, et oti 
a(u, v) est une forme bilineaire 
J(U) est une forme lineaire. 
Cette equation est la formulation variationnelle du probleme. 
Le principe classique fondamental de resolution est de supposer que u 
peut s’exprimer sous la forme: 
21 = f api 
k=l 
(3) 
oti les ui sont des fonctions caracteristiques de domaines Q (la fonction ui 
Cgale 1 dans G$ et est nulle ailleurs, et les domaines Qz forment un recouvre- 
ment de Q). Les (Y~ sont des coefficients a determiner. 
La non-differentiabilitb desfonctions caracteristiques ui oblige a approcher 
l’operateur a par un operateur discretise ah donnant un sens a l’expression 
Les 0~~ sont alors determinCes en ecrivant (2) pour des valeurs particulieres 
de o; en prenant les fonctions ui elles-m&mes, on obtient le systeme: 
i atah z+) = J(u~) j = 1,2,... N 
qui est un sysdme lineaire de N equations A N inconnues 01~ ,..., cyN . 
B. $tu& de 1’Opkateur Discr&isd ah ; Extension du Domaine $2 
L’opCrateur a est en gCn&al une fonction des operateurs D, = a/ax, oh 
xk est l’une des variables de l’tquation (1). Ces opkrateurs di&entiels 
sont remplacks par des operateurs discrCtisCs Dk,h = V, . 
Supposons que le recouvrement soit effectue au moyen de domaines IRi 
cubiques de c&6 h. 
On pourra prendre, par exemple 
vk(u) = 4% ‘... xk-l > xk + h, xk+l P.** %a) - u(x) 
h (5) 
x = (Xl , x, (..., x ). 
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Cette definition de l’operateur V, exige que u soit defini a la fois en x, mais 
aussi en x + dx = (x1 + h, xa ,..., x,). 
La definition de Q doit done &tre &endue au domaine Q’ deduit de 52 
par la translation dx = (h, 0, 0 ,..., 0). 
2. EXTENSION POSSIBLE DES MPTHODES DE DISC&TISATION 
Nous citerons deux types d’extensions. 
A. La fonction caracteristique est remplacee par une fonction dont les 
derivees sont definies sur Qi sauf Cventuellement en les points d’un ensemble 
de mesure nulle. On Cvite ainsi l’obligation de definir des operateurs 
disc&is& (cf. par exemple).r 
EXEMPLE 1. Soit un probleme a deux dimensions, x et y &ant les 
variables d’espace: 
FIG. 1 
Le domaine I2 est tram6 d’un reseau forme de triangles Cquilateraux 
juxtaposes. Tout sommet i est ainsi le centre d’un hexagone Qt. La fonction 
Ui est definie par la surface laterale de la pyramide de sommet se projetant 
en i, de hauteur 1, et de base Qi . 
EXEMPLE 2. On peut, au lieu dun pavage de triangles Q, utiliser un 
pavage de carrb, Qi (cf. figure ci-dessus). 
B. Mt?thode d’Int&ration Fraction& 
(a) On introduit un reseau 9, que l’on supposera rtgulier pour la 
commodite de l’expose (cette condition n’etant pas essentielle), couvrant 
l’espace V, et forme de points Mi . 
Une fonction u definie sur V prend en chaque point Mi une valeur ui . 
(b) On introduit une partition de Q en “petits domaines” QI. 
(c) A chaque domaine tlementaire fir , on associe un domaine D1. Les 
points Mi de 9 recouverts par J& sont dits associes a QI . 
1 J. CEA, These-Application variationnelle des problkmes aux limites. Annales 
de 1’Institut de Fourier (1965). 
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(d) On remplace les fonctions u et 71, definies sur tout le domaine 8 
par des fonctions approchees ur et z~r definies sur chacun des domaines Q, 
en utilisant les valeurs prises par I( et v aux points ibri associes a Q, . Si h, 
est le diametre de Qr , on aura 
u1 = u + O(k,P) VMEQ, 
p &ant un entier positif dependant du domaine associe 0, . 
(e) L’expression a(u, V) est alors remplacee par une expression approchee 
de la forme 
%44 q = c %,h(% 9 74 
1 
oh chaque U&U~ , wJ se calcule sur le domaine Q, correspondant. 
(f) L’expression L(0) est elle-m&me remplacee par une expression 
approchee de la forme 
WJ) = c -Ll(f4 
1 
obtenue de facon analogue, mais Cventuellement P l’aide de volumes de 
recouvrement J&* distincts des volumes 0, . 
EXEMPLE 1. Soit un probleme a deux dimensions, avec 
u(u, w) = I( J) ~~+~~+kuz+hi”. 
?I 
. . . IV . . . 
. . /- >\ . .,, 0 \_ . . 
,’ \\ 
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FIG. 2 
Prenons un reseau 9 a mailles car&s de c&C h, de sommets Mi et pour 
domaines QI les car&s de m&me taille et cent&s sur les points Mi . 
Aasocions a In, le domaine aI indique en pointille sur la figure ci-contre, 
et recouvrant les points 1, 2, 3, 4, et 5. 
On Ccrira, en prenant 6 et 17 comme nouvelles coordonnees: 
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avec 
aI, = ul 
u2 - u3 
bu = 2h 
u4 - u5 
cu = 7&-- 
d 
u 
= %z + u3 - 2% 
h2 
e, = 
up + u5 - 2% 
h2 
et l’on prendra 
; = b, + 245 + 0th) 
ce qui donnera 
u = a, + but + WI + W) 
= a,(u, w) + h20(h). 
On aura finalement 
et 
ah@& v) = c ah.l(U1 , %) 
1 
a(u, 0) = ah(% v) + O(W 
oh S est la surface du domaine i2. 
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EXEMPLE 2. On peut associer a Q, le domaine an, figurC ci-contre en 
pointill& 
Les points associks g QI sont des points 1, 2 et 4. 




! “--‘: . i 
0 m 
.I .2! . 
* ._______-- ,’ 
. . . . 
FIG. 3 
On Ccrira cette fois 
(7) 
a, = u1 
u2 - u, b, = h 
UP - % c, = ~ 
h 
et l’on prendra 
$ = b, + O(h) 
au 
ar = c, + O(h) 
u = a, + O(h) 
ce gui donnera finalement 
d’oti 
= al(u, v) + O(h) h2. 
On aura enfin 
ah(u, CJ) = a(u, w) + O(h)S. 
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EXEMPLE 3. On peut prendre comme domaines J2, les mailles du rCseau 




















=% + u2 - 113 - u4 
4h2 
et Son prendra 
g = b, + O(h2) 
al4 
ar = c, + O(h2) 
u = a, + &A + w + O(h2) 
ce qui donnera 
et 
q,(u, w) = a(u, w) + O(h2)S. 
On voit ici l’influence du domaine r(li, . 
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REMARQUE 1. Les approximations faites d’une fonction ne sont autres 
que des lissages effect&s sur les domaines or . 
REMARQUE 2. L’approximation faite de u pourra etre du type continu, 
les differentes fonctions ur se raccordant sur les bords des domaines fin, 
ou discontinus dans Ie cas contraire. 
Par exemple, les approximations (6) et (7) sont du type discontinu, 
l’approximation (8) &ant du type continu. 
&VIARQUE 3. On peut montrer la necessite d’avoir un nombre de points 
Md Cgal au nombre de volumes Q2,. Ceci se fera par un choix judicieux des 
volumes de recouvrement J& . Ceux-ci seront par exemple identiques sur la 
plus grande partie de Q, et changeront au voisinage de la frontiere 8.Q de Q. 
Les expressions approchees utilisees pour le calcul des formes a(u, V) et L(V) 
seront Cvidemment Cgalement modifiees. 
REMARQUE 4. Le calcul des expressions L(V) se fait selon les memes 
principes. Cependant, il faut remarquer que la forme linCaireL(v) correspond 
souvent a une integrale de surface, tandis que la forme bilineaire a(u, V) 
correspond a une indgrale de volume. Son calcul sera done en g&r&al plus 
simple et l’on peut imaginer que les domaines Dr.+ puissent alors recouvrir 
beaucoup plus de points associes que les domaines aI associes a des Sz, 
strictement interieurs BQ; dans ce cas, on dira que le schema de discretisation 
des conditions aux limites est non coherent. 
3. APPLICATIONS NUMERIQUES 
A. Exemples Trait&s 
Un certain nombre des problemes souleves par l’application de ces 
mtthodes va &tre expose B la lumiere d’exemples numeriques precis. 
Nous nous proposons de traiter Ies differents exemples suivants: 
EXEMPLE A: 
1 n2 
L(u) = u” + y II’ - -p u = 0 
u(0) = 0 
u’(l) = n. 
EXEMPLE B: 
L(u) = 24” - n(n - 1) x*-a = 0 
u(0) = 0 
u’(l) = n. 
vx E Q = [O, l] 
u EJY(SZ) 
vx E l-2 = [O, l] 
u EL2(Q) 
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EXEMPLE C: 
L(u)=u"+(+)2u=0 vx E [O, l] 
u(0) = 0 24 EP(Q) 
U’(1) = p cos $ . 
Les formulations variationnelles de ces trois exemples sont les suivantes: 
EXEMPLE A: 
a(u, w)=,: [xdd + f uw] dx 
L(w) = nv(1) 
u(0) = w(0) = 0. 
EXEMPLE B: 
a(u, w) = 1; [u’w’] dx 
L(w) = w(l) 1; n(n - I) x”-~w dx 
u(0) = W(0) = 0. 
EXEMPLE C: 
a@, w) = j: [dd - ($,” uw] dx 
L(o) =~w(l)cos~ 
u(0) = w(0) = 0. 
Les deux premiers exemples ont comme solution commune: 
El = x” 
tandis que la solution de 1’Exemple C est: 
297 
u = sin - x. 
n 
Le paramktre n pourra prendre, dans chacun des 3 exemples, les valeurs: 
12 = 1,2, 3,4 et 10. 
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On peut remarquer que: 
Les formes bilineaires a(u, v) des examples A et C sont symetriques. 
La forme a(u, ZI) du premier exemple comprend explicitement la variable x, 
alors que la forme de I’Exemple C ne la comprend qu’implicitement. 
La forme quadratique a(u, v) correspondant Q 1’Exemple A est definie 
positive, tandis que celles correspondant respectivement aux Exemples B 
et C sont definies non-negatives, et non definies. 
Pour n = 4, la solution de 1’Exemple C est indeterminee; elle est de la 
for-me 
u = C sin -TT x 
2 
oh C est une constante quelconque. 
En particulier, la fonction u = 0 est une solution triviale du systeme. 
B. Mkthodes Utilistfes 
Les exemples decrits ci-dessus ont CtC CtudiCs par la methode des fonctions 
caracteristiques, et par la methode d’integration fraction&e. 
(a) Me’thode des fonctions caractbistiques. On prend pour operateur 
discretise Dx, I’operateur V, , tel que 
v 
e 
u = 4~ + 4 - ~(4 
h 
l’intervalle h &ant Cgal a (l/I), et le domaine &I = (0, 1) Ctant divise en I 
intervalles. 
On notera Ml cette methode. 
Le recouvrement de Q se fera avec des domaines Qi de dimension h. 
Le recouvrement R, , le plus simple, sera tel que: 
QiC rL,f] i = 1, 2 ,... I, I + 1. 
L’intervalle Qr,, &ant necessite par la definition de V,+ 
i-l i 
-77 
X I I 
0 I 
i I-I iA I-I 
0 1 i-l i I I+1 
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La fonction ui est nulle partout, sauf dans l’intervalle Qi , oh elle Cgale 
l’unite. 
On prendra alors: 
z+1 
u. = 1 ajuj . 
i-1 
Une difficult6 se presente alors: quelle valeur attribuer a v(1) ? Nous 
avons pris 
w(l) = az+1- 
On peut Cgalement, pour tenter de remedier a cette difficult&, faire un autre 
recouvrement, R 2, tel que le point x = i soit au milieu de l’intervalle Qj . 
On obtient alors: 
2i - 3 2i - 1 Qi=[T,&Y i = 1, 2,..., I+ 1,1+2 
c1 
X I i I 
0 4 I 
i l-l-l l-l l-l-l 
0 1 i-l * Z Zfl If2 
ce qui necessite la definition de I + 2 intervalles. 
On prendra alors: 
w(l) = %+1* 
(b) M&hode de Z’intkgrution fractionnke. Nous avons utilise la methode 
la plus simple, consistant a remplacer les expressions figurant sous les 
signes j par des expressions approchtes au premier ordre prb. 
Dans le cas du recouvrement R 1, par exemple, la valeur de u(x) dans 
l’intervalle Qni sera prise egale a 
% + %-l 
2 ’ 
et celle de u’(x) 5 
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Dans ce cas encore, on pourra adopter le recouvrement R 1, en prenant 
ce qui ne necessite cette fois, aucun intervalle supplementaire; ou adopter 
le recouvrement R 2, en prenant 
al + ar+1 
fo) = 2 
ce qui necessitera un intervalle supplementaire. 
On notera M 2 cette mbthode. 
(c) Cal& des intt’grales. Lorsque la variable x intervient explicitement 
dans l’indgrale, on peut: 
- soit utiliser pour les fonctions de x entrant en jeu, des expressions 
du m&me type de celles prises pour u. On prendra, par exemple: 
i-l 
x = (X)&l = 7 ) VXEQi 
dans le cas de la methode des fonctions caracteristiques, et du recouvrement 
Rl 
dans le cas de la methode d’integration par approximation, et du m&me 
recouvrement R 1. 
Cette methode sera dite option 1. 
- soit calculer analytiquement ces indgrales. 
On aura par exemple, avec cette option, dite option 2: 
I dx L i -= - 0, X i-l 
dans le cas de la methode M 1, et du recouvrement R 1, au lieu de, si l’on 
utilise I’option 1: 
1 
-E&h. dx 
Ri x z-1 
Les methodes M 1, M 2, les recouvrements R 1, R 2 et les options 0 1, 0 2 
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donnent finalement 8 methodes numCrotCes de 1 a 8, suivant le tableau 
ci-aprb: 
Recouvrement 1 Option 1 
MCthode 1 I Option 2 
Recouvrement 2 I Option 1 
Option 2 
Recouvrement 1 Option 1 
MCthode 2 I Option 2 
Recouvrement 2 I Option 1 
Option 2 
C. Comparaison des Mtfthodes 
Nous avons pris, pour les trois exemples, I = 4, 10, 20, et 40, chaque 
exemple donnant lieu a 5 types d’applications, a savoir n = 1, 2, 3, 4, et 10. 
On a done en tout 15 applications particulihes. Ces applications sont 
groupees de la facon suivante: 
Groupe A: Exemple A, n = 1,2,3,4 et 10 
Groupe B: Exemple B, R = 1,2,3,4 et 10 
Groupe C: Exemple C, n = 1,2, 3,4 et 10 
Groupe D: n = 1, Exemples A et B 
Groupe E: n = 2, Exemples A et B 
Groupe F: n = 3, Exemples A et B 
Groupe G: n = 4, Exemples A et B 
Groupe H: 7~ = 10, Exemples A et B 
Nous definissons la precision dune methode pour une application 
determinCe comme l’ecart le plus grand existant entre la solution exacte et 
la solution obtenue dans l’intervalle Q. 
La precision d’une methode pour un groupe d’applications don& est la 
plus mauvaise precision que l’on ait obtenu dans l’une des applications du 
groupe. 
Enfin la precision de la methode sera definie comme la plus mauvaise 
que l’on ait obtenue pour l’ensemble des 15 applications. 
Chacune de ces definitions n’est evidemment valable que pour un partage 
don& du domaine. 
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Nous avons port& sur les graphiques 1, 2, 3, et 4 les prkisions de chacune 
des 8 mkthodes pour chacun des 8 groupes d’applications. 
Le classement des mkthodes se fait alors selon le tableau suivant, en notant, 
de la gauche vers la droite, les mkthodes de moins en moins prkises. 
I=4 2 6 5 7 )4 13 8 
I=10 6 2 5 7 4 3~1 8 
I=20 6 5 7 2 4 3 1 I* 
I=40 6 5 7 2 4 3 1 18 
I=4 
Mbthode: 2 6 5 7 4 3 I 8 
I / I I , 
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Les numeros isok, a la droite du tableau, correspondent h des methodes 
inutilisables pour certaines des applications. 
11 est clair que la methode 6, a savoir la methode d’integration fraction&e 
utilisant le recouvrement 1, et l’option 2 (calcul exact des integrales mises 
en jeu), est la meilleure. 
Remarquons que dans le cas de I’exemple A, cette mkthode est inap- 
plicable, car elle conduit a des integrales divergentes; la methode 5 est done 
a utiliser. 
I=IO 
Mbthode: 6 2 5 7 4 3 I 8 







































De plus, il est clair que chaque type d’application n’offre pas la m&me 
difficult6 de resolution. L’application C est celle qui donne constamment 
les moins bons resultats. 
Une autre facon de classer les methodes est d’examiner la vitesse de 
convergence de la methode, c’est-a-dire la rapidite avec laquelle la precision 
atteinte decroit lorsque s’accroit le nombre I d’intervalles utilises. Le 
graphique 5 donne la precision de chaque methode, definie comme precedem- 
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La mkthode 6 est celle qui a la plus grande vitesse de convergence, la 
prkision &ant multiplike par 4 chaque fois que I double. Ensuite viennent 
les mCthodes 5 et 7, puis les mkthodes 1,2,3, et 4, pour lesquelles la prkision 






































M&h&e: 6 5 7 2 4 3 I 8 I-40 
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Nombre de mailles 
” log 6, = log II un*,- ‘$11 
GRAPHIQUE V - VI 
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B. EXEMPLE D’APPLICATION No 1 
REACTIONS D’UN LIQUIDE SUR UN RBSERVOIR 
Ce probleme, pose par le Laboratoire de Recherches Balistiques et 
Aerodynamiques de Vernon, concerne le reservoir de carburant du 2Rme &age 
de la fusee ELDO. 11 s’agit de determiner les modes propres d’oscillations 
du reservoir contenant son carburant, et les forces et moments r&Itant 
des reactions de ce liquide sur ce reservoir en mouvement. 
Ce reservoir est de revolution autour de l’axe vertical @. 
FIG. 5 
On veut calculer des integrales du type: 
- oh a5 est un Clement infiniment petit de %2, 
- ou f(~, y) est une fonction don&e 
- et oh u est une fonction satisfaisant a 1’Cquation: 
et aux conditions limites: 
- &l+yf-!f=o ay V(X, Y)E asr, 
- 
n grad u = n - x V(X, Y) E aQ, 
- 06 G est la partie liquide, aJ2, la surface horizontale du liquide et aJ2s 
la surface mouillee du reservoir. 
- y est l’acceleration a laquelle est soumise le reservoir. 
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- n est un vecteur normal a la surface aQn, , dirige vers l’extirieur. 
- x est le vecteur unitaire de OX. 
- u est tel que 
4 = iw sin CX&% 
4 &ant le potentiel dont derive le vecteur vitesse d’une particule M du 
liquide 
CI l’angle du plan OX, Oy avec le plan Oy, M 
w la pulsation du “petit mouvement” imprime au reservoir. 
De plus, on veut calculer les valeurs wi de w pour lesquelles le systeme 
prCcCdent n’a pas de solution (valeurs propres). 
1. CALCUL DES VALEURS PROPRES 
A. Choix de la Mkthode de DiscrtSsation 
On voit que l’equation L(U) = 0 est, au terme a2u/ay2 prb, celle de 
l’exemple A, pour n = 1. 
Nous avons, pour cet exemple precis, pork dans le tableau suivant la 
prtkision obtenue pour chacune des methodes, et pour I = 4, 10, et 20 
(rappelons que la methode 6 est inapplicable ici), dans le cas de la resolution 
de I’exemple A, pour ?t = 1. 
MBthode I=4 I= 10 I = 20 
RI 
I 
01 1 0.125 0.0500 0.0250 
Ml 02 2 0.125 0.0500 0.0250 
R2 I 
01 3 0.143 0.0526 0.0256 
02 4 0.119 0.0485 0.0245 
I Rl 2 02 1 7 85 7 5 
M2 
I 0.350 129x 1 -11 0.0502 145 x lo-‘0 1.3 0.0250 736x 1 -10 
La methode 5 donne une precision de l’ordre de IO-lo, les erreurs &ant 
des erreurs d’arrondi (car l’erreur theorique est nulle). Les autres methodes 
donnent des prtcisions de l’ordre de 1/2I au mieux, la methode 8 &ant 
beaucoup plus mauvaise. 
L’apphcation de cette mtthode a permis d’obtenir les trois premieres 
valeurs propres, c’est-a-dire les trois plus petites valeurs de w rendant le 
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systeme indetermine avec les precisions, fonctions du maillage utilise pour 
recouvrir le domaine 52, donnees par le tableau suivant: 
Maillage 4%) 4%) %cm 
8x8 0.87 4.1 7.95 
8 x 16 0.3 0.36 0.25 
16 x 16 0.35 1.15 2.5 
REMARQ~JE. La precision du calcul est fonction non seulement du nombre 
de points du reseau maille, mais aussi de la forme de la maille: en effet, 
une maille rectangulaire (maillage 8 x 16), donne de meilleurs resultats 
qu’une maille carree (maillage 16 x 16), malgre un nombre inferieur de 
points dans le reseau. 
2. CALCUL DES INT~GRALES DU TYPE I = Jan,~f(x,r) ds 
On peut montrer que I est de la forme 
co 
I = A, + Ap2 + a4 c Bi 2 
j=l OJ - mi2 
les wi &ant les valeurs propres. 
La determination des B, a pu &tre faite pour les trois premiers modes, 
la precision pouvant atteindre lx, 10 %, et 30% respectivement pour les 
ler, 2eme et 3eme modes. 
C. EXEMPLE DkPLICATION No 2 
CONTRAINTES DANS UN MILIEU ELASTIQUE NON HOMOGBNE 
1. GBNBRALITBS 
Le probleme est pose par le Laboratoire Central des Ponts et Chaussees. 
11 s’agit de resoudre les equations statiques de l’elasticite dans un domaine 
rectangulaire; la surface exterieure du domaine est libre, sauf une charge 
appliquee uniformement sur une partie de la surface superieure, et une 
charge appliquee uniformement sur la surface inferieure du domaine, 
maintenant celui-ci en Cquilibre. 
Si d = (u, V, w) est le vecteur deplacement d’un point M de G, la formula- 
tion variationnelle est: 
Ja scal CC grad 5) dQ = laQ (F, 5) dS VPEE 
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Oh 
F est la force exerche sur I’Clkment de surface extkrieur dS de aQ 
E est l’espace vectoriel W3 
T est le tenseur Tij , avec 
5 un vecteur quelconque de composantes E, 7, 5 
grad g est le tenseur 33!2 =(m,,) axayax 
at at a4 --- 
ax ay ax 
seal (T, grad 5) = C Tijmij 
ij 
X et p sont les coefficients de LAME. 
2, M&THODE DE REDUCTION AU MOD&LE ALG~BRIQUE 
La m&ode utili&e est celle de l’intkgration fractionnke. 
A. Calm1 de l’Intt@aZe sn scal( T, grad 5) aX2 
On divise Q en volumes cubiques QI de c&C h. Si In, est limit6 par les 
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sommets I, 2, 3, 4, 5, 6, 7 et 8 (cf. figure ci-contre) on prendra pour Sz, 
un domaine recouvrant les points 1,2,3,5. 
Y 3 4 
I x 2 (‘@ 7 5 8 I 
FIG. 6 
Les fonctions au/ax, &@y, au/&z, opCrant dans le domaine Qr sont respec- 
tivement remplacees par (us - u,)/h, (us - 2+)/h, (u, - 2+)/h ou ilt est la 
valeur prise par IL au point i. 
B. Calcul de l’lntkgrale du Second M&e: san (F, g) dS 
Mdthode coherente: La surface chargee S est Cgalement front&e dun 
certain nombre de cubes 52,, . Soit (1, 2, 3, 4) la face de Sz,, adjacente B S. 
11 faut exprimer F et g & partir des valeurs prises par F et 5 aux points 
1, 2, et 3 defir, . La methode la plus simple est de prendre comrne valeurs 
de F et 5 dans le carre (1, 2, 3, 4) 1 es valeurs prises au point 1, soit F1 et &. 
MCthode non coherente: Le calcul &ant relativement simple, on peut 
penser pouvoir ameliorer la precision. Prenons pour al, un domaine 
recouvrant le car-r-e (1, 2, 3, 4). 11 semble alors logique de prendre comme 
valeurs de F et 5 dans ce car&, la moyenne des valeurs prises aux sommets, soit 
S + F, + F, + FI et PI + ss + c + sr 
4 4 
3. MBTHODE DE RI~OLUTION DU MOD&LE ALG~SBRIQUE 
A. Directions Alternbes 
On peut Ccrire le modele algebrique sous la forme 
(A,+A,+A,+A,)d=f 
ou A, + A, + A, + A, est une matrice definie positive, et oh A,, A,, A, 
sont des matrices “facilement inversibles.” 
Ces trois dernieres matrices representent des opkateurs du type a2/ax2, 
aa/ay2, et @/&r2. Par contre, la matrice A., represente des optrateurs du type 
as/ax ay, ayay &z et ayaz ax et n’est pas “facilement inversible.” 
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La methode consiste a utiliser le schema iteratif 
(A,+r)d,+,=(y--A,--A,--‘)d,+f 
(4 + 4 ha+, = @ -AA,-AA,-AA,)d,+t+f 
(A,+r)d,l=(r-Al-AA,-A.,)d,+t+f 
d, choisi quelconque (9) 
Le schema converge pourvu que I soit assex grand. Le param~tre Y at 
choisi de facon a assurer une convergence rapide. 
B. Acc&iation de la Convergence 
La methode ci-dessus est extremement lente, l’ordre du systeme &ant 
t&s eleve. I1 faut alors recourir 9 un pro&d6 d’accekation distinct; nous 
avons choisi le pro&de de TCHEBICHEFF. 
Le nouveau schema iteratif est alors le suivant: 
(A, + r) &+, =(r-AA,-AA,--&)d,+f 
(A,+r)d,i=(r--A,--A,--Aq)~,+f 
(4 + y) d,Tl = (Y - A, - A, - A4) d,, + f 
d n+1 = 4d;+,, - 4x-J + L, 
d,, choisi quelconque 
1 
oti p est le rayon de convergence de la methode sans acceleration. 
Le rayon spectral devient: 
4. R~JLTAT~ 
Dans le cas d’un maillage de 512 cubes (8 x 8 x 8) le rayon spectral de 
la matrice de reduction etait de 0.9998 et de 0.98 respectivement sans et 
avec le procede d’acceleration de TCHEBICHEFF. 
Nous avons pu de la sorte calculer les contraintes dans un domaine 
Clastique cubique constitue de deux couches superposees a coefficients de 
LAME distincts avec une precision de l’ordre de 10%. 
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La precision la meilleure a CtC obtenues avec la methode coherente de 
calcul de l’indgrale de surface, la methode non coherente donnant des 
resultats trks mauvais au voisinage des bords de la surface chargee. 
5. REMARQUE SUR LA CONVERGENCE DU PRO&D& 
La determination du paran-&re w de TCHEBICHEFF necessite celle du 
rayon spectral du pro&de de directions alternees (9). Ce dernier est Cvalu6 
par le rapport: 
p,, tendant vers p quand n tend vers l’infini. 
La meme etude permet de determiner l’influence de la valeur du para- 
m&e Y. 
Le graphique VI montre les variations de la quantit6 6 = 11 d,,,,, - (I, 11 
en fonction de n, pour differentes valeurs de Y. On remarque que la valeur 
du rapport +n-l ne prend sa valeur definitive que pour une valeur de n 
assez grande; il est meme possible, si le nombre d’iterations e t insuffisant, 
de fixer une valeur de I semblant optimale (en ce sens que la convergence 
est la plus rapide) alors qu’en rCalitC le procede diverge pour cette valeur. 
C’est une des difw&?s essentielks. 
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