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Abstract
This thesis presents theoretical studies of some stochastic processes and their appli-
cations in the Bayesian nonparametric methods. The stochastic processes discussed
in the thesis are mainly the ones with independent increments - the Le´vy processes.
We develop new representations for the Le´vy measures of two representative exam-
ples of the Le´vy processes, the beta and gamma processes. These representations are
manifested in terms of an infinite sum of well-behaved (proper) beta and gamma dis-
tributions, with the truncation and posterior analyses provided. The decompositions
provide new insights into the beta and gamma processes (and their generalizations),
and we demonstrate how the proposed representation unifies some properties of the
two, as these are of increasing importance in machine learning.
Next a new Le´vy process is proposed for an uncountable collection of covariate-
dependent feature-learning measures; the process is called the kernel beta process.
Available covariates are handled efficiently via the kernel construction, with covari-
ates assumed observed with each data sample (“customer”), and latent covariates
learned for each feature (“dish”). The dependencies among the data are represented
with the covariate-parameterized kernel function. The beta process is recovered as
a limiting case of the kernel beta process. An efficient Gibbs sampler is developed
for computations, and state-of-the-art results are presented for image processing and
music analysis tasks.
Last is a non-Le´vy process example of the multiplicative gamma process applied in
iv
the low-rank representation of tensors. The multiplicative gamma process is applied
along the super-diagonal of tensors in the rank decomposition, with its shrinkage
property nonparametrically learns the rank from the multiway data. This model
is constructed as conjugate for the continuous multiway data case. For the non-
conjugate binary multiway data, the Po´lya-Gamma auxiliary variable is sampled
to elicit closed-form Gibbs sampling updates. This rank decomposition of tensors
driven by the multiplicative gamma process yields state-of-art performance on various
synthetic and benchmark real-world datasets, with desirable model scalability.
v
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1Introduction
If the discipline of Machine Learning can be regarded as a giant tree, then the
Bayesian Nonparametric Methods constitute one of the most robust trunks to sup-
port its growing. The Bayesian nonparametric methods provide more freedom in
model construction in the real-world data analysis, and yield more intuitive and fit-
ting interpretation in the information retrieving from the data (Hjort et al., 2010).
The most prominent distinction of nonparametric methods relative to parametric
approaches is the utilization of stochastic processes rather than probability distri-
butions. For example, a Gaussian process (Rasmussen and Williams, 2006) may be
employed to nonparametrically represent general smooth functions on a continuous
space of covariates (e.g., time). Recently the idea of nonparametric methods has
extended to feature learning and data clustering, with interest respectively in the
beta-Bernoulli process (Thibaux and Jordan, 2007a) and the Dirichlet process (Fer-
guson, 1973). In such processes the nonparametric aspect concerns the number of
features/clusters, which are allowed to be unbounded (“infinite”), permitting the
model to adapt the number of these entities as the given and future data indicate.
The increasing importance of these models in machine learning warrants a detailed
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theoretical analysis of their properties, as well as simple constructions for their im-
plementation. In this thesis, our focus is on the application of stochastic processes
in the Bayesian nonparametric methods, as it is the main thread throughout the
research of the author’s PhD study.
In Chapter 2, we review an important category of stochastic processes, the Le´vy
processes (Sato, 1999), which has been widely used in nonparametric methods. We
also show the relation between Le´vy processes and the completely random measures
(Kingman, 1967; Jordan, 2009), since a family of Le´vy processes, the pure-jump
nondecreasing Le´vy processes, also fit into the category of the completely random
measure proposed by Kingman (Kingman, 1967). As two representative examples
of the Le´vy process, the beta process and gamma are discussed with their Le´vy
measures presented. The beta process (Hjort, 1990) is an example of a Le´vy process,
which is applied in nonparametric feature learning. The gamma process falls in this
family as well, with its normalization the well-known Dirichlet process. Hierarchical
forms of such models have become increasingly popular in machine learning (Teh
et al., 2006; Teh, 2006; Thibaux and Jordan, 2007a), as have nested models (Blei
et al., 2010), and models that introduce covariate dependence (MacEachern, 1999;
Williamson et al., 2010; Lin et al., 2010).
As a consequence of the important role these models are playing in machine learn-
ing, there is a need for the study of the properties of Le´vy processes. As examples of
such work, (Thibaux and Jordan, 2007a) and (Paisley et al., 2010) present explicit
constructions for generating the beta process, (Teh et al., 2007) derives a construc-
tion for the Indian buffet process parallel to the stick-breaking construction of the
Dirichlet process (Sethuraman, 1994a), and (Thibaux, 2008) obtains a construction
for the gamma process under the gamma-Poisson context. Apart from these special-
ized construction methods, in (Kingman, 1967) a general construction method for
completely random measures is proposed, by first decomposing it into a sum of a
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countable number of σ-finite measures, and then superposing the Poisson processes
according to these sub-measures. By regarding the completely random measure as
a Le´vy process, this method corresponds to decomposing the Le´vy measure, which
provides clarity of theoretical properties and simplicity in practical implementation.
However this Le´vy measure decomposition method has not yet come into wide use
in machine learning and statistics, probably due to the nonexistence of a universal
construction of the measure decomposition. In Chapter 3 we focus on decomposi-
tion representation of beta process and gamma process, and provide with theoretical
analyses.
The kernel beta process (KBP) discussed in Chapter 4 is proposed under the
motivation to represent the possible dependencies among the real-world data in the
feature learning task. Feature learning is an important problem in statistics and
machine learning, characterized by the goal of (typically) inferring a low-dimensional
set of features for representation of high-dimensional data. It is desirable to perform
such analysis in a nonparametric manner, such that the number of features may be
learned, rather than a priori set. A powerful tool for such learning is the Indian
buffet process (IBP) (Griffiths and Ghahramani, 2005), in which the data samples
serve as “customers”, and the potential features serve as “dishes”. It has recently
been demonstrated that the IBP corresponds to a marginalization of a beta-Bernoulli
process (Thibaux and Jordan, 2007b). The IBP and beta-Bernoulli constructions
have found significant utility in factor analysis (Knowles and Ghahramani, 2007;
Zhou et al., 2009), in which one wishes to infer the number of factors needed to
represent data of interest. The beta process was developed originally by Hjort (Hjort,
1990) as a Le´vy process prior for “hazard measures”, and was recently extended for
use in feature learning (Thibaux and Jordan, 2007b), we therefore here refer to it as
a “feature-learning measure.” And KBP yields an uncountable number of covariate-
dependent feature-learning measures, with the beta process a special case. With the
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KBP, the dependencies among the real-world data are represented with the covariate-
parameterized kernel functions.
In Chapter 5, we discuss the application of a stochastic process other than the
Le´vy process, the multiplication gamma process, in the low-rank representation of
tensors. For the analysis of multiway data, the probabilistic tensor decomposition
methods (Chu and Ghahramani, 2009), in particular Bayesian tensor decomposition
methods (Xu et al., 2013; Xiong et al., 2010) are naturally appealing since they
provide a principled mechanism for dealing with missing data, allow analysis of
diverse data types (continuous, binary, ordinal, etc.) using suitable likelihood models,
and make it possible to quantify the uncertainty in the parameter estimates and
the predictions (when dealing with missing data). Unfortunately, these methods
require that the rank of the decomposition is specified prior to the analysis. The
rank-estimation problem is further confounded in the case of tensor data for which
rank determination is known to be an NP-hard problem (Hastad, 1990). Finally,
scalability is another concern when applying these methods. Inference via MCMC
or variational methods can be slow as the tensor size becomes large (in the number
of observed entries, in the number/dimensions of tensor modes, or in all of these).
Motivated by these, we present a flexible and scalable nonparametric Bayesian
tensor decomposition method for analyzing multiway tensor data. Our method has
the following key properties: (1) The tensor rank does not have to be specified be-
forehand and is learned adaptively from the data in a principled way using the theo-
retically motivated multiplicative gamma process prior (Bhattacharya and Dunson,
2011) on the elements of the core diagonal tensor in the CANDECOMP/PARAFAC
(CP) low-rank decomposition of tensors (Kolda and Bader, 2009); (2) Both continu-
ous and binary datasets can be analyzed using a fully Bayesian framework, via simple
closed-form Gibbs sampling updates; (3) Inference scales linearly with the number
of observed entries in the tensor, which makes inference highly scalable for large but
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sparsely observed multiway datasets, commonly encountered in application domains
such as multirelational networks, recommender systems, etc. Even on non-sparse
tensors, our framework, capable of dealing with large amounts of missing data, al-
lows us to use a very small fraction of the entire data while achieving reconstruction
quality that is close to using the complete data (our experimental results on tasks
such as image inpainting corroborate this). Our framework is therefore also scalable
for analyzing large-scale dense tensors.
The thesis is organized as follows: first in Chapter 2 we review the definition
and properties of Le´vy processes and completely random measures, with the discus-
sion of the relationship between them, and also two representative examples of Le´vy
processes, the beta process and gamma process. Next in Chapter 3 we present a
new representation method for Le´vy processes by following the Le´vy measure de-
composition principle. Then in Chapter 4 we discuss a new type of Le´vy processes
designed to describe the dependencies among the data in feature learning tasks, the
kernel beta process. Last in Chapter 5, we apply the multiplicative gamma process
in the CANDECOMP/PARAFAC (CP) decomposition of tensors for the low-rank
representation of tensors, and show its applications in multiway data inference and
other related tasks.
5
2Le´vy Process and Completely Random Measure
Le´vy processes (Sato, 1999) and completely random measures (Kingman, 1967) are
two closely related concepts, as they both require the independence property. Specif-
ically, some Le´vy processes can be regarded as completely random measures. In this
section brief reviews and connections are presented for these two important concepts.
2.1 Le´vy process
2.1.1 Definition of Le´vy process
A Le´vy process Xpωq is a stochastic process with independent increments on a mea-
sure space pΩ,Fq. Ω is usually taken to be one-dimensional, frequently to represent
a stochastic process with variation over time. A stochastic process Xpωq is a Le´vy
process if it satisfies the three following conditions (Applebaum, 2009):
1. XpHq “ 0 (almost surely);
2. Xpωq has independent and stationary increments;
3. Xpωq is stochastically continuous;
6
In some situations we loose the second condition and also call a stochastic process
with non-stationary increments as Le´vy process. For the beta process example, this
corresponds to the case when the concentration function cpωq is not a constant, i.e.,
the inhomogeneous beta process. The beta process is reviewed in Section 2.3.
2.1.2 Pure-jump nondecreasing Le´vy process and its underlying Poisson process
By the Le´vy-Itoˆ decomposition (Sato, 1999), a Le´vy process can be decomposed into
a continuous Brownian motion with drift, and a discrete part of a pure-jump process.
When a Le´vy process Xpωq only has the discrete part and its jumps are positive,
then for @A P F the characteristic function of the random variable XpAq is given
by:
EtejuXpAqu “ expt
ż
R`ˆA
pejup ´ 1qνpdp, dωqu (2.1)
with ν satisfying the integrability condition (Sato, 1999). The expression in (2.1)
defines a category of pure-jump nondecreasing Le´vy processes, including most of the
Le´vy processes currently used in nonparametric Bayesian methods, such as the beta,
gamma, Bernoulli, and negative binomial processes. With (2.1), such a Le´vy process
can be regarded as a Poisson point process on the product space R` ˆ Ω with the
mean measure ν, called the Le´vy measure. On the other hand, if the increments of
Xpωq on any measurable set A P F are regarded as a random measure assigned on
the set, then Xpωq is also a completely random measure. Due to this equivalence, in
the following discussion we will not discriminate the pure-jump nondecreasing Le´vy
process X with its corresponding completely random measure Φ.
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2.2 Completely random measure
2.2.1 Definition of completely random measure
A random measure Φ on a measure space pΩ,Fq is termed “completely random” if for
any disjoint sets A1,A2,A2, ¨ ¨ ¨ P F the random variables ΦpA1q,ΦpA2q,ΦpA3q, ¨ ¨ ¨
are independent. A completely random measure Φ can be split into three independent
components:
Φ “ Φf ` Φd ` Φo (2.2)
where Φf “ řωPI φpωqδω is the fixed component, with the atoms in I fixed and the
jump φpωq random; I is a countable set in F . The deterministic component Φd is a
deterministic measure on pΩ,Fq. Φf and Φd are relatively less interesting compared
to the third component Φo, which is called the ordinary component of Φ. According
to (Kingman, 1967), Φo is discrete with both random atoms and jumps.
2.2.2 Le´vy measure decomposition
In (Kingman, 1967), it is noted that Φo can be further split into a countable number
of independent parts:
Φo “
ÿ
k
Φk, Φk “
ÿ
pφpωq,ωqPΠk
φpωqδω (2.3)
Denote ν as the Le´vy measure of (the Le´vy process corresponding to) Φo, νk as the
Le´vy measure of Φk, Π a Poisson process with ν its mean measure, and Πk a Poisson
process with νk its mean measure; (2.3) further yields:
ν “
ÿ
k
νk, Π “
ď
k
Πk (2.4)
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which provides a constructive method for Φo: first construct the Poisson process Πk
underlying Φk, and then with the superposition theorem (Kingman, 1993) the union
of Πk will be a realization of Φo. In Section 3 we show how this general construc-
tion method of (2.4) can be applied on pure-jump nondecreasing Le´vy processes of
increasing interest in machine learning, with an emphasis on the beta and gamma
processes, and their generalizations. And before that we will review the beta process
and gamma process.
2.3 Beta process
A beta process was first proposed by (Hjort, 1990) in survival analysis. Beta process
is a Le´vy process with beta-distributed increments. B „ BPpcpωq, µq is a beta process
if
Bpdωq „ Betapcpωqµpdωq, cpωqp1´ µpdωqqq (2.5)
where µ is the base measure on measure space pΩ,Fq and a positive function cpωq the
concentration function. Expression (2.5) indicates that the increments of the beta
process are independent, which makes it a special case of the Le´vy process family.
The Le´vy measure of the beta process is
νpdpi, dωq “ cpωqpi´1p1´ piqcpωq´1dpiµpdωq (2.6)
where Betap0, cpωqq “ cpωqpi´1p1´piqcpωq´1 is an improper beta distribution since its
integral over p0, 1q is infinite. As a result, its underlying Poisson process, i.e., the
Poisson process with ν as its mean measure on the product space Ωˆp0, 1q, denoted
Π, has an infinite number of points drawn from ν, yielding
B “
8ÿ
i“1
piiδωi (2.7)
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Figure 2.1: Beta process: Top row: beta process with a Gaussian base measure.
Bottom row: 100 independent Bernoulli processes with the beta process as the
prior.
where pii is the jump (increment) which happens at the atom ωi. Real variable
γ “ µpΩq is termed the mass parameter of B, and we assume γ ă 8.
2.4 Gamma process
A gamma process (Applebaum, 2009) is a Le´vy process with independent gamma
increments. The gamma process is traditionally parameterized with a shape measure
and a scale function: G „ ΓPpα, θpωqq where α is the shape measure on a measure
space pΩ,Fq, and the scale θpωq a positive function. A gamma process can be
intuitively defined by its increments on infinitesimal sets:
Gpdωq „ Gammapαpdωq, θpωqq (2.8)
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When θpωq “ θ is a scalar, the gamma process is called homogeneous. The gamma
process can also be expressed in the form with a base measure G0 and a concentration
cpωq, with c “ 1{θ and G0 “ θα (Jordan, 2009), to conform with other stochastic
processes widely used in machine learning, such as the Dirichlet process. However,
the discussion in the Le´vy measure decomposition discussed in Chapter 3 will stick
to the traditional form given by (2.8).
As a pure-jump Le´vy process, the gamma process can be regarded as a Poisson
process on the product space Ωˆ R` with mean measure ν:
νpdp, dωq “ p´1e´ pθpωqdpαpdωq (2.9)
where Gammap0, θpωqq “ p´1e´ pθpωq is an improper gamma distribution with an infi-
nite integral on R`, which yields the expression of G:
G “
8ÿ
i“1
piδωi (2.10)
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3Le´vy Measure Decompositions for the Beta and
Gamma Processes
In this chapter we develop explicit and simple decompositions by following the con-
jugacy principle for two widely used Le´vy processes, the beta and gamma processes.
The conjugacy means that the decompositions are manifested by leveraging the forms
of conjugate likelihoods to the Le´vy measures. The decompositions bring new per-
spectives on the beta and gamma processes, with associated properties analyzed
here in detail. The decompositions are constituted in terms of an infinite set of sub-
processes of form convenient for computation. Since the number of sub-processes
is infinite, a truncation analysis is also presented, of interest for practical use. We
show some posterior properties of such decompositions, with the beta process as
an example. We also extend the decomposition to the symmetric gamma process
(positive and negative jumps), suggesting that the Le´vy measure decomposition is
applicable for other pure-jump Le´vy processes represented by their Le´vy measures.
Summarizing the main contributions of our methods:
• We constitute Le´vy measure decompositions for the beta, stable-beta, gamma,
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generalized gamma and symmetric gamma processes via the principle of con-
jugacy, providing new perspectives on these processes.
• The decomposition of the beta process unifies the constructions in (Thibaux
and Jordan, 2007a), (Teh and Go¨ru¨r, 2009), and (with a different decompos-
ing method) (Paisley et al., 2010), and a new generative construction for the
gamma process and its variations is derived.
• Truncation analyses and posterior properties for such decompositions are pre-
sented for practical use.
3.1 Le´vy measure decomposition for the beta process
3.1.1 Le´vy measure decomposition
The infinite integral of the improper beta distribution inspires a decomposition of
the improper distribution with an infinite number of proper distributions. The sin-
gularity in the improper beta distribution is manifested from pi´1. Since pi P p0, 1q,
the geometric series expansion yields
pi´1 “
8ÿ
k“0
p1´ piqk, pi P p0, 1q (3.1)
and substituting (3.1) in (2.6), with manipulation detailed in the Appendix, we have
the Le´vy measure decomposition theorem of the beta process:
Theorem 1 For a beta process B „ BPpcpωq, µq with base measure µ and concen-
tration cpωq, denote Π as its underlying Poisson process and ν the Le´vy measure,
then B and Π can be expressed as
Π “
8ď
k“0
Πk , B “
8ÿ
k“0
Bk (3.2)
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where Bk is a Le´vy process with Πk its underlying Poisson process. The Le´vy measure
νk of Bk is a decomposition of ν:
ν “
8ÿ
k“0
νk
νkpdpi, dωq “ Betap1, cpωq ` kqdpiµkpdωq
µkpdωq “ cpωq
cpωq ` kµpdωq
(3.3)
where Betap1, cpωq`kq is the PDF of beta distribution with parameters 1 and cpωq`k.
Theorem 1 is the beta process instantiation of the completely random measure
decomposing in (2.4), which indicates that the underlying Poisson process Π of the
beta process B is the superposition of an infinite number of independent Poisson
processes tΠku8k“0, with νk the mean measure of Πk and µk the mean measure of
the restriction of Πk on Ω. As a result, the beta process B can be expressed as a
sum of an infinite number of independent Le´vy processes tBku8k“0 with tΠku8k“0 the
underlying Poisson process. The independence of tΠku8k“0 and tBku8k“0 w.r.t. index
k is justified by the fact that both µ and cpωq are fixed parameters.
3.1.2 The Le´vy process Bk
It is interesting to study the properties of Bk, such as the expectation and variance.
Denoting Bkpdωq “ 1cpωq`k`1µkpdωq as the base measure of Bk, for @A P F :
EpBkpAqq “
ż
A
Bkpdωq “ BkpAq
VarpBkpAqq “
ż
A
2
cpωq ` k ` 2Bkpdωq
(3.4)
It is noteworthy that the Le´vy process Bk is no longer a beta process, since (2.5)
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is not satisfied. By Theorem 1, the jumps of Bk follow a proper beta distribution
parameterized by the concentration function cpωq and the index k, and µk determines
the locations where the jumps happen. Since tBku8k“0 are independent w.r.t. the
index k, with Theorem 1:
8ÿ
k“0
EpBkpAqq “ EpBpAqq
8ÿ
k“0
VarpBkpAqq “ VarpBpAqq
(3.5)
The detailed procedure to derive (3.4) and (3.5) is given in the Appendix.
3.1.3 Simulating the beta process
Poisson superposition simulation
Theorem 1 reveals that the underlying Poisson process of a beta process is a super-
position of an infinite number of Poisson processes, each of which has a finite set of
atoms. This perspective also provides a simulation procedure for the beta process:
first, the Poisson process Πk is sampled for all k “ 0, 1, 2, ¨ ¨ ¨ , (here we term the
index k as the “round” of the simulation); then take the union of the samples of each
Πk as a realization of the Poisson process Π. With the marking theorem (Kingman,
1993) implicitly applied, the simulation procedure of the beta process is as follows:
Simulation procedure: For round k:
1: Sample the number of points for Πk: nk „ Poissonp
ş
Ω
µkpdωqq;
2: Sample nk points from µk: ωki
i.i.d.„ µkş
Ω µkpdωq , for i “ 1, 2, ¨ ¨ ¨ , nk;
3: Sample Bkpωkiq i.i.d.„ Betap1, cpωkiq ` kq, for i “ 1, 2, ¨ ¨ ¨ , nk;
Then the union
Ť8
k“0tpωki, Bkpωkiqunki“1 is a realization of Π (and equivalently of B).
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We refer to the above simulation procedure as the Poisson superposition simu-
lation, for the central role of the Poisson superposition. The especially convenient
case is when the beta process is homogeneous, i.e., cpωq “ c is a constant. In this
case tωkiunki“1 for all rounds k are drawn from the same distribution µ{γ; and nk is
drawn from Poissonp cγ
c`k q. For round k, both the number of points and the jumps
statistically diminish as k increases, suggesting that the infinite sum in (3.2) may
be truncated as B “ řKk“0Bk for large K, with minimal impact. Such truncation
effects are investigated in detail in Section 3.1.4.
Related work
In (Thibaux and Jordan, 2007a) the authors derived the above simulation procedure
for the homogeneous case within the beta-Bernoulli process context, which is shown
here a necessary result of the Le´vy measure decomposition. The same decomposing
manipulation of Theorem 1 can be also applied to the stable beta process (Teh and
Go¨ru¨r, 2009) which yields:
νk “ Betap1´ σ, cpωq ` σ ` kqdpi ¨ Γpcpωq ` σ ` kqΓpcpωq ` 1q
Γpcpωq ` k ` 1qΓpcpωq ` σqµpdωq (3.6)
It is noteworthy that the decomposition procedure described in Theorem 1 is
not the only Le´vy measure decomposing method for the beta process. The work of
(Paisley et al., 2012) and (Broderick et al., 2011) show that the stick-breaking con-
struction of the beta process in (Paisley et al., 2010) is indeed a result of another way
of decomposing the Le´vy measure of the beta process. We next analyze the trun-
cation property of the construction described in Section 3.1.3 and make comparison
with the construction of beta process in (Paisley et al., 2010).
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3.1.4 Truncation analysis
Since the Poisson superposition simulation operates in rounds, it is natural to analyze
the distance between the true beta process B and its truncation
řK
k“0Bk, with
truncation at round K. A metric for such distance is the L1 norm:
||B ´
Kÿ
k“0
Bk||1 “ E|B ´
Kÿ
k“0
Bk| “
ż
Ω
µK`1pdωq
γ
(3.7)
The expectation in (3.7) is w.r.t. the normalized measure ν{γ, which yields
}B}1 “ 1. When B is homogeneous, (3.7) reduces to cc`K`1 , which indicates that the
L1 distance decreases at a rate of Op 1K q. For the stick-breaking construction of beta
process described in (Paisley et al., 2010), the L1 distance is: p cc`1qK`1.
Another metric is the L1 distance between the marginal likelihood of a set of
data b “ b1:M , with m8pbq denotes the marginal likelihood (here the likelihood is a
Bernoulli process) with prior B, and mKpbq for řKk“0Bk. This metric was applied on
the truncated Indian buffet process (Doshi et al., 2009) and truncated stick-breaking
construction of the beta process (Paisley et al., 2012), which indicates
1
4
ż
|m8pbq ´mKpbq|db ď PrpDk ą K, 1 ď i ď nk, 1 ď m ďM, s.t. bmki “ 1q (3.8)
where b1:M
i.i.d.„ BePpBq are drawn from a Bernoulli process with base measure B;
bmki “ bmpωkiq is the mth realization of the Bernoulli process at atom ωki. For the
truncation
řK
k“0Bk it can be shown that the RHS of (3.8) is bounded by:
RHS of p3.8q ď 1´ expp´M
ż
Ω
µK`1pdωqq (3.9)
For the homogeneous case, the bound of (3.9) is 1´ expp´Mγ c
c`K`1q. For the stick-
breaking construction of beta process, the bound is given by: 1´expp´Mγp c
c`1qK`1q
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Figure 3.1: Simulation of the truncation errors of the beta process decomposition
presented in Theorem 1. (a) Comparison of the truncation errors by round yielded
by simulating the beta process decomposition with the theoretical analysis. (b)
Comparison of the truncation errors by point yielded by simulating the beta process
decomposition and stick-breaking beta process, with different c and γ.
(Paisley et al., 2012).
In order to analyze the bound w.r.t. the truncation level by number of atoms,
denote IK “ řKk“0 nk as the total number of atoms in řKk“0Bk. Since K „ OpeEpIK qcγ q,
it is proved that (3.7) and the bound in (3.9) decreases at a faster rate w.r.t. I than
the stick-breaking construction of beta process. This indicates that the simulation
procedure described in Section 3.1.3 follows a steeper statistically-decreasing order.
The proof is presented in the Appendix.
Figure 3.1 shows the simulation results of the truncation error analysis. Fig-
ure 3.1(a) compares the simulated truncation errors by round of the beta process
decomposition (denoted as BPd) for a beta process with c “ 1, γ “ 10 with the
theoretical results given by (3.7). In (a) the simulated results accord with the the-
oretical analysis. Figure 3.1(b) compares the truncation errors by point of the beta
process decomposition (denoted as BPd) for beta processes with different c and γ,
with the stick-breaking beta process (denoted as BPsb). It is shown in (b) that the
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truncation errors of the beta process decomposition follow steeper decreases than the
stick-breaking beta process, as we theoretically proved.
However, it is noteworthy that by the first step of the simulation procedure in
Section 3.1.3, nk is statistically decreasing with the round k. When k goes large,
it is typical that it takes many times to draw a non-zero nk by following the first
step of the simulation procedure. While in the stick-breaking construction of the beta
process (Paisley et al., 2012), nk is statistically unchanged with the round k, which is
more efficient in simulating the beta process, although with higher truncation errors.
3.1.5 Posterior estimation
The goal of the inference is to estimate the beta process B from a set of observed
data b with prior BPpc, µq. The data b “ b1:M is the same as in Section 3.1.4, which
can be expressed as:
bm “
8ÿ
i“1
bi,mδωi , m “ 1, 2, ¨ ¨ ¨ ,M (3.10)
where each bi,m P t0, 1u.
Posterior of Bk
Since B|b „ BPpc ` M, cµ
c`M `
řM
m“1 bm
c`M q (Thibaux and Jordan, 2007a), the base
measure of B|b is a measure with positive masses assigned on single atoms. Theorem
1 is still applicable to this beta process with mixed type of base measure, which yields
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B1 “
8ÿ
k“0
B1k
ν 1k “ Betap1, c`M ` kqµ1k
µ1k “ cµc`M ` k `
řM
m“1 bm
c`M ` k
(3.11)
where the B1, B1k, ν 1k, and µ1k are the posterior counterparts of B, Bk, νk, and µk.
Posterior estimation of pii:
Since each µk has a mass
řM
m“1 bi,m
c`M`k at the atom ωi, each Bk will contribute
Poissonp
řM
m“1 bi,m
c`M`k q draws with the jumps following the distribution Betap1, c`M`kq
at the atom ωi, whose sum is the pii. Thus the posterior estimation of pii is given by
pii|b “
8ÿ
k“0
Hkÿ
h“1
bkh
Hk „ Poissonp
řM
m“1 bi,m
c`M ` k q
bkh „ Betap1, c`M ` kq
(3.12)
from which it can be verified that Eppii|bq “
řM
m“1 bi,m
c`M , the same as the posterior of
pii without decomposition: BetapřMm“1 bi,m, c`M ´řMm“1 bi,mq.
For the pii with no observations, i.e.,
řM
m“1 bi,m “ 0, only a particular Bk will
contribute to pii. In this case, first the round k to which pii belongs is drawn, then
pii is drawn from the beta distribution of that round:
pii „ Betap1, c`M ` kq
k „ MPpαq, α ∝
8ÿ
k“0
1
c`M ` kδk
(3.13)
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where MPpαq is a multinomial process with probability vector α, and α is propor-
tional to the average number of points in each round. Since in practical processing
α is always to be truncated with a truncation level K, by the analysis in Section
3.1.4, (3.13) provides a way to estimate the pii within the first K rounds. And pii in
each round are of statistically different importance, contrasted to the evenly assigned
mass in the Indian buffet process.
3.1.6 Feature learning experiment with Le´vy measure decomposition of beta process
We apply the Le´vy measure decomposition for beta process described in Theorem
1 in the image inpainting problem considered in (Zhou et al., 2009), based upon
a beta process factor analysis model (Paisley and Carin, 2009). In experiments
we performed with such a model, using a Gibbs sampler, the beta process prior
was implemented using the procedure discussed in Section 3.1.3, with the posterior
estimation in Section 3.1.5 applied for inference. As shown in Figure 3.2, the proposed
representation infers a dictionary with the “important” dictionary elements captured
by the low-index members (see the discussion in Section 3.1.3). The model prioritized
the first three dictionary elements as being pure colors, specifically red, green, and
blue, with the important structured dictionary elements following (and no other pure-
color dictionary elements, while in (Zhou et al., 2009) many – seemingly redundant
– pure-color dictionary elements are inferred). This “clean” inference of prioritized
dictionary elements may be responsible for our also higher observed PSNR in signal
recovery, compared to the result given in (Zhou et al., 2009).
3.1.7 Relating the IBP and beta process
The study of the beta process through its Le´vy measure, as discussed here, also un-
covers a connection between the Indian buffet process (IBP) (Griffiths and Ghahra-
mani, 2005) and the beta process, by their Le´vy measures. The IBP with prior
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 (a)
 
The dictionary trained on the corrupted image
(b)
Figure 3.2: Comparison of the feature dictionary elements learned in image in-
painting. (a) Features learned via IBP prior. (b) Features learned via the beta
process decomposition.
pii „ Betapc γN , cq can be regarded as a Le´vy process with the Le´vy measure given as:
νIBP “ N
γ
Betapc γ
N
, cqdpiµpdωq (3.14)
here N is the same as the K in (Griffiths and Ghahramani, 2005). It can be proved
that:
νIBP
NÑ8“ ν (3.15)
which indicates that the beta process is the limit of the IBP with N Ñ 8. The
detailed proof of (3.15) is presented in the Appendix. Thus the IBP is like a “mosaic”
approximation of beta process, which becomes finer with N increases.
3.2 Le´vy measure decomposition for gamma process
3.2.1 Le´vy measure decomposition
Like the beta process, the Le´vy measure of the gamma process is characterized by
an improper distribution. However, unlike the beta process, the decomposition of
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the Le´vy measure of the gamma process comes from the exponential part. With the
details shown in the Appendix, the gamma process G can be decomposed into two
parts:
G “ Γ1 ` ΓPpα, θpωq{2q (3.16)
The second term in (3.16) is a gamma process with the same shape measure, and
half the scale of the gamma process G; the first term Γ1 is a Le´vy process with the
Le´vy measure
ř8
h“1 Gammaph, θpωq2 qdpαpdωq2hh . Here Gammaph, θpωq2 q is the PDF of the
gamma distribution, with shape parameter h and scale parameter θpωq
2
.
Further decomposing the exponential part of the gamma process ΓPpα, θpωq{2q
in (3.16) yields G “ Γ1`Γ2`ΓPpα, θpωq{3q, bearing a gamma process with the same
shape and with the scale parameter further decreased. Repeating this manipulation,
we obtain the Theorem 2:
Theorem 2 A gamma process G „ ΓPpα, θpωqq with shape measure α and scale
θpωq can be decomposed as:
G “
8ÿ
k“1
Γk, Γk “
8ÿ
h“1
Γkh, νk “
8ÿ
h“1
νkh
νkh “ Gammaph, θpωq
k ` 1qdp
αpdωq
pk ` 1qhh
(3.17)
with Γk, Γkh Le´vy processes with νk, νkh their Le´vy measures.
Theorem 2 is the gamma process instantiation of (2.4), which indicates that G
can be expressed as the sum of an infinite number of Le´vy processes Γk, k “ 1, 2, ¨ ¨ ¨ ,
where Γk is also the sum of an infinite number of Le´vy processes Γkh, h “ 1, 2, ¨ ¨ ¨ .
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3.2.2 Le´vy processes Γk and Γkh
In order to obtain further insights into the gamma process G in Theorem 2, the
expectations and variances of Γk and Γkh on any measurable set A P F are given:
EpΓkhpAqq “
ş
A θpωqαpdωq
pk ` 1qh`1
EpΓkpAqq “
ş
A θpωqαpdωq
kpk ` 1q
(3.18)
For the variances of Γk and Γkh:
VarpΓkhpAqq “ ph` 1qpk ` 1qh`2
ż
A
θ2pωqαpdωq
VarpΓkpAqq “ r 1
k2
´ 1pk ` 1q2 s
ż
A
θ2pωqαpdωq
(3.19)
Since the Le´vy processes Γk are independent w.r.t. k, with analogy to (3.5) it
can be verified that the expectation and variance of Γk sum to the expectation of
variance of G. The derivations in this section are presented in the Appendix.
3.2.3 Simulation of gamma process
Parallel to the simulation of beta process in Section 3.1.3, a simulation procedure of
the gamma process is presented:
Simulation procedure: Sample the Le´vy process Γkh:
1: Sample the number of points for Γkh: nkh „ Poissonpγ{pk ` 1qhhq;
2: Sample nkh points from α: ωkhi
i.i.d.„ α
γ
, for i “ 1, 2, ¨ ¨ ¨ , nkh;
3: Sample Γkhpωkhiq i.i.d.„ Gammaph, θpωkhiqk`1 q, for i “ 1, 2, ¨ ¨ ¨ , nkh;
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where γ “ ş
Ω
αpdωq is the mass of the shape measure. Then the unionŤ8
k“1
Ť8
h“1pωkhi,Γkhpωkhiqqnkhi“1 is a realization of the gamma process G. An advantage
of the above simulation procedure compared to the simulation procedure of the beta
process in Section 3.1.3 is that independent of whether the gamma process is homo-
geneous or inhomogeneous, ωkhi is always drawn from a fixed distribution α{γ. Like
with the beta process construction in Section 3.1.3, for the gamma process simula-
tion procedure, as k increases the expected number of new points and the expected
jumps decrease, again suggesting accurate truncation.
3.2.4 Truncation analysis
Since in the simulation procedure in Section 3.2.3 the index k and h both go to
infinity, it is practical to analyze the distance between the true gamma process and
the truncated one. To measure such a distance, we apply the L1 norm described in
Section 3.1.4:
||G´
Kÿ
k“1
Hÿ
h“1
Γkh||1 “ E|G´
Kÿ
k“1
Hÿ
h“1
Γkh| (3.20)
where the expectation in (3.20) is w.r.t. the normalized measure ν{ ş
Ω
θpωqαpdωq
with ||G||1 “ 1; and K and H are the truncation level of k and h. Then for the
situation with H “ 8:
}G´
Kÿ
k“1
8ÿ
h“1
Γkh}1 “ 1
K ` 1 (3.21)
which indicates a Op 1
K
q decreasing rate as same as the truncated beta process
shown in (3.7). It is noteworthy that Γ1 alone accounts for on average half the mass
of G. When H is finite, a remaining distance
řK
k“1
1
kpk`1qH`1 is added.
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3.2.5 Posterior estimation
In this section the posterior estimation of the gamma process decomposition proposed
in Theorem 2 is presented. For convenience, here a gamma process is represented
with its shape measure αpωq and rate function βpωq, where βpωq “ 1
θpωq .
Besides, to present the posterior analysis of the gamma process decomposition in a
parallel form to the beta process case given in Section 3.1.5, we assume the likelihood
is yielded with M independent Poisson process with the prior gamma process as the
base measure Gpdωq „ ΓPpαpdωq, βpωqq. The observed data n “ n1:M , which can
be expressed as:
nm “
8ÿ
i“1
ni,mδωi (3.22)
Given the gamma process expressed as G “ ř8i“1 piδωi , the likelihood is given by
n|G “
Mź
m“1
8ź
i“1
e´pipini,m
ni,m!
(3.23)
Then the posterior is given by
G1 „ ΓP pα `
Mÿ
m“1
nm, β `Mq (3.24)
And the posterior estimation for the gamma process decomposition as proposed in
Theorem 2 is to decompose the gamma process with the shape measure α`řMm“1 nm
and rate function β `M , analogous to the posterior estimation of the beta process
decomposition as discussed in Section 3.1.5, with ν 1kh given by
ν 1kh “ Gammaph, 1pβpωq `Mqpk ` 1qqdp
αpdωq `řMm“1 nm
pk ` 1qhh (3.25)
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3.2.6 Generalized gamma process and symmetric gamma process
Theorem 2 can be easily extended to some variations of the gamma process. Here
we give the examples of the generalized gamma process (Brix, 1999) and symmetric
gamma process (C¸inlar, 2010).
The generalized gamma process extends the ordinary gamma process by adding
a parameter 0 ă σ ă 1, whose Le´vy measure is 1
Γp1´σqp
´σ´1e´
p
θpωqdpαpdωq. Then
with the same decomposition procedure, it is straightforward that the Le´vy mea-
sure for Γkh of the generalized gamma process will change to νkh “ Gammaph ´
σ, θpωq
k`1 qdp αpdωqΓp1´σqpk`1qhh .
The symmetric gamma process is a Le´vy process whose increments are the differ-
ences of two gamma-distributed variables with the same law, whose Le´vy measure is
|p|´1e´ |p|θpωqdpαpdωq. Since there can be negative increments, the symmetric gamma
process is not a completely random measure. However, the same decomposition
procedure is still applicable, yielding νkh “ Gammap|p|
ˇˇ
h, θpωq
k`1 qdp 2αpdωqpk`1qhh , where the
distribution Gammap|p|ˇˇh, θpωq
k`1 q is to first draw |p| from Gammaph, θpωqk`1 q, then decide
the sign of p through a symmetric Bernoulli distribution.
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4Kernel Beta Process
The beta process as discussed in Section 2.3 and 3.1 is an example of Le´vy processes
(Kingman, 2002). And in Section 3.1.7 we proved that IBP can be regarded as the
limit of the beta process. The beta-Bernoulli constructions have found significant
utility in factor analysis (Knowles and Ghahramani, 2007; Zhou et al., 2009), in
which one wishes to infer the number of factors needed to represent data of interest.
Here we refer to the base measures used in the feature models as the “feature-learning
measures.”
Another example of Le´vy processes is the gamma process as discussed in Section
2.4 and 3.2; the normalized gamma process is well known as the Dirichlet process
(Ferguson, 1973; Sethuraman, 1994b) or the Chinese restaurant process (Pitman,
1995), and is widely used as the base measure in the mixture models. A key charac-
teristic of such models with the beta process and Dirichlet process is that the data
samples are assumed exchangeable, meaning that the order/indices of the data may
be permuted with no change in the model.
An important line of research concerns removal of the assumption of exchange-
ability, allowing incorporation of covariates (e.g., spatial/temporal coordinates that
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may be available with the data). As an example, MacEachern introduced the de-
pendent Dirichlet process (MacEachern, 1999). In the context of feature learning,
the phylogenetic IBP removes the assumption of sample exchangeability by impos-
ing prior knowledge on inter-sample relationships via a tree structure (Miller et al.,
2008). The form of the tree may be constituted as a result of covariates that are
available with the samples, but the tree is not necessarily unique. A dependent IBP
(dIBP) model has been introduced recently, with a hierarchical Gaussian process
(GP) used to account for covariate dependence (Williamson et al., 2010); however,
the use of a GP may constitute challenges for large-scale problems. Recently a de-
pendent hierarchical beta process (dHBP) has been developed, yielding encouraging
results (Zhou et al., 2011). However, the dHBP has the disadvantage of assigning
a kernel to each data sample, and therefore it scales unfavorably as the number of
samples increases.
In this section we develop a new Le´vy process prior, termed the kernel beta
process (KBP), which yields an uncountable number of covariate-dependent feature-
learning measures, with the beta process a special case. This model may be inter-
preted as inferring covariates xi˚ for each feature (dish), indexed by i. The gen-
erative process by which the nth data sample, with covariates xn, selects features
may be viewed as a two-step process. First the nth customer (data sample) decides
whether to “examine” dish i by drawing z
p1q
ni „ BernoullipKpxn,xi˚ ;ψi˚ qq, where ψi˚
are dish-dependent kernel parameters that are also inferred (the tψi˚ u defining the
meaning of proximity/locality in covariate space). The kernels are designed to satisfy
Kpxn,xi˚ ;ψi˚ q P p0, 1s, Kpxi˚ ,xi˚ ;ψi˚ q “ 1, and Kpxn,xi˚ ;ψi˚ q Ñ 0 as }xn´xi˚ }2 Ñ 8.
In the second step, if z
p1q
ni “ 1, customer n draws zp2qni „ Bernoullippiiq, and if zp2qni “ 1,
the feature associated with dish i is employed by data sample n. The parameters
txi˚ , ψi˚ , piiu are inferred by the model. After computing the posterior distribution
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on model parameters, the number of kernels required to represent the measures is
defined by the number of features employed from the buffet (typically small relative
to the data size); this is a significant computational savings relative to (Zhou et al.,
2011; Williamson et al., 2010), for which the complexity of the model is tied to the
number of data samples, even if a small number of features are ultimately employed.
In addition to introducing this new Le´vy process, we examine its properties, and
demonstrate how it may be efficiently applied in important data analysis problems.
The hierarchical construction of the KBP is fully conjugate, admitting convenient
Gibbs-sampling (complicated sampling methods were required for the method in
(Zhou et al., 2011)). To demonstrate the utility of the model we consider image-
processing and music-analysis applications, for which state-of-the-art performance is
demonstrated compared to other relevant methods.
4.1 Kernel Beta Process
4.1.1 Review of beta and Bernoulli processes
For a beta process B „ BPpc, B0q, where cpωq is the concentration function and B0
the base measure, with the discuss in Section 2.3 the Le´vy measure of BPpc, B0q is
given by
νpdpi, dωq “ cpωqpi´1p1´ piqcpωq´1dpiB0pdωq (4.1)
To draw B, one draws a set of points pωi, piiq P Ωˆ r0, 1s from a Poisson process
with measure ν, yielding
B “
8ÿ
i“1
piiδωi (4.2)
where δωi is a unit point measure at ωi; B is therefore a discrete measure, with
probability one. The infinite sum in (4.2) is a consequence of drawing Poissonpλq
atoms tωi, piiu, with λ “
ş
Ω
ş
r0,1s νpdω, dpiq “ 8. Additionally, for any set A Ă F ,
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BpAq “ ři: ωiPA pii.
If Zn „ BePpBq is the nth draw from a Bernoulli process, with B defined as in
(4.2), then
Zn “
8ÿ
i“1
bniδωi , bni „ Bernoullippiiq (4.3)
A set of N such draws, tZnun“1,N , may be used to define whether feature ωi P Ω is
utilized to represent the nth data sample, where bni “ 1 if feature ωi is employed,
and bni “ 0 otherwise. One may marginalize out the measure B analytically, yielding
conditional probabilities for the tZnu that correspond to the Indian buffet process
(Thibaux and Jordan, 2007b; Griffiths and Ghahramani, 2005).
4.1.2 Covariate-dependent Le´vy process
In the above beta-Bernoulli construction, the same measure B „ BPpc, B0q is em-
ployed for generation of all tZnu, implying that each of the N samples have the same
probabilities tpiiu for use of the respective features tωiu. We now assume that with
each of the N samples of interest there are an associated set of covariates, denoted
respectively as txnu, with each xn P X . We wish to impose that if samples n and
n1 have similar covariates xn and xn1 , that it is probable that they will employ a
similar subset of the features tωiu; if the covariates are distinct it is less probable
that feature sharing will be manifested.
Generalizing (4.2), consider
B “
8ÿ
i“1
γiδωi , ωi „ B0 (4.4)
where γi “ tγipxq : x P X u is a stochastic process (random function) from X Ñ r0, 1s
(drawn independently from the tωiu). Hence, B is a dependent collection of Le´vy
processes with the measure specific to covariate x P X being Bx “ ř8i“1 γipxqδωi .
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This constitutes a general specification, with several interesting special cases. For
example, one might consider γipxq “ gtµipxqu, where g : RÑ r0, 1s is any monotone
differentiable link function and µipxq : X Ñ R may be modeled as a Gaussian
process (Rasmussen and Williams, 2006), or related kernel-based construction. To
choose gtµipxqu one can potentially use models for the predictor-dependent breaks
in probit, logistic or kernel stick-breaking processes (Rodriguez and Dunson, 2009;
Ren et al., 2011b; Dunson and Park, 2008). In the remainder of this chapter we
propose a special case for design of γipxq, termed the kernel beta process (KBP).
4.1.3 Characteristic function of the kernel beta process
Recall from Hjort (Hjort, 1990) that B „ BPpcpωq, B0q is a beta process on measure
space pΩ,Fq if its characteristic function satisfies
ErejuBpAqs “ expt
ż
r0,1sˆA
pejupi ´ 1qνpdpi, dωqu (4.5)
where here j “ ?´1, and A is any subset in F . The beta process is a particular
class of the Le´vy process, with νpdpi, dωq defined as in (4.1).
For kernel Kpx,x˚;ψ˚q, let x P X , x˚ P X , and ψ˚ P Ψ; it is assumed that
Kpx,x˚;ψ˚q P r0, 1s for all x, x˚ and ψ˚. As a specific example, for the radial
basis function Kpx,x˚;ψ˚q “ expr´ψ˚}x´ x˚}2s, where ψ˚ P R`. Let x˚ represent
random variables drawn from probability measure H, with support on X , and ψ˚
is also a random variable drawn from an appropriate probability measure Q with
support over Ψ (e.g., in the context of the radial basis function, ψ˚ are drawn from
a probability measure with support over R`). We now define a new Le´vy measure
νX “ Hpdx˚qQpdψ˚qνpdpi, dωq (4.6)
where νpdpi, dωq is the Le´vy measure associated with the beta process, defined in
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(4.1).
Theorem 1 Assume parameters txi˚ , ψi˚ , pii, ωiu are drawn from measure νX in (4.6),
and that the following measure is constituted
Bx “
8ÿ
i“1
piiKpx,x˚i ;ψ˚i qδωi (4.7)
which may be evaluated for any covariate x P X . For any finite set of covariates
S “ tx1, . . . ,x|S|u, we define the |S|-dimensional random vector
K “ pKpx1,x˚;ψ˚q, . . . , Kpx|S|,x˚;ψ˚qqT , with random variables x˚ and ψ˚ drawn
from H and Q, respectively. For any set A Ă F , the B evaluated at covariates S, on
the set A, yields an |S|-dimensional random vector BpAq “ pBx1pAq, . . . ,Bx|S|pAqqT ,
where BxpAq “ ři: ωiPA piiKpx,xi˚ ;ψi˚ q. Expression (4.7) is a covariate-dependent
Le´vy process with Le´vy measure (4.6), and characteristic function for an arbitrary
set of covariates S satisfying
Erejău,BpAqąs “ expt
ż
XˆΨˆr0,1sˆA
pejău,Kpią ´ 1qνX pdx˚, dψ˚, dpi, dωqu (4.8)
l
A proof is provided in the Appendix. Additionally, for notational convenience,
below a draw of (4.7), valid for all covariates in X , is denoted B „ KBPpc, B0, H,Qq,
with c and B0 defining νpdpi, dωq in (4.1).
4.1.4 Relationship to the beta-Bernoulli process
If the covariate-dependent measure Bx in (4.7) is employed to define covariate-
dependent feature usage, then Zx „ BePpBxq, generalizing (4.3). Hence, given
txi˚ , ψi˚ , piiu, the feature-usage measure is Zx “
ř8
i“1 bxiδωi ,
with bxi „ BernoullippiiKpx,xi˚ ;ψi˚ qq. Note that it is equivalent in distribution to
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express bxi “ zp1qxi zp2qxi , with zp1qxi „ BernoullipKpx,xi˚ ;ψi˚ qq and zp2qxi „ Bernoullippiiq.
This model therefore yields the two-step generalization of the generative process of
the beta-Bernoulli process discussed in the Introduction. The condition z
p1q
xi “ 1 only
has a high probability when observed covariates x are near the (latent/inferred) co-
variates xi˚ . It is deemed attractive that this intuitive generative process comes as a
result of a rigorous Le´vy process construction, the properties of which are summa-
rized next.
4.1.5 Properties of B
For all Borel subsets A P F , if B is drawn from the KBP and for covariates x,x1 P X ,
we have
ErBxpAqs “ B0pAqEpKxq
CovpBxpAq,Bx1pAqq “ EpKxKx1q
ż
A
B0pdωqp1´B0pdωqq
cpωq ` 1 ´ CovpKx, Kx1q
ż
A
B20pdωq
where, EpKxq “
ş
XˆΨKpx,x˚;ψ˚qHpdx˚qQpdψ˚q. If Kpx,x˚;ψ˚q “ 1 for all x P X ,
EpKxq “ EpKxKx1q “ 1, and CovpKx, Kx1q “ 0, and the above results reduce to the
those for the original BP (Thibaux and Jordan, 2007b).
Assume cpωq “ c, where c P R` is a constant,
and let Kx “ pKpx,x1˚ ;ψ1˚ q, Kpx,x2˚ ;ψ2˚ q, . . . qT represent an infinite-dimensional
vector, then for fixed kernel parameters txi˚ , ψi˚ u,
CorrpBxpAq,Bx1pAqq “ ăKx,Kx1 ą}Kx}2 ¨ }Kx1}2 (4.9)
where it is assumed ă Kx,Kx1 ą, }Kx}2, }Kx1}2 are finite; the latter condition is
always met when we (in practice) truncate the number of terms used in (4.7). The
expression in (4.9) clearly imposes the desired property of high correlation in Bx and
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Bx1 when x and x1 are proximate.
Proofs of the above properties are provided in the Appendix.
4.2 Applications
4.2.1 Model construction
We develop a covariate-dependent factor model, generalizing (Knowles and Ghahra-
mani, 2007; Zhou et al., 2009), which did not consider covariates. Consider data
yn P RM with associated covariates xn P RL, with n “ 1, . . . , N . The factor loadings
in the factor model here play the role of “dishes” in the buffet analogy, and we model
the data as
yn “ Dpwn ˝ bnq ` n
Zxn „ BePpBxnq, B „ KBPpc, B0, H,Qq, B0 „ DPpα0G0q (4.10)
wn „ N p0, α´11 IT q, n „ N p0, α´12 IMq
with gamma priors placed on α0, α1 and α2, with ˝ representing the pointwise
(Hadamard) vector product, and with IM representing the M ˆ M identity ma-
trix. The Dirichlet process (Ferguson, 1973) base measure G0 “ N p0, 1M IMq, and
the KBP base measure B0 is a mixture of atoms (factor loadings). For the applica-
tions considered it is important that the same atoms be reused at different points
txi˚ u in covariate space, to allow for repeated structure to be manifested as a function
of space or time, within the image and music applications, respectively. The columns
of D are defined respectively by pω1, ω2, . . . q in B, and the vector bn “ pbn1, bn2, . . . q
with bnk “ Zxnpωkq. Note that B is drawn once from the KBP, and when drawing
the Zxn we evaluate B as defined by the respective covariate xn.
When implementing the KBP, we truncate the sum in (4.7) to T terms, and
draw the pii „ Betap1{T, 1q, which corresponds to setting c “ 1. We set T large,
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and the model infers the subset of tpiiui“1,T that have significant amplitude, thereby
estimating the number of factors needed for representation of the data. In practice we
let H and Q be multinomial distributions over a discrete and finite set of, respectively,
locations for txi˚ u and kernel parameters for tψi˚ u, details of which are discussed in
the specific examples.
In (4.10), the ith column of D, denoted Di, is drawn from B0, with B0 drawn from
a Dirichlet process (DP). There are multiple ways to perform such DP clustering, and
here we apply the Po´lya urn scheme (Ferguson, 1973). Assume D1,D2, . . . ,Di´1 are
a series of i.i.d. random draws from B0, then the successive conditional distribution
of Di is of the following form:
Di|D1, . . . ,Di´1, α0, G0 „
Nuÿ
l“1
nl˚
i´ 1` α0 δD˚l `
α0
i´ 1` α0G0, (4.11)
where tDl˚ ul“1,Nu are the unique dictionary elements shared by the first i´1 columns
of D, and nl˚ “
ři´1
j“1 δpDj “ Dl˚ q. For model inference, an indicator variable ci is
introduced for each Di, and ci “ l with a probability proportional to nl˚ , with
l “ 1, . . . , Nu, with ci equal to Nu ` 1 with a probability controlled by α0. If ci “ l
for l “ 1, . . . , Nu, Di takes the value Dl˚ ; otherwise Di is drawn from the prior
G0 “ N p0, 1M IMq, and a new dish/factor loading DN˚u`1 is hence introduced.
4.2.2 Extensions
It is relatively straightforward to include additional model sophistication into (4.10),
one example of which we will consider in the context of the image-processing example.
Specifically, in many applications it is inappropriate to assume a Gaussian model for
the noise or residual n. In Section 4.3.3 we consider the following augmented noise
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model:
n “ λn ˝mn ` ˆn (4.12)
λn „ N p0, α´1λ IMq, mnp „ Bernoullipp˜inq, p˜in „ Betapa0, b0q, ˆn „ N p0, α´13 IMq
with gamma priors placed on αλ and α2, and with p “ 1, . . . ,M . The term λn ˝mn
accounts for “spiky” noise, with potentially large amplitude, and pˆin represents the
probability of spiky noise in data sample n. This type of noise model was considered
in (Zhou et al., 2011), with which we compare.
4.2.3 Inference
The model inference is performed with a Gibbs sampler. Due to the limited space,
only those variables having update equations distinct from those in the BP-FA of
(Zhou et al., 2009) are included here. Assume T is the truncation level for the
number of dictionary elements, tDiui“1,T ; Nu is the number of unique dictionary
elements values in the current Gibbs iteration, tDl˚ ul“1,Nu . For the applications con-
sidered in this chapter, Kpxn,xi˚ ;ψi˚ q is defined based on the Euclidean distance:
Kpxn,xi˚ ;ψi˚ q “ expr´ψi˚ ||xn ´ xi˚ ||2s for i “ 1, . . . , T ; both ψi˚ and xi˚ are updated
from multinomial distributions (defining Q and H, respectively) over a set of dis-
cretized values with a uniform prior for each; more details on this are discussed in
Section 4.3.
• Update tDl˚ ul“1,L: Dl˚ „ N pµl,Σlq,
µl “ Σlrα2
Nÿ
n“1
ÿ
i:ci“l
pbniwniqy´ln s, Σl “ rα2
Nÿ
n“1
ÿ
i:ci“l
pbniwniq2 `M s´1IM ,
where y´ln “ yn ´
ř
i:ci‰l Dipbniwniq.
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• Update tciui“1,T : ppciq „ Multppiq,
ppci “ l|´q9
#
n˚l
´i
T´1`α0
śN
n“1 expt´α22 }y´in ´Dl˚ pbniwniq}22u, if l is previously used,
α0
T´1`α0
śN
n“1 expt´α22 }y´in ´Dl˚newpbniwniq}22u, if l “ lnew,
where nl˚
´i “ řj:j‰i δpDj “ Dl˚ q, and y´in “ yn ´ řk:k‰i Dkpbnkwnkq; pi is
realized by normalizing the above equation.
• Update tZxnun“1,N : for Zxn , update each component ppbniq „ Bernoullipvniq
for i “ 1, . . . , K,
ppbni “ 1q
ppbni “ 0q “
expt´α2
2
“
DTi Diw
2
ni ´ 2wniDTi y´in
‰upiiKpxn,xi˚ ;ψi˚ q
1´ piiKpxn,xi˚ ;ψi˚ q
.
vni is calculated by normalizing ppbniq with the above constraint.
• Update tpiiui“1,T :
Introduce two sets of auxiliary variables tzp1qni ui“1,T and tzp2qni ui“1,T for each data
yn. Assume z
p1q
ni „ Bernoullippiiq and zp2qni „ BernoullipKpxn,xi˚ ;ψi˚ qq. For each
specific n,
– If bni “ 1, zp1qni “ 1 and zp2qni “ 1;
– If bni “ 0,
$’’’’&’’’’%
ppzp1qni “ 0, zp2qni “ 0|bni “ 0q “ p1´piiq
`
1´Kpxn,x˚i ;ψ˚i q
˘
1´piiKpxn,x˚i ;ψ˚i q
ppzp1qni “ 0, zp2qni “ 1|bni “ 0q “ p1´piiqKpxn,x
˚
i ;ψ
˚
i q
1´piiKpxn,x˚i ;ψ˚i q
ppzp1qni “ 1, zp2qni “ 0|bni “ 0q “ pii
`
1´Kpxn,x˚i ;ψ˚i q
˘
1´piiKpxn,x˚i ;ψ˚i q
From the above equations, we derive the conditional distribution for pii,
pii „ Beta
` 1
T
`
ÿ
n
z
p1q
ni , 1`
ÿ
n
p1´ zp1qni q
˘
.
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4.3 Experiments
4.3.1 Hyperparameter settings
For both α1 and α2 the corresponding prior was set to Gammap10´6, 10´6q; the
concentration parameter α0 was given a prior Gammap1, 0.1q. For both experi-
ments below, the number of dictionary elements T was truncated to 256, the num-
ber of unique dictionary element values was initialized to 100, and tpiiui“1,T were
initialized to 0.5. All tψi˚ ui“1,T were initialized to 10´5 and updated from a set
t10´5, 10´4, 10´3, 10´2, 10´1, 1u with a uniform prior Q. The remaining variables
were initialized randomly. No parameter tuning or optimization has been performed.
4.3.2 Music analysis
We consider the same music piece as described in (Ren et al., 2010): “A Day in the
Life” from the Beatles’ album Sgt. Pepper’s Lonely Hearts Club Band. The acoustic
signal was sampled at 22.05 KHz and divided into 50 ms contiguous frames; 40-
dimensional Mel frequency cepstral coefficients (MFCCs) were extracted from each
frame, shown in Figure 4.1(a).
A typical goal of music analysis is to infer interrelationships within the music
piece, as a function of time (Ren et al., 2010). For the audio data, each MFCC
vector yn has an associated time index, the latter used as the covariate xn. The finite
set of temporal sample points (covariates) were employed to define a library for the
txi˚ u, and H is a uniform distribution over this set. After 2000 burn-in iterations,
we collected samples every five iterations. Figure 4.1(b) shows the frequency for the
number of unique dictionary elements used by the data, based on the 1600 collected
samples; and Figure 4.1(c) shows the frequency for the number of total dictionary
elements used.
With the model defined in (4.10), the sparse vector bn ˝wn indicates the impor-
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Figure 4.1: (a) MFCCs features used in music analysis, where the horizontal axis cor-
responds to time, for “A Day in the Life”. Based on the Gibbs collection samples: (b)
frequency on number of unique dictionary elements, and (c) total number of dictionary
elements.
tance of each dictionary element from tDiui“1,T to data yn. Each of these N vectors
tbn ˝ wnun“1,N was normalized within each Gibbs sample, and used to compute a
correlation matrix associated with the N time points in the music. Finally, this ma-
trix was averaged across the collection samples, to yield a correlation matrix relating
one part of the music to all others. For a fair comparison between our methods and
the model proposed in (Ren et al., 2010) (which used an HMM, and computed corre-
lations over windows of time), we divided the whole piece into multiple consecutive
short-time windows. Each temporal window includes 75 consecutive feature vectors,
and we compute the average correlation coefficients between the features within each
pair of windows. There were 88 temporal windows in total (each temporal window is
denoted as a sequence in Figure 4.2), and the dimension of the correlation matrix is
accordingly 88ˆ 88. The computed correlation matrix for the proposed KBP model
is presented in Figure 4.2(a).
We compared KBP performance with results based on BP-FA (Zhou et al., 2009)
in which covariates are not employed, and with results from the dynamic clustering
model in (Ren et al., 2010), in which a dynamic HMM is employed (in (Ren et al.,
2010) a dynamic HDP, or dHDP, was used in concert with an HMM). The BP-FA
results correspond to replacing the KBP with a BP. The correlation matrix computed
40
Sequence index
Se
qu
en
ce
 in
de
x
 
 
10 20 30 40 50 60 70 80
10
20
30
40
50
60
70
80
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
(a)
Sequence index
Se
qu
en
ce
 in
de
x
 
 
10 20 30 40 50 60 70 80
10
20
30
40
50
60
70
80
0.8
0.85
0.9
0.95
1
(b)
sequence index
se
qu
en
ce
 in
de
x
10 20 30 40 50 60 70 80
10
20
30
40
50
60
70
80 0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
(c)
Figure 4.2: Inference of relationships in music as a function of time, as computed via a
correlation of the dictionary-usage weights, for (a) and (b), and based upon state usage in
an HMM, for (c). Results are shown for “A Day in the Life.” The results in (c) are from
(Ren et al., 2010), as a courtesy from the authors of that paper. (a) KBP-FA, (b) BP-FA,
(c) dHDP-HMM .
from the BP-FA and the dHDP-HMM (Ren et al., 2010) are shown in Figures 4.2(b)
and (c), respectively. The dHDP-HMM results yield a reasonably good segmentation
of the music, but it is unable to infer subtle differences in the music over time (for
example, all voices in the music are clustered together, even if they are different).
Since the BP-FA does not capture as much localized information in the music (the
probability of dictionary usage is the same for all temporal positions), it does not
manifest as good a music segmentation as the dHDP-HMM. By contrast, the KBP-
FA model yields a good music segmentation, while also capturing subtle differences
in the music over time (e.g., in voices). Note that the use of the DP to allow repeated
use of dictionary elements as a function of time (covariates) is important here, due
to the repetition of structure in the piece. One may listen to the music and observe
the segmentation at http://www.youtube.com/watch?v=35YhHEbIlEI.
4.3.3 Image interpolation and denoising
We consider image interpolation and denoising as two additional potential applica-
tions. In both of these examples each image is divided into N 8 ˆ 8 overlapping
patches, and each patch is stacked into a vector of length M “ 64, constituting
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observation yn P RM . The covariate xn represents the patch coordinates in the 2-D
space. The probability measure H corresponds to a uniform distribution over the
centers of all 8 ˆ 8 patches. The images were recovered based on the average of
the collection samples, and each pixel was averaged across all overlapping patches in
which it resided. For the image-processing examples, 5000 Gibbs samples were run,
with the first 2000 discarded as burn-in.
For image interpolation, we only observe a fraction of the image pixels, sampled
uniformly at random. The model infers the underlying dictionary D in the presence
of this missing data, as well as the weights on the dictionary elements required for
representing the observed components of tynu; using the inferred dictionary and
associated weights, one may readily impute the missing pixel values. In Table 4.1
we present average PSNR values on the recovered pixel values, as a function of the
fraction of pixels that are observed (20% in Table 4.1 means that 80% of the pixels
are missing uniformly at random). Comparisons are made between a model based
on BP and one based on the proposed KBP; the latter generally performs better,
particularly when a large fraction of the pixels are missing. The proposed algorithm
yields results that are comparable to those in (Zhou et al., 2011), which also employed
covariates within the BP construc tion. However, the proposed KBP construction
has the significant computational advantages of only requiring kernels centered at the
locations of the dictionary-dependent covariates txi˚ u, while the model in (Zhou et al.,
2011) has a kernel for each of the image patches, and therefore it scales unfavorably
for large images.
In the image-denoising example in Figure 4.3 the images were corrupted with
both white Gaussian noise (WGN) and sparse spiky noise, as considered in (Zhou
et al., 2011). The sparse spiky noise exists in particular pixels, selected uniformly
at random, with amplitude distributed uniformly between ´255 and 255. For the
pepper image, 15% of the pixels were corrupted by spiky noise, and the standard
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Table 4.1: Comparison of BP and KBP for interpolating images with pixels missing uni-
formly at random, using standard image-processing images. The top and bottom rows of
each cell show results of BP and KBP, respectively. Results are shown when 20%, 30%
and 50% of the pixels are observed, selected uniformly at random.
ratio C.man House Peppers Lena Barbara Boats F.print Man Couple Hill
20%
23.75 29.75 25.56 30.97 26.84 27.84 26.49 28.29 27.76 29.38
24.02 30.89 26.29 31.38 28.93 28.11 26.89 28.37 28.03 29.67
30%
25.59 33.09 28.64 33.30 30.13 30.20 29.23 29.89 29.97 31.19
25.75 34.02 29.29 33.33 31.46 30.24 29.37 30.12 30.33 31.25
50%
28.66 38.26 32.53 36.79 35.95 33.05 33.50 33.19 33.61 34.19
28.78 38.35 32.69 35.89 36.03 33.18 32.18 32.35 32.35 32.60
deviation of the WGN was 15; for the house image, 10% of the pixels were corrupted
by spiky noise and the standard deviation of WGN was 10. We compared with
different methods on both two images: the augmented KBP-FA model (KBP-FA+)
in Section 4.2.2, the BP-FA model augmented with a term for spiky noise (BP-FA+)
and the original BP-FA model. The model proposed with KBP showed the best
denoising result for both visual and quantitative evaluations. Again, these results
are comparable to those in (Zhou et al., 2011), with the significant computational
advant age discussed above. Note that here the imposition of covariates and the
KBP yields marked improvements in this application, relative to BP-FA alone.
4.4 Summary
A new Le´vy process, the kernel beta process, has been developed for the problem of
nonparametric Bayesian feature learning, with example results presented for music
analysis, image denoising, and image interpolation. In addition to presenting theo-
retical properties of the model, state-of-the-art results are realized on these learning
tasks. The inference is performed via a Gibbs sampler, with analytic update equa-
tions. Concerning computational costs, for the music-analysis problem, for example,
the BP model required around 1 second per Gibbs iteration, with KBP requiring
about 3 seconds, with results run on a PC with 2.4GHz CPU, in non-optimized
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Figure 4.3: Denoising Result: the first column shows the noisy images (PSNR is 15.56
dB for Peppers and 17.54 dB for House); the second and third column shows the results
inferred from the BP-FA model (PSNR is 16.31 dB for Peppers and 17.95 dB for House),
with the dictionary elements shown in column two and the reconstruction in column three;
the fourth and fifth columns show results from BP-FA+ (PSNR is 23.06 dB for Peppers
and 26.71 dB for House); the sixth and seventh column shows the results of the KBP-FA+
(PSNR is 27.37 dB for Peppers and 34.89 dB for House). In each case the dictionaries are
ordered based on their frequency of usage, starting from top-left.
MatlabTM.
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5Scalable Bayesian Low-Rank Tensor Representation
In the previous chapters, our study about the stochastic processes in the applications
of nonparametric Bayesian methods is focused on the scope of Le´vy processes - the
Le´vy measure decomposition in Chapter 3 and kernel beta process in Chapter 4.
While in this chapter, we apply a non-Le´vy process, the multiplicative gamma process
(Bhattacharya and Dunson, 2011) in the low-rank representation of tensors for the
multiway data inference task. To be specific, the multiplicative gamma process
prior is applied along the super-diagonal in the CANDECOMP/PARAFAC (CP)
decomposition (Kolda and Bader, 2009) of tensors to infer the tensor ranks in a
nonparametric way.
5.1 Low-Rank Tensor Decomposition
In this section, we present our framework for low-rank tensor decomposition based
on the CP decomposition (Kolda and Bader, 2009). We infer the rank by placing a
shrinkage prior, the multiplicative gamma process (MGP) (Bhattacharya and Dun-
son, 2011), over the superdiagonal elements of the core tensor (Λ in Figure 5.1) in
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the CP decomposition. The MGP prior adaptively learns the appropriate number of
component tensors, and leads to an efficient low-rank approximation of the tensor.
5.1.1 CP Decomposition of Tensor
The CANDECOMP/PARAFAC (CP) decomposition decomposes a tensor into a sum
of rank-1 component tensors (Kolda and Bader, 2009). A K-way (or K-mode) tensor
X P Rn1ˆn2ˆ¨¨¨ˆnK , with the integer nk being the dimension of X along the kth way,
can be represented in its CP decomposition form:
X “
Rÿ
r“1
λr ¨ up1qr ˝ up2qr ˝ ¨ ¨ ¨ ˝ upKqr (5.1)
where the vector u
pkq
r P Rnk and ‘˝’ denotes the vector outer product. Here R is
referred to as the rank of the tensor X . With the CP decomposition as given in
(5.1), the tensor element xi, with i “ ri1, i2, ¨ ¨ ¨ , iKs its K-dimensional index vector,
can be concisely represented by:
xi “
Rÿ
r“1
λr
Kź
k“1
u
pkq
ikr
(5.2)
Denote by U pkq “ rupkq1 ,upkq2 , ¨ ¨ ¨ ,upkqR s, k “ 1, 2, ¨ ¨ ¨ , K, the nk ˆR factor matrix of
the k-th mode of the tensor. When a vector form of the tensor X is desired, the
above CP decomposition can be written as:
vecpX q “ U p1q d U p2q d ¨ ¨ ¨ d U pKq ¨ λ (5.3)
where d denotes the Khatri-Rao product and λ “ rλ1, λ2, ¨ ¨ ¨ , λRs denotes the vector
along the superdiagonal of the core tensor.
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X
= +...
u(1)1
Λ
...
U(1)
U(2)
U (3)
λ1
u(2)1
u(3)1
λ1
λR
u(1)R
λR
u(2)R
u(3)R
=
+
Figure 5.1: The CP decomposition of tensors (a three-mode tensor shown for illustra-
tion).
5.1.2 Rank Specification
The CP decomposition yields a concise representation of tensors. However, the trade-
off of the conciseness is that in the CP decomposition the rank of the tensor being
decomposed needs to be pre-specified. However, rank estimation for tensors is in gen-
eral an NP hard problem (Hastad, 1990). To avoid the burdensome rank estimation
task, a reasonable solution is to express the original tensor with a “good-enough”
low-rank approximation; for example, in the sense of the Frobenius norm. But un-
fortunately, unlike the 2-way (matrix) cases, where the low-rank approximation is
completely solved with the Eckart-Young theorem (Eckart and Young, 1936), for
tensors the low-rank approximation can often be an ill-posed problem as discussed
in (de Silva and Lim, 2008).
Such theoretical dilemma inspires alternative solutions for low-rank approxima-
tion of tensors. Instead of relying on ad-hoc or cumbersome model selection methods
such as AIC, BIC, or the marginal likelihood, we turn to the nonparametric Bayesian
modeling paradigm to adaptively infer the rank of the tensor being decomposed (or a
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close approximation of the rank necessary to obtain a sufficiently good low-rank ap-
proximation for a given dataset). In particular, we propose a nonparametric Bayesian
low-rank CP decomposition for tensors based on the theoretically well motivated mul-
tiplicative gamma process (Bhattacharya and Dunson, 2011) prior (MGP) construc-
tion to infer the rank, as opposed to priors such as the Indian Buffet Process (Griffiths
and Ghahramani, 2011) for which inference can be complicated/slow. As we show
subsequently, the shrinkage property of the MGP leads to fully conjugate models in
both continuous and binary data cases and allows us to derive simple, closed-form
Gibbs sampling updates for all model parameters. For the binary case in particular,
the conjugacy is achieved via the Po´lya-Gamma sampling strategy (Polson et al.,
2012) which elicits a closed-form Gibbs sampler.
5.1.3 CP Decomposition with MGP
Our low-rank tensor decomposition model construction is based on the multiplicative
gamma process (MGP), originally proposed in the context of factor analysis of ma-
trix data (Bhattacharya and Dunson, 2011). In (Bhattacharya and Dunson, 2011),
this prior was employed on the columns of the factor loading matrix, such that the
columns increasingly shrink to zero as the column index increases. We generalize this
construction for the multi-way tensor case. Crucially, different from the construction
used in (Bhattacharya and Dunson, 2011), for the low-rank decomposition of tensors
we put the MGP prior on the superdiagonal elements λ of the core tensor Λ. This
greatly reduces the number of parameters to be estimated in the tensor case. We
denote this CP decomposition driven by the MGP as MGP-CP. The MGP prior is
represented by:
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λr „ N p0, τ´1r q, 1 ď r ď R
τr “
rź
l“1
δl, δl „ Gapac, 1q ac ą 1
(5.4)
The multiplicative gamma process prior described in (5.4) on the precision of the
Gaussian distribution for λr will shrink the λr towards zero as r increases. The ap-
propriate rank R under our MGP based tensor decomposition model can be inferred
two ways: (i) using a reasonably large truncation level, or (ii) using an adaptation
strategy (discussed in Section 5.2.2) which allows growing or shrinking ranks as in-
ference progresses. We refer to the truncation-based version as MGP-CPt and the
adaptation-based version as MGP-CPa.
We assume that for each mode of the tensor, the R columns u
pkq
r of the factor
matrix U pkq, are drawn from a Gaussian distribution:
upkqr „ Npµpkq,Σpkqq, 1 ă r ď R, 1 ă k ď K (5.5)
where µpkq and Σpkq are the mean vector and covariance matrix of the Gaussian
distribution of the kth tensor mode. Then the covariance between any two elements
in the tensor X , xi and xj conditioned on the factor matrices is:
Covpxi, xj |tU pkquKk“1q “
Rÿ
r“1
τ´1r
Kź
k“1
u
pkq
ikr
u
pkq
jkr
(5.6)
In (5.6) we observe that the covariance is structured as the sum of the covariances
associated with each rank-one component tensor, indicating that each component
tensor stands for an independent significant factor constituting the data.
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5.2 Model and Inference
5.2.1 Model Description
The goal of inference in our model is to infer the parameters of the CP decomposition,
Λ, U p1q, U p2q, ¨ ¨ ¨ , U pKq, based on potentially a very limited (sparse) set of observa-
tions Y “ tyiuiPI , where I is the index set of all the observations, and N “ |Y |
the number of these observations. Following the MGP-CP model given in (5.4) and
(5.5), the prior, ppΛ, tU pkquKk“1q, is given below
Rź
r“1
N pλr|0, τ´1r qGapδr|ar, 1q
Kź
k“1
N pupkqr |µpkqr ,Σpkqr q (5.7)
We further assume that the covariance matrices Σ
pkq
r ’s are diagonal, which amounts
to assuming that the entities in each tensor mode are a priori independent of each
other.
Two types of likelihood models are considered based on different types of real-
world data: continuous and binary data. The observations Y are assumed to be i.i.d.
For the continuous observations with Gaussian noise, where τ is the precision, the
model likelihood is given by
ppY |X q “
ź
i
N pyi|xi, τ´1 q (5.8)
For binary-valued data (e.g., relational data) the logistic link function is applied:
ppY |X q “
ź
i
p 1
1` e´xi q
yip e
´xi
1` e´xi q
1´yi (5.9)
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5.2.2 Inference via Gibbs Sampling
For continuous data, our model construction with prior in (5.7) and likelihood model
in (5.8) is locally conjugate and a Gibbs sampler can easily be derived for all the
model parameters. For the binary case, the logistic likelihood in (5.9) is not conjugate
to the prior in (5.7). To achieve conjugacy in the binary case, we use the Po´lya-
Gamma sampling strategy (Polson et al., 2012), which allows us to derive a fully
analytic Gibbs sampler in the binary case as well.
The Gibbs sampling update equations for the various model parameters tδruRr“1,
tλruRr“1, and tU pkquKk“1, given continuous or binary observations Y , are as follows:
(i) For the update of the MGP, for δr, 1 ď r ď R:
δr „ Gapac ` 1
2
pR ´ r ` 1q, 1` 1
2
Rÿ
h“r
λ2h
hź
l“1,l‰r
δlq (5.10)
(ii) When the observations Y are real and the likelihood is given as in (5.8), for
the update of λr, 1 ď r ď R:
xi “ p
Kź
k“1
u
pkq
ikr
qλr ` p
ÿ
r1‰r
λr1
Kź
k“1
u
pkq
ikr1q “ ariλr ` bri (5.11)
λr „ N pµˆr, τˆ´1r q, τˆr “ τr ` τ
ÿ
i
ari
2
µˆr “ τˆ´1r τ
ÿ
i
aripyi ´ briq
(5.12)
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For the update of u
pkq
r , 1 ď r ď R, 1 ď k ď K, denote:
xi “ pλr
ź
k1‰k
u
pkq
ik1rqu
pkq
ikr
` p
ÿ
r1‰r
λr1
Kź
k“1
u
pkq
ikr1q
“ cpkqikrupkqikr ` dpkqikr
(5.13)
Then u
pkq
r „ N pµˆpkqr , Σˆpkqr q with:
Σˆpkqr “ pΣpkq´1 ` T pkqr q´1
T pkqr “ diagpτ pkq1r , τ pkq2r , ¨ ¨ ¨ , τ pkqnkrq
τ pkqnr “ τ
ÿ
i,ik“n
c
pkq
ikr
2
, 1 ď n ď nk
(5.14)
µˆpkqr “ Σˆpkqr pΣpkq´1µpkq ` T pkqr αpkqr q
αpkqr “ rαpkq1r , αpkq2r , ¨ ¨ ¨ , αpkqnkrsJ, for 1 ď n ď nk :
αpkqnr “ pτ pkqnr q´1τ
ÿ
i,ik“n
c
pkq
ikr
pyi ´ dpkqikrq
(5.15)
Additionally we put a gamma prior on the noise precision τ „ Gapa0, b0q, with the
posterior τˆ „ Gapa0 ` 12N, b0 ` 12
ř
ipxi ´ xˆiq2q, with xˆi is the estimation of xi
reconstructed by following (5.2).
(iii) When the observations Y are binary and the likelihood is given as in (5.9),
the model is a latent Gaussian model (LGM) with Logit likelihood. We apply the
recent result of (Polson et al., 2012) which elicits a conjugate Gibbs sampler. For
the update of λr, 1 ď r ď R, with (5.11) we have, λr “ 1ari xi´
bri
ari
. Then the augment
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random variable φi are drawn independently from the Po´lya-Gamma distribution:
φi „ PGp1, xiq (5.16)
where PGp¨, ¨q represents the Po´lya-Gamma distribution. Then λr, 1 ď r ď R is
drawn from Gaussian:
λr „ N pµˆr, τˆ´1r q, τˆr “ τr `
ÿ
i
ari
2φi
µˆr “ τˆ´1r
ÿ
i
aripyi ´ 0.5´ φibriq
(5.17)
For the update of u
pkq
r , 1 ď r ď R, 1 ď k ď K, with (5.13) we have: upkqikr “
1
c
pkq
ikr
xi´ d
pkq
ikr
c
pkq
ikr
. Then u
pkq
r „ N pµˆpkqr , Σˆpkqr q with the µˆpkqr , Σˆpkqr given as same as in (5.14)
and (5.15), but τ
pkq
nr , α
pkq
nr changed. For 1 ď n ď nk:
τ pkqnr “
ÿ
i,ik“n
c
pkq
ikr
2
φi, 1 ď n ď nk
αpkqnr “ pτ pkqnr q´1
ÿ
i,ik“n
c
pkq
ikr
pyi ´ 0.5´ φidpkqikrq
(5.18)
Adaptation Strategy: In our truncation based variant, MGP-CPt, we run the
Gibbs sampler using a reasonably large truncation level R and, as inference pro-
gresses, only relevant components have significant contribution to the model, with
the λr for the rest shrinking to values close to zero. In our adaptive variant, MGP-
CPa, whenever λr becomes smaller than a predefined threshold th (say 0.001), the
component tensors with |λr| ă th are removed from the model; otherwise if all the
|λr| ą th, a new component tensor is added. Such adaptation occurs with probabil-
ity pptq “ exppβ0 ` β1tq at the tth iteration, with β0, β1 chosen so that adaptation
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occurs around every 10 iterations at the beginning of the chain but decreases in fre-
quency exponentially fast (Bhattacharya and Dunson, 2011). The simple strategy of
thresholding based on the absolute values of λr worked well in all of our experiments.
Other criteria can also be used to decide whether to discard a rank-1 component or
to add a new component. For example, in the continuous -data case, one possible
strategy would be to monitor the explained variances by each rank-1 component on
some held-out data and if the contribution of certain rank-1 components to the total
explained variance drops below a very small value (say <1% of the explained vari-
ance), we drop them (otherwise we add a new component based on the adaptation
probability pptq). In the binary data case, we can likewise monitor the contributions
by each rank-1 component to the predictive probabilities of all the observations and
drop components which are non-informative, e.g., if the empirical distribution esti-
mated using the predictive probabilities of all the observations is close to a uniform
distribution and if the mean of the empirical distribution is close to 0.5 (otherwise
we add a new component based on pptq).
5.2.3 Computational Complexity
The per-iteration computational cost of our inference algorithm is linear in the num-
ber of observation N . For sparse tensors N is considerably smaller than the tensor
size L “ śKk“1 nk. The individual contributions to the overall time complexity are
as follows: (i) sampling each δr, r “ t1, . . . , Ru takes OpR2q time leading to a time-
complexityOpR3q; (ii) sampling each λr, r “ t1, . . . , Ru takesOpNKq time leading to
a time-complexity OpNRKq; (iii) sampling each upkqr , r “ t1, . . . , Ru, k “ t1, . . . , Ku
takes OpNRKq time leading to a time-complexity OpNK2R2q. Note that no explicit
matrix inversions are involved in our inference procedure since the covariance of the
prior on u
pkq
r is assumed to be diagonal and therefore the computations in (5.14) can
be performed in Opnkq time. The overall time-complexity is dominated by the third
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term OpNR2K2q which is linear in the number of observations N . This is especially
encouraging for a sampling based inference method.
The linear scalability of our method in N is appealing since real-world tensor
datasets tend to be extremely sparse (N ! L). For example, in most social network
datasets, there are less than 0.1% observed interactions. Our experiments corrobo-
rate the linear scalability behavior (Section 5.4.5, Figure 5.6) on a sparsely observed
tensor of size 1000ˆ 1000ˆ 1000 for which L is 1 billion.
5.3 Related Work
With the advent of social networks and multirelational/multiway data observed in
many application domains, tensor decomposition methods have gained much at-
tention recently. Although a number of tensor decomposition methods have been
proposed, many state-of-the-art methods (Nickel et al., 2011; Bordes et al., 2012;
Jenatton et al., 2012) are specialized for analyzing three-mode tensor data and do
not generalize to higher-order tensors.
Tensor decomposition methods that can infer the rank are relatively few. Among
the probabilistic approaches, one option is to use the Automatic Relevance Deter-
mination (ARD) method (Mørup and Hansen, 2009; Zhao et al., 2014). We use this
method as a baseline in our experiments. Some non-probabilistic methods for ten-
sor decomposition employ trace-norm regularization (Tomioka et al., 2010) to get
an approximation of the tensor rank. In another recent work, nuclear-norm based
rank-regularization (Bazerque et al., 2013) is used to infer the rank in a probabilistic
tensor factorization model and inference is based on MAP estimation. All of these
methods assume that the observations are real-valued unlike our method which can
deal with both real and binary data.
A nonparametric Bayesian method similar in spirit to ours is presented in (Dun-
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son and Xing, 2012), where a stick-breaking prior is put on the superdiagonal of Λ in
the CP decomposition of a probability tensor (a special type of tensor whose entries
sum to 1), to nonparametrically learn a low-rank representation through inference.
The main consideration for applying the stick-breaking process prior in (Dunson and
Xing, 2012) comes from its statistically decreasing property and the norm one re-
quirement of the specific type of tensors (three-mode probability tensor). In another
recent work, (Yoshii et al., 2013) proposed a positive semidefinite tensor factorization
(PSDTF) which corresponds to the CP decomposition where the rank is learned with
a truncation level put on the gamma random variables along the superdiagonal of
Λ. However, this method is also limited to special types of 3-way tensors where each
slice is a positive semidefinite matrix. A potential alternative is to put a gamma
process along the superdiagonal is the construction of the gamma process discussed
in (Wang and Carin, 2012), where the statistically decreasing samples facilitate the
nonparametric learning of the required rank. However, the resulting model will not
conjugate with this choice of the prior.
Tensor decomposition methods that explicitly model binary data are also rela-
tively few. The recently proposed Infinite Tucker Decomposition method (Xu et al.,
2013) uses a probit model for binary data. We compare with this method in our
experiments. Another recent work on modeling binary tensor data is a logistic loss
based extension of the non-probabilistic RESCAL model (Nickel and Tresp, 2013).
This is, however, limited to three-mode tensor data.
5.4 Experiments
We perform experiments with our model on both synthetic and real-world tensor
datasets, and compare it with several baselines. The datasets used in our experiments
span a wide range of application domains, such as chemometrics, multirelational
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social networks, brain-signal analysis (EEG), and image analysis. We experiment
with both variants of our model: truncated MGP (referred to as MGP-CPt) and the
adaptive MGP (referred to as MGP-CPa). For both methods, we use the Gaussian
likelihood model for continuous data and the logistic model (with Po´lya-Gamma
sampling during inference) for binary data.
The following baselines were used for comparisons. (i) Bayesian CP (BCP), a
fully Bayesian version of the standard probabilistic CP decomposition (Xiong et al.,
2010). It assumes that the rank is known. (ii) ARD based CP (ARD-CP), a method
that uses automatic relevance determination (ARD) (Mørup and Hansen, 2009; Zhao
et al., 2014) to determine the rank of a tensor by inferring the relevant columns in
the factor matrix of each mode. (iii) An Infinite Tucker Decomposition based on t
process (InfTuckertp), which is a kernel-based nonparametric Bayesian generalization
of the low-rank Tucker decomposition(Xu et al., 2013), and is based on an implicit
mapping of the component tensors to a higher (potentially infinite) dimensional
space and performing a low-rank Tucker decomposition in that space. This method
requires that the rank is given.
We evaluate our model and the various baselines on the following experiments:
(i) tensor completion for continuous data, (ii) tensor completion for binary data,
(iii) SVM based classification for EEG data using factors learned by different tensor
decomposition methods, and (iv) image inpainting for color images by posing it as
tensor completion problem for continuous data.
We initialize the MGP-CPa using an initial rank = 1 and allow the rank to
grow/shrink using our adaptation strategy discussed in Section 5.1.3. For MGP-CPt
and the ARD-CP baseline, we set the truncation level to a sufficiently large value.
We run the sampling based methods for 1500 iterations with 1000 burn-in iterations,
collect samples every 5 iterations after the burn-in phase, and report all results using
the posterior sample based averages. For Bayesian CP and InfTuckertp, which require
57
Figure 5.2: Continuous Data: MSE
the rank to be specified, we vary the ranks over a range and report the results using
the rank that gave the best held-out data predictions.
5.4.1 Low-rank Tensor Completion: Continuous Data
We first experiment on the tensor completion task for continuous data. For this
experiment, we use four datasets: (i) Synthetic data of size 20 ˆ 20 ˆ 20 ˆ 20,
generated as an equally-weighted sum of 10 rank-1 tensors of the same size (so
the ground-truth rank is 10). (ii) Amino Acid data (Xu et al., 2013; Chu and
Ghahramani, 2009) of size 5 ˆ 61 ˆ 201, consisting of five laboratory-made amino
acid samples. (iii) Flow Injection data (Xu et al., 2013; Chu and Ghahramani, 2009)
of size 12ˆ 100ˆ 89 obtained from a flow injection analysis (FIA) system. (iv) EEG
data of size 15ˆ 16ˆ 560 consisting of EEG measurements of 560 subjects. For this
task, we treat 50% of the data as missing and reconstruct it using the model learned
on the remaining 50% data. We report the results in terms of the mean-squared-
error (MSE) on the reconstruction task. Each experiment is repeated 10 times with
different splits of observed and missing data.
The results are shown in Figure 5.2. Both our models achieve reconstruction
accuracies comparable to or better than the gold-standard Bayesian CP (which was
given the ground-truth rank for synthetic data, and best rank chosen via held-out
error on real-world datasets - 5 for Amino Acid, 6 for Flow-injection, 30 for EEG
data). Moreover, on all datasets, both our models perform better than ARD-CP and
InfTuckertp.
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Figure 5.3: Empirical distribution of the inferred rank by MGP-CPa run with 90%
and 50% missing data (starting with R “ 1)
To see whether our method can recover the true underlying rank, we run MGP-
CPa on the 20ˆ20ˆ20ˆ20 synthetic data having a ground-truth rank 10, first with
90% missing data and then with 50% missing data. Figure 5.3 shows the posterior
distribution of the inferred rank (based on the estimated empirical distribution of
the ranks using posterior samples after the burn-in phase). As shown in the figure,
in both cases, the posterior is concentrated at rank 10 and as the amount of training
data increases from 90% missing to 50% missing, the posterior peaks further at rank
10. On real-world datasets, our method discovers ranks that are consistent with
what is known from domain knowledge in the chemometrics literature on analyzing
these datasets (our method infers the rank to be 3-4 on average on Amino Acid data
and 6-7 on average on Flow Injection data).
5.4.2 Low-rank Tensor Completion: Binary Data
We next experiment with tensor completion for binary tensor data. We use four
binary datasets for this experiment: (i) Synthetic data of size 20 ˆ 20 ˆ 20 ˆ 20
having a ground-truth rank 10 (about 1.6% non-zero entries). (ii) Lazega-Lawyers
multirelational social network data (Lazega, 2001) given in the form of a tensor of
size 71ˆ71ˆ3 (about 15% non-zero entries) containing three types of social networks
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(friendship, coworker, and advisory relationships) between 71 partners and associates
in several New England law firms. (iii) Kinship multirelational data (Nickel et al.,
2011) of size 104 ˆ 104 ˆ 26 (about 3.84% non-zero entries) containing 26 types of
kinship relations within the Alwayarra tribe. (iv) Nation multirelational data (Nickel
et al., 2011) given in the form of a tensor of size 14 ˆ 14 ˆ 56 (about 19% non-zero
entries) containing 57 types of relationships (e.g., export, protests, economic aid,
etc.) among 14 countries. For each dataset, except Kinship, we treat 90% of the
entries as missing and predict them using the rest 10% data. For Kinship data we use
the experimental setting of 90% training and 10% test data as done in other recent
works (Nickel et al., 2011; Jenatton et al., 2012). We use the area under the receiver-
operating characteristic curve (AUC) score to compare the different methods in terms
of their predictive ability. Each experiment is repeated 10 times with different splits
of observed and missing data.
As the results in Figure 5.4 show, both our methods outperform the other base-
lines in terms of the AUC scores. It is noteworthy to see that on binary data the
improvements of our methods over Bayesian CP are much more significant than the
continuous-data case (even though the Bayesian CP baseline is provided with the
ground-truth rank for the synthetic data and the best chosen rank based on held-out
error for the real-world data). This can be attributed to the fact that Bayesian CP
uses least-square minimization whereas our methods use the logistic loss. Because of
this, for datasets having a significant number of zero entries (like the ones used in the
experiments here), the Bayesian CP will tend to be biased towards predicting zeros.
The ARD-CP baseline, although in principle able to infer the rank, suffers due to
squared-loss minimization like Bayesian CP. InfTuckertp, the next-best performing
method, uses the logistic loss like our method; however, it relies on variational EM
for inference and is prone to local-optimal issues (besides having to select the rank
via cross-validation).
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Figure 5.4: Binary Data: AUC Scores
5.4.3 Binary Classification with Extracted Factors
We now experiment on an extrinsic evaluation task: binary classification using the
factors learned via tensor decomposition. On the EEG data used in Section 5.4.1
for tensor completion experiments, we also have binary labels for each of the 560
subjects. We conduct an SVM based classification experiment where the factors
extracted by various tensor decomposition methods are used to train an SVM. The
tensor decomposition step uses only 50% of the total data and the 3rd mode factors
(the 3rd mode represents the subjects) are used to train an SVM. After the tensor
decomposition step, we use 10% of the subjects to train the SVM (using the extracted
factors) and test on the remaining 90% subjects (to simulate a small sample size
setting where a na¨ıve approach of flattening the 15ˆ 16ˆ 560 tensor a matrix could
overfit). Because the tensor methods use only 50% data in the factor extraction
stage, in the SVM experiment with the flattened tensor which resulted in a matrix
of size 560ˆ 240, we hide 50% of the features and impute them using the respective
feature means.
We repeat the classification experiment 20 times with different splits of training
and test data. As Table 5.1 shows, the tensor decomposition methods perform bet-
ter than SVM on flattened tensor which seems to overfit due to small sample size.
Among the various tensor-decomposition-based methods, MGP-CPa yields the best
classification accuracy.
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Table 5.1: Binary classification using factors learned from tensor decomposition
Classification Accuracy
SVM (on flattened tensor) 65.02% (˘3.10%)
Bayesian CP + SVM 67.95% (˘4.39%)
ARD-CP + SVM 72.26% (˘3.03%)
Infinite Tucker + SVM 66.53% (˘3.32%)
MGP-CPt + SVM 72.32% (˘3.54%)
MGP-CPa + SVM 74.57% (˘2.42%)
5.4.4 Image Inpainting
Image inpainting is the task of completing an image with missing pixels. A two-
dimensional RGB image can be treated as a three-dimensional tensor and the image
inpainting task can be formulated as a tensor completion problem where the goal is
to predict the values of the missing pixels using the observed pixel values. We apply
our methods and the other baselines on this task using the benchmark Lena image
of size 256ˆ256ˆ3 for various fraction of missing pixels (90% missing, 80% missing,
and 50% missing). Bayesian CP and InfTuckertp were run with R ranging from 5
to 50 and we report the result with the best reconstruction error. For ARD-CP
and MGP-CPt, the truncation level was set to 50. The MGP-CPa was initialized
with R “ 1. In Table 5.2, the reconstruction accuracies for each case are shown,
and the reconstructed images for each case using our MGP-CPt model are shown in
Figure 5.5. As shown in Table 5.2, both MGP-CPt and MGP-CPa outperform the
other baselines on this task in all the three cases. As Figure 5.5 shows, our method
can recover the underlying ground-truth image up to a very reasonable quality even
when the percentage of missingness is very high.
5.4.5 Scalability
To assess the scalability of our method, we run an experiment on a large but sparsely
observed synthetic tensor dataset of size 1000ˆ1000ˆ1000 having 1 billion cells but
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Figure 5.5: Image Inpainting: Top row: Corrupted images with 90%, 80%, and
50% pixels missing. Bottom row: Reconstructed.
Table 5.2: Image Inpainting: Reconstruction errors (MSE) on different amounts
(90%, 80%, and 50%) of missing pixels
90% 80% 50%
Bayesian CP 0.0146 0.0099 0.0088
ARD-CP 0.0203 0.0197 0.0193
Infinite Tucker 0.2563 0.2106 0.1056
MGP-CPt 0.0125 0.0049 0.0023
MGP-CPa 0.0102 0.0057 0.0031
sparsely observed such that only 1 million entries are known. For this dataset, we
vary the number of observations from 0.2 million to 1 million and run the MGP-CPt
with a fixed truncation level (so R and K stay fixed and only N varies) for 200
iterations in each case. Even when using an unoptimized MATLAB implementation,
using our method we are able to deal with datasets of this scale in a reasonable
amount of time. As shown in Figure 5.6, our method scales linearly with the number
of observations.
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Figure 5.6: Linear scalability on a large-scale but sparse tensor
5.5 Summary
We have developed a flexible and scalable nonparametric Bayesian framework for
analyzing multiway tensor data. Our framework is flexible as it does not require the
tensor rank to be specified beforehand. The model can adapt its complexity (the rank
of the decomposition which can grow or shrink as inference progresses) as apppro-
priate for the data under consideration. Our framework can naturally handle both
continuous and binary datasets using suitable likelihood models. Bayesian inference
can be efficiently done in both cases using closed-form Gibbs sampling which scales
linearly in the number of observations in the tensor. The 2-way version of our model
with binary observations can also be a scalable alternative to other state-of-the-art
nonparametric Bayesian methods (Miller et al., 2009) for link-prediction in single-
relational networks. Although in this work, we considered the CP decomposition with
two specific likelihood models, integrating our tensor decomposition framework with
other task-specific objectives (e.g., supervised classification or ranking for multiway
data) could be another future avenue of work.
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Appendix A
Le´vy Measure Decomposition
A.1 Le´vy measure decomposing of beta process
νpdpi, dωq “ cpωqpi´1p1´ piqcpωq´1dpiµpdωq
“ cpωq
8ÿ
k“0
p1´ piqkp1´ piqcpωq´1dpiµpdωq
“
8ÿ
k“0
Γpcpωq ` k ` 1q
Γpcpωq ` kqΓp1qpi
1´1p1´ piqcpωq`k´1dpi cpωq
cpωq ` kµpdωq
“
8ÿ
k“0
Betap1, cpωq ` kqdpi cpωq
cpωq ` kµpdωq
A.2 Expectation of Bk
For @A P F , denote EPoi and EBeta as the expectation computation incurred respec-
tively by µk and Betap1, cpωq ` kq; and tpωki, Bkpωkiqqui a realization of Πk. Apply
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restriction theorem and Campbell’s theorem (Kingman, 1993):
EpBkpAqq “ EPoipEBetapBkpAqqq
“ EPoip
ÿ
pωki, Bkpωkiqq P Πk
1
cpωkiq ` k ` 1q
“
ż
A
1
cpωq ` k ` 1µkpdωq
8ÿ
k“0
EpBkpAqq “
ż
A
8ÿ
k“0
1
cpωq ` k ` 1µkpdωq
“
ż
A
8ÿ
k“0
cpωq
rcpωq ` ksrcpωq ` k ` 1sµpdωq
“
ż
A
8ÿ
k“0
cpωqr 1
cpωq ` k ´
1
cpωq ` k ` 1sµpdωq
“
ż
A
µpdωq “ µpAq “ EpBpAqq
A.3 Variance of Bk
For the variance, first calculate EpB2kpAqq:
EpB2kpAqq “EPoipEBetap
ÿ
pωki, Bkpωkiqq P Πk
B2kpωkiq `
ÿ
pωki, Bkpωkiqq P Πk
pωki1 , Bkpωki1 qq P Πk
ωki ‰ ωki1
BkpωkiqBkpωki1qqq
“EPoir
ÿ
ωki, Bkpωkiqq P Πk
2
pcpωkiq ` k ` 1qpcpωkiq ` k ` 2q
`
ÿ
pωki, Bkpωkiqq P Πk
pωki1 , Bkpωki1 qq P Πk
ωki ‰ ωki1
1
pcpωkiq ` k ` 1qpcpωki1q ` k ` 1qs
66
The first term I1 “
ş
A
2
pcpωq`k`1qpcpωq`k`2qµkpdωq by applying Campbell’s theorem;
For the second term I2:
I2 “
8ÿ
n“0
expp´ ş
Ω
µkpdωqqp
ş
Ω
µkpdωqqn
n!
ż
A
¨ ¨ ¨
ż
Alooomooon
n
Πni“1r µkpdωkiqş
Ω
µkpdωqs¨
ÿ
pωki, Bkpωkiqq P Πk
pωki1 , Bkpωki1 qq P Πk
ωki ‰ ωki1
1
pcpωkiq ` k ` 1qpcpωki1q ` k ` 1q
“
8ÿ
n“0
expp´ ş
Ω
µkpdωqqp
ş
Ω
µkpdωqqn
n!
pn2 ´ nq¨
ż
A
ż
A
µkpdωkiqµkpdωki1q
pş
Ω
µkpdωqq2
1
pcpωkiq ` k ` 1qpcpωki1q ` k ` 1q
“p
ż
A
1
cpωq ` k ` 1µkpdωqq
2
Thus: VarpBkpAqq “ EpB2kpAqq ´ pEpBkpAqqq2 “
ş
A
2
pcpωq`k`1qpcpωq`k`2qµkpdωq
8ÿ
k“0
VarpBkpAqq “
ż
A
8ÿ
k“0
2cpωq
pcpωq ` kqpcpωq ` k ` 1qpcpωq ` k ` 2qµpdωq
“
ż
A
8ÿ
k“0
cpωqr 1
cpωq ` k ´
2
cpωq ` k ` 1 `
1
cpωq ` k ` 2sµpdωq
“
ż
A
1
cpωq ` 1µpdωq “ VarpBpAqq
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A.4 Truncation analysis of beta process
RHS of p15q “ 1´ ErΠ8k“K`1Πnki“1p1´ pikiqM s
paqď 1´ tΠ8k“K`1ErΠnki“1p1´ pikiqsuM
“ 1´ tΠ8k“K`1Ere
řnk
i“1 logp1´pikiqsuM
pbq“ 1´ tΠ8k“K`1re
ş
Ωˆp0,1q e
logp1´piqνkpdpi,dωqsuM
“ 1´ e´M
ş
Ω
ř8
k“K`1
1
c`K`1µkpdωq
“ 1´ e´M
ş
Ω µK`1pdωq
where paq is justified by Jensen’s inequality and pbq the Campbell’s theorem.
By the Euler-Maclaurin formula,
EpIKq
γ
“
Kÿ
k“0
1
1` k
c
« c ¨ logp1` K
c
q ` 1
2
p1` 1
1` K
c
q KÑ8« c ¨ logp1` K
c
q
so K « cpeEpIK qcγ ´ 1q. Thus the L1 distance: cc`K`1 « e´
EpIK q
cγ . For the stick-breaking
construction of (Paisley et al., 2010), p c
c`1qK`1 « p1 ` 1c q´
EpIK q
γ . With c Ñ 8,
p1` 1
c
qc Ò e, thus e´EpIqcγ ă p1` 1
c
q´ EpIqγ .
A.5 Limit of the Le´vy measure of IBP
Since νIBP “ Nγ Betapc γN , cqdpiµpdωq “ NγΓpc γ
N
qpi
c γ
N
´1p1 ´ piqc´1dpiµpdωq, to prove (22)
is equal to prove γ
N
Γpc γ
N
q NÑ8“ 1
c
:
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γN
Γpc γ
N
q “ ∆
ż 8
0
e´ttc∆´1dt, with ∆ “ γ
N
“ 1
c
ż 8
0
e´tpc∆tc∆´1qdt
“ 1
c
pe´ttc∆|80 ´
ż 8
0
´e´ttc∆dtq
NÑ8“ 1
c
A.6 Le´vy measure decomposing of gamma process
For the Le´vy measure of the gamma process νpdp, dωq “ p´1e´ pθpωqdpαpdωq, de-
compose the exponential part into: e´
p
θpωq “ e pθpωq e´ pθpωq{2 , and apply Taylor series
expansion on e
p
θpωq :
νpdp, dωq “ p´1r
8ÿ
h“0
pp
θ
qh
h!
se´ pθ{2dpαpdωq
“ rp´1 `
8ÿ
h“1
ph´1
θhh!
se´ pθ{2dpαpdωq
“
8ÿ
h“1
Gammaph, θ{2qdpαpdωq
2hh
` p´1e´ pθ{2dpαpdωq
thus G “ Γ1 ` ΓPpα, θpωq{2q. Further decompose the exponential part of the
gamma process ΓPpα, θpωq{2q yields G “ Γ1 ` Γ2 ` ΓPpα, θpωq{3q. Keep on this
manipulation:
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G “
8ÿ
k“1
Γk, Γk “
8ÿ
h“1
Γkh
νkh “ Gammaph, θ
k ` 1qdp
αpdωq
pk ` 1qhh
with Γkh a Le´vy process with νkh its Le´vy measure. Here Gammaph, θk`1q is the
PDF of Gamma distribution with shape h and scale θ
k`1 .
A.7 The expectation of Γk and Γkh
For @A P F , with Campbell’s theorem applied,
EpΓkhpAqq “
ż
A
hθpωq
k ` 1
αpdωq
pk ` 1qhh “
ş
A θpωqαpdωq
pk ` 1qh`1
EpΓkpAqq “
8ÿ
h“1
EpΓkhpAqq “
ş
A θpωqαpdωq
kpk ` 1q
EpGpAqq “
8ÿ
k“1
EpΓkpAqq “
ż
A
θpωqαpdωq
A.8 The variance of Γk and Γkh
The variance of Γkh can be calculated with the method described in Section A.3:
VarpΓkhpAqq “
ż
A
ph` 1qθ2pωq
pk ` 1qh`2 αpdωq
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VarpΓkpAqq “
8ÿ
h“1
VarpΓkhpAqq
“
8ÿ
h“1
ż
A
ph` 1qθ2pωq
pk ` 1qh`2 αpdωq
“
ż
A
r
8ÿ
h“1
´ θ
2pωq
pk ` 1qph`1q s
1
kαpdωq
“ r 1
k2
´ 1pk ` 1q2 s
ż
A
θ2pωqαpdωq
VarpGpAqq “
8ÿ
k“1
VarpΓkpAqq “
ż
A
θ2pωqαpdωq
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Appendix B
Kernel beta process
B.1 Proof of Theorem 1
We prove (6) is the Le´vy measure of the KBP, as defined in Theorem 1, following the
same method with which the Le´vy measure of the beta process is derived in Theorem
3.1 in (Hjort, 1990). We have the following notation: An,m is the m
th part of the
n-equipartition of Ω, ωn,m is the central point of An,m, j “
?´1, and u P R|S|. The
proof proceeds with the following sequence of steps.
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Etejău, BpAqąu
“ Ete
ş
A jău, Bpdωqąu
nÑ8“ Ete
ř
An,mPA jău,Kn,mpin,mąu
“ EtΠAn,mPAejău,Kn,mpin,mąu
pA q“ ΠAn,mPA Etejău,Kn,mąpin,mu
“ e
ř
An,mPA logEtejău,Kn,mąpin,mu
pBq“ e
ř
An,mPA Et
ř8
k“1
rjău,Kn,mąpin,msk
k!
u
pC q“ e
ř
An,mPA
ř8
k“1 Et rjău,Kn,mąs
k
k!
uEtrpin,msku
pDq“ e
ř
An,mPA
ř8
k“1 Et rjău,Kn,mąs
k
k!
u ş10rpin,msk¨Betapcpωn,mqB0pAn,mq,cpωn,mqp1´B0pAn,mqqqdpin,m
“ e
ř
An,mPA
ř8
k“1 Et rjău,Kn,mąs
k
k!
u rcpωn,mqB0pAn,mq`k´1s¨¨¨rcpωn,mqB0pAn,mq`1srcpωn,mq`k´1s¨¨¨rcpωn,mq`1s B0pAn,mq
nÑ8“ e
ř
An,mPA
ř8
k“1 Et rjău,Kn,mąs
k
k!
u pk´1q¨¨¨2¨1rcpωq`k´1s¨¨¨rcpωq`1sB0pdωq
“ e
ş
XˆΨˆr0,1sˆA
ř8
k“1
rjău,Kąsk
k!
pikHpdx˚qQpdψ˚qcpωqpi´1p1´piqcpωq´1dpiB0pdωq
“ e
ş
XˆΨˆr0,1sˆA
ř8
k“1
rjău,Kpiąsk
k!
νX pdx˚,dψ˚,dpi,dωq
pE q“ e
ş
XˆΨˆr0,1sˆApejău,Kpią´1qνX pdx˚,dψ˚,dpi,dωq
where the steps of the proof are justified as follows. pA q: Kn,m and pin,m are
independent on disjoint sets tAn,munm“1; pBq: logpEtejău,Kn,mąpin,m ´ 1u ` 1q “
Etejău,Kn,mąpin,m ´ 1u since Etejău,Kn,mąpin,m ´ 1u is infinitesimal. By Taylor series
expansion: Etejău,Kn,mąpin,m ´ 1u “ Etř8k“1 rjău,Kn,mąpin,mskk! u. pC q: Kn,m and pin,m
are independent to each other. pDq: By the definition of the beta process:
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pin,m „ Betapcpωn,mqB0pAn,mq, cpωn,mqp1´B0pAn,mqqq. pE q: By Taylor series expan-
sion backward.
B.2 Properties of the KBP
Let Bx, Bx1 px ‰ x1q be a draw of KBP at covariate x and x1, for @A Ă F :
EBxpAq “ E
ż
A
Bxpdωq “
ż
A
EBxpdωq “
ż
A
EpKxBpdωqq
“
ż
A
EKxEBpdωq “
ż
A
B0pdωqEKx “ B0pAqEKx
CovpBxpAq,Bx1pAqq “
ż
A
CovpBxpdωq,Bx1pdωqq “
ż
A
CovpKxBpdωq, Kx1Bpdωqq
“
ż
A
EpKxKx1qEpB2pdωqq ´ EKxEKx1B20pdωq
“ EpKxKx1q
ż
A
B0pdωqp1´B0pdωqq
cpωq ` 1 ´ CovpKx, Kx1q
ż
A
B20pdωq
We are especially interested in the conditional correlation between BxpAq and Bx1pAq
when kernel parameters txi˚ , ψi˚ u8i“1 are given. Denote the mass parameter γ “
B0pΩq. In practice we truncate the number of terms used in (7) to I, then we have
the expectation of pii: α “ γ{I with pii „ Betapcα, cp1 ´ αqq for i “ 1, 2, ¨ ¨ ¨ , I.
Denote Kx “ pKpx, x1˚ , ψ1˚ q, ¨ ¨ ¨ , Kpx, xi˚ , ψi˚ q, ¨ ¨ ¨ qT with i : ωi P A. Hence:
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CorrpBxpAq,Bx1pAqq “
ş
A CovpKxBpdωq, Kx1Bpdωqq
tşA VarpKxBpdωqq ¨ şA VarpKx1Bpdωqqu 12
“
ř
i:ωiPAKpx, xi˚ , ψi˚ qKpx1, xi˚ , ψi˚ qVarppiiq
tři:ωiPAK2px, xi˚ , ψi˚ qVarppiiq ¨ři:ωiPAK2px1, xi˚ , ψi˚ qVarppiiqu 12
“
αp1´αq
c`1
ř
i:ωiPAKpx, xi˚ , ψi˚ qKpx1, xi˚ , ψi˚ q
αp1´αq
c`1 t
ř
i:ωiPAK
2px, xi˚ , ψi˚ q ¨
ř
i:ωiPAK
2px1, xi˚ , ψi˚ qu 12
“
ř
i:ωiPAKpx, xi˚ , ψi˚ qKpx1, xi˚ , ψi˚ q
tři:ωiPAK2px, xi˚ , ψi˚ q ¨ři:ωiPAK2px1, xi˚ , ψi˚ qu 12
“ ăKx,Kx1 ą‖Kx ‖2 ¨ ‖Kx1 ‖2
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