particular object is present is carried by one neuron. In contrast, ensemble encoding is described as distribThe Selectivity of These Neurons for Individual uted, in that the information that a particular stimulus Face Features or for Combinations was shown is distributed across a population of neuof Face Features rons. Many more stimuli can potentially be represented Masking out or presenting parts of the face (e.g., eyes, by a distributed code, as each object is represented by mouth, or hair) in isolation reveals that different cells a combination of different neurons firing, and this type respond to different features or subsets of features. For of code can have many other advantages, as described some cells, responses to the normal organization of cutbelow. The actual representation found is distributed. out or line-drawn facial features are significantly larger Baylis et al. (1985) showed this with the responses of than to images in which the same facial features are temporal cortical neurons that typically responded to jumbled (Perrett et al., 1982; Rolls et al., 1994a) . These several members of a set of 5 faces, with each neuron findings are consistent with the hypotheses developed having a different profile of responses to each face. In below that by competitive self-organization some neua more recent study using 23 faces and 45 nonface rons in these regions respond to parts of faces by renatural images, a distributed representation was found sponding to combinations of simpler visual properties again (Rolls and Tovee, 1995a) , with the average sparsereceived from earlier stages of visual processing, and ness being 0.65. (The sparseness of the representation that other neurons respond to combinations of parts of provided by a neuron can be defined as faces and thus respond only to whole faces. Moreover, the finding that for some of these latter neurons the a ϭ (⌺ s ϭ 1,S r s /S) 2 /⌺ s ϭ 1,S (r s 2 /S), parts must be in the correct spatial configuration shows where r s is the mean firing rate of the neuron to stimulus that the combinations formed can reflect not just the s in the set of S stimuli [see Rolls and Treves, 1998 ]. If features present but also their spatial arrangement. This the neurons are binary [either firing or not to a given provides a way in which binding can be implemented stimulus], then a would be 0.5 if the neuron responded in neural networks (see Elliffe et al., 2000b) . Further evito 50% of the stimuli, and 0.1 if a neuron responded to dence that neurons in these regions respond to combi-10% of the stimuli.) If the spontaneous firing rate was nations of features in the correct spatial configuration subtracted from the firing rate of the neuron to each was found by Tanaka et al. (e.g., 1990), using combinastimulus, so that the changes of firing rate, i.e., the active tions of features that are used by comparable neurons responses of the neurons, were used in the sparseness to define objects. calculation, then the "response sparseness" had a lower value, with a mean of 0.33 for the population of neurons.
Distributed Encoding of Face and Object Identity
The distributed nature of the representation can be An important question for understanding brain function is whether a particular object (or face) is represented further understood by the finding that the firing rate
[Appendix 2]) to analyze how information is repre-
sented by a population of these neurons. The information required to identify which of S equiprobable stimuli were shown is log 2 S bits. (Thus, one bit is required to specify which of two stimuli was shown, two bits to specify which of four stimuli was shown, three bits to specify which of eight stimuli was shown, etc.) If the encoding was local (or grandmother cell-like), the number of stimuli encoded by a population of neurons would be expected to rise approximately linearly with the number of neurons in the population. In contrast, with distributed encoding, provided that the neuronal responses are sufficiently independent and reliable (not too noisy), the number of stimuli encodable by the population of neurons might be expected to rise exponentially as the number of neurons in the sample of the population was increased. The information about which of 20 equiprobable faces had been shown that was available from the responses of different numbers of these neurons is shown in Figure 3 . First, it is clear (Figure 3) responses of just one neuron-on average, ‫43.0ف‬ bits. Thus, knowing the activity of just one neuron in the distribution of single neurons when a wide range of population does provide some evidence about which natural visual stimuli are being viewed is approximately stimulus was present, even when the activity of all the exponentially distributed, with rather few stimuli producother neurons is not known. This indicates that informaing high firing rates, and increasingly large numbers of tion is made explicit in the firing of individual neurons stimuli producing lower and lower firing rates (Rolls and in a way that will allow neuronally plausible decoding, Tovee, 1995a; Baddeley et al., 1997; Treves et al., 1999) in which a receiving neuron simply uses each of its (see Figure 2 ). This is a clear answer to whether these synaptic strengths to weight the input activity being neurons are grandmother cells: they are not, in the sense received from each afferent axon and sums the result that each neuron has a graded set of responses to the over all inputs (see below). different members of a set of stimuli, with the prototypiIt has recently been shown that there are neurons in cal distribution similar to that of the neuron illustrated the inferior temporal visual cortex that encode viewin Figure 2 . On the other hand, each neuron does reinvariant representations of objects, and for these neuspond very much more to some stimuli than to many rons the same type of representation is found, namely others and in this sense is tuned to some stimuli. The distributed encoding with independent information consparseness of such an exponential distribution of firing veyed by different neurons (Booth and Rolls, 1998). rates is 0.5. It has been shown that the distribution may
The analyses just described were obtained with neuarise from the threshold nonlinearity of neurons comrons that were not simultaneously recorded, but similar bined with short-term variability in the responses of neuresults have now been obtained with simultaneously rons (Treves et al., 1999 outputs from the temporal lobe visual areas such as those described are taken to limbic and related regions (Consistently, Gawne and Richmond [1993] showed that even adjacent pairs of neurons recorded simultaneously such as the amygdala, the orbitofrontal cortex, and-via the entorhinal cortex-the hippocampus, where associfrom the same electrode carried information that was ‫%08ف‬ independent.) Panzeri et al. (1999b) by Receiving Neurons For a code to be plausible, it is a requirement that neuenable, for example, neurons in the amygdala and orbitofrontal cortex to learn associations of visual stimuli rons should be able to read the code. This is why when we have estimated the information from populations with reinforcers such as the taste of food when each neuron received a reasonable number, perhaps in the of neurons, we have used in addition to a probability estimating measure (PE, optimal, in the Bayesian sense) order of hundreds, of inputs from the visually responsive neurons in the temporal cortical visual areas, which also a dot product (DP) measure, which is a way of specifying that all that is required of decoding neurons specify which visual stimulus or object is being seen (see Rolls, , 1992a Rolls, , 1992b Rolls and Treves, 1998) .
would be the property of adding up postsynaptic potentials produced through each synapse as a result of the This type of representation is also appropriate for interfacing to the hippocampal system, to allow an epiactivity of each incoming axon (Abbott et al., 1996; Rolls et al., 1997) (see Figure 4) . It was found that with such sodic memory to be formed that, for example, a particular visual object was seen in a particular place in the a neuronally plausible decoding algorithm (the DP algorithm), the same generic results were obtained, with only environment (Treves and Rolls, 1994; Rolls, 1996; Rolls and Treves, 1998) . It is useful to realize that although the a 40% reduction of information compared to the more efficient (PE) algorithm. This is an indication that the sensory representation may have exponential encoding capacity, this does not mean that the associative netbrain could utilize the exponentially increasing capacity for encoding stimuli as the number of neurons in the works in brain regions such as the amygdala, orbitofrontal cortex, and hippocampus that receive the information population increases. For example, by using the representation provided by the neurons described here as can store such large numbers of different patterns. Indeed, there are strict limitations on the number of memothe input to an associative or autoassociative memory, which computes effectively the dot product on each ries that associative networks can store (Rolls and Treves, 1990, 1998; Treves and Rolls, 1991). The particuneuron between the input vector and the synaptic weight vector, most of the information available would in fact lar value of the exponential encoding capacity of sensory representations is that very fine discriminations can be be extracted (see Rolls and Treves, 1990, 1998; Treves and Rolls, 1991) . (The 40% reduction with DP as commade, as there is much information in the representation, and that the representation can be decoded if the pared to optimal decoding is a minor cost of using this simple type of decoding. The important point is that activity of even a limited number of neurons in the representation is known. the number of stimuli still rises exponentially with the number of neurons, so that the number of stimuli that One of the underlying themes here is the neural representation of objects. How would one know that one had can be represented by a given sample of these neurons is still very large.) found a neuronal representation of objects in the brain? The criterion suggested (Rolls and Treves, 1998) is that
The fundamental point being made here is that the actual code being used in these brain areas can be when receiving neurons can identify (with neuronally plausible decoding, such as the synaptically weighted read efficiently with the simplest type of decoding that neurons are thought to use, taking a sum of the input sum of inputs described above) the object or stimulus that is present (from a large set of stimuli, thousands or firings to the neuron with each weighted by the synaptic weight connecting the input to the neuron. It is from the more) from a realistic number of sending neurons, say in the order of 100, then the sending neurons provide a fact that a weighted sum of the firings can be used to read the code about which stimulus was shown that the useful representation of the object. decoding coupled with the type of representation actually found also enables the receiving neuron(s) to generalize to similar stimuli (where the similarity is measured by the number of inputs that correspond) and to complete an incomplete pattern when a network with recurrent collateral connections is used (see Figure 4 ; Rolls and Treves, 1998). Although these are well-known properties of some neural networks (Willshaw et al., 1969; Kohonen, 1977 Kohonen, , 1989 Hopfield, 1982; Bishop, 1995) , the important point being made here is that the encoding being used by the inferior temporal visual cortex (and by the olfactory cortex and hippocampus; see Rolls et al., 1996 ) is of a type that allows these properties to arise when simple neuronally plausible DP decoding is being used by the receiving neurons.
A point being made here is that the sparse distributed representation found in the inferior temporal cortex as an output stage of the visual system has all the properties required for an input to pattern associators in receiv- ., 1994) . In most spective of whether the view of the head was full face, cases the responses of the neurons were little affected of either profile, or even of the back of the head. These by which part of the face was fixated, and the neurons different views could only be specified as equivalent in responded (with a greater than half-maximal response) object-based coordinates. Further, the movement speceven when the monkey fixated 2Њ-5Њ beyond the edge ificity was maintained across inversion, with neurons of a face that subtended 8Њ-17Њ at the retina. Moreover, responding for example to ventral flexion of the head the stimulus selectivity between faces was maintained irrespective of whether the head was upright or inverted. this far eccentrically within the receptive field.
In this procedure, retinally encoded or viewer-centered Until recently, research on translation invariance conmovement vectors are reversed, but the object-based sidered the case in which there is only one object in description remains the same. the visual field. What happens in a cluttered, natural Also consistent with object-based encoding is the environment? Do all objects that can activate an inferior finding of a small number of neurons that respond to temporal neuron do so whenever they are anywhere images of faces of a given absolute size, irrespective within the large receptive fields of inferior temporal neuof the retinal image size or distance (Rolls and Baylis, rons (cf. Sato, 1989)? If so, the output of the visual 1986). system might be confusing for structures which receive Neurons with view-invariant responses of objects inputs from the temporal cortical visual areas. In an seen naturally by macaques have also been described investigation of this, it was found that the mean firing recently (Booth and Rolls, 1998). The stimuli were prerate across all cells to a fixated effective face with a sented for 0.5 s on a color video monitor while the monnoneffective face in the parafovea (centered 8.5Њ from key performed a visual fixation task. The stimuli were the fovea) was 34 spikes/s. On the other hand, the averimages of ten real plastic objects that had been in the age response to a fixated noneffective face with an efmonkey's cage for several weeks, to enable him to build fective face in the periphery was 22 spikes/s (Rolls and view-invariant representations of the objects. Control Tovee, 1995b). Thus, these cells gave a reliable output stimuli were views of objects that had never been seen about which stimulus is actually present at the fovea, as real objects. The neurons analyzed were in the TE in that their response was larger to a fixated effective cortex, in and close to the ventral lip of the anterior part face than to a fixated noneffective face, even when there of the superior temporal sulcus. Many neurons were are other parafoveal stimuli effective for the neuron.
found that responded to some views of some objects. Thus, the neurons provide information biased toward However, for a smaller number of neurons, the rewhat is present at the fovea and not equally about what sponses occurred to only a subset of the objects (using is present anywhere in the visual field. This makes the interface to action simpler, in that what is at the fovea ensemble encoding), irrespective of the viewing angle.
Further evidence consistent with these findings is that found, may be more related to an object-based represome studies have shown that the responses of some sentation of identity. Of course, for appropriate social visual neurons in the inferior temporal cortex do not and emotional responses, both types of subsystem depend on the presence or absence of critical features would be important, for it is necessary to know both for maximal activation (e.g., Perrett To investigate the idea that visual experience might guide and body gesture (Hasselmo et al., 1989b) , and eye gaze the formation of the responsiveness of neurons so that (Perrett et al., 1985b) representations in some of these they provide an economical and ensemble-encoded cortical regions where face expression is represented representation of items actually present in the environis consistent with this requirement. In contrast, the TE ment, the responses of inferior temporal cortex faceareas (more ventral, mainly in the macaque inferior temselective neurons have been analyzed while a set of poral gyrus), in which neurons tuned to face identity new faces were shown. Some of the neurons studied (Hasselmo et al., 1989a) and with view-independent responses (Hasselmo et al., 1989b) are more likely to be in this way altered the relative degree to which they responded to the different members of the set of novel approach to the very rapid processing apparently being performed by each cortical stage, we measured the infaces over the first few (one to two) presentations of the formation available in short temporal epochs of the reset (Rolls et al., 1989) . If in a different experiment a single sponses of temporal cortical face-selective neurons novel face was introduced when the responses of a about which face had been seen. If a period of the firing neuron to a set of familiar faces were being recorded, the rate of 50 ms was taken, then this contained 84.4% of responses to the set of familiar faces were not disrupted, the information available in a much longer period of 400 while the responses to the novel face became stable ms about which of four faces had been seen. If the within a few presentations. Alteration of the tuning of epoch was as little as 20 ms, the information was 65% individual neurons in this way may result in a good disof that available from the firing rate in the 400 ms period crimination over the population as a whole of the faces (Tovee et al., 1993) . These high information yields were known to the monkey. This evidence is consistent with obtained with the short epochs taken near the start of the categorization being performed by self-organizing the neuronal response, for example in the poststimulus competitive neuronal networks, as described below and period of 100-120 ms. Moreover, the firing rate in short elsewhere .
periods taken near the start of the neuronal response Further evidence that these neurons can learn new was highly correlated with the firing rate taken over the representations very rapidly comes from an experiment whole response period, so that the information available in which binarized black-and-white images of faces that was stable over the whole response period of the neublended with the background were used. These did not rons (Tovee et al., 1993) . A comparable result is also activate face-selective neurons. Full gray-scale images found with a much larger set of stimuli: with 20 faces, of the same photographs were then shown for ten 0.5 the information available in short (e.g., 50 ms) epochs s presentations. In a number of cases, if the neuron was a considerable proportion (e.g., 65%) of that availhappened to be responsive to that face, when the binarable in a 400 ms long firing rate analysis period (Tovee ized version of the same face was shown next, the neuand Rolls, 1995). This analysis shows that there is conrons responded to it . This is a direct siderable information about which stimulus has been parallel to the same phenomenon that is observed psyseen in short time epochs of the responses of temporal chophysically, and provides dramatic evidence that cortex visual neurons. these neurons are influenced by only a very few seconds
The next type of experiment shows that very short (in this case, 5 s) of experience with a visual stimulus. periods of firing are sufficient for a cortical stage to We have shown a neural correlate of this effect using perform its computation. This experiment used a backsimilar stimuli and a similar paradigm in a positron emisward masking paradigm, in which there is a brief presension tomography (PET) neuroimaging study in humans, tation of a test stimulus, which is rapidly followed (within with a region showing an effect of the learning found 1-100 ms) by the presentation of a second stimulus for faces in the right temporal lobe and for objects in (the mask). The mask stimulus impairs or masks the the left temporal lobe (Dolan et al., 1997) .
perception of the test stimulus. When there is no mask, Such rapid learning of representations of new objects inferior temporal cortex neurons respond to a 16 ms appears to be a major type of learning in which the presentation of the test stimulus for 200-300 ms, far temporal cortical areas are involved. Ways in which this longer than the presentation time (Rolls and Tovee, learning could occur are considered below. In addition, 1994). This reflects the operation of a short-term memory some of these neurons may be involved in a short-term system implemented in the cortical circuitry. If the patmemory for whether a particular familiar visual stimulus tern mask followed the onset of the test face stimulus (such as a face) has been seen recently. The evidence by 20 ms (a stimulus onset asynchrony of 20 ms), facefor this is that some of these neurons respond differently selective neurons in the inferior temporal cortex of mato recently seen stimuli in short-term visual memory caques responded for a period of 20-30 ms before their tasks Miller and Desimone, 1994;  firing was interrupted by the mask (Rolls and Tovee Increasing complexity of representations could also be built in such a multiple-layer hierarchy by similar competitive learning mechanisms. In order to avoid a combinatorial explosion, low-order combinations of inputs would be learned by each neuron. Evidence consistent with this suggestion that neurons are responding neurophysiological findings are stimulating the developTo test and clarify the hypotheses just described ment of computational neuronal network models, which about how the visual system may operate to learn invarisuggest that part of the cellular processing involves the ant object recognition, we have performed a simulation, operation of a modified associative learning rule with VisNet, which implements many of the ideas just dea short-term memory trace to help the system learn scribed and is consistent and based on much of the invariances from the statistical properties of the inputs neurophysiology summarized above. The network simuit receives. It is a challenge to identify the cellular prolated can perform object, including face, recognition in cesses that could implement this short-term memory a biologically plausible way and after training shows, trace, and also the processes that might help to keep for example, translation and view invariance ( 
