Abstract-Frequency-Band-Decomposition (FBD) is a good candidate to increase the bandwidths of ADC converters based on sigma-delta modulators. Each modulator processes a part of the input signal band and is followed by a digital filter. In the case of large mismatches in the analog modulators, a new solution, called Extended Frequency-Band-Decomposition (EFBD) can be used. This solution allows for, for example, a four percent error in the central frequencies without significant degradation in the performance when the digital processing part is appeared to the analog modulators. A calibration of the digital part is thus required to reach these theoretical performance. This paper will focus on a self-calibration algorithm for an EFBD. The algorithm helps minimize the quantization noise of the EFBD.
I. INTRODUCTION
The Frequency-Band-Decomposition (FBD) [1] , [2] , [3] is a natural way to widen the bandwidth of sigma-delta converters [4] , using parallel bandpass modulators, where each modulator processes a part of the input signal band [5] . The main issue of such a solution is its high sensitivity to the central frequencies of the bandpass modulators. Extended FrequencyBand-Decomposition (EFBD) [5] makes it possible to convert a band-limited signal, using N + 2 parallel continuous-time bandpass modulators. This solution is able to adapt to the analog mismatches of the modulators caused by variations in the manufacturing processes, in order to minimize the quantization noise of the system and to allow for the reconstruction of the input signal by a transfer function which is as close as possible to a simple delay (minimum in-band ripple and linear phase).
As in many conversion systems, a calibration of the digital part of the EFBD becomes unavoidable. In the case of TimeInterleaved converters, gain and offset errors induce unwanted tones that can be minimized by an adequate calibration [6] [7], [8] . Such a calibration is performed by applying constant signals to each modulator and deducing the gain and offset from the filter outputs.
One of the advantages of the FBD solutions is that linear mismatches do not produce spurious tones. They only result in an in-band ripple and in an increase of the quantization noise. Using continuous-time modulators helps increase the sampling frequency, and induces natural filtering in the work band of each modulator. The calibration proposed in [8] for FBD can only deal with offset and gain, which is not sufficient for EFBD solutions. An algorithm that can calibrate the digital part of an EFBD without requiring heavy computing resources is proposed in this paper.
The second section of this paper gives the theoretical elements of the calibration method. The third section presents the calibration algorithm : the output mean power is minimized by modifying the bandwidths of the filters, the input being simply grounded. Finally, the fourth section concludes with the complexity and the duration of the whole algorithm.
II. OPTIMIZATION OF EFBD NOISE TRANSFER FUNCTION
An EFBD is composed of N +2 parallel sigma-delta modulators ( Fig. 1 -part A) , where N is the number of modulators required to process the input signal band [f 1 . . . f 2 ]. Two extra modulators are used in the case of large analog mismatches so that the useful band f 1 . . . f 2 remains within the work band of the EFBD. The outputs of all channels are merged by a digital system (part B) to reconstruct the input signal. The digital processing associated with each modulator is composed of a demodulation that brings the signal to baseband (demodulation frequencies are denoted f k C ), of a comb filter that performs a decimation, of a FIR filter H k (z) that removes the out-of-band noise, of a signal transfer function correction C 1 (z) and of a modulation. The complete digital processing for one modulator is summarized in Fig. 1 -part C. The frequencies used for demodulation and modulation are expressed as rational numbers so that the sequences are finite and can be stored in a ROM [5] .
The NTF optimization of the system consists in using, for each frequency band, the modulator that has the best signalto-noise ratio. As the signal transfer function is usually quite flat in the work band of the modulator, the modulator which is to be used for each frequency is the one whose noise power density is the lowest at this frequency. Fig. 2 gives as an example, the noise power densities of each modulator (NT F k ), where all resonator frequencies differ from their ideal values by a constant value plus random mismatches (modelling process non-idealities). The Q factors of the filters are equal to 50. The boundaries between the band of each modulator are represented by vertical lines. In this example (f 1 = 0.2, f 2 = 0.3), the 10 th modulator is not used as its band is completely outside the signal band. 
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Fig. 2. Boundaries with non-ideal modulators
The global system quantization noise power is the sum of contributions of each modulator:
is the quantization noise power spectral density and can be assumed constant [10] .
th FIR filter transfer function. It is assumed that the decimation comb filter removes sufficiently the folded noise produced by aliasing. Fig. 3 gives as an example the magnitude of the product
Most of the noise energy remaining after filtering lies between the modulator boundaries (vertical lines).
Thus it can be supposed that each FIR filter suppresses all the out-of-band noise, which leads to: 
f k r and f k+1 r being the actual boundaries for the use of modulator k,
where Nbit is the number of bits of the ADC within each sigma delta modulator. All sub-bands are continuous, and f 
Each integral is split into two terms that have at least one constant boundary. The first and the last term in the sum are separated as they are constant.
The total noise power is then the sum of two constant values, plus N + 1 terms, each of them depending on one of the boundaries f 
and the bandwidths of the lowpass filters.
It was shown in [5] that an error of 4% in the width of the subband (0.05% of the sampling frequency) causes a resolution loss less than 0.1 bit. Thus, the boundary frequency values (f k r ) can be quantized in this example with a step q s = F s /1024. The whole band represents 102 steps and the bandwidth of each subband would be 12 or 13 steps if all modulators were ideal.
The input of the EFBD must be first grounded. The noise power produced by the quantization is minimized by varying the values of the boundary frequencies f k r . The demodulation sequence and the lowpass FIR filters are fully determined by the knowledge of these values ( (6) and (7)).
The adaptation scheme given in Fig. 5 was used. The scheme itself uses the processing of the digital part presented in Fig. 1 . The estimate of the converter noise power is:P
N s is the number of samples used for the power estimation, I and Q are the outputs of each filter (Fig. 1) . The output power is estimated for each boundary value and the value that minimizes the output power is memorized.
The quantization noise power is estimated from a finite number of samples, leading to an error in the estimation. Due to this error, the algorithm will not converge to the optimum value in one step. It has to be applied several times to be sure to reach the optimum point. When 2 12 samples are used for the quantization noise power calculation, two or three sequences are required to reach the optimum.
This algorithm has been performed on a simulation of the bank described in Fig. 2 with 10 modulators. The output signals of the modulators have been memorized so that the same outputs are used for each loop. The results are given on Fig. 6 , which shows the resolution of the EFBD (calculated from the estimated noise power) after each iteration. It may be seen that the optimum value is reached at the end of the first sequence. This algorithm has also been tested in a simulation where the outputs of the modulators were calculated for each iteration. The result is given in Fig. 7 . It can be seen that the optimum is reached after three sequences. We verified by simulations that the convergence to the optimum value is also reached after three sequences for all kind of mismatches (with systematic or random errors on the modulator's central frequencies). The method is therefore relevant. It has been shown that with Off Line method the calibration was established with 9 iterations. This is due to the fact that the error produced by the noise power estimation is the same for each calculation step because the same data are considered. On the contrary, with the On Line method, the estimation error varies at each calculation step. This leads to need more iterations to converge to frequency values minimizing the noise power at the output as shown in figure 7 .
With an 800 MHz analog frequency, each noise power calculation performed from 4000 samples takes 5 µs to perform (the OSR of the system is equal to 5), and each sequence in the worst case approximately 1.12 ms (9 boundaries are varied among 25 values). The total NTF calibration time for 3 sequences can be estimated to 3.3 ms.
IV. CONCLUSION
This paper describes an auto-calibration algorithm for an EFBD sigma-delta converter. The main advantage of this algorithm is to use the implemented digital filter plus a reasonable amount of logic. A power estimator, associated with counters and a sequencer is needed . The logic quantity associated with this estimator can be neglected compared with the main filter. The whole calibration process proposed in this paper can be performed in few ms, which is compatible with the power-up time of any communication system. Anyway, the possibility of performing a power-up adjustment have shown the feasibility of a EFBD converter, without requiring a strict analog trimming.
