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Sweden
Telephone: +46 (0)31–772 1000
Chalmers Reproservice
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“Before I came here I was confused about this subject. Having
listened to your lecture I am still confused, but on a higher level.”
Enrico Fermi
Same to the author after his PhD

Abstract i
Virtual prototyping of vehicular electric steering assistance system us-
ing co-simulations
Weitao Chen
Department of Mechanics and Maritime Sciences
Chalmers University of Technology
Abstract
Virtual prototyping is a practical necessity in vehicle system development. From
desktop simulation to track testing, several simulation approaches, such as co-
simulation and hardware-in-loop (HIL) simulation, are used. However, due to
interfacing problems, the consistency of testing results may not be ensured. Cor-
respondingly, inherent inaccuracies result from numerical coupling error and non-
transparent HIL interface, which involves control tracking error, delay error, and
attached hardware and noise effects. This work aims to resolve these problems
and provide seamless virtual prototypes for vehicle and electric power-assisted
steering (EPAS) system development.
The accuracy and stability of explicit parallel co-simulation and HIL simu-
lation are investigated. The imperfect factors propagate in the simulation tools
like perturbations, yield inaccuracy, and even instability according to system dy-
namics. Hence, reducing perturbations (coupling problem) and improving system
robustness (architecture problem) are considered.
In the coupling problem, a delay compensation method relying on adaptive fil-
ters is developed for real-time simulation. A novel co-simulation coupling method
on H∞ synthesis is developed to improve accuracy for a wide frequency range
and achieve low computational cost. In the architecture problem, a force(torque)-
velocity coupling approach is employed. The application of a force (torque) vari-
able to a component with considerable impedance, e.g., the steering rack (EPAS
motor), yields a small loop gain as well as robust co-simulation and HIL simu-
lation. On a given EPAS HIL system, an interface algorithm is developed for
virtually shifting the impedance, thus enhancing system robustness.
The theoretical findings and formulated methods are tested on generic bench-
marks and implemented on a vehicle-EPAS engineering case. In addition to the
acceleration of simulation speed, accuracy and robustness are also improved. Con-
sequently, consistent testing results and extended validated ranges of virtual pro-
totypes are obtained.
Keywords: Vehicle and mechatronic system, explicit parallel co-simulation, cou-
pling method, HIL simulation, interface algorithm.
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This thesis intends to resolve problems associated with the virtual prototyping of
vehicle and electric power assisted steering (EPAS) system, i.e., a typical vehi-
cle and mechatronic system interaction. A virtual prototype replaces a physical
prototype with digital simulators or hardware-in-the-loop (HIL). However, the in-
tegration might not yield reliable and stable results in practise. This work aims to
answer why such a system becomes unreliable and how to properly construct vir-
tual prototypes for vehicle development and EPAS system as well as extend their
validity ranges. To accomplish this, problems that emerge with the integration
must be comprehensively considered, and how different impact factors distort the
system dynamics must be answered. Furthermore, methods for reducing unde-
sired factors, and enhancing the robustness of virtual prototypes must be sought.
These are the motivations of this research work.
This work does not focus on modelling a vehicle-EPAS system or validating
the model to a real system. Many published articles dedicated to the foregoing
subjects are found in the literature [16, 86, 52, 75], and the formulated techniques
have been successfully applied to the industry. Instead, this thesis focuses more
on simulation tools and basic principles, especially on real-time (RT) applications,
through co-simulation and HIL simulation.
1.1 Background and motivation
Electrification and automation
In 2019, Volvo Cars launched an ambitious plan aiming to reduce its carbon foot-
print per car by 40% before 2025 and become a climate-neutral company by 2040.
Meanwhile, Ford and Volkswagen announced that they intend to become carbon-
neutral by 2050, to align with the Paris Commitment [2, 3]. To achieve these
goals, the main strategy is to electrify vehicular subsystems to improve energy
efficiency. More specifically, the electrification of gasoline compression ignition
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Figure 1.1: Emerging vehicle electrification in US market from the report [1]. Global market
size is estimated at 58.92 billion USD in 2016.
engines can reduce fuel consumption by up to 44% [56]. An EPAS system can
increase fuel efficiency by up to 6% and reduce CO2 emissions by up to 8 g/km
compared with an alternative hydraulic unit [78]. In a conventional braking sys-
tem, approximately 30% of the total energy is wasted through friction. However,
24% or more of the braking energy can be potentially recovered by braking using
an electric machine [95]. Electrification is currently regarded as a major trend in
the automotive industry (Fig.1.1) and even in succeeding decades.
The use of more mechatronic subsystems is anticipated to increase functional-
ity to various levels, introducing more electric control units (ECUs) and software
codes onboard than ever. A typical example of a subsystem-level function is the
anti-lock braking system, which regulates the brake pressure to improve the de-
celeration capability using pressure sensors, control algorithms and electric valves
that are fast reactive [116]. In addition, multiple driving modes (e.g., comfort or
sportive) are realised with the active suspension system and EPAS system accord-
ing to control parameters [76]. Autonomous driving is the highest-level function
into which lower-level functions are incorporated; here, the EPAS system is essen-
tial. Work on the realisation of full automation is ongoing, involving more codes,
improved onboard processing capability, and more sensors when necessary.
Effects on the development
As a vehicle evolves into a machine more akin to a robot or a computer, its de-
velopment process also changes. To reduce the development time, control codes
are expected to be developed concurrently with the hardware. Then, the entire
system can be tested at the earliest. This leads to a new form of virtual proto-
typing. Although it is not novel in vehicle development, it was barely formulated
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for software development.
Virtual prototyping refers to the use of simulation tools to replace the physical
counterparts for product presentation and testing [119]. In the conceptual phase
of a vehicle project, the control codes can be preliminarily tested on the vehicle
system only through computer simulation. Then, HIL simulation is performed
in later phases for development iterations. This simulation enables more detailed
and realistic tests non-destructively (e.g., reliability test and fault-tolerance test)
[57]. Furthermore, it can be extended with a human driver-in-the-loop to better
understand the virtual prototype. In the virtual development phase, the subjec-
tive evaluation of product attributes is possible without a physical prototype.
Requirements
The effective virtual prototyping of a vehicle system requires reliable predictions
derived from simulation tools. In this regard, the probable most important re-
quirements on virtual prototypes are Accuracy and consistency.
Accuracy means the simulation results approach reality to the extent nec-
essary, that is, the tool is validated with respect to reality.
This requires simulation models to have adequate levels of abstraction to capture
the characteristics of interest. In general, more accurate models include more sys-
tem details. The known associated side effect is complexity in terms of parameter
identification and computation. These subjects have long been investigated by re-
searchers in each dedicated field. In the industry, the consequent domain-specific
models and commercial software tools have been successfully employed. In vehicle
development, some examples are Adams/Car and Simpack for chassis multibody
simulation [87], MFswift and FTire for simulating the tyre-terrain interaction [44],
GT-suite for simulating the powertrain [9], and Bouc–Wen models for the rubber
bushing and damper [79, 68]. For the holistic simulation of the vehicle system,
the virtual prototype typically consists of multiple software tools.
Consistency means that results derived from different simulation tools are
in agreement.
In other words, different simulation tools validate each other (not necessarily
with respect to reality). A highly complicated simulation tool must not only
introduce new features but also conform with basic predictions. For instance,
the torque-speed relation from the HIL simulation of an electric motor must at
least, under the steady-state condition, correlates with the prediction from a basic
desktop simulation. Discrepancy only occurs due to changes in system model and
design parameters. Accordingly, the development of hardware and software can
be effectively iterated towards field tests. However, consistency is not always
ensured as complexity increases; this is known as the interfacing problems of
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multi-domain simulation tools [38, 91]. Moreover, virtual prototyping requires
development efforts and time, which must be minimised.
1.2 Challenges
On a higher level, the problems in virtual prototyping are associated with knowl-
edge and the application aspects. In terms of knowledge, a multidisciplinary gap
exists. A virtual prototype of a mechatronic system involves disciplines, such as
mechanical engineering, control engineering and computer science. Each discipline
has its own framework and approaches. The disciplinary boundary sometimes con-
strains the awareness of the solution space for the virtual prototyping of vehicular
systems, and a systematic framework on the subject is missing.
In the application aspect, a generic platform for integrating simulation tools
is missing in industry, and due to commercial reasons, the prospect of its in-
troduction to the industry is minimal. To integrate different software tools, the
commonly used functional-mock-up interface (FMI) standard [25] is initiated by
Dassault Systems, developed by the MODELISAR consortium. Thereafter, to
integrate simulation tools with RT systems, the distributed co-simulation proto-
col (DCP) [63] is recently developed by the ACOSAR project led by the Virtual
Vehicle Center. Although software obstacles are partially removed, the simula-
tion tools are usually integrated in an ad-hoc manner. Because the applications
are highly customised, the integration work is mostly controlled by users instead
of tool vendors. From the perspective of vehicle companies, virtual prototyping
represents a capability to develop new products.
The forgoing is the background and motivation of this work. The challenges
can be divided into following concrete technical problems.
1.2.1 Different simulation techniques
What are the different simulation techniques in virtual prototyping? The most ba-
sic is monolithic simulation (Fig.1.2), which uses a single solver to calculate system
equations. Alternatively, co-simulation uses multiple solvers to calculate various
sets of system equations. In addition to being a common approach for integrating
software tools, it is also more suitable for multi-domain problems. Simulations
can be categorised as offline and RT, depending on whether the simulation is
synchronised with the wall-clock time. Moreover, RT simulation is typically used
to integrate with real hardware. It has more computational and feasible require-
ments on the system model, solver type and computer platform [18]. Fixed-step
solvers are generally used due to its predictive computational effort and better
synchronization [121, 18]. To achieve RT performance, two options are possible.
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Figure 1.2: Virtual prototyping link desktop simulation to physical prototype.
One is to simplify the model and execute it sufficiently fast with the monolithic
simulation. The other is to split the model and run co-simulation on distributed
threads or processors [28]. These are the techniques on the simulator side. The
accuracy of results are not only determined by system models but also numer-
ical aspects, such as the step-size employed and the implemented co-simulation
scheme [30].
In addition to the foregoing simulation techniques, a more advanced and com-
plex application is HIL simulation, which combines the hardware device under
test (DUT) and the digital RT simulator (DRTS) [69, 51]. This approach is also
widely called X-in-the-loop technique, in which X represents the DUT (e.g., a
test-rig, a human-machine interface and a human driver). Furthermore, HIL sim-
ulation can be geographically distributed in that different parts are connected by
internet communication [36]. Accordingly, this eliminates the cost of building and
maintaining test facilities. In addition to the aforementioned numerical aspects,
the control of hardware [61] and communication delay also add error to the system
and distort the simulation result.
To validate the simulation tools, consistency is continuously pursued in related
works [36, 91, 61]. Model behaviours must be seamlessly produced with different
simulation techniques. The factors that can lead to inconsistency are categorised
in two: architecture and coupling problems. These refer to how the system
is built and how coupling variables (signals) are treated, respectively.
1.2.2 Architecture problem
The architecture problem refers to the virtual prototype configuration, i.e., how
the system model is distributed and assembled. In co-simulation, different sets
of equations are assigned to the solvers. Once the assignment is prepared, the
input-output variables (i.e., the variables coupled to sub-models) are fixed. Their
flow direction (known as causality) is specified. The architecture setup may yield
different performance levels in terms of accuracy and stability, as demonstrated
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in a vehicle-track interaction example [80].
In the HIL simulation, the architecture is extended with a virtual-physical
interface connecting the DUT and DRTS. Similarly, the coupling variables and
causality are determined by corresponding measurements, control variables and
control strategy in the interface. Different design choices can yield varying HIL
simulation performance levels and influence consistency. In addition, the work
shows that some auxiliary components can be added to modify system perfor-
mance. The architecture problem is further discussed in this thesis as well as in
Papers I and V.
1.2.3 Coupling problem
The coupling problem broadly refers to the inaccuracy of coupling variables owing
to distribution. Specifically, co-simulation usually has multiple time rates; hence
the coupling variables are not constantly updated for the part at a sufficiently
fast rate. The coupling variables must be approximated by some means (called
coupling methods). The unavoidable coupling error degrades the accuracy of
result and may even destabilise the co-simulation [30].
The aforementioned problem also exists in the HIL simulation with its hybrid
nature (i.e., a mixture of continuous and discrete time system). Moreover, the
coupling variables are transmitted by signals or enforced by control systems. The
associated communication delay, measured noises and control errors may further
degrade accuracy and stability. To resolve these problems, measures to reduce
the coupling error [30], compensate for the communication delay [21], and reduce
the control tracking error [29] are implemented. The coupling problem is further
discussed in this thesis and covered in Papers III and IV.
1.3 Research questions
To render the work balanced and sensible, the virtual prototyping of a vehicle-
EPAS system (Fig.1.2) is considered as a real engineering case. The theoretical
findings and methods are implemented and validated experimentally on such a
test bench. The original research question of the project is as follows.
Q. How can vehicle and mechatronic system development benefit from advanced
simulation techniques ?
As the work progressed, this original question has been refined into the following
research questions according to practical necessity and problems:
Q1. How can the virtual prototype of vehicle-EPAS system be constructed and
the interface be designed ?
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This question aims to investigate the architecture problem in a distributed simu-
lation. The effects of interface design must be explained on a fundamental level.
This thesis intends to provide guidelines on the vehicle-EPAS system development.
Q2. How can the performance of vehicle-EPAS system simulation be improved?
The question aims to investigate the coupling problem and employ coupling meth-
ods to improve system stability and accuracy. In addition to a revision on the
state-of-the-art methods, new methodologies for overcoming the multi-rate effect
are sought. Lastly, this work intends to provide guidelines on how these methods
are to be implemented on the test bench.
Q3. How does HIL simulation differ from computer simulation ?
The question aims to provide fundamental insights on impact factors in HIL sim-
ulation where consistency may be degraded in practise. The impact factors on
accuracy and stability must be determined.
Q4. How can the performance of HIL simulation connected to an EPAS system
test rig be improved ?
This question aims to reduce the impact factors described in Q3. Methods for re-
solving the coupling and architecture problems must be developed. Furthermore,
experimental results are analysed, and implementation guidelines are formulated.
1.4 Scientific contributions
The scientific contributions of this work are summarised as follows:
1. The different virtual prototypes of vehicle-EPAS system have been created,
including an FMI-based co-simulation, a motor-in-the-loop simulation and
a driver-in-the-loop simulation.
2. Insights on co-simulation and HIL simulation problems are provided. The
simulation techniques are analysed integrally as coupled system dynamics,
relying on a linear robust control framework.
3. Proposals for the architecture setup are provided for the design of both
co-simulation and HIL simulation.
4. State-of-the-art and new coupling methods are reviewed and developed. An
approach using adaptive filters to compensate for the delay effect is devel-
oped. To reduce the coupling error due to the multi-rate effect, a frequency-
domain optimisation approach (H∞ method) is also devised.
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5. Interface algorithms are developed to improve the HIL simulation perfor-
mance and implemented on a prototype with a motor-in-the-loop. The
validation range of the virtual prototype is considerably extended.
1.5 Limitations
 Only the explicit parallel co-simulation (Gauss-Jacobi scheme) has been dis-
cussed. The other types of scheme (e.g., Gauss-Seidel and iterative schemes)
are not considered due to the limited support on the use of prototyping tools.
 To facilitate the analysis in a linear robust control framework, the example
cases are assumed as linear time-invariant (LTI) systems. Linear approx-
imations are made in the development of coupling methods and interface
algorithms.
 Only single-core simulation is performed and full potential of distributed
simulation is not investigated. Advanced features on the computer side are
not discussed. For example, efficient scheduling techniques are relevant to
the speed of distributed simulation [28]; these are not included in the scope
of this work.
 The vehicle-EPAS system interaction is mainly considered by the low-frequency
lateral dynamics. Consequently, the interfacing problems in this case may
be less evident.
Furthermore, considering the broad area related to the subject, the author
may be unaware of some interesting concepts and methods.
1.6 Thesis Outline
This thesis has two major parts. The first part focuses on theoretical principles
using simple examples to facilitate comprehension. Results can be reproduced
with less effort. Chapter 2 outlines the features of computer simulation. It
presents the investigation of co-simulation and the fundamental analysis of stabil-
ity and accuracy. Next, co-simulation coupling methods are introduced. Chapter
3 presents a generalisation of HIL simulation. Similarly, the analysis of stability
and accuracy is elaborated. Moreover, interface algorithms for enhancing the HIL
simulation performance are introduced.
The second part discussed the application of the foregoing to a real engineering
case. Chapter 4 presents the vehicle-EPAS system, mathematical models and
dynamic characteristics. The construction of virtual prototypes, implementation,
1.6. Thesis Outline 9
and test facilities is explained, and experimental results are given. Finally, the
summary of this thesis and ideas for future research are presented.
The appended papers cover topics on different aspects (Fig.1.3) that interac-
tively determine the performance of a virtual prototype. Paper I presents the
co-simulation interface design and causality problem. Paper II introduces the
virtual prototypes of the vehicle-EPAS system using an FMI-based co-simulation.
The acceleration of simulation using different setups is presented. Paper III dis-
cusses the explicit co-simulation approach in detail. A new coupling method based
on H∞ synthesis to reduce the coupling error is proposed. Paper IV presents
the delay effect on RT application. Discrete adaptive filters are used for delay
compensation. (The latter developed H∞ method can also be applied to the de-
lay problem.) Paper V elaborates on an EPAS motor-in-the-loop prototype. A
new interface algorithm is employed to alter the system architecture and improve
the HIL simulation performance.
Figure 1.3: A map of appended papers showing the problem dimensions of the work and how








This chapter introduces the fundamentals of computer simulation. The funda-
mentals on accuracy and stability of monolithic simulation and co-simulation are
elaborated. State-of-the-art coupling methods and a new method formulated by
the author are presented. Then, the architectural problem is discussed.
2.1 Modelling of mechanical system
Vehicles and the subsystems can be modelled based on classical mechanical prin-
ciples. A typical mathematical description of nonlinear ordinary differential equa-
tions (ODEs) is as follows:
M (q)q̈(t) = f(q, q̇, t) (2.1)
where q(t) ∈ Rnq is a minimum set of generalized coordinates, and nq is the
degree of freedom; M is a symmetric positive definite matrix containing the
corresponding mass and inertia values; f is the vector of generalized forces. If
kinematic constraints are introduced and algebraic equations are added, then
differential-algebraic equations (DAEs) are derived 1.
With a moderate order of degrees of freedom, Eq. (2.1) yields basic models to
capture the dynamics of a system. For example, in a quarter car model, q may be
defined as the vertical motions of the wheel and vehicle body. In a single track
model, to study the vehicle’s planar motion, q is considered as the yaw and lateral
motion [54, 42]. To implement a linear or frequency analysis, the system can be
linearised around an equilibrium point q̄, where q̈ = q̇ = 0 and f = f(q̄, 0, 0).
Given an external input u(t) ∈ Rnu , the system can be further expressed into the
following state-space form.
1DAEs of low index can be reduced into ODEs using projection or derivation. Otherwise,
DAE integration can be applied as well, which is not covered in the work.
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ẋ(t) = Ax(t) +Bu(t)















Jacobian matrices ∂f/∂q, ∂f/∂q̇, ∂f/∂u can be approximated using the finite dif-
ference method [11]. The Jacobian matrices are updated in certain steps according
to their variations. This step requires 2nq + nu + 1 evaluations for each force el-
ement f , mainly dominating the computations in a multibody dynamics (MBD)
system simulation. In a large-scale MBD system (e.g., a passenger vehicle), nq
may exceed 300.
To facilitate the discussion on stability and accuracy, a single mass-spring-
damper (MSD) oscillator is considered (Fig.2.1).
mq̈(t) + dq̇(t) + kq(t) = u(t) (2.3)
in the LTI system, A and B are invariants. The state vector is the displacement

















The state matrix eigenvalues, λ(A) ∈ C2nq are known to characterise the
behaviour of the system [14]. The system is exponentially stable if all eigenvalues




Figure 2.1: (a) An LTI MSD oscillator; (b) Time response of different λ(A) values.
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2.1.1 Classic ODE integration
In computer simulation, the system model (Eq.(2.4)) can be integrated using
standard ODE solvers. Explicit solvers calculate the new states based on the
previous values. The simplest solver is the forward Euler method.
xtn+1 = xtn + hẋtn with h := tn+1 − tn (2.5)
The well-known explicit Runge–Kutta (RK) method is composed of a linear com-
bination of time derivatives at intermediate points.




with k1 := f(xtn , tn) = ẋtn
ki := f(xtn + h
i∑
j=1
aijkj, tn + cih) (i = 2, 3...., s)
(2.6)
For a given stage number s, the coefficients bi, aij, ci are reported in the literature
[14, 35]. Due to the evaluation of ki, the numerical effort is s times the forward
Euler method (s = 1).
The accuracy of the solver can be checked based on its deviation from the
Taylor series. The one-step error of the Euler method (Eq.(2.5)), i.e., the local
error, is equal to the residual ξlocal = O(h
2). Thus, the error during the simulation
time 0 → tn (i.e., the global error), accumulates as ξglobal = ξlocaltn/h = O(h).
Similarly, RK methods with s ≤ 4 yield a global error in the order O(hs). The
order number indicates how fast the method converges to the exact solution when
h is reduced. For example, when h reduces by a factor of 10, the simulation
accuracy level increases by one digit using the Euler method; the computational
effort increases 10 times. With the RK4 method, the accuracy level increases by
four more digits, and the computational effort increases 40 times. The system
(Eq.(2.4)) is specified with λ(A) = −0.05 ± 1i. The initial condition is ẋ(0) =
[1, 1]T , u(t) = 0 and the simulation time is 100 s. The simulation statistics with
the Euler and RK4 methods are compared in Table 2.1.
Table 2.1: Example of calculation speed and accuracy level of Euler and RK4 method.
Euler method
h Elapsed time ξq ξq̇
0.01 0.026 1.4e-3 6.1e-3
0.005 0.056 5.9e-4 2.7e-3
0.001 0.275 1.0e-4 4.8e-4
RK4 method
h Elapsed time ξq ξq̇
0.01 0.158 7.6e-11 3.1e-11
0.005 0.307 4.8e-12 2.0e-12
0.001 1.537 7.6e-15 3.3e-15
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When implemented on a digital simulator, the stability of the system model
(Eq.(2.4)) also changes. Considering a single ODE equation, ẋ = λx for one mode
in the system (Eq.(2.4)), the explicit solver (s ≤ 4) transforms the system into a
difference equation.






















| < 1 (2.8)
To solve the model (Eq.(2.4)), all eigenvalues λ(A) must remain within the sta-
bility region (Fig.2.2). Therefore, numerical stability is determined by the model
dynamics and the integration method.
For the model to be solvable using a given method, order-reduction techniques
can be applied [37]. There is no explicit criterion on how to select h. However,
in practise, the rule of thumb is to use a small h provided that the elapsed time
is satisfactory. Nevertheless, dealing with stiff systems in which |λ(A)|min 
|λ(A)|max has inconsiderable efficiency [11].
2.2 Co-simulation
Co-simulation is literally a cooperation of simulation in which the solution of the
system equation (Eq.(2.1)) is distributed. Co-simulatiom has been demonstrated
to be necessary in simulating multi-domain problems. Its well-known advantages
include the following: it has better numerical efficiency, enables software tool
integration, and can be implemented on multiprocessors and distributed computer
systems [48, 28]. The early applications of co-simulation to vehicle simulation
emerged in the 90s, such as the integration of software coded in C and mechanical
part designed in Matlab [71], and the integration of MBD vehicle model and
mechatronic subsystems [62, 117]. In addition to oversimplified models and slow
simulation speed, the problem of synchronisation and lack of a unified software
format were regarded as major challenges. These problems have been resolved by
the latter introduced FMI standard, which relies on a master-slave structure, as
shown in Fig.2.3. The master is responsible for exchanging the coupling variables
at a specific time step (i.e., the macro-step H). In contrast, the slaves are models
whose solution is similar to that of monolithic simulation.
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Figure 2.2: Stability regions for explicit solvers. The regions are scaled by the size of h. λ
inside the region satisfies Eq.(2.8); thus, the mode is stable during computation.
Figure 2.3: FMI standard for co-simulation (left) and model exchange (right). The latter is
called tightly-coupled co-simulation in previous references [62, 117, 115]. However, we do not
regard this as co-simulation because distribution does not occur in computation.
In the last decade, the fundamental numerical analysis for co-simulation was
introduced [65, 10, 30, 12, 13], and the number of contributions to the literature
continued to grow. The trend may be motivated by the evolution of computational
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power and increasing demand for RT applications. Two well-written reports [46,
74], were found to provide a comprehensive description of the development of the
subject including subsequent revisions.
In summary, co-simulation is categorised by master algorithms as non-iterative
and iterative schemes [30, 101]. In the iterative scheme, the master proceeds with
the steps provided that the error tolerance is satisfied, thus ensuring accuracy. To
achieve this, the slave must return to the previous steps and repeat if requested by
the master. Therefore, more computational effort and difficulty in implementa-
tion are expected with the use of commercial software tools. If the slave conducts
iterations in each step, the computational burden can become extremely high.
Furthermore, hardware and control software are definitely not applicable to this
scheme as slaves. The investigation of other co-simulation variants, such as vari-
able and fixed macro-step approaches, was also reported in the literature [96, 97].
The variable macro-step approach exhibits the aforementioned limitations, espe-
cially when RT requirements are involved. This work only focus on the most
widely used co-simulation type, i.e., the explicit parallel co-simulation with fixed
macro-step (Fig.2.4).
Figure 2.4: Explicit parallel co-simulation consisting of two slaves. Slave 1 is calculated using
fixed-step solver at step size h; Slave 2 is solved with variable-step solver. Slaves are coupled at
instant tn and tn+m.
2.2.1 Mathematical description
To elaborate the difference to the aforementioned monolithic simulation, the math-
ematical description of explicit parallel co-simulation is presented here. An LTI
system is considered as a slave model and solved at micro-step h to facilitate
analysis. The discrete system is expressed as follows:
xtn+1 = Axtn + Butn
ytn+1 = Cxtn+1 +Dutn+1
with A := eAh B := B/A(eAh − I)
(2.9)
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A,B are calculated by truncating the Taylor series, and the error order is known.
C,D are output matrices. Given the macro-step H = mh, the slave repeats the
step (Eq.(2.9)) m times in between communication. Then, the integration steps








Am Am−1B Am−2B . . . 0
C D 0 . . . 0















The above expression is equal to the monolithic simulation because u(t) is con-
stantly known. In the co-simulation, the slave input during the communication
interval (tn, tn+m] is unknown and approximated using certain coupling methods.
In the most common setup, the slave exports the latest output ytn+m and uses a

























The dimensions of the matrices above increases with the use of other higher-
order methods. This step only transfers the slave into a system at a rate of H. The
stability of the slave remains dependent on A. Using the same form as Eq.(2.11)
















































where Ā := blkdiag(A[1]m , . . . ,A[p]m ), B̄ := blkdiag(B[1]m , . . . ,B[p]m )
C̄ := blkdiag(C[1]m , . . . , C[p]m ), D̄ := blkdiag(D[1]m , . . . ,D[p]m )
(2.12)
the superscript denotes the p th slave system. The notation m is retained for
convenience. Unequal micro-steps can be taken by the slaves, which should not
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cause confusions here. To form the co-simulation network, the slaves are coupled
































The states of the co-simulation evolves as described above. If det(I−D̄L) = 0,
then an algebraic loop exists [45]. This means that the slaves have feed-through
channels in D̄, and the corresponding channels are connected by L. Then, some
of the inputs utn are directly dependent on the outputs ytn , and subsequently
become self-dependent. This type of problem can be solved using iteration schemes
[66, 102] or artificial bushing elements to break the self-dependency [30, 99]. To
avoid the algebraic loop (i.e., det(I − D̄L) 6= 0), a force-displacement or force-
velocity coupling can be selected for the considered mechanical system.
2.2.2 Accuracy and stability
Accuracy is investigated starting from the local error of the state vector in a
step of H. The exact and co-simulation results are denoted by xtn+1 and x̃tn+1
respectively. Their difference is
ξx,local = xtn+1 − x̃tn+1







with ξui,local := utn+i − ũtn+i
(2.15)
It is known that the approximation error of kth order Lagrange polynomial is
ξui,local = O(H
k+1) [30]. If the slave solver error mO(hs+1) is negligible, then,
ξx,local = mO(H
k+1) = O(Hk+2). Following this pattern, the global error ξx,global
propagates from the initial point and then converges with O(Hk+1). The local
error of the output vector can be easily checked using




which is of the same order as ξx,local. This reveals that the accuracy of co-
simulation is determined by the input approximation (i.e,.coupling method). There-
fore, to resolve the errors in explicit parallel co-simulation, various coupling meth-
ods are developed. Further details are presented in the next section.
The stability of co-simulation is governed by Eq.(2.14). The system is asymp-
totically stable if and only if |λ(Ā + B̄L(I − D̄L)−1C̄)| < 1. The eigenvalues are
determined by the coupled behaviour; thus, the stability region cannot be de-
rived as that in the monolithic simulation. To analyse stability, B̄L(I − D̄L)−1C̄
must be specified with the input and output variables of the slaves. This leads
to the considerations of the architecture design of co-simulation slaves, such as
force-displacement and displacement-displacement coupling [30]. To clarify the
analysis, a classic benchmark problem is introduced.
Figure 2.5: Co-simulation setup of the benchmark problem in which the master passes the
coupling variables.
Benchmark: A typical dual mass-spring-damper (DMSD) system (Fig.2.5) is
employed as benchmark. The parameters are m1 = m2 = 0.1 kg, k1 = k2 = kc = 10
N/m, d1 = d2 = dc = 0.1 Ns/m. In the explicit co-simulation, a force-velocity
coupling approach is used.







































































































First, we can observe the global error ξx1,global in Fig.2.6 (with h = 1e − 6
s). ξx1,global converges in O(H) and O(H
2) with the ZOH and FOH methods,
respectively. Next, stability can also be checked by the variation of the spectral
radius with m. The slaves are discretised with the Euler method at h = 5e− 3 s.
Stability deteriorates when m increases, in this case the FOH method enables a
larger macro-step.

















Figure 2.6: Accuracy and stability of the benchmark problem using different coupling methods.
However, stability actually varies with the system parameters, and co-simulation
architectures. If different combinations of parameters, coupling methods and ar-
chitectures are considered, the dimension of the problem significantly increases.
This is known as a mutual reaction between the system dynamics and coupling
method. Even a simple DMSD system can yield lengthy results from which deriv-
ing a conclusion or generalisation for complex engineering applications is difficult
[30, 48, 73].
The benchmark system remains an open question in co-simulation research.
Other examples such as the non-linear double pendulum [8, 103] and hydraulic
system [89] are also reported in the literature. In non-linear cases, numerical
tests are first conducted. Performance levels are evaluated a posteriori (i.e., after
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the co-simulation results are obtained). Nevertheless, dependency effects on the
benchmark system and input excitation persist [88].
Accordingly, the foregoing has motivated the author to investigate the problem
in the control framework. By considering the salves by their overall transfer
behaviour in the frequency domain, the dimensions of the problem are reduced.
The numerical errors of co-simulation are regarded as imperfect perturbations in
the system. The equivalent error and stability analysis in the control framework
is presented in Paper III. Furthermore, the coupling method can be developed
with a less case-dependent effect, as discussed in the following.
2.3 Coupling methods
The most widely used methods for approximating the input u(t) are the Lagrange
polynomials of degree k (k = 0, 1, 2 ), i.e., zero-order hold (ZOH), first-order
hold (FOH) and second-order hold (SOH) methods (Fig.2.7). The k th-order
polynomial is determined from k + 1 points. Hence, a higher-order polynomial
contains more information in the past and yields less information to more recent
changes. In another words, its high-frequency precision is compromised. This
trend is clearly demonstrated by comparing the approximation error in the fre-
quency domain (Fig.2.8). Note that ‖ξu‖ increases using higher-order methods
when ωH/2π > 0.2, i,e., fu > 0.2/H (fu is the input frequency). Generally,
high-frequency input is more critical in co-simulation. Due to this characteristic,
higher-order methods more easily become unstable [30, 101, 8]. Consequently,
their usage is limited in practise.
To better approximate u(t) in the macro-step, one idea is to disclose most of
the system information as possible. For example, the system Jacobian matrices
are used [106, 82], the internal states and analytical high-order derivatives are
exploited [8], and the analytical derivatives with respect to u and x are added as
new features by the standard FMI 2.0 [26]. These approaches must disclose the
system information; therefore, software code support is necessary. Another idea
is the use of input-output data and considering the slave as a black box. This is
applicable to most currently used tools because there is no model disclosure, or
only a slight modification is necessary. A loosely defined distinction is used for
the revision.
Polynomial-based approach
Polynomial-based approach extrapolates the input like Lagrange polynomials. For
example, multiple micro-step values
[
ytn , . . . , ytn−k−1
]T
can be exported at
the communicative instant tn. Then, the extrapolation can rely on the output
at a finer step [21]. With a lower delay, the accuracy improves (Fig.2.9). In
another case, a heuristic method is employed. Input data are classified into various
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tn-2 tn-1 tn tn+1 tn+2 tn-2 tn-1 tn tn+1 tn+2
Figure 2.7: Extrapolation of u(t) with Lagrange polynomials based on equidistant macro-step

















Figure 2.8: Extrapolation error ‖ξu‖ using Lagrange polynomials with respect to normalised
frequency ωH2π . Higher-order polynomials yield faster converge rates but lose high-frequency
precision.
patterns, then different polynomials are used according to the recognised pattern
[59, 19].
In the use of polynomial approaches, a discontinuity problem may occur at the
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communicative instant (Fig.2.9). This may degrade the local solver performance,
and a correction is added to improve the connection [8]. In terms of mechanical
dynamics, this artificial discontinuity is undesired because it may induce a sudden
force excitement or even a fast-changing displacement. In essence, the disconti-
nuity is due to the lack of frequency control. However, the input’s frequency
component may be equally important as the error, as shown by the example in
Fig.2.10.
tn-2 tn-1 tn tn+1 tn+2
Figure 2.9: Extrapolation of u(t) with Lagrange polynomials based on an equidistant macro
step H and the micro step h.
Model-based approach
Model-based approach employs input-output data to identify a reduced model for
extrapolation. For example, an MBD model is replaced by an adaptive reduced
model to generate the intermediate inputs [84, 85]. The reduced model is a less
computationally heavy alternative and can be identified from the input-output
data. In these approaches, the extended Kalman filter algorithm and recursive
least squares algorithms can also be used [111, 112].
In the author’s point of view, the following are the problems unsolved by state-
of-the-art explicit coupling methods and some of the expected requirements.
 Can the coupling method reduce the error and preserve the frequency con-
tent? As discussed, the coupling approach may exhibit discontinuity, which
must be avoided.
 Can the coupling method performance be evaluated a priori? This requisite
is twofold. First, if the method can be evaluated alone, it may be applied
with a less case-dependent effect. Second, a posteriori evaluation requires
complete results and ideal reference, which might be unavailable in practise.
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Figure 2.10: Motivating example: input 2 is better than input 1 in terms of maximum error
(0.309 < 0.3129) and root-mean square error (0.1286 < 0.2213). However, delayed input 1 has
better performance in terms of frequency content.
 Can the coupling method be transparently tuned, and is it interpretable?
As discussed, if the methods can be independently evaluated, then they can
be easily tuned for better performance. On the other hand, the parameters
involved must be transparent and interpretable for tuning.
The coupling method is selected according to the software capabilities and
practical requirements. In this work, a concept that can partially satisfy the
identified requirements is proposed.
2.3.1 H∞ synthesis method
We consider an input-output based approach with a same condition as that in [21],
i.e., the finer output values in t ∈ [tn−m, tn] are accessible. The objective is to
predict u(t) for t ∈ [tn, tn+m] for the slave. Moreover, focus is set on a single input-
output interface, and the problem is clearly illustrated as a conceptual layout
(Fig.2.11). The slave output y ∈ R from a slave during a macro-step H is reshaped
into a column vector ȳ ∈ Rm. This operation enables to describe the system into
a single rate H similar to Eq.(2.11). Here, Φ1, Φ2 are the linear operators for
generating the output and input respectively. Moreover, the k-th order Lagrange
polynomial using finer outputs is obtained by letting Φ1 ∈ Rk×m, Φ2 ∈ Rm×k as in
the following example.
ZOH method : Φ1 =
[




1 . . . 1
]T
FOH method : Φ1 =
[
0 . . . 1 0




0 −1 . . . −m
1 2 . . . m+ 1
]T
(2.19)
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Because only outputs in the previous macro-step are available, ȳ is supposed
to have a delay of H. If the delay effect is neglected, the operators must satisfy
Φ2Φ1 = Im for a lossless communication, Im denotes the m ×m identity matrix.
If Φ2 is given, the optimal Φ1 is Φ1 = Φ
−1
2 , which is solvable when Φ1, Φ2 are non-
singular and m×m matrices. However, this does not provide a solution because it
simply requires all outputs in time to generate inputs. The operations may have
inputs and outputs of different dimensions as those given in Eq.(2.19). One means
for measuring the closeness to the ideal communication is using ||Φ2Φ1 − Im||∞,
i.e., the maximum singular value of the matrix.
Figure 2.11: Conceptual layout of single input-output interface.
Figure 2.12: Discrete error system for a single output-input interface.
When the macro-step delay is considered, the conceptual layout can be trans-
ferred using a discrete error system in the Z-domain (Fig.2.12). An ideal interface
path is introduced to derive the input approximation error ξū ∈ Rm
ξū = Tyeȳ, Tye := Φ2Φ1Z
−1 − Im (2.20)
where Z−1 denotes the one step delay of H. Note that the ideal path do not
necessarily exist in the co-simulation, hence ξū is actually unknown. However, L2
norm of error ||ξū||2 satisfies the following
||ξū||2 = ||Tyeȳ||2 ≤ ||Tye||∞||ȳ||2 (2.21)
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Then, synthesising a pair of Φ2, Φ1, which yield a minimum ||Tye||∞, to further
bind ||ξū||2 is the central idea of the concept. Accordingly, we refer it as the H∞
coupling method. Here, the concept has been explained using a discrete formula-
tion to be more consistent with the context. In the implementation, an equivalent
continuous formulation is actually preferred (Fig.2.13). The reason is that the syn-
thesised continuous operators, i.e.,K1(s), K2(s), can be easily implemented with
solvers of different rates or with a variable-step solver.
compensator smoother
Figure 2.13: Continuous equivalence of error system. u∗(s) and H(s) refer to sampled value
and hold process (e.g., ZOH method) respectively.
The resulting Tye is changed using continuous components, however, the prin-
ciple remains the same (Eq.(2.21)). Detailed information and parameter specifica-
tion are presented in Paper III. In particular, K2(s) is defined as a low-pass filter
to smooth the input, and K1(s) is the compensator to be optimised. A low-pass
penalty function Wf (s) is added to the error bound. The objective is twofold:
1. accuracy can be improved in the specified frequency range; 2. extrapolation
error can not be actually bounded in the entire frequency range. Optimisation
is implemented offline using the Matlab Robust Control Toolbox. The derived
values of K1(s) and K2(s) are fixed during the simulation; hence, only a small
computational cost is added. The performance of the method in terms of accuracy
is discussed next.
Accuracy improvement
Performance of linear methods can be directly revealed as in Fig.2.14. It shows
that ξū can be tuned to decrease over a wide frequency range. The convergence
rate and balance between low-frequency and high-frequency precision are explic-
itly dependent on the parameters of the penalty function Wf (s).
The method is tested with a swept input to demonstrate its function (Fig.2.15).
The accuracy improvement behaviour is confirmed by the closeness of the smoothed
input to the reference, even with a relatively large macro step H. Due to the low-
pass behaviour of the smoother, the synthesised compensator distinctly introduces
a phase-lead in advance to reduce the error. More numerical test results with ba-
sic benchmark systems and the application to the vehicle-EPAS co-simulation are
presented in Paper III. The implementation of the approach requires the addition
of the smoother and compensator to the corresponding port of the model.
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Figure 2.14: The H∞ method can reduce the error in a wide frequency range. ∆t is the
macro-step, i,e., H. A higher-order Wf (s) yields an error that converges faster, and the cut-off
frequency of the penalty function fWf determines the balance between low-frequency and high-
frequency precision.
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Figure 2.15: Coupling input by H∞ method: as K2(s) smooths the input, K1(s) introduces a
phase-lead to reduce the error.
2.3.2 Energy preservation
Thus far, co-simulation stability, accuracy and improving methods are discussed.
However, it may be less interpretable and less exposed to the dynamics. In this
regard, the energy conservation concept is worth mentioning [22]. As shown
in Fig.2.16, two co-simulation slaves are coupled by two variables, e.g., force
and velocity, forming power. Ideally, the energy transmitted between these two
slaves must be preserved. This is true in monolithic simulation, i.e., y[1](t) =
u[2](t), y[2](t) = u[1](t). In contrast, in co-simulation, the power difference at in-



















tn+m (with ZOH method)
(2.22)




δP dt ≈ δPH as an approximation [96, 89]. If intermediate results in
2Here •̃ indicates that the variable is approximated by coupling methods. y without •̃ means
that the output is retrieved directly, instead of the error-free reference.
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Figure 2.16: Energy transmitted between two coupled slaves in co-simulation. At instant
tn+m, inputs are approximated and outputs are retrieved.


































This observation is interesting because it introduces a physical interpretation to
co-simulation: a portion of the energy may leak from or be added to the system
owing to the coupling. Consequently, the dynamics is altered or even becomes
unstable.
To well explain the idea, the previous co-simulation benchmark (Fig.2.5) is
employed and an 1 N force impulse is applied to m2 to excite the system. As
demonstrated in Fig.2.17, the energy transmitted between two slaves is not pre-
served. When H = 5 ms, approximately 0.012 J and 0.0048 J, based on the
rough and accurate estimations respectively, are incorrectly added to the system
during the simulation. After the energy is dissipated by the damper, the system
recovers to the initial state (ẋ1 = ẋ2 = 0). In comparison, when H = 30 ms, the
incorrect energy owing to coupling is consistently added to the system. Without
sufficient dissipation, the DMSD system keeps oscillating after the excitation. By
monitoring the energy error, co-simulation accuracy can be checked. Further-
more, the incorrectly added energy increases with the macro-step size, which is
demonstrated in Fig.2.18.
The energy concept is well-accepted, leading to the formulation of several new
techniques e.g., using a normalized δE as an error indicator for a variable macro-
step control [96, 97, 47], and using δE for correction [20]. The adjustments are
based on δE and δP from the previous macro-step. With explicit approaches, a
significant change between two consecutive steps unavoidably results in a draw-
back. Therefore, the energy can only be nearly conserved.
By continuing with this concept, y(t)u(t) is found as generalised power and
not only necessarily as physical power [22]. The product δP is similar to a blended
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H = 5 ms.
H = 30 ms.
Figure 2.17: Residual power δP and accumulated energy error in the coupling of the co-
simulation benchmark. Yellow and blue curves are based on the rough (Eq.(2.22)) and accurate
(Eq.(2.23)) estimations respectively.






Figure 2.18: Accumulated energy error
∫
δPdt based on the accurate estimation (Eq.(2.23))
in the simulation for 5 s with various macro-step.
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where ȳ and ξū are the output and input error vectors in the corresponding






Minimising ||δE||2 may not imply that ||ξū[1]||2 and ||ξū[2] ||2 are also minimised.
Coupling variables may still become inconsistent. In specific co-simulation cases,
although the energy error is small, incorrect coupling variables (e.g., position) are
observed [48, 122]. To correctly apply the concept, each coupling variable needs to
be separately fixed [20]. Therefore, to achieve accuracy, energy preservation may
be more of a necessary condition rather than a sufficient condition. For sufficiency,
additional variables must be monitored [48].
The energy concept is mentioned here because the H∞ coupling method is
relevant and justified in the physical sense. First, ||ξū||2 decreases through min-
imising the upper bound. Second, incorrect energy added to or leaking from each
port is minimised as an outcome, because ||ξTū ȳ||2 ≤ ||ξū||2||ȳ||2 3.
The energy concept enables co-simulation to be relatively interpretable. How-
ever, it may not reflect the weights of coupling variables. In other words, are
the coupling variables equally important? Which variable is more critical? The
answers to these questions are inferred by the architecture problem elaborated
next.
2.4 Architecture problem
The architecture of co-simulation refers to how the slaves or subsystems are par-
titioned and coupled. This subject is discussed in this thesis, and some of the
results are from Papers II and III.
A mechatronic system typically involves causal parts, such as the EPAS con-
trol model. The input-output relationship is evident and dependent on the for-
mulation of the control algorithm. Acausal modelling tools may be preferred for
complex mechanic parts, such as the vehicle suspension model in Adams/Car and
the gear transmission model in Modelica. Acausal modelling, as a declarative and
equation-based approach [41], is more extendable and reusable, because engineers
can simply modify the graphic components without deriving low-level equations
or presuming a causality. However, casual formats are necessary to run in co-
simulation or on distributed processors. For example, directional interfaces must
3Cauchy-Schwarz Inequality.
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be added to compile the model into the functional mock-up unit (FMU). This
process must still be performed manually by engineers and properly implemented
with adequate system knowledge. Process automation appears unachievable es-
pecially when different software tools are used in combination. Similar to the
vehicle-rail-terrain example [80], engineers are uncertain whether the rail must
be merged to the vehicle or terrain as well as how to select the causality (e.g.,
force and displacement direction). The same questions apply to the vehicle-EPAS
system interaction in our work [32]. Accordingly, these problems are analysed.
Figure 2.19: Architecture involves coupling of salves by constraint approach (left) and applied
force approach (right).
For instance, when splitting a system into two slaves, the slaves may have al-
gebraic dependency (Fig.2.19), e.g., coupling variables are the action and reaction
forces or the displacement at the same point [102]. Instead of being regarded as
inappropriate, the design is possible when the split is on a rigid body or kinematic
constraint. Under this condition, the co-simulation master must implement iter-
ations for every step H until the algebraic equations satisfy a certain tolerance
[65, 101]. From the perspective of implementation, the causal conflict must be
avoided if possible. Engineers may prefer to retain the constraint problem inside
the slave and allow the condition to be enforced by the local solver.
This thesis focuses more on the architecture problem of the applied force ap-
proach that is solvable using explicit methods [104]. The causality of one slave is
the inverse of the other and the input-output mapping is valid as Eq.(2.13).
2.4.1 Causality of slaves
The coupled salves (LTI) with applied force approach yield an overall system
given by Eq.(2.14). Different causalities and splitting can change slave matrices,
consequently changing the eigenvalues of the overall system. However, reading
system matrices is impractical and complex. For the convenience of analysis, the
slaves are assessed based on their transfer behaviours because the system clearly
exhibits an input-output behaviour in Eq.(2.14).
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By assuming a zero initial condition, the two LTI slaves (Fig.2.19) can be
expressed as transfer functions Q1(s) and Q2(s) (where s denotes the Laplace
domain). Then, the stability of the coupled system is governed by 1
1−Q1(s)Q2(s) .
Stability can be checked by the well-known Nyquist stability criterion. A suffi-
cient and conservative stability condition is that ||Q1(s)Q2(s)||∞ < 1, i.e., the
small-gain theorem [60]. The presumption is that slaves Q1(s) and Q2(s) are sta-
ble, which can be ensured by the local solver. Furthermore, a larger loop gain
||Q1(s)Q2(s)|| generally indicates a less robustness. The following simple example
demonstrates the difference resulting from causality.
Causality I: Q1 =
1
3




Figure 2.20: Block diagram of coupled salves: the input coupling error is modelled as a
multiplicative disturbance.
The slaves present the same equation; however, their causalities are inter-
changed. A slight delay is allowed to break the algebraic loop. Causality I is
asymptotically stable, whereas Causality II is unstable and the error is incremen-
tally propagated inside the system.
A more accurate co-simulation system representation used in Paper III is
shown in Fig.2.20. The input coupling error can be regarded as perturbations
added to the nominal system (i.e., monolithic simulation). This enables the inves-
tigation of the property as a control problem. If a linear coupling method is used
(e.g., ZOH, FOH and SOH methods), then the perturbations can be modelled in
the Laplace domain. Otherwise, a certain error bound λ similar to that employed
in the H∞ coupling method may be used.
||ξu||2 ≤ ||φ||∞||u||2 = λ||u||2 (2.28)
The small-gain theorem provides a more precise stability condition as follows
||(1 + φ1)Q1(s)(1 + φ2)Q2(s)||∞ < 1 (2.29)
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the foregoing is satisfied when
(1 + λ)2||Q1(s)Q2(s)||∞ < 1 (2.30)
where φ1, φ2 are assumed to have the same bound λ. This indicates that a larger
error bound λ and macro-step are enabled by reducing the system loop gain.
However, ξu continuously increases at higher frequencies (Fig.2.8). Thus, the
error bound λ in Eq.(2.30) can only be estimated at a certain frequency range as
discussed.
2.4.2 Sensitivity of coupling variables
How severe is the effect of a coupling error to the co-simulation system? This prob-
lem is associated with the sensitivity of error disturbance to the system (Fig.2.20).
The propagation paths from the coupling error to slave outputs are as follows.
ξu[1] → y[1] :
Q1
1 + L
ξu[1] → y[2] :
(1 + φ2)Q1Q2
1 + L
ξu[2] → y[2] :
Q2
1 + L
ξu[2] → y[1] :
(1 + φ1)Q1Q2
1 + L
L := −(1 + φ1)(1 + φ2)Q1Q2
(2.31)
The functions describe the sensitivity of perturbations. Analytically, if Q1 > Q2 in
the frequency range of interest, the corresponding input error ξu[1] is more critical
than ξu[2] . Without a detailed knowledge of the system, the sensitivity of the
port may be checked based on the variation in results with two macro-step sizes
because such variation increases as Eq.(2.31).
In the physical sense, the input is more sensitive because the perturbation
(i.e., coupling error) is exposed to a part that can easily be excited (e.g., Q1).
Hence, reducing the error in the corresponding input may be prioritised. In this
case, coupling methods that employ more recent data in finer steps are suitable.
By contrast, the effectiveness of improving less sensitive input may not be con-
siderable.
2.5 Discussions
We started from conventional monolithic simulation; then, the formulation of a
co-simulation system is mathematically derived. The accuracy and instability
problems can potentially degrade the consistency of a virtual prototype. Ac-
cordingly, the means for preserving consistency in two directions is investigated:
coupling methods and system architecture.
The main points of the chapter and work results are as follows
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1 Input approximation distorts co-simulation results, which can be improved
using coupling methods. The usability of methods relies on the capability
of the software; however, the effects of case dependency and interpretability
must be concerned.
2 Coupling methods with linear operations have satisfactory usability and
exhibit a clear frequency behaviour. Within these approaches, the H∞ cou-
pling method, which can be optimised to achieve certain objectives on the
error bound and frequency behaviour, is developed.
3 Coupling variables are dynamics-dependent or frequency-dependent. There-
fore, choosing the optimal coupling method in different cases is difficult.
Hence, the coupling method has to be robust, and the sensitivity of cou-
pling variable must be identified.
4 In the first place, to avoid a problematic architecture, the distribution within
the system must be appropriately arranged by engineers. The architecture
can be designed considering the system loop gain. To achieve this, system-
level input-output information is necessary.
5 In terms of the work methodology, co-simulation is interpreted as a control
system and analysed using a linear robust control framework. Co-simulation
stability can be analytically determined based on system eigenvalues. How-
ever, to the author´s knowledge, eigenvalues do not imply anything about
robust stability. In view of this, the well-established linear robust control
theory is applied to the research.
Finally, this chapter ends the discussion on co-simulation at this point; how-
ever, the treatment of this subject is incomplete. Although the most general
explicit-parallel scheme with equidistant macro-steps is considered, certain prob-
lems and research gaps remain unresolved. For example, the relationship given
by Eq.(2.31) may not be evident among multiple input variables that are closely





This chapter introduces the fundamentals of HIL simulation. The technical chal-
lenges and factors that may influence the system dynamics are discussed. To
improve the performance, state-of-the-art algorithms are discussed and a novel
approach is presented in this work.
3.1 Technical challenges
In the HIL simulation, a real testing device is connected to a virtual testing en-
vironment. Although this simulation is considered as a more reliable tool than
computer simulation, it becomes more complex when more components are in-
cluded. As an interdisciplinary subject, it is investigated and widely applied in
diverse fields, e.g., computer science, embedded system, control engineering and
automotive engineering (application area). To better identify the HIL simulation
problem and the focus of this work, technical challenges are clustered into three
basic ingredients (Fig.3.1).
1 Digital real-time simulator 1 (DRTS): the machine simulating the virtual
part of the system.
2 Hardware device under test (DUT): the real testing subject.
3 HIL interface: the part connecting the DRTS and DUT.
DRTS
The model and numerical method must be sufficiently accurate and can be im-
plemented in real time in the DRTS. On the modelling side, an RT vehicle model
1A simulator is loosely defined as a machine that imitates a real-word process. It does not
necessarily refer to an entire HIL system (e.g, the driving simulator).
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Figure 3.1: Main ingredients of a general HIL simulation and interdisciplinary challenges.
is generally simplified to reduce the computational burden. For example, MBD
suspension linkages are replaced with lookup tables, or a more efficient coordinate
formulation is used [105]. Moreover, model reduction techniques can be employed
for a particular application [37]. In terms of the solver, fixed-step methods are
used for a predictable computational time [121]. Typically, the Euler method is
employed. This requires that the model be solvable with a reasonable time step,
which might be challenging for stiff systems. To avoid this, the stiff system is
considered as a real DUT, e.g., HIL simulation of the hydraulic circuit and brake
disk [7].
On the computer side, the DRTS features the partitioning of a large system
model and parallel computation on distributed processors. The computational
power relies on processors and parallelisation. In the first aspect, commercial cen-
tral processing units (CPUs) are insufficient to simulate fast dynamics, especially
the electric system, due to the low update frequency [91]. The field programmable
gate array (FPGA) supports much higher update frequency and becomes a stan-
dard component for commercial RT computers (e.g., RT-LAB and NI-PXI). In
the second aspect, computation power is expandable by taking parallelisation with
more processors. In this regard, as discussed, explicit parallel co-simulation is es-
sential. Furthermore, computer scheduling (i.e., the process to assigning parallel
tasks to parallel threads) is investigated in distributed simulation [28, 98]. An
excellent scheduler can minimise the parallelisation overhead and accelerate the
simulation speed.
DUT
The DUT varies with a particular application. According to the physical domain,
HIL simulation can be categorised into signal hardware-in-the-loop (SHIL), power
hardware-in-the-loop (PHIL) and mechanical hardware-in-the-loop (MHIL) sim-
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ulations [27]. In the SHIL simulation, the DUT can be an embedded control unit
that connects to the DRTS with control signals. In the PHIL simulation, the
DUT can be an actual power devices and connects to the DRTS through voltage
and current. In the MHIL simulation, the interface is established by a mechanical
system coupled by real forces/torques and motions. For example, the DUT is
an engine in the engine-in-the-loop simulation [40]. In the driving simulator case
(Fig.3.2), the human driver is the DUT to test the subjective feeling.
The challenges related to the DUT mostly involve the development work on
the holistic system, and are not regarded as the general problem of the simulation
tool.
HIL interface
The HIL interface is the most distinct part of the HIL simulation. More specifi-
cally, it includes actuators, sensors, communication network, and the mechanisms
connecting the DUT and DRTS. The objective of the interface is to seamlessly
produce the boundary conditions between DUT and DRTS as though they are
directly coupled.
In automotive engineering, the technical gap of MHIL simulation is usually as-
sociated with the HIL interface; this requires considerable research and implemen-
tation efforts. In the engine-in-the-loop simulation, substantial work is devoted to
the dynamometer rig control to faithfully produce the load torque and maintain
motion [29, 39]. Another advanced application is the driving simulator in which
the moving platform establishes the HIL interface (Fig.3.2). The dynamic per-
formance in the old flight simulator is limited to a system intended only for pilot
training. Nowadays, the platform is more advanced that it is capable of tracking
the simulated vehicle motion. In addition to powerful actuators, advanced motion
cueing algorithms (e.g., the model predictive control [17]) are employed to achieve
optimality under power and motion space constrains. Consequently, the interface
credibility is improved.
Figure 3.2: Two HIL systems: Link trainer for pilot training during 1940s [34] and driving
simulators at Volvo Cars for chassis tuning in 2020s.
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In summary, the HIL simulation is not a new approach. Its evolution is pri-
marily driven by improving the HIL interface, which is the main interest of this
work.
3.2 Mathematical description
This section mathematically describes the HIL simulation. Accuracy and stabil-
ity properties are discussed using the benchmark DMSD system as an example
(Fig.3.3). The mass-spring-damper (MSD) on the right is simulated by DRTS,
and the remaining part is in real mechanics (DUT). The HIL interface consists of a
velocity-controlled actuator and force sensor. The actuator attempts to track the
reference velocity ẋ2,drts and the resulting force Fc,drts is sent back to the DRTS.
The causality between the DUT and interface is less clear because they are
coupled physically and not by the signal flow. To describe the DUT analytically,
a causality has to be assumed, either with a force input or velocity input. Both
are mathematically correct. However, when the DUT has the same causality as
the DRTS, the interface is an equivalent of the boundary conditions: Fc,dut =
Fc,drts, ẋ2,dut = ẋ2,drts. This is similar to an algebraic loop in co-simulation that
must be numerically solved through iterations. To avoid this problem, the DUT
is described with an inverse causality as that in [15, 69]. Then, the interface just
relates the inputs to the outputs. This allows it to have a familiar block diagram
description (Fig.3.4). In essence, it can be analysed as a control system [39].
The block diagram expression of HIL simulation is illustrated in Fig.3.4. In


















Figure 3.3: Conceptual layout of HIL simulation of DMSD system. HIL interface is a linear
actuator mechanism.
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Figure 3.4: General HIL interface with detailed view.




















Accuracy of HIL simulation is considered next.
3.2.1 Interface transparency
The term transparency originates from teleoperation robotics [70]. It is introduced
in the HIL simulation to describe the accuracy of the interface [15]. An ideal







The ideal interface does not introduce any distortion and the boundary conditions
are equal. In this case, the remaining causes of discrepancy are the DUT and
DRTS. With a high-level description, transparency is measured as
||Gint −Gint,ideal||∞ (3.4)
which is the infinity norm of the discrepancy transfer matrix proposed in [90,
72]. It is also used when resolving the co-simulation coupling problem in this
work. Moreover, Gint has an appropriate dimension, which increases with more
measurements and actuators. In the driving simulator case, the moving platform
tracks the vehicle model motion in six degrees of freedom.
The interface of the example case can be divided into several detailed compo-
nents (Fig.3.4):
44 Chapter 3. Hardware-in-the-loop simulation
 Gτ refers to the lumped delay effect, which is represented by Gτ = e−sτ ,
where τ is the round trip time [36, 109]. A series of delay contributors
includes the signal transmission delay, DRTS computation delay and digital-
analogue transformation delay [113, 33, 51]. In practice, τ is time-variant
instead of a constant.
 Glm is the actuator control (e.g., velocity-control mode). The two inputs
are the reference and actual velocity, the control law is
Factuator = fGlm(ẋ2,drts, ẋ2,dut) (3.5)
For a common proportional–integral–derivative (PID) control Glm = Pgain+
Igain/s+Dgains.
 Ghil is the overall mechanical load (i.e., mass, stiffness and damping effects
of the attached hardware). The linear actuator case is as follows.




 Gsen represents the sensor dynamics. First, it accounts for sensor noise and
filtering dynamics. Second, it considers the non-collocation of the sensor
and the DUT that can degrade the system performance [4]. In practise,
the sensor may be mounted on a rigid body between the DUT and actuator.
The real measurement is thus a combination of the acting and counteracting
forces.
Fmeasured = αFc,dut + (1− α)Factuator (3.7)
where α is dependent on the ratio of mass (inertia) on two sides. Under the
steady state condition, it is true that Fmeasured = Fc,dut = Factuator. Under
the transient condition (Fc,dut 6= Factuator), Fmeasured differs from Fc,dut with
an intermediate hardware effect.










To demonstrate their influence on the interface transparency, a parameter
study is conducted using the example case. The interface components are specified
in Table 3.1, and are scaled with factors 0.1 and 10. Individually, α ∈ [0.1, 1].
The interface transparency is implied by the singular values (i.e., σ1 and σ2) of
the transfer matrix (Eq.(3.4)).
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Table 3.1: Parameters of the HIL interface components
Specifications Definitions
Glm = 10 + 10
1
s
PI control of the actuator
Gtau = e




mechanical parts mh = 0.1kg, dh = 0.1Ns/m









































due to different interface components in frequency domain.
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As anticipated, the transparency deteriorates at a higher frequency and slightly
worsens with a larger delay τ (Fig.3.5). The HIL interface consists an inner
control loop by GlmGhil in Eq.(3.8), and transparency in the low frequency range
is improved with a higher inner loop tracking performance (i.e., larger Glm and
Ghil). Meanwhile, the interface robustness decreases as reflected by the maximum
singular values in higher frequency. Then, the inner loop tracking performance
is constrained by the level of noises that occur in the real system. Furthermore,
transparency improves with better sensor collocation (α = 1). The measurement
is more accurate when the sensor is closer to the DUT. Otherwise, to accomplish
realistic results, compensation for the attached hardware must be implemented
[61]. This cannot be ignored in the motor-in-the-loop simulation; hence it is
considered in Paper V.
Similarly, optimal component designs can be obtained by minimising a weighted
||Gint −Gint,ideal||∞ if the system disturbances (e.g., noises and delay) are explic-
itly given. Without the disturbance information, the optimisation only confirms
the design choices from the parameter study.
To achieve satisfactory transparency, compensating for transmission delay τ
is implemented using adaptive filters (e.g., extended Kalman filters (EKF) and
recursive least square (RLS) algorithms)[110, 109], as discussed in Paper IV.
However, due to the non-constant τ , system robustness remains necessary to deal
with this uncertainty. On the controller side, simply increasing the gains of the
actuator controller eventually results in vibrations or instability. An undesirable
situation of the HIL simulation is that the vibration or instability problem occurs
before achieving sufficient transparency. Thus, the HIL simulation stability is
analysed next. It is worth noting that transparency is an open-loop property of
the interface [90]. It does not guarantee the stability of HIL simulation. In fact,
it may even counter the system robustness as discussed.
3.2.2 HIL simulation stability
The benchmark problem is employed to analytically demonstrate the HIL system




is added to excite the DUT and DRTS.
































by the dynamic relationship















The system’s robustness depends on loop gain GemGdut. This is similar to the
coupled simulation problem in Eq.(2.30). By assuming α = 1, the loop gain of





This implies that the inner and outer loops are governed byGlmGhil andGemGdutGτ
respectively. The HIL simulation stability can be checked analytically using the
Nyquist criterion [60]. Moreover, the HIL simulation can be stable even with un-
stable DUT and DRTS if the Nyquist stability criterion is satisfied 3. A straight-
forward example is that the DRTS is a virtual inverted pendulum and the DUT
is a stabilizing control device and vice versa. According to the small-gain the-
orem [60, 49], when each part is open-loop stable, the HIL simulation is stable
if ||Hloop||∞ < 1. The foregoing is a sufficient and conservative condition and
considerably useful in this work.
By comparing the non-ideal case to the reference (Eq.(3.10)), the discrepancy
from the ideal interface is found to be given by GemGdut(1−Gτ GlmGhil1−GlmGhil ). As dis-
cussed in the section on transparency, increasing tracking GlmGhil may marginally
reduce the tracking error. This and other perturbations in the outer loop (e.g.,
transmission delay τ , numerical error in DRTS) are impossible to totally elimi-
nate, and they propagate in the outer loop. If the outer loop is less robust, the
perturbations slowly diminish and considerably distort the result. However, in a
built HIL system, the DUT Gdut is determined by the chosen hardware device,
and Gem is implemented to simulate the remaining part. This means that the HIL
simulation architecture and its stability (Eq.(3.11)) seems unfortunately fixed con-
sequently. However, that is not the case and some methods are elaborated in the
next section.
To evaluate the closed-loop accuracy of the HIL system, the zeros and poles
including the stability information can be checked [123]. However, this may be
tedious when the DUT and DRTS are complex, especially when new poles and
zeros are introduced by the interface. Transparency is a more practical accuracy
indicator when the HIL simulation is known to be stable. In practise, a precise
2I2 refers to the 2× 2 identify matrix.
3The system is stable, if the number of times Hloop(s) encircles the −1 + j0 point in an
anti-clockwise direction is equal to the number of unstable poles in Hloop(s).
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stability analysis may be difficult without the full knowledge of DUT. In its imple-
mentation, enhancing the stability until the interface achieves high transparency
is preferable. Therefore, interface algorithms are employed.
3.3 HIL interface algorithms
HIL interface algorithms (IAs) are well-established and mostly implemented in the
PHIL simulation for electric engineering applications [92, 83, 107]. However, IAs
are less exposed to MHIL simulations and their usability varies in particular cases
[114]. Considering the analogy between mechanical and electrical systems, we
have generalised their usage and applied to the MHIL simulation. In this section,
IAs are interpreted with mechanical systems. The same principle of damping
impedance method (DIM) is applied to the MHIL simulation presented in Paper
V.
For consistency, DUT and DRTS are expressed by impedance Zdut, Zem. This
terminology from electric engineering and robotics is widely used in HIL simula-
tions. It indicates the transfer behaviour with a specified causality. For example,








Then, Zem = G
−1
em, Zdut = −Gdut 4 in the example case (Eq.(3.1)).
3.3.1 Ideal transformer model
Given that the interface inner loop is stable, the stability of the HIL system is
governed by the outer loop transfer function
Hloop = GemGdute
−sτ (3.13)





e−sτ (force to the DRTS)
or Hloop,ITM = −
Zem
Zdut
e−sτ (velocity to the DRTS)
(3.14)
The causality determines whether the actuator is controlled by velocity or force.
This is equivalent to the current-type and voltage-type interfaces in the PHIL
simulation [67, 83].
4The sign change makes the impedance Zdut positive. Zdut reflects the relationship between
the flow (velocity) and the effort (acting force).
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Algorithm given by Eq.(3.14) refers to the ideal transformer model (ITM)
in [83, 53], which preserves the power during the transformation of voltage and
current [41]. ITM algorithm is the original setup in HIL simulation, which is
simple and straightforward. The ITM algorithm implies that the stability highly
depends on the impedance ratio similar to co-simulation. At the component-level,
Hloop,ITM is governed by the mass ratio between the DUT and DRTS, as discussed
in Paper I.
3.3.2 Damping impedance method
Damping impedance method (DIM) algorithm is employed to add an impedance
Zcomp in the HIL system [83]. The benchmark case in which velocity is introduced






where Zcomp can be regarded as a mass for instance (i.e., indicating that a part
of the mass is shifted from the DUT to the DRTS). Comparing with the ITM
algorithm, DIM algorithm yields the following if Zcomp is specified as a portion of
the positive impedance Zdut.
Hloop,DIM < Hloop,ITM (3.16)
Therefore, the DIM method can enhance stability. According to the small-gain
theorem, if Zcomp is specified to cause ‖Hloop,DIM‖∞ < 1, then stability is ensured.
The optimal design in terms of robustness is achieved when Zcomp = Zdut because
a minimum loop gain is achieved (i.e., Hloop,DIM = 0). However, this is unusual
because the DUT is similar to all those simulated by the DRTS.
How can the DIM algorithm be applied to the MHIL simulation? Change the
impedance of DUT by cutting the hardware is certainly unrealistic. Consider the
previous example, our realisation is illustrated in Fig.3.6. On the DRTS side,
mass m∗ is added to the MSD model. To achieve equivalent dynamics, a pseudo
force F ∗ is applied
Fc + F
∗ = (m∗ +m2)ẍ2 + d2ẋ2 + k2x2
F ∗ = m∗ẍ2
(3.17)
The pseudo force F ∗ is derived from the actual ẋ2,dut signal and added to
the input Fc,drts (denoted by the red block). Analytically, compensation for the
additional impedance Zcomp = m
∗s is introduced and overall dynamics is un-
changed. However, the resulting block diagram shows that the velocity interface
error (ξx2 = ẋ2,dut − ẋ2,drts) propagates in a modified path. The error first goes
50 Chapter 3. Hardware-in-the-loop simulation
Figure 3.6: Implementation of DIM algorithm on MHIL simulation (left) and resulting block
diagram with DIM algorithm (right). The DUT is unchanged and thus not plotted.
through the components −Zdut and Zcomp in parallel and then through the DRTS
( 1
Zem+Zcomp
), yielding a loop gain that is the same as Hloop,DIM in Eq.(3.15).
In the PHIL simulation [53], a physical power impedance is inserted. However,
F ∗ is implemented digitally in our implementation. Hence, no hardware and
analogue components are added. However, a low-pass filter is necessary in Zcomp
to avoid sensor noise, particularly when the derivative of the measured velocity
ẋ2,dut is obtained.
Certain problems are encountered regarding the successful implementation of
DIM algorithm. There are multiple choices to obtain F ∗ from ẋ2 in Eq.(3.17).
First, F ∗ can be modelled directly in the DRTS. However, Eq.(3.17) is computed
as a whole. Then, the pseudo force is eliminated internally and nothing is changed.
Second, Zcomp can be implemented in a distributed manner with the signal ẋ2,drts
from the DRTS or directly ẍ2,drts to avoid derivation. Nevertheless, perturbations
from the interface continue to propagate in the same path as the ITM algorithm.
Thus, system robustness remains unchanged. Therefore, the implementation of
F ∗ is critical in the realisation. The result of the DIM algorithm is compared in
a later section.
3.3.3 Comparisons
To compare the IAs, a simulation study is conducted using the benchmark. Herein,
the parameters of the DMSD system and interface are same as that in Table.3.1.
In the DIM algorithm, Zcomp = 0.8Zdut is specified.
To mimic the HIL simulation, the DRTS is discretised by 1 ms using the
Euler method. The remaining parts are simulated with a variable step ODE15
solver with a relative error tolerance ξtolerance = 1e − 7. The noise effect is not
considered. A first-order Butterworth filter with cut-off frequency fc = 20 Hz is
added to Zcomp. The result of monolithic simulation is taken as the ground truth.
3.3. HIL interface algorithms 51


















Figure 3.7: Comparison of resulting DUT velocities (Left: τ = 20 ms , right: τ = 30 ms ).
A step force input of 1 Nm is applied at 1 s on m2 to excite the system.
The resulting DUT velocity is plotted in Fig.3.7. Comparing with the ITM
algorithm (i.e., the basic HIL simulation), the DIM algorithm is more consistent
as reference. Furthermore, the velocity discrepancy is checked by
ξẋ2 = ‖ẋdut − ẋdrts‖2 (3.18)
and ξẋ2,ITM = 3.7431, ξẋ2,DIM = 3.0641. This implies that although the inner loop
tracking performance levels are equal using the same controller, the robustness in
the outer loop contributes to the agreement of boundary conditions.
The ITM algorithm becomes marginally stable when τ ≈ 30 ms. If the delay
τ increases to 1 s, the DIM algorithm is consistently stable because the result-
ing ‖Hloop,DIM‖∞ = 0.67 < 1 (Fig.3.8). This reveals that the instability and
inaccuracy problems are decoupled, rendering the implementation easier. When
measures for improving transparency (e.g., delay compensation) are tuned, sta-
bility can be ensured by the IAs.
The DIM algorithm, with the reference velocity ẋ2,drts as input, is also imple-
mented. However, it is not as effective as expected. The interface algorithms are
also implemented on a real HIL simulation. The result is presented in Chapter V
and Paper V. In the experimental case, the interface is an electric dynamometer
rig, and Zdut and Zcomp are mainly the inertia effects. The DIM algorithm is found
to be relatively effective for improving the consistency of results.
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Figure 3.8: Resulting DUT velocities when τ = 1 s. Using DIM algorithm, the result is
delayed; however, stability is ensured because ‖Hloop,DIM‖∞ = 0.67 < 1.
3.4 Discussions
The reliability of the HIL simulation is mostly determined by the HIL interface.
The result is distorted due to different DUT-DRTS boundary conditions of the
non-ideal interface. Similar to the co-simulation, the HIL simulation can be im-
proved in two directions: reduce non-ideal effects and improve system robustness.
The main points of this chapter and results of this work are as follows.
1 The co-simulation and HIL simulation exhibit many similarities because
they are coupled systems, especially analysed in the control framework. The
HIL interface has more ingredients that introduce boundary discrepancies,
which further propagate inside the HIL system.
2 Transparency measures the input-output discrepancy of the interface and
is a system-level requirement for accuracy. On the component-level, it is
improved by lower delay, more powerful actuator, etc. Investigations on
delay compensation and control design have been conducted in many related
works.
3 Transparency does not ensure the HIL simulation stability, and non-ideal
effects remain. Therefore, system robustness is sought using interface algo-
rithms. The ITM algorithm shows that similar to co-simulation, causality
is critical in the HIL simulation. In this work, the DIM algorithm is realised
in the MHIL simulation and effective for enhancing system robustness.
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4 In terms of methodology, the HIL simulation is investigated in the linear
robust control framework, which is practical for dealing with uncertainty and
time-variant effects. Furthermore, it potentially provides a systematic tool
for combining HIL simulation and co-simulation. Although these subjects
are frequently investigated together, a unified research framework is missing.
In addition to these findings, certain interesting ideas are not covered in this
work. IAs may also be applicable to co-simulations. For example, one of the IAs
(e.g., the TLM method) is already effectively used in distributed co-simulations
[64, 108]. Furthermore, if the DUT and DRTS are geographically distributed,
Zcomp must also be delayed with the DIM algorithm. Then, the specification of







Vehicle and EPAS system
The vehicle chassis and EPAS system are the developing subjects in this work.
System dynamics, modelling and simulation techniques are presented in this chap-
ter. Computer and HIL simulations are created as development tools. Previous
theoretical findings are implemented and verified in the engineering case consid-
ered.
4.1 Vehicle chassis system
The vehicle chassis interacting with the steering system mainly consists three
subsystems: vehicle body, tyres and suspensions. The modelling details depend
on the development phase and test purpose. At the vehicle level, validity is
sufficient within a limited frequency range for most vehicle dynamics tasks (e.g.,
1 − 2 Hz for the vehicle body motion, 4 − 10 Hz for the longitudinal oscillations
and 10− 16 Hz for the steering oscillations) [100]. However, the inner interaction
among subsystems may be incurred at a higher frequency range. At the subsystem
level, a stricter validity range is desired .
Vehicle body
The vehicle body is generally regarded as a rigid mass. According to the applied
forces, the body has six degrees of freedom in the local coordinate: longitudinal,
lateral, vertical, yaw, roll and pitch motions [42, 54]. The important properties
include mass m, location of center of gravity and moments of inertia, especially
for yaw motion Jzz.
Wheel and tyre
Each wheel includes mass, inertia of attached bodies and tyre. It mainly has three
degrees of freedom with respect to the body: wheel spinning, steering and jounce.
The consequent tyre-road interaction generates the forces: longitudinal force Fx,
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lateral force Fy and self-aligning torque Mz in the tyre coordinate (Fig.4.1). In
steady state, the tyre forces are functions of the longitudinal slip ratio αx, lateral
slip angle αy, inclination angle γ and normal load Fz.
(Fx, Fy,Mz) = ftyre(αx, αy, γ, Fz) (4.1)
Here, ftyre is determined by tyre properties, such as compounds, structure, and
tyre pressure. The dynamics can be captured by an empirical model, such as the
common Magic Formula [81]. Alternatively, first-principle models, such as the
brush model [94] or a more detailed finite element model [43], are used. When
αx = 0 and αy is small, Eq.(4.1) is linearised as Fy = −Cααy, where Cα is the
tyre lateral cornering stiffness dependent on Fz.
Figure 4.1: Tyre forces in local coordinate and single-track model for lateral dynamics.
Suspension
Suspension includes the linkages connecting the wheel and vehicle body. It sup-
presses the road disturbance impacted to the body for ride comfort and keeps
the wheel on the ground for handling. Kinematically, wheels are constrained to
bounce up and down, and can be steered left and right. Dynamically, the sus-
pension linkages transmit the tyre forces to the body. The load on the steering
linkage (i.e., tie-rods) is projected to the steering rack according to the kingpin
axis geometry (Fig.4.2).
4.1.1 Vehicular lateral dynamics
Vehicle-steering interaction is mainly dominated by vehicular lateral dynamics.
The simplest way to describe it is using the well-known linear single-track model.
may = m(v̇y − vxωz) = Fy,f + Fy,r
Jzzω̇z = Fy,f lf − Fy,rlr
(4.2)
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The lateral forces are calculated as follows








where Cα,f and Cα,r are the aggregate tyre cornering stiffnesses on the front and
rear axles. αy,f and αy,r are the front and rear lateral slip angles respectively.
With the assumption that ay and δf are small, vx is a large constant, the
vehicle lateral dynamics is a second-order LTI system combining Eqs.(4.2) and




and the input is the steering angle δw
on the front wheel. This model is used to analytically describe the relationship





Figure 4.2: The tyre forces are transmitted to the steering rack through the tie-rods. An
EPAS motor is attached to the steering rack to apply an assist force.
4.2 EPAS system
The human driver interacts with the vehicle through the steering system. Kine-
matically, the steering wheel angle δs is transmitted to the steering rack displace-
ment xr. Dynamically, the resultant rack force Fr is transferred to the steering
torque Ts perceived by the driver.
EPAS mechanism
The rack-type EPAS system (Fig.4.2) mainly has three degrees of freedom, corre-
sponding to the dynamics on the steering column, motor and steering rack:
Jcolδ̈s =Ts − Tpinion − Tcfriction
Jmδ̈m =Tm − Tbelt
mrẍr =Fpinion + Fassist − Fr − Frfriction
(4.4)
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The definition and values of the parameters are given in Paper I and V. The
forces Fpinion and Fassist are transferred to torques Tpinion and Tbelt by the rack-
pinion and belt transmission respectively. Based on the ratios, these forces are as
follows.
Fpinion = Tpinion/ipinion, Fassist = Tbelt/(ibeltibs) (4.5)
In an engineering case, the model is more complex than the description. Although
detailed transmission dynamics may be considered [120], the details are minimised
here.
The gear transmission is preloaded to avoid backslash. However, this results
in substantial friction effects. In this work, the friction effects are lumped as an
upstream element Tcfriction on the column and a downstream element Frfriction on
the rack. The friction elements are modelled using the LuGre model [55]. The
friction model is explained in detail and validated using experiment rig data in
Paper I. Friction negatively affects the steering feedback and ’connecting-to-the-
road’ feeling. On the other hand, it influences system stability, especially the
EPAS control design. If the friction and non-linear effects are omitted, then the
EPAS mechanism (Eq.(4.4)) can be further reduced to an EPAS motor rotation
(Paper V), which may be more intuitive in the HIL simulation design.
EPAS control
The EPAS motor produces a torque Tm to assist the rack movement. The control
of Tm has a central role in the steering feedback design and in achieving ad-
vanced driving functions. Therefore, it is the primary object tested with a virtual
prototype. The basic functions of EPAS include power assist, active damping,
inertia compensation and friction compensation [52]. Advanced EPAS functions
are dependent on high-level vehicle and traffic information (e.g., Lane keeping aid,
automated driving). The EPAS torque is given by the following
Tm = fEPAS(Tpinion, δs, vx, δm, δ̇m) + fADAS (4.6)
The advanced functions influence vehicle motion; in contrast, the basic func-
tions exert a greater influence at higher-frequency modes on the subsystem level.
Therefore, the steering feedback design requires reliable virtual prototypes. Novel
concepts, such as HIL simulations [118, 31], are developed for this purpose.
4.3 Vehicle-steering interaction
The EPAS system and vehicle chassis are connected through the tie-rods. Ana-
lytically, the two systems (Eqs.(4.2) and (4.4)) are coupled by the rack force Fr
and velocity ẋr. The interaction is illustrated in Fig.4.3. Note that directional
flows can be changed using different system formulations.
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Figure 4.3: Topology of EPAS system and vehicle chassis interaction.
From the driver perspective, the steering torque feedback depends on the rela-
tionship Ts → δs. The perception of road disturbance is determined by ftyre → Ts
in which ftyre involves all tyre forces. The virtual prototypes must faithfully
predict these dynamics. From the EPAS motor perspective, the surrounding dy-
namics is given by the relationship Tm → δm. This sets the boundary condition
if the EPAS motor is applied as a DUT to the HIL simulation.
4.4 Virtual prototyping
Virtual prototyping is employed to develop the EPAS system. First, it is used to
design the EPAS control for the driver´s steering feedback. Second, it is used to
verify the control code embedded in the real system. Multiple virtual prototypes,
including several co-simulation approaches and an HIL simulation approach, are
built. In co-simulation, the architecture problem, effects of relaxed communication
(i.e., the macro-step size) and coupling method are investigated. In the HIL
simulation, the interface algorithms are implemented, and the consistency among
the tools is considered.
4.4.1 Co-simulation design
In the computer simulation, the EPAS control is in Matlab s-function and simu-
lated at 1 ms. The remaining mechanism is modelled using Dymola, which is an
acausal and monolithic simulation approach. Hence, it is regarded as a relatively
error-free reference. The communication with the EPAS control is 1 ms. Other-
wise, the simulation result significantly changes owing to an insufficient step size
for the fast control dynamics, as presented in Paper I. Error may also be intro-
duced by the discrete control functions if they take a different step. Meanwhile,
the vehicle-EPAS system can be distributed into co-simulation FMUs in various
ways (Fig.4.4).
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Figure 4.4: Computer simulation tools of the vehicle-EPAS system.
Architecture problem
Distribution can be implemented on the tie-rods or on belt transmission. Then,
the rack-pinion mechanism is combined with the vehicle model or EPAS motor.
The corresponding coupling variables are Fr and ẋr or Tbelt and δ̇m. Moreover, the
causality can be swapped and it offers four design options. Based on Paper II,
the system is found stable when Fr flows towards the rack or Tbelt flows towards
the EPAS motor. Instability occurs in other options. Due to the gear ratio effect,
the EPAS motor is the heavier side (i.e., it has a larger impedance) compared with
the vehicular lateral dynamics. This confirms the discussion in Chapter II that
applying force/torque to the larger impedance, similar to a larger denominator,
yields a smaller loop gain and system becomes more robust. This can be roughly
verified using the simplified models (Eqs.(4.2) and (4.4)).
In terms of accuracy, the design option with distribution on the tie-rod is more
accurate than on the belt transmission (Fig.4.5). The difference is clearer for the
motor speed because the motor is directly exposed to the error perturbation on
the belt transmission. A minor difference is observed among the resulting steering
wheel angles because the bandwidth of Ts → δs is typically lower than 2 Hz.
This implies that the coupling defect is less important to the slow vehicle-level
characteristics.
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Figure 4.5: Simulation results with sine-wave Ts input and vx = 50 km/h. Root-mean-square
error (RMSE) of results and steering hysteresis characteristic of stable co-simulation cases. Case
I refers to Fr applied to the rack, and Case III refers to Tbelt applied to the motor.













Figure 4.6: Elapsed time and normalised RMSE when a larger macro step is assigned to the
vehicle model.
Effect of macro-time step
As reported in Paper I, the speed of monolithic simulation is low: 476 s elapses
for a 5-s task. Vehicle model stepping is constrained by the fast dynamics of EPAS
mechanism and frequent communication. To accelerate the simulation speed, the
system on the tie-rods is split according to the previous analysis. The vehicle
model is solved by a variable step solver. The EPAS mechanisms model is solved
by the RK4 method with a step of 0.25 ms. The communication to the vehicle
model is relaxed with a macro-step of H, and the EPAS mechanism communicates
every 1 ms.
Only single-core simulations are performed in this work. The comparison
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(Fig.4.6) shows that the simulation speed-up effect is evident when H ≤ 10 ms.
Thereafter, it gets saturated. This is because the simulation speed becomes con-
strained by the local solver integration rather than the communication. The
relative error monotonically increases with H. As a result, a macro-step size of
approximately 5-10 ms is an acceptable trade-off. According to the normalised
RMSE1, the internal variables (e.g., motor torque and motor speed) show more
discrepancies than δs. This means that the coupling effect has a greater influence
on internal interactions, which may be more of a concern in the subsystem-level
development.
Effect of coupling method
Next, coupling methods are employed to further improve the co-simulation pro-
totype accuracy. The ZOH, FOH, SOH and H∞ methods are implemented to the
tie-rods interface. The vehicle and EPAS models communicate with H = 20 ms.
H∞ method is specified in a general way as suggested in Paper III. Two
simulations with lower and higher-frequency swept steer input are conducted. The
consequent normalised RMSE and elapsed time are summarised in Table.4.1. The
SOH method is unreliable owing to instability (Fig.4.7), which is also indicated by
the large deviations. The FOH and H∞ methods show error reductions compared
with the default ZOH method. In most cases, the new H∞ method shows more
accuracy improvement.
The coupling methods do not add excessive computational load owing to their
simplicity. Compared with the increased percentile of the elapsed time, the error
reductions are more distinct, indicating that the coupling methods potentially en-
able a larger macro-step H to reduce the elapsed time. However, in the given case,
a further relaxation of H seems unnecessary because of the speed-up saturation.
1RMSE of data x is normalised by dividing the value (xmax − xmin).




δs ẋr Tm yaw rate
Low frequency test
ZOH 0.0071 0.1032 0.0615 0.0489 29.30
FOH 0.0017 (24%) 0.0593 (57%) 0.0558 (91%) 0.0255 (52%) 29.64 (101%)
SOH 4.4502 6.2525 4.1768 1.6053 36.10 (123%)
H∞ 0.0008 (12%) 0.0559 (54%) 0.049 (80%) 0.017 (35%) 30.44 (103%)
High frequency test
ZOH 0.0028 0.2697 0.0353 0.0329 31.92
FOH 0.0017 (59%) 0.2185 (81%) 0.0342 (97%) 0.0165 (50%) 31.43 (98%)
SOH 8.1357 6.2144 2.2278 1.0361 34.43 (108%)
H∞ 0.004 (143%) 0.1574 (58%) 0.0341 (97%) 0.0121 (37%) 32.89 (103%)
Note: The percentage indicates the normalised RMSE and elapsed time compared with ZOH method.
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Furthermore, the results of stable runs all well agree (Fig.4.7). The consistency
of results may be sufficient for practical purposes. One may wonder the required
extent of accuracy of the virtual prototype. In the present work, a systematic and
objective approach has not been found to answer this question. Such requirements
may be set empirically and subjectively in engineering work.
Figure 4.7: Vehicle-EPAS system co-simulation results with different coupling methods. A
low-frequency swept steer torque input is applied to the steering system.
4.4.2 HIL-simulation design
For the succeeding development phase, the HIL simulation is designed by replacing
the EPAS motor and control with a real DUT. The ingredients of HIL simulation
are illustrated in Fig.4.8. The remaining parts (i.e., vehicle and steering mech-
anism) are emulated by the DRTS. The interface is a motor dynamometer rig
consisting of a servo motor, a torque sensor and shaft coupling components.
The system structure is the same as the generalisation presented in Chapter
III. More specifically, on the DRTS side, the vehicle-steering system is modelled
using IPG Carmaker. Unfortunately, the same MBD model in Dymola is not
employed here due to the software support on the used RT computer. The system
is simulated in real time on an NI PXIe-8880 machine and with a step of 1 ms. The
steering mechanism is a built-in model in Carmaker and runs in parallel with a step
of 0.1 ms. Moreover, a vehicle control area network (CAN) simulation runs on the
same machine with Vector CANoe. The purpose is to map the simulation variables
(e.g., Tpinion, vx and δs to the EPAS control unit. Other necessary CAN nodes,
such as engine ignition, are also emulated. The CAN signals are communicated at
100 Hz, which is same as that on a real vehicle. The RT machine is connected to
a host personal computer (PC). The NI Veristand on this PC is used to configure,
monitor and host communication for the RT simulations.
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Figure 4.8: HIL simulation setup for vehicle-EPAS system development.
On the DUT side, the EPAS motor and ECU are integrated as a complete
power pack unit. The power pack is charged with a 12-V power supply and
produces the torque Tm in an open-loop manner according to the received CAN
signals. The motor output shaft is clamped to a rotary torque sensor. Thus, the
distribution is between the output shaft and belt transmission. The boundary
condition (i.e., the relationship between Tbelt and δ̇m) is calculated by the DRTS
and must be enforced by the HIL interface.
The high-precision torque sensor is Kistler 4503B with a torsional stiffness of
2.7 kNm/rad. It is regarded as a rigid shaft with only an inertia effect. The shaft
torque is measured at a rate of 1 kHz. Similar to that in Eq.(3.7), the measured
torque results from Tm and the counteracting load torque. The load torque is
produced by a Kollmorgen AKM44J servo motor controlled by the servo drive at
8 kHz. The servo motor is in a closed-loop with the DRTS and enables a torque or
velocity-controlled mode. Correspondingly, the control reference from the DRTS
can be Tbelt or δ̇m. The actual motor speed, which is same as the speed of the
rig, can be accessed by the resolver inside the servo motor. The DRTS connects
to the servo drive via an EtherCAT fieldbus and to the EPAS power pack with a
regular CAN cable.
A similar setup is also applied to develop the electric vehicle powertrain [61].
The advantage of this setup is that the motor physical constraints owing to circuit
dynamics and thermal behaviour are captured. Moreover, the EPAS control is
updated by flashing the motor ECU. Thus, it is verified to be similar to that on a
test vehicle. The HIL simulation is also necessary if the power pack unit is supplied
without an accurate model. In such a HIL system, the shaft torque measurement
may or may not be required [77]. With complete DUT information or an access
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to the electric circuit, Tm is directly obtained. This condition does not seem to be
a typical MHIL simulation according to the definition in this work, because Tm
is not a real mechanical variable. Under this condition, different control methods
can be employed, such as compensating the interface distortion with its inverse
[6, 5, 93]; however, the problem is different in this work. In our study, the DUT is
considered as a black box similar to typical cases, and shaft torque measurement
is required.
Preliminary experiment
In the preliminary experiment, the constructed HIL simulation exhibits limited
performance and can easily become unstable. For safety reasons, power and veloc-
ity thresholds are introduced to the servo drive. When the thresholds are exceeded
due to instability, the system switches off to avoid hardware failure. Such a dy-
namic defect is also reported by other researchers [50], i.e., the system works well
only for steering tests in low frequency (< 0.5 Hz) and at high vehicle speed. We
found that the limitations are due to
 The inertia attached to the DUT is relatively large comparing with its own.
This considerably distorts the simulation results.
 The mechanical impedances of the entire HIL rig, i.e., inertia and damping
effects, are extremely small. Moreover, the rig is highly sensitive to the
two counteracting motor torques and associated disturbances. In terms of
control, the system loop gain is large. Neglecting the noise effect, an overall
delay τ < 0.04 s is required according to the estimates in Paper V. The
delay tolerance increases with the mechanical impedance.
 The DUT inertia is relatively large comparing with that of the DRTS. Ac-
cording to the ITM algorithm (Eq.(3.14)), a large loop gain −Zdut
Zem
e−sτ re-
sults in the velocity control mode. Theoretically, the torque control mode
is preferred.
The last point, i.e., the causality problem, is discussed in Paper II through a
simulation study. However, the built-in steering model in Carmaker only accepts
an assist torque or force input and outputs δ̇m. This is practically more suitable
for the velocity control mode. To change the mode and accept δ̇m as input, an
external velocity actuator model must be added, or the in-house steering model in
Dymola must be applied if compatible. However, these options are more difficult
to implement and do not function smoothly. Accordingly, the velocity control
mode was used in the experiment.
Furthermore, the HIL system was extended with a driver-in-the-loop (Fig.4.9).
The human driver controls the vehicle model concurrently with the HIL simula-
tion. The EPAS torque and rig dynamics are perceived through a steering force
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Figure 4.9: Preliminary experiment using HIL simulation with driver-in-the-loop.
feedback system [58]. In the experiment, the driver conducts a standard on-center
steering manoeuvre with a steering input at 0.2 Hz. This tests the responsive-
ness and steering feel with a low steering input, which is one of the basic system
characteristics.
The results at different vehicle speeds are shown in Fig.4.10. The steering
hysteresis plot and vehicle yaw rate response correlate well to the real vehicle
measurements when vx = 120 and 80 km/h. The driver can clearly identify the
steering feedback changes with different settings of the assist torque Tm and rack-
pinion ratios ipinion. Even slight vibrations on the steering wheel are perceived in
these tests. The vibration is generated from the HIL rig and becomes more distinct
when vx = 50 km/h, as reflected in the logged data. The driver must tightly grab
the steering wheel to maintain the angle position. In this case, steering feedback
cannot be accurately evaluated.
The deterioration may be that the EPAS motor produces a larger assist torque
in low speed manoeuvres, consequently amplifying the associated disturbance to
the rig. In the energy perspective, more of the energy is incorrectly transferred
to the rig as kinetic energy. Then, high-frequency vibrations or fast rotations in
one direction occur. In more aggressive manoeuvres, when the driver applies a
higher-frequency steering input, increased vibrations are also felt.
Preliminary results reveal that the use of the virtual prototype is limited. In
tests at low speed and high frequency, the HIL simulation is found unreliable to
predict the dynamics due to the lack of robustness.
Effect of interface algorithm
To resolve the aforementioned problem and extend the validation range of HIL
simulation, the introduced DIM algorithm is applied. The DIM algorithm is
similarly implemented as the benchmark MHIL simulation (Fig.3.6). In this case,
Zdut primarily consists of the motor inertia Jm = 1.614e − 4kgm2 and coupling
shaft inertia Jh1 = 1.527e − 4kgm2. As introduced in Paper V, the following
term is specified.
Zcomp = λZdut (4.7)
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Vehicle speed vx = 120 km/h.
Vehicle speed vx = 80 km/h.














Vehicle speed vx = 50 km/h.
Figure 4.10: On-center steering test results of δs versus Ts and ωz at various vehicle speeds.
The HIL simulation results are unreliable when vx = 50 km/h due to instability.
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It is modelled in Matlab, complied to an RT executable and added to the shaft
torque measurement. To preserve the dynamics, the steering rack mass in the




bs similar to Eq.(3.17). Analytically,
a portion of DUT impedance is compensated and shifted to the DRTS.
The constant λ determines the ratio of the shifted part. In the original setup,
i.e., λ = 0, the system is highly unstable. The simulation frequently terminates
when the safety thresholds are exceeded. A partial compensation (Zcomp = Jh1)
and an optimal compensation (Zcomp = Jh1 + Jm) are applied. In the former, the
attached hardware inertia is approximately compensated, and the HIL simula-
tion becomes stable in all tests. However, vibrations remain, as demonstrated in
Fig.4.11. The steering input is at 0.5 Hz and the vehicle speed is vx = 40 km/h
in the shown case. This case actually fails in the preliminary test. Under the
optimal condition, an increased impedance is shifted to the DRTS, and undesired
vibrations are removed as demonstrated in Fig.4.11 and Fig.4.12.




























Figure 4.11: SIL and MHIL simulation results of sine steer tests with optimal and partial
compensations of DIM algorithm. The steering input is at 0.5 Hz and vx = 40 km/h.
A SIL simulation, i.e., a pure computer simulation approach, with the same
EPAS control software, is applied for comparison. The HIL simulation results
well agree with the SIL reference, implying improved consistency by the DIM
algorithm.
Furthermore, a correlation study in various testing scenarios is conducted to
validate the tool. The correlation is measured statistically using Pearson’s cor-
relation coefficient ρ ∈ [−1, 1] [23]. When ρ = 1, HIL and SIL simulations are
perfectly correlated; ρ = −1 implies a reverse correlation; ρ = 0 implies unrelated
results (i.e., the HIL simulation is unreliable). The deviation value (1− ρ) listed
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Figure 4.12: SIL and MHIL simulation results of sine steer tests with optimal and partial
compensations of DIM algorithm. The steering input is at 1 Hz and vx = 90 km/h.
Table 4.2: Deviation from perfect correlation (1− ρ) in various scenarios
Measurement
40 km/h [%] 90 km/h [%] 140 km/h [%]
0.5 Hz 1 Hz 2 Hz 0.5 Hz 1 Hz 2 Hz 0.5 Hz 1 Hz 2 Hz
Ts 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 1 1
θs 1 2 2 1 4 2 3 13 1 5 9 7 7 84 2 82 11 64
Te 1 49 4 41 13 75 1 62 6 59 58 91 2 89 11 83 44 127
motor speed θ̇ 1 10 2 3 2 1 10 9 4 1 3 3 9 83 14 94 5 36
vehicle yaw rate 1 1 2 1 4 2 3 9 1 1 9 3 7 88 1 58 10 57
vehicle speed 1 1 1 1 1 1 1 5 1 2 0 1 1 192 0 113 0 183
tracking performance 1 65 1 35 1 13 3 122 4 92 3 64 5 127 13 128 6 137
Note: The first and second values are the optimal and partial compensations respectively.
in Table.4.2 of Paper V shows the following.
 The DIM algorithm effectively improves the HIL simulation accuracy. The
optimal case is more accurate than the partial case.
 As anticipated, the deviation increases with frequency. The deviation is
more distinct at the internal interaction Tm → δ̇m.
 The interface transparency, observing from the correlation between the ref-
erence and actual δ̇m, also improves. Because the less oscillatory control
reference decreases the tracking error with a same servo controller, as shown
in Fig.4.11 and Fig.4.12.
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 The high-speed test result is less accurate than that of the low speed test.
The last point may be contradictory with more vibrations observed in low-speed.
However, it is reasonable because in the high-speed test, the true values of Tm and
δs are small, and the imprecision factors, e.g., noises and delay, become relatively
large. In terms of stability, the low-speed test remains to be the problematic
scenario.
Eventually, the validation range of the HIL system is effectively extended in
the work, showing considerable potential as an EPAS development tool.
4.5 Discussions
This chapter introduced several virtual prototypes constructed in the work. The
purpose is to enable a consistent and validated vehicle-EPAS system development
process in different phases. The goal is achieved by solving the instability and
inaccuracy problems in co-simulation and HIL simulation. In addition to solving
real engineering problems, the theoretical guidelines are followed, and the findings
are validated.
The main points of the chapter and results of this work are as follows.
1 Numerical efficiency can be considerably improved by separating the EPAS
system from the vehicle model due to the fast modes, e.g.,mechatronic sub-
system and friction. The simulation is accelerated to a certain extent using
a relaxed macro-step. Thus, a variable macro-step control can be advanta-
geous to improve performance.
2 Regarding co-simulation, architecture and causality demonstrate a dominant
effect on performance. The EPAS motor must receive the torque due to the
larger impedance. This may be the same for other mechatronic systems on
vehicles with a reduction gear.
3 The developed coupling method improves accuracy with a minor computa-
tional load. However, in the considered case, the improvement is marginal
because the problem is already partially solved by the architecture design.
Thus, the coupling method is regarded as an add-on for further improve-
ment. In engineering work, knowing the level of accuracy is desirable and
musts achieved.
4 In the HIL simulation, the architectures of DUT and DRTS are also cru-
cial. The imprecision factors from the HIL interface outweigh the numerical
factors inside the DRTS. An acausal tool with a flexible interface is more
suitable for different HIL simulations.
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5 The DIM algorithm greatly improves the HIL simulation performance. Al-
though the servo control, which is a PI contoller, is tuned for better tracking
performance, the system behaviour remains unsatisfactory. Thus, the effect
of an advanced servo motor control may be marginal in the investigated




The work arises from the necessity of virtual prototypes for the vehicle-EPAS
system development. Reliable virtual prototypes are necessary to indicate design
changes. Simulations should reveal these changes rather than errors originating
from the simulation environment. Given the same design, consistency in results
is necessary. However, such may not be the case due to tool integration.
Associated technical problems are thoroughly identified. Virtual prototype
architecture, numerical error in co-simulation, delay error in transmission, control
error and noise disturbances are considered. To resolve the corresponding defects,
methods are developed. Eventually, the scope of the work is satisfied by achieving
improved consistency among the prototypes (e.g., reduced co-simulation and HIL
simulation inaccuracy), and validated over an extended range (e.g., improved HIL
simulation results in more testing scenarios).
5.1 Summary
The outcomes are summarised in this section. First, the research questions are
answered. In addition to technical solutions, the ideas are integrated to formulate
and propose a working procedure.
5.1.1 Answers to research questions
Q1. How can the virtual prototype be constructed and the interface of vehi-
cle–EPAS system be designed ?
Because the interface unavoidably introduces errors, low-frequency coupling vari-
ables are less distorted. As implemented in practice, having the interface close to
some compliant parts is more advantageous. Next, the causality of force-velocity
coupling considerably impacts stability. To reduce the system loop gain, the force
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or torque must flow towards the larger impedance and velocity to the other. In
vehicle-EPAS system, interfaces can be implemented on the rack and tie-rods or
belt transmission. In the former, the rack force is applied to the rack, and in
the latter, the transmitted torque is applied to the motor. Other designs easily
become unstable.
Q2. How can the simulation performance of the vehicle–EPAS system be im-
proved ?
In terms of numerical efficiency, the inclusion of a detailed EPAS system to an
MBD vehicle model is unsuitable. Multi-rate co-simulation is preferred especially
for RT performance. The stability and accuracy of the virtual prototype are
observed to degrade. However, these effects are manageable and have many solu-
tions. In addition to the robust interface design discussed in Q1, coupling error
can be reduced by implementing smaller macro-steps and applying explicit cou-
pling methods, e.g., the H∞ method. Furthermore, more accurate co-simulation
schemes and coupling methods can be employed if these are enabled by the soft-
ware.
Q3. How does HIL simulation differ from computer simulation ?
The HIL interface distinguishes the HIL simulation from computer simulation. In
addition to numerical errors, more imprecision disturbances (e.g., control error,
transmission delay, and sensor and actuator noises) are introduced to the system.
The equivalence of boundary conditions (i.e., interface transparency) indicates the
HIL simulation accuracy. It can be determined online by monitoring the tracking
errors and filtered signals. Their influence depends on the overall closed-loop
behaviour.
Q4. How can the performance of HIL simulation connected to an EPAS system
test rig be improved ?
The HIL interface is determined by the selected DUT, which is an EPAS motor
in this study. First, closed-loop stability must be ensured. Interface algorithms
can be applied to shift the impedance balance between the vehicle model (DRTS)
and EPAS motor (DUT). Thus, system stability and robustness can be improved.
The next step is to further improve the interface transparency by amplifying the
tracking performance and delay compensation.
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5.1.2 A proposed working procedure
A simple working procedure for building a co-simulation or HIL simulation pro-
totype is proposed by the author (Fig.5.1). The empirical guides are as follows.
1. Start by partitioning and integrating the model for co-simulation and HIL
simulation. Ideally, knowledge on system dynamics is possessed. Desktop
simulation can be useful to identify the dynamics. Interface and causality
can be designed based on the approximate information, e.g., impedance
ratio.
2. Under an unstable condition, coupling variables in co-simulation can be
scaled down and tracking performance in HIL simulation can be reduced
until the system becomes stable. This step reduces the interaction of coupled
systems and the loop gain. The problematic connection may be found.
Otherwise, the design in the previous step should be reviewed.
3. Under a stable condition, performance can be improved. In terms of co-
simulation, performance refers to simulation speed and accuracy. Thus,
communication can be relaxed to accelerate the speed and monitor the result
variations. In the HIL simulation, interface transparency can be improved
by higher tracking performance and delay compensation.
4. Before further improving the performance, robustness can be enhanced by
applying IAs, which can also be used in Step 2.
5. Coupling methods can be applied to co-simulation. In the HIL simulation,
interface transparency can be improved as that in Step 3.
5.2 Outlook
Virtual prototyping has long been recognised as an industrial necessity. Compared
with the delivered results of the product, motivation and focus on how the results
are generated seem inadequate. Consequently, this has led to marginal knowledge
as to alternatives when the development tools become more complexed, advanced
and expensive. Simple and correct tools are ideally preferred. However, it is not
generally the case in the industry. Accordingly, the author believes that com-
prehending this subject must be endeavoured through theoretical and systematic
means. Further, the author is optimistic that this work can contribute to such an
objective.
In the course of this work, further efforts have been devoted to improve the
usage of virtual prototyping. Application-wise, commercial software tools must
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Figure 5.1: Proposed working procedure for virtual prototyping.
be more open and flexible for tool integration. Although non-proprietary stan-
dards, such as FMI and DCP, removed the integration obstacles to some extent,
commercial tools only support limited features. Some tools enable the import of
FMU and run as a co-simulation master. However, they may not be ready to be
exported as slaves. This definitely constraints the usability in different applica-
tions. Moreover, the support of FMU on an RT system is even more limited and
may require an additional license. Therefore, more software capability and not
increased associated licensing cost are necessary to further exploit the techniques.
In terms of the problem investigated in the thesis, the potential of inter-
face algorithms to co-simulation deserves further exploration. An analogy of co-
simulation to HIL simulation is demonstrated in this work. Furthermore, the
TLM algorithm has been well used to resolve numerical problems in distributed
co-simulations. The DIM algorithm may also be effective and the modification on
the model is required anyway. Another problem that must be resolved is determin-
ing the practical level of accuracy for a virtual prototype. Apparently, the error
effects should not cause instability and large vibrations. However, the extent to
which accuracy is necessary with the coupling method must be established. This
question is not covered in this work, because it may be another research topic.
Moreover, defining such a requirement objectively and quantitatively is difficult.
For example, for the subjective evaluation with a driver-in-the-loop, the accuracy
level may be less than that demanded by the subsystem-level objective evaluation.
Finally, because the problems and findings are general, extensions to other
advanced applications are expected. To develop advanced driver assistance sys-
tem functions, a camera-in-the-loop simulation at Volvo Cars is developed and
oscillatory effects are reported [24]. The developed methodologies may also im-
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prove the test results. A geographically distributed simulation seems an ultimate
tool to share development resources in the future, and research outcomes can be
advantageous to this application.
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Master’s thesis, Linköping University, 2017. Available at https://www.
diva-portal.org/smash/get/diva2:1118174/FULLTEXT01.pdf.
[25] T. Blochwitz, M. Otter, M. Arnold, C. Bausch, C. Clauß,
H. Elmqvist, A. Junghanns, J. Mauss, M. Monteiro, T. Neid-
hold, et al., The functional mockup interface for tool independent ex-
change of simulation models, in Proceedings of the 8th International Mod-
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