The existence and uniqueness of solution for a system of nonlinear mixed variational inequality in Banach spaces is given firstly. A Mann iterative sequences with errors for this system of nonlinear mixed variational inequalities in Banach spaces is studied, by using the generalized f -projection operator . Our results extend the main results in (Verma (2005) ; Verma (2001)) from Hilbert spaces to Banach spaces.
Introduction
Throughout this paper, unless otherwise stated, we let be a real Banach space with the norm ‖ ⋅ ‖, we let * be the topological dual space of , we let ⟨⋅, ⋅⟩ be the duality between , and we let * and ⊂ be a nonempty closed convex set. Let 1 , 2 , 1 , 2 : → * be single-valued mappings. Let : → * be the normalized duality mapping, and let : ⊂ → ∪ {+∞} be a proper lower semicontinuous mapping. We will consider the following system of nonlinear mixed variational inequalities problems (SNMVIP): find ( * , * ) ∈ × satisfying 
where 1 > 0 and 1 > 0. If = is a real Hilbert space, 1 = 2 = , 1 = 2 = 0, and = 0, then SNMVIP (1) reduces to the following problem:
The problem (2) was introduced and studied by Verma [1, 2] . We note that for 1 = 0 the problem (2) reduces to the nonlinear variational inequalities problem: determine an element * ∈ such that ⟨ ( * ) , − * ⟩ ≥ 0, ∀ ∈ .
In brief, the system of nonlinear mixed variational inequalities (1) is more general and includes many systems of variational inequalities and variational inequalities as special cases.
It is well known that the projection method and its variant forms have represented an important tool for solving variational inequalities and the system of variational inequalities; see and the references therein. Wu and Huang [10] introduced and studied a new class of generalizedprojection operators in Banach spaces, which extends the definition of the generalized projection operators introduced and studied by Alber [3, 4] and Li [7] . Some properties of the generalized -projection operator are given in [10] . By using the generalized projection operators and the generalized -projection operators, some authors studied the existence theorems of solution and some iterative algorithms of approximating solutions for variational inequalities; see [3, 4, [6] [7] [8] [10] [11] [12] .
In addition, Verma [1, 2] applies the metric projection operator technique and the fixed theorem to suggest some iterative algorithms for the system of variational inequalities with the monotone mappings in Hilbert spaces. By using the sunny nonexpansive retraction, Yao et al. [21] prove that the suggested two-step projection method converges strongly to the solution of a system of variational inequality, which extend the main results in Verma [1] from Hilbert spaces to Banach spaces. Recently, Wang et al. show that the Lipschitz continuity of the generalized -projection operator and the normalized duality mapping and study a class of system of generalized mixed variational inequalities in Banach spaces.
Motivated and inspired by the research work going on this field, in this paper, we firstly show the existence and uniqueness of solution for a system of nonlinear mixed variational inequality in Banach spaces. By using the generalized -projection operator , we study Mann iterative sequences with errors for this system of nonlinear mixed variational inequalities in Banach spaces. Our results extend and improve the main results in Verma [1, 2] from Hilbert spaces to Banach spaces.
Preliminaries
Recall that is said to be strictly convex if ‖( + )/2‖ < 1 for all , ∈ with ‖ ‖ = ‖ ‖ = 1 and ̸ = . It is also said to be uniformly convex if lim → ∞ ‖ − ‖ = 0 for any two sequences { }, { } in with ‖ ‖ = ‖ ‖ = 1 and lim → ∞ ‖( + )/2‖ = 1. The function
is called the modulus of convexity of . It is well known that is 2-uniformly convex if and only if there exists a constant > 0 such that ( ) ≥ 2 for all ∈ (0, 2]. Recall that is said to be smooth if lim → 0 (‖ + ‖ − ‖ ‖)/ exists for all , ∈ with ‖ ‖ = ‖ ‖ = 1. It is also said to be uniformly smooth if the limit is attained uniformly for ‖ ‖ = ‖ ‖ = 1. The function
is called the modulus of smoothness of . It is known that is said to be 2-uniformly smooth if and only if there exists a constant > 0 such that ( ) ≤ 2 . Moreover, * is uniformly convex if and only if is uniformly smooth. In this case, is reflexive by the Milman theorem.
Next we recall the concept of the normalized duality mapping. The normalized duality mapping : → 2 * is defined by
Many properties of the normalized duality mapping can be found in [18] . We list some properties of as follows: For any fixed > 0, let :
* × → (−∞, +∞] be a function defined as follows:
where ∈ * , ∈ and : ⊂ → ∪ {+∞} is proper, convex, and lower semicontinuous. It is easy to see that ( , ) ≥ (‖ ‖ − ‖ ‖) 2 + 2 ( ) for all ∈ * and ∈ .
Definition 1.
We say that has the property (ℎ) if ⇀ weakly and ‖ ‖ → ‖ ‖ implies → .
Remark 2.
It is well known that any locally uniformly convex Banach space has the property (ℎ) and * has a Fréchet differentiable norm if and only if is reflexive and strictly convex and has the property (ℎ) (see, e.g., [19] ).
Definition 3 (see [10] ). We say that : * → 2 is a generalized -projection operator if
for all ∈ , then the generalized -projection operator reduces to the generalized projection operator defined by Alber [4] and Li [7] ; that is,
where 1 ( , ) = ‖ ‖ 2 − 2⟨ , ⟩ + ‖ ‖ 2 for all ∈ * and ∈ .
(ii) If ( ) = 0 for all ∈ and = H is a Hilbert space, then the generalized -projection operator is equivalent to the following metric projection operator:
(10) 
Remark 6. If = H is a Hilbert space, then -strongly monotonicity reduce to strongly monotonicity in [15] .
Theorem 7 (see [6, 10] 
Lemma 8 (see [13]). is 2-uniformly smooth if and only if there exists a constant
> 0 such that, for all , ∈ ,
Lemma 9 (see [20] ). Let { }, { }, and { } be three sequences of nonnegative numbers satisfying the following conditions: there exists 0 such that
where
Then → 0 as → +∞.
Proposition 10 (see [14] ). Let be a reflexive, smooth, and strictly convex Banach space with the dual space * . Then for any , ∈ ,
Proposition 11 (see [14] ). Let be a real uniformly convex and uniformly smooth Banach space. Then 
Proof. According to Proposition 10,
where 
It follows from (20) that
and so
By (19), we have
where Proof. From Proposition 12, it follows that
and so * 
Proof. From Proposition 11, it follows that
where 2 = √ (‖ ‖ 2 + ‖ ‖ 2 )/2 and ℎ ( ) = ( )/ . Since
This completes the proof.
Main Results
From Theorem 7, we know that the following theorem holds. 
In the sequel, we shall show the existence and uniqueness of solution for the problems (1), (2) , and (3), respectively. Next, we construct some new iterative algorithms for the problems (1), (2) , and (3). We also give the convergence analysis of the iterative sequences generated by the algorithms. 
Then SNMVIP (1) has a unique solution ( * , * ).
Proof. First, we prove the existence of the solution. Define a mapping : → as follows:
For any , ∈ , by Theorem 13, we know that there exists = (2/ ) > 0 such that
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From condition (i) and Lemma 8, it follows that
By condition (ii) and Theorem 13, we know that
By (35), condition (i), and Lemma 8, we have
Thus
Condition (ii) and (39) imply that
From (34)- (40), we have
It follows from (32) that 0 < Θ 1 < 1 and 0 < Θ 2 < 1. Thus, (41) implies that is a contractive mapping and so there exists a point * ∈ such that
From the definition of , we have * = [ ( 
As the proof of (41), we have
Since 0 < Θ 1 < 1 and 0 < Θ 2 < 1, it follows that * = * and so V * = * . This completes the proof. 
Then the problem (3) has a unique solution ( * , * ).
Algorithm 19.
For any given 0 ∈ , define the Mann iterative sequences { } and { } with errors as follows:
where { } is a sequence in [0, 1] and { }, {V }, and { } are three sequences in satisfying the following conditions:
If = is a real Hilbert space, 1 = 2 = , 1 = 2 = 0, and = 0, then Algorithm 19 reduces to the following iterative algorithm.
Algorithm 20 (see [2, Algorithm 2.1]). For any given 0 ∈ , define the iterative sequences { } and { } as follows:
where { } is a sequence in [0, 1] satisfying the following conditions: 
By Lipschitz property of 1 , Theorem 13, (48), and (54), we have
Since 1 is -strongly monotone with constants 1 and 1 -Lipschitz continuous, by Theorem 14 and Lemma 8, we obtain
Combining (55) and (56) 
It follows from (57)-(59) that 
