Abstract. We derive globally reliable a posteriori error estimators for a linear-quadratic optimal control problem involving the generalized Oseen equations as state equations; control constraints are also considered. The corresponding local error indicators are locally efficient. The assumptions under which we perform the analysis are such that they can be satisfied for a wide variety of stabilized finite element methods as well as for standard finite element methods. When stabilized methods are considered, no a priori relation between the stabilization terms for the state and adjoint equations is required. If a lower bound for the inf-sup constant is available, a posteriori error estimators that are fully computable and provide guaranteed upper bounds on the norm of the error can be obtained. We illustrate the theory with numerical examples.
1. Introduction. In this work we shall be interested in the design and analysis of computable a posteriori error estimators for a linear-quadratic optimal control problem involving the generalized Oseen equations; control constraints are also considered. To make matters precise, let Ω ⊂ R d , with d ∈ {2, 3}, be an open and bounded polytopal domain with Lipschitz boundary ∂Ω and f ∈ L 2 (Ω) d . Given a regularization parameter ϑ > 0 and a desired state y Ω ∈ L 2 (Ω) d , we define
We will be interested in the following PDE-constrained optimization problem: Find Our analysis allows for these choices of c and κ. Consequently, we present a unified analysis for the Stokes, Brinkman, Oseen and generalized Oseen equations. The design of numerical techniques for approximating the solution to (1.3) has two major difficulties: first, in view of the so-called inf-sup condition [23, 24] , arbitrary finite element methods are not allowed, and second, considering standard finite element methods produces poor approximation results when convection-dominated regimes are considered [38] . In order to overcome such difficulties, a variety of finite element techniques have been proposed and analyzed in the literature: the family of stabilized finite element methods. We refer the reader to [38] for an extensive overview.
In the PDE-constrained optimization context, a usual alternative for approximating the solution to the optimal control problem (1.2)-(1.4) is based on the so-called optimize-then-discretize approach. This technique discretizes the associated optimality system: the state equations (1.3), the adjoint equations and a variational inequality that characterizes the optimal controlū. Consequently, the difficulties presented in the discretization of (1.3) are also present in the numerical approximation of the solution to (1.2)-(1.4). In addition, (1.2)-(1.4) is intrinsically nonlinear and, if c = 0, presents a crosswind phenomena; the convection field of the adjoint equations is the negative of the one appearing in (1.3). The latter further motives the development of an efficient solution technique that, in convection-dominated regimes, properly treats the oscillatory behaviors that occur when approximatingȳ and its adjoint variablē w and resolves interior or boundary layers exhibited by both variables. Failure to resolve boundary layers can pollute the numerical solution in the entire domain; see [25] for results involving the scalar version of (1.2)-(1.4). However, numerical schemes based only on stabilized techniques are not sufficient to approximate the solution to (1.2)-(1.4): in addition to the efficient resolution of either interior or boundary layers, some possible geometric singularities must be resolved. This motivates the methods that we will use in this work: stabilized adaptive finite element methods.
Adaptive finite element methods (AFEMs) are iterative methods that improve the quality of the finite element approximation to a partial differential equation (PDE) on the basis of an essential ingredient: an a posteriori error estimator. The a posteriori error analysis for standard finite element approximations of linear second-order elliptic boundary value problems has a solid foundation [3, 36, 46] . When stabilized approximations are considered, several estimators have been introduced and analyzed in the literature; see, for instance, [1, 5, 9, 43, 47] . However, the a posteriori error analysis for finite element approximations of constrained optimal control problems has not been fully developed. In view of their inherent nonlinear feature, which appears due to the control constraints, the analysis involves more arguments and technicalities. An attempt to unify the available results has been carried out recently in [28] where the authors derive an important relationship between the error in optimal control problems and estimators, that satisfy a set of suitable assumptions, for problems associated with the state and adjoint equations [28, Theorem 3.2] .
In the current work, the assumptions under which we perform the analysis are such that they can be satisfied for a wide variety of stabilized finite element methods as well as for standard finite element methods. This includes using a different stabilization method to approximate the state equation from that used to approximate the adjoint equation. We derive a posteriori error estimators that are globally reliable. Moreover, if a lower bound for the inf-sup constant is available, we can obtain a posteriori error estimators that are fully computable and provide guaranteed upper bounds on the norm of the error. Consequently, the estimators can be used as a stopping criterion in adaptive algorithms. The local error indicators that can be used to adaptively refine the mesh are locally efficient. Furthermore, we observe that they can be used to efficiently resolve boundary layers.
The outline of this paper is as follows. In section 2 we introduce some terminology used throughout this work. In section 3 we study the optimal control problem (1.2)-(1.4) and obtain the associated optimality system. In section 4 we give the general form of the finite element methods that we consider for approximating the solution to (1.2)-(1.4). The core of our work is section 5, where we devise a family of a posteriori error estimators. Under suitable assumptions, we obtain abstract reliability results in section 5.1 and local efficiency of the corresponding error indicators in section 5.2. In section 6 we consider the estimators that we can obtain for a particular approximation method in more detail. Finally, in section 7 we present a series of numerical examples to illustrate the theory. 
Preliminaries.

Notation. For a bounded domain
We now proceed to define notation associated with the discretization of the domain. Let T = {K} be a conforming partition ofΩ into simplicial elements K [18, 23] . We assume that T is a member of a shape regular family of partitions. Let F denote the set of all element edges(2D)/faces(3D) and F I ⊂ F denote the set of interior edges(2D)/faces(3D). For an element K ∈ T , let:
• P n (K) denote the space of polynomials on K of total degree at most n;
• F K ⊂ F denote the set containing the individual edges(2D)/faces(3D) of K;
• h K denote the diameter of K;
• n K γ denote the unit exterior normal vector to the edge(2D)/face(3D) γ ∈ F K . For an edge(2D)/face(3D) γ ∈ F , let:
• P n (γ) denote the space of polynomials on γ of total degree at most n;
• Ω γ = {K ∈ T : γ ∈ F K };
• h γ denote the diameter of the edge(2D)/face(3D) γ. To simplify the exposition of the material, we define V = H 1 0 (Ω) and Q = L 2 0 (Ω) with norms ||| · ||| V,Ω and ||| · ||| Q,Ω defined, for all ξ ∈ V and φ ∈ Q, by
The relation a b indicates that there exists a constant C such that a ≤ Cb. The constant C may be different at each occurrence but is independent of a, b and the size of the elements in the mesh.
2.2.
Inequalities. For K ∈ T and nonnegative integers l, we denote by
Throughout the manuscript we will frequently make use of the following inequalities. First, if K ∈ T and ξ ∈ V, we have the Poincaré inequalities [10, 33, 37] 
where (2.5)
with |l 1 | , . . . , |l d | being the sides of a d-dimensional box containing Ω. We immediately comment that these inequalities imply that, for ξ ∈ V and K ∈ T ,
and (2.8)
The fact that c is a solenoidal vector field and integration by parts implies that (2.10)
Moreover, for all ξ ∈ V,
and, for all ξ, ζ ∈ V,
where (2.13)
with |c| L ∞ (Ω) being the L ∞ (Ω) norm of |c| and C Ω being given by (2.7). We now recall the standard inf-sup condition [23, 24] : there exists a positive constant β such that
Notice that, in view of |||ξ|||
where (2.16)
3. Optimal control problem: optimize.
In this section we briefly analyze the optimal control problem (1.2)-(1.4). To accomplish this task, we begin by introducing the following weak version of the state equations (1.3): Find (y, p) ∈ V × Q such that
where the bilinear forms A and B are defined by (2.9) and we recall that ε > 0,
In view of the fact that A satisfies (2.11) and (2.12) and B satisfies the inf-sup conditions (2.14) and (2.15), we conclude the well-posedness of problem (3.1) [23, 24] . We also mention that, due to de Rham's Theorem (see Section 4.1.3 and Theorem B73 in [23] ), we can consider the following equivalent formulation of problem (3.1): Find y ∈ V 0 such that
where
. To analyze our optimal control problem, we follow [30, 44] and introduce the socalled control to state map S : L 2 (Ω) → V 0 which, given a control u, associates to it the state y that solves (3.2) . In addition, we define, for a, b ∈ R d with a < b, the set
the vector inequalities being understood componentwise. The set U ad is a bounded, convex, closed and nonempty subset of L 2 (Ω) and consequently weakly sequentially compact. Thus, in view of the fact that the reduced cost functional
is weakly lower semicontinuous and strictly convex (ϑ > 0), we conclude the existence and uniqueness of an optimal controlū and an optimal stateȳ that satisfy (3.2), or equivalently (3.1); see Theorem 2.14 in [44] . The existence ofp such that (ȳ,p) solves (3.1) follows from de Rham's Theorem. In addition, we have thatū satisfies the first-order optimality condition
see [44, Lemma 2.21] . To explore this variational inequality, and to obtain optimality conditions, we define, on the basis of the formal Lagrange method (see [21, Section 3.3] and [44, Section 2.10]), the adjoint state (w, q) as the unique solution to the following weak problem: Find (w, q) ∈ V × Q such that
With this adjoint state at hand, the variational inequality (3.4) can be rewritten as
We have thus arrived at the following optimality system: (ȳ,p,ū) ∈ V × Q × U ad is optimal for the PDE-constrained optimization problem (
see also [39 
where Π [a,b] (ζ) (x) := min {b, max {a, ζ(x)}} and it is understood componentwise. We note that
4. Finite element discretization. We follow the optimize-then-discretize approach and introduce a numerical scheme to approximate the solution to (3.7). The scheme allows for the incorporation of stabilization terms into the standard Galerkin discretizations of the state and adjoint equations; no a priori relation between the stabilized terms is required. We refer the reader to Remark 4.1 below for a discussion regarding the advantages of the proposed approach when solving (1.2)-(1.4).
The stabilized scheme reads as follows:
; the bilinear forms A, B and C being defined as in (2.9). We consider the setting where the discrete spaces V(T ) and Q(T ) are subspaces of V and Q, respectively, and the discrete set U ad (T ) is a subset of U ad . Hence, V(T ) ⊂ V, Q(T ) ⊂ Q and U ad (T ) ⊂ U ad . The terms S and H, and Q and K in (4.1), correspond to stabilization terms for the state and adjoint equations, respectively. Finally, we assume that V(T ), Q(T ), U ad (T ), S, H, Q and K are such that at least one solution to (4.1) exists.
Remark 4.1 (optimize-then-discretize approach). In general, there are two approaches to approximate the solution to an optimal control problem: the optimizethen-discretize approach, that discretizes the associated optimality system, and the discretize-then-optimize approach, that first discretizes the continuous problem and then optimizes the obtained finite dimensional problem. We must immediately comment that these techniques do not always coincide [16, 19, 26, 29] . For a detailed discussion on these approaches and their respective advantages and disadvantages, we refer the reader to [26, Section 3.2] and [15, Chapter 3] . In [19] , it was observed that, when solving an optimal control problem for a convection-reaction-difussion equation on the basis of the SUPG method, both approaches lead to substantially different results. Later, in [25] , the authors continue with the study started in [19] and show that the failure to resolve boundary layers exhibited by the solution can pollute the numerical solution in the entire domain. In order to develop our a posteriori error analysis, we follow the optimize-then-discretize approach. This allows for the simple formulation (4.1) of the discrete optimality system and the incorporation of stabilization terms into the discrete state and adjoint equations; no a priori relationship between such stabilization terms is required. We remark that the latter property is particularly convenient since it allows for the use of the a posteriori error estimators that are already available in the literature. In contrast, the use of the discretize-thenoptimize approach imposes a relationship between the stabilization terms which could result in the presence of undesirable stabilization terms in the discrete formulation. If both terms S and H are symmetric and Q = S and K = H, then the aforementioned approaches coincide; we refer the reader to [16] for details.
Before proceeding with the analysis of our method, it is instructive to comment on those advocated in the literature. Regarding the a priori theory, in the absence of control constraints, the design and analysis of numerical techniques for solving (1.2)-(1.3), with c = 0 and κ = 0, have been investigated in several papers; see [14, 40, 42] and references therein. To the best of our knowledge, and again, for c = 0 and κ = 0, the first work that incorporates control constraints and analyzes stabilized schemes for (1.2)-(1.4) is [39] ; the optimal control is discretized by using piecewise constant functions. The authors, on the basis of postprocessing techniques, provide a quadratic error estimate for the approximation of the optimal control variable [39, Theorem 2.8]. Subsequently, the authors of [34] extend the results of [39] and analyze nonconforming schemes for the discretization of the state and adjoint equations; in contrast to [39] , the vector field is not assumed to be in
. In addition, [34] analyzes an anisotropic scheme for approximating the solution to (1.2)-(1.4) when Ω is not convex; a domain with a reentrant edge (d = 3) is considered. We conclude this paragraph by mentioning the reference [22] , where the authors investigate numerical techniques for solving a modification of problem (1.2)-(1.4) that, in addition, includes constraints on the state variable.
Regarding the a posteriori error analysis, to the best of our knowledge, the first work to propose an error estimator for (1.2)-(1.4), with c = 0 and κ = 0, is [32] . In this work, the authors follow the discretize-then-optimize approach and obtain a discrete optimality system with no stabilization terms [32, equation (2.9) ]. They propose an error estimator in a two-dimensional setting and analyze its reliability properties [32, Theorem 3.1] . However, there is no efficiency analysis. Later, an asymptotically exact ZZ-type a posteriori error estimator was proposed in [31] . The authors derive upper and lower bounds for the error in terms of the proposed estimator [31, Theorem 5.1] that relies on an error non-degeneracy condition [31, inequality (2.24)] and strong regularity assumptions on (ȳ,p): it is assumed to belong to
In [20] , the authors propose an a posteriori error estimator for (1.2)-(1.4) but with the state equations (1.3) replaced by a Stokes-Darcy system: they study the reliability and efficiency properties of the proposed estimator. We also mention [35] , where a similar PDE-constrained optimization problem has been analyzed but with the control constraint (1.4) replaced by the state constraint y L 2 (Ω) ≤ γ, where γ > 0: an error estimator is proposed and its reliability and efficiency properties are investigated. All the aforementioned references consider plain Galerkin discretizations for the state and adjoint equations, i.e., no stabilization terms are considered. We conclude this paragraph by mentioning the so-called dual weighted residual method (DWR) [13] and its applications to the optimal control of flow problems [11, 12] .
Recently, the authors of [28] propose and analyze an a posteriori error estimator for problem (1.2)-(1.4) when κ = 0 [28, Section 5] . The associated discrete optimal system incorporates stabilized terms, into the state and adjoint equations, that are based on the streamline-diffusion finite element method (SDFEM). On the basis of proposed and analyzed a posteriori error estimators for the state and adjoint equations, the authors derive an estimator for (1.2)-(1.4). We comment that the obtained upper bound for the error, in terms of the a posteriori error estimator, is not computable.
In this work we analyze a family of a posteriori error estimators in a unifying framework that incorporates a wide variety of standard and stabilized finite element methods.
5.
A posteriori error analysis. In this section we derive and analyze a posteriori error estimators for the solution to the discretization (4.1) of the optimal control problem (3.7).
Reliability analysis.
We begin this section by introducing the following notation. Let e y :=ȳ−ȳ T , e p :=p−p T , e w :=w−w T , e q :=q−q T and e u :=ū−ū T , where (ȳ,p,w,q,ū) ∈ V × Q × V × Q × U ad is the solution to the optimality system (3.7) and (
is its numerical approximation given as the solution to (4.1). The goal of this section is to obtain an upper bound for
|||(e y , e p , e w , e q , e u )||| where |||(e y , e p , e w , e q , e u )|||
The norms ||| · ||| V,K and ||| · ||| Q,K are defined as in (2.2) and the parameter ̺ is a nonnegative constant that will be arbitrary in the analysis but fixed in the numerical experiments of Section 7.
The upper bound for the error (5.1) that we obtain is constructed using upper bounds on the error between the solution to the discretization (4.1) and auxiliary variables that we define in what follows. Let (ŷ,p) ∈ V × Q be the solution to
We notice that, in view of (4.1), we have that
for all ξ ∈ V(T ) and φ ∈ Q(T ). Consequently, (ȳ T ,p T ) can be seen as a finite element approximation of the solution to (5.2). We thus make the following assumption: Assumption 1. There exist quantities η y and η p which depend on the discrete solution and data and are such that
Let (ŵ,q) ∈ V × Q be the solution to
We notice that, again in view of (4.1), (
for all ζ ∈ V(T ) and ψ ∈ Q(T ), and hence (w T ,q T ) corresponds to a finite element approximation of the solution to (5.5). We thus make the following assumption: Assumption 2. There exist quantities η w and η q which depend on the discrete solution and data and are such that
We introduce the auxiliary control variable
We define the error between this auxiliary control variable andū T as follows:
We also define (5.10) 14 Ω ), with µ = 4ϑ −2 and ω = C 2 is (1 + C ct ) 2 . We now present the analysis through which we obtain an upper bound for the total error. 
and C y , C w and C u are defined by (5.10), (5.11) and (5.12), respectively.
Proof. We proceed in 6 steps. Step 1. The goal of this step is to control the term e u L 2 (Ω) . We begin with a simple application of the triangle inequality to write
ϑw T and η u is defined as in (5.9). Let us now bound the first term on the right hand side of (5.15). To accomplish this task we first observe a key property that the auxiliary control variableũ satisfies:
see Lemma 2.26 and Theorem 2.28 in [44] . Set u =ũ in the variational inequality of (3.7) and u =ū in (5.16). We thus obtain that
and, consequently, that
In order to bound the right hand side of (5.17), we first define (ỹ,p) ∈ V × Q as the solution to
In addition, we define (w,q) ∈ V × Q as the solution to
Utilizing the statesŵ andw defined as the solutions to (5.5) and (5.19), respectively, we arrive at
upon using Cauchy-Schwarz and Young's inequalities. Hence,
We proceed to bound (w −w,ũ −ū) L 2 (Ω) . To accomplish this task, we first notice that, since (w,q) solves the adjoint problem of the optimality system (3.7) and (w,q) solves (5.19), the fact thatp −p ∈ Q implies that B(w −w,p −p) = 0. Thus, since (ȳ,p) and (ỹ,p) solve (3.7) and (5.18), respectively, we arrive at
We now invoke (2.10) and, again, the fact that (w,q) and (w,q) solve (3.7) and (5.19), respectively, to obtain that
upon noticing that, since (ȳ,p) solves the state equations of the optimality system (3.7) and (ỹ,p) solves (5.18), the fact thatq −q ∈ Q implies that B(ȳ −ỹ,q −q) = 0.
Using the previous estimate in (5.20) we obtain that
The control of the second term on the right hand side of (5.22) follows from (2.6) and Assumption 2:
We now turn our attention to bounding the term w −ŵ L 2 (Ω) . Applying similar arguments to the ones that lead to (5.21) we obtain that
where we have also used (2.6). Consequently, w −ŵ
, upon using, again, (2.6). It thus suffices to bound ỹ −ȳ T L 2 (Ω) . We proceed as follows:
To control the second term on the right hand side of the previous expression, we invoke Assumption 1 and (2.6). We thus conclude that
To bound the first term, we employ that (ŷ,p) and (ỹ,p) solve (5.2) and (5.18), respectively. This, on the basis of ∇ · c = 0 and (2.6), yields
which allows us to conclude, in view of (5.9) and (2.6), that
On the basis of (5.15) and (5.22), we combine our previous findings and arrive at
Step 2. The goal of this step is to bound |||e y ||| V,Ω . To accomplish this task, we apply the triangle inequality and invoke Assumption 1. In fact,
To control the remaining term we employ similar ideas to the ones that lead to (5.24). These arguments reveal that
which combined with (5.25) and (5.26), implies the error estimate
Step 3. We now bound the term |||e w ||| V,Ω . To accomplish this task, we use, again, the triangle inequality and Assumption 2 to obtain that
To bound |||w −ŵ||| 2 V,Ω we invoke the optimality system (3.7) and (5.5). In fact, the arguments that allow us to obtain (5.23) immediately yield
upon using a Cauchy-Schwarz inequality. In view of (2.6), we conclude that Step 4. We now bound |||e p ||| Q,Ω . We start with a simple application of the triangle inequality and Assumption 1:
we recall that (ŷ,p) solves (5.2). To control the first term on the right hand side of the previous expression, we utilize the inf-sup condition (2.15):
Since (ȳ,p) and (ŷ,p) solve (3.7) and (5.2), respectively, we conclude that
upon using (2.6) and (2.12). In view of (5.27) we thus arrive at
This and (5.32) imply that |||p −p|||
We conclude the estimate for |||e p ||| Step 5. We bound |||e q ||| Q,Ω . Similar arguments to the ones employed in the previous step yield
We finally use (5.30), and conclude that |||q −q||| Q,Ω ≤ C is C 2 Ω (1 + C ct ) |||ȳ −ȳ T ||| V,Ω , and then that
where, we recall that, ω = C
Step 6. Combining (5.25), (5.28), (5.31), (5.34) and (5.36) allows us to arrive at (5.13).
It is important in a posteriori error analysis to have an upper bound for the error that is in terms of local error indicators. Such a bound follows from Theorem 5.1 under the following two assumptions. Assumption 3. There exist quantities η y,K and η p,K that depend on the discrete solution and data and are such that Proof. In view of Assumptions 3 and 4, the proof follows from a simple application of the result of Theorem 5.1. 1-4) . Assumptions 3 and 4 are at the heart of a posteriori error analysis [3, 36, 46] . They guarantee the existence of local quantities η y,K , η p,K , η w,K , and η q,K that satisfy the estimates (5.37) and (5.38) . This allows us to derive the a posteriori error estimate (5.39) which gives an upper bound for the error that is in terms of the local quantities Υ K . The quantities that are defined by (5.40) provide information beyond asymptotics and can be used to adaptively refine the underlying mesh. Although it may seems that, in view of Assumptions 3 and 4, the weaker Assumptions 1 and 2 are superfluous, there are a posteriori error estimators, such as the one developed in [1] , which are such that the bounds in (5.4) and (5.7) are tighter than the ones in (5.37) and (5.38); see [1, Theorem 5.4] . Consequently, the upper bound in (5.13) that is in terms of Υ, defined as in (5.14), is tighter than the upper bound that is in terms of Υ K . In such a setting, if the quantity Υ is computable, it would be preferable to use Υ as a stopping criterion in an adaptive algorithm. Theorem 5.2 can be used to obtain guaranteed upper bounds on the error if the value of a β satisfying (2.14) is known and the quantities η y,K , η p,K , η w,K and η q,K are computable. If this is not the case then Theorem 5.2 can still be used to arrive at an a posteriori error estimator under the following assumption.
Remark 5.3 (Assumptions
Assumption 5. There exist computable quantitiesη y,K ,η p,K ,η w,K andη q,K which are such that η y, |||(e y , e p , e w , e q , e u )||| Remark 5.5 (Assumptions 5). The upper bounds that feature in the estimates of Assumptions 3 and 4 may not be computable. In fact, in the literature there are several a posteriori error estimates where the upper bound cannot be computed because of the presence of unknown constants; see, for instance, [2, 9, 43, 45, 47] . In order to include this type of a posteriori error estimate in our analysis, we consider Assumption 5, which guarantees that the upper bounds that feature in Assumptions 3 and 4 can be bounded by constants, whose value may not be known, multiplied by computable quantities. Note that these constants are equal to 1 if the upper bounds in Assumptions 3 and 4 are computable.
Efficiency analysis.
In this section we prove the local efficiency of the a posteriori error indicators Υ K andΥ K defined by (5.40) and (5.42), respectively. In what follows we will assume that Assumptions 3, 4 and 5 are satisfied and that ̺ = 0. In addition, we make two further assumptions. To state them, we first define, for nonnegative integers l, the discrete space
Our first additional assumption reads as follows: Assumption 6. The spaces V(T ) and Q(T ) and the set U ad (T ) are such that • V(T ) = V ∩ P lV (T ) for some positive integer l V , • Q(T ) = Q∩P lQ (T ) for some nonnegative integer l Q or Q(T ) = Q∩P lQ (T )∩ H 1 (Ω) for some positive integer l Q , • U ad (T ) = U ad ∩ P lU (T ) for some nonnegative integer l U or U ad (T ) = U ad ∩ P lU (T ) ∩ H 1 (Ω) for some positive integer l U . For K ∈ T , we define the following residuals and oscillation terms:
and (5.47) osc
where m = max {l V , l Q − 1, l U }. We recall that the operator Π K,m is defined as in (2.3), and notice that, in view of the choice of m, we have the following invariance property:
We now state our final assumption. Assumption 7. For all K ∈ T , the computable quantitiesη y,K ,η p,K ,η w,K , and η q,K , introduced in Assumption 5, are such that
Under Assumptions 3, 4, 5, 6 and 7 we present an efficiency analysis. We start by noting that, since Υ K Υ K , we only need to bound terms that appear on the right hand side of (5.50).
We first invoke integration by parts and (3.1) to conclude that
We now apply standard bubble function arguments [3, 46] to this equation to obtain
for K ∈ T , and that, for γ ∈ F I ,
On the other hand, using (3.5) and, again, integration by parts we obtain that
Applying standard bubble function arguments, again, to this equation yields
for K ∈ T , and, for γ ∈ F I ,
We now proceed to bound the terms ∇ ·ȳ T 2
To accomplish this task, we notice that ∇ · ξ ∈ Q for all ξ ∈ V. Then, it follows from the second equation of (3.7) that ∇ ·ȳ = 0, and thus that
Similarly, it follows from the fourth equation of (3.7) that
We conclude with an estimate for the term η u,K defined by (5.9):
upon invoking the triangle inequality, (3.8), and (3.9). Hence,
The following theorem then follows upon combining (5.50)-(5.57).
Theorem 5.6 (local efficiency). If ̺ = 0 and Assumptions 3, 4, 5, 6 and 7 hold, then
|||(e y , e p , e w , e q , e u )|||
The following corollary follows upon using (2.6) and the fact that Ω is bounded.
Corollary 5.7 (global efficiency). If ̺ = 0 and Assumptions 3, 4, 5, 6 and 7 hold, then
6. A particular example. Henceforth, we shall consider a particular case of the approximation scheme (4.1). We set
and [v] denotes the jumps in v. The stabilization parameters τ γ and τ K are such that τ γ > 0 and 0 < τ K h 2 K . Note that these choices correspond to solving the state equations using a particular case of the method given by [38, equation (3.6) ] and are such that Assumption 6 is satisfied.
We note that alternative methods for solving the state equations can be found in [17] but we restrict our attention to the method described above in order to simplify the presentation. 6.1. Fully computable a posteriori error estimators. In this section we obtain a posteriori error estimators that satisfy the assumptions of Section 5 and are fully computable if the value of a β satisfying (2.14) is known. We first define some quantities that we will make use of.
For ς = st and ς = ad, let the equilibrated fluxes g
for all λ ∈ P 1 (K) d and all K ∈ P, and (6.6)
for all K ∈ P, wherê
with V K denoting the set containing the vertices of element K and V γ denoting the set containing the vertices of the edge/face γ. For information that will help with the construction of such g ς γ,K we refer the reader to [3, Chapter 6] and [5, 6] . For ς = st and ς = ad, we also define σ ς K ∈ P 2 (K)
d×d to be such that
We note that the g ς γ,K are such that the data in the above problem are compatible in the sense that σ ς K exists. Moreover, for all K ∈ T ,
For information on the construction of such σ ς K we refer the reader to [4, 5] . Finally, for ς = st and ς = ad, we define
We thus have the following result.
Theorem 6.1. Assumption 3 holds with
Moreover, Assumption 1 holds with
Proof. Let E y ∈ V be the solution to
Letting φ =p −p T in (2.15) yields that
To control the right-hand side of the previous estimate we use (6.13 ) and obtain that
upon using (2.12). Hence,
We now estimate |||ŷ −ȳ T ||| V,Ω . Sincep −p T ∈ Q, by using the second equation of (5.2) we have that
Thus, by using the previous estimate and letting ξ =ŷ −ȳ T in (6.13), we arrive at
This, in view of (6.14), then yields that
from which it follows that
Hence, upon observing that
we can arrive at
Furthermore, (6.14) allows us to conclude that
Applying (6.15) then yields that
Now, letting ξ = E y in (6.13) yields that
, integration by parts, (5.44), (5.46), (5.48) and (6.5). Applying (6.7) and (2.3) then yields that
by the Cauchy-Schwarz inequality and (2.4). Consequently,
The theorem then follows upon combining (6.15), (6.16) and (6.17).
We note that the above theorem is an improvement and adaptation to the case considered in this section of the results from [5] . The below theorem can be proved similarly to how the above theorem was proved.
Theorem 6.2. Assumption 4 holds with
Moreover, Assumption 2 holds with
We note that, if the value of a β satisfying (2.14) is known, then Assumption 5 holds withη y,K = η y,K ,η p,K = η p,K ,η w,K = η w,K andη q,K = η q,K . Furthermore, by (6.6) and (6.8) we have that
and
from which it follows that Assumption 7 is also satisfied. We note that it also follows that
6.2. Residual-based a posteriori error estimators. From (6.23) and (6.24) the following result follows.
where C is a positive constant that is independent of the size of the elements in the mesh. Then Assumptions 1, 2, 3, 4, 5 and 7 hold.
7. Numerical examples. We conduct a series of numerical examples that illustrate the performance of the devised a posteriori error estimators. These have been carried out with the help of a code that we implemented using C++. All matrices have been assembled exactly and the global linear systems were solved using the multifrontal massively parallel sparse direct solver (MUMPS) [7, 8] .
For a given partition T we seek (
that solves the discrete optimality system (4.1) using the approximation method described in Section 6 with τ K = h 2 K for all K ∈ T and τ γ = 1 for all γ ∈ F I . We considered ϑ = 1 and ̺ = 1. The number of degrees of freedom Ndof = 2dN v + (d + 2)N e , where N v is the number of vertices in the mesh and N e is the number of elements in the mesh.
We solve the ensuing nonlinear system of equations using a Newton-type primaldual active set strategy [44, §2.12.4 ]; see also [27] . Once a discrete solution is obtained, we calculate the local error indicators, in order to drive an adaptive mesh refinement procedure, and the global error estimator, in order to assess the accuracy of the approximation. The particular global error estimator and local error indicators that we use depends on the dimension d of the domain as follows:
• when d = 2, we compute Υ from Theorem 5.1 and Υ K from Theorem 5.2, with the aid of Theorems 6.1 and 6.2; • when d = 3, we computeΥ andΥ K from Corollary 5.4, with the aid of Theorem 6.3. These local error indicators are used to drive the adaptive procedures described in Algorithms 7.1 and 7.2. 
4: Refine the mesh T using a longest edge bisection algorithm and return to step 1.
Two dimensional examples.
We perform two dimensional examples on polygonal domains for which the value of a β satisfying (2.14) is known. To accomplish Mark an element K ∈ T for refinement ifΥ
this task we used the adaptive procedure described in Algorithm 7.1. We note that the involved estimator Υ provides a guaranteed upper bound on |||(e y , e p , e w , e q , e u )||| Ω . A sequence of adaptively refined meshes was generated from the initial meshes shown in Figure 7 .1. Example 7.1. We consider the square domain Ω = (0, 1) 2 . From [41] we have that (2.14) holds with β = sin(π/8). We took ε = 1, c(x 1 , x 2 ) = (x 2 , −x 1 ), κ = 1, a = (−0.5, −0.5) and b = (0.5, 0.5). The data f and y Ω were chosen to be such that
The results are shown in Figures 7.2 and 7.3. We observe that the estimator Υ and the error |||(e y , e p , e w , e q , e u )||| Ω are decreasing at the optimal rate.
Example 7.2. We consider the triangular domain Ω = {(x 1 , x 2 ) : [41] we have that (2.14) holds with β = sin(π/16). We took ε = 0.01, c = (0, 0), κ = 1, a = (0, 0) and b = (0.1, 0.1). The data f and y Ω were chosen to be such that
andq (x 1 , x 2 ) = cos(2πx 1 )/1024. The results are shown in Figures 7.4 and 7.5. We observe that, once the mesh has been sufficiently refined, the error |||(e y , e p , e w , e q , e u )||| Ω and the estimator Υ decrease at the optimal rate. We also observe that more refinement has been performed in the regions where the solution has boundary layers. [41] we have that (2.14) holds with β = 0.1601. We took ε = 1, c = (0, 0), κ = 0, a = (0, 0), b = (1, 1), f = (1, 1) and y Ω (x 1 , x 2 ) = (x 2 , −x 1 ). The results are shown in Figures 7.6 and 7.7. We observe that the estimator Υ decreases at the optimal rate and that more refinement is being performed in regions close to the reentrant corner. The true solution to this problem is unknown and hence we cannot compute |||(e y , e p , e w , e q , e u )||| Ω . However, from Theorem 5.1 we know that |||(e y , e p , e w , e q , e u )||| Ω ≤ Υ.
Example 7.4. We considered the same problem as in the previous example with the exception that we took the domain to be the T-shaped domain Ω = ((−1.5, 1.5) × (0, 1)) ∪ ((−0.5, 0.5) × (−2, 0]) on which we have that (2.14) holds with β = 0.1076 from [41] . The results are shown in Figures 7.8 and 7.9. Similar observations to those made about the previous example can be made.
Three dimensional examples.
Unfortunately, we are not aware of any polyhedral domains for which the value of a β satisfying (2.14) is known. Hence, when the domain is three dimensional, the estimator Υ from Theorem 5.1 and the local error indicators Υ K from Theorem 5.2 are not computable. Consequently, we performed numerical examples by following the adaptive procedure described in Algorithm 7.2. A sequence of adaptively refined meshes was generated from the initial meshes shown in Figure 7 .10. We note that we have not proved that the estimatorΥ provides a guaranteed upper bound on |||(e y , e p , e w , e q , e u )||| Ω . However, from Theorem 5.4 we know that |||(e y , e p , e w , e q , e u )||| Ω Υ .
Example 7.5. We consider the cuboidal domain Ω = (0, 1) 3 . We took ε = 1, (0.5, 0.5, 0.5). The data f and y Ω were chosen to be such that
The results are shown in Figures 7.11 and 7.12. We observe that the estimatorΥ and the error |||(e y , e p , e w , e q , e u )||| Ω are decreasing at the optimal rate.
Example 7.6. We consider the tetrahedral domain Ω = {(x 1 , x 2 , x 3 ) : x 1 > 0, x 2 > 0, x 3 > 0, x 1 + x 2 + x 3 < 1}. We took ε = 0.01, c = (1, 1, 1 14. We observe that, once the mesh has been sufficiently refined, the error |||(e y , e p , e w , e q , e u )||| Ω and the estimatorΥ decrease at the optimal rate. We also observe that more refinement has been performed in the regions where the solution has boundary layers. 
