Abstract: The distribution of descents in a xed conjugacy class of S n is studied and it is shown that its moments have a remarkable property. This is proven two ways: one way via generating functions and another way via a combinatorial algorithm. This leads to an asymptotic normality theorem for the number of descents and major index in conjugacy classes of S n with large cycles.
Introduction
The theory of descents in permutations has a long history and is related to many questions. In Section 5.1 of Knuth 10] , descents are connected with the theory of sorting and with the theory of runs in permutations. Diaconis, McGrath, and Pitman 1] study a model of card shu ing in which descents play a central role. Solomon 13] gives a de nition of descents for any Coxeter group W and de nes descent algebras which are subalgebras of the group algebra of W. Garsia and Gessel 7 ] nd a generating function for the joint distribution of descents, major index, and inversions.
Gessel and Reutenauer 8] show that the number of permutations with given cycle structure and descent set is equal to the scalar product of two special characters of the symmetric group. The theory of descents is also related to the cohomology of ag manifolds and Hessenberg varieties 5] Let maj( ) be the major index of (i.e. the sum of the position numbers i such that has a descent at i). The generating function for permutations by maj factors as:
Combinatorialists may recognize this as the generating function for permutations by inversions.
Permutation statistics with this generating function are known as Mahonian statistics, and a general account of them can be found in Foata 3] . These statistics are asymptotically normal with mean This paper examines the asymptotics of descents and major index in xed conjugacy classes of symmetric groups.
Generating Function Argument
To begin, we introduce some notation which will be useful. Reutenauer 12] also shows that f na is the total number of primitive circular words of length n from the alphabet f1; ; ag. Theorem 1, which will follow from work of Gessel and Reutenaeur 8], gives a generating function for permutations by major index, descent number, and cycle structure. As the proof technique is somewhat esoteric and will not be used again in this paper, the reader may prefer to skip the proof on a rst reading. Corollary 1 The number of permutations with n i i-cycles and d ? 1 descents is:
Recall the generating function for d( ) in S n . Namely, the Eulerian polynomial A n (t) is de ned by:
Corollary 2 is well known and will be of use later.
n! (1 ? t) n+1 P 1 a=1 t a a n Proof: Set q = 1 and x i = 1 for all i in Theorem 1. 2
We now study the distribution of d( ) in a xed conjugacy class C in S n . To start de ne the generating function: To study descents in the class C directly from A C (t) seems di cult, because to compute moments one must di erentiate with respect to t and set t = 1. The in nite sum does not, however, converge for t = 1. So we resort to a trick and express A C (t) in terms of the Eulerian polynomials, which are well understood. The second main result of this section can now be proved.
Theorem 2 Let C be the conjugacy class in S n consisting of permutations with n i i-cycles. where g(t) is some polynomial in t. This is because to compute the rst moment one di erentiates with respect to t and sets t = 1.
The fact that jCj = n! Q i n i !i n i together with Corollary 3 and Lemma 1 implies that:
t a a n ( where h(a) is a polynomial in a of degree at most n ? 2. By Corollary 2, (1 ? t) r+1 P 1 a=1 t a a r is equal to A r (t) and is thus a polynomial in t of degree r. Therefore:
t a a n + a n?1 (s n 1 ?1
t a a n + a n? where g(t) is a polynomial in t. This proves part 1.
The proof of part 2 is similar. It is enough to show that if all cycles in C have length greater than 2l, then:
where g(t) is a polynomial in t. The lead power of a in
is a n and the second highest power of a is at most a n?l?1 . This is because a lower order term must have either some k 6 = n i or some d 6 = i. If some k 6 = n i , then the power of a from such a term is at most n ? i < n ? 2l. If some d 6 = i, then the power of a from such a term is at most n ? i 2 < n ? l. This proves part 2 by using Corollary 2 as we did for part 1. 2
Part 1 of Theorem 2 shows, for instance, that involutions have the largest mean number of descents. We also obtain the following normal limit theorem.
Corollary 4 For every n 1, pick a conjugacy class C n in S n , and let n i (C n ) be the number of i-cycles in C n . Suppose that for all i, n i (C n ) ! 0 as n ! 1. Then the distribution of descents in C n is asymptotically normal with mean n?1 2 and variance n?1 12 .
Proof: The hypotheses together with Theorem 2 imply that all moments of the distribution of descents in C n approach the corresponding moments for the distribution of descents in S n . The result now follows from the method of moments and the asymptotic normality theorem for descents in S n which was stated in the introduction. In terms of future work, it would be interesting to study how the presence of small cycles a ects the asymptotics. The case of xed point free involutions should be tractable. It also seems worthwhile to see how the major index is distributed in a xed conjugacy class.
Combinatorial Algorithm Argument
This section gives a more combinatorial way of understanding Theorem 2. We use a technique in probability called the method of indicator random variables. This method gives results about the major index as well. Theorem 3 Suppose that all cycles in a conjugacy class C of S n have size greater than 2l. Then for all s l and a 1 ; ; a s 2 f1; ; n ? 1g, E S n (X a 1 X a s ) = E C (X a 1 X a s )
Proof: To compute E S n (X a 1 X a s ), break up the set f1; ; ng into equivalence classes (which we call blocks) B 1 ; ; B t where j and k are in the same block if applying some sequence of transpositions (a i ; a i + 1) sends j to k. For instance if one were considering E S 9 (X 1 X 2 X 4 X 7 ), the blocks would be f1; 2; 3g; f4; 5g; f6g; f7; 8g; f9g. Let the parabolic subgroup J = S B 1 S B t act on S n by left multiplication. All orbits of this action have size jJj, and exactly one element in each orbit has X a 1 X a s = 1, whereas all other elements in the orbit have X a 1 X a s = 0. This proves that E S n (X a 1 X a s ) = 1 jJj .
It must be shown that E C (X a 1 X a s ) = To complete the proof, it will be shown that exactly one element in each orbit of J on C has X a 1 X a s = 1, whereas all other elements in the orbit have X a 1 X a s = 0. To do this, we give a combinatorial algorithm for associating to any in C a permutation 0 in its J-orbit such that the values of 0 decrease in each of the blocks B 1 ; ; B t . It will also be clear that 0 is the unique permutation in the J-orbit of with this property, which proves what we want. We illustrate the algorithm by example and then explain why it works.
For the example, take as before E S 9 (X 1 X 2 X 4 X 7 ). Then n = 9 and the blocks are Since every cycle of has length greater than 2l and since there are at most 2l numbers between 1 and n which are in blocks of size greater than 1, it follows that each cycle of contains a number which is in a block of size 1. In the example, there is only one cycle, and both 6 and 9 are in their own blocks. For the next step, look at (142352141), and pick some number (say the smallest) which only appears once, but whose pre-image appears with multiplicity. So we would pick 3. Then subscript all copies of its pre-image by the elements they map to, giving (142 3 352 1 141). Now relabel starting with 1 as the smallest number so as to preserve the order of all elements, where we distinguish between the subscripted numbers by considering the one with the larger subscript to be smaller. Corollary 6 For every n 1, pick a conjugacy class C n in S n and let n i (C n ) be the number of i-cycles in C n . Suppose that for all i, n i (C n ) ! 0 as n ! 1. Then the distribution of both d and maj in C n is asymptotically the same as their distributions in S n (and hence normal).
