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(A.M. Baptista).This article presents an overview of the simulation studies of the behaviour of multihaem cyto-
chromes using theoretical/computational methodologies, with an emphasis on cytochrome c3. It
starts with the ﬁrst studies using rigid molecules and continuum electrostatic models, where pro-
tonation and redox events were treated as independent. The gradual addition of physical details
is then described, from the inclusion of proton isomerism, to the proper treatment of the thermo-
dynamics of electron–proton coupling, to the explicit inclusion of the solvent and protein structural
reorganization into the models, culminating with the method for molecular dynamics simulations
at constant pH and reduction potential, where the solvation, conformational, protonation and redox
features are all simulated in a fully integrated and coupled way. We end with a discussion of the
strategies used to study the interaction between multihaem cytochromes, taking into account the
further coupling effect introduced by the molecular association.
 2011 Federation of European Biochemical Societies. Published by Elsevier B.V.1. Foreword
António V. Xavier dedicated most of his scientiﬁc life to the tet-
rahaem cytochrome c3, and he was the reason why we started to
study this system, back in the middle of the nineties. The thermo-
dynamic characterization of the redox behaviour of this small, but
feature rich cytochrome by himself and co-workers (see [1–20] for
some examples) opened thought provoking questions concerning
multi-electron transfer and the coupling between electron and
proton transfer. Using this thermodynamic data and the available
X-ray and NMR structures, we started to implement computational
models in order to understand these phenomena at the molecular
level. This wealth of experimental data was of outmost importance
for these modelling efforts, since it allowed us to design models
and methodologies with our feet ﬁrmly stepped on the ground,
not necessarily to predict exact numbers, but rather to explain
phenomena. This small paper is a summary of this journey through
this scientiﬁc research that still goes on, and a tribute to the man
that prompt all this, one spring morning in his ofﬁce in Oeiras,
and many more mornings in the years that followed.al Societies. Published by Elsevier
ares), baptista@itqb.unl.ptCytochrome c3 is a paradigmatic multihaem protein, having
four c-type haems with bishistidinyl-axial coordination packed to-
gether in a small protein core, constituted by little more than 100
residues (Fig. 1). Its biological function is to serve as an electron ex-
changer protein in sulphate reducing bacteria, being the physiolog-
ical partner of periplasmatic hydrogenases [21] and other redox
systems in this compartment (see [22,23] for reviews). Multiple
X-ray and NMR structures exist for this protein, from different spe-
cies and different redox and pH states. This makes it the prototypal
multihaem protein, and one of the best characterised in its class.
Several factors contribute it to be a good model for simulation
studies. The fact that all redox groups share the same chemical
identity is important, since this makes calculations relative to the
same model compound (as an approximation), the only difference
arising from the solvation environment where each haem is lo-
cated. Being a relatively small protein is also important for atomi-
cally detailed modelling methods, which can easily become
computationally expensive. Finally, it contains a lot of experimen-
tally characterised aspects that are general to other redox proteins.
First, redox interaction and modulation between different redox
centres. Second, coupling between reduction and protonation, a
phenomenon that is present (at least in thermodynamic terms)
in more complex and central protein systems in metabolism, such
as the ones involved in respiration and photosynthesis.B.V. Open access under CC BY-NC-ND license.
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features of this and other multihaem cytochromes, as well as our
attempts and of others to simulate them and to ﬁnd their molecu-
lar basis.
2. Studying the coupling between reduction and protonation
using rigid protein structures
The coupling between reduction and protonation constituted
one of our ﬁrst interests in this system, given its importance and
extensive thermodynamic characterization [1,2,4–12,14,16–20].
In general experimental terms, this coupling manifests itself when
a given redox group in a protein changes its redox afﬁnity (i.e., its
redox potential) upon changes of the solution pH. In simpler terms,
considering that reduction of redox groups and protonation of
titrable groups carries a strong electrostatic change, by addition
or subtraction of an electron or a proton, this phenomenon of cou-
pling can be understood considering that the protonation of a titra-
ble group, by increasing the positive charge, makes the reduction
of a redox group easier, given that a negative charge is increased
in this process. These simpler electrostatic arguments also predict
that the opposite is also true, i.e., reduction favours protonation,
and this is also observed experimentally. The real question is
which groups in a given protein are actively coupled in this pro-
cess. This is a question hard to study experimentally, and theoret-
ical methods are one of our easier routes to try to gather detailed
information about these processes.
Given the deep electrostatic basis, the most successful methods
to study these processes are the ones that simulate protein electro-
statics explicitly, mostly continuum electrostatic methods [24–28].
Using these methods out of the box requires some approximations,
namely the use of ‘‘rigid’’ proteins and the neglect of quantum
mechanical effects due to solvationor to speciﬁc interactions (which
are assumed to cancel when differences are taken). The ﬁrst limita-
tion comes from the deﬁnition of boundaries between the solvent
and the solute and theuse of thermodynamic cycles that are only va-
lid if one considers a rigid structure. The second comes from the
inherent difﬁculty of calculating redox afﬁnities using quantum
chemical methods in the framework of a large molecular structure
in solution. Nevertheless, and despite these approximations, using
these methodologies has proven useful in treating protonation and
reduction phenomena.
Continuum electrostatic (CE) methods calculate the protonation
(pKa) and redox afﬁnity (redox potential) of groups in comparison
with a reference group in solution, measuring the electrostatic free
energy of bringing this group from the solution (where its pKa or re-
dox potential is known) to a speciﬁc location in the protein interior.
This allows the prediction of the pKa or redox potential of this group
in theprotein.Theproblemhere is thatwehavemanytitrablegroups
in the protein, and potentially a number of redox group as well. This
creates a combinatorial problem, which must be solved by imple-
menting relatively complex thermodynamic cycles and the calcula-
tion of electrostatic free energy terms that must be combined to
generate a given protonation combination of all titrable groups in
the protein. Ignoring redox groups for now, at a given value of pH,
thereareamultitudeof combination thatarepossible, and their enu-
merationand thecalculationof their individual energybecomespro-
hibitive for systems above a certain complexity. The best found
solution for this problem is to do a Monte Carlo (MC) sampling of
states, allowing the estimation of the probability of a given group
to be in the protonated or deprotonated state [29,30].
Concretely, if we designate the protonation state of a protein
with N protonatable sites as n = (n1,n2, ... ,nN), where ni=0 or 1 indi-
cates whether site i is respectively deprotonated or protonated, the
reaction from the fully deprotonated state 0 to an arbitrary state n
can be expressed using the thermodynamic cycleP
i
Mið0Þ þ nHþ !
fpKmodi g P
i
MiðniÞ
# #
Pð0Þ þ nHþ !DGðnÞ PðnÞ
where P denotes the protein and Mi the model compound corre-
sponding to site i, whose pKmodi value in solution is known. Together
with the linearity of the CE calculations, this cycle gives
DGðnÞ ¼ 2:3RT
X
i
niðpK inti  pHÞ þ
X
i
X
j<i
ðninj þ niz0j þ njz0i ÞWij
where R is the gas constant, T is the absolute temperature, pK inti is
the intrinsic pKa of the site i in the protein when all other sites
are neutral, Wij is the ‘‘interaction’’ between the protonated sites i
and j (see [31] for details), and z0i is the charge of site i in the depro-
tonated state (being 1 or 0 for respectively anionic or cationic
sites). The value of pK inti differs from pK
mod
i due to the desolvation
effect of the low dielectric environment of the protein, which, to-
gether with the interactions Wij, is obtained from CE calculations
considering the thermodynamic cycle. The probabilities of occur-
rence of two protonation states n and n0 are related through the
Boltzmann relation
pðnÞ=pðn0Þ ¼ exp½DGðnÞ=RT= exp½DGðn0Þ=RT
which is used in the Monte Carlo simulations.
These methodologies were applied for the ﬁrst time to cyto-
chrome c3 from Desulfovibrio vulgaris Hildenborough [32], simulat-
ing the protonation equilibrium, in several selected redox states,
ranging from the fully oxidised to the fully reduced state. This al-
lowed the identiﬁcation of proton uptake by the cytochrome, upon
reduction, a clear indication of the redox-Bohr effect [33,34]. This
work allowed the identiﬁcation of the propionate groups of the
haems as potential players in the interplay between reduction and
protonation. Their proximity to the redox group (in fact the separa-
tionbetweentheprotonatable groups– thepropionates–and the re-
dox group – the haem core – is a bit artiﬁcial in haems, and this is an
approximation)makes this result expected, although their degree of
exposure and stabilization by polar groups in the protein, makes
themlessormoreprone tobeactive in thisphenomenon. In fact, bur-
ied propionates are more likely to be protonated, given that the low
dielectric of protein interiors stabilizes neutral states better than
charged ones. However, this is just one factor, since polar and
charged groups of opposite charge can stabilize the charged state
of propionates (and other acidic groups) in protein interiors. One
really needs physically realistic models, like CE/MC ones, in order
to understand the behaviour of titrable groups in proteins. Proteins
are complex macromolecules, and common sense and phenomeno-
logical reasoning often fail and are not reliable predictors.
The same approach described in the previous paragraph was ex-
tended to the whole family of cytochromes c3 from several organ-
isms [35], namely D. vulgaris Hildenborough, D. vulgaris Miyazaki,
Desulfovibrio gigas, and Desulfovibrio desulfuricans ATCC 27774. The
rationale behind this approach is the fact that, besides some se-
quence conservation, the remarkably conserved fold is held to-
gether by residue sequences that have, on average, 40% identity
(HOMSTRAD [36] classiﬁcation of type I cytochromes c3). There-
fore, there are plenty of residues that are not conserved among
proteins obtained from different species, and some of them are
titrable residues, which could play a role in redox-dependent pro-
ton capture. Let us stress that there are no reasons to believe that
the cytochromes studied in this work have different physiological
roles; they are all believed to be physiological partners of [NiFe]-
hydrogenases. In this work, we introduced a new methodological
development, which was the positioning of titrable protons. This
is a fundamental aspect of this type of calculations, since, given
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change their conformation. Therefore, the titration of an acidic res-
idue (which has four possible proton positions) cannot be made
unambiguous in this type of calculations. Previous calculations
used an average titration approach, meaning that the only thing
that changed was the overall charge of the group, which was dis-
tributed over the atoms constituting the group in one of the pro-
tonation states. For acid groups, for instance, this meant that the
proton was never made explicit and the carboxyl group had its
charge set to zero in the protonated state. This is obviously a major
approximation leading to important artefacts, and solving this has
been one major driving force in the development of methods to im-
prove simulating this reality, i.e., the explicit treatment of titrable
protons. In this comparative study of cytochromes c3 [35], we
developed one methodology that improved the physical descrip-
tion of protonation, which consisted in optimising the positions
of non-titrable protons, and the ones belonging to lysine and tyro-
sine residues, within the structural framework of the protein, using
WHAT IF [37], followed by the placement of the titrable protons
belonging to acidic groups, using the same methodology, and cor-
rected by visual inspection. This process, although cumbersome
and requiring human intervention, improved the atomic descrip-
tion of the titration process. The results obtained in this work
[35], conﬁrmed the previous observations that propionates from
the haems are the groups most likely involved in the redox Bohr
effect, mostly propionate D from haem I, which always displayed
the largest tendency to protonate upon redox changes. However,
no single group is responsible for the whole effect, and partial pro-
tonations (in the ensemble of molecules) can be found for many
other groups, usually close to haems.
In the same study [35] we decided to estimate haem reduction,
using similar principles as the ones used for acid-base groups. The
process is not fundamentally different, given that we can calculate
the free energy of reduction as an electrostatic energy in relation
with the reduction of a givenmodel compound simulating the redox
group. However, while for titrable residues physically realisticmod-
el compounds can be used and experimental data exists concerning
their titration in water, for haems this is much more difﬁcult, with
the additional difﬁculty of having two acid-base groups attached
to this redox group. One alternativeway formultihaem cytochomes
of this type is to consider relative redox potential calculations, in-
steadof absoluteones, something thathasbeendonebeforebyother
authors in other redox systems [38,39]. We are taking advantage of
the fact that all haem groups are the same chemical entity, im-
mersed intodifferent solvation conditionsdeterminedby theatomic
structure of the protein. In thisway, themodel compound for the re-
dox group is the same, and despite being unknown, its redox poten-
tial in solution can be obtained by ﬁtting the simulation results with
experimental data, which exists for these cytochromes, or at least
can be obtained by ﬁtting the NMR data to a simpliﬁed model [7].
The theoretical and computational frameworks for the
protonation case are easily extended to redox calculations by con-
sidering that each redox site is a cationic site binding a positive
charge and by making the replacements 2:3RTpK inti ! Einti F and
2:3RTpH! EF, where F is the Faraday constant, Einti is the intrinsic
reduction potential of site iwhen all others are in the reduced state,
and E is the reduction potential of the environment. This gives
DGðnÞ ¼ F
X
i
niðEinti  EÞ þ
X
i
X
j<i
ðninj þ niz0j þ njz0i ÞWij
and the probabilities are still related by the Boltzmann ratio indi-
cated for the protonation case.
The results obtained for redox potential calculations displayed a
marked dependency on the dielectric constant used for the protein
region, which is still a subject of discussion nowadays [40–42]. Infact, deﬁning the dielectric constant of a system for doing this type
of calculations is rather difﬁcult, given the dubious physical mean-
ing of such parameter in molecular systems. On one hand, dielec-
tric reorganisation in these systems arises from polarisation of
the electron clouds of atoms; this component should correspond
to a fast dielectric response, and should not be so dependent on
the speciﬁc molecular zone, corresponding to a dielectric constant
around 2. On the other hand, polar and charged groups in proteins
respond to changes in the electric ﬁeld (due to other polar and
charged groups) by changing their conformation; this dielectric re-
sponse is slower than the electronic response and should raise the
dielectric constant above 2, but it depends much more on the ac-
tual molecular structure and reorganization ability of the analysed
zone. Therefore, it is quite evident that regarding the protein as a
uniformly reorganising system that can be modelled with a single
dielectric constant is a major approximation, from which method-
ologies have difﬁculty to escape. At this stage, it was not possible to
deﬁne the best dielectric constant for correlation with the experi-
mental data.
The electron–proton coupling studies presented above had an
importantmethodological approximation, which consisted in treat-
ing either theprotonationof acid-basegroups, or the reductionof re-
dox groups independently (this is not to say that these do not
inﬂuence each other). However, the correct weighing of possible
states in the system, which consists of all the possibilities for reduc-
tion and protonation, requires that these two events are considered
at the same time, and that microstate populations are sampled
(using Monte Carlo, for instance) for relevant combinations. Simple
as it seems, the idea of coupling redox and protonation events in a
physically sound way only appear in 1999, when we consider a
newmethodology to do it for cytochrome c3 fromD. vulgarisHilden-
borough [43]. In this methodology, relevant energetics are calcu-
lated and a Monte Carlo procedure simultaneously samples redox
and protonation states, coupled to the electrostatic potential and
pH of the solution, respectively.
The simultaneous consideration of protonatable and redox sites
corresponds to a further generalization of the expression for the
free energies relative to a fully deprotonated and reduced state 0,
namely
DGðnÞ ¼ 2:3RT
X
i2prot:
niðpK inti  pHÞ þ F
X
i2redox
niðEinti  EÞ
þ
X
i
X
j<i
ðninj þ niz0j þ njz0i ÞWij
where the two ﬁrst sums extend only over the protonatable and
redox sites, respectively. Again, the probabilities of different states
are related by the Boltzmann ratio.
This methodology allowed going at the core of the electron–pro-
ton coupling process, here sampled using occupancy correlations of
the sites. This pinpointed the molecular reasons for the redox-Bohr
effect in this cytochrome, conﬁrming previous observations con-
cerning the propionates (mostly propionate D from haem I) and
other titrable groups near the haems. However, the new methodol-
ogy allows a clear analysis of the phenomenon. Additionally, the
experimentally derived reduction order of the haems could be cor-
rectly reproduced, something that was not possible with the previ-
ous ‘‘static’’ approaches. The ﬂuctuations in the numbers of
electrons and protons were also examined, indicating that the mol-
ecule can easily accommodate a temporary excess or deﬁcit of both
electrons and protons, a feature that may play an important func-
tional role. A mostly identical methodology and an application to
cytochrome c3 from D. vulgaris Miyazaki was published by other
authors [44] afterwards.
Following previous efforts by other authors [45], another
importantmethodological development that was important in later
Fig. 1. General fold of cytochrome c3 from D. vulgaris Hildenborough [64,65]. Haem
groups and their axial ligands are represented using sticks. The iron ions are
represented by red spheres. Figure done with PyMol [90].
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treatment of proton isomerism, or pseudo-isomerism due to the
need of using rigid structures in CE calculations [46]. For instance,
rigidity prevents the rotation of carboxylic groups, making the pro-
tonation of each oxygen atom different. This problem was treated
before using ad hoc approaches, as described above, but these were
a bit subjective and required human intervention. Amethodwas de-
signed [46] to treat the multiconﬁgurational equilibrium of protons
in proteins, that allowed the simulation of several titrable positions
for protonable groups in a physically soundmanner. Additionally, it
allowed the multiconﬁgurational treatment of proton position of
non-titrable groups, such as structural water molecules and alcohol
groups, allowing their reorganization upon changes of protonation
of residues (or reduction of redox groups). This removed all subjec-
tive reasoning about initial proton placement, and constituted the
methodology of choice in studies of multihaem cytochromes and
other proteins. We applied this methodology for the ﬁrst time to a
whole series of tetrahaem cytochromes, comprising mostly type I
(interactingwith [NiFe]-hydrogenases) cytochromes c3 (fromD. vul-
garis Hildenborough, D. vulgaris Miyazaki, D.gigas and Dm norvegi-
cum), but also a type II (non-interacting with [NiFe]-hydrogenases)
cytochrome c3 (from D. africanus) [47]. The results of these thermo-
dynamic simulations conﬁrmed previous observations, surpassing
the accuracy of previous studies in predicting midpoint potentials,
providing the correct reduction order for all molecules examined,
except for one haem site out of sixteen. Similar types of approaches
were used by other authors [48] in the study of the multitude of
redox potentials found in cytochromes (monohaemic and
multihaemic).
The thermodynamic analysis of other multihaem cytochromes
was pursued after these works, with the aim of understanding
the redox-Bohr effect [49–51] and other phenomena present in
these systems. Besides the cytochrome c3 family, other systems
analysed include the nine-haem cytochrome c [50] and the small
tetrahaem cytochrome from Shewanella oneidensis MR-1 [51]
(Fig. 2). In these cases also, despite the existence of other groups
important in the electron–proton coupling, haem propionates are
always key players in this mechanism. This is also conﬁrmed by
works by other authors [52].3. Reorganisation and conformational changes upon reduction
and protonation
Most calculations describing the thermodynamic equilibrium
between protonation and reduction use rigid structures and assume
that the conformation does not change upon changes in protonation
or reduction. This is a major approximation, given that these struc-
tures, obtained by X-ray crystallography or multidimensional
NMR, are characteristic of the particular state of the protein sub-
jected to experimental measurement, and reﬂect a speciﬁc value
of pH and a given redox state, or a combination of redox states.
Therefore, no reorganisation phenomena due to protonation and
reduction changes can be accurately modelled in this way, except
the changes in the conformation of protons (titrable and otherwise).
As X-ray and NMR structures clearly show (see below), there are
small changes resulting fromreduction and changesof pH, and these
small changes can have important effects. This is not a problem spe-
ciﬁc of these proteins; it is rather a very general problem in protein
simulations.
There are two main routes for handling these conformational
changes and their interplay with reduction and protonation phe-
nomena. One is to use a combination of experiments andmodelling.
The second is to use molecular dynamics simulation studies, or a
combination between these and CE/MC calculations.Wewill brieﬂy
describe these approaches.3.1. Studying reorganisation using a combination of experimental and
modelling data
HavingX-ray orNMRstructures in different redox states or at dif-
ferent values of pH is important information that can be combined
withmodelling studies in order to study the consequences of confor-
mational changes in proton and electron afﬁnity of groups. The ﬁrst
time we have done this in multihaem cytochromes was with cyto-
chrome c3 from D. desulfuricans ATCC 27774 [49,53], for which X-
ray structures at pH 4.0 (fully oxidised) and pH 7.6 (fully oxidised
and fully reduced)were obtained, and CE/MC calculationswere per-
formed. Before describing these studies, a parenthesis should be
made to explain the procedure to reﬁne the X-ray structures, in or-
der to obtain reliable results in CE/MC calculations. As said before,
CE calculations require the use of rigid, or semi-rigid structures.
But if we are making calculations using different structures one
must rely on theexact conformationsof side-chains,mostly theones
belonging to charged groups, since their electrostatic effect on the
rest of the system can be quite important. In many cases, especially
in exposed residues, the electron density does not allow for the
unequivocal determination of the side-chain conformations, due
to the natural ﬂexibility of the protein and/or lack of experimental
information due to limited diffraction data. Therefore, structures
meant to be used in comparative calculations should be reﬁned in
a self-consistent manner, and dubious side-chain conformations
should be positioned in the same way in different structures, only
allowing real differences to inﬂuence calculations. This is only pos-
sible, if the calculations are carried out in close connection with X-
ray structure reﬁnement, which, normally, does not considers these
problems.We foundout along the years that the application of these
procedures is fundamental for the success of the CE based studies.
This study [49,53] showed conformational changes, both due to
reduction and to protonation, and the effect of these changes can
be assessed by modelling the equilibrium of protonation and
reduction. We found groups that are protonated at low pH (4.0)
and become deprotonated at higher pH (7.6); this is natural, given
the large differences in pH values. More interesting are the confor-
mational consequences of reduction at the same value of pH (7.6),
Fig. 2. General fold of nine-haem cytochrome cytochrome from D. desulfuricans ATCC 27774 [50,91] (right) and of the small tetrahaem cytochrome from Shewanella
oneidensis MR-1 [92] (left). Haem groups and their axial ligands are represented using sticks. The iron ions are represented has red spheres. Figure done with PyMol [90].
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Fig. 3. Conformational changes in the vicinity of haem II from cytochrome c3 from D. desulfuricans ATCC 27774 and their effect on simulated redox potentials [49,53].
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C.M. Soares, A.M. Baptista / FEBS Letters 586 (2012) 510–518 515which generate substantial conformations in side chains, mostly
around the vicinity of haem II, as can be appreciated in Fig. 3.
Themodel applied to the experimental data [53] suggests haem II
to display aphenomenoncalledpositive cooperativity,whichmeans
that reduction of the cytochrome is making the reduction of partic-
ular haems easier (in thermodynamic terms). This is counter intui-
tive, given that the negative charge increased by the reduction
process in some haems should make reduction of the other haems
more difﬁcult, by simple electrostatic repulsion reasoning. If this is
not the case, onemust look at conformational changes that counter-
act this electrostatic repulsion. One of these groups is Glu 61, which,
as shown by Fig. 3, is close to haem II in the fully oxidised state, but
goes away from this haem in the fully reduced state. Therefore its
negative electrostatic effect becomes less strong in the reduced
state. This is the explanation of the simulated redox titration curves
show in Fig. 3, which show that the redox potential calculated using
the reduced structure is higher than theone calculatedusing theoxi-
dised structure. Obviously, these calculations are a static approxi-
mation for this phenomenon, and the ‘‘real’’ curve should be
something between the two, starting in the solid red line and chang-
ing onto the the black line upon increasing redox potentials; in other
words, deviating fromanormalNernst equation, being steeper, i.e., a
clear indication of positive cooperativity. These elegant studies
showed, for the ﬁrst time for this type of systems, themolecular ba-
sis of positive cooperativity.
These same approaches were extended to a more challenging
system, consisting in a multihaem cytochrome with nine identical
haems wraped around by a chain of 296 residues, belonging to D.
desulfuricans ATCC 27774. Structures were obtained at pH 7.5 in
the fully oxidised and the fully reduced states, and the binding equi-
librium of protons and electrons was simulated [50] in order to
investigate the redox-Bohr (referred above) and other cooperativity
effects. As in the case described before, this cytochrome displays
small conformational changes in charged groups upon reduction
that originate, for someof the haems, redox titration curves that hint
at the existence of positive cooperativity in reduction, suggesting
that these effects arewidespread in themultihaemcytochrome fam-
ily. For the present case, no detailed experimental data exists to
compare. Understanding these complexphenomenawas only possi-
ble through the combinationof experimental structural data and the
application and development of theoretical models.
3.2. Studying reorganisation in multihaem cytochromes using
molecular dynamics simulation approaches and combined approaches
Structural data concerning redox and protonation changes in
multihaem cytochromes is quite useful for the application of theo-
retical models in order to extract information that the experimen-
tal data itself is not able to provide. However, solving protein
structures, despite many advances, is still a difﬁcult and time con-
suming process. Additionally, obtaining structures in deﬁned redox
and pH situations adds another level of difﬁculty to experimental
determination. Therefore, molecular dynamics (MD) simulation is
an attractive route to generate structures in deﬁned conditions,
trying to substitute expensive and time-consuming experiments.
Additionally, MD simulation can provide structural data for states
that are difﬁcult (or even impossible) to isolate experimentally.
Multihaem cytochromes, more than their monohaem counter-
parts, represent a considerable challenge formechanical simulation,
due to the presence of a large percentage of prosthetic groups, when
compared with the protein polypeptide chain. Parameterisation of
haems, like of many organometalic centres, is a difﬁcult task, due
to the presence of the transition metal ion.
Molecular mechanics parameterisation usually follow two
routes (or a combination of both), either by the use of experimental
data (structural, spectroscopic, and more recently, solvation energydata), or by the use of quantum mechanical calculations. The ﬁrst
route is rather difﬁcult for metal centres (especially haems), given
that it is difﬁcult to have suitable model compounds where reliable
experimental data can be obtained. The second route is the onemost
followed, but hits the problem of treating metals in quantum
mechanical methods, which require the use of considerably large
basis sets and more sophisticated (and time-consuming) methods
beyond the Hartree–Fock treatment, due to the presence of intense
electron correlation. This prevents, or makes it very difﬁcult, to do a
detailed analysis of the molecular mechanics of haems using this
methods, due to their large size. Therefore,most studies concentrate
on estimation of partial charges for atoms, but even these parame-
ters are difﬁcult to obtain due to several problems. Independently
of the level of theory used, the most popular methods nowadays
are variants of the ElectroStatic Potential (ESP) ﬁtting methods,
mostly the Restrained ESP (RESP) ﬁtting procedure [54]. This meth-
od has the soundest physical basis for partial charge derivation for
molecular mechanics, as it is based on the ﬁtting of point charges
to the quantum mechanical derived electrostatic potential around
a given molecule. Multiconﬁgurational ﬁtting can be also applied
to handle partial charges that are more tolerant to conformational
change, which is, in principle, rather useful for MD simulations.
Force ﬁelds capable of treating multihaem cytochromes have
been substantially improving over the years, but the situation ten
years ago was not very good. Our ﬁrst attempts to simulate the tet-
rahaem cytochrome c3 fromD. vulgarisHildenborough [55] in expli-
cit solution using the GROMOS87 package [56] were not very
successful, and the protein was not sufﬁciently stable in the poten-
tial energy functionemployed (amodiﬁedversionof theGROMOS87
force ﬁeld [57] and our own modiﬁcations of haems). Positional re-
strains had to be applied to C-alpha atoms in order to obtain stable
simulations, in the fully oxidised state and in each of the four states
with a single haem reduced. These simulationswere actually used to
estimate the relative free energy of reduction using thermodynamic
integration, but with not so promising results, as it is usual in these
calculations involving strong electrostatic changes, due to inade-
quate treatment of reaction ﬁeld effects and dielectric response in
general [58]. Nevertheless, these limitations aside, themethodology
gave quite interesting results in terms of redox driven conforma-
tional changes, mostly in propionate D from haem I, which showed
a substantial conformational change upon haem II reduction, quite
similarly to the experimentally characterised conformational
changes described above (that constituted the basis of positive
cooperativity).
Bret et al. [59] where more successful in simulating a type II (or
sometimes called acidic) cytochrome c3 from D. africanus, using
the CHARMM22 force ﬁeld and new partial charges for the haem
obtained by ESP ﬁtting. The cytochrome simulated in the fully
oxidised and in the fully reduced states was stable in solution, and
agreed well with the corresponding crystallographic structures.
These authors found that the major difference between these two
redox states was the hydration network.
Using a new version of the GROMOS force ﬁeld (43A1) [60,61], a
new charge set for oxidised and reduced haems derived using RESP
ﬁtting, and the GROMACS package [62], we had similar success [63].
This new set of parameters andmethodologies yielded stable simu-
lations of cytochrome cytochrome c3 from D. vulgaris Hildenbor-
ough, allowing us to analyse the effects of reduction in the
nanosecond time scale.Wewere expecting these effects to be small,
and our preliminary resultsmade us realise that the natural noise of
MD simulations couldmask them, andwas effectively doing it in our
initial analysis. The solution we have found at the time (and the one
that we used since then in all works involving conformational anal-
ysis) was to do a considerable number of replicates in both redox
states. We did 10 replicates for each state (4 ns each), which effec-
tively generates 100 different pairs of oxidised and reduced states
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conclusions than the ones that can be obtainedby analysing one pair
of simulations. Simulation of a considerable number of replicates in-
steadof longer simulationshas twomainadvantages. Theﬁrst is that
MD simulations can get ‘‘trapped’’ in speciﬁc zones of the conforma-
tional space and stay there for long time scales, making the use of
uncorrelated replicates advantageous, by increasing the overall
diversity. The secondadvantage is practical, and results fromthe fact
that, despite considerable advances in parallelisation of MD codes,
replicate simulations are faster to calculate than an equivalent long
simulation (with the same length as the sumof the replicates), given
that multiple cores/processors/machines are common in modern
biomolecular simulation laboratories. After all, the most important
asset is human time.
By using the 100 combinations between oxidised and reduced
states [63], we were able to observe clear differences, rising above
random noise. Small conformational changes are observed and
these correlate very well with the differences found between the
oxidised structure obtained by X-ray crystallography [64,65] and
the reduced structure obtained by NMR [13]. The differences are
not only localised in side chains, but also in a large segment of
the main chain involving haems I and II (and the haems them-
selves), leaving the zone of haems III and IV almost invariant. This
work, more than characterising the redox consequences on this
cytochrome, given that experimental data existed already, is above
all a proof of concept of these methodologies in predicting confor-
mational changes, substituting for experiments in other cases.
However, to be correctly done, these studies must have proper
parameterisations of the redox groups (and the protein) and,
equally important, must have reliable statistics concerning each re-
dox state, here obtained by the use of a high number of replicates
in each situation.
The use of replicates can even become more massive and allow
the application of a technique used to study non-equilibrium situa-
tions, the subtraction technique introduced by Ciccotti et al. [66]. In
this technique a large number of simulations are done for a given
state (in this case the oxidised state) and perturbed for another state
(in this case the reduced state), while running the unperturbed sim-
ulation for the same amount of time. This allows the calculation of
the response of the system to the perturbation, by measuring prop-
erties (herewe can use the RMSDbetween the oxidised and reduced
simulations) between the two simulations and to average themover
all the replicates (100 in this case). Thismethodology is based on the
fact that there is high correlation between the perturbed/unper-
turbed trajectories at short times. At long time simulations this cor-
relation is lost, so this methodology cannot be used. Nevertheless,
the results [63] using these short 50 ps simulations were quite solid
and signiﬁcant, allowing the exploration of the immediate response
of the system to reduction, reducing the spurious effects of noise.
This showed that the majority of the conformational changes ob-
served are fast, within this time scale, but some others only occur
within the 4 ns timescale of the longer simulations. This technique
can be easily applied to other redox systems in order to allow a ro-
bust characterisation of redox-driven conformational changes.
As mentioned before, multihaem cytochromes operate in a mul-
titude of states, including the considerable number of different re-
dox states as well as a large number of protonatable states. Each of
these states induces also conformational changes, making a global
analysis of such systems rather complex. On one side, CE/MC calcu-
lations can estimate the energetics of complex reduction and pro-
tonation, but do not allow conformational change. On another, MD
simulation allows the characterisation of conformational changes,
but all redox/protonated states are kept ﬁxed during each simula-
tion. Clearly, there is the need for new approaches. One of the most
successful approaches is the method of MD simulation at constantpH [67–73] and,more recently, at constant pH and reduction poten-
tial [74], pioneered by one of our laboratories.
Themethod forMD simulations at constant pH consists of a stan-
dard MD simulation that is periodically interrupted to update the
protonation states in a way that reﬂects the solution pH. Those pro-
tonation states are obtained by taking the last ‘‘frozen’’ protein con-
formation and performing a full CE calculation and Monte Carlo
sampling of a new set of protonation states. In contrast to standard
MD (which is done at constant protonation), this stop-and-go ap-
proach ends up simultaneously sampling both conformation and
protonation states in a way that reﬂects their coupling, thusmaking
possible to specify the pH as an external parameter of the simula-
tion, like the temperature or pressure. Since the CE calculations
strictly refer to a ‘‘frozen’’ protein conformation, they need to ac-
count only for electronic polarization, thus simplifying the choice
of dielectric constant mentioned in Section 2. The method for MD
simulations at constant pH and reduction potential is a direct gener-
alization of this, including also redox changes in the CE and Monte
Carlo procedure (see above), thus simultaneously sampling confor-
mation, protonation and redox states in a way that reﬂects both the
pH and reduction potential of the solution. So far, the method has
been applied to the study of cytochrome c3 [74], giving a more de-
tailed picture of the strong coupling between the heme groups in
close proximity, and showing also an unexpected dependence on
the protein dielectric constant (presumably due to the absence of
some non-structural reorganization effects). The method should
be a valuable tool to study conformational changes associated with
electron–proton coupling in other biologically important systems.
4. The inﬂuence of molecular association on the dynamics and
redox properties of multihaem cytochromes
Electron transfer does not proceed efﬁciently through the solu-
tion and requires the association between the two redox partners
to take place. While this association may be long- or short-lived
(and redox complexes usually fall into the latter category), it is fun-
damental at a certain point for electron transfer to happen. Addi-
tionally, besides the association–dissociation steps, other factors
that are also important are the reactant reorganization energy,
the driving force and the electron transmission within the acti-
vated complex [75]. The driving force (redox potential difference
between the acceptor and donor redox proteins) is one of the fac-
tors determining the direction of the electron transfer process,
being determinant for ET kinetics [76,77]. In conclusion, electron
transfer is much more complex than what the simulation studies
described so far can study. This is not to say that these studies can-
not give important hints about the molecular machinery behind
the ET process, but rather that to deal with all the dimensions of
these processes one would need to adopt more integrated ap-
proaches. One important question is what happens to the relative
electron afﬁnity of redox groups when the two interacting redox
proteins are making a complex. This is a question that has been
experimentally investigated for some proteins (see [78,79] as
examples), showing that there are signiﬁcant changes in the redox
potential of the two partners in the bound state, when compared
with the proteins in solution. Theoretical works suggested this ef-
fect to be small [80,81]. We decided [82] to investigate the effect of
complex formation on the individual redox potentials of two mul-
tihaem cytochromes that are known to interact [17,83,84]: the
type I and the type cytochromes c3 from D. vulgaris Hildenborough.
In this work [82], we tried to predict the structure of the complex
between these two proteins using docking methods [85,86], did
explicit solvent MD on the docking solutions to allow for reorgani-
sation, estimate their binding using PB/SA methods [87,88] and
performed CE/MC calculations on the complexes and free proteins
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effects of reduction. The most probable complex brings haem IV
from the type I cytochrome c3 into contact with haem I from the
type II cytochrome c3 (see Fig. 1 for the location of the haems),
changing their redox potentials by 80 mV and 20 mV, respec-
tively, when compared with the free protein in solution. The other
haems also changed their redox potential, but to a lesser degree.
Surprisingly, these changes, in contrast with the situation we
found for the free proteins, determined the thermodynamic release
of electrons from the type I to the type II cytochrome c3, which is
the physiologic direction of ET [17]. This can also have an impact
on ET kinetics, since, according to Marcus theory [76], thermody-
namics is one of the key determinants for ET kinetics.
Dramatic changes in the redox potential of interacting haems
were also found for cytochrome c3 associations with artiﬁcial sys-
tems, like Self-Assembly Monolayers (SAMs) [89]. Both experimen-
tal and theoretical data [89] evidence large changes (up to160 mV)
in the redox potential of the contacting haem (in this case, haem IV).
In this case, the changes are due to the charge of the monolayer,
whichwas negative and thereby stabilises the oxidised form, reduc-
ing the redox potential.
5. Concluding remarks
The simulation of multihaem cytochromes has come a long way
since the ﬁrst studies that separately addressed protonation or
reduction using rigid models. The currently existing methods can
address in an integrated way the protonation, reduction, solvation
and conformational changes in these proteins, as well as their
molecular association, being a valuable tool to understand the
atomic-level basis of the behaviour of these fascinating molecules,
shedding some much-needed light on features that resiliently re-
sist the skill and ingenuity of experimentalists. Actually, the pro-
gress in the simulation of multihaem cytochromes, at least the
chapter written at our institute, is the result of a proliﬁc marriage
between experiment, theory and computation, with experimental
data prompting the creativity of simulators to develop approaches
that could answer novel and more ambitious questions. It is our
hope that this marriage keeps on going and producing a numerous
progeny.
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