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Resumen
En las u´ltimas tres de´cadas, se ha realizado un gran nu´mero de propuestas sobre la optimizacio´n del despliegue y planificacio´n
de sistemas de tiempo real distribuidos bajo diferentes enfoques algorı´tmicos que aportan soluciones aceptables a este problema
catalogado como NP-difı´cil. En la actualidad, la mayor parte de los sistemas utilizados en el sector industrial son sistemas de
criticidad mixta en los que se puede usar la planificacio´n cı´clica, las prioridades fijas y el particionado, que proporciona aislamiento
temporal y espacial a las aplicaciones. Ası´, en este artı´culo se realiza una revisio´n de los trabajos publicados sobre este tema y
se presenta un ana´lisis de las diferentes soluciones aportadas para sistemas de tiempo real distribuidos basados en las polı´ticas de
planificacio´n que se esta´n usando en la pra´ctica. Como resultado de la comparacio´n, se presenta una tabla a modo de guı´a en la que
se relacionan los trabajos revisados y se caracterizan sus soluciones.
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A review on optimization techniques for the deployment and scheduling of distributed real-time systems
Abstract
In the last three decades, a large number of proposals has been carried out for the optimization of the deployment and sche-
duling of distributed real-time systems under different algorithmic approaches that provide acceptable solutions for this NP-hard
problem. Nowadays, most of the systems used in industry are mixed-criticallity systems which use cyclic scheduling, fixed-priority
scheduling and partitioning, which provides both temporal and spatial isolation in the execution of applications. Thus, in this work
a review of the works published on this topic is performed, as well as an analysis of the different proposed solutions for distributed
real-time systems based on the scheduling policies that are used in practice. As a result of the comparison, a table intended as a
guide is elaborated in which all the reviewed works are reported and their solutions are characterized.
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1. Introduccio´n
En un sistema de tiempo real el funcionamiento correcto no
so´lo depende de que los resultados sean correctos, sino de que
e´stos se produzcan a tiempo, debiendo cumplir requisitos tem-
porales que se imponen en el software. En la actualidad mu-
chos de estos sistemas se corresponden con sistemas ciberfı´si-
cos, que son sistemas informa´ticos que integran las capacidades
de computacio´n, almacenamiento y comunicacio´n junto con las
capacidades de sensorizacio´n y/o control de elementos o dis-
positivos en el mundo fı´sico. Desde el punto de vista de su ar-
quitectura, estos sistemas ciberfı´sicos son en realidad sistemas
de tiempo real distribuidos, con varios procesadores conectados
por una o ma´s redes de comunicacio´n. Este tipo de sistemas, ası´
como la tecnologı´a que se desarrolla a su alrededor, tienen un
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importancia relevante por ejemplo en el marco conceptual de la
Industria 4.0 (o cuarta revolucio´n industrial) en la que tanto en-
tidades de investigacio´n como empresas esta´n poniendo su foco
de atencio´n en la actualidad.
La evolucio´n de los sistemas ciberfı´sicos ha adquirido en
los u´ltimos an˜os nuevas dimensiones al incorporar tanto siste-
mas multi-nu´cleo como te´cnicas de virtualizacio´n que permi-
ten ejecutar distintas funcionalidades del sistema en entornos
protegidos espacial y temporalmente (particiones) en una mis-
ma plataforma hardware. Cada particio´n puede tener distintos
requisitos no funcionales de garantı´a de tiempo de respuesta,
seguridad, confidencialidad, etc., que configuran los llamados
sistemas de criticidad mixta. En estos sistemas es necesaria la
total independencia de las particiones con el fin de que el proce-
so de especificacio´n, disen˜o, implementacio´n, certificacio´n (en
los sistemas que lo requieran) y ejecucio´n sea totalmente inde-
pendiente entre distintos componentes del sistema (Directora-
te, 2012) (Baruah et al., 2010) (Goossens et al., 2013) (Crespo
et al., 2014). En el projecto europeo MultiPARTES (Trujillo
et al., 2014) por ejemplo, se propusieron una serie de herra-
mientas para el desarrollo de sistemas de criticidad mixta ba-
sados en particionado, desde arquitecturas hardware y software
hasta herramientas de planificacio´n de particiones.
Un sistema crı´tico es aquel que tiene funciones cuyo fallo
puede acarrear graves consecuencias humanas, materiales y/o
medioambientales. Una de las principales caracterı´sticas que
debe tener un sistema crı´tico es la confiabilidad, que aglutina
los conceptos de disponibilidad, fiabilidad, integridad, mante-
nibilidad y seguridad. La seguridad se cuantifica mediante el
”Nivel de Integridad de Seguridad”, en ingle´s Safety Integrity
Level (en adelante SIL), que es el nivel relativo de reduccio´n
del riesgo que provee una funcio´n de seguridad o el nivel ob-
jetivo para la reduccio´n de riesgo (Smith and Simpson, 2004).
Los niveles de seguridad van desde SIL0, el ma´s bajo, hasta
SIL4, el ma´s alto.
Habitualmente los sistemas complejos de automo´viles, tre-
nes y aviones combinan funciones de no-seguridad (SIL0) con
otras de seguridad de diferentes niveles. En el pasado estas fun-
ciones eran desplegadas en sistemas fı´sicos independientes para
evitar interferencias de la parte de no-seguridad en la parte de
seguridad. Este paradigma suele requerir tı´picamente una gran
cantidad de equipamiento heteroge´neo, dando lugar a un incre-
mento en el coste de la instalacio´n, de la puesta en marcha y del
mantenimiento. Con el objetivo de reducir costos, la tendencia
actual es desplegar las funciones de distinto SIL compartien-
do recursos sobre los mismos sistemas fı´sicos y lo´gicos, dando
lugar a los mencionados sistemas de criticidad mixta (Vestal,
2007). En (Burns and Davis, 2017) se hace una revisio´n deta-
llada del trabajo desarrollado en la u´ltima de´cada alrededor de
este tipo de sistemas, desde los aspectos ma´s teo´ricos de pla-
nificacio´n o de disen˜o, hasta los mecanismos ba´sicos de imple-
mentacio´n de los mismos.
En los sistemas crı´ticos tı´picamente se emplean sistemas
operativos de tiempo real para garantizar la ejecucio´n deter-
minista de las tareas, que esta´ guiada por una polı´tica de pla-
nificacio´n concreta o una combinacio´n de ellas, entre las que
se encuentran los ejecutivos cı´clicos, las prioridades fijas o las
basadas en plazos (Liu, 2000). Los ejecutivos cı´clicos son los
que ma´s se han venido usando hasta la irrupcio´n de las planifi-
caciones basadas en prioridades, que han tenido gran repercu-
sio´n en la inmensa mayorı´a de los disen˜os (Pop et al., 2004a),
y esta´ presente en sistemas operativos como el esta´ndar PO-
SIX (IEEE Portable Application Standards Committee, 2003)
o AUTOSAR (AUTOSAR, 2003), en redes de comunicaciones
como CAN (Bosch Gmbh, 1991) y en lenguajes de programa-
cio´n como el esta´ndar Ada (ISO/IEC, 2012). En la actualidad,
los sistemas particionados permiten combinar las caracterı´sti-
cas del ejecutivo cı´clico y las prioridades fijas en un sistema
de planificacio´n jera´rquico, con las particiones como nivel de
planificacio´n ba´sico y el uso de prioridades dentro de las par-
ticiones; es el caso de VxWorks (WindRiver, 2016) usado en
avio´nica. En (Guevara Lo´pez et al., 2014) se formaliza una cla-
sificacio´n de las distintas estrategias de planificacio´n basa´ndose
en la teorı´a de conjuntos.
Determinar cua´ndo se ejecutan las tareas y se transmiten los
mensajes de un sistema de tiempo real distribuido para que se
cumplan todos los plazos hasta en la peor de las situaciones es
lo que se conoce como planificacio´n, y es un problema com-
plejo para casos no triviales. Si adema´s se pretende determi-
nar conjuntamente en que´ computadores se ejecutan las tareas
y en que´ redes se transmiten los mensajes, lo que se conoce co-
mo despliegue, la complejidad aumenta hasta convertirse en un
problema NP-difı´cil (Tindell et al., 1992). En la actualidad no
se conocen algoritmos que den soluciones o´ptimas en tiempo
polino´mico para este tipo de problemas, por lo que normalmen-
te se emplean algoritmos gene´ricos y dedicados de bu´squeda y
optimizacio´n.
En este contexto, se presenta este trabajo como una contri-
bucio´n en dos aspectos. Por un lado, complementar el trabajo
(Burns and Davis, 2017) en el que se lleva a cabo una revisio´n
pormenorizada de los sistemas de criticidad mixta focaliza´ndo-
se en el ana´lisis temporal tanto de sistemas de un solo proce-
sador como multiprocesador, y en el que tambie´n se describen
distintos modelos de sistema y aplicaciones industriales reales.
El presente trabajo complementa esta revisio´n en cuanto a la
optimizacio´n del despliegue y planificacio´n de los sistemas de
tiempo real distribuidos, aspectos que son tratados de una ma-
nera menos extensa y que son de gran intere´s en el desarrollo de
sistemas actuales. Por otro lado, tambie´n se recogen otros traba-
jos de optimizacio´n del despliegue y planificacio´n que aunque
no esta´n centrados en los sistemas de criticidad mixta, sı´ que
abordan arquitecturas de tiempo real distribuidas que son de in-
tere´s en el disen˜o de aplicaciones industriales actuales.
Ası´, en este artı´culo se recopilan los trabajos que abordan
este problema, desde que se hiciera por primera vez en (Tindell
et al., 1992) hasta la primera mitad del an˜o 2018, ordenados en
su mayorı´a cronolo´gicamente y clasificados segu´n el enfoque
algorı´tmico que se emplea para resolverlo. Todos los trabajos
se recogen en una tabla en la que se muestran sus aspectos ma´s
destacables, con el objetivo de elaborar un resumen claro del
estado del arte actual y facilitar su consulta para futuras labores
en la optimizacio´n del despliegue y planificacio´n de sistemas de
tiempo real distribuidos.
El presente documento esta´ organizado de la siguiente ma-
nera. En el apartado 2 se realiza una descripcio´n detallada del
modelo de sistema que se ha considerado y la metodologı´a para
la recopilacio´n de trabajos. En el apartado 3 se realiza la re-
visio´n de la literatura, y en las conclusiones del apartado 4 se
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muestra una tabla que resume todos los trabajos recogidos en
este artı´culo ası´ como las futuras lı´neas que pueden surgir de
este estudio.
2. Modelo de sistema y metodologı´a
En este apartado se describe el modelo de sistema distribui-
do de tiempo real que se ha considerado para la recopilacio´n de
trabajos de esta revisio´n. Tambie´n se dan unas nociones ba´sicas
acerca de las te´cnicas de optimizacio´n en funcio´n de las cuales
se han clasificado los trabajos recogidos en el apartado 3.
Para la elaboracio´n de esta revisio´n se va a poner el foco
en los sistemas de tiempo real distribuidos. El modelo de siste-
ma habitual que describe este tipo de sistemas puede definirse
mediante las arquitecturas fı´sicas y lo´gicas del sistema. Este
modelo sirve para describir la gran mayorı´a de los trabajos en
este campo.
Por un lado, la arquitectura fı´sica de los sistemas distribui-
dos la componen computadores y redes de comunicaciones. Los
computadores pueden ser homoge´neos o heteroge´neos en cuan-
to a su arquitectura de nu´cleo y velocidad de computacio´n y su
interconexio´n se lleva a cabo mediante redes de comunicacio-
nes. Estas redes pueden seguir distintos esquemas de planifica-
cio´n, como las redes basadas en los esta´ndares Time Sensitive
Networks (TSN) desarrollados por distintos grupos de traba-
jo de IEEE 802.1, ası´ como esquemas particionados (Airlines
Electronic Engineering Committee, 2009).
La arquitectura lo´gica de las aplicaciones esta´ compuesta
por tareas y mensajes. Ambos esta´n normalmente caracteriza-
dos por los plazos (D), que son requisitos temporales que deben
cumplir, y por sus tiempos de ejecucio´n/transmisio´n de peor ca-
so. Su activacio´n puede ser perio´dica (segu´n el periodo T ) o no.
La tarea constituye la unidad mı´nima planificable en un compu-
tador, que puede ejecutarse u´nicamente si se dispone de los re-
cursos hardware y software requeridos. Su activacio´n puede su-
frir cierta variabilidad, lo que se conoce como jitter. Los men-
sajes, cuya unidad mı´nima planificable son los paquetes, po-
sibilitan la comunicacio´n entre tareas con relaciones de prece-
dencia formando los denominados flujos de extremo a extremo,
en adelante flujos e2e. Todas las tareas y mensajes se activan
al producirse ciertos estı´mulos. Segu´n su naturaleza, se recono-
cen dos paradigmas que clasifican los sistemas de tiempo real
(Kopetz, 2011): los que se activan por tiempo o Time-Triggered
(TT) y los que lo hacen por eventos o Event-Triggered (ET). En
este artı´culo se contemplan ambos paradigmas.
La planificacio´n de las tareas y mensajes se puede llevar a
cabo mediante la asignacio´n de prioridades, la generacio´n de
ejecutivos cı´clicos o la combinacio´n de ambos enfoques, deno-
minada planificacio´n jera´rquica. Con respecto a la asignacio´n
de prioridades se considerara´ para la recopilacio´n de trabajos
una asignacio´n de prioridades fijas siguiendo distintos criterios.
La asignacio´n tradicional en funcio´n del plazo impuesto se de-
nomina Deadline Monotonic Scheduling (DMS), mientras que
si se hace en funcio´n del periodo de las tareas y mensajes se de-
nomina Rate Monotonic Scheduling (RMS). Tambie´n se consi-
deran las redes de comunicaciones basadas en prioridades, por
ejemplo CAN. Se recogera´n tambie´n aquellas contribuciones
que contemplen las planificaciones cı´clicas, en las que se deter-
mina un macro-periodo o Major Frame (MF) perio´dico, dentro
del cual se lleva a cabo la ejecucio´n de las tareas. Algunos de los
trabajos se basan en el esquema Round-Robin (RR), en el que
el tiempo de ejecucio´n se divide en porciones, equitativas o no,
en las cuales se ejecutan las tareas asignadas a dicha porcio´n.
Dada la tendencia actual hacia el disen˜o de sistemas que
implementan funcionalidades de distintos niveles de criticidad
sobre las mismas plataformas hardware, tambie´n se van a re-
copilar los trabajos en los que se emplea el particionado para
garantizar el aislamiento tanto temporal como espacial de su
ejecucio´n. Se van a recoger, siempre y cuando sus modelos con-
templen una arquitectura de tiempo real distribuida, aquellas
contribuciones que sigan el esquema de particionado basado en
Integrated Modular Avionics (IMA) (John, 1999). Las particio-
nes espaciales son regiones de memoria reservadas e inviolables
que contienen datos y co´digo de las tareas y mensajes. Por otro
lado, las particiones temporales son ventanas temporales o slots
en los cuales se ejecutan so´lamente las tareas que esta´n asocia-
das a ellas. Se contempla el uso de redes de comunicaciones
cuyo acceso se regula igualmente mediante particiones tempo-
rales, siguiendo un esquema de acceso a la red por divisio´n de
tiempo o Time Division Multiple Access (TDMA), como por
ejemplo las redes de protocolo Time-Triggered Protocol (TTP).
En resumen, el modelo de sistema lo componen flujos e2e
compuestos por tareas y mensajes con relaciones de preceden-
cia, que pueden ser distribuidos y son desplegados en compu-
tadores y redes de comunicaciones. Los computadores pue-
den seguir distintas polı´ticas de planificacio´n, como la cı´clica,
Round-Robin, basada en la asignacio´n de prioridades o jera´rqui-
ca, en la que la ejecucio´n se lleva a cabo segu´n una asignacio´n
de prioridades dentro de un ciclo perio´dico. Esta u´ltima se em-
plea habitualmente en los computadores basados en particiones,
en los que se debe garantizar el aislamiento en la ejecucio´n de
las aplicaciones alojadas en ellos. Durante la elaboracio´n de es-
te artı´culo, se ha constatado que hay una gran cantidad de traba-
jos destacados que contemplan los sistemas de criticidad mixta.
Sin embargo, en aras de acotar el ya extenso a´rea que forman
las contribuciones que se ajustan al modelo de sistema descri-
to, solo se recopilara´n aquellos que aborden de forma explı´cita
sistemas con requisitos de tiempo real, en los que se busca sa-
tisfacer plazos estrictos, e implementados sobre arquitecturas
distribuidas, en las cuales tan importante es la planificacio´n a
nivel de computador como de red.
Una de las maneras para determinar que una planificacio´n
y despliegue cumplen todos los requisitos temporales es me-
diante el ca´lculo de los tiempos de respuesta de peor caso de
las tareas y los mensajes. Los me´todos matema´ticos que per-
miten obtener esos tiempos se denominan te´cnicas de ana´lisis
de planificabilidad. Se dice que un sistema es planificable si los
tiempos de respuesta de peor caso de las tareas y mensajes no
superan sus correspondientes plazos. Desde el trabajo seminal
de Liu y Layland en 1973 (Liu and Layland, 1973) se ha desa-
rrollado una gran cantidad de te´cnicas que permiten garantizar
la planificabilidad de los sistemas de tiempo real, tal y como
puede verse en los trabajos recopilatorios (Sha et al., 2004) y
(Burns and Davis, 2017). Ma´s recientemente se han desarro-
llado te´cnicas de ana´lisis temporal para sistemas de tiempo real
distribuidos que permiten el uso de distintas polı´ticas de planifi-
cacio´n en sistemas heteroge´neos (Rivas et al., 2011), y tambie´n
en sistemas particionados distribuidos, tanto en los procesado-
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res (Palencia et al., 2017) como en las redes de comunicaciones
(Gutie´rrez et al., 2014).
Tal y como se ha mencionado en el apartado anteior, debido
a la naturaleza NP-difı´cil del problema que supone el desplie-
gue y planificacio´n de un sistema de tiempo real distribuido, se
emplean algoritmos de optimizacio´n. E´stos proporcionan solu-
ciones va´lidas que pueden ser o´ptimas o sub-o´ptimas. En este
artı´culo se recogen trabajos que emplean distintos enfoques al-
gorı´tmicos, de los que se da una breve descripcio´n a continua-
cio´n:
Los algoritmos gene´ticos, en ingle´s Genetic Algorithm
(GA) (Holland, 1975), son metaheurı´sticas probabilı´sti-
cas gene´ricas que forman parte de los llamados algo-
ritmos evolutivos. Estos algoritmos imitan mecanismos
biolo´gicos (adaptacio´n al medio, mutacio´n, cruce, heren-
cia...) que guı´an el proceso de evolucio´n de las especies, y
se emplean para buscar soluciones a diversos problemas
en amplios espacios de bu´squeda.
La bu´squeda tabu´, en ingle´s Tabu Search (TS) (Glover,
1986), es un procedimiento metaheurı´stico de bu´squeda
y optimizacio´n de propo´sito general, que forma parte del
grupo de te´cnicas de bu´squeda local. Su principal carac-
terı´stica es la posibilidad de evitar soluciones sub-o´pti-
mas locales dentro del espacio de soluciones para un pro-
blema concreto.
El templado simulado, en ingle´s Simulated Annealing
(SA) es una metaheurı´stica probabilı´stica gene´rica para
aproximar la optimizacio´n global en una extensa a´rea de
bu´squeda. Como puede verse en (Kirkpatrick, 1984), vie-
ne inspirado por el proceso de templado de la metalurgia.
La programacio´n matema´tica (Minoux, 1986) es una fa-
milia de te´cnicas de optimizacio´n usada para maximizar
o minimizar una funcio´n, eligiendo sistema´ticamente va-
lores de entrada de entre unos valores permitidos y cal-
culando el valor de la funcio´n. Esta funcio´n puede es-
tar sujeta a ciertas restricciones expresadas en te´rminos
de ecuaciones y/o inecuaciones. Dependiendo del tipo de
funciones y restricciones, ası´ como de los valores asig-
nados a ellas, existen distintas variantes de programacio´n
matema´tica.
El objetivo de la programacio´n lineal,en ingle´s Linear
Programming (LP) (Schrijver, 1998) y que forma parte
de la programacio´n matema´tica, es maximizar o minimi-
zar una funcio´n lineal sujeta a restricciones, que esta´ for-
mulada mediante ecuaciones e inecuaciones lineales sim-
ples. Si todas las variables son enteros, se denomina pro-
gramacio´n lineal entera o Integer Linear Programming
(ILP), mientras que si so´lo algunas lo son, se le deno-
mina programacio´n lineal entera mixta o Mixed Integer
Linear Programming (MILP). Si no se tratan ecuaciones
e inecuaciones lineales se denomina simplemente Mixed
Integer Programming (MIP). La programacio´n geome´tri-
ca o Geometric Programming (GP) (Boyd et al., 2007) es
el tipo de programacio´n matema´tica usada para maximi-
zar o minimizar funciones posino´micas con restricciones.
E´stas se formulan mediante ecuaciones mono´micas igua-
les a 1 e inecuaciones posino´micas menores o iguales a
1. Por u´ltimo, la programacio´n de satisfaccio´n de restric-
ciones o Constraint Satisfaction Programming (CSP) es
un tipo de programacio´n matema´tica basada en determi-
nar el valor de las variables que garanticen cumplir con
una funcio´n objetivo (Tsang, 2014). Si las variables de la
funcio´n objetivo y las funciones de restricciones son boo-
leanas, se denomina Problema de Satisfaccio´n Booleana
o simplemente SAT. Por u´ltimo, tambie´n se consideran
los trabajos que emplean te´cnicas basadas en teorı´as de
satisfaccio´n de mo´dulo, en ingle´s Satisfiability Modulo
Theories (SMT), que consisten en fo´rmulas en lo´gica de
primer orden en las que alguna funcio´n tiene interpreta-
ciones adicionales, y debe determinarse si una fo´rmula se
puede satisfacer (Barrett and Tinelli, 2018).
Ramificar y acotar, en ingle´s Branch and Bound (BB)
(Land and Doig, 1960), es un algoritmo gene´rico emplea-
do en problemas de optimizacio´n combinatoria y discre-
ta y optimizacio´n matema´tica. Las soluciones candidatas
se enumeran formando un a´rbol y se realizan descartes
basa´ndose en estimaciones superiores e inferiores de los
factores que deben ser optimizados.
Finalmente, un heurı´stico (HEU) (Pearl, 1984) es aquel
me´todo de resolucio´n de problemas basado en reglas
construidas segu´n criterios ligados a los mismos, general-
mente basa´ndose en la experiencia previa. A pesar de que
obtener una solucio´n o´ptima no esta´ garantizado, pueden
lograrse soluciones razonablemente buenas en un tiempo
aceptable si esta´n bien construidos.
La revisio´n de los trabajos se va realizar de acuerdo a la si-
guiente metodologı´a. Por un lado, se va a prestar atencio´n a los
problemas que se abordan en cada uno, desde el punto de vista
del despliegue, el tipo de planificacio´n y el particionado. Es-
tas caracterı´sticas son fundamentales en los sistemas de tiempo
real que implementan funcionalidades de distinto nivel de criti-
cidad. La revisio´n tambie´n se va a centrar en los objetivos que
persigue cada trabajo. Todos tienen por objetivo la planifica-
bilidad del sistema, y tambie´n se han considerado aquellos que
adema´s buscan la minimizacio´n de los siguientes para´metros: el
nu´mero de computadores, la utilizacio´n de recursos y los tiem-
pos de respuesta. Por u´ltimo se constatara´n, en aquellos en los
que sea posible afirmarlo, las restricciones que presentan los
trabajos en cuanto al uso de memoria y a la relacio´n entre los
periodos y los plazos en el modelo de sistema que se describe.
Todas estas caracterı´sticas se recogera´n en una tabla a modo de
resumen, que constituye en realidad una guı´a en la que localizar
de manera sencilla las soluciones disponibles para un problema
concreto de intere´s.
3. Revisio´n de la literatura
En este apartado se recogen los trabajos realizados en el
a´mbito del despliegue y planificacio´n de sistemas de tiempo real
distribuidos. Estos trabajos esta´n clasificados segu´n el enfoque
algorı´tmico empleado, y se realiza una breve resen˜a de cada
uno de ellos. Se menciona, al final de cada subapartado, algu´n
aspecto relevante de dicho algoritmo a modo de conclusio´n par-
cial que complemente a la tabla del final del documento.
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3.1. Algoritmo Gene´tico (GA)
En (Mitra and Ramanathan, 1993), (Hou et al., 1994) y
(Monnier et al., 1998) se emplean distintas variaciones de GA
para desplegar tareas en elementos procesadores. Todos ellos se
usan para crear planificaciones cı´clicas con el objetivo de mi-
nimizar el tiempo de respuesta de las mismas. En (Mitra and
Ramanathan, 1993) y (Monnier et al., 1998) consideran flujos
e2e definidos mediante sus plazos y periodos, y en (Hou et al.,
1994) se aborda un sistema multiprocesador.
En (Dick and Jha, 1998) se desarrolla un algoritmo multiob-
jetivo para decidir el nu´mero de recursos hardware en un System
On Chip (SoC), ası´ como para desplegar las tareas en los nodos
procesadores y construir ejecutivos cı´clicos. El uso combina-
do de GA y TS pretende minimizar el consumo energe´tico y
el precio del sistema resultante, mientras se cumplen todas las
restricciones temporales.
El trabajo (Faucou et al., 2000) tambie´n aborda el desplie-
gue de tareas perio´dicas y la creacio´n de planificaciones cı´cli-
cas. Sin embargo, el modelo de sistema contempla los elemen-
tos procesadores ide´nticos, conectados mediante redes TDMA.
Para ello se lleva a cabo una asignacio´n explı´cita de turnos.
En los trabajos (Oh and Wu, 2004) y (Yoo, 2009) se em-
plean GAs para desplegar tareas en procesadores ide´nticos y
determinar planificaciones cı´clicas en sistemas de tiempo real
distribuidos. Ambos consideran flujos e2e y plazos predefini-
dos, y su principal objetivo es minimizar la suma de todas las
diferencias entre el tiempo de respuesta de peor caso y el pla-
zo de todos los flujos. El nu´mero de elementos procesadores
tambie´n pretende ser minimizado. Estos trabajos se diferencian
en los mecanismos de convergencia del GA hacia una solucio´n
adecuada.
En (Hamann et al., 2006) se propone un GA multiobjeti-
vo para asignar prioridades a tareas, ası´ como para determinar
los slots temporales para los mensajes transmitidos a trave´s de
una red TDMA. Se emplea una te´cnica de ana´lisis temporal es-
pecı´fica, que permite ajustar las variables y los objetivos a mi-
nimizar.
En (Shang et al., 2007) se contempla un modelo de sistema
basado en computadores con recursos de memoria y flujos e2e
cuyo periodo y plazo son predefinidos. Su principal objetivo es
minimizar el precio y el consumo energe´tico del sistema resul-
tante, en el que son determinados el nu´mero de procesadores,
elementos de comunicacio´n y matrices programables de prue-
bas (en ingle´s FPGAs) que lo compondra´n. La planificacio´n se
lleva a cabo mediante un algoritmo heurı´stico que emplea crite-
rios de optimizacio´n de Pareto para evaluar las soluciones can-
didatas (Goldberg and Holland, 1988), (Fonseca and Fleming,
1998).
En (Samii et al., 2009) se utilizan algoritmos gene´ticos para
asignar prioridades fijas a tareas y prioridades fijas e identifi-
cadores de trama a los mensajes en un sistema de tiempo real
distribuido conectado mediante una red FlexRay. El objetivo
principal es optimizar el tiempo de respuesta medio del siste-
ma.
El trabajo (Azketa et al., 2011b) desarrolla una codifica-
cio´n permutacional para un GA cuyo objetivo es la asigna-
cio´n de prioridades a tareas y mensajes que componen un sis-
tema distribuido de tiempo real. Los resultados obtenidos en
este trabajo muestran mejorar los obtenidos en (Gutie´rrez and
Gonza´lez Harbour, 1995) mediante un heurı´stico llamado HO-
PA. Despue´s, en (Azketa et al., 2012), emplea esta misma co-
dificacio´n para planificar las tareas del mencionado sistema,
usando HOPA esta vez para generar la primera poblacio´n de
soluciones que el algoritmo optimizara´. Por u´ltimo, en (Azke-
ta et al., 2011a) se emplea el algoritmo gene´tico para desple-
gar y planificar tareas y mensajes en sistemas distribuidos de
tiempo real, minimizando para´metros tales como la utilizacio´n
de los computadores, recursos de memoria y comunicaciones,
tiempos de respuesta y el nu´mero de computadores utilizados,
mientras se cumplen todos los requisitos de tiempo real.
En (Wozniak et al., 2013) se utiliza un GA para la sı´ntesis de
sistemas de tiempo real distribuidos, compuestos por elemen-
tos procesadores heteroge´neos. El proceso de sı´ntesis consta de
las siguientes fases: desplegar los componentes software (com-
puestos por conjuntos de ejecutables) en elementos procesado-
res y de sen˜ales en los buses de comunicaciones, descompo-
ner los ejecutables en tareas y sen˜ales en mensajes y asignarles
prioridades fijas. Adema´s de cumplir con todos los plazos, tiene
por objetivo la optimizacio´n de ciertos para´metros: el tiempo de
respuesta de los flujos e2e, el uso de memoria, el rendimiento
de los buses de comunicaciones y el tiempo de respuesta de los
ejecutables.
El trabajo (Boutekkouk and Oubadi, 2014) propone un GA
para minimizar el tiempo de respuesta de un sistema de tiempo
real con tareas perio´dicas y aperio´dicas, manteniendo un uso de
los elementos procesadores equilibrado. Considera flujos con
pseudoperiodos y se contempla el uso de prioridades fijas y
dina´micas. Emplea una te´cnica correctora en las soluciones pa-
ra guiar la inicializacio´n del algoritmo y mantener las relacio-
nes de precedencia de las tareas. En (Boutekkouk and Oubadi,
2016) se an˜ade al algoritmo gene´tico una fase basada en codifi-
cacio´n de lo´gica cua´ntica.
En (Ayari et al., 2016a) se emplea un algoritmo gene´tico
para el despliegue de tareas independientes en sistemas distri-
buidos de tiempo real heteroge´neos, a las que se les asignan
prioridades fijas siguiendo el esquema RMS. El tiempo total de
ejecucio´n, el coste de las comunicaciones entre tareas y el con-
sumo de memoria se expresan en funciones de adecuacio´n que
han de ser minimizadas. En el siguiente trabajo (Ayari et al.,
2018), se presenta un algoritmo gene´tico avanzado (ImGA) que
implementa un operador de cruce basado en la planificabilidad
de las tareas (Ayari et al., 2016b), lo cual mejora la precisio´n de
los algoritmos gene´ticos empleados anteriormente.
De los trabajos que emplean algoritmos gene´ticos recogidos
puede destacarse que este enfoque es utilizado habitualmente
como optimizador multiobjetivo, ya que busca soluciones en las
que ma´s de un para´metro ha de ser minimizado (costes, nu´mero
de computadores...).
3.2. Bu´squeda Tabu´ (TS)
En (Porto et al., 2000) se presenta el uso de TS para des-
plegar tareas con relaciones de precedencia en procesadores y
crear planificaciones cı´clicas para sistemas multiprocesadores
heteroge´neos y de tiempo real, compuestos por computadores
ide´nticos salvo uno de mayor capacidad de procesamiento. El
objetivo principal es minimizar el tiempo de respuesta del sis-
tema.
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En (Chen and Lin, 2000) se desarrolla un algoritmo hı´bri-
do basado en TS para resolver el problema del despliegue de
tareas con relaciones de precedencia en una arquitectura multi-
procesador. El objetivo es cumplir con los requisitos de tiempo
real del sistema satisfaciendo las restricciones de capacidad de
computacio´n ma´xima que tienen los computadores, ası´ como
minimizar el tra´fico de red y el nu´mero de computadores utili-
zados.
El trabajo (Lin et al., 2000) propone los valores de los ope-
radores y para´metros de configuracio´n para los algoritmos TS y
GA, con el objetivo de desplegar tareas de tiempo real y crear
planificaciones cı´clicas en arquitecturas de multiprocesadores,
cuyos procesadores considera ide´nticos. El objetivo es minimi-
zar el tiempo de respuesta global del sistema.
En (Ta˘mas¸-Selicean and Pop, 2011b) se propone un me´to-
do de optimizacio´n para sistemas de tiempo real distribuidos
particionados. Mediante un algoritmo basado en TS pretende
desplegar tareas en elementos procesadores y definir las venta-
nas temporales de ejecucio´n de las mismas dentro del MF. El
algoritmo tambie´n se encarga de asignar las tareas a estas parti-
ciones temporales y de generar un ejecutivo cı´clico. El objetivo
es cumplir con los plazos de todas las tareas a la vez que se
maximiza el tiempo de desuso de las particiones temporales.
Posteriormente el trabajo es extendido en (Ta˘mas¸-Selicean and
Pop, 2015), donde se proponen una serie de te´cnicas para po-
sibilitar la planificacio´n de las aplicaciones, para lo que tiene
en cuenta los costes de certificacio´n para albergar aplicaciones
de criticidad mixta, que son minimizados empleando distintas
te´cnicas.
En (Jiang et al., 2017) se emplea un algoritmo multiobjetivo
basado en TS para planificar tareas y mensajes en sistemas de
tiempo real distribuidos embebidos. El objetivo es desarrollar
una implementacio´n que cumpla con los requisitos de tiempo
real del sistema, ademas de los de seguridad y confiabilidad,
mientras se minimiza el consumo energe´tico. Se asignan prio-
ridades a las tareas en orden descendente, y se asume que han
sido desplegadas en los elementos procesadores previamente.
A pesar de no haber un elevado nu´mero de trabajos en los
que se emplee TS, puede verse en la tabla 1 del apartado 4 que
se contemplan problemas abordados y optimizaciones variadas,
incluyendo sistemas basados en particiones.
3.3. Templado Simulado (SA)
En (Tindell et al., 1992) se emplea SA para desplegar ta-
reas y asignarles prioridades fijas en sistemas de tiempo real
distribuidos, en los que se emplea una red de comunicaciones
TDMA. En este modelo de sistema se consideran los recursos
de memoria de los computadores y las tareas tienen una serie de
computadores candidatos en los que pueden alojarse. Adema´s,
algunas tareas son re´plicas de otras y no pueden desplegarse en
el mismo elemento procesador. El plazo de las tareas es igual
a su periodo, y las prioridades se asignan siguiendo el criterio
RMS. El objetivo del trabajo es minimizar la carga de la red
mientras todas las tareas cumplen sus plazos. Otra restriccio´n a
considerar es el uso de memoria de los computadores, que no
debe rebasarse.
El trabajo (Burns et al., 1993) propone un algoritmo basa-
do en SA para desplegar tareas en elementos procesadores y
asignarles prioridades fijas. Se considera que cada tarea tiene
una serie de computadores candidatos en los que puede ser des-
plegada. Tambie´n contempla flujos e2e con periodos y plazos.
El objetivo es minimizar el tiempo de respuesta de peor caso
de todos los flujos ası´ como el nu´mero de tareas auxiliares que
enrutan las comunicaciones.
En (Coli and Palazzari, 1995) se utiliza SA para generar pla-
nificaciones cı´clicas en sistemas de tiempo real distribuidos. El
objetivo es minimizar el jitter de las tareas mientras los plazos
de los flujos e2e se cumplen.
En (Di Natale and Stankovic, 1995) se emplea SA para crear
planificaciones cı´clicas en sistemas distribuidos de tiempo real
basados en flujos compuestos por tareas perio´dicas. El objetivo
es minimizar el jitter de las tareas mientras los plazos de las
tareas y los flujos se cumplen.
El trabajo (Vargas and de Oliveira, 2005) presenta un estu-
dio comparativo de algoritmos Multi-start (Martı´ et al., 2016),
SA y TS empleados para la sı´ntesis de sistemas de tiempo real
distribuidos, conectados a trave´s de una red de comunicaciones
Foundation Fieldbus. Los resultados muestran que SA es el al-
goritmo ma´s difı´cil de configurar, ası´ como que TS es el que
ma´s y mejores soluciones obtiene.
En (He et al., 2010) se utiliza SA para desplegar tareas en
computadores homoge´neos, adema´s de asignar prioridades y
periodos a las tareas y configurar el acceso a la red de comu-
nicaciones basada en TTP. El plazo de las tareas es igual a su
periodo, y el objetivo es minimizar el tiempo de ejecucio´n de
peor caso de todos los flujos e2e. La propuesta se basa en dos
fases. La primera emplea SA para el despliegue y la asignacio´n
de las tareas. Despue´s, sobre esta solucio´n, se emplea GP para
fijar los plazos de las tareas y gestionar el acceso a la red de
comunicaciones.
En (Emberson and Bate, 2010) se propone el uso de SA para
el despliegue de tareas y mensajes y la asignacio´n de priorida-
des con el objetivo de facilitar la extensio´n o actualizacio´n de
escenarios minimizando el impacto de estos cambios en cuanto
a los requisitos del sistema original.
En el trabajo (Ta˘mas¸-Selicean and Pop, 2011a) se propo-
ne utilizar SA para resolver un problema de optimizacio´n de
sistemas de tiempo real distribuidos basados en particiones. El
particionado temporal se implementa mediante porciones tem-
porales en las que se divide la ejecucio´n de tareas dentro de un
elemento procesador, y es el algoritmo quien decide el orden y
longitud de estas porciones dentro del procesador. Se considera
que las tareas son desplegadas en los elementos procesadores
previamente. La planificacio´n es cı´clica para las tareas crı´ticas,
mientras que las no crı´ticas se planifican mediante prioridades
fijas con expulsio´n. El objetivo es optimizar la secuencia y lon-
gitud de las ventanas temporales y obtener una planificacio´n
que permita a todas las aplicaciones de seguridad crı´tica cum-
plir con sus plazos.
En (Pishdar and Akkasi, 2015) tambie´n se lleva a cabo
un estudio comparativo, esta vez entre SA y GA. Se evalu´a
la planificacio´n de tareas en arquitecturas multiprocesador ho-
moge´neas, con el objetivo de minimizar el tiempo de respues-
ta del sistema respetando las relaciones de precedencia de las
tareas. El estudio demuestra que tras 9 casos de estudio, SA
obtiene 6 soluciones aceptables mientras que GA obtiene 5.
La mayorı´a de los trabajos que han hecho uso de SA han
abordado el problema del despliegue adema´s del de la planifi-
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cacio´n. Tambie´n se aborda por primera vez la minimizacio´n del
jitter de las tareas.
3.4. Programacion Matema´tica
En (Szymanek and Kuchcinski, 2001) se emplea CSP para
desplegar tareas en elementos procesadores y crear planifica-
ciones cı´clicas no expulsoras en arquitecturas distribuidas de
tiempo real. Estas arquitecturas esta´n compuestas por redes he-
teroge´neas que conectan computadores con recursos de memo-
ria y ASICs (circuitos integrados de aplicacio´n especı´fica). Las
tareas son seleccionadas secuencialmente y desplegadas en el
procesador con menor coste. Tras el despliegue, se emplea la
te´cnica BB para asignar un tiempo de ejecucio´n a cada tarea. El
objetivo es minimizar el tiempo de toda la planificacio´n sin so-
breutilizar los recursos de memoria. En (Szymanek and Krzysz-
tof, 2003) se presenta un me´todo para facilitar el problema del
despliegue y la planificacio´n mencionado anteriormente.
En el trabajo (Ekelin and Jonsson, 2001) se utiliza CSP para
desplegar tareas en computadores y crear planificaciones cı´cli-
cas en sistemas de tiempo real distribuidos. Los computadores
son heteroge´neos y esta´n conectados mediante un bus de co-
municaciones. La contribucio´n principal de este trabajo es la
evaluacio´n de varios me´todos heurı´sticos de bu´squeda local que
deciden que´ variables y con que´ valor se asignan en cada itera-
cio´n. Se pretende cumplir con 3 objetivos: minimizar el tiempo
total de la planificacio´n, minimizar las comunicaciones a trave´s
del bus y mantener un uso equilibrado de los elementos proce-
sadores.
En (Metzner and Herde, 2006) se emplea SAT para des-
plegar y planificar tareas en sistemas de tiempo real distribui-
dos compuestos por elementos procesadores heteroge´neos. Pa-
ra ello, se asignan prioridades a las tareas de cada computador
siguiendo el esquema DMS. Cada tarea tiene periodo, plazo, re-
quisitos de memoria, un subconjunto de computadores candida-
tos en los que desplegarse y algunas no pueden ser desplegadas
en el mismo computador que otro subconjunto determinado.
En (Davare et al., 2007) se emplea GP para optimizar los
periodos de tareas y mensajes. En este caso, ya se encuentran
desplegadas y las prioridades tambie´n han sido asignadas pre-
viamente, por lo que el objetivo es minimizar la suma de los
tiempos de ejecucio´n de peor caso.
En el trabajo (Zheng et al., 2007b) se usa MILP para desple-
gar tareas en computadores, empaquetar sen˜ales en mensajes y
asignar prioridades fijas a las tareas y mensajes en sistemas dis-
tribuidos de tiempo real basadas en redes CAN. Este modelo
considera flujos e2e compuestos por tareas que intercambian
mensajes y que tienen plazos y periodos. El objetivo es minimi-
zar el tiempo de ejecucio´n de peor caso de los flujos mientras
se cumplen sus plazos. Dado que a escala industrial las te´cni-
cas basadas en MILP son computacionalmente muy costosas,
el problema se divide en dos subproblemas que pueden ser re-
sueltos por separado.
Las aplicaciones estrictamente periodı´cas pueden tener
tiempos de respuesta mucho mayores que las activadas por
eventos. Por ello, cuando un plazo de una tarea o mensaje no se
cumple, es posible aplicar el paradigma ET para que su tiempo
de respuesta disminuya y el plazo pueda cumplirse. En (Zheng
et al., 2007a) se emplea MILP para ajustar el modelo de activa-
cio´n con el objetivo de cumplir todas las restricciones tempora-
les.
En (Hladik et al., 2008) se emplea CSP para desplegar y
planificar tareas en sistemas de tiempo real distribuidos com-
puestos por computadores homoge´neos conectados a trave´s de
una red CAN. Se asume que las tareas y mensajes tienen plazos
iguales a sus periodos, y las prioridades se asignan en una fase
anterior a este proceso. Todas las tareas tienen un subconjunto
de computadores candidatos en los que pueden ser desplegadas,
y pueden requerir serlo en el mismo o distinto computador que
otras tareas. El objetivo es obtener un despliegue que permita
cumplir todos los plazos. Para ello, se proponen dos me´todos.
El primero esta basado en backtracking y aborda simulta´nea-
mente los problemas de despliegue y planificacio´n, y el segundo
me´todo divide estos dos subproblemas de acuerdo a un esque-
ma Benders (Schrijver, 1998) para abordarlos por separado.
En (Zhu et al., 2009) se emplea MILP para desplegar tareas
en procesadores y sen˜ales en mensajes, ası´ como para asignar
prioridades fijas a tareas y mensajes, en sistemas de tiempo real
distribuidos que consideran un modelo basado en flujos e2e con
plazos fijos. El objetivo es maximizar la extensibilidad: cua´nto
puede prolongarse el tiempo de ejecucio´n de peor caso sin que
afecte al cumplimiento de las restricciones temporales de las ta-
reas mientras se cumplen todos los plazos. El me´todo propuesto
asume una asignacio´n de prioridades inicial para los mensajes
y las tareas.
En (Al Sheikh et al., 2010) se presenta un algoritmo ba-
sado en MILP empleado para desplegar y planificar particio-
nes temporales estrictamente perio´dicas en arquitecturas distri-
buidas basadas en IMA. Una serie de restricciones son defini-
das matema´ticamente (evitar solapamientos temporales, acceso
compartido a recursos, costos de comunicacio´n...) y resueltas
mediante una herramienta comercial, demostrando obtener re-
sultados casi o´ptimos.
En (Zhu et al., 2012) se utiliza MILP para desplegar ta-
reas sobre arquitecturas distribuidas con elementos procesado-
res heteroge´neos interconectados mediante redes CAN, que a su
vez esta´n segmentadas mediante Gateways. Tambie´n se asignan
prioridades a las tareas y mensajes, con el objetivo de cumplir
los requisitos de tiempo real estricto y minimizar la latencia de
los flujos e2e.
En el trabajo (Craciunas and Oliver, 2014) se plantea utili-
zar CSP para desplegar y planificar tareas y mensajes en siste-
mas de tiempo real distribuidos. Despue´s de construir las res-
tricciones lo´gicas que definen el sistema, emplea dos algoritmos
basados en SMT. El primero, denominado One-shot, aborda la
planificacio´n de todos los tipos de tareas definidas en el mode-
lo de sistema. El segundo me´todo no considera la planificacio´n
de las tareas independientes en una primera aproximacio´n, de
manera que no an˜aden dificultad a la formulacio´n del algoritmo
SMT. Tras llevar a cabo la planificacio´n basa´ndose en el algo-
ritmo propuesto en (Craciunas et al., 2014), se an˜aden las tareas
independientes. En este trabajo se considera la planificacio´n de
los elementos procesadores y de la red de comunicaciones, y
en su siguiente trabajo (Craciunas et al., 2016) se extiende el
ana´lisis de planificabilidad aplicado a redes TSN.
En (Zhang et al., 2014) se utiliza MIP para planificar sis-
temas de tiempo real distribuidos, tanto a nivel de computador
como de red. Se considera que las tareas se encuentran desple-
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gadas en los computadores con un solo procesador. El objeti-
vo, representado mediante la funcio´n objetivo, es minimizar los
tiempos de respuesta de las aplicaciones que se ejecutan mien-
tras se cumple con todos los plazos de las tareas. Las restriccio-
nes temporales se representan mediante ecuaciones e inecua-
ciones, para las que puede establecerse el ma´ximo tiempo de
respuesta tolerable.
En los trabajos (Althaus et al., 2012) y (Althaus et al., 2014)
se presenta un algoritmo basado en formulaciones ILP que se
utiliza para el despliegue y planificacio´n de tareas perio´dicas
en sistemas distribuidos de tiempo real. La arquitectura se ba-
sa en mu´ltiples subsistemas que se comunican mediante un bus
global. Las tareas se planifican siguiendo el esquema DMS y
forman flujos e2e junto con los mensajes que emplean para co-
municarse.
En (Minaeva et al., 2018) se proponen tres aproximaciones
para planificar tareas y mensajes con jitter y relaciones de pre-
cedencia en sistemas de tiempo real. Se considera que el des-
pliegue de las tareas en los computadores se ha realizado previa-
mente. Primero se formula una aproximacio´n basada en SMT,
en la que el espacio de soluciones se define mediante cinco con-
juntos de restricciones. Despue´s se describe un modelo ILP de
manera similar, con la diferencia de las restricciones lineales
requeridas por este me´todo. A pesar de que las soluciones obte-
nidas de estas dos aproximaciones son o´ptimas, se presenta un
tercer heurı´stico basado en tres niveles, que si bien no resulta
o´ptimo, demuestra obtener soluciones aceptables en un tiempo
razonable y para una escala mucho mayor del mismo problema.
En (Blikstad et al., 2018) se desarrolla un algoritmo basado
en MILP para planificar tareas perio´dicas en sistemas de tiem-
po real distribuidos basados en la arquitectura IMA. Mediante
la formulacio´n matema´tica de las restricciones y requisitos de
tiempo real del sistema, se construye un ejecutivo cı´clico cu-
yo periodo es el mı´nimo comu´n mu´ltiplo de los periodos de las
tareas. Se considera que las tareas ya han sido desplegadas pre-
viamente. Emplea el uso de particiones de la siguiente manera:
los nodos que forman esta arquitectura implementan distintos
mo´dulos para proporcionar el particionado espacial, y median-
te el ejecutivo cı´clico resultante de la planificacio´n se obtiene
el aislamiento temporal. Dentro de cada particio´n temporal las
tareas se planifican segu´n el esquema RMS.
Este me´todo es uno de los ma´s utilizados. Por lo general no
se abordan varios problemas a la vez, quiza´s debido a la com-
plejidad de su formulacio´n matema´tica.
3.5. Ramificar y Acotar (BB)
En (Hou and Shin, 1997) se emplea BB para desplegar ta-
reas en computadores y generar planificaciones cı´clicas en sis-
temas de tiempo real distribuidos compuestos por computado-
res ide´nticos. El objetivo es maximizar la probabilidad de que
todas las tareas cumplan sus plazos.
En (Peng et al., 1997) se utiliza BB para desplegar tareas
en computadores y crear planificaciones cı´clicas en sistemas
de tiempo real distribuidos compuestos por computadores he-
teroge´neos. Se contempla un modelo de flujos e2e con periodo
y plazo, compuestos por tareas con relaciones de precedencia y
que pueden comunicarse con tareas de otros flujos. Adema´s, las
tareas pueden tener diferentes tiempos de ejecucio´n de peor ca-
so en distintos computadores. El algoritmo propuesto despliega
todas las tareas de un flujo en un computador y establece el
orden de ejecucio´n de las mismas, y tiene como objetivo la mi-
nimizacio´n de la ratio entre el tiempo de respuesta de peor caso
y el plazo de los flujos.
En (Richard et al., 2003) se despliegan tareas en elemen-
tos procesadores y se les asignan prioridades fijas empleando
BB. La arquitectura esta´ compuesta por distintos conjuntos de
computadores conectados mediante una red de comunicaciones
CAN. Dentro de cada uno de estos conjuntos todos los compu-
tadores son ide´nticos, aunque entre distintos conjuntos pueden
ser distintos. Las tareas tienen plazos determinados y pueden
comunicarse entre ellas. La planificacio´n se lleva a cabo en ca-
da subconjunto de computadores. Las tareas son desplegadas
siguiendo un orden creciente de plazo, y se les asignan prio-
ridades siguiendo el esquema DMS. Las ramas del a´rbol de
bu´squeda se podan en funcio´n de un lı´mite inferior de tiempo
de respuesta de peor caso.
BB se trata de uno de los me´todos menos utilizados, ya que
como puede observarse los pocos trabajos que hay datan de fe-
chas ciertamente lejanas en comparacio´n con otros trabajos re-
cogidos aquı´. Con este me´todo se han abordado tanto planifica-
ciones cı´clicas como basadas en prioridades.
3.6. Heurı´sticos (HEU)
En (Gutie´rrez and Gonza´lez Harbour, 1995) se desarrolla
el heurı´stico denominado Heuristic Optimized Priority Assign-
ment (HOPA) para la asignacio´n de prioridades fijas a tareas
y mensajes en sistemas de tiempo real distribuidos. Primero,
se asignan plazos arbitrarios a las tareas y mensajes que com-
ponen flujos e2e, y despue´s se emplea el esquema DMS para
asignarles prioridades. Los tiempos de ejecucio´n de peor caso
se calculan mediante un ana´lisis holı´stico o mediante ana´lisis
temporales basados en prioridades. Si no se cumple algu´n pla-
zo en cualquier flujo, se computan una serie de me´tricas para
determinar las desviaciones de dicho flujo sobre su plazo y se
vuelven a calcular los plazos locales y a asignar las prioridades.
Este proceso se repite hasta que se obtiene una solucio´n va´lida
o se alcanza un nu´mero ma´ximo de iteraciones.
En el trabajo (Ramamritham, 1995) se propone un heurı´sti-
co para desplegar tareas en computadores homoge´neos y crear
planificaciones cı´clicas. Esta´ basado en un modelo compuesto
por plazos y periodos, y contempla la posibilidad de desplegar
ciertas tareas replicadas en distintos computadores. En la pri-
mera fase del algoritmo se determina la idoneidad de agrupar y
desplegar en el mismo computador parejas de tareas que se co-
munican entre sı´. En la segunda se despliegan y planifican las
tareas siguiendo el criterio Latest Start Time / Maximum Imme-
diate Successors First (LST/MISF).
En (Braun et al., 2001) se realiza un estudio comparativo
sobre once heurı´sticos empleados para desplegar tareas y crear
planificaciones esta´ticas. El modelo se compone de tareas in-
dependientes con distintos tiempos de ejecucio´n de peor caso
segu´n el elemento procesador en que sean desplegadas, y el ob-
jetivo es minimizar el tiempo de respuesta de la planificacio´n
total. Entre los once, los mejores resultados los obtienen un al-
goritmo gene´tico y un heurı´stico que despliegan primero las ta-
reas con el menor tiempo de ejecucio´n en el computador en el
que tengan el menor tiempo de ejecucio´n de peor caso.
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El mismo grupo de investigacio´n presenta en (Braun et al.,
2008) otro estudio comparativo de tres me´todos para desple-
gar tareas en computadores y generar planificaciones cı´clicas
en sistemas de tiempo real distribuidos compuestos por compu-
tadores heteroge´neos. Las tareas tienen relaciones de preceden-
cia, prioridades, plazos y ma´s de una versio´n de cada una de
ellas. Tambie´n tienen distinto tiempo de ejecucio´n de peor caso
segu´n el computador en el que sean desplegadas, y se les asig-
na mayor prioridad cuanto mayor sea este tiempo de ejecucio´n.
Los algoritmos comparados son un heurı´stico y dos gene´ticos.
El heurı´stico obtiene buenos resultados, y los dos gene´ticos me-
joran estos resultados en un 2 % y 5 % respectivamente.
En (Ali et al., 2002) se proponen tres heurı´sticos de asigna-
cio´n de recursos a flujos e2e en sistemas de tiempo real distri-
buidos compuestos por computadores basados en planificacio´n
de tipo RR. Se contemplan flujos e2e con plazos y periodos.
La carga del sistema se modela mediante la ratio de generacio´n
de informacio´n de los sensores de entrada a los flujos e2e. El
objetivo es realizar tal despliegue de las tareas que maximice el
crecimiento de carga permitido.
En (Eles et al., 2000) se proponen heurı´sticos para desplegar
tareas en computadores y crear planificaciones cı´clicas de tareas
y mensajes en sistemas de tiempo real distribuidos compuestos
por distintos tipos de procesadores. Un planificador basado en
un heurı´stico list-scheduling es el responsable de asignar los re-
cursos a las tareas o mensajes que se activan en funcio´n de sus
prioridades. Asimismo, tambie´n se desarrolla un heurı´stico para
optimizar el esquema de acceso a una red TTP. El mismo grupo
de investigacio´n ha incidido en la optimizacio´n del esquema de
acceso a la red TTP en (Pop et al., 2000) y (Pop et al., 2004b),
donde se proponen y analizan diferentes estrategias de mensa-
jerı´a y se exponen heurı´sticos para optimizar cada una de ellas.
Los trabajos (Pop et al., 2003b) y (Pop et al., 2004c) pro-
ponen heurı´sticos para desplegar tareas en computadores y pla-
nificar tareas y mensajes en sistemas de tiempo real distribui-
dos que combinan los paradigmas TT y ET. El modelo se basa
en un grupo de computadores de clase TT conectados a trave´s
de una red de comunicaciones TTP, otro grupo de computado-
res de clase ET unidos mediante una red CAN y un gateway
que enlaza ambas redes y por el que discurren los mensajes in-
tercambiados entre ambos grupos. Los heurı´sticos propuestos
despliegan las tareas en uno de los dos grupos, despliegan las
tareas en alguno de los computadores del grupo y planifican las
tareas y mensajes en sus respectivos recursos para que se cum-
plan los plazos de los flujos.
Otro enfoque abordado por los mismos autores en (Pop
et al., 2001a) (Pop et al., 2001b) es el despliegue y la plani-
ficacio´n de aplicaciones en sistemas de tiempo real distribuidos
con el objetivo de optimizar la minimizacio´n de cambios en las
aplicaciones ya desplegadas en el sistema y maximizar la pro-
babilidad de que futuras aplicaciones puedan ser desplegadas
en el mismo. Para ello se proponen unas me´tricas que mode-
lan la probabilidad de que aplicaciones futuras requieran cierto
tiempo de procesamiento cada cierto periodo.
En (Pop et al., 2003a), (Pop et al., 2005) y (Pop, 2007) pro-
ponen me´todos para generar y optimizar la planificacio´n de sis-
temas mixtos TT/ET. Uno de los me´todos esta basado en ILP
y es o´ptimo, mientras que el otro es un heurı´stico que obtiene
resultados sub-o´ptimos en tiempos mas reducidos. El heurı´sti-
co es guiado por unas reglas cuyo objetivo es aumentar el grado
de planificabilidad del sistema a trave´s de la modificacio´n de
las polı´ticas de planificacio´n de las tareas, el despliegue de las
tareas a los computadores y el esquema de acceso a la red de
comunicaciones.
En (Pedreiras and Almeida, 2004) se proponen dos heurı´sti-
cos para la asignacio´n de plazos locales a mensajes con plazos
globales que cruzan mu´ltiples redes TT desde su origen a su
destino. El primer heurı´stico se denomina Isometric Allocation
(ISO) y se basa en dividir el plazo global en tantas partes iguales
como redes cruce el mensaje y asignar en cada una de ellas un
plazo local igual a dichas partes. El segundo heurı´stico es Ma-
ximum Schedulability Laxity (MSL) y se basa en asignar plazos
locales de forma proporcional al ancho de banda disponible en
cada una de las redes cruzadas.
En (Qin and Jiang, 2006) se presenta un algoritmo para el
despliegue y asignacio´n de prioridades de tareas en sistemas
distribuidos de tiempo real. Los procesadores son heteroge´neos,
por lo que las tareas tendra´n distintos tiempos de ejecucio´n
segu´n en cua´l sean alojadas. Toda tarea tiene una copia que
se ejecuta en caso de fallo y que debe ser desplegada en un
computador distinto. Los objetivos son minimizar el tiempo de
respuesta del sistema de manera que se cumplan todos los pla-
zos, adema´s de extender la fiabilidad del sistema en la medida
de lo posible.
En (Pop, 2007) se proponen una serie de heurı´sticos pa-
ra sintetizar, analizar y optimizar el despliegue de tareas en
computadores, la asignacio´n de polı´ticas de planificacio´n y
prioridades a tareas y la asignacio´n de slots de comunicacio´n
en computadores en sistemas de tiempo real distribuidos. La
combinacio´n de los paradigmas TT y ET se da a nivel tanto
de computador como de red de comunicaciones. Las tareas TT
se activan en instantes predefinidos en tablas de planificacio´n,
tienen ma´xima prioridad y no pueden ser expulsadas. Por su
parte, las tareas ET se activan por medio de eventos externos
y mensajes, y son expulsadas por las tareas TT y las tareas ET
de mayor prioridad. Todas las tareas de un flujo son de alguno
de los dos tipos descritos. Dado que la combinacio´n de tareas y
planificadores basados en diferentes paradigmas requiere la ex-
tensio´n de las te´cnicas de ana´lisis de planificacio´n existentes, se
propone un heurı´stico de planificacio´n y una extensio´n al ana´li-
sis holı´stico del trabajo (Tindell and Clark, 1994) para sistemas
que combinan tareas TT y ET.
Siguiendo el modelo de sistema descrito en (Al Sheikh
et al., 2010), en (Al Sheikh et al., 2011) se emplea un heurı´sti-
co basado en la teorı´a de juegos para desplegar y planificar
particiones temporales en arquitecturas distribuidas basadas en
IMA. Este algoritmo trabaja con el concepto de jugadores que
adaptan sus estrategias basa´ndose en las estrategias ma´s recien-
tes conocidas del resto de jugadores. Se demuestra lograr resul-
tados casi o´ptimos en un tiempo de computacio´n mucho menor
que el logrado en (Al Sheikh et al., 2010). Tiene como objetivo,
adema´s de obtener una planificacio´n que permita cumplir los
requisitos de tiempo real, maximizar el tiempo ocioso del pro-
cesador dentro del MF para poder extender las funcionalidades
del sistema en el futuro sin afectar a la planificacio´n.
En (Eisenbrand et al., 2010) se propone un me´todo hı´brido
basado en heurı´sticos y formulaciones matema´ticas para resol-
ver el despliegue y planificacio´n de tareas perio´dicas en siste-
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mas de tiempo real distribuidos. La arquitectura corresponde a
la de un avio´n, y se divide en dos cabinets, formados por ele-
mentos procesadores ide´nticos comunicados mediante una red
de comunicaciones. El objetivo es minimizar el nu´mero de pro-
cesadores mientras se cumplen todos los plazos de las tareas.
Dichas tareas pueden tener requerimientos de co-habitacio´n o
exclusio´n mutua. No se considera la planificacio´n de la red de
comunicaciones.
El trabajo (Neukirchner et al., 2011) desarrolla un heurı´sti-
co para la asignacio´n de prioridades fijas a tareas y mensajes en
sistemas de tiempo real distribuidos basados en un modelo de
flujos con periodos y plazos. Para cada recurso planificable se
ejecuta un mo´dulo de asignacio´n de prioridades y un mo´dulo de
ana´lisis temporal comercial. Este heurı´stico obtiene peores re-
sultados que el algoritmo gene´tico propuesto en (Hamann et al.,
2006), aunque requiere de unos tiempos de computacio´n mucho
menores.
En (Mehiaoui et al., 2013) se realiza una extensio´n al traba-
jo de (Wozniak et al., 2013), mencionado anteriormente, consi-
derando el mismo modelo de sistema. El objetivo es minimizar
las latencias de los flujos e2e mientras se cumplen los requisitos
de tiempo real estrictos. Se desarrolla un heurı´stico basado en
dos etapas. Primero se aborda el problema de distribuir los eje-
cutables en tareas y el del despliegue y planificacio´n de e´stas.
La segunda etapa se basa en un proceso iterativo de dos niveles
que da como resultado una solucio´n optima, aunque so´lo para
sistemas a muy pequen˜a escala.
En (Klobedanz et al., 2013) se presenta un me´todo para el
despliegue y planificacio´n de tareas y mensajes en sistemas de
tiempo real distribuidos basados en .AUTOSAR. El objetivo es
obtener una topologı´a ECU-red reconfigurable y tolerante a fa-
llos, mientras se cumplen los requerimientos de tiempo real.
Cuando se detectan fallos se activan tareas redundantes aloja-
das en distintos nodos. La planificacio´n de cada computador se
realiza por prioridades segu´n DMS.
En (Garibay Martı´nez et al., 2014) se muestra un algoritmo
empleado para planificar tareas paralelas y distribuidas con re-
querimientos de tiempo real. Las denominadas tareas fork/join
son planificadas mediante prioridades fijas de acuerdo al es-
quema DMS y ejecutadas en una plataforma distribuida com-
puesta por elementos procesadores de un solo nu´cleo ide´nticos,
interconectados mediante una red de tiempo real. En un tra-
bajo posterior (Garibay-Martı´nez et al., 2015) se propone un
heurı´stico llamado DOPA (Distributed using Optimal Priority
Assignment), como extensio´n del cla´sico OPA (Audsley, 1991)
aplicado sobre sistemas de tiempo real distribuidos. Este algo-
ritmo permite abordar dos problemas relacionados entre sı´. Pri-
mero, la asignacio´n o´ptima de prioridades se lleva a cabo para
tareas independientes, para lo que las tareas con relaciones de
precedencia deben transformarse en independientes mediante
plazos intermedios. El segundo problema se refiere a la des-
composicio´n de ejecutables en tareas planificables. El algorit-
mo tambie´n busca alojar el mayor nu´mero de tareas en un mis-
mo computador para minimizar la carga de mensajes enviados
a trave´s de la red.
En el trabajo (Yoon and Ryu, 2015) se desarrolla un algorit-
mo de planificacio´n de tareas en sistemas de tiempo real distri-
buidos basados en arquitecturas AUTOSAR. Consiste en des-
componer los flujos e2e en tareas con plazos locales y asignar-
les prioridades, de manera que estos plazos locales se cumplan.
Primero el algoritmo resuelve estas dos cuestiones por separa-
do, y despue´s se desarrolla otro algoritmo que los aborda a la
vez. No considera ningu´n tipo de planificacio´n en la red de co-
municaciones.
En (Hu et al., 2015) se presenta un algoritmo para planifi-
car tareas y mensajes en sistemas de tiempo real distribuidos, en
los que el despliegue de tareas sobre computadores se considera
realizado previamente. Los flujos e2e pueden estar compuestos
por tareas y mensajes perio´dicos o aperio´dicos, y el objetivo
es que todas las instancias de todas las aplicaciones cumplan
sus plazos. El algoritmo primero ordena los flujos asigna´ndoles
prioridades, y despue´s las tareas y mensajes que los conforman
se planifican segu´n el algoritmo SHLF (Synchronized Highest
Level First). Finalmente se detallan dos procedimientos para
dar soporte a futuras re-planificaciones.
En el trabajo (Chen et al., 2016) se modelan particiones
(espacio-temporales) como tareas estrictamente perio´dicas y no
expulsables, que son desplegadas y planificadas sobre arquitec-
turas distribuidas basadas en IMA. Primero se aplica un algorit-
mo basado en MILP para obtener un factor de escalado ma´ximo
para aplicar a cada particio´n temporal, y despue´s un heurı´stico
basado en la teorı´a de juegos permite determinar el despliegue y
planificacio´n de cada una de ellas. Pueden cumplirse requisitos
de tiempo real ajustando el factor de escalado a los requisitos
temporales concretos.
En (Xie et al., 2016) se despliegan y planifican tareas en
un sistema de tiempo real distribuido, compuesto por compu-
tadores heteroge´neos y varias redes interconectadas mediante
Gateways que implementan funciones de criticidad mixta. La
planificacio´n se realiza mediante RR, y el objetivo del algorit-
mo es minimizar la ratio de plazos no superados mientras se
mantiene un rendimiento satisfactorio.
En (Deroche et al., 2016) se desarrolla un algoritmo para el
despliegue y la planificacio´n de particiones en elementos proce-
sadores de sistemas distribuidos de tiempo real. Las particiones
temporales vienen previamente definidas mediante su periodo y
su plazo. Se agrupan en flujos que se comunican mediante men-
sajes que tambie´n son considerados para el co´mputo del tiem-
po de ejecucio´n de peor caso total. El propio algoritmo decide
el nu´mero de elementos procesadores empleados. En (Deroche
et al., 2017) se extiende este trabajo empleando un algoritmo
que limita el espacio de bu´squeda de la solucio´n o´ptima, des-
cartando posibles soluciones sub-o´ptimas en cada etapa del al-
goritmo.
En (Bhat et al., 2017) se desarrolla un algoritmo para des-
plegar tareas en elementos procesadores de una arquitectura
distribuida, planifica´ndolas siguiendo el esquema RMS. El ob-
jetivo del algoritmo es minimizar el nu´mero de procesadores y
las latencias de las tareas desplegadas en ellos, mientras se cum-
plen todos sus plazos. Se asume que estos plazos son iguales al
periodo de cada tarea.
Este enfoque algorı´tmico es el ma´s utilizado en la optimi-
zacio´n del despliegue y planificacio´n de sistemas de tiempo
real distribuidos. Es probable que se deba a que son algorit-
mos eficientes, disen˜ados ad-hoc para resolver el problema que
se plantea.
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Tabla 1: Clasificacio´n de los trabajos revisados
Algoritmo Trabajo Problemas abordados Objetivos a minimizar RestriccionesDespliegue Planificacio´n Particiones Computadores Utilizaciones Tiempos Plazo-Periodo Memoria
GA
(Mitra and Ramanathan, 1993) Sı´ Cı´clica Respuesta
(Hou et al., 1994) Sı´ Cı´clica Respuesta
(Monnier et al., 1998) Sı´ Cı´clica Respuesta D = T
(Dick and Jha, 1998) Sı´ Cı´clica Coste Energia T < D
(Faucou et al., 2000) Sı´ Cı´clica D = T
(Oh and Wu, 2004) Sı´ Cı´clica Nu´mero Respuesta
(Yoo, 2009) Sı´ Cı´clica Nu´mero Respuesta
(Hamann et al., 2006) Prioridades D < T
(Shang et al., 2007) Sı´ Cı´clica Coste Energia Sı´
(Samii et al., 2009) Prioridades Respuesta
(Azketa et al., 2011a) Sı´ Prioridades Nu´mero Respuesta
(Wozniak et al., 2013) Sı´ Prioridades Respuesta Sı´
(Boutekkouk and Oubadi, 2014) Sı´ Prioridades Respuesta
(Ayari et al., 2016a) Sı´ Prioridades Respuesta Sı´
TS
(Porto et al., 2000) Sı´ Cı´clica Respuesta
(Chen and Lin, 2000) Sı´ Prioridades Nu´mero Red / Procesador Respuesta
(Lin et al., 2000) Sı´ Cı´clica Respuesta
(Jiang et al., 2017) Prioridades Energı´a Respuesta D < T
(Ta˘mas¸-Selicean and Pop, 2011b) Sı´ Cı´clica Sı´ Respuesta D < T
(Ta˘mas¸-Selicean and Pop, 2015) Sı´ Cı´clica Sı´ Coste certificacio´n Respuesta D < T
SA
(Tindell et al., 1992) Sı´ Cı´clica Red Respuesta T = D Sı´
(Burns et al., 1993) Sı´ Cı´clica Tareas de enrutamiento Respuesta
(Coli and Palazzari, 1995) Sı´ Cı´clica Respuesta
(Di Natale and Stankovic, 1995) Cı´clica jitter
(Vargas and de Oliveira, 2005) Sı´ Cı´clica
(He et al., 2010) Sı´ Prioridades Respuesta D = T
(Ta˘mas¸-Selicean and Pop, 2011a) Sı´ Jera´rquica Respuesta D ≤ T
(Pishdar and Akkasi, 2015) Sı´ Prioridades Respuesta D = T
CSP (Szymanek and Kuchcinski, 2001) Sı´ Cı´clica Memoria Respuesta Sı´(Ekelin and Jonsson, 2001) Sı´ Cı´clica Red / Procesador Respuesta D = T
SAT (Hladik et al., 2008) Sı´ Prioridades D = T(Metzner and Herde, 2006) Sı´ Prioridades
GP (Davare et al., 2007) Prioridades Respuesta
MILP
(Zheng et al., 2007b) Sı´ Prioridades Respuesta
(Zheng et al., 2007a) Prioridades
(Zhu et al., 2009) Sı´ Prioridades T harmo´nicos
(Al Sheikh et al., 2010) Cı´clica
(Zhu et al., 2012) Sı´ Prioridades Respuesta
(Blikstad et al., 2018) Sı´ Jera´rquica
CSP (Craciunas and Oliver, 2014) Sı´ Jera´rquica D ≤ T
MIP (Zhang et al., 2014) Cı´clica
ILP (Althaus et al., 2014) Sı´ Cı´clica D ≤ T
SMT - ILP (Minaeva et al., 2018) Cı´clica
BB
(Hou and Shin, 1997) Sı´ Cı´clica
(Peng et al., 1997) Sı´ Cı´clica Respuesta
(Richard et al., 2003) Sı´ Prioridades
HEU
(Gutie´rrez and Gonza´lez Harbour, 1995) Prioridades Respuesta
(Ramamritham, 1995) Sı´ Cı´clica D = T
(Braun et al., 2001) Sı´ Cı´clica Respuesta
(Braun et al., 2008) Sı´ Cı´clica Respuesta
(Ali et al., 2002) Sı´ RR
(Pedreiras and Almeida, 2004) Sı´ Prioridades / Cı´clica D = T
(Eles et al., 2000) Sı´ Cı´clica Respuesta
(Pop et al., 2000) Sı´ Cı´clica Respuesta
(Pop et al., 2001a) Prioridades D ≤ T
(Pop et al., 2004c) Sı´ Cı´clica D ≤ T
(Pop, 2007) Sı´ Prioridades / Cı´clica
(Qin and Jiang, 2006) Sı´ Prioridades Respuesta
(Neukirchner et al., 2011) Prioridades Respuesta
(Eisenbrand et al., 2010) Cı´clica Nu´mero T harmo´nicos
(Al Sheikh et al., 2011) Sı´ Cı´clica Sı´ Respuesta
(Mehiaoui et al., 2013) Sı´ Prioridades Respuesta
(Klobedanz et al., 2013) Sı´ Prioridades Respuesta
(Yoon and Ryu, 2015) Sı´ Prioridades Respuesta
(Garibay-Martı´nez et al., 2015) Sı´ Prioridades Uso de red D ≤ T
(Hu et al., 2015) Prioridades
(Xie et al., 2016) Sı´ RR
(Chen et al., 2016) Sı´ Cı´clica Sı´
(Deroche et al., 2016) Sı´ Cı´clica Sı´
(Bhat et al., 2017) Sı´ Cı´clica Nu´mero Respuesta D = T
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4. Resultados y trabajo futuro
La Tabla 1 recoge todos los trabajos que se han revisado
en este artı´culo. En ella se muestran los aspectos ma´s carac-
terı´sticos de cada contribucio´n de acuerdo con la metodologı´a
expuesta en el apartado 2 y la revisio´n detallada del apartado 3.
Cabe destacar que dado que en todos los trabajos recogidos el
objetivo es la planificabilidad del sistema, no se hace mencio´n
explı´cita de ello en la tabla.
El despliegue y planificacio´n de sistemas distribuidos de
tiempo real se ha abordado en gran cantidad de trabajos a lo
largo del tiempo. Existe una gran diversidad en los enfoques
empleados a la hora de proponer herramientas de optimizacio´n
para estos sistemas; si bien todos los recogidos en este artı´culo
tienen en comu´n el objetivo de cumplir con sus requerimientos
de tiempo real, los hay que simplemente plantean la asignacio´n
de prioridades a las tareas (Gutie´rrez and Gonza´lez Harbour,
1995), mientras que otros proponen la elaboracio´n de ejecutivos
cı´clicos (Di Natale and Stankovic, 1995). Otros como (He et al.,
2010) o (Pop, 2007) abordan a la vez, adema´s de la planifica-
cio´n, el despliegue de las tareas y los mensajes en arquitecturas
concretas. Adema´s, hay trabajos que buscan, sin perder de vista
su objetivo principal de cumplir con todos los plazos, optimi-
zar ciertos para´metros como por ejemplo el uso de recursos, ya
sean de computacio´n o equipamiento (Azketa et al., 2011a).
El presente trabajo no tiene por objetivo realizar un estudio
comparativo entre los trabajos recopilados. Ello se debe a que
para poder llevar a cabo una comparacio´n en la que se determi-
ne cua´les de todos los trabajos obtienen mejores resultados, los
modelos de sistema de todos ellos deberı´an ser completamen-
te homoge´neos, ası´ como los casos de estudio sobre los que se
han implementado y validado. E´sto resulta imposible, por lo
que las apreciaciones que pueden hacerse sobre los resultados
obtenidos en este estudio son comentarios cualitativos obteni-
dos mediante una interpretacio´n global de la tabla. E´sta en sı´
misma constituye un resultado que puede ser utilizado por futu-
ros investigadores para encontrar las referencias que se adecu´en
a los modelos o algoritmos con los que pretendan trabajar.
Cabe destacar, tal y como puede verse en la tabla, el redu-
cido nu´mero de trabajos que abordan el despliegue y la planifi-
cacio´n de sistemas de tiempo real distribuidos basados en par-
ticiones. Esto abre la vı´a para la investigacio´n en te´cnicas que
contemplen esta caracterı´stica tan necesaria en el desarrollo de
las aplicaciones de criticidad mixta ma´s modernas. Los avances
en la investigacio´n de te´cnicas de ana´lisis temporal para siste-
mas particionados sin duda ayudara´n a incrementar el nu´mero
de soluciones propuestas para este problema que se encuentra
en auge.
Otro aspecto destacable es que una gran mayorı´a de los tra-
bajos busca configuraciones en las que se minimice el tiempo
de respuesta del sistema. Resulta coherente, ya que en sistemas
en los que el no cumplimiento de plazos puede producir gra-
ves consecuencias minimizar el tiempo de respuesta reduce las
probabilidades de que e´sto ocurra.
Por u´ltimo, podrı´a decirse que tras el exhaustivo ana´lisis del
estado del arte realizado, quedan modelos de sistema realistas
que no han sido au´n estudiados. Tambie´n se ha constatado que
determinados algoritmos y te´cnicas de bu´squeda y optmizacio´n
no han sido aplicados sobre sistemas que siguen el modelo y los
esquemas de planificacio´n utilizados en este trabajo, lo que nos
motiva a continuar las labores de investigacio´n en este sentido.
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