We generalize to Haar Systems on groupoids some results related to entropy and pressure which are well known in Thermodynamic Formalism. Given a Haar system, we introduce a transfer operator, similar to the Ruelle operator, where the equivalence relation (the groupoid) plays the role of the dynamics and the corresponding transverse function plays the role of the a priori probability. We introduce the concept of invariant transverse probability and also of entropy for an invariant transverse probability as well as the pressure for transverse functions. We also explore the relation between quasi-invariant probabilities and transverse measures. In a section of examples the Rokhlin's disintegration theorem will play an important role when considering a large class of dynamically defined groupoids.
Introduction
Our purpose here is to extend the concepts of invariant probability, entropy and pressure from Thermodynamic Formalism to the setting of quasiinvariant probabilities, transverse functions and transverse measures, which are naturally defined on groupoids and Haar systems. Most of our results are on the measurable category.
The results we obtain can be seen as similar to the classical results of Thermodynamic Formalism. We refer the reader to [24] for results on Thermodynamic Formalism and to [7] , [14] , [25] for basic results on Haar systems, groupoids and transverse measures (see also [5] and [4] for a strictly measure theoretical perspective). But, in any case we point out that the present work is self contained for readers familiar with Thermodynamic Formalism.
The classical Kolmogorov-Sinai entropy is defined for probabilities which are invariant for a deterministic dynamical system. We point out that for a Haar system on a groupoid there is (in general) no underlying dynamical system. So the dynamical action will be replaced by the equivalence relation which is described by the groupoid. In the XY model described in [20] the number of preimages for each point (under the action of the shift) is not countable and an a priori probability is required in order to define entropy. The value of entropy depends on the a priori probability. Here the transverse function of the Haar system will play the role of the a priori probability.
On the setting of Haar systems the modular function plays the role of the potential in Statistical Mechanics. A quasi-invariant probability (also called KMS probability) for a given modular function plays the role of the DLR probability (also called conformal probability or the eigenprobability for the dual of the Ruelle operator) associated to a given potential (in the Statistical Mechanics setting, or, also in Thermodynamic Formalism). The concept of transverse measure -acting on measurable transverse functions -is a natural generalization of the classical concept of measure -acting on measurable functions -(see remark 27 after Theorem 26 and also example 49).
In section 2 we introduce the main notations and definitions concerning Haar Systems, which includes the concepts of transverse function, modular function, transverse measure and quasi-invariant probability. In section 3 we consider as an example the generalized XY model, as studied in [20] , and we show that any eigen-probability for the dual Ruelle operator is a quasiinvariant probability for the associated Haar System. In section 4 we consider particular modular functions and develop the main part of the paper studying Haar Systems from a Thermodynamic Formalism point of view. Particularly we introduce the concepts of entropy for transverse probabilities and pressure for transverse functions. In section 5 we exhibit examples and analyze the relations between the concepts introduced in this work with the classical ones for Thermodynamic Formalism.
In section 5 in [5] it was described the classical relation of quasi-invariant probabilities and transverse measures in the measure theoretical sense (see also [7] for the more general case). Results which were stated on [5] were of great help in establishing the formalism we will present here.
In section 5.2, which considers a large class of dynamically defined groupoids and quasi-invariant probabilities, the Rokhlin's disintegration theorem plays an important role.
As we said before most of the results which will be stated here are on the measurable category and it will not be required continuity or Hölder continuity (even though some more strong results can be obtained using these assumptions).
We refer to [31] , [23] and [30] for classical results on measurable dynamics. [14] , [11] and [12] are the classical references for Haar systems when the transverse function is the counting measure. For the relation of quasi-invariant probabilities with KMS states of C * -algebras (and von Neumann algebras) see [25] , [26] , [13] , [27] , [17] , [1] , [2] , [29] [19] and [5] . A different kind of relation between KMS states of C * -algebras and Thermodynamic Formalism is described in [8] , [9] and [10] .
Transverse functions and transverse measures
Consider a metric space Ω with metric d and denote by B the Borel sigmaalgebra on Ω. We fix an equivalence relation R on Ω and if two points x, y are related, we write x ∼ y. We denote by G ⊂ Ω × Ω the associated Groupoid
and by [x] = {y ∈ Ω | x ∼ y} the class of x. Examples of groupoids are the cartesian product G = Ω × Ω when [x] = Ω , ∀ x (where any two points are related) and the diagonal G = {(x, x) | x ∈ Ω} when [x] = {x} , ∀ x (where each point is related just with itself).
We consider over G the topology induced by the product topology on Ω × Ω and denote also by B the Borel sigma-algebra induced on G. Definition 1. We say that G is a measurable groupoid if the maps P 1 (x, y) = x, P 2 (x, y) = y, h(x, y) = (y, x) and Z( (x, s), (s, y) ) = (x, y), are Borel measurable.
If G is a measurable groupoid, then, in particular, each class [x], x ∈ Ω is a measurable set of Ω. In all this work we suppose that G is a measurable groupoid.
Definition 2.
A kernel λ on the measurable groupoid G is a map of Ω in the space of measures on (Ω, B), such that, 1) ∀y ∈ Ω, the measure λ y has support on [y], 2) ∀A ∈ B, we have that λ y (A), as a function of y, is measurable.
In some sense, the two above items corresponds to items i) and ii) in definition 5.14 (disintegration of a measure with respect to a partition ) in [28] . See also Theorem 45 below.
There is a subtle point on item 1) in the definition of kernel. An alternative definition could be: 1) for any y ∈ Ω the measure of λ y (Ω − [y]) = 0. Some of the results we get here could be obtained with this alternative condition (but we will not elaborate on that).
Definition 3.
A transverse function ν on the measurable groupoid G is a kernel satisfying ν x = ν y for any (x, y) ∈ G (that is x ∼ y). We denote by E + the set of transverse functions.
The concept of transverse function is a natural generalization of the concept of measurable non negative function f : Ω → R (see remark 27 after Theorem 26).
We denote by E the set of signed transverse functions. More precisely, ν ∈ E, if the family of measures (ν y ) + and (ν y ) − that form, for each y, the HannJordan decomposition of ν y are both transverse functions. An important example of signed transverse function is µ y (dx) := f (x)ν y (dx) where f : Ω → R is measurable and bounded and ν ∈ E + satisfies 1 ν y (dx) = 1 , ∀y. 
The classes can be identified as vertical lines of the unitary square. They are the local unstable leaves of a Baker map (see [5] for a complete discussion). Given a probability ν on [0, 1] and a measurable function ϕ : Ω → [0, +∞), we can interpret ϕ as a family of density functions ϕ a 1 : [ a 1 , · ] → R, each one acting in a vertical fiber, and define a transverse functionν which coincides with ϕ a 1 dν in the fiber [ a 1 , · ]. Then (G,ν) is a Haar system.
A kernel λ is characterized by the operator
acting over λ-integrable functions f : G → R. Given a kernel λ and a λ−integrable function g ≥ 0 we denote by gλ the kernel (gλ) y (dx) = g(x, y)λ y (dx). In this way
The convolution of two kernels λ 1 and λ 2 is the kernel λ 1 * λ 2 satisfying
for any λ
Definition 6. A modular function over the groupoid G is a measurable function δ : G → R, such that, for any x ∈ Ω, and any pair y, z ∈ [x] we have that δ(x, y) δ(y, z) = δ(x, z).
Definition 7.
A transverse measure Λ for the groupoid G and the modular function δ is a linear 1 function Λ : E + → R + , which satisfies the property: for each kernel λ such that for any y, we have λ y (1) = 1, then, if ν 1 and ν 2 are transverse functions satisfying ν 1 * (δλ) = ν 2 , it will be required that
The action of a transverse measure Λ on E + can be linearly extended to E (separating in the negative and positive part).
As we will see later the concept of transverse measure (acting on transverse functions) is a natural generalization of the classical concept of measure (acting by integration on functions) for the setting of Haar Systems (see remark 27 after Theorem 26 and also example 49).
Definition 8. Given a modular function δ, a grupoid G and a fixed transverse functionν, which is a probability for any y, we say that a probability M on Ω is quasi-invariant for the Haar system (G,ν) if for any bounded measurable function f : G → R,
In the Theorem 30 we exhibit, under certain hypotheses, a relation between transverse measures and quasi-invariant probabilities for modular functions in the particular form δ(x, y) = e V (y)−V (x) . There are different (analogous) definitions of quasi-invariant probability. For example in [21] and [22] there is no mention to transverse functions and the concept is defined via Borel injections (it is considered the concept of δ-invariant probability). For the existence of quasi-invariant probabilities in the measurable dynamics setting see [15] , [16] , [30] and [23] . For the case of continuous groupoids the existence is shown in [18] .
Here the transverse functionν (defining a Haar system) plays an important role. Note, however, that in the definition of transverse measure it is not mentioned a fixed Haar system.
Given an equivalence relation defining a groupoid G, suppose that [x] is a finite set for any x ∈ Ω. The saturation of a measurable set B ⊂ Ω is the subset of G given by
Consider the Haar system where the transverse function is the counting measure. In section 4.2 of [4] (or, in [11] ) it is shown (a classical result) that a probability M is quasi-invariant for some modular measurable function δ, if and only if, satisfies the condition
Example 9. Consider the example of Haar system where
each class is a vertical line andν a is the Lebesgue measure on each line. The classes are the local unstable leaves of a nonlinear Baker map (see [5] for a precise definition) F : Ω → Ω given by
1+α expanding transformation (F is a simplified version of an Anosov transformation). There is an interesting relation of the SBR probability for F and the quasi-invariant probability M (see [5] ) for the modular function δ given by
where for each n ≥ 0, the points b n (a 1 , y 1 ) and b n (a 1 , y 2 )) are, respectively, the successive n-preimages, of (a 1 , y 1 ) and (a 1 , y 2 ) which are close by in the same vertical line (local unstable).
The inspiring model
The purpose of this section is to present a preliminary example (the generalized XY model studied in [20] ) which can help the reader to understand why is natural the reasoning we will pursue on the following sections.
On this section is fixed a compact metric space K and the associated Bernoulli space
2 Ω = K N . Points x ∈ Ω are denoted by x = (x 1 , x 2 , ..., x n , ...). The groupoid G ⊂ Ω × Ω is defined from the equivalence relation x = (x 1 , x 2 , x 3 , ...) ∼ y = (y 1 , y 2 , y 3 , ...), if x j = y j , for all j ≥ 2. Observe that x ∼ y means that x = (a, y 2 , y 3 , ...), for some a ∈ K, which is equivalent to σ(x) = σ(y), where σ is the shift map. We say that a groupoid G which was defined in such way was dynamically defined. We will consider a more general class of dynamically defined groupoids in section 5.2.
We denote by m a fixed (a priori) probability on K (with support equal to K). Consider the transverse functionν, such that, for each y ∈ Ω and continuous function f : [y] → R, we have
In the case K = {1, 2, ..., d} is natural to take the probability m such that each point in K has m-mass equal to 1/d, but, "by no means" this has to be the only choice. Similarly, when K = S 1 it is also natural to consider the Lebesgue probability da as the a priori probability (see [3] ).
Given a Hölder function V : Ω → R, the associated Ruelle operator (acting on continuous functions) is defined by
Consider a Hölder function V : Ω → R and take as modular function δ(x, y) = e V (y)−V (x) . Denote by c the eigenvalue and ϕ the eigenfunction for the Ruelle operator L V . We denote by ρ the eigenprobability for L * V , which satisfies L * V (ρ) = cρ. In this way, if ϕ dρ = 1, the probability µ := ϕ ρ is the equilibrium probability for V (see [24] ). We denote by U the normalized Hölder potential
2 It describes the Statistical Mechanics system where the fiber of spins is the metric space K (that can be finite or not) and each site of the lattice is on N.
then, for any continuous function h,
. Such kind of expression appears in [6] . The next result is a generalization of a similar one in section 4 in [5] .
Proposition 10. Under above hypotheses and notations, the eigenprobability ρ for the dual Ruelle operator L * V is quasi-invariant for the modular function δ(x, y) = e V (y)−V (x) , that is, for all continuous function f : G → R we have
Proof: In this prove we denote dm(a 1 )dm(a 2 )...dm(a n ) by dm(a 1 , ..., a n ). We write y = (y 1 , y 2 , y 3 , ...) and for x ∈ [y] we write x = (a, y 2 , y 3 , ...). Let us define two auxiliary functions
and
Then,
We point out that the above probability ρ is not the unique quasi-stationary probability for such δ (see end of section 4 in [5] ).
A Thermodynamic Formalism point of view for Haar Systems
Now we return to the analysis of general Haar Systems (not necessarily as the previous generalized XY model). We consider a metric space Ω with the Borel sigma-algebra B and a measurable groupoid G. In all this section is fixed a Haar-system (G,ν) where the transverse functionν (see definition 3) satisfies 1ν y (dx) = 1, ∀y. In the present setting the dynamical action is replaced by the equivalence relation which is described by the groupoid G. The transverse functionν will play here the role of the a priori probability in the Thermodynamic Formalism for the generalized XY model.
A transfer operator for Haar systems
We will consider modular functions in the form δ(x, y) = e V (y)−V (x) , where V : Ω → R is a bounded and measurable function . Then a probability M on Ω is quasi-invariant for the Haar system (G,ν) and V , if satisfies the property
for all measurable and bounded function f (see definition 8).
Definition 11. A bounded and measurable function V : Ω → R is Haarnormalized for the Haar system (G,ν) (or simply,ν-normalized) if it satisfies
The above property corresponds in classical Thermodynamic Formalism to the concept of normalized potential for the Ruelle operator. Note that we do not assume that V is of Hölder class.
Definition 12.
A Haar-invariant probability for the Haar system (G,ν) will be a probability M on Ω, such that, for some Haar-normalized function
for all measurable bounded function f .
Remark 13. Any Haar-invariant measure is particularly quasi-invariant.
Remark 14.
In the Proposition 10 the probability ρ, which is an eigenprobability for L * V , is also quasi-invariant. It is necessary to assume that V is a normalized potential (for the Ruelle operator) in order to exhibit the case where the probability ρ is an invariant measure for the shift map. In this case such normalized potential V is also Haar-normalized and ρ is also a Haar-invariant measure for the Haar system (G,ν).
A probability M is Haar-invariant and associated to the normalized function V , iff, for any test function f we have
Furthermore, if M is Haar-invariant and associated to the normalized function V then, considering the particular case where f (z, w) = f (w), we get from (4) that
It follows that M is a fixed point for the operator H * V , defined below.
Definition 15. Given a measurable and bounded function U : Ω → R we define the operator H U acting in measurable and bounded functions by
If V is Haar-normalized, the dual operator H * V restrict to the convex set of probabilities on Ω satisfies, for any measurable and bounded function f ,
The above operator H V is not the Ruelle operator when one considers the particular setting of section 3. If L V is the Ruelle operator, then,
where σ is the shift map. We remark also that H V is not the Haar-Ruelle operator studied in [18] .
Proposition 16. M is Haar-invariant for (G,ν), iff, there exists a Haarnormalized (measurable) function V , such that, M is a fixed point for the operator H * V defined in (7). We will call e V a Haar-Jacobian of M.
Proof. In the above was shown that any Haar-invariant measure is a fixed point for the operator H * V . Now we suppose that a probability M satisfies, for any measurable and bounded function F ,
where V is Haar-normalized. In this way we want to prove that M is Haar invariant, that is, it satisfies (4). We begin analyzing the left hand side of (4). We fix a test function f , and, let F (y) := f (y, x)e V (x)νy (dx). Then,
Now we apply similar computations on the right hand side of (4).
It follows from Fubini's Theorem that the two sides of (4) are equal.
In the present setting -where there is no dynamics -the above result shows us that a natural way for getting the analogous concept of invariant measure can be obtained via a transfer operator (which is analogous to the Ruelle operator in symbolic dynamics). We observe that in this setting the operator is defined from an "a priori" measure that depends of the point y, which is the transverse functionν.
In the sequel on this section we describe some properties of the operators H U and H * V .
Proposition 17. For any given measurable and bounded function U, consider the operator H U as defined in (6) and the functionŨ (y) = e U (x)νy (dx), which is constant on classes.
If f is constant on classes then
2. The function V := U − log(Ũ ) is Haar-normalized. 3. If there exists some positive eigenfunction g (for a certain eigenvalue) for the operator H U , thenŨ need to be constant. This constant valueŨ is the corresponding eigenvalue (it is also positive). 4. IfŨ is constant and λ :=Ũ (y) , ∀y, then a (measurable) function g is eigenfunction for H U , iff, g is constant on classes. In this case H U (g) = λg.
Proof. -Proof of 1.
Proof of 2.
Proof of 3. Suppose that for some measurable and bounded function g > 0 and real number λ we have that H U (g) = λg. As H U (g) is constant on classes and H U (g) = λg, the function g is necessarily constant on classes too. It follows from 1. that H U (g) =Ũ g and therefore λg =Ũg. As g is positive we getŨ = λ. It follows from definition ofŨ that λ > 0. Proof of 4. If g is constant on classes, then, from 1. we get that
On the other hand, if g is an eigenfunction of H U , following the proof of 3., we get that g is constant on classes, and, furthermore H U (g) = λg.
In the above result the functionŨ plays the role of the eigenvalue of the operator H U . The normalization procedure (getting a Haar-normalized V from the given U) described by item 2. on the above proposition is much more simpler that the corresponding one in Thermodynamic Formalism (where one has to add a coboundary).
Corollary 18. Suppose that V is Haar-normalized. Consider the operator H V defined by (6) . If f is constant on classes, then,
Proof. If V is normalized, then,Ṽ = 1, and consequently, if f is constant on classes,
for any measurable and bounded function g, because H V (g) is constant on classes.
Example 19. If we consider the Groupoid defined from the equivalence relation x ∼ y, iff, x = y, then we have [y] = {y}, and, thereforeν is trivial, that is,ν y = δ y , over the set {y}. In this case, the unique Haar-normalized function is V ≡ 0. Furthermore, for any function U we get thatŨ = e U and U − log(Ũ) = 0 = V . In this model is quite simple to see that H V = Id and consequently any probability M is fixed for H * V . Then, we have:
• H V (f ) = f does not converge to a constant (it does not converge, for instance, to any possible given f dM).
Analyzing equation (5) it is natural the following reasoning: this equation could be solved independently for each class [y] and after this, the solutions could be combined (adding class by class) in order to get a probability M over all the space Ω. Furthermore, the weight that M has on each class seems to have no relevance in order to get a Haar-invariant measure. This remark is more formally presented in the next theorem.
Theorem 20. Let V be a Haar-normalized function and µ be any probability measure on Ω. There exists a unique Haar-invariant probability M with Jacobian e V and such that, for any bounded and measurable function g, constant on classes, we get
Particularly, as H V • H V = H V we get, for any integrable function f ,
This shows (see Proposition 16) that M is Haar-invariant with Jacobian e V . Furthermore, for any g constant on classes we have
Suppose now that M 1 and M 2 are Haar-invariant measures with jacobian e
for any bounded function g constant on classes. As, for any bounded function f , the function H V (f ) is constant on classes, we get On the other hand, for any given ǫ > 0, let y ǫ ∈ Ω be such that g(y ǫ )+ǫ > sup y∈Ω g(y). Let µ ǫ = δ yǫ . From above theorem there exists a probability M ǫ Haar-invariant, with Jacobian e V , such that,
Taking the supremum over Haar-invariant probabilities with Jacobian e V and observing that ǫ is arbitrary we completed the proof.
Transverse measures and Haar-invariant probabilities
General references on transverse measures are [14] and [7] ,. Remember that we consider fixed a certain Haar-system (G,ν) where the transverse functionν satisfies 1ν y (dx) = 1, ∀y. In this section we study in our setting the relation between a transverse measure Λ and a Haar-invariant probability M. We propose a more direct and simple discussion, under the present setting, similar to one that appears in section 5 of [5] . The goal is to prove Theorem 30 (which has a similar claim in section 5 in [5] but it will improved here). We will start by remembering some results in [5] .
Proposition 22. Given a transverse functionν, a modular function δ(x, y) and a quasi-invariant probability M, ifν * λ 1 =ν * λ 2 , where λ 1 , λ 2 are kernels, then,
This means
Proof: See proposition in the section 5 of [5] .
Asν y is a probability, for any transverse function ν we get
This shows that ν =ν * ν for any transverse function ν. Consequently, if λ is any kernel such that ν =ν * λ, thenν * ν =ν * λ. Applying the above proposition, we get, for any quasi-invariant probability M forν and δ,
Given the transverse functionν, a modular function δ(x, y) and an associated quasi-invariant measure M, we define (see Theorem 66 in the section 5 of [5] ) a transverse measure Λ as
where λ is any kernel satisfying ν =ν * λ. From now on we will consider a modular function δ(x, y) = e
where V isν-normalized and a Haar-invariant probability M with Jacobian e V . Furthermore, as in the present settingν y is a probability, we can take λ = ν, and define
The first result below provides an alternative expression for Λ in (8).
Proposition 23. Suppose that M is a Haar-invariant probability associated to the Jacobian e V . Then, for any transverse function ν, we get
Proof. As M is Haar-invariant (for the fixed transverse functionν) and associated to the Jacobian e V , if we call F (y) = e −V (y) e V (x) ν y (dx), then we get from (8) and Proposition 16 that, for any transverse function ν,
Definition 24. We say that a transverse measure Λ is a Haar-invariant transverse probability if it has modulus δ(x, y) = e V (y)−V (x) , where V is a Haar-normalized function, and, furthermore, Λ(ν) = 1.
We denote by M(ν) the set of all Haar-invariant transverse probabilities Λ for the Haar system (G,ν).
The next result corresponds to the Theorem 66 in [5] .
Proposition 25. Suppose that M is a Haar-invariant probability associated to the Jacobian e V . Then, Λ as defined by expression (9) is a Haar-invariant transverse probability.
Proof. Clearly Λ(ν) = 1. We want to show that Λ satisfies Definition 7 with δ(x, y) = e V (y)−V (x) . From (9) Λ is linear over transverse functions. Furthermore, if ν 1 * (δλ) = ν 2 , with λ y (1) = 1 , ∀ y, and δ(x, y) = e V (y)−V (x) , then, we have
The next two results complete the study of the relation between a Haarinvariant transverse probability Λ and a Haar-invariant probability M.
Proposition 26. Suppose that M is Haar-invariant and associated to the Jacobian e V . Let Λ be the transverse measure as defined by expression (9) . Consider the transverse function ν y (dx) = F (x)ν y (dx), where F is measurable and bounded. Then,
Proof: As M is quasi-invariant (see remark 13) we have
Remark 27. The above theorem says that the transverse function ν is a more general concept than a function F and the transverse measure Λ is a more general concept than a measure M. Note that if any class of the equivalence relation is finite, then, given any transverse function ν, there exists a function F , such that, ν y (dx) = F (x)ν y (dx).
Remark 28. If we consider a more general density ν y (dx) = F (x, y)ν y (dx), then, ν y (dx) is a kernel but not a transverse function, except if F (x, y) = F (x, z), for any z ∈ [y]. But in this case, as x ∈ [y], we get that F (x, y) = F (x, x), that is, F depends only of x as in the above theorem.
The next result shows us that any Haar-invariant transverse probability of modulus δ(x, y) = e V (y)−V (x) is of the form (9).
Proposition 29. Let Λ be a Haar-invariant transverse probability for the modular function δ(x, y) = e V (y)−V (x) , where V is Haar-normalized. Let us define a probability M on Ω which satisfies, for any measurable and bounded function F : Ω → R,
Then, M is a Haar-invariant probability with Jacobian e V . Furthermore, for any transverse function ν we have
Proof. Let λ y (dx) := e V (x)νy (dx). Then, as V is normalized, λ y (1) = 1 , ∀y. Claim: (ν * (δλ)) y (dz) = C(z)ν y (dz), where
is a constant function on the class of y.
In order to prove the claim we consider any test function f (x, y). Then, for each fixed y
This proves the claim.
Let M be defined by
for any measurable and bounded function F . As Λ is linear and Λ(ν) = 1 we obtain that M is a probability on Ω. As Λ is a transverse measure it follows from the claim (see Definition 7) that
It remains to prove that M is Haar-invariant with Jacobian e V . Let f : Ω → [0, +∞) be a measurable and bounded function and define ν y (dx) = f (x)ν y (dx). It follows from the above claim that
and, then, as Λ is a transverse measure we get
Therefore, by definition of M, we finally get
which, by linearity can extend the claim for any measurable and bounded function f . This shows that M is Haar-invariant with Jacobian e V . Now, we summarize the results of this section.
Theorem 30. Let V be a Haar-normalized function. There is an invertible map that associate for each Haar-invariant probability M over Ω, with Jacobian e V , a Haar-invariant transverse probability Λ of modulus δ(x, y) = e V (y)−V (x) . For any given M the associated Λ obtained by this map satisfies
On the other hand, given Λ, the associated M by the inverse map satisfies F (y) dM(y) := Λ(F (x)ν y (dx)), for any F measurable and bounded.
Entropy of transverse measures
On this section remains fixed a Haar-system (G,ν) where the transverse functionν satisfies 1ν y (dx) = 1, ∀y. We use the notations and hypotheses of Theorem 30. Remember that we denote by M(ν) the set of Haar-invariant transverse probabilities Λ for the Haar system (G,ν). In some sense (see Theorem 30) the set M(ν) corresponds in Thermodynamic Formalism (Ergodic Theory) to the set of invariant probabilities.
We will be able to extend some concepts in Ergodic Theory concerning entropy to the Haar system formalism. The transverse functionν will play the role of the a priori probability in [20] (where one can found the motivation for the definition below).
Our concept of invariant probability does not necessarily coincide with the one in classical measurable dynamics.
Definition 31. We define the entropy of a Haar-invariant transverse probability Λ relative toν (or relative to (G,ν)) as
If Λ has modulus δ(x, y) = e V (y)−V (x) , where V is Haar-normalized, and M is the corresponding Haar-invariant probability given in Theorem 30, then we get
As we define entropy just for transverse measures in the set M(ν), it follows from Theorem 30 that we are defining similarly entropy for any Haarinvariant probabilities.
Theorem 32. Suppose Λ ∈ M(ν) has modulus δ(x, y) = e V (y)−V (x) , where V is a Haar-normalized function. Then,
where M is defined in Theorem 30.
Proof. (This proof follows ideas from [20] ) By construction M is Haar-invariant with Jacobian e V . The second equality on expression (10) is a consequence of Theorem 30. In order to prove the first equality we consider a general Haar-normalized function U, and then, we claim that
From this inequality we obtain
which proves that
In order to prove (11) we consider again the operator
The probability M satisfies H * V (M) = M according to Proposition 16. Let u = e U −V . Then, u e V −U = 1, and moreover H V (u)(y) = 1, for any y. It follows that
Therefore,
because for any y we can consider the probability e V (x)νy (dx) and apply the Jensen's inequality, in the following way,
Proposition 33. The entropy above defined has the following properties:
Proof. -Proof of 1.: Just take V = 0 which is Haar-normalized. Proof of 2.: Suppose Λ = a 1 Λ 1 + a 2 Λ 2 , where Λ 1 and Λ 2 are Haar-invariant transverse probabilities, a 1 , a 2 ≥ 0 and a 1 + a 2 = 1. Then,
Proof of 3.: Let V be a Haar-normalized function, such that, Λ has modulus e V (y)−V (x) . Given any ǫ > 0, we have that Λ n (−Vν) ≤ Λ(−Vν) + ǫ = hν(Λ) + ǫ, for sufficiently large n. Then, for sufficiently large n we get
Pressure of transverse functions
In this section remains fixed a Haar system (G,ν) where the transverse functionν satisfies ν y (dr) = 1, ∀y.
Definition 34. We define theν-Pressure of the transverse function ν by Pν(ν) = sup
A transverse measure Λ ∈ M(ν) which attains the supremum on the above expression will be called an equilibrium transverse measure for the transverse function ν.
In the following we use the notation M V to denote a Haar-invariant probability with Jacobian e V . Remember from Theorem 20 that there are several of such associated probabilities.
It follows from theorems 30 and 32 that
Pν(ν) = sup
which, from proposition 16, can be rewritten as
The cases where ν is of the form ν = U(x)ν y (dx) are studied below. In these particular cases is natural to interpret ν as the function U : Ω → R and, using Theorem 30, to interpret Λ as the associated probability M on Ω.
Proposition 35. Suppose that U isν-normalized. Consider the transverse function ν = U(x)ν y (dx). Then, Pν(ν) = 0. If M U is any Haar-invariant probability with Jacobian e U and Λ U is the associated transverse measure from Theorem 30, then Λ U is an equilibrium for ν.
Proof.
Pν (ν) = sup
From (11) the last expression is smaller then zero and, on the other hand, taking V = U, as a particular V under the supremum, the last expression is equal to zero. Then, the choices V = U and any probability M U attain the supremum.
For the next result we suggest the reader to recall (in advance) the claim of Proposition 17 before reading it.
Proposition 36. Consider the transverse function ν = U(x)ν y (dx), where U is measurable and bounded, but not necessarilyν-normalized. Suppose that U (y) = e U (x)νy (dx) is a constant function,Ũ(y) = λ for all y. Then,
Proof. From Proposition 17 the function U − log(λ) is normalized. Then,
where the last equality is a consequence of (11) together with the fact that we can take also V = U − log(λ) under the supremum.
Now we consider the general case whereŨ is not constant.
Proposition 37. Consider the transverse function ν = U(x)ν y (dx) where U is bounded and measurable, but not necessarily normalized. LetŨ(y) = e U (x)νy (dx). Then,
Proof. First note that
On the one hand, from (11), as U − log(Ũ ) is normalized we get
On the other hand, choosing V = U − log(Ũ ) we get
AsŨ is constant on classes then from Corollary 21 we conclude the proof.
Remark 38. If there exists y 0 ∈ Ω satisfying sup y∈Ω [log(Ũ(y))] = log(Ũ(y 0 )), then, taking µ = δ y 0 and applying Theorem 20, there exists a Haar-invariant probability M U −log(Ũ ) satisfying
In this case, if Λ is the transverse measure associated to M U −log(Ũ ) by Theorem 30, then Λ is an equilibrium for ν.
We observe that Pν(·) plays the role of the Legendre's transform of −hν(·). As −h is convex it is natural to expect an involution, that is
Proposition 39.
Proof. We observe that for any ν we have, by definition of pressure,
It follows that
On the other hand, if Λ as modulus e V (y)−V (x) , where V isν-normalized, then, taking µ y (dx) = V (x)ν y (dx) we get, from Theorem 32 and Proposition 35, hν(Λ) = −Λ(µ) and Pν(µ) = 0.
Examples

Entropy and pressure in the XY model
We consider the hypotheses and notations of section 3. In this case it is easy to see that
where L V is the classical Ruelle operator. We say that a bounded and measurable potential V is normalized if it satisfies L V (1) = 1.
Proposition 40. V is normalized, iff, V is Haar-normalized.
Proof. If V is normalized then for any y ∈ Ω we have
which proves that V is Haar-normalized. If V is Haar-normalized, then for any given y ∈ Ω we choose z ∈ Ω, such that, σ(z) = y. It follows that
Proposition 41. If a probability measure M on Ω satisfies L * V (M) = M, for some normalized Hölder function V , then, it is Haar-invariant.
Proof. From propositions 10 and 16 we conclude that M is Haar-invariant with Jacobian e V .
The identification of σ-invariant probabilities and Haar-invariant probabilities is in general false. There exists Haar-invariant probabilities which are not invariant for the shift map and reciprocally, as next example shows.
Example 42. Let µ be any probability measure on Ω, such that the pushforward probability ν defined from f dν := f •σ dµ is not invariant for the shift map 3 . From Theorem 20 there exists a Haar-invariant probability M, such that, f • σ dM = f • σ dµ, for any measurable and bounded function f (because f • σ is constant on classes). If M were invariant for the shift map, then
which is a contradiction, because ν is not invariant.
On the other hand, there are shift-invariant probabilities which are not Haar-invariant for a fixed Haar-system (G,ν). For instance, consider M = δ 0 ∞ where 0
In this case, supposing by contradiction that M is Haar-invariant, where, for each x,ν x is identified with the Lebesgue measure m on [0, 1], there must be a measurable and bounded function V such that for any measurable and bounded function f
This is impossible because, as functions of f , the value on the right side can be easily changed without affecting the mean of the left side.
Proposition 43. Let M be the equilibrium measure for a normalized function V . Let Λ be the transverse measure defined by (9) . Then, hν(Λ) = − V dM.
Proof. The claim easily follows from Theorem 32.
The above proposition shows that the Haar-entropy is a natural generalization for Haar-Systems of the Kolmogorov-Sinai entropy. We refer to [20] for a discussion regarding Kolmogorov-Sinai entropy and the concept of negative entropy for the generalized XY model.
The concept of pressure is very different when considered the Thermodynamic Formalism setting instead of Haar Systems. As an example of this fact, note that in Thermodynamic Formalism we have
for any continuous function f . On the other hand, in Haar Systems, if we consider a transverse function ν in the form ν = Uν, where U = f • σ, then U is constant on classes. It follows that log(Ũ ) = U, and, from Proposition 37, we get
But, if we consider the transverse function fν,
The main reason for the difference between the two kinds of pressure is in some sense described in Example 42. When we consider the Haarentropy for a different set of probabilities and then consider the pressure, as a "Lengendre's transform" of −h (which is defined over this different set), it is natural to get a different meanings for pressure.
Haar-systems dynamically defined
Assume that Ω is a complete and separable metric space and B denotes the Borel sigma algebra on Ω. In this section we generalize results of section 3.
Suppose that T : Ω → Ω is a continuous map and consider the groupoid G defined be the equivalence relation x ∼ y, iff, T (x) = T (y). In this way any class is closed and any transverse functionν (which is a probability on each class) can be identified as a choice of a probability m y over the set T −1 (y), for each y ∈ Ω. For any measurable and bounded function U : Ω → R and transverse functionν we define the generalized Ruelle Operator
where
, that is, ν x is a probability m y , if x ∈ T −1 (y). We say that a measurable and bounded function V is normalized if
Proposition 44. Under above hypotheses and notations, suppose that an invariant probability M for T satisfies L * V (M) = M, for some normalized (measurable and bounded) function V . Then, H *
The definition of entropy hν in this work can be applied to the case of any invariant measure M satisfying L * V (M) = M, for some V normalized. Such M is associated with a transverse probability Λ by Theorem 30.
In section 2 the a priori probability m y is a fixed probability m independently of y in a natural way, because in that example the pre-images of any point y are identified with a fixed set K, where Ω = K N . Observe that for a general dynamic system there is not a natural identification of pre images of different points, that is, the sets T −1 (y) and T −1 (z) can be of quite distinct nature. One of the simplest examples of such kind are subshifts of finite type, where distinct points can have sets of pre-images with different cardinalities. In the present general case, in contrast with the XY model (described before), it is natural to take as an a priori probability a general transverse function.
In contrast with Example 42, the next theorem shows that any T −invariant probability can be seen as a Haar-invariant probability. The items 1. and 2. of the theorem say that µ x is some kind of kernel, when considered almost every point (M-a.e.) x ∈ Ω (see Definition 2). The item 3. says that this "kernel" is a transverse function and the item 4. says that M is "Haarinvariant" with Jacobian J = e V = 1. In the proof we use the Rokhlin's disintegration theorem. A reference for this topic is chapter 5 in [28] .
Theorem 45. Let Ω be a complete and separable metric space and T : Ω → Ω be a continuous map. Consider the groupoid G defined from the equivalence relation x ∼ z, iff, T (x) = T (z).
Then, for any fixed T -invariant probability M on Ω, there exists a family {µ
x | x ∈ Ω} of probabilities on Ω satisfying:
for any measurable and bounded function f : Ω → R.
Proof.
As Ω is a complete and separable metric space there exists an enumerable base of open sets A 1 , A 2 , A 3 , .... This means that for each point x ∈ Ω and open set U containing x there exists some A i satisfying x ∈ A i ⊆ U. Let P be the partition of Ω defined in the following way: x and z belong to the same element of the partition, iff, χ A i (T (x)) = χ A i (T (z)), for any i ∈ N. We observe that P is the partition of Ω in the classes of G, that is, two points x and z are on the same element of the partition P, iff, T (x) = T (z). Indeed, clearly x ∼ y implies that x and y belong to the same element of the partition. Reciprocally, if T (x) = T (y), there exists an open set U such that T (x) ∈ U and T (z) / ∈ U. It follows that for some A i we have T (x) ∈ A i ⊆ U and T (z) / ∈ A i , which proves that x and y belong to different elements of the partition.
We claim that P is a measurable partition. Indeed, it's only necessary to consider the partitions P n , n ∈ N, defined in the following way: two points x and z belong to the same element of the partition P n , iff, χ A i (T (x)) = χ A i (T (z)), for any i ∈ {1, ..., n}. Observe that P n has 2 n elements,
and P = n≥1 P n . This proves the claim.
Remember that two points x and z are on the same element of the partition P, iff, T (x) = T (z). We denote by P y the element of the partition P that contains the pre images of y, that is, P y = {x ∈ Ω | T (x) = y}. Observe that we can identify Ω with P from y → P y . We define π : Ω → P by the rule: π(x) is the element of the partition P that contains x. In this way π(x) = P y , iff, T (x) = y. We say that Q ⊆ P is measurable if the set π −1 (Q) is a measurable subset of Ω. For a given invariant probability M on Ω we associate a probabilityM on P bŷ
where Q ⊆ P is measurable. Observe that using the identification y → P y , for any given measurable subset Q ⊂ Ω we can associate the measurable subset Q = {P y | y ∈ Q} of P. Furthermore, as M is T -invariant,
As the metric space Ω is complete and separable and the partition P is measurable, from Rokhlin's disintegration theorem (see [28] ), any invariant probability M admits a disintegration, which is a family of probabilities {m P | P ∈ P} on Ω satisfying, for any measurable set E ⊂ Ω, 1. m P (P ) = 1, forM −a.e. P ∈ P 2. P → m P (E) is measurable 3. M(E) = m P (E) dM(P ) Using the identification y → P y we obtain a family of probabilities {m y | y ∈ Ω} on Ω satisfying, for any measurable set
We define, for each x ∈ Ω, the probability µ
e. x ∈ Ω. Furthermore, for a fixed measurable set E, as x → y = T (x) and y → m y (E) are measurable maps, we obtain that x → µ
x (E) is measurable. In order to conclude the proof it remains to prove the item 4. of the theorem. For any measurable and bounded function f : Ω → R we have, from 3'. and using the fact that M is T -invariant,
In the next corollary we suppose that any class is finite and we consider the transverse function which is the counting measure on each class. We remark that it is a finite measure but not a probability. Anyway, an easy normalization is sufficient to get a probability, that is, to replace T (x)=T (z) by
Corollary 46. Suppose that M is a complete and separable metric space and suppose that the continuous map T : M → M is such that any point y has a finite number of pre images. Then, for any T -invariant probability M there exists a bounded function J defined for M−a.e. x ∈ Ω (a Haar-Jacobian of M) satisfying, for M−a.e. x ∈ Ω, T (x)=T (z) J(z) = 1 and
Proof. Using the notations of the proof of the above theorem, as for M-a.e. x the probability µ x has support in the finite set [x], there exists, for any such x, a function J x defined over the class of x satisfying µ x ({z}) = J x (z), for any z ∼ x. We define a function J a.e. by J(z) = J Example 47. If Ω ⊆ {1, ..., d} N is a subshift of finite type, defined from an aperiodic matrix, and M is an invariant probability for the shift map σ, then for M-a.e. x ∈ Ω, x = (x 0 , x 1 , x 2 , ...), there exists .
In Thermodynamic Formalism this function J (called Jacobian of the measure or, sometimes the inverse of the Jacobian) is M−integrable and for any measurable and bounded function f : Ω → R it satisfies f (y) dM(y) = σ(z)=y J(z)f (z) dM(y).
As M is σ-invariant, for any measurable and bounded function f , f (y) dM(y) = σ(z)=σ(y) J(z)f (z) dM(y).
Therefore, M is also Haar-invariant with Haar-Jacobian J.
The Kolmogorov-Sinai entropy of M is given by
which is compatible with the definition of Haar-entropy of M, introduced in this work.
Note that in the case of the groupoid of section 3 (taking V continuous and positive and assuming that the equivalence classes are finite) if ρ is an eigenprobability for the operator H * V associated to the eigenvalue λ > 0, then the condition (3) is true for any cylinder set B. Indeed, λ I B dρ = L V (I B )(σ) dρ.
Extremal cases
In this section we suppose that Ω is measurable and consider as examples two extremal cases which are: 1) the case where [x] = Ω , ∀ x ∈ Ω, and 2) the case where [x] = {x} , ∀ x ∈ Ω. We will explore on these examples the meaning of the theoretical results we get before. In this procedure we will recover some classical concepts which are well known on the literature. This shows that our reasoning is quite justifiable.
Example 48. Consider the case [x] = Ω for any x ∈ Ω, that is x ∼ y, for any x, y ∈ Ω. In this case, the transverse functions are the measures on Ω and we fix a probability m (that plays the role of the transverse functionν on Ω). The Haar System (G, m) will remain fixed on this example. A function V is Haar-normalized if e V (x) dm(x) = 1.
For any function f we have that H U (f ) is constant and equal to e U (x) f (x)dm(x). A probability M is Haar-invariant with Jacobian e V , iff, dM = e V dm, because H * V (M) = M means f (x)e V (x) dm(x) = f (y)dM(y) , ∀ f.
For a fixed Haar-invariant probability M with Jacobian e V we associate the transverse measure Λ acting on measures as Λ(ν) = e V (x) dν(x)dM(y) = e V (x) dν(x).
On this way, it is more natural to consider that for a Haar-normalized function V we associate to it the above Λ -which is the unique transverse probability for the modular function δ(x, y) = e V (y)−V (x) .
The entropy of Λ associated to V is h m (Λ) = − V (x)dM(x) = − V (x)e V (x) dm(x).
If we call P (x) = e V (x) , then, h m (Λ) = − P (x) log(P (x))dm(x), which is a classical expression of the entropy when there is no dynamics.
The pressure of a measure ν satisfies
Then, P m (ν) = sup P >0, P (x)dm(x)=1
[ P (x) dν(x) − P (x) log P (x)dm(x)].
If dν = Udm, then,
[ U(x) P (x)dm(x) − log(P (x)) P (x)dm(x)] P rop. 37 = log e U (x) dm(x).
Note that e U (x) dm(x) (after normalization) is a classical expression for the Gibbs probability for the potential U (when there is no dynamics).
Example 49. Suppose that [x] = {x} for any x ∈ Ω, that is x ∼ y, iff, x = y. In this case any transverse function is a function ν. Indeed, for each x, we associate the class [x] = {x}, and then we assign to it a positive number ν(x). We fix asν y the Dirac delta measure on {y}, for each y ∈ Ω, that is, ν is the constant function 1. We consider fixed the Haar System (G,ν).
The unique Haar-normalized function is V ≡ 0 and any probability M on Ω is Haar-invariant with Jacobian e V = 1. For any function U we have log(Ũ ) = U and U − log(Ũ ) = 0 = V .
For each probability M we associate a transverse measure Λ by Λ(ν) = e V (x) ν y (dx)dM(y) = ν(y) dM(y).
On the other hand, as [x] = {x}, the unique modular function is δ(x, x) = 1. Then, any transverse measure has the above form. The entropy of any transverse probability Λ is equal to 
