Methods for the selection of a research and development (R&D) project portfolio have attracted considerable interest among practitioners and academics. However, these methods have found limited use in practice, partly because they have encountered difficulties in capturing uncertainties and interdependencies related to R&D projects. Motivated by these difficulties, we develop Contingent Portfolio Programming (CPP) which extends earlier approaches in that it (1) uses states of nature to capture external uncertainties, (2) models resources through dynamic state variables, and (3) provides explicit guidance for the selection of a portfolio which is compatible with the decision maker's risk attitude. While CPP is framed here in the context of R&D project portfolios, it is applicable to a variety of investment problems where the dynamics and interactions of investment opportunities must be accounted for.
Introduction
The selection of research and development (R&D) projects has attracted considerable interest among researchers of technology and project management as well as in the field of operations research (OR): These projects are often crucial to the competitiveness of high-technology companies and they involve a wide array of characteristics, ranging from resource constraints to uncertainties, that can potentially be captured by using OR techniques. A large variety of methods have been employed to tackle the task: scoring methods such as value trees and the analytic hierarchy process (AHP; Saaty 1980) , optimization models for project portfolio selection (see, e.g., Luenberger 1998 , p. 106, Gear et al. 1971 , Baker 1974 , Baker and Freeland 1975 , Jackson 1983 , Fox et al. 1984 , Schmidt and Freeland 1992 , Ghasemzadeh et al. 1999 , and dynamic programming methods such as decision trees and real options (Hespos and Strassmann 1965 , Dixit and Pindyck 1994 , Amram and Kulatilaka 1999 . However, many of these have rarely been taken into use in the industry (see, e.g., Liberatore and Titus 1983) , partly because the methods have encountered difficulties in capturing some of the phenomena relevant to R&D portfolio selection and partly because the methods have sometimes been so complex that practitioners have been unable to apply them properly in specific problem settings.
By drawing upon the literature on decision analysis, economics, and portfolio selection, this paper develops Contingent Portfolio Programming (CPP) which captures most of the key characteristics of R&D portfolio selection and which is easy enough for practitioners to employ in different problem contexts. This method models R&D projects as risky assets that consume and produce resources (such as money, available workforce, and equipment) over multiple time periods. Uncertainties are explicitly captured through a state tree, which is similar, for example, to the scenario tree used in stochastic programming (see, e.g., Birge and Louveaux 1997) and to the event tree proposed by Debreu (1959, Ch. 7) . Moreover, the method allows sequential decision making in order to capture the staged nature of R&D projects (cf., e.g., the Stage-Gate process of Cooper 1993 and Gear and . From practitioners' point of view, it is also advantageous that CPP leads to linear programming models which are easy to solve by using standard software packages and which can readily be understood with a moderate level of mathematical education.
One of the main subjects of theoretical interest in this paper is the justification of CPP's objective function, which does not abide by the axioms of expected utility theory (see von Neumann and Morgenstern 1947 , Samuelson 1952 , and Fishburn 1970 , 1977 but which captures some important aspects of multi-periodic portfolio selection such as portfolio variability and the time value of money. The objective function is based on a combination of a mean-risk model (Markowitz 1959 (Markowitz , 1987 ) and a value function (Keeney and Raiffa 1976, Dyer and Sarin 1979) and it is concerned with the decision maker's (DM) resource position (i.e., a stock of all resources) at the end of the planning horizon (i.e., the DM's final resource position). This objective function is consistent with the first and second degrees of stochastic dominance (Levy 1992; Whitmore and Findlay 1978; Ogryczak and Ruszczynski 1999, 2001 ) and with the principle of maximizing the present value of the portfolio. Yet, the objective function suffers from the disadvantage that it yields dynamically inconsistent decision recommendations (see, e.g., Machina 1989) , but this is a feature that cannot be avoided if we are to obtain certain desirable properties that cannot be gained under expected utility theory.
The rest of the paper is structured as follows. §2 provides an overview of earlier approaches and §3 presents an introductory example of CPP. The mathematical development of CPP is given in §4, followed by a discussion in §5. §6 concludes the paper with suggestions for future research directions.
Earlier Approaches
Several methods for the selection and management of an R&D project portfolio have been developed during the past few decades. Reviews on the subject include, for example, Gear et al. (1971) , Augood (1973) , Baker (1974) , Gear (1974) , Baker and Freeland (1975), Jackson (1983) , Booker and Bryson (1985) , Souder and Mandakovic (1986) , Weber et al. (1990) , Martino (1995) , and Henriksen and Traynor (1999) , among others. As conveyed by these reviews, R&D project selection methods can be categorized into three groups: (1) scoring models, (2) optimization models, and (3) dynamic programming models, each of which is concerned with different aspects of the same problem. Among these, the two latter groups are more relevant to CPP, wherefore we consider here them only. Still, also some of the ideas appearing in scoring models, such as consideration of multiple attributes, are included in CPP through the use of value functions. Table 1 summarizes the main characteristics of the approaches discussed in the following.
______________________________________________________________________ INSERT TABLE 1 AROUND HERE ______________________________________________________________________

Optimization Models
Optimization models for R&D project selection can be viewed as extensions of standard capital budgeting models (see, e.g., Bell et al. in Gear et al. 1971 , Luenberger 1998 ). An advantage of these models is that they are able to capture complex problems with project interdependencies and resources constraints. However, most of these models do not consider uncertainties associated with the projects' outcomes, which makes it impossible to attach risk measures to the resulting portfolios. Also, these models rarely offer possibilities for reacting to new information, even though the staged nature of projects is one of the defining characteristics of R&D activities (see, e.g., Lockett and Gear 1973) .
Arguably, inadequate recognition of uncertainties is the main problem of optimization models for R&D project selection. Uncertainties have been addressed through models based on utility functions (see, e.g., Mehrez and Sinuany-Stern 1983) , fuzzy set theory (see, e.g., Booker and Bryson 1985, Weber et al. 1990) , and chance-constraints (see Gear et al. 1971 , Jackson 1983 , Czajkowski and Jones 1986 , but these, however, rely on restrictive assumptions about the nature of uncertainty or about the DM's preferences for risk. The models of Gear and Lockett (1973) and Heidenberger (1996) (see also Gear 1974 ) also offer an advanced degree of risk management by allowing the DM to react to the arrival of new information. However, they do not account for the variability of the portfolio and hence fail to imply diversification, which is one of the main principles of portfolio selection (Markowitz 1952, pp. 77-78) .
Another limitation in some optimization models (e.g., Gear and Lockett 1973 , Czajkowski and Jones 1986 , and Ghasemzadeh et al. 1999 ) is that inputs and outputs are separated so that projects cannot produce inputs for other projects. These models are often further limited by the assumption that there exists a predefined, static resource supply for each time period (see, e.g., Ghasemzadeh et al. 1999 and Gear and . These limitations are problematic, because they make it impossible to invest profits for later or immediate use in new projects. Dynamic consideration of resources is therefore called for, particularly in models that draw on discounted cash flow (DCF) analysis, because discounting is based on the possibility to deposit money at an interest rate. Early attempts to capture resource dynamics are presented in the model of Brandenburg and Stedry (see Gear et al. 1971 ).
Finally, the explicit elicitation of project interactions entails challenges as well (see, e.g., Santhanam and Kyparisis 1996 , Schmidt 1993 , Czajkowski and Jones 1986 , Fox et al. 1984 , Aaker and Tyebjee 1978 , Gear et al. 1971 . The approach of Santhanam and Kyparisis (1996) , for example, requires the analyst to directly specify the synergetic impacts of selecting simultaneously sets of two or more projects. In practice, such impacts may be difficult to assess unless there is a clear understanding what the underlying relationships are and how they map on financial outcomes.
Dynamic Programming Models
The staged nature of R&D projects has motivated the development of several dynamic programming models. Two approaches are the most widely used: (1) decision trees based on deci-sion analysis (see, e.g., Hespos and Strassmann 1965) and (2) real options that have evolved from the theory of options pricing (see, e.g., Dixit and Pindyck 1994, Hull 1999) . Comparative analyses of these approaches are given by Smith and Nau (1995) and Faulkner (1996) . Dynamic programming models incorporate the structure of consecutive decisions and uncertainties in a single R&D project and thus account for the arrival of new information. However, they do not explicitly address project interactions or resource restraints, which limits their potential in R&D portfolio management. Indeed, there are several issues that make it difficult to model a portfolio selection problem as a single decision tree: For example, the analyst must calculate available resources at each node in order to find out feasible decision alternatives and the same goes for the derivation of portfolio outcomes from project outcomes where synergies have to be accounted for. Furthermore, the rate at which the number of decision alternatives increases by the number of projects is enormous, especially if the projects include several consecutive decisions: Even in the simplest case, where only the starting of the projects is investigated, a portfolio with n projects leads to 2 n different feasible portfolios (and decision alternatives). Likewise, the incorporation of quantitative choices, such as recruitment of 0-100 new employees, significantly enlarges the size of the decision tree. In recognition of these difficulties, some attempts to link decision trees with portfolio models have been made (Heidenberger 1996, Gear and , but these have enjoyed little use, partly because the developed models do not have accounted for the variability of the portfolio or resource dynamics. Also, the underlying mathematics or the associated notation has perhaps been too difficult for practitioners to understand, as these methods are aimed for advanced users and little explanation of the mathematics involved is provided at least in Heidenberger's paper.
While several articles describe the application of decision trees to R&D project valuation (see, e.g., Sharpe and Keelin 1998) , relatively few real-world cases on the use of real options have been reported, although the theoretical literature has grown rapidly since the early 1990's (see, e.g., Dixit and Pindyck 1994 , Amram and Kulatilaka 1999 , Faulkner 1996 , Smith and Nau 1995 . Apart from the novelty of the approach, the paucity of industrial applications can be partly attributed to the difficulties of modeling uncertainties in R&D through continuous stochastic processes. Another explanation may be that a decision tree is a more flexible way of capturing uncertainties and decision opportunities in R&D than the real options approach, which relies on techniques originally devised to price financial derivatives.
Necessary Features and Contribution
In view of The primary contribution of this paper is the development of a method that captures all of the aforementioned features, except project synergies, which can, however, be incorporated through specific kind of modeling as discussed in §4.4. From the practical point of view, an advantage of the method is that the resulting models are faster to solve than many of the earlier R&D portfolio selection models, because CPP leads to linear programs. Since these programs are also relatively simple from a technical point of view, CPP can readily be extended to capture additional characteristics of specific portfolio selection problems.
Furthermore, this paper seeks to justify the present approach on theoretical grounds. In this sense, this paper presents a theory of how a multi-periodic investment portfolio should be selected, not just merely a novel linear programming model. Indeed, the contribution of this paper goes mainly to the fields of multi-periodic portfolio selection and R&D management rather than to the field of mathematical programming. Also, much work has been done to end up in a model that can readily be applied in the industry. This aim has influenced some theoretical choices, such as the selection of the risk measure, for example.
Introductory Example
In CPP, the DM makes decisions with regard to several projects. These can involve choices as to which projects will be started, when they will be started, what resources will be allocated to the projects, and under what conditions specific projects will be terminated or expanded. From the modeling perspective, the DM's decisions are meaningful in that they influence the resource flows that are acquired from the project portfolio. The DM's decisions are restricted by resource constraints and other restraints that limit the DM in his/her decision.
The DM seeks to take decisions which lead to the most preferred final resource position, i.e., to the final resource position that yields maximal value (in the decision theoretic sense).
This objective can be regarded as a generalization of maximization of future value, which is equivalent to the widely used principle of maximizing present value (Luenberger 1998) . CPP employs future values, because it is easy to determine the DM's resource position in each future state of nature but it is much harder to compute the present value of a portfolio, even though there is a direct relationship between resource positions and the present value of the portfolio (see §4.5.4).
In CPP, projects are risky in that their resource flows can depend on future states of nature (cf. Myers 1968; Debreu 1959, p. 98) , wherefore the DM's final resource position is also risky. Under risk, the DM seeks to make the decisions that maximize the certainty equivalent for the value (i.e., certainty value) of the final resource position. Maximization of a certainty equivalent is a natural objective, because it leads to the most preferred final resource position in general. This results directly from that a certainty equivalent is, by definition, a sure amount that is considered equally preferable to the given risky alternative (see, e.g., Keeney and Raiffa 1976) .
As an introductory example, suppose the DM can invest in two projects, A and B, in two phases (see Figure 1) . In period zero, she can start either one or both of the projects. If a project is started, she can make a further investment in it in period one, in which case the project generates a positive cash flow in period two; otherwise, the project is terminated and yields no further cash flows. Any surplus that is not invested can be deposited at an 8% risk-free interest rate. The initial budget is $9 million.
Uncertainties related to the projects are captured through a state tree that includes a total of seven states, of which two are associated with period one and four with period two (see Fig 
Decision variables are constrained so that X's are nonnegative integers whereas RS's and ∆V's are nonnegative continuous variables.
The DM seeks to maximize the certainty equivalent for her cash balance in time period 2.
The certainty equivalent operator is formulated in a mean-risk form (cf. Markowitz 1987) , where a risk term based on lower semi-absolute deviation (LSAD) is deducted from expected cash balance. Assuming that the risk aversion coefficient for LSAD has been estimated to be k = 0.5, the objective function can be written as 
In this example, the optimal strategy is to start both projects but to terminate project A in period 1 if state s 2 occurs and project B if state s 1 occurs. That is, decision variables X ASY , X ACY1 , X ACN2 , X BSY , X BCN1 , and X BCY2 are one while all other X's are zero. This yields an expected cash balance of EV = $18.80 million in period 2. For this strategy, the LSAD of the cash balance in period 2 is $2.95 million and thus the objective function (certainty value) attains the value of CE = $17.32 million. The cash balance is at its minimum in state s 12 , but it is still as high as $13.76 million, which is more than the 1.08 2 ⋅ $9 million ≈ $10.50 million acquired from depositing the initial budget at the risk-free interest rate. As indicated by cash flows in Figure 7 , the projects are negatively correlated, i.e., if A performs poorly, B yields a high return and conversely. Thus, although both projects pose the risk of losing most of the investment when taken in isolation, the combined portfolio always yields a return which exceeds the risk-free interest rate.
When the risk-free interest rate is the same for all states, the NPV of the project portfolio can be calculated in a straightforward way. That is, by discounting the certainty value of the final cash balance to its present value at 8% and by deducting the initial budget of $9 million from the result, the present value of the portfolio can be computed to be $5.85 million. The risk-adjusted discount rate ρ that accounts for both time and the DM's risk attitude can be computed for this model from the equation (see Equation (10) 
, from which it follows that
Mathematical Development
The constraints and the objective function of a CPP model are mainly defined by resource types, the state tree, and projects' decision trees. We first define these three concepts and then concentrate on the constraints and the objective function of CPP.
Resource Types
Resources are inputs and outputs that are either consumed or produced by projects. They can be production factors (e.g., money, manpower, equipment), intangibles (e.g., accumulated knowledge and intellectual property), and other kinds of assets that are available to the DM. Some of the resources are also commodities (goods and services) that the DM is interested to acquire.
weight of a resource type is nonzero, then resources of this type are commodities. A resource type is denoted by r and the set of all resource types by R.
States
The time-state model of CPP, the state tree, is a representation of possible future states of nature (cf. Myers 1968 , Debreu 1959 , pp. 98-99, and Fishburn 1970 . These states may prevail during one of the time periods within a planning horizon { } T ,..., 0 , which is to be selected so that it covers all resources flows that are relevant to the DM. Let the set of all such states be S and the set of states in period t be t S (thus, 
, which is defined recursively as
This function can be employed to define the path (set) of states that lead to any given state s. For convenience, we also include the state s itself to the resulting set. This set can b defined as
Conceptually, states result from sequences of events (an event may be, e.g., "R&D project succeeded" or "markets went up;" see Myers 1968, p. 4; Debreu 1959, p. 98) , which is the reason why we take probabilities of events (or equivalently, the conditional probabilities of states) as a starting point for determining state probabilities. At any given nonterminal state, there are one or more events that can occur after the state and that distinguish the states of the next period from each other. The probability of each event is reflected as (is synonymous to) the conditional probability of the respective state of the next period. Mathematically, this means that, for any nonterminal state ,
there is a probability space defined over the set of its child states,
Although we regard events as elementary sources of uncertainty and hence take conditional probabilities of states as given, CPP specifically employs nonconditional probabilities of terminal states. Also, it is theoretically simpler to define a single probability space for terminal states (i.e., the sample space is S T ) rather than to use an individual probability space for each of the nonterminal states. Therefore, we assume in the following that there exists a single probability space that defines probabilities of the terminal states in the state tree. These probabilities are computed from the given conditional probabilities with the equation . As the base state 0 s is the present state that is known to prevail, it occurs with probability one, i.e., p(s 0 ) = 1.
Projects
The DM can take decisions with regard to projects z in a set Z. Similarly to project trees by Gear and Lockett (1973) , decision opportunities related to each project are structured in the form of a decision tree which consists of decision points.
Decision Points
Each project z ∈ Z is associated with a set of decision points z D . Every decision point
includes a set of actions d A , among which the DM is to choose one. For example, the decision point for starting project A in §3 includes actions "Start project A" and "Do not start project A."
The decision point at which action a can be taken is denoted by d(a). 
Another major challenge in the definition of decision trees is to ensure that decision points of each project form a tree structure. This can be accomplished by requiring that a project's each decision point can be reached from the base decision point. Similarly to what we did with the state tree, we now determine the set of decision points that precede the given decision point and include the decision point itself into the resulting set. Thus, let us define the function 
The desired set, which holds the decision point , ,
and all its preceding decision points, can be then defined as
Every action a is associated with a decision variable X a , called action variable, that assumes the value equal to the number of selections of the action (e.g., 1 if the action is selected once and 0 if the action is not selected). The set of feasible values of X a is denoted by 
Resource Flow Functions
Resource flow function ( , ), : , 
Constraints
There are four main constraint types in a CPP model: (1) decision consistency constraints,
resource constraints, (3) optional constraints, and (4) deviation constraints. The first three types of constraints are described in this section, while the last type is presented in §4.5 together with the objective function, to which these constraints are closely related.
Decision Consistency Constraints
The number of actions that are to be selected at a decision point is determined by the structure of the decision points. If the parent action of a decision point is selected once, the DM arrives at the decision point and chooses one action at this decision point. On the other hand, if the parent action of the decision point is not selected, the total number of selections in that decision point is zero, implying that the DM did not arrive at the decision point. In general, the total number of decisions in each decision point, except in base decision points, is equal to the number of selections of the parent action of the decision point.
In base decision points, the DM makes basically one choice. However, multiple instantiations (i.e., exact copies) of the related project can be straightforwardly modeled by allowing the number of decisions in the base decision point to be greater than one, say L z . This can be useful, e.g., in the modeling of financial instruments, which are traded in quantities, because only one set of action variables is needed for all instantiations.
The above requirements for the selection of actions can be expressed with the following linear constraints, called decision consistency constraints:
Resource Constraints
Resource constraints ensure that there is a nonnegative stock of all types of resources in each state. They are modeled by using resources surpluses that would remain in state S s ∈ , if the DM were to choose the portfolio strategy X. Specifically, the surplus of resource type r in state 
Optional Constraints
Optional constraints include other constraints that may apply to the portfolio selection problem.
In the literature on project portfolio selection, the two most commonly discussed optional constraints are perhaps (1) prerequisite constraints, which define relations between follow-up and prerequisite projects, and (2) project version constraints that can be used to model alternative versions of a project. Further examples on optional constraints are given by Ghasemzadeh et al. (1999) , for instance.
Prerequisite Constraints
Much of the value of R&D is acquired from follow-up commercialization projects that are enabled by R&D activities. These follow-up projects can be modeled through prerequisite constraints which ensure that a follow-up project cannot be started unless the respective R&D project was started in the first place. Such constraints take the form
, where action a1 is a prerequisite for action a2. Ghasemzadeh et al. (1999) also discuss constraints that require prerequisite projects to be completed (rather than merely started) before a project can be started.
To some extent, prerequisite constraints can be applied to model synergies between projects by describing each project as a sequence of tasks. These tasks are modeled as individual projects (in CPP' s sense) that are interconnected by prerequisite constraints and that together form a project in an organizational sense. If a single task belongs to more than one organizational project (i.e., to several chains of tasks), synergism arises from that the costs of the task are paid only once. 
Project Versions
Objective Function
In CPP, the objective is to maximize the certainty equivalent (CE) for the value of the DM's resource position in time period T, or more briefly, the certainty value of the final resource position. If the resource position is valued in terms of money, certainty value is equal to the amount of cash which is equally preferred to a possibly uncertain resource position in time period T. As discussed earlier in §3, this objective originates from the maximization of present value and from the property of certainty equivalents to lead to the most preferred resource position in general. However, as many real-world organizations are also concerned with intermediate returns instead of the value at the end of the planning horizon only, it may be useful to shorten the planning horizon used in the CPP model appropriately and take the unfinished work of long-term development projects into account through specific resource types (e.g., intellectual property), for example.
Instead of accounting for risks implicitly in the discount rate, CPP employs probability distributions to characterize risks similarly as Hillier' s (1963) method and the (third) method for stock valuation described in Stapleton (1971, pp. 98-99) do. However, as opposed to Hillier' s and Stapleton' s methods, which are concerned with probability distributions of present values, CPP considers probability distributions of values of the DM' s final resource positions.
This choice is made, because it is theoretically more difficult to derive a present value than to calculate the DM' s resource position in future states of nature. §4.5.4 discusses how the present value of the portfolio can be derived from the DM' s resource positions.
Value of Final Resource Position
In CPP, resources are not only employed as inputs and outputs of projects, but they are also commodities (see some standard course book in economics, e.g., Mas-Colell et al. 1995 ) that the DM is eventually interested to acquire (e.g., money). The DM is willing to invest these resources in projects, because by doing so he/she hopes to gain more resources in the future. Further, similarly to economics, where a consumer' s stock of commodities influences the marginal utility that he/she gains from additional commodities, the desirability of additional resources to the DM is assumed to depend on the quantity of resources that are already in his/her possession, i.e., on the DM' s resource position. This approach was already used by Bernoulli To retain linearity, the DM' s value function is assumed to be additive with regard to resource types and linear with respect to the surplus of each type of resource (see, e.g., Keeney
and Raiffa 1976). Although this may seem strongly restrictive, the assumption is entirely feasible in many financial applications where resources have to be priced linearly. Yet, linearity implies that the idea of diminishing marginal utility cannot be included in standard CPP models, which may limit the usefulness of these models in some contexts. Nevertheless, extension to nonlinear value functions is straightforward, but it will be made at the expense of the simplicity of the resulting models.
Under linearity, it is convenient to interpret resources' weights as unit prices which capture the DM' s subjective valuation of resources. These unit prices can take any value, including zero or a negative value, similarly as commodity prices can do in Debreu (1959, p. 33) . With this convention, the DM' s value function yields the monetary value of the resource position.
Because some CPP models may not include money as a resource type, we say that there is one reference resource, in terms of which prices and the value function are measured and the price of which is 1 in each terminal state. Here, it is worth noting that states of nature may include factors that influence the desirability of resources to the DM, wherefore we assume that resources' unit prices (and more generally, the value function of the DM) are state-dependent, similarly as utility functions are in the time-state preference model by Myers (1968) .
In summary, the value of the resource position in state s ∈ S T is defined as a weighted sum of respective RS' s as follows: 
where RS T is a vector of all r s RS ' s for which r ∈ R and s ∈ S T .
Measurement of Risk
In CPP, risk refers to variability of the value of the final resource position, which is aligned with the use of the term in the financial literature (Robichek 1969, p. 514) . The DM' s risk preferences are therefore identified with his/her preferences for variability, which also Markowitz (1952) examines in his model of investment portfolios. In particular, this means that the DM' s certainty equivalent (and more specifically, risk premium) for the value of the final resource position is assumed to depend on some variability measure. On the other hand, the DM' s pref-erences over consequences (i.e., over different resource positions), which are synonymous to the DM' s preferences for risk in expected utility theory (von Neumann and Morgenstern 1947 , Fishburn 1970 , Keeney and Raiffa 1976 , Yaari 1987 , p. 95, and Wakker 1989 (i.e., s V ), differs from the expected value of the resource position in period T (i.e., EV T ). In CPP, the degree of risk is calculated on the basis of lower semi-absolute deviation (LSAD), which is based on the L 1 -norm of deviation (cf. Gotoh and Konno 2000, Ogryczak and Ruszczynski 1999) . LSAD of a discrete random variable X is defined by the equation where p(x) is the probability mass function of X and µ = E [X] . LSAD for the value of the final resource position can be expressed with the help of − ∆ s V ' s as follows:
Mathematically, deviation variables can be expressed with the equations
The application of LSAD is motivated on several grounds. First, LSAD is computationally appealing, because the resulting models remain linear. Second, LSAD implies some desirable properties for mean-risk models (Markowitz 1987) , such as consistency with the first and second degrees of stochastic dominance when the risk aversion (trade-off) coefficient belongs to the interval [0,1] (Ogryczak and Ruszczynski 1999, 2001 ). Third, LSAD accounts only for deviations below expected value. However, it can be shown that LSAD always equals half the corresponding absolute deviation (see Konno and Yamazaki 1991) , which includes also upside deviations, so that there is no particular advantage from measuring downside risk only.
From the theoretical point of view, some other risk measures, such as lower semistandard deviation, are as good choices as LSAD except that these typically lead to nonlinear models. The main restriction imposed on the selection of the risk measure is that the resulting mean-risk model must be consistent with the first degree stochastic dominance, as otherwise the DM does not necessarily maximize value when making risky choices.
Certainty Equivalent for Value of Final Resource Position
Let ! be a complete weak order (reflexive, transitive, and complete) on the set Q of all discrete random variables that represent the value of the final resource position. In each CPP model, these random variables are defined on the probability space related to terminal states (i.e., its sample space is S T ). Let X and Y belong to Q. The DM' s preferences (over probability distributions of value) are assumed to satisfy the following mean-risk preference model, where Markowitz 1987 , Ogryczak and Ruszczynski 1999 and 2001 :
Accordingly, we define the utility function of the DM to be
This utility function has the property of assigning a certainty equivalent to each random vari- 
where EV T is defined by Equation (3), and RP T denotes risk premium in period T. According to the preference model in (4), the risk premium is defined as
The mean-risk preference model defined by (4) has two important properties: It exhibits both constant absolute risk aversion (Keeney and Raiffa 1976, p. 167) and constant relative risk aversion (Keeney and Raiffa 1976, pp. 174-178) . These properties are desirable consistency criteria in financial applications, because they imply linearity in the values. That is, when the value of the final resource position undergoes a positive affine transformation, the corresponding certainty equivalent is also transformed likewise: The certainty equivalent CE for a random variable X and constants a > 0 and b satisfies the equation
This means that the degree of risk (i.e., risk premium) does not depend on the certainly acquired amount of value and that a resource position that yields exactly twice the value of another resource position in each possible state of nature has also twice the certainty equivalent.
Therefore, the proposed preference model implies, as opposed to expected utility theory, a reasonable level of risk aversion at all level of outcomes, including at negative and very high out-
comes (see Rabin 2000 and §5.2).
It is noteworthy that the utility function derived by Yaari (1987) has also the same properties as the one used by CPP, which perhaps implies some kind of a relationship between the present approach and Yaari' s (1987) theory. Under expected utility theory, these properties would be an indication of the DM' s risk neutrality, but this is not the case in CPP or in Yaari (1987) . This also implies that both of these approaches violate the independence axiom of expected utility theory (see, e.g., Samuelson 1952 , Fishburn 1970 and 1977 , which, in particular, means that the proposed model will yield dynamically inconsistent decision recommendations (see Machina 1989 and §5.2) .
One of the primary issues advocating the use of a mean-LSAD model in (4) 1999, 2001 ). Indeed, stochastic dominance is widely acknowledged as a consistency criterion that all rules that compare risky prospects should abide by (Levy 1992, Whitmore and Findlay 1978) . In particular, consistency with stochastic dominance ensures that CE for any random variable is never less than the lowest possible outcome of that variable and that if a random variable is constructed from the other one by an addition of a random variable that is nonnega-1 (To Notes section) A mean-risk model is said to be consistent with FSD (respectively, SSD) if the mean-risk model prefers strictly a random variable to another whenever the random variable is strictly preferred to the other by the rules of FSD (respectively, SSD) and if the model prefers equally a random variable to another whenever equal preference holds by FSD (respectively, SSD). The weak relation of FSD is defined as
and that of SSD as
tive with probability 1, the random variable will be preferred to the other. Also, unique optimal solutions to mean-LSAD models with 3 ∈ [0,1] are efficient 2 by the rules of SSD. This was proven for 3 ∈ (0,1] by Ogryczak and Ruszczynski (1999, 2001) and it is easy to verify that the same result also holds for If the mean-risk model is valid, the risk aversion coefficient 
, where V is the DM' s value function. If the validity of the mean-risk model is questionable, it may be more convenient to solve the CPP model with several different 3 ' s and let the DM choose the solution he/she finds the best.
To summarize, the objective function is ( )
By substituting Equations (3) and (6) into (7), it can be expressed as
Future and Present Value of Portfolio
The future value and present value of the portfolio are related to initial resource endowments and the DM' s final resource position. The future value of the portfolio is defined as the differ-2 (To Notes section) A random variable X is said to be efficient by the rules of SSD in a set Q if the set Q does not contain another random variable that would be strictly preferred to X by the rules of SSD.
ence between (1) the certainty value of the final resource position and (2) the certainty value to which the initial resource endowments would have led through resource dynamics. That is, it is given by the formula * − =
where CE T is the certainty value of the DM' s final resource position as defined by Equation (5) and * T CE the certainty value that the initial resource endowments would attain in period T. The 
Based on the mean-risk preference model in (4), the certainty value for the final resource position defined by (8) can be computed from the equation 
On the other hand, the present value of the portfolio is defined as the difference between
(1) the present value of the certainty value of the DM' s final resource position and (2) the present value of the certainty value to which the initial resource endowments would have led, i.e., it is given by
where PV denotes present value in period 0. The present value of the certainty value of a final resource position is the amount of the reference resource in period 0 which is considered equally preferable to the given certainty value. To assess the desirability of different resource positions in period 0, we need to calculate their certainty values in period T. Indeed, the problem of finding a present value is the inverse of the problem of determining a certainty value for an initial endowment of the reference resource in period 0.
Under linearity, present values are straightforward to calculate. Suppose the initial endowment of the reference resource in period 0 is one and all other initial resource endowments are zero. Let us denote the certainty value given by (9) for these endowments by 
CE
is zero, the present value is undefined.
Discussion
Complexity
A major concern in the use of CPP is the increasing complexity of the models as the number of projects and states grows. In this section, we briefly analyze how the required computational effort depends on the model parameters.
Because CPP is based on linear programming, the resulting models are potentially faster to solve than nonlinear models (e.g., those of stochastic programming employing nonlinear utility functions). Still, the computation time may become unacceptable, especially if the number of integer variables is large. Let us thus examine the number of decision variables and constraints in a CPP model. These are given in Tables 2 and 3 (1) and (2)) by the integer variables of other actions in the decision point.
The upper bound for the number of integer variables can hereby be reduced to |A| -|D|. Table 2 ). This leads to a total of 450 integer variables and 575 continuous variables. The number of constraints in such a model can be calculated from Table 3 to be 450 + 31·3 + 16 + 0 = 559. This is a model that can readily be solved in a reasonable time by using standard techniques of mixed integer programming. The task can be made even faster by leaving some of the integer variables continuous in the hope that they will still attain an integer value in the optimal solution.
For comparison, it is instructive to examine the complexity that decision trees would attain in the above example. Also, a brief summary of the applicability of decision trees and CPP to different portfolio selection problems as well as that of the models of Heidenberger (1996) and Gear and Lockett (1973) is provided in Table 4 .
____________________________________________________________________________
INSERT where n is the number of projects. Thus, in a portfolio of 30 projects, the total number of terminal states would become as high as 1 073 741 824, which is more than what can readily be included in a CPP model. However, this same problem is encountered with decision trees (that capture the entire portfolio), stochastic programming, the models of Gear and Lockett (1973) and Heidenberger (1996) , and all other approaches that draw on consideration of states of nature and permit the analysis of project interdependencies. Still, if the projects are independent, it is, of course, easier to use an approach that enables us to decompose the problem, such as an individual decision tree for each project.
Although the exponential increase of the number of states limits the potential of the proposed approach when uncertainties related to R&D projects are independent, CPP is typically applicable when the outcomes of R&D projects are correlated. In view of probability theory, positive correlation of two projects can be interpreted so that the projects perform well in the Finally, it is worth noting that the increase in the length of the planning horizon does not necessarily increase the size of the state tree, because there are not necessarily uncertainties that resolve between two successive time periods. In such a case, a state of nature of the former time period is succeeded by another with 100% probability and the number of branches in the state tree remains thereby unchanged.
Dynamic Inconsistency and Degree of Risk Aversion
There are two major problems that are encountered with theories of choice under risk. The first of these, dynamic inconsistency (see, e.g., Machina 1989) , applies to all non-expected utility models, including the mean-risk model employed in CPP. The other one, an absurd level of risk aversion at some level of outcomes, is in turn a characteristic of expected utility theory (Rabin 2000) .
Dynamic inconsistency refers to the property of a decision rule to possibly change its recommendations for actions to be taken in future decision points when an uncertainty resolves.
In other words, the actions that have been planned to be taken after the resolution of an uncertainty in an analysis which is made before the resolution are not necessarily the same as the actions that seem optimal in an analysis that is conducted after the uncertainty has resolved.
For example, suppose a CPP analysis of the example in §3 has been made and the DM then arrives at state s 1 . If a new analysis is now made based on the subtree of states beginning from s 1 onwards, it might occur -if the cash flows are appropriately chosen -that the optimal actions recommended by CPP may not be the same in the original and new analysis.
Although dynamic inconsistency implies problems for non-expected utility models, these models have the advantage that they resolve a major problem encountered with the degree of risk aversion in expected utility theory. Namely, expected utility theory implies that any riskaverse DM exhibits an absurd level of risk aversion at very high levels of outcomes while he/she will be virtually risk neutral at very small outcomes (Rabin 2000) . This results from that the speed at which expected utility theory requires the utility of money (or the value of the DM' s resource position) to deteriorate in order to explain the observed risk aversion at some level of outcomes necessarily implies that the utility difference between two very large outcomes will always be negligible while at smaller outcomes the utility function is approximately linear. The phenomenon is particularly problematic if consequences can involve both negative and positive outcomes (e.g., in the case of NPVs). For example, suppose that the DM' s utility function is exponential, i.e., it is of the form u(x) = -e -ax , where a is a positive constant. For negative x' s utilities approach quickly minus infinity, while positive values get minuscule utilities in the neighborhood of zero. This means that positive values do not practically influence a lottery' s certainty equivalent, which is mainly determined by the lowest possible (negative) outcome of the lottery.
Since we have to choose between using a non-expected utility model or expected utility theory, we are always subjected to one of the implied undesirable properties. In CPP, we have selected the former option by employing a mean-risk model that is linear in the values, which leads, at least in the present case, to a more acceptable, though partly inconsistent behavior.
Financial Instruments and Resource Acquisition
In addition to R&D projects, CPP can also be applied to model several other kinds of assets.
These assets include, for example, (1) financial instruments which may involve specific cash flows (e.g., bonds) and contingent decisions (e.g., options and callable bonds), and (2) resource acquisition projects which convert resources of one kind to another (e.g., recruitment projects for the conversion of money into workforce). For instance, a recruitment project can be modeled as a project that produces negative cash flows (the expert' s salary) and positive flows of available workforce over the expert' s hiring period. It is useful that CPP permits the modeling of quantitative decisions, because this enables the modeling of recruitment of any number of experts by using only two action variables. Both recruitment projects and financial instruments can be straightforwardly included into basic CPP models and that this does not require any methodological extensions as such.
Modeling of recruitment and financing is often interesting, because thereby it is possible to explore what further resources are needed to initiate the most profitable set of projects. Thus, CPP models can -as opposed to the models of Heidenberger (1996) and Gear and Lockett (1973) -be created to define not only the optimal allocation of resources within a given budget but the optimal acquisition of new resources as well.
Implication on Risk-Adjusted Discount Rates
For any CPP model, the risk-adjusted discount rate ρ is an interest rate that accounts for the DM' s preferences for risk and time (see, e.g., Robichek and Myers 1966; Beedles 1978) . If the risk-free interest rate r f is constant over the planning horizon of a CPP model, the risk-adjusted discount rate ρ for the model can be determined from the equation (10) where EV T is the expected value of the resource position in period T, as defined by Equation (3), and CE T = EV T -RP T is the certainty value of the final resource position in (5). This ratewhich is not needed for the solution of CPP models -may be of interest when contrasting results with those yielded by other approaches (e.g., Capital Asset Pricing Model, see Sharpe 1964 and Lintner 1965) .
Because EV T and CE T are based on nonnegative resource surpluses, neither EV T nor CE T can be negative when all the unit prices (i.e., weights) of the resources are nonnegative. Indeed, when the prices are restricted in this way, we do not run into theoretical difficulties that would be encountered with a negative EV T and/or CE T (cf., e.g., Beedles 1978) . Even singularities with a zero CE T are rare and, in effect, do not occur unless all valuable resources are consumed at least in one terminal state.
Summary and Conclusion
Contingent Portfolio Programming (CPP) is applicable to the management of portfolios of correlated R&D projects and, more broadly, to the analysis of investment problems where the dynamics and interdependencies of risky investment opportunities must be accounted for. CPP offers several appealing characteristics, including resource dynamics, contingent and quantitative decisions, modeling of risk aversion, the use of resources as commodities, and linearity of the resulting models.
CPP relies on two choices that facilitate the analysis of multi-periodic portfolio selection problems. First, CPP maximizes the value of the DM' s final resource position (equal to the future value of the portfolio plus a constant) rather than the present value of the portfolio. This choice is primarily motivated by the ease of computing the DM' s resource positions for future states of nature. Second, CPP applies a combination of a mean-risk (mean-lower semi-absolute deviation) model and a multiattribute value function to capture the DM' s preferences. Unlike expected utility theory, this approach models both the DM' s preferences over consequences (i.e., over resource positions) and for variability and interprets the latter type of preferences as risk preferences. The approach yields several desirable properties: (1) the objective function exhibits both constant absolute risk aversion and constant relative risk aversion wherefore it leads to a reasonable level of risk aversion at all levels of outcomes, (2) CPP models are consistent with the first and second degrees of stochastic dominance, (3) elicitation of risk preferences is easy to accomplish, because there is a single parameter to estimate, and (4) the objective function remains linear. However, the objective function may yield dynamically inconsistent decision recommendations, but this is an unavoidable feature, unless the DM is to exhibit an absurd degree of risk aversion at some level of outcomes.
CPP seems to be best suited for the analysis of portfolios of correlated investments whose outcomes are mostly subject to external uncertainties. The reason for this is twofold: First, the number of states increases at an enormous rate if each project involves specific uncertainties of its own and, second, the DM' s decisions cannot influence the structure of the state tree. In this light, prospective CPP applications involve the optimization of project scheduling and funding under major business risks while accounting for managerial flexibility.
This work suggests several areas of further research. On the theoretical side, CPP needs to be extended to settings which involve complex resource dynamics (e.g., cost of storage and management of multi-purpose resources) or where the DM' s actions influence the structure of the state tree. Also, approaches for limiting the increase in the number of states are called for.
On the practical side, CPP can be useful in a variety of settings, including those where the portfolio has to comply with specific requirements (e.g., constraints on the strategic positioning of projects) and where there is need to assess the impact of proactive portfolio management on 
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