Some physical processes, including the intensity fluctuations of a chaotic laser, the detection of single photons, and the Brownian motion of a microscopic particle in a fluid are unpredictable, at least on long timescales. This unpredictability can be due to a variety of physical mechanisms, but it is quantified by an entropy rate. This rate describes how quickly a system produces new and random information, is fundamentally important in statistical mechanics and practically important for random number generation. We experimentally study entropy generation and the emergence of deterministic chaotic dynamics from discrete noise in a system that applies feedback to a weak optical signal at the single-photon level. We show that the dynamics qualitatively change from shot noise to chaos as the photon rate increases, and that the entropy rate can reflect either the deterministic or noisy aspects of the system depending on the sampling rate and resolution.
assessment of the entropy rate of physical process that generated the numbers [21] . Evaluation of entropy rates is also centrally important in statistical mechanics in part because the relationship between information entropy, which measures unpredictability, and thermodynamic entropy, which is related to heat dissipation, is a fundamental issue [22] [23] [24] [25] [26] . One might expect that the unpredictability of a system with both small-scale shot noise and chaotic large-scale chaotic dynamics would depend on the scale at which it is observed. The unpredictability of physical systems across a range of scales has been studied both theoretically [27] [28] [29] [30] , and experimentally in Brownian motion and RC circuits [25, 26, 31] .
Here, we present an experimental exploration of entropy production in a photon-counting optoelectronic feedback oscillator. Optoelectronic feedback loops which employ analog detectors and macroscopic optical signals produce rich dynamics whose timescales and dimensionality are highly tunable [32] [33] [34] [35] [36] . Our system applies optoelectronic feedback to a weak optical signal which is measured by a photon-counting detector. The dynamic range of this system (eight orders of magnitude in time scale and six orders of magnitude in photon counts) allows us to directly observe the transition from shot-noise dominated behavior to a low-dimensional chaotic attractor with increasing optical power. We show that the entropy rate can reflect either the deterministic or stochastic aspects of the system, depending on the sampling rate and measurement resolution. We employ an avalanche photodiode, which detects individual photon arrivals. This signal is time-delayed and filtered using an FPGA, and the output of the filter drives the modulator which in turn varies the light incident on the detector, forming a feedback loop. Figure 1 shows a schematic of our experimental configuration. Our system has a similar architecture to earlier experiments involving optoelectronic feedback loops, but differs in that we use a photon-counting detector, whereas previous experiments used an analog photodetector. In either case, the signal from the detector is time-delayed and filtered, and the output of the filter drives the Mach-Zehnder electro-optic modulator (MZM) which in turn controls the light incident on the detector, forming a feedback loop. When an analog photodiode is used, the feedback loop is modeled a time-delayed nonlinear differential equation.
Experimental system
dx dt = Ex + βF I(t)
Here, x is the state variable of a linear, time invariant filter, matrix E and the vectors F and G describe the characteristics of the filter, I(t) is the normalized intensity of light transmitted through the MZM, and T d is the time delay. When a photon-counting detector is used in place of an analog photodiode, the filter variables can be modeled by a linear differential equation driven by discrete photon arrivals. In our implementation, the equations of motion for the filter variables are d dt
where the photon arrivals times, {t i }, are generated by an non-stationary Poisson point process whose rate, λ(t), depends on the state of the filter variables.
In the limit that the λ 0 is large, the stochastic term in equation (2) can be replaced with its expectation value, I(t), leading to equation (1) . In our implementation, the time delay is T d =1.734 ms, the modulator bias is φ = π/4, and the filter constants T 1 =1.2 ms, and T 2 =60 µs. The filter and time delay are implemented digitally using an Altera Cyclone II field programmable gate array (FPGA) and a digital to analog converter (DAC). The clock speed of this device is 151.1515 MHz, and we record all of the photon arrival times to this precision. The light source in our experiment is a continuous wave fiber-coupled distributed feedback laser with a wavelength of 850 nm. Our detector has a dark count rate of ∼ 100 counts/s and a dead time of about 100 ns. We vary the photon rate over a factor of 256, from λ 0 T d = 12.5 (7.20 × 10 3 count/s) to λ 0 T d = 3200 (1.845 × 10 6 counts/s). In all of the experiments shown here, β is kept constant at 8.87.
Noise and complex dynamics in a photon-counting feedback loop Figure 2 shows several time series recorded with this system with increasing photon rate, showing a transition from Poisson noise to deterministic chaos. We plot N w (t), the number of photon arrivals in the interval [t − w,t]. In Figure  2 , all of the plots were generated with w = T d /4. When the incident photon rate is λ 0 T d = 12.5, the photons appear to arrive at random, uncorrelated times as in a stationary Poisson process. Increasing the incident photon rate to λ 0 T d = 200, a smooth modulation of the photon rate starts to become apparent. At λ 0 T d = 3200, N w (t) has a smooth character, and qualitatively resembles a (1). a) At a low photon rate of λ 0 T d = 12.5, the dynamics appear Poissonian. The time series has no visible structure, the autocorrelation function is sharply peaked at 0, and the distribution of photon counts in a window of
, a slow modulation of the photon rate is evident. c) at λ 0 T d = 3200, the photon rate varies smoothly, the photon count distribution is bimodal and much wider than a Poisson distribution with the same mean, and the autocorrelation function shows slow oscillations. The deterministic simulation d) shows the same features as the high photon rate data shown in c).
low-dimensional chaotic signal. We also plot the results of a deterministic simulation using equation (1). This time series was smoothed with a moving average over a time window of width w to be directly comparable with N w (t). We plot the autocorrelation function, C(t ) = (N w (t) −N w )(N w (t − t ) −N w ) , normalized so that the value of the autocorrelation function is unity at t = 0. As the photon rate increases from λ 0 T d = 12.5, the autocorrelation function changes from a δ-like peak, characteristic of a Poisson process, to an oscillatory function which shows correlations at long timescales (tens of milliseconds). The autocorrelation function of the deterministic simulation time series is in close agreement with the autocorrelation function of the photon arrivals with λ 0 T d = 3200. Histograms of N w (t) also show a transition from a nearly Poisson distribution to a bimodal distribution characteristic of the deterministic chaotic process.
To visualize the development of chaos with increasing photon rate, we show Poincaré surfaces of section in Figure 3 . We perform a time-delay embedding of the experimental time series N w (t), using a time delay of ∆ = T d /4, by constructing a list of points in two dimensional space of the form [N w (t), N w (t − ∆)]. Because the attractor has a dimension higher than 2, we reduce the dimensionality of the attractor by plotting the points only when the state variables pass through a codimension 1 Poincaré surface defined by x 1 − x 2 = π. The embeddings show a similar trend to the plots in Figure 2 . We see a development of complex chaotic dynamics from discrete photon noise as the photon rate increases. The deterministic simulation is plotted for comparison, and, as in Figure 2 , a moving average of width w is employed so that the smoothed intensity time series, I w (t), is directly analogous to N w (t). The deterministic signal in Figure 3d can be regarded as the infinite photon rate limit of the photon counting system. Figure 4 shows the dependence of the variance of N w on the window w and offers another indication of the transition from shot noise to deterministic chaos. The time integral of an uncorrelated random signal executes a random walk in which the variance grows linearly with the integration time. For this reason, we plot Var(N w )/w in Figure 4 . We see distinct asymptotic growth rates of the variance with small and large w. When w is small, the variance reflects the Poissonian nature of the photon arrivals, and the growth rate of the variance has roughly constant value of Var(N w )/w = λ 0Ī . In the limit where the counting window is much longer than the time scale the variations in intensity, N w (t) can be regarded as the sum of the photon counts in many independent identically distributed intervals, and the central limit theorem implies that the variance will grow in proportion to w. As we increase the photon rate from λ 0 T d = 12.5 to λ 0 T d = 3200, we see an increasing offset between the two asymptotic rates of growth of the variance. The variance can be related to the photon rate, counting window, and the unnormalized autocorrelation function, c I (t ) = (I(t) −Ī)(I(t − t ) −Ī) [6] .
The second term in Equation (4) accounts for the difference between the ob- served variance and the variance of a Poisson process with the same rate. The quantity Θ(w) has units of time, and measures the correlations in I(t) introduced by the feedback. This quantity increases from 0 to an asymptotic value Θ ∞ as w increases, accounting for the shape of the curves shown in Figure 4 . In deterministic simulations, we find Θ ∞ = 150 µs. The value of Θ ∞ is related to the size of the intensity fluctuations, and the rate at which Θ(w) approaches this asymptotic value is determined by the timescales of the correlations of I(t). To indicate the timescale of the deterministic dynamics we indicate T d . We also show a line indicating Var(N w ) = 1, which roughly separates timescales over which less than one photon arrives from timescales over which many photons arrive. Distinct asymptotic values of Var(N w )/w are seen in the limits of small and large w. The offset between these two values reflects deterministic correlations in the photon arrival rate and grows with increasing photon rate.
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Entropy production
We characterize the entropy production using the (ε, τ ) entropy per unit time, h(ε, τ ) [27] . This measurement of entropy has two parameters: sample resolution, ε, and sampling time interval τ , which are natural parameters for most experiments because measurement devices record data to finite resolution at discrete times. In addition to being experimentally relevant, the dependence of h(ε, τ ) on these parameters can reflect the underlying physical origin of unpredictability [27, 29, 30] .
In chaotic systems, unpredictability is due to the sensitive dependence on initial conditions. Because small perturbations grow exponentially in time, chaotic systems generate information. The growth of uncertainty is quantified by the Lyapunov exponents µ i , and in particular the largest exponent, µ 1 . Positive Lyapunov exponents and entropy rate both quantify unpredictability and there is a close relationship between these two quantities. One would expect that if a chaotic system is sampled infrequently ( τ µ 1 1), successive samples will be uncorrelated because of the growth of uncertainty between measurements. On the other hand, if the interval between successive samples is small (τ µ 1 1), one expects strong correlations between adjacent samples and a reduced entropy per sample. Experimental and theoretical work using semiconductor lasers has shown that these considerations are crucial to physical random number generation using chaotic dynamics [15, 16, 37] . In the limit that τ, ε → 0, h(ε, τ ) will approach a finite value, the Kolmogorov-Sinai (or metric) entropy, h ks [30, [38] [39] [40] . The metric entropy is related to the Lyapunov exponents, µ i , by
We calculated the spectrum of Lyapunov exponents from Equation (1) [41, 42] . There is only one positive Lyapunov exponent with a value of µ 1 / log(2) = 345 bits/s. The Kaplan-Yorke dimension [43] calculated from the Lyapunov spectrum is 3.56, consistent with the visual appearance of Figure 3 . The (ε, τ ) entropy will have qualitatively different behavior as ε → 0 depending on the physical origin of unpredictability. In chaotic systems, the entropy rate does not depend on either the sampling rate or the sampling resolution. This property of chaotic systems imposes a theoretical limitation on physical random number generation. Increasing the speed and resolution of a measurement device cannot in principle increase the entropy that can be harvested from a deterministic chaotic system beyond h ks . In contrast to deterministic systems, the, entropy rate of stochastic signals diverges like − log(ε) for finite τ [27, 29] .
Another advantage of the (ε, τ ) entropy is that it can be calculated from experimental data using an algorithm described by Cohen and Procaccia [44] . In our case, we chose to calculate the entropy from N w (t) with a counting time window of w = T d /4. With this window, N w (t) approximates the behavior of the deterministic signal I(t) as seen in Figures 2 and 3 . We do not employ an averaging time window to compute the entropy from deterministic simulations.
The first step to computing the entropy rate of an experimental signal is to generate list of points in d-dimensional space using time delay embedding with a delay of τ . These vectors can be regarded as samples of a d-dimensional probability distribution over phase space. The entropy of this probability distribution, H d , is sometimes referred to as the pattern entropy for patterns of length d [31] . In principle H d can be calculated by building a histogram with boxes of width ε and applying Shannon's formula, H = − i p i log 2 p i [45] . In practice, direct application of this approach requires a very large amount of data when the embedding dimension is large. Cohen and Procaccia proposed a more efficient algorithm to estimate the pattern entropy [44] in the context of estimating metric entropy from experimental data. First, one randomly selects a small number M of reference points from the time series. In our case, Characteristic of deterministic systems, the entropy rate is independent of ε, and approaches the largest Lyapunov exponent as d increase. b) Entropy rate of experimental time series. The entropy rate flattens and approaches h ks as the photon rate increases. At high photon rates and small ε, we see a divergence characteristic of a Poisson processes. The Poisson curves were calculated by approximating the Shannon entropy of a Poisson process by an integral over a Gaussian distribution with a mean and variance of λ 0Ī w. M = 5000 was sufficient. For each reference point i, one computes n i (ε), the fraction of points within a box of width ε centered on the reference point. The only difference between a direct calculation of the Shannon entropy, and the Cohen-Procaccia procedure is that in a direct calculation, a rectangular array of bins is used, rather than a set of bins centered on random points chosen from the data set. In searching for neighbors for the ith reference point, we exclude points within a time window of τ of that point, as suggested by Theiler [46] . The pattern entropy is then estimated by
It is a general feature of unpredictable signals that H d grows linearly with d in the limit that d is large, and the entropy rate is the slope of this linear increase. Figure 5 shows the entropy per unit time in both deterministic simulation and experiment with τ = (3/4)T d . Figure 5a shows that in the deterministic simulation, the entropy rate remains flat as ε decreases. As d increases, this plateau approaches h ks , as indicated by Equation (5) . A similar behavior is seen in the experimental system at a photon rate of λ 0 T d = 3200 in Figure 5b , where we see a flattening of the of the the curve at high ε. Furthermore, in the region that this flattening is present, the value of h(ε, τ ) is close to h ks . The flattening of h(ε, τ ) at high photon rate is another indication that this system behaves more deterministically in this regime. At all photon rates, we see h(ε, τ ) diverges as − log(ε), for small ε, which is due to the shot noise inherent in the system. It is natural to compare the entropy rates we observe to a constant-rate Poisson process with the same average rate. The Poisson curves in Figure 5 were calculated by approximating the Shannon entropy of a Poisson distribution by an integral over a Gaussian distribution with a mean and variance of λ 0Ī w. We see h(ε, τ ) approach this approximate curve when ε and λ 0 are both small.
We show in this paper that the choice of the resolution with which we observe our system allows us to see either noisy or deterministic dynamics. By counting photon arrivals over timescales on the order of the delay time and filter time constants, we see deterministic dynamics in the appearance of the time series, Poincaré sections, and the autocorrelation functions. Furthermore, when we observe the dynamics on large scales of both value (ε) and time (w and τ ), we find that the the entropy rate is close in value to the metric entropy calculated from the positive Lyapunov exponents of the deterministic system. This shows that the entropy generation is dominated by the deterministic exponential amplification of small perturbations in this regime. In contrast, by employing high resolution in photon counts and time scales, we see that both the entropy rate and variance reflect the stochastic nature of the photon arrivals. For small values of w, the variance of the number of photon counts is equal to the average number of counts, characteristic of a Poisson process. The − log(ε) dependence of the entropy shown in Figure 5 offers another indication of the noisy nature of the dynamics at small scales. Our results have immediate relevance to physical random number generation, as they offer insight into how to determine how much entropy one is entitled to harvest from a physical system, and how this quantity depends on the bandwidth and resolution of the measurement device. In addition to showing both shot noise and chaos at different scales, our experiment also shows a transition from shot noise to chaos with increasing photon rate. Our experimental system allows for both detailed observation over a range of scales in time and photon number as well as precise control over rate of photon arrivals and the timescales and dimensionality of the chaotic dynamics.
