In recent years, more and more attention has been paid to wind energy throughout the world as a kind of clean and renewable energy. Due to doubts concerning wind power and the influence of natural factors such as weather, unpredictability, and the risk of system operation increase, wind power seems less reliable than traditional power generation. An accurate and reliable prediction of wind power would enable a power dispatching department to appropriately adjust the scheduling plan in advance according to the changes in wind power, ensure the power quality, reduce the standby capacity of the system, reduce the operation cost of the power system, reduce the adverse impact of wind power generation on the power grid, and improve the power system stability as well as generation adequacy. The traditional back propagation (BP) neural network requires a manual setting of a large number of parameters, and the extreme learning machine (ELM) algorithm simplifies the time complexity and does not need a manual setting of parameters, but the loss function in ELM based on second-order statistics is not the best solution when dealing with nonlinear and non-Gaussian data. For the above problems, this paper proposes a novel wind power prediction method based on ELM with kernel mean p-power error loss, which can achieve lower prediction error compared with the traditional BP neural network. In addition, to reduce the computational problems caused by the large amount of data, principal component analysis (PCA) was adopted to eliminate some redundant data components, and finally the efficiency was improved without any loss in accuracy. Experiments using the real data were performed to verify the performance of the proposed method.
Introduction
In view of the increasing depletion of fossil fuels and the environmental pollution caused by them, every country is sparing no effort to develop technologies for renewable energy power generation. Because of the large development potential strengths of wind energy, using wind power to generate electricity has obtained the support of the vast majority of countries, thus undergoing rapid development [1] [2] [3] . As opposed to more conventional power sources, wind power is highly random, intermittent, unstable, and inflexible, due to the influence of meteorological conditions and surrounding terrain environment. Moreover, wind farms are typically located in remote areas at the end of a power system, where grids are relatively weak. In order to ensure the stable operation of the power grid and the reliability of the power supply system, the latter needs to be planned effectively [4] . In order to cope with the randomness, intermittency, instability and inflexibility of loss, and the prediction accuracy was significantly improved by taking advantage of the novel method. Furthermore, the novel prediction method mainly uses the ELM model, which can solve the problem that the BP neural network needs to set a large number of parameters artificially.
• In addition, considering the excessive influence factors of wind power which may lead to higher computational complex, this paper adopts the principal component analysis (PCA) [44, 45] to reduce the redundant components and only get the components with high correlation with wind power, in order to facilitate the algorithm efficiency.
The rest of this paper is organized as follows. Section 2 gives a brief review of Extreme Learning Machine with Kernel Mean p-Power Error Loss (ELM-KMPE). Section 3 proposes the wind power prediction scheme based on ELM-KMPE with PCA. The proposed prediction method is validated by using real data in Section 4. Finally, Section 5 concludes with a summary of the main contributions and provides future research directions.
Brief Review of ELM-KMPE

Brief Review of ELM
Review of the ELM
An ELM is a fast Single-hidden Layer Feedforward Neural (SLFN) training algorithm. The characteristic of this algorithm is that in the process of determining network parameters, hidden layer node parameters are selected randomly, with no adjustments needed in the training process. The only optimal solution can be obtained by setting the number of neurons in the hidden layer. The external weight of the network is the least square solution obtained by minimizing the square loss function (ultimately converted into the Moore-Penrose generalized inverse problem for solving a matrix). In this way, no iterative steps are needed in the determination process of network parameters, thus greatly reducing the adjustment time of network parameters. Compared with the traditional training method (BP neural network), this method has a fast learning speed and a good generalization performance.
For a single hidden layer neural network, the structure is shown in Figure 1 . Suppose there are N training samples (x j , t j ), where,
For L hidden layer neuron networks, the expected output is shown below according to the weight matrix and threshold value
Among them, the g(x) as the activation function, W i = [w i1 , w i2 , . . . , w in ] T is i input weights of hidden layer units, b i is the ith bias of hidden layer units, β i = [i 1 ,i 2 , . . . , i m ] T is the i output of the hidden layer unit weight , o j is the expected output, and W i ·X j represents the inner product of W i and X j . 
ELM Learning Goals
The learning objective is to make the distance between the expected output and the actual sample output as close as possible to 0, as shown in Equation (5) below
In combination with Equations (3) and (5), there are
Equation (6) is expressed as matrix
where H denotes the output of the hidden layer node, β is the output weight, and T stands for the expected output. Here is an example of an H neural network:
In order to be able to train a single hidden layer neural network, we hope to getŴ i ,b i and β i , so that
where i = 1,2, . . . , L, so that the minimum loss function is
ELM Learning Methods
In machine learning, the gradient descent method is often used for optimization, but all parameters of the gradient descent method are uniquely determined in the process of iteration. Once the weight matrix W i and the deviation vector b i of the hidden layer are determined, there will be the corresponding output matrix H. All single hidden layer neural networks can be transformed into a linear system: H·β = T. At this point, the output weight vector is as followŝ
where H + is the generalized Moore-Penrose inverse matrix of H. If L is used to represent the number of neurons in the hidden layer and N is used to represent the number of training samples, then the matrix H is square and invertible. However, L tends to be less than N, so generalized inverse matrices are generally used.
Review of the KMPE
Learning theory generally aims at minimizing the loss function. Traditional ELM minimizes the squared loss function to obtain the least squares solution, which minimizes the mean square error (MSE) between the expected output and the actual output. However, as a kind of second-order statistics, MSE is too sensitive to non-Gaussian data and nonlinear outliers, so it is not an optimal solution. In order to solve the above problems, reference [42] used the mean p-power error (MPE) loss to optimize it, and the appropriate p value could then be used to process Gaussian data with large outliers.
At present, a non-second-order measure in kernel space, called the kernel mean p-power error (KMPE), was developed: it is the MPE in kernel space and, naturally, the non-second-order measure in the original space. KMPE will be reduced to a C-loss at p = 2, but when used as a loss function in robust learning, the appropriate p value can be optimized for C-loss [42] . In this work, the KMPE is utilized as a loss function in ELM to develop a novel ELM model which can effectively address the non-linear and non-Gaussian data. Given two random variables X and Y, the KMPE [17] loss was defined in kernel space as
where p > 0 denotes the power parameter, E[.] denotes the expectation operator, Φ(x)is a nonlinear mapping induced by a Mercer κ σ (x, ·), and ·, · H represents the inner product in the kernel space
In general, the Gaussian kernel is used as the kernel function as:
The KMPE will be equivalent to the C-loss when p = 2. In practice, only finite samples {(
of the variables X and Y are given. Hence, we obtain the empirical KMPE loss as:
The KMPE loss function for each sample can be represented as:
where e = x − y.
ELM Based on KMPE Loss
After having considered a wind power prediction error distribution to Gaussian distribution [19] , based on the ELM before the minimum square error (MSE-) and prediction-based forecast, we now introduce the ELM algorithm based on KMPE loss [42] .
The output equation of ELM with L hidden layer nodes is:
The equation above is expressed in vector form:
The output weight vector offset can be solved by minimizing the loss of regularized MSE (or least squares):
where e i = t i − y i is the error of the ith target response and the ith actual output, respectively, and the value of λ >0 represents the regular coefficient to prevent over-fitting. T = (t 1 , . . . , t N ) T is the target response vector.
Through a pseudo-inversion operation, unique solutions can be easily obtained in case of loss.
KMPE expression is based on loss function:
Then, we compute the gradient of Equation (21) and set it to zero yields
where λ =
, and the Λ is a diagonal matrix, the diagonal elements
It is worked out that the optimal solution of β = H T ΛH + λ I −1 H T ΛT is not a closed form solution, based on the right side of the matrix Λ on vector β, and β is by e i = t i − h i β. It is actually a non-moving equation. Therefore, the real optimal solution can be used fixed-point iteration algorithm. The ELM-KMPE network structure optimization process using KMPE fixed point iteration which can be seen in Figure 2 . In this paper, ELM-KMPE is proposed to be used for wind power prediction, which is significantly more accurate than the traditional ELM and verified by experiments. 
Iterative Algorithm ELM-KMPE
The input samples:
Output weight vector: β Parameter Settings: number of hidden layer nodes L, regular factor lambda λ , maximum iterative number M, width of nuclear σ, power parameter p and eventually tolerance ε.
Initialization: set β 0 = 0 and randomly initialize parameters W j and b j (j = 1, 2, . . . , L).
Step 1. From k = 1, 2, ..., M cycle.
Step 2. Calculate the error based on β k−1 :
Step 3. Calculate diagonal matrix Λ :
Step 4. Update weight vector β :
Step 6. End.
Wind Power Prediction Based on ELM-KMPE with Principal Component Analysis
Review of the PCA
The principal component analysis (PCA) [44, 45] is a multivariate statistical analysis technique combining data compression and feature extraction. It seeks for multiple related variables to be replaced by several unrelated variables, which contain most information of the original variables. The data information is represented by the variance of the original variable. The larger the amount of information, the larger the variance. The total amount of information is generally represented by the accumulative variance contribution rate. The algorithm of the principal component analysis is made to obtain the eigenvalues of the data matrix of the input variable, sum up the variance corresponding to each input variable, and then determine the principal component according to the accumulated numerical value. The PCA method has been applied in a long short-term memory model for a prediction of wind turbine-grid interaction [46] .
Here is a sample observation data matrix:
For n observation data, each observation data has p variables, that is, p independent variables.
Step 1. The raw data is standardized
Among them,
Step 2. The sample correlation coefficient matrix is calculated
For convenience, we assume that the original data is still expressed after standardization, the correlation coefficient of the normalized data being:
Step 3. The characteristic value (λ 1 , λ 2 , . . . , λ p ) of the correlation coefficient matrix R and the corresponding eigenvector a i = (a i1 , a i2 , . . . , a ip ), i = 1,2, . . . , p using the Jacobian method.
Step 4. The contribution rate of principal component is calculated and the appropriate principal component is selected.
Principal component analysis can get the principal component, however, due to the diminishing variance of each principal component, it also decreases the amount of information. Thus, for the actual analysis, the general selection is not a main component; according to the size of the contribution rate of each principal component accumulated before selecting principal components, the contribution rate is a main component of variance accounted for the proportion of total variance, actually (e.g., a certain proportion of total eigenvalue combined). Namely,
The higher the contribution rate, the stronger the information of the original variables contained in the principal component. The number of principal component K is mainly determined by the cumulative contribution rate of principal component; that is, the cumulative contribution rate is generally required to reach more than 85%, so as to ensure that the comprehensive variable can include most of the information of the original variable.
Step 5. According to the data of principal component score, further statistical analysis can be carried out.
The Prediction Scheme via the PCA
In general, various factors are used to predict the wind power, including wind speed, wind direction, air pressure, temperature and relative humidity. Among them, wind speed is affected by many factors, such as temperature, air pressure, topography, altitude, and latitude, so there are some redundant factors. When analyzing multivariate subjects, too many variables will increase the complexity of the subjects. We naturally want fewer variables and more information. There is often a certain correlation between different variables. When two variables are correlated and the correlation is relatively large, it is called redundancy. Therefore, we use the principal component analysis (PCA) to eliminate redundant repeated variables (closely related variables) for all previously proposed variables, and establish as few variables as possible, so that these new variables are pairwise irrelevant, and they can keep the original information as far as possible in reflecting the subject information. PCA is a combination of data compression and extraction methods of multivariate statistical analysis techniques; it seeks multiple related variables with several unrelated to replace, and the uncorrelated variables contains most of the original variable information.
Because the weight matrix of input variables in the ELM algorithm is generated randomly, input variables are processed immediately. Some scholars think that this treatment method is not reasonable and may affect the accuracy of the final output results, so we used the PCA method to preprocess of input variables and used the pretreatment results as an input variable to train the ELM model. After comparing the predicted results with previous results and further verifying the accuracy of the ELM, the algorithm complexity was reduced.
Experiment Results
Method Steps
This paper studied a power plant in China which has 30 wind turbines. The rated power of a single fan is 200 KW, and the rated power of the total generator is 6 MW.
In this paper, the historical data collected from the wind farm from 12:00 on 1 February 2013 to 12:00 on 2 February 2013 were taken as the main data for the verification of the following algorithms. The available historical data are mainly divided into two categories:
(1) NWP data: the numerical weather forecast, which mainly includes meteorological elements such as wind speed, wind direction, temperature, atmospheric humidity and atmospheric pressure.
For wind power plants without a Supervisory Control and Data Acquisition (SCADA) system installed, historical wind power data can be obtained from their internal energy management system, and the data of wind speed, wind direction, air temperature, humidity, and other influencing factors can be obtained through sensors installed on the wind measurement tower. In a wind farm where the terrain is less complex and the wind speed does not fluctuate significantly, a wind tower can reflect the wind speed of the entire wind farm. However, in the construction of wind power plants in steeper terrains, such as mountainous areas, it is necessary to set up several wind measuring towers to collect multiple values of wind speed for comprehensive consideration.
(2) The wind farm supervision and management and data acquisition (Supervisory Control and Data Acquisition) system automatically collects weather data at certain time intervals.
SCADA is a fully automated system integrating operation, adjusting and controlling automatically. At present, many wind farms in China and abroad use a SCADA system to collect data and process information, which enables a timely collection, processing, and monitoring of wind turbine data of wind farms, and enables a centralized management of all collected data. At the same time, the data can be monitored remotely by computer, and the system can be accessed at any time to see if there is any abnormality in the data. This paper uses a short-term prediction method of learning as the wind power prediction method at intervals of 5 min. Using two sampling points and a wind farm SCADA system to automatically obtain related data, the wind power was measured: within the time of 1 day, the SCADA system took a total of 600 points, and in the process of dealing with this data, applied 500 of these points for the training of the model and the remaining 100 points for the detection of the model.
These data are generally non-linear, among which the wind speed distribution which had a generally positive skew-ness distribution and which is usually used to fit the wind speed distribution with many lines. In contrast, the Weibull distribution double-parameter curve is generally considered suitable for the statistical description of wind speed. The Weibull distribution [47] [48] [49] is a single-peak, two-parameter distribution function cluster, whose probability density function can be expressed as:
In the formula, k and c are two parameters of Weibull distribution, k is shape coefficient; the value range is 1.8-2.3, generally k = 2, and c is the scale coefficient, reflecting the annual average wind speed in the region described. According to the probability distribution of wind speed, the annual generation capacity of the wind turbine was estimated, so the feasibility of the wind farm construction project was determined. The wind speed probability distribution could also be used to calculate the reliability and other performance indicators of wind power [50] .
Prediction Steps
The specific steps of wind power prediction Using ELM were as follows:
Step 1. The historical data of a wind farm day were selected as experimental data.
Step 2. According to the algorithm principle of ELM, the program mainly includes the training program and test program of the model.
Step 3. The test data were divided into two groups. One group was used as training data and the other group as test data.
Step 4. The training data was used as the input data of the training program to generate the ELM model, and the test data was used to test and evaluate the predicted results.
Step 5. Other neural network models are used to predict wind power, and their advantages and disadvantages are compared.
Step 6. The principal component analysis was used to preprocess the input variables, and the main influencing factors of wind power were obtained.
Prediction Results Analysis
In this paper, experiments were carried out from five aspects, including error comparison, time complexity, parameter optimization, data preprocessing, and data expansion, as shown in Figure 3 . 
Comparative Analysis of Prediction Results
In this subsection, we perform the experiments to verify the prediction performance of the proposed method in comparison to the traditional ELM and BP neural network methods. The ELM wind power prediction results, ELM-KMPE wind power prediction results, and the BP neural network wind power prediction results are shown in Figure 4a ,b,c, respectively. Figure 5 shows the error comparison diagram all three algorithms. There are five input variables: wind speed, wind direction, air pressure, temperature, and relative humidity. Five hundred data points are used for model training, and another 100 data points are used for model monitoring and evaluation. It can be seen from the Figure 4 that the predicted value of the selected 100 sample points varies a little from the real value; this is because the results of each operation of the neural network are different, and the average value of 100 training times was adopted. In this paper, we used the following error criteria: mean absolute error (MAE), mean relative error (MRE), mean square error (MSE), and root mean square error (RMSE). Table 1 shows the error comparison of three different prediction methods. It can be seen that the error of ELM-KMPE < BP neural network <ELM. ELM-KMPE is based on the smallest error distribution, because the power distribution of wind power is subject to non-Gaussian distribution, making the smallest possible error and the highest possible precision.
where Y i is the ith actual load value,Ŷ i is the ith predicted load value, and n is the total number of predicted points. Time complexity is a key issue for the application of the prediction methods based on neural networks in practice. Therefore, we conducted an experiment to show the time complexity of the proposed method in this subsection. Table 2 shows that the training time of the three models is the shortest for ELM, followed by BP neural network, and the training time for ELM-KMPE is the longest. In theory, ELM only needs to take the output weight of the hidden layer, and its input weight and the bias value of the hidden layer are generated randomly. Therefore, there is no need to calculate and the training time is reduced, making it the shortest time. The BP neural network is a neural network based on error feedback. During training, the output error of the upper layer of the neural network should be calculated step by step according to the output error. The ELM-KMPE model requires repeated iterative calculation during training, and it takes the most time to perform 100 iterative operations to ensure the prediction accuracy. The number of nodes in the hidden layer of ELM influences the prediction precision of the training model. If there are too many nodes in the hidden layer, this will cause over-learning, poor network adaptability, and a large prediction error. In this paper, after many experiments, the final determination of N is 150 which is most appropriate. As shown in Figure 6 and Table 3 , MSE is minimal when the hidden layer node is at 150. 10  13832827  110  359306  210  685188  20  5678767  120  384363  220  1095435  30  2762552  130  379956  230  1311510  40  1839047  140  360229  240  1563378  50  1470234  150  343452  250  2430509  60  1036004  160  355909  260  2950694  70  792697  170  373242  270  4621258  80  593769  180  373621  280  8739245  90  438399  190  543456  290  15645062  100  412118  200  632402  300  20876355 
Comparison of Prediction Results after PCA Application
As can be seen from Table 4 , the cumulative contribution rate of variance of the four components of wind speed, wind direction, temperature, and relative humidity is 93.65%, while the contribution rate of variance of air pressure is 6.33%, which accounts for a small proportion. Therefore, wind speed, wind direction, temperature, and relative humidity were selected as the main components. Figure 7 gives the error diagram before and after principal component extraction. After the principal component extraction, the MSE of the prediction result is 276,003.4592, and the MSE before principal component extraction is 245,790.2046. The difference between the two is small, indicating that the main factors influencing wind power are wind speed, wind direction, temperature, and relative humidity, and that air pressure has little influence on wind power. It can be seen that the PCA algorithm reduces one feature and makes the algorithm simpler and changes little in precision. 
The Validation of the Proposed Method via Novel Data Set
To further investigate the performance of the proposed method, a novel data set which was collected from a wind farm in northwest China was used to train the neural network model mentioned above. Solstice was collected every 15 min from 10 October 2016 to 9 April 2018, including the actual power and wind speed data of the wind tower. A total of 52,512 sets of data points was collected. Since there is no other component, the power was predicted only by wind speed. In order to verify the practical significance of the prediction algorithm in this paper, the simulation randomly selected 40,000 data points for training and 10,000 for verification. The error comparison of the three algorithms is shown in Table 5 below. It can be seen that that error of the three algorithm is the best result of ELM-KMPE in case of numerous data, and the other two algorithm errors are in close proximity. 
Conclusions
Considering the non-linear and non-Gaussian features of wind power, a novel wind power prediction scheme based on ELM with KMPE was proposed in this work. The KMPE is a robust loss function designed by MPE in kernel space, and it is introduced into ELM to replace the MSE loss in the original form of ELM, which can improve the performance of the ELM when the data are non-linear and non-Gaussian. Therefore, by using the ELM with KMPE, we could achieve a higher prediction accuracy. In addition, taking into account many influencing factors for wind power prediction, we used PCA analysis only to select main factors-wind speed, wind direction, relative humidity, and air pressure-to predict the wind power, so as to reduce the computational complexity of the proposed approach. The experiment includes error analysis with different error criteria, time complexity of the three algorithms, a selection of the optimal number of hidden nodes, an elimination of redundant elements in the data, and an expansion of five major parts of the data. The first part compared and evaluated the effectiveness of wind power prediction methods under different conditions, using traditional ELM and BP neural network methods. The experimental results show that the proposed ELM-KMPE method is superior to other methods. In the second part, it could be seen that ELM-KMPE also has its disadvantages, that is, the calculation speed is the slowest because of the fixed point iteration. In the third part, the influence of the number of hidden neurons on the prediction accuracy was investigated and the optimal number is 150. In the fourth part, the PCA algorithm was adopted to eliminate redundant factors (air pressure) and simplify the complexity of the algorithm. The fifth part verified the algorithm with another set of experimental data to prove its effectiveness.
Although the proposed method can achieve ideal predictive performance, there is still much work to be done in this research direction: (1), different optimization algorithms (such as particle swarm optimization, genetic algorithm, simulated annealing algorithm, etc.) can be adopted for the weight matrix or vector in the neural network; (2) the calculation complexity of the proposed method should be improved; (3) with better future computer hardware, deep learning, cyclic neural networks, and convolutional neural networks can be used to predict wind power and investigate its prediction performance.
