Abstract. Let k = Fp be the field with p > 0 elements, and let G be a finite group. By exhibiting an E∞-operad action on Hom(P, k) for a complete projective resolution P of the trivial kG-module k, we obtain power operations of Dyer-Lashof type on Tate cohomologŷ H * (G; k). Our operations agree with the usual Steenrod operations on ordinary cohomology H * (G). We show that they are compatible (in a suitable sense) with products of groups, and (in certain cases) with the Evens norm map. These theorems provide tools for explicit computations of the operations for small groups G. We also show that the operations in negative degree are non-trivial.
Introduction
Let k = F p be the field with p elements. For every finite group G, letĤ * (G) =Ĥ * (G, k) denote the graded Tate cohomology algebra of G over k. ThenĤ * is functorial with respect to injective group homomorphisms. The starting point of our discussion will be the following Theorem. Theorem 1.1. There is a family of k-linear operations Q s (and βQ s for p ≥ 3) for all integers s on Tate cohomologyĤ * , satisfying the following properties.
(1) The operations Q s are natural with respect to injective group homomorphisms.
(2) The operation Q s lowers the degree by 2s(p − 1) (by s if p = 2), and βQ s lowers the degree by 2s(p − 1) − 1 for p > 2. otherwise.
(9) On classes of non-negative degree, the operations agree with the Steenrod operations on H * (BG; k) = H * (G). More precisely, for |x| ≥ 0 we have Q −n (x) = Sq n (x) for p = 2 and n ≥ 0, Q −n (x) = P n (x), βQ −n (x) = βP n (x) for p > 2 and n ≥ 0, Q −n (x) = 0, βQ −n (x) = 0 for n < 0.
We define the total operation Q = i Q i ; then the Cartan formula reads Q(xy) = Q(x)Q(y) for all x, y. We will sometimes use the notation P i (x) = Q i−|x| (x), so that P i (x) = 0 for all i < 0 and P 0 (x) = x p .
Example 1.2. Let p = 2, and let G = Z/2Z be the cyclic group of order 2. We can easily compute all the operations onĤ * (G) using the statements of the theorem only. It is known thatĤ
] for the unique non-zero class s of degree 1 (see [5] , XII. §7). We know that Q(s) = s + s 2 , so that 1 = Q(1) = Q(s −1 s) = Q(s −1 )(s + s 2 ). Using the fact that Q(s −1 ) = s −2 + (terms of degree less than −2) we obtain Example 1.4. Let us do an example of a non-commutative group. Let G = Q 8 be the quaternion group with 8 elements. Then it is known thatĤ * (G) ∼ = k[s ±1 , x, y]/(x 2 + xy + y 2 , x 3 ) with degrees |x| = |y| = 1 and |s| = 4. We immediately get Q(x) = x + x 2 and Q(y) = y + y 2 . Every automorphism of H 1 (G) is realized by a group automorphism; this implies that Sq 1 (s) = 0 and Sq 2 (s) = 0. From the Adem relation Sq 3 (s) = Sq 1 Sq 2 (s) it then follows that Q(s) = s + s 2 . By the same methods as above, one easily deduces the operations on all ofĤTheorem 1.6. For finite groups G 1 and G 2 , the Künneth isomorphism
is an isomorphism of modules over the Dyer-Lashof algebra. In other words, Q(α ⊗ β) = Q(α) ⊗ Q(β) for all α ∈ M * (G 1 ) and β ∈ M * (G 2 ).
Example 1.7. Let us consider the case G = Z/2Z × Z/2Z at the prime p = 2. Let ϕ i be a generator of M −i (Z/2Z); it corresponds to s −i−1 ∈Ĥ * (Z/2Z), but this notation suggests the existence of an internal product which we do not have on M * . Let us write ϕ ij ∈Ĥ −i−j−1 (G) for the element ϕ i ⊗ ϕ j ∈ M * (G); thenĤ * (G) is the commutative graded algebra generated by polynomial classes x, y of degree 1 (coming from the two factors of G) and the classes ϕ ij subject to the relations ϕ ij x = ϕ i−1,j if i ≥ 1, 0 otherwise,
The total square on ϕ 0 is given by Q(ϕ 0 ) = ϕ 1 + ϕ 2 + . . . , see Example 1.2. By the theorem, the total square on ϕ 0 ⊗ ϕ 0 = ϕ 00 ∈Ĥ * (G) is given by Q(ϕ 00 ) = i,j≥1 ϕ ij . More generally we get the formula Q(ϕ ij ) = k,l≥0 k + i k l + j j ϕ 2i+k+1,2j+l+1 .
In particular P 0 = 0 and P 1 (ϕ ij ) = ϕ 2i+1,2j+1 .
In the same spirit we can prove:
If a group G is a direct product of r groups of order divisible by p, then P j vanishes on elements of negative degree for all j < r−1
Proof. Let G = G 1 ×· · ·×G r , and take an element of the form a = a 1 ⊗· · ·⊗a r with a i ∈Ĥ |ai| (G i ) and |a i | < 0. Then |a| = |a 1 | + · · · + |a r | + r − 1. Now Q(a i ) is a sum of elements of degrees at most p|a i |, and therefore Q(a) can be written as sum of elements b = b 1 ⊗ · · · ⊗ b r with |b i | ≤ p|a i |, so that
This implies the result. Remark 1.9. Notice that, unlike the ordinary Steenrod operations [7] , the operations Q i are not compatible with transfers. For instance, if we embed
cannot commute.
1.1. Notations and conventions. Throughout the paper, p is a prime number and k = F p is the prime field of characteristic p. Some of the results also hold for arbitrary fields of characteristic p, but then certain k-vector spaces have to be twisted by the Frobenius map. Groups labelled G, K, L are assumed to be finite. All modules are right modules, unless mentioned otherwise. We will mainly work in mod-kG, the category of right kG-modules, with its tensor product ⊗ and internal Hom-object Hom k obtained from the Hopf algebra structure on kG. We will use several known results about projective modules without further notice (e.g., projective is the same as injective, the tensor product of a projective and an arbitrary module is projective, and arbitrary products and sums of projectives are projective). The ground field k is considered as an object in mod-kG by the trivial G-action. We denote by mod-kG the stable module category, obtained from mod-kG by dividing out those morphisms which factor through a projective module. Homomorphisms in mod-kG between modules X, Y are denoted by Hom(X, Y ). The category mod-kG is a triangulated category with shift functor Σ = Ω −1 , and Tate cohomology can be defined asĤ n (G) = Hom(Ω n k, k), with the composition product as multiplication. A morphism X → Y in mod-kG is called a stable equivalence if it induces an isomorphism in the stable category. See [4] for an introduction to the stable module category. Notice that, in this paper, we use the notation ⊗ for the internal tensor product ⊗ k of mod-kG, but Hom is used for the k-vector space of kG-linear maps, that is, Hom = Hom kG . Furthermore, the symbol ∂ is used for the differential of chain complexes over kG, whereas d often denotes the differential of cochain complexes over k.
1.2.
Plan of the paper. In §2, we will construct the E ∞ operad acting on Hom kG (P, k) for a projective resolution P of the trivial kG-module k. We also compare the Dyer-Lashof operations obtained from that action with the usual Steenrod operations that we have on H * (G) ∼ = H * (BG), thereby completing the proof of Theorem 1.1. In §3 we prove Theorem 1.6 about products of groups. In §4 we give a description of negative Tate Ext-groups in terms of complexes of projective modules, a tool we need for the proofs in the later sections. The duals of certain operations are shown to commute with the Evens norm map in §5, where we also show that our operations are non-trivial in negative degrees. Finally, in the last section we provide a criterion (Theorem 6.2) for Tate cohomology classes to be productive in the sense of Carlson.
1.3. Acknowledgements. Most of the paper evolved from parts of my PhD thesis written at the University of Bonn under supervision of Stefan Schwede. I would like to thank him for suggesting that project, and for his interest and helpful comments on this paper. Furthermore, I would like to thank Wolfgang Lück for the financial support.
2. The operad 2.1. Resolutions. Let k be a field of characteristic p, and let G be a finite group. Let M be a kG-module. A complete projective resolution of M is a long exact sequence of projective kG-modules
such that ε is the cokernel map of ∂ 1 . The map ε is called augmentation and can be viewed as a chain map ε : P → M , where M is regarded as a complex concentrated in degree 0. If N is another module, then a map ε ′ : P 0 → N (or, equivalently, a chain map ε ′ : P → N ) will be called quasi-augmentation if there is a stable equivalence f : M → N such that f • ε = ε ′ . There is a dual notion using injectives. A complete injective resolution of M is a long exact sequence of injective kG-modules
in which η is the inclusion of the kernel of ∂ 0 . The map η is called coaugmentation and can be viewed as a chain map η : M → I. If N is another module, then a map η ′ : N → I will be called quasi-coaugmentation if there is a stable equivalence f : N → M with η • f = η ′ . Since projectives are the same as injectives, the notions of complete resolutions only differ in the position of the resolved module M . If P is a complete projective resolution of the trivial module k, and N is another kG-module, then the cohomology groups of the complex Hom kG (P, N ) define the Tate cohomology of G with coefficients in N , that is,Ĥ n (G; N ) ∼ = H n Hom kG (P, N ).
Proposition 2.1. Let P and Q be complete projective resolutions, and let ǫ : P → M be a quasi-augmentation. If for some chain transformation f :
The corresponding statement holds for injective resolutions.
We omit the straightforward proof. Whenever C is a cochain complex of kG-modules, we define the dual complex C ∨ as (C ∨ ) n = Hom(C −n , k) with the induced differentials. If P is a complete projective resolution of M with (quasi-)augmentation ǫ, then P ∨ is a complete injective resolution of M ∨ with (quasi)-coaugmentation ǫ ∨ , and the same is true with the roles of projective and injective interchanged. Let k be the trivial kG-module, and choose complete injective resolutions I and I ′ of k with coaugmentations η, η ′ . The tensor product I ⊗ I ′ is defined to be the complex with modules (I ⊗ I ′ ) n = i+j=n I i ⊗ I ′ j and differential ∂ I⊗I ′ = ∂ I ⊗ id + id ⊗∂ I ′ (note here that evaluation of the differential involves the usual sign, i.e., (id ⊗∂)(x ⊗ y) = (−1) |x| x ⊗ ∂y). It is known that the tensor product I ⊗ I ′ is a complete injective resolution of k with quasi-coaugmentation η ⊗ η ′ (see [10] , §8). Now let P and P ′ be complete projective resolutions of k, and assume that all modules P i , P ′ i are finitely generated. Let us define a new tensor product
. By the considerations above, this is a complete projective resolution of k with quasi-augmentation ε ⊠ ε ′ : P ⊠ P ′ → k. These definitions and observations can be generalized to ⊠-products of finitely many complete projective resolutions.
Remark 2.2. The ⊠-product can be used to define the multiplication on Tate cohomology. By usual homological algebra, the identity map on k can be lifted to a commutative diagram as follows:
Such a lift is unique up to homotopy. A more explicit construction of ∆ is given in the proof of Theorem 4.1 in [5] , XII, where it is also shown that ∆ induces the Tate cohomology product in the following way: given cycles f, g ∈ Hom 2.2. Motivation for the definition of the operad. Let P be a complete projective resolution of k by finitely generated kG-modules. Before we start with the actual construction of an E ∞ -structure on Hom * kG (P, k), let us point out a major issue in the construction of power operations which does not turn up in the case of ordinary cohomology H * (G). For simplicity, let us assume that p = 2 throughout this motivational part. Let us naively transfer to Tate cohomology the construction of Sq 1 as it is done in ordinary cohomology. We know that the identity map of k can be lifted to a map ∆ : P → P ⊠2 as in Remark 2.2, and any two such liftings are homotopic. Therefore, if T denotes the twist map of P ⊠2 , then we know that (1 − T ) • ∆ is the boundary of some map ∆ 1 : P → P ⊠2 of degree −1. If ζ : P → k is a chain map of degree n representing some cohomology class [ζ] ∈Ĥ n (G), then we know that ζ ⊠2 • ∆ 1 is a chain map of degree 2n, and we could define Sq 1 (ζ) to be the class represented by that map. The problem is here that there is an ambiguity in the choice of the map ∆ 1 , and any two such choices differ by a chain map P → P ⊠2 of degree −1. Therefore, Sq 1 (ζ) is only well-defined up to some element in ζ 2 ·Ĥ −1 (G). This problem does not occur in ordinary cohomology simply because H −1 (G) is zero. We therefore have to rigidify our choice of ∆ 1 in order to get actual operations. To do so, observe that a chain map P → P ⊠2 of degree −1 certainly represents the zero class if the composite P −1 → (P ⊠2 ) 0 ։ P 0 ⊗ P 0 → k vanishes, so that one possibility is to require the map P −1 → P 0 ⊗ P 0 to be zero. The next step is to elaborate this idea, and because we want an E ∞ -structure, we need to do so in an 'operadic' way.
2.3. Definition of the operad. As before, let P be a complete projective resolution of k by finitely generated kG-modules. We are now going to define an acyclic operad which acts on Hom * kG (P, k). To do so, we will work in the category of (increasing degree) differential graded modules over k (or, equivalently, the category of cochain complexes of k-vector spaces) with its symmetric monoidal tensor product ⊗. Recall that if X and Y are chain complexes of kG-modules with differential ∂, then we get such a differential graded module Hom * (X, Y ) by defining
Let us recall some basics about operads; see, e.g., [11] for an introduction. A symmetric operad C is given by a differential graded module C(j) for every integer j ≥ 0 together with a Σ j -action, equivariant structure maps
for all j, i 1 , . . . , i j , and a unit map k → C(j) for each j; all these maps have to satisfy certain coherence diagrams. A typical example of such an operad is the so-called coendomorphism-operad F (j) = Hom * (P, P ⊠j ) for j ≥ 0, whose structure maps are given by
We have written • here because we want to stress that the Koszul sign rule also applies to this situation; whenever a and b are composable maps of certain degrees, we write a • b for (−1) |a||b| · a • b, so that expressions like b ⊗ a → a • b indeed yield maps of chain complexes. The symmetric group Σ j acts on P ⊠j by permutation of the factors (note that this also involves the usual signs), and we therefore get an action of Σ j on Hom(P, P ⊠j ). The unit map k → Hom(P, P ) is given by the identity of P . The operad we are up to will be a sub-operad of the coendomorphism-operad F . An operad C is called unital if C(0) = k. In that case, the C(j) have augmentations coming from the operad structure maps
The operad is called acyclic if the augmentations are quasi-isomorphisms of chain complexes. An operad C is called an E ∞ -operad if it is acyclic and for every j, C(j) is free as a kΣ j -module. A differential graded module A is called a C-algebra if there are structure maps
for every j ≥ 0 which are associative, unital and equivariant (see [11] , §2 for details). Our goal is to define an acyclic operad C (and later an E ∞ -operad) and a C-algebra structure on A = Hom * (P, k). This structure can then be used to define the operations Q i on H * A ∼ =Ĥ * (G), and also for proving most of Theorem 1.1. Let us begin with the definition of C. For every non-negative integer j, we define a differential graded submodule C(j) of Hom * (P, P ⊠j ) as follows:
In order to check that C(j) is indeed a differential graded submodule, we have to prove
. This is clear for m ≥ −1, and in case m < −1, the map P i
all of which are zero by assumption. Next we show that C is a sub-operad of the co-endomorphism operad F . In order to do so, we only need to show that it is closed under the structure maps, the Σ-action, and the unit. The latter two are immediate consequences of the definition, so let us take g ∈ C(j), f i ∈ C(j i ) for i = 1, . . . , j and prove that (
If one of the chosen elements is of positive degree, then the composition is zero. If all the chosen elements are of degree zero, then they are chain transformations and so is the composition. Now we can assume that the composition is of negative degree, and we have to show that the composite
is zero for all i < 0 and t l,n ≥ 0. If s l is negative, then P s l f l − → P t l,1 ⊗ · · · ⊗ P t l,j l vanishes and so does the composition. But if all the s l 's are non-negative, then g is zero, so we are done. The operad C is unital, that is, C(0) is isomorphic to k concentrated in degree 0. Here we use the convention P ⊠0 = k; then C(0) m = 0 unless m = 0, in which case
So we get augmentations
2.4. Acyclicity of the operad. We are now going to show that the augmentations C(j) → k are quasi-isomorphisms. To do so, let us consider another complete projective resolution Q of k, constructed as follows. Let us define P + to be the non-negative part of P , that is P + n = P n for n ≥ 0 with the induced differentials. Then k ε ← − P + is an acyclic augmented complex, and by the Künneth theorem
⊗j is also acyclic. Next, we define a complex · · · ← R −2 ← R −1 ← R 0 by setting R n = P n for n < 0 and R 0 = k, the differential R −1 ← R 0 being the coaugmentation of P . Then R is acyclic, and by the Künneth theorem R ⊗j is also acyclic. Note that (R ⊗j ) 0 = k, so we can splice the complexes R ⊗j and k ← (P + ) ⊗j to get a complex Q, which then is a complete projective resolution of k. There is a chain map Φ : P ⊠j → Q which in non-negative degrees is given by projections, and in negative degrees the maps
are zero unless all the s i 's are non-positive, in which case the map is the tensor product of identity maps and the augmentation ε : P 0 → R 0 = k. Since the composition P ⊠j Φ − → Q ε − → k equals the quasi-augmentation ε ⊠j , we get that Φ is a chain homotopy equivalence. Therefore, the induced map λ : Hom * (P, P ⊠j ) → Hom * (P, Q) is a quasi-isomorphism. Moreover, λ is surjective because Φ is levelwise onto. Proposition 2.3. Suppose that λ : A → B is a surjective quasi-isomorphism of differential graded modules, and let C ⊆ B be a differential graded submodule of B. Then the restriction λ : λ −1 (C) → C is a quasi-isomorphism as well.
Proof. Let us denote by K the kernel of λ. Since λ is a quasi-isomorphism, the long exact sequence in homology implies that H * (K) = 0. Since K is also the kernel of λ | λ −1 (C) , using the long exact sequence in homology again we get that the restriction of λ is a quasi-isomorphism. Now the idea is to choose a dg submodule C of Hom * (P, Q) quasi-isomorphic to k, and such that λ −1 (C) is (close to) our C(j). Define:
Then C is indeed a dg submodule of Hom * (P, Q).
Proof. Clearly, H m (C) = 0 for m > 0. Let m < 0, and let f ∈ C m be a cocycle. Define g : P i+m−1 → Q i to be zero for all i = 0, 1, . . . , −m. By common homological algebra we can extend g to a chain null-homotopy for f (the conditions needed for the inductive construction of g is that ∂g∂ = f at the two boundary points of the domain on which g has been defined, and this condition is clearly satisfied). Then dg = f with g ∈ C, and hence H m (C) = 0 for m > 0. Finally, we claim that the image of d : C −1 → C 0 is the same as the image of d : Hom
is stably trivial and therefore the zero map (we assume here that |G| is divisible by p, which is the only interesting case). Therefore the upper row vanishes, and by usual homological algebra there is a cocycle g ∈ Hom −1 (P, Q) with f 0 = g 0 :
We finally use a method of chopping off the positive part of a dg module. Given a dg module A, define F (A) to be the dg submodule given by
(This can be viewed as the (co)connected cover of A.) Then the inclusion
Proposition 2.5. The augmentation C(j) → k is a quasi-isomorphism. Thus, the operad C is acyclic.
− − → k equals the augmentation ε, the map C(j) → k is onto in H 0 and therefore a quasi-isomorphism.
For every operad A, the module A(0) is an algebra over A via the action map A(j) ⊗ A(0) ⊗j → A(0). In particular, Hom * (P, k) is an algebra over the co-endomorphism operad Hom * (P, P ⊗j ), and we can restrict the operad action to the sub-operad C. Hence, Hom * (P, k) is a C-algebra.
Proposition 2.6. The operad C induces an E ∞ -structure on Hom * (P, k) in such a way that the product on H * Hom * (P, k) agrees with the composition product of the Tate cohomology rinĝ
Proof. The operad C might itself not be Σ-free, so we have to choose an approximation of C by an E ∞ -operad. One possible way of doing so is to choose an arbitrary E ∞ -operad E ′ and tensor its augmentation E ′ → k with C. Then E = C ⊗ E ′ is an E ∞ -operad acting on Hom * (P, k) via the action of C pulled back along the morphism of operads E → C. The statement about the product follows from the fact that the element ∆ ∈ C(2) 0 ⊆ Hom 0 (P, P ⊠ P ) given in Remark 2.2 generates the cohomology H 0 (C (2)) and induces the right product on H * Hom * (P, k).
2.5.
Comparison with Steenrod reduced powers. For the proof of part (9) of Theorem 1.1 we need to recall the construction of Steenrod operations in the cohomology of cocommutative Hopf algebras. Let P be an ordinary projective resolution of k, viewed as a complex · · · ← 0 ← P 0 ← P 1 ← . . . . Then P ⊗j is a projective resolution of k for all j. Consider the suboperad A(j) = F (Hom( P , P ⊗j )) of the coendomorphism-operad Hom( P , P ⊗j ). Then A is acyclic, and Hom( P , k) is an A-algebra in the obvious way. Using an E ∞ -approximation of A, this operad action defines the Steenrod operations on H * Hom * ( P , k) ∼ = H * (G). Extend P to a complete projective resolution P of k. We are now going to write down a quasiisomorphism of unital operads C → A. Let us begin with a function Ψ which maps an element f ∈ Hom * (P, P ⊠j ) to the element in Hom * ( P , P ⊗j ) given by the composition
Notice here that the inclusion map ι is not quite a chain map; its differential dι in Hom( P , P ) is zero everywhere except for P 0 → P −1 . On the other hand, the projection map π is a chain map, and therefore
in Hom * ( P , P ⊗j ). Now assume that f ∈ C(j); then either f is of non-negative degree, in which case πf d(ι) is zero (because π vanishes in negative degrees), or f is of negative degree, but then f is zero as maps P −1 → P s1 ⊗ P s2 ⊗ · · ·⊗ P sj for all s i ≥ 0, and π is zero on all other factors of P ⊠j of interest. Hence d(Ψ(f )) = Ψ(df ), so that Ψ restricted to C(j) is indeed a map of dg modules. We get a map Ψ : C → A of unital operads, and we need to show that Ψ commutes with the augmentations of C(j) and A(j). This follows from the following commutative diagrams:
Proof of Theorem 1.1. Everything except part (9) is a consequence of Proposition 2.6 and the fact that E ∞ -structures can be used to construct power operations with the desired properties; see, e.g., I. §7 in [11] , I. §1 in [6] , and [13] . For part (9) , note that by construction of the operations Q i via C and the Steenrod operations via A we get the desired statement for n ≥ 0. To prove Q −n (x) = 0 and βQ −n (x) = 0 for n < 0 it is enough to notice that for elements f in C(p) we have that f : P neg → P ⊗p |x| vanishes.
Products of groups
This section is devoted to the proof of Theorem 1.6. Let G be any finite group whose order is divisible by p. As a first step, we shall define a new operad action defining some power operations on M * (G). In the second step we prove that these operations agree with the DyerLashof operations coming fromĤ * (G). Let P be a complete projective resolution of k as a kG-module. We denote by P the complex · · · ← P −2 ← P −1 ← 0 ← 0 ← . . . , with the P −1 sitting in degree 0 and with differential ∂ P = −∂ P , and let η : k → P be the coaugmentation. For j ≥ 1 define the differential graded module B(j) = F (Hom * (P , P ⊗j )). Also put B(0) = k; we want to turn B into a unital operad, so we need to define the structure maps
As long as all i s 's are positive, we simply take the usual structure maps of the coendomorphismoperad Hom * (P , P ⊗j ). If one of the i s 's is zero, then we put γ = 0 unless
sends a chain map P → P ⊗j in B(j) to the induced map k → k ⊗j = k on zero-cycles. It is now straightforward to check that B is indeed a unital symmetric operad. Also, B is acyclic because by usual homological algebra the augmentations B(j) → k are quasi-isomorphisms. Now Hom * (P , k) is a B-algebra, so we get Dyer-Lashof operations on H * Hom * (P , k) ∼ = M * (G) which we are now going to compare with those obtained from C. Let ι ∈ Hom 1 (P , P ) be the inclusion, and let π ∈ Hom −1 (P, P ) be the projection map. Then dι = 0, but dπ = 0. Let K be the cochain complex of k-vector spaces generated by an element x of degree −1 which is mapped by the differential to a non-trivial element y in degree 0:
⊗p , and then define the augmented cochain complex X by the formula X i = Y i−1 for all i ≤ 0 with augmentation X 0 → Y 0 = k y p . Then X is an acyclic augmented complex of kΣ p -modules. The map of cochain complexes K → Hom * (P, P ) given by x → π induces a map of cochain complexes ϕ : Y → Hom (a) it is a Σ p -equivariant cochain map lifting the identity of k,
and (c) for every element w ∈ X ⊗ C(p) of bidegree (m, n) with m > −p + 1, and for every cocycle a ∈ Hom * (P , k), we have γ(σ(w) ⊗ a ⊗p ) = 0, where γ is the operad action of B on Hom * (P , k).
Proof. (b) follows directly from the definition. To show (c), let w = w 1 ⊗ · · · ⊗ w p ⊗ f ∈ X ⊗ C(p) with w i ∈ {x, y} for all i. Up to a sign, γ(σ(w) ⊗ a ⊗p ) is given by the composition
where u i = π if w i = x and u i = dπ if w i = y. From the condition on the bidegree of w we know that at least one of the u i 's equals dπ, so that a • u i = 0, which implies (c).
For (a), let f ∈ C(p) be a cocycle in degree 0 mapping to 1 under the augmentation C(p) → k; then consider the following diagram
T T T T T T T T T T T T T T T T T T T T
All smaller parts commute, and since P 0 ε − → k is surjective we can deduce that the exterior square commutes. Therefore, σ indeed lifts the identity of k. Also, σ is Σ p -equivariant and is a cochain map because dι = 0, so (a) is proved. Proposition 3.3. The operad action of B on Hom * (P , k) and the action of C on Hom * (P, k) define the same operations on M * (G).
be the kΣ p -linear chain map given by x p → 1, and define τ = ǫ ⊗ id C : X ⊗ C(p) → C(p) [1 − p] . By suitably shifting the action of C(p) on the negative part of Hom * (P, k) we get a map defined by
and w ∈ Hom * (P , k) ⊗p . The sign is due to the Koszul sign rule, and the check that this is indeed a map of chain complexes uses the fact that a • (dπ) = 0 for all a ∈ Hom(P, k). Now γ C can be used to construct the power operations on M * (G) as follows. Let W be the standard free resolution of the trivial kC p -module k (where C p denotes the cyclic group of order p), so that W i is generated by a single element e i . Since X ⊗ C(p) is an acyclic augmented complex of kC p -modules, we can lift the identity of k to a C p -equivariant chain map ϑ : W → X ⊗ C(p). We then have a diagram like this:
For cocycles a ∈ Hom * (P , k), define D C i (a) to be the cohomology class of the cocycle γ C (τ ϑ(e i ) ⊗ a p ) ∈ Hom * (P , k), and define D B i (a) to be the class of γ B (σϑ(e i ) ⊗ a p ) ∈ Hom * (P , k). We need to show that
, and for this it suffices to prove the identity
for all w ∈ X ⊗ C(p) and a ∈ Hom * (P , k). We can write w = x p ⊗ f + i u i ⊗ f i with u i ∈ X of degree |u i | > 1 − p, and f, f i ∈ C(p). By Proposition 3.2 we have that
, and all these expressions equal (−1)
times the composition
Proof of Theorem 1.6. Let us write G = G 1 × G 2 . Choose complete projective resolutions P and Q for k as trivial kG 1 -and kG 2 -module, respectively. Then k → P ⊗ Q is the negative part of a projective resolution of k as kG-module. We denote by B G1 , B G2 and B G the operads constructed above using these resolutions; then we get a quasi-isomorphism of unital operads B G1 ⊗B G2 → B G by tensoring morphisms. Let us denote by A 1 = Hom * kG1 (P , k), A 2 = Hom * kG2 (Q, k) and A = Hom * kG (P ⊗ Q, k) the corresponding B-algebras, then the commutative diagram
implies the desired result.
An alternative description of negative Ext-groups
Let n > 0. It is well-known that Ext n kG (A, B) = Hom kG (Ω n A, B) admits a description via extensions of B by A. We will now give a similar description of Ext −n kG (A, B) ∼ = Hom kG (A, Ω n B), which will be used throughout the next two sections. Let us define a category K n (A, B), whose objects are all the chain complexes
with projective modules P 1 , P 2 , . . . , P n , and a morphism of two such complexes is a commutative diagram as follows:
For objects C and C ′ , let us write C ≈ C ′ if there is a morphism C → C ′ in K n (A, B). Define the relation ∼ on K n (A, B) to be the equivalence relation generated by ≈, and put K n (A, B) = K n (A, B)/ ∼, the connected components of K n (A, B). Let us fix a projective resolution of B:
Theorem 4.2. The map Φ : Hom kG (A, Ω n B) → K n (A, B) which associates to each map
To prove this, we need the following proposition. The proof is standard homological algebra, and we omit it.
Proof of Theorem 4.2: As a first step, we show that Φ induces a map Hom kG (A, Ω n B) → K n (A, B). Suppose we are given f ′ ∈ Hom kG (A, Ω n B) such that f ′ − f factors through some projective module R:
Then the complexes Φ(f ) and Φ(f ′ ) differ in their first map only; let us denote these by α, α ′ : A → P n , respectively. From the commutative diagram
. Therefore, we obtain a map Hom kG (A, Ω n B) → K n (A, B) which we also denote by Φ. To construct an inverse for Φ, start with some object C = (A → Q * → B) ∈ K n (A, B). Since the Q i 's are projective and (4.1) is exact, we can lift the identity on B to a map of chain complexes f : C → P :
By Proposition 4.3, the stable class of the resulting map f n+1 : A → Ω n B is independent of the choice of the lift; let us write Ψ(C) = f n+1 ∈ Hom kG (A, B). Suppose we are given a morphism g :
. Then f • g is a lift of the identity on B to a map of chain complexes 
in mod-kG. Assume further that the P i 's are projective, so that the upper row represents some element α ∈ Hom kG (A, Ω n B), and assume that the lower row is exact, therefore representing some element β ∈ Hom kG (Ω n C, D). Then the diagram
Proof. Choose projective resolutions Ω n B → Q * → B and Ω n C → R * → C. By the usual 'projective to acyclic'-argument, we get a diagram
whereᾱ andβ are unstable representatives of α and β, respectively. The result follows from Proposition 4.3.
Remark 4.6. Suppose we have an exact sequence A ֒→ P n → · · · → P 1 ։ B with projective modules P 1 , . . . , P n . Then we can view this as an extension representing some stable isomorphism Ω n B → A; but we can also consider this as an element of K n (A, B), representing some stable isomorphism A → Ω n B; by the previous proposition, the two maps are stable inverses of each other.
We have a composition product K n (B, C) × K m (A, B) → K n+m (A, C) similar to the Yoneda splice: given E : A → P * → B and E ′ : B → Q * → C we define E ′ • E to be the complex
This product is compatible with the equivalence relation ∼ and therefore induces a product Proof. Let us start with complexes A → P * → B and B → Q * → C representing stable maps α : A → Ω m B and β : B → Ω n C, respectively. Choose projective resolutions Ω n C → R * → C and Ω n+m C → T * → Ω n C. Then we can lift the identity map on C to commutative diagrams as follows:
and for any such lifting, the complex A / / P n / / . . .
Proof. Existence of the lifting is common homological algebra. For the second statement choose a projective resolution Ω n−m C → R * → C; then we have the following commutative diagram:
represents some class in H ni (Σ n ≀ K). We then choose a suitable inclusion ι : G ֒→ Σ n ≀ K and define norm K,G (x) = ι * (x ⊗n ). In the following, we will often implicitly identify H * (G) with the dual ofĤ −1− * (G) by the use of Tate duality. In particular, we have dual operations
Theorem 5.1. Let k = F 2 , and let K be a subgroup of index n of a finite group G.
(1) For all i ≥ 0 the diagram
Remark 5.2. Recall that K is a central factor of G if and only if the product of K with its centralizer is the whole group G. The condition we really need for the proof of part (2) is that we can choose coset representatives for K in G which commute with all elements of order 2 in K. This is true if K is a central factor, but it is also true in other cases like Z/4Z ⊆ Q 8 . The condition is not satisfied for Z/2Z × Z/2Z ⊂ D 8 (the dihedral group with 8 elements), and we will see in Remark 5.18 that the conclusion fails in that case.
Corollary 5.3. If the order of the finite group G equals an odd multiple of 2 i with i ≥ 1, then the operation Q n :Ĥ −1 (G) →Ĥ −1−n (G) is non-trivial whenever n is divisible by 2 i .
Proof. Let P ≤ G be a 2-Sylow subgroup, which is of order 2 i . The commutative diagram
shows that it is enough to consider the case of a 2-group P . Let K ≤ P be a central cyclic subgroup of order 2; then the commutative diagram
For the proof of Theorem 5.1 we use the following reinterpretation of
Proposition 5.4. Let G be a finite group of order divisible by p = 2, and let ϕ ∈Ĥ −1 (G) be the canonical generator. For every i ≥ 0, the complex
Here, T denotes the twist map interchanging the two factors of kG ⊗2 , and ε is the augmentation map.
Proof. We use the definition of Q i using the operad B from §3. Let P be a complete projective resolution of k as trivial kG-module, where we assume that P −1 = kG and k ֒→ P −1 is the norm map N . Let W be the standard free resolution of k as trivial kΣ 2 -module, with one generator e j in degree j for every j ≥ 0. Choose a Σ 2 -equivariant chain map Ψ : W → B(2) lifting the identity of k, and define α j : P −1−j → P ⊗2 −1 to be the degree 0-part of the map Ψ(e j ) ∈ B(2) ⊆ Hom * (P , P ⊗2 ). We get a commutative diagram
. The commutative diagram then shows the claim by Remark 4.11.
Proposition 5.5. Let G be a finite group of order divisible by p = 2, and let ν : k → kG be the norm map. If α : kG ⊗2 → k is a map for which k
Proof. Let b = g α(1 ⊗ g); then the result follows from the commutative diagram
and Example 4.4 and Proposition 4.9.
Proposition 5.6. Suppose that σ ∈ Σ n satisfies σ 2 = 1 and σ = 1, and let K be a finite group. Define the map f : Z/2Z × K → Σ n ≀ K to be (u, g) → (σ u ; g, g, . . . , g). Then there is some
Proof. We can assume that σ is of the form (1 2) (3 4) . . . (2m − 1 2m) for some m. For every i and every group L denote by
the first map being given by (u; g) → (τ u ; g; g), where τ is the generator of Σ 2 . Also let j be the
On the other hand, j * (x ⊗(n−2m) ) = x n−2m , so it remains to show that
which is done, e.g., in [1] , §4.4; note that this can actually be used to define the Steenrod operations on ordinary group cohomology.
Consider the augmentation kΣ n → k as an augmented chain complex; then the augmented chain complex kΣ n ⊗ kΣ n → k is a chain complex of right Σ 2 × Σ n -modules, where Σ n acts diagonally and Σ 2 acts by permuting the factors. Let W be the standard free resolution of k as trivial kΣ 2 -module. By endowing W with a trivial right Σ n -action, we can consider W → k and hence also W ⊗ kΣ n ⊗ kΣ n → k as augmented chain complexes of right Σ 2 × Σ n -modules. As such the latter consists entirely of free modules, and we can therefore lift the identity map of k to a map of chain complexes ϑ : W ⊗ kΣ n ⊗ kΣ n → W ⊗n , where Σ n acts on W ⊗n by permuting the factors and Σ 2 acts diagonally. Finally note that kΣ n is a right Σ n ≀ K-module via the projection map Σ n ≀ K → Σ n , and kK ⊗n is also a right Σ n ≀ K-module. Therefore the tensor product kΣ n ⊗ kK ⊗n is a right k(Σ n ≀ K)-module, which is free of rank one. We can now form the following map ξ of augmented chain complexes over k(Σ n ≀ K):
In the following, we consider triples (E,β,γ) where E → k is an exact sequence
⊗n is a map of augmented chain complexes over k(Σ n ≀ K). Define β to be the composite
and similarly define γ :
Proposition 5.7. If (E,β,γ) is a triple as above, then g∈K β(1 ⊗ g) = g∈K ′ β(1 ⊗ g) and
holds because it is true for w = 1 ∈ Σ 2 and for w = 1 − τ ∈ kΣ 2 (where τ is the generator of Σ 2 ) sinceβ is a chain map. The formula implies that β(1 ⊗ g) = β(g ⊗ 1) = β(1 ⊗ g −1 ), and therefore g∈K β(1 ⊗ g) = g∈K ′ β(1 ⊗ g). The same proof applies to γ. Proposition 5.9. There exist constants c n,i,σ (for all σ ∈ Σ n ), not depending on K, with the following property: for all triples (E,β,γ) as above and all elements g = (σ,
Some of the constants will be determined later in Proposition 5.13.
Proof. We can write ϑ ni (1 ⊗ 1 ⊗ σ) = s w s,1 ⊗ · · · ⊗ w s,n where w s,j ∈ W . Then γ(1 ⊗ g) equals
If the degree of one of the w s,j is bigger than i, then the corresponding s-th summand vanishes becauseβ is the zero map. Therefore, we are only interested in the case where all w s,j are of degree i, in which case we can simplify by (5.8)
where c n,i,σ is some constant in k not depending on the group K.
Proposition 5.10. Let L be any finite group, and suppose that f : L → Σ n ≀ K is an injective group homomorphism and c ∈ k is some constant. Suppose that for all triples (E,β,γ) as above we have that c
Proof. We may assume that the order of both K and L is divisible by p = 2. Then we identifŷ H 0 (K) andĤ 0 (L) with k, so that we have to prove
. Let E be an exact sequence representing a ∈ H i (K). Since the modules of the augmented complex W ⊗ kK ⊗2 → k are free, we can lift the identity of k to a chain mapβ: 
As before, we get a triple (E,β,γ) in such a way that the diagram of kL-modules
commutes, where µ : k → KL is the norm map, such that the upper row represents
, where λ ∈Ĥ −1 (L) is the generator. As above, Propositions 4.8 and 5.5 show that
Combining formulas (5.11) and (5.12) we get the desired result.
We will now exploit this fact for several maps f . Proof of Proposition 5.13 and Theorem 5.1. As a first step, take L = K and let f : K → Σ n ≀ K be given by g → (id; g, . . . , g) for all g ∈ K. Then x n = f * (x ⊗n ), and the computation
If we put K = Z/2Z, then the computations in Example 1.2 show that the constant c n,i,id equals 1, so we have proved (5.14) and Theorem 5.1.(3). As a second step, let us take L = Z/2 × K and let f : Z/2Z × K → Σ n ≀ K to be given by (u, g) → (σ u ; g, g, . . . , g), where σ ∈ Σ n is some fixed element of order 2. Then
We take K = Z/2Z, but we keep the notation K in order to distinguish from the other factor Z/2Z. We have
for one-dimensional classes x and z. By Proposition 5.6, we know that f
By the computations in Example 1.7, applying Q * ni to such a polynomial in x, z equals the sum of the evaluations of that polynomial at (x, z) = (1, 1), (0, 1) and (1, 0) 
This implies (5.15). In order to prove (5.16), take a situation in which l ∈ K is of order 2, and β is such that β(1 ⊗ l) = 0. Then put g = (σ; l, l, . . . , l) and the result follows from γ(1 ⊗ g) = γ(1 ⊗ g −1 ). Up to this point, we have proved Proposition 5.13 completely. Now we prove Theorem 5.1.(1). Take f : L → Σ n ≀ K to be the identity map of Σ n ≀ K and compute g=(σ;k1,...,kn)∈Σn≀K
By Proposition 5.13, σ∈Σn c n,i,σ = 1, which proves Theorem 5.1.(1). Let π : Σ n ≀ K → Σ n be the projection map. For the proof of Theorem 5.1.(2), choose a set {g i } of coset representatives of K in G with the property that all the g i 's commute with all elements of order 2 in K. Then for each g ∈ G, there are unique elements k 1 , . . . , k n ∈ K and σ ∈ Σ n such that gg j = g σ(j) k j for all j, and we get an injection f :
, and we need to investigate
γ(1 ⊗ g) by (5.14) and (5.15).
But if π(f (g)) = id, then gg j = g j k j for all j, which means gg j = k j g j for all j by our condition on K. Therefore, we get g = k j for all j, so that g ∈ K and f (g) = (id; g, g, . . . , g). Conversely, if g ∈ K, then f (g) = (id; g, g, . . . , g) by our condition on K. Therefore,
This proves (2) of Theorem 5.1.
Example 5.17. Let us work out in detail the operations Q on the generator ofĤ −1 (G) in the case G = D 8 , the dihedral group with 8 elements. The structure of the cohomology ring H * (G) is known to be H * (G) ∼ = k[a, b, c]/(ab) where |a| = |b| = 1 and |c| = 2 (see, e.g., [4] , Theorem 7.8). From [2] , Theorem 3.1 and Lemma 2.1 we get thatĤ
of H * (G) and let us define {ϕ a i c j , ϕ b i c j } to be the dual basis; in particular, ϕ 1 is the canonical generator ofĤ −1 (G). Using Tate duality, one derives the relations
and similarly for a and b interchanged. All these facts together completely determine the multiplicative structure ofĤ * (G). From Q 1 (ϕ 1 ) = ϕ (2) is not true for arbitrary subgroups K of G. Take K = Z/2Z × Z/2Z and G = D 8 , and let us write norm for norm K,G . We know that H * (K) ∼ = k[x, y] for some one-dimensional classes x, y. Suppose that Theorem 5.1.(2) would hold in that case. Then Q * 2 (norm(x)) = norm(Q * 1 (x)) = 0, so that norm(x) = αa 2 + βb 2 for some α, β ∈ k. Similarly, norm(y) = α ′ a 2 + β ′ b 2 for some α ′ , β ′ ∈ k. But then norm(xy) = norm(x) norm(y) = αα ′ a 4 + ββ ′ b 4 and hence 0 = Q * 4 (norm(xy)) = norm(Q * 2 (xy)) = norm(1), a contradiction.
Productive elements at the prime 2
Let G be a finite group, and let ζ : Ω n k → k be a surjective map representing a Tate cohomology class [ζ] ∈Ĥ n (G). Define L ζ to be the kernel of ζ; we therefore get an exact triangle n k ⊗ L ζ → L ζ is stably zero. It is known that, for all primes p ≥ 3, a non-zero class [ζ] is productive if and only if its degree n is even (see [3] , Theorem 4.1). The case p = 2 is more complicated, and we will show in this section that the operations Q can be used to determine whether a class is productive or not: Theorem 6.2. Let p = 2, and let G be a finite group. A cohomology class [ζ] ∈Ĥ n (G) is productive if and only if P 1 (ζ) is divisible by ζ inĤ * (G).
Remark 6.3. The 'only if' part of this theorem has been conjectured and independently proven in the case of ordinary cohomology classes by Ergün Yalçin, using connections to the existence of diagonal approximations of certain chain complexes.
The proof of Theorem 6.2 relies on the following commutative diagram.
Proposition 6.4. Under the conditions of the theorem, the following diagram commutes stably:
Proof of Theorem 6.2. We assume that [ζ] = 0. If P 1 (ζ) is divisible by ζ, then there is a map α : Ω n k ⊗ Ω n k → Ω n+1 k such that P 1 (ζ) = ζα. But then η P 1 (ζ) = ηζα = 0 because ηζ = 0. By Proposition 6.4 we get that ζ is productive. Conversely, suppose that ζ is productive, so that η P 1 (ζ) · (id ⊗ι) = 0 by Proposition 6.4. Since the triangle
is exact, we get that η P 1 (ζ) = λ · (id ⊗ζ) for some map λ : Ω n k → L ζ . When we apply the homological functor Hom kG (Ω n k, −) to the triangle (6.1), we get a long exact sequence
Here ζ * can be viewed as ζ· :Ĥ 0 (G) →Ĥ n (G) which is injective because the class [ζ] is non-zero. By exactness, ι * = 0 and η * is surjective. In particular, λ = ηρ for some map ρ : Ω n k → Ωk. Altogether we have that η(P 1 (ζ) − ρ(id ⊗ζ)) = λ(id ⊗ζ) − ηρ(id ⊗ζ) = 0, and therefore P 1 (ζ) − ρ(id ⊗ζ) = ζσ for some map σ : Ω n k ⊗ Ω n k → Ω n+1 k. Remark 6.5. Before we start proving that the diagram commutes, let us draw some analogies to the topological world. Let us define k/ζ to be some choice of cone of ζ : Ω n k → k. Then the commutative square of Proposition 6.4 is a shift of the diagram on the left-hand side:
Note the similarity to the topological situation on the right-hand side, which takes place in the stable homotopy category. Here, S denotes the sphere spectrum, S/2 is the mod-2-Moore spectrum, a cone of multiplication by 2 on S, and η = Sq 1 (2) is the Hopf map.
The rest of this section is devoted to the proof of Proposition 6.4. Let p = 2, and let G be a finite group. Let P be a complete projective resolution of the trivial kG-module k, and let this resolution define the modules Ω n k.
