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FOURIER RESTRICTION ESTIMATES FOR SURFACES OF
CO-DIMENSION TWO IN R5
SHAOMING GUO AND CHANGKEUN OH
Abstract. We prove Lp → Lq Fourier restriction estimates for 3-
dimensional quadratic surfaces in R5. Our results are sharp, up to
endpoints, for a few classes of surfaces.
1. Introduction
Let d ≥ 2 and P (ξ), Q(ξ) be two real quadratic forms depending on
ξ ∈ Rd. Denote by P and Q the Hessian matrices of P (ξ) and Q(ξ). We say
that the pair (P,Q) is reducible if there exists a linear change of coordinates
in ξ after which both P (ξ) and Q(ξ) omit a common variable. Otherwise,
we say that (P,Q) is irreducible.
Consider the d-dimensional surface
(1.1) S = {(ξ, P (ξ), Q(ξ)) : ξ ∈ [−1, 1]d}
in Rd+2. Let ESf denote the extension operator associated to S defined by
(1.2) ESf(x′, xd+1, xd+2) :=
∫
[−1,1]d
f(ξ)e(ξ ·x′+P (ξ)xd+1+Q(ξ)xd+2) dξ.
Here, x′ = (x1, . . . , xd) and e(t) = e
2πit.
We are interested in the following Fourier restriction problem: Find all
the pairs (p, q) such that
(1.3) ‖ESf‖Lq(Rd+2) ≤ Cp,q,S,d‖f‖Lp(Rd)
for every function f . The main result of the paper is as follows.
Theorem 1.1. Let d = 3. For every pair (P,Q) that is irreducible, the
restriction estimate (1.3) holds with q > 4 and p > q/(q − 3).
It is a coincidence that our methods in the current paper produced the
same range of (p, q) for every irreducible pair (P,Q). Indeed, within the class
of all irreducible pairs, there are a few smaller classes of pairs which admit
very different Fourier restriction phenomenon from each other. Moreover,
we will also see that the proofs of (1.3) for different classes of pairs of (P,Q)
also differ significantly.
We proceed with a classification of irreducible pairs (P,Q). We say that
two pairs of quadratic forms (P,Q) and (P ′, Q′) are equivalent and denote
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by (P,Q) ≡ (P ′, Q′) if there exist two invertible real matrices M1 ∈ M3×3
and M2 ∈M2×2 such that
(1.4) (P ′(ξ), Q′(ξ))T =M2 · (P (M1 · ξ), Q(M1 · ξ))T , for every ξ ∈ R3.
We say that the pair (P,Q) satisfies the (CM) condition if
(1.5)
∫
S1
|det (x1P + x2Q)|−γ dσ(x1, x2) <∞ for every 0 < γ < 2/3,
where S1 denotes the unit circle on R2 and dσ the arc-length measure on S1.
This condition was introduced by Christ [Chr82, Chr85] and Mockenhaupt
[Moc96] where they proved that the pair (P,Q) satisfies the (CM) condition
if and only if (1.3) holds for p = 2, q = 14/3. We say that the pair (P,Q)
satisfies the (D) condition if
(1.6) det[∇P (ξ),∇Q(ξ), w] 6≡ 0,
for any non-zero vector w ∈ R3. In other words, the left hand side of
(1.6), when viewed as a polynomial in ξ, does not vanish identically. For
0 ≤ d′ ≤ 2, we say that the pair (P,Q) satisfies the (Rd′) condition if
(1.7) inf
hyperplane H⊂R3
sup
λ1,λ2∈R
rank
(
(λ1P (·) + λ2Q(·))|H
)
= d′.
The (D) condition and the (Rd′) condition were introduced in [DGS19] and
[GZ19b] to study decoupling inequalities for surfaces of co-dimension two.
Theorem 1.2.
(1) The (CM) condition is equivalent to the (D) condition and the (R2)
condition.
(2) If (P,Q) fails the (D) condition, then it is equivalent to (ξ21 ± ξ22 , ξ23)
or (ξ1ξ2 + ξ
2
3 , ξ
2
1).
(3) If (P,Q) satisfies the (D) condition and the (R1) condition, then it
is equivalent to (ξ1ξ2, ξ1ξ3 + ξ
2
2) or (ξ1ξ2, ξ
2
1 ± ξ23).
(4) If (P,Q) satisfies the (D) condition and the (R0) condition, then it
is equivalent to (ξ1ξ2, ξ1ξ3).
Theorem 1.3. Theorem 1.1 is sharp, up to endpoints, for all pairs (P,Q)
that are equivalent to those listed in item (2) or item (4) of Theorem 1.2. In
other words, for all these pairs, (1.3) fails for q < 4 or q ≥ 4, p < q/(q − 3).
Fourier restriction estimates for quadratic surfaces of co-dimension bigger
than one have been studied by a number of authors in the literature. Previ-
ously we have mentioned Christ [Chr82, Chr85] and Mockenhaupt [Moc96].
Other than these, Oberlin [Obe04] studied Fourier restriction estimates and
Lp → Lq improving estimates for the surface (ξ1, ξ2, ξ3, ξ21 + ξ22 , ξ22 + ξ23),
which is a surface that satisfies the (CM) condition; Banner [Ban02] studied
restriction estimates for certain surfaces not satisfying the (CM) condition;
Bak and Lee [BL04], and Oberlin [Obe02] obtained sharp Fourier restric-
tion estimates for certain quadratic moment surfaces of high co-dimensions;
A RESTRICTION ESTIMATE 3
Bak, Lee and Lee [BLL17] studied bilinear Fourier restriction estimates for
surfaces of co-dimension bigger than one and deduce a linear restriction
estimate for the complex paraboloid in C3, which can be identified with
(ξ1, ξ2, ξ3, ξ4, ξ
2
1 − ξ22 + ξ23 − ξ24 , ξ1ξ2 + ξ3ξ4); Lee and Lee [LL19] studied re-
striction estimates for complex hyper-surfaces, which can also be viewed as
special cases of real surfaces of co-dimension two, in some high dimensions.
Outline of paper. In Section 2 we present some linear algebra computation
and provide the proof of Theorem 1.2, a classification of surfaces of co-
dimension two in R5; in Section 3 we prove Theorem 1.3 by constructing a
few explicit examples; in Section 4, we present an epsilon removal lemma,
which reduces (1.3) to some “local” estimate with an epsilon loss; the proof
of Theorem 1.1 will be presented in the remaining sections.
The main novelty of the paper lies in the proof of Theorem 1.1 for sur-
faces that fail the (D) condition, that is, surfaces that are equivalent to
(ξ1, ξ2, ξ3, ξ
2
1 , ξ1ξ2 + ξ
2
3). The proof is presented in the last section. It relies
on a nested induction argument. More precisely, we will repeatedly apply a
broad-narrow analysis of Bourgain and Guth [BG11] combined with certain
bilinear restriction estimate with favourable dependence on the supports of
input functions (See Lemma 8.4). As a consequence of the iteration, we re-
duce our restriction estimate to a restriction estimate for lower dimensional
surfaces (See Proposition 8.2), which is also proved in the last section.
Notation. For a set A ⊂ Rd and a function f defined on Rd, we use 1A
to denote the indicator function of A and fA to denote f · 1A. Define ESAf
to be ESfA. Let K1 ≤ K be two dyadic numbers, and  ⊂ [0, 1]d be a
dyadic cube of side length 1/K1. We use P(, 1/K) to denote the partition
of  into dyadic cubes of side length 1/K. If  = [0, 1]d, then P(, 1/K) is
abbreviated to P(1/K).
Acknowledgements. The authors were supported in part by the NSF
grant 1800274.
2. Some linear algebra: Proof of Theorem 1.2
Let us first prove items (2)–(4). We will show that if a pair (P,Q) fails
either the (D) condition or the (R2) condition, then it must be equivalent
to one of the pairs in items (2)–(4).
First of all, let us mention that item (2) and item (4) have already been
obtained in [GOR+19], see item (3) and item (2) of Theorem 1.1 there,
respectively. Let us be more precise. Recall the condition (1.8) in [GOR+19]:
(R≥1) P and Q do not share a common linear real factor.
Here we call it the condition (R≥1), as it is equivalent to the union of the
condition (R1) and the condition (R2). Moreover, as we always assume
that the pair (P,Q) is irreducible, the (D) condition and the (R0) condition
can not fail simultaneously. This explains why item (3) and item (2) of
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Theorem 1.1 in [GOR+19] are equivalent to item (2) and item (4) of the
above Theorem 1.2, respectively.
From now on, we consider pairs (P,Q) that satisfy the (D) condition and
the (R1) condition and show that they are equivalent to examples listed in
item (3). We pick a hyperplane H such that the equality in (1.7) is achieved
with d′ = 1. By linear transformations, we may assume that H is the plane
ξ1 = 0 and
(2.1) (P,Q) ≡ (ξ1L1(ξ1, ξ2, ξ3) + ξ22 , ξ1L2(ξ1, ξ2, ξ3))
where L1 and L2 are linear forms.
There are two subcases depending on whether L2 depends on ξ3 or not.
Suppose that it does. By a change of variables in ξ1, ξ2 and ξ3, we obtain
(P,Q) ≡ (aξ21 + bξ1ξ2 + ξ22 , ξ1ξ3) ≡ (a′ξ21 + ξ22 , ξ1ξ3),(2.2)
for some real numbers a, b and a′. By scaling, we may assume that a′ =
0, 1,−1. We can rule out the case that a′ = 0 as otherwise the pair (P,Q)
violates the (D) condition. The other two possibilities a = ±1 are listed in
item (3). This finishes the discussion on the case that L2 depends on ξ3.
Let us now suppose that L2 does not depend on ξ3. Then we have
(2.3) (P,Q) ≡ (ξ1L1(ξ1, ξ2, ξ3) + ξ22 , ξ1ξ2),
as we know that L2 can not vanish and the (D) condition guarantees that
L2 depends on ξ2. By adding a multiple of Q to P , we further obtain
(2.4) (P,Q) ≡ (aξ21 + bξ1ξ3 + ξ22 , ξ1ξ2),
for some a, b ∈ R. In particular, we know b 6= 0 as otherwise the pair
becomes reducible. By a further change of variables in ξ1 and ξ3, we obtain
that the pair (P,Q) is equivalent to (ξ1ξ3 + ξ
2
2 , ξ1ξ2), which was also listed
in item (3). This finishes the proof of item (3).
In the end, let us prove item (1). We start with proving that if a pair
(P,Q) satisfies the (CM) condition, then it also satisfies the (D) condition
and the (R2) condition. We argue by contradiction and suppose that (P,Q)
fails one of these two conditions. Previously we have proven that (P,Q)
must be equivalent to one of the pairs in items (2)–(4). Direct computations
show that the (CM) condition is violated for all those pairs, and therefore
we arrive at a contradiction.
Next we show the converse direction of the equivalence. We will again
argue by contradiction and assume that the (CM) condition fails. Define
D(x1, x2) := det(x1P + x2Q).
First of all, we claim that if D(x1, x2) is identically zero, then (P,Q) ≡
(ξ1ξ2, ξ1ξ3). Note that the surface (ξ1ξ2, ξ1ξ3) violates the (R2) condition.
Hence, by the claim, we may assume that D(x1, x2) is a nonzero homoge-
neous polynomial of degree three. Let us give a proof of the claim. Without
loss of generality, we may assume that rank(P ) ≥ rank(Q). It is easy to see
that the (R1) condition is violated when the rank of P is one. Also, for the
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case that the rank of P is three, the function D(x1, x2) can not be identically
zero. Let us consider the remaining case that the rank of P is two. By a
change of variables, we may assume that P = ξ21 + ξ
2
2 or ξ1ξ2. Let us take a
look at the former case first. Since (P,Q) is irreducible, Q depends on ξ3.
We may assume that Q does not contain ξ23 . Otherwise, D(x1, x2) can not
be identically zero. Write
(2.5) (P,Q) ≡ (ξ21 + ξ22 , aξ21 + bξ1ξ2 + cξ1ξ3 + dξ2ξ3).
By routine calculations, we see that D(x1, x2) is identically zero only if
c = d = 0. However, this cannot happen because (P,Q) is irreducible. This
finishes the discussion on the former case. Let us move on to the latter case
that P = ξ1ξ2. Similarly, we may assume that Q does not contain ξ
2
3 . Write
(2.6) (P,Q) ≡ (ξ1ξ2, aξ21 + bξ22 + cξ1ξ3 + dξ2ξ3).
Without loss of generality, we may assume that d = 1 and by a change of
variables, we may further assume that b = 0. The function D(x1, x2) now
becomes 2y2(cx − ay), which is identically zero if and only if c = a = 0.
Hence, (P,Q) ≡ (ξ1ξ2, ξ1ξ3) and this completes the proof of the claim.
We have shown that D(x1, x2) is a nonzero homogeneous polynomial of
degree three. From the definition (1.5) of the (CM) condition and the fact
that it is violated, we see immediately that D(x1, x2) must admit a lin-
ear factor of multiplicity at least two. By rotation, we may assume that
D(x1, x2) = x
2
2L(x1, x2) for some linear form L. Note that
(2.7) det(P ) = D(1, 0) = 0.
After diagonalizing the matrix P , we may assume that P (ξ) = ξ21+aξ
2
2 with
a = 0,±1. We can exclude the case that a = 0 as it is easy to check that in
this case the (D) condition is violated.
There are two cases depending on whether Q has the ξ23 term or not.
Suppose that it does. By completing squares, we obtain
(P,Q) ≡ (ξ21 ± ξ22 , a′ξ21 + b′ξ22 + c′ξ1ξ2 + ξ23)
≡ (ξ21 ± ξ22 , b′′ξ22 + c′ξ1ξ2 + ξ23) =: (P ′, Q′).
(2.8)
The function det (x1P
′ + x2Q
′) is given by
(2.9) 2x2 det
[
2x1 c
′x2
c′x2 ±2x1 + 2b′′x2
]
=: x2D
′(x1, x2).
Note that D′(x1, x2) does not have a linear factor x2. Therefore, in order for
x2D
′(x1, x2) to violate the integrability condition as in (1.5), the quadratic
form D′(x1, x2) must be the square of a linear form. As a consequence, we
obtain
(2.10) (P,Q) ≡ (ξ21 − ξ22 , b′′ξ22 + c′ξ1ξ2 + ξ23)
and
(2.11) (b′′)2 − (c′)2 = 0.
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By considering either the hyperplane ξ1 = ξ2 or the hyperplane ξ1 = −ξ2,
we see that the (R2) condition fails.
It remains to handle the case where Q does not have the ξ23 term. Notice
that Q must contain either ξ1ξ3 or ξ2ξ3. By a change of coordinate in ξ1
and ξ2, we may assume that Q has a ξ1ξ3 term and
(P,Q) ≡ (F (ξ1, ξ2), aξ21 + bξ22 + cξ1ξ2 + ξ1ξ3),(2.12)
where F is a quadratic form. By taking the hyperplane ξ1 = 0, we can see
that the (R2) condition is violated. This finishes the proof.
3. Examples: Proof of Theorem 1.3
We will show that if a pair (P,Q) is equivalent to (ξ21±ξ22 , ξ23), (ξ1ξ2+ξ23 , ξ21)
or (ξ1ξ2, ξ1ξ3), then for the associated surface S, the restriction estimate
(1.3) fails for q < 4 or q ≥ 4, p < q/(q − 3).
The case (ξ21 ± ξ22 , ξ23) is trivial, as our surface can be written as the
“product” of a parabola and a (hyperbolic) paraboloid.
Let us next consider the case that (P,Q) is equivalent to (ξ1ξ2 + ξ
2
3 , ξ
2
1).
Let R be a large number. Take the function f1 = 1[0,R−1]×[0,1]×[0,R−1/2], that
is, the characteristic function of the set
(3.1) {ξ = (ξ1, ξ2, ξ3) ∈ [0, 1]3 : 0 ≤ ξ1 ≤ R−1, 0 ≤ ξ3 ≤ R−1/2}.
Recall the definition of the extension operator ES in (1.2). We see that if x
is chosen such that
(3.2) |x1|+ |x4| ≤ R/100, |x2| ≤ 1/100, |x3| ≤ R1/2/100, |x5| ≤ R2/100,
then |ESf1(x)| & R−3/2. As a consequence, we obtain the constraint 3/q +
1/p ≤ 1. To see the constraint q ≥ 4, we use Khintchine’s inequality. Let
 = I1×I2×I3 be a dyadic rectangular box in [0, 1]3 with |I1| = R−1, |I2| =
1, |I3| = R−1/2. Let ε = (ε) be a sequence of independent random variables
where ε takes values ±1 randomly. We have
(3.3) Eε‖ES(
∑
⊂[0,1]3
ε · 1)‖qq ≃
∫ (∑

|ES1|2
)q/2
.
First of all, (3.3) is bounded from below by
(3.4)
∫ ∑

|ES1|q & R−
3q
2 R6.
Moreover, in order for (1.3) to hold, we need that (3.3) is bounded from
above by a constant. This leads to the constraint q ≥ 4.
Regarding the last case (ξ1ξ2, ξ1ξ3), essentially the same construction as
above works as well. We omit the details.
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4. Interpolations and an epsilon removal lemma
In the following sections, when proving the desired restriction estimate
(1.3) for the range q > 4 and p > q/(q− 3), we will from time to time apply
the trivial estimate
(4.1) ‖ESf‖∞ ≤ ‖f‖1.
This estimate, together with interpolation, allows us to reduce the above
range of (p, q) to the range p = q > 4.
A second reduction, which is known as the epsilon removal lemma in the
literature, will be needed in Section 7 to handle surfaces that satisfies the
(CM) condition.
Let S be a d-dimensional compact smooth surface in Rn parametrizd by
{(ξ,P(ξ)) ∈ [0, 1]d×Rn−d}. Let ψ0 be a smooth function such that ψ0(ξ) = 1
on [0, 1]d and ψ0(ξ) = 0 outside of the cube [−1, 2]d. Denote by ESf the
extension operator associated with the surface S defined by
(4.2) ESf(x′, x′′) =
∫
[−1,2]d
e(x′ · ξ + x′′ ·P(ξ))f(ξ)ψ0(ξ) dξ.
The function ψ0 is introduced for some technical reason.
Several versions of epsilon removal lemma have been obtained in the lit-
erature [Tao99, BG11, Kim17]. However, it has been mostly stated only for
hypersurfaces. We record here the epsilon removal lemma for surfaces with
co-dimension larger than one. The idea of the proof is essentially the same
as those in the literature.
Theorem 4.1. Let q ≥ p ≥ 2. We assume the decay of the function ES1
(4.3) |ES1(x)| ≤ CS,ρ(1 + |x|)−ρ
for some ρ > 0, and assume the local extension estimate
(4.4) ‖ESf‖Lq(BR) ≤ CS,p,q,αRα‖f‖Lp
for every 0 < α ≪ 1, R ≥ 1, ball BR of radius R, and function f . Under
these conditions, we have the global extension estimate:
(4.5) ‖ESf‖Ls(Rn) ≤ CS,p,s‖f‖Lp
for every s > q and function f .
Let us give a sketch of the theorem. One ingredient is the Calderon-
Zygmund decomposition. We will prove the dual estimate of (4.5)
(4.6) ‖Fˆ‖Lp′ (dσ) . ‖F‖Ls′ (Rn),
which fits better than the extension estimate (4.5) with the Calderon-Zygmund
decomposition. Here, dσ is the surface measure of the surface S. Note that
1 < p′ < 2. We will interpolate an L1-estimate and an L2
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We define sparse balls. Let C be a sufficiently large constant depending
on the parameter ρ and the dimensions d, n. We call a collection of balls
{BR(xi)}Ni=1 sparse if |xi − xj | ≥ (NR)C for any i 6= j. We will prove
(4.7) ‖Fˆ‖Lp′ (dσ) ≤ Cp,s,αRα‖F‖Ls′ (Rn)
for any function F supported in the union of the sparse collection of balls
{BR(xi)}Ni=1 and any R ≥ 1 and 0 < α≪ 1. Once we obtain this estimate,
the rest of the proof is identical to that in [Tao99] and [BG11]. In particular,
they do not use the condition that the surface S is a hypersurface, and the
same proof works for our surface. Hence, we leave out the details.
It remains to prove (4.7). We will apply the assumption on the local
restriction estimate. By the assumption and Ho¨lder’s inequality, we know
that
(4.8) ‖Fˆ‖Lp′ (NR−1 (S)) . R
−(n−d)/p′Rα‖F‖Ls′ (BR)
for every ball BR, where NR−1(S) denotes the R−1-neighbourhood of S. By
the support condition on F , we may write F as
∑N
i=1 fi(x− xi) where fi is
supported on the ball BR(0). We take a function ψ such that |ψ| ≃ 1 on
B1(0) and ψˆ is supported on B1(0). Define ψR(x) = ψ(x/R) and hi(x) =
fi(x)/ψR(x). The function hi is well-defined because ψR is non-vanishing
on the support of fi. We now have F (x) =
∑N
i=1(hiψR)(x − xi) and the
inequality (4.7) follows from
(4.9)
∥∥∥ N∑
i=1
eixi·ξ(ĥi ∗ ψ̂R)
∥∥∥
Lp
′
ξ (dσ)
. Rα
( N∑
i=1
‖hi‖s′Ls′ (Rn)
)1/s′
.
Note that for ξ ∈ S we have
(4.10) (ĥi ∗ ψ̂R)(ξ) = ((ĥi · χNR−1(S)) ∗ ψ̂R)(ξ)
by the condition that the support of ψ̂R is contained in BR−1(0). By this
observation and the assumption that s > p, it is not difficult to see that the
desired inequality (4.9) follows from
(4.11)
∥∥∥ N∑
i=1
eixi·ξ(gi ∗ ψ̂R)
∥∥∥
Lp
′
ξ (dσ)
. R(n−d)/p
′( N∑
i=1
‖gi‖p
′
Lp′ (Rn)
)1/p′
for every function gi. We will interpolate two estimates at p
′ = 1 and p′ = 2.
Let us first show the case that p′ = 1. By the triangle inequality, it suffices
to show that
(4.12) ‖gi ∗ ψ̂R‖L1(dσ) . Rn−d‖gi‖L1(Rn).
Note that n− d is the co-dimension of the surface S. The above inequality
immediately follows from the estimate
(4.13) sup
y∈Rn
∫
S
|ψ̂R(ξ − y)|dσ(ξ) . Rn−d.
A RESTRICTION ESTIMATE 9
Let us move on to the case that p′ = 2. We need to prove
(4.14)
∥∥∥ N∑
i=1
eixi·ξ(gi ∗ ψ̂R)
∥∥∥2
L2ξ(dσ)
. Rn−d
N∑
i=1
‖gi‖2L2(Rn).
We expand the L2-norm on the left hand side. We have a diagonal term and
off-diagonal terms.
(4.15)
N∑
i=1
‖gi ∗ ψ̂R‖2L2(dσ) +
∑
i 6=j
∫
ei(xi−xj)·ξ(gi ∗ ψ̂R)(ξ)(gj ∗ ψ̂R)(ξ)dσ(ξ).
The first term can be bounded by the right hand side of (4.14) by the esti-
mate (4.13). The second term also can be bounded by the right hand side
of (4.14) by following the same proof in page 12 of [Kim17]. This gives the
proof of the theorem.
We will apply the epsilon removal lemma to surfaces satisfying the (CM)
condition. Let us check that the surface satisfies the Fourier decay condition
(4.3). In fact, we will show
(4.16) |ES1(x1, . . . , x5)| ≤ CS(1 + |x|)−1/2
for any surface S satisfying the (CM) condition. By rotation, we may assume
that x5 = 0. After this change of variables, the resulting pair (P
′, Q′) is still
an irreducible pair. In particular, P ′ 6≡ 0. We now simply apply van der
Corput’s lemma and obtain the desired estimate (4.16).
5. Proof of Theorem 1.1: The (D) and (R0) conditions
In this section, we will prove that for (P,Q) = (ξ1ξ2, ξ1ξ3), we have
(5.1) ‖ESf‖Lp(BR) ≤ Cp‖f‖Lp ,
for every p > 4, R ≥ 1 and some constant Cp > 0. The proof relies on the
bilinear argument of Christ [Chr85], see also similar argument in Oberlin
[Obe04], Bourgain and Demeter [BD16a] and Oh [Oh18]. To simplify no-
tation, we use Ef instead of ESf , and assume BR is the ball of radius R
centered at the origin.
The proof is via an induction argument on R. We assume that we have
proven
(5.2) ‖Ef‖Lp(BR′ ) ≤ Cp‖f‖p,
for every R′ ≤ R/2, and aim to prove that the same estimate holds with R
in place of R′.
Let K ≥ 1 be a large dyadic integer that is to be chosen. Let LK de-
note a dyadic rectangular box of dimension 1/K × 1 × 1 that is parallel to
the hyperplane ξ1 = 0. Let P(K) be the partition of [0, 1]
3 into dyadic
rectangular boxes LK . Let ν > 0. We say that two sets Ξ,Ξ
′ ⊂ [0, 1]3 are
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ν-transverse if for every ξ = (ξ1, ξ2, ξ3) ∈ Ξ and ξ′ = (ξ′1, ξ′2, ξ′3) ∈ Ξ′, it holds
that |ξ1 − ξ′1| ≥ ν. Write
(5.3) E[0,1]3f(x) =
∑
α∈P(K)
Eαf(x), x ∈ R5.
To proceed, we run a simple version of the broad-narrow analysis from Bour-
gain and Guth [BG11]. For each x ∈ R5, we define the significant part
(5.4) C(x) :=
{
α ∈ P(K) : |E[0,1]3f(x)| < 10K|Eαf(x)|
}
.
By considering two possible cases |C(x)| ≥ 3 and |C(x)| ≤ 2, we obtain the
following simple pointwise estimate:
|E[0,1]3f(x)| ≤ C
( ∑
LK/2
|ELK/2f(x)|p
)1/p
+ CK10
∑
α1,α2:K−1−transverse
2∏
ι=1
|Eαιf(x)|1/2.
(5.5)
Here C is an absolute constant whose value may vary from line to line, and
the sum in the last term is over rectangular boxes LK . As a consequence,
we obtain
‖E[0,1]3f‖Lp(BR) ≤ CK10
∑
α1,α2:K−1−transverse
∥∥∥ 2∏
ι=1
|Eαιf |1/2
∥∥∥
Lp(BR)
+ C
( ∑
LK/2⊂[0,1]3
‖ELK/2f‖pLp(BR)
)1/p
.
(5.6)
The latter term will be handled via an anisotropic scaling and induction.
Let us first take LK/2 = [0, 2/K] × [0, 1] × [0, 1]. Write
(5.7) ELK/2f(x) =
∫ 2/K
0
∫ 1
0
∫ 1
0
f(ξ)e(ξ · x′ + ξ1ξ2x4 + ξ1ξ3x5)dξ,
where x′ = (x1, x2, x3). We apply the change of coordinates
(5.8) ξ1 → 2ξ1/K, ξ2 → ξ2, ξ3 → ξ3,
and obtain
(5.9) ‖ELK/2f‖Lp(BR) ≤ CK−1K3/p‖Ef˜‖Lp(BR),
where f˜(ξ1, ξ2, ξ3) := f(2ξ1/K, ξ2, ξ3). To apply the induction hypothesis
(5.2), we break the ball BR into smaller balls of radius R/2 and obtain
(5.10) ‖ELK/2f‖Lp(BR) ≤ CCpK−1K4/p‖fLK/2‖p,
where C is an absolute constant. The same estimate also holds for other
LK/2. As a consequence, we see that the latter term on the right hand side
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of (5.6) can be bounded by
(5.11) CCpK
−1K4/p
( ∑
LK/2
‖fLK/2‖pp
)1/p
.
Recall that p > 4. We will pick K such that CK−1+4/p = 1/2.
It remains to handle the former term in (5.6). We will actually prove a
stronger estimate:
(5.12)
∥∥∥|Eα1f |1/2|Eα2f |1/2∥∥∥
L4(R5)
≤ CK‖f‖2,
for some constant CK that is allowed to depend on K. We write the 4-th
power of the left hand side of (5.12) as
(5.13)∫
R5
∣∣∣ ∫∫
α1×α2
f(ξ)f(ξ′)e(x′·(ξ+ξ′)+(ξ1ξ2+ξ′1ξ′2)x4+(ξ1ξ3+ξ′1ξ′3)x5)dξdξ′
∣∣∣2dx,
where ξ = (ξ1, ξ2, ξ3) and ξ
′ = (ξ′1, ξ
′
2.ξ
′
3). Apply the change of variables
ξ + ξ′ = η; ξ1 = η6;
ξ1ξ2 + ξ
′
1ξ
′
2 = η4;
ξ1ξ3 + ξ
′
1ξ
′
3 = η5,
(5.14)
where η = (η1, η2, η3). The Jacobian of the change of variable is J :=
|ξ1 − ξ′1|2. The expression in (5.13) becomes
(5.15)
∫
R5
∣∣∣ ∫∫ F (η)e(x · η′)dη′dη6∣∣∣2dx,
where η′ = (η1, . . . , η5) and η = (η
′, η6) for some function F . We apply
Ho¨lder’s inequality to dη6 and Plancherel’s theorem to the variables η
′, and
bound (5.15) by
(5.16) .K
∫
|F (η)|2dη ≤ CK‖f‖42
for some CK that depends only on K. In the last step, we have changed
variables back. This finishes the proof of (5.12). By interpolating with the
trivial L1 → L∞ estimates, we obtain
(5.17)
∥∥∥∥∥
2∏
ι=1
|Eαιf |1/2
∥∥∥∥∥
Lp(BR)
≤ Cp,K‖f‖p,
for every p ≥ 4.
Now we apply (5.11) and (5.17) to (5.6) and obtain
(5.18) ‖Ef‖Lp(BR) ≤ Cp/2‖f‖p + Cp,KK20‖f‖p.
In the end, we notice that we just need to pick Cp in (5.2) to be Cp,KK
200
and we can close the induction.
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6. Proof of Theorem 1.1: The (D) and (R1) conditions
In this section, we will prove that if (P,Q) is equivalent to (ξ1ξ2, ξ1ξ3+ξ
2
2)
or (ξ1ξ2, ξ
2
1 ± ξ23), then
(6.1) ‖ESf‖Lp(BR) ≤ Cp‖f‖Lp ,
for every p > 4, and some constant Cp depending only on p. The proofs for
these two cases are almost the same, and therefore we will only present that
of (ξ1ξ2, ξ1ξ3 + ξ
2
2).
The proof is via an induction on R, and we assume that we have proven
(6.2) ‖Ef‖Lp(BR′ ) ≤ Cp‖f‖p,
for every R′ ≤ R/2. To proceed, we follow the broad-narrow analysis of the
previous section, and see that (5.6) holds as well for the current surface.
The bilinear term can again be handled in the same way as in (5.12). So far
we have proved that
‖E[0,1]3f‖Lp(BR) ≤ Cp,K‖f‖p + C
( ∑
LK/2⊂[0,1]3
‖ELK/2f‖pLp(BR)
)1/p
,(6.3)
for every p > 4. The difference lies in how to handle to last term. Our
new surface possesses a different scaling structure. Let us use the case
LK/2 = [0, 2/K] × [0, 1]2 to explain the argument. The other terms can be
handled in more or less the same way. We will show that
(6.4)
‖ELK/2f‖Lp(BR) .p,ǫ K
1
2
( 1
2
− 1
p
)+ǫ
( ∑
ℓ(J)=K−1/2
‖E[0,2/K]×J×[0,1]f‖pLp(wBR )
)1/p
,
for every 6 ≥ p ≥ 4 and ǫ > 0, where wBR(x) := (1 + |x|/R)−500 and
the sum is over dyadic intervals J of side length K−1/2. To see (6.4), we
notice that on LK/2 we have |ξ1| ≤ 2/K and by uncertainty principle, the
surface (ξ1, ξ2, ξ3, ξ1ξ2, ξ1ξ3 + ξ
2
2) behaves the same as (ξ1, ξ2, ξ3, 0, ξ
2
2) on
BK ⊂ BR. Therefore (6.4) follows from the decoupling inequality of Bour-
gain and Demeter [BD15] for the parabola. We apply (6.4) to (6.3), and
obtain
‖E[0,1]3f‖Lp(BR) ≤ Cp,K‖f‖p
+ Cp,ǫK
1
2
( 1
2
− 1
p
)+ǫ
( ∑
ℓ(J)=K−1/2
‖E[0,2/K]×J×[0,1]f‖pLp(wBR )
)1/p
.(6.5)
The rest is the standard induction argument, essentially the same as in
(5.7)–(5.11), with the only difference of replacing (5.8) by
(6.6) ξ1 7→ ξ1/K, ξ2 7→ ξ2/
√
K, ξ3 7→ ξ3.
We leave out the details.
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7. Proof of Theorem 1.1: The (CM) condition
In this section, we will prove Theorem 1.1 for every pair (P,Q) that
satisfies the (CM) condition. By the reduction in Section 4, it suffices to
prove that
(7.1) ‖ESf‖Lp(BR) ≤ Cp,ǫRǫ‖f‖Lp ,
for every p > 4, ǫ > 0, ball BR ⊂ R5 of radius R, surface S given by (1.1)
with (P,Q) satisfying the (CM) condition. As S is fixed throughout this
section, we will abbreviate ES to E.
It turns out that there are several ways of proving (7.1). Here we will
present a proof that has the potential of being further generalized and im-
proved. In this approach, we will use the broad-narrow analysis of [BG11],
the linear algebra computations in [DGS19] that allow us to handle the
broad case via Brascamp-Lieb inequalities of [Gut15] and [BBFL18], and
the bootstrapping argument of [GZ19b] that allows us to handle the narrow
case.
7.1. Transversality and multi-linear estimates. Let d = 3. Let (Vj)
M
j=1
be a tuple of linear subspaces Vj ⊂ Rd+2 of dimension d. Let πj : Rd+2 → Vj
denote the orthogonal project onto Vj. We define the Brascamp-Lieb con-
stant BL((Vj)
M
j=1) to be the smallest constant BL such that the inequality
(7.2)
∫
Rd+2
M∏
j=1
fj(πj(x))
d+2
dM ≤ (BL)
M∏
j=1
(∫
Vj
fj(y)dy
) d+2
dM
,
holds for all non-negative functions fj : Vj → R.
Definition 7.1. Let ν > 0. A tuple of subsets R1, . . . , RM ⊂ [0, 1]d is called
ν-transverse if
(7.3) BL((V (tj))
M
j=1) ≤ ν−1,
for every tj ∈ Rj, where V (t) denotes the tangent space of the surface S at
t ∈ Rd.
Bennett, Carbery, Christ and Tao [BCCT08] provided a complete char-
acterization for the finiteness of various Brascamp-Lieb constants, including
the one above. To use their characterization, we need the following lemma.
Lemma 7.2 ([DGS19], [GZ19b]). Let S be a surface that satisfies the (CM)
condition. For every subspace V ⊂ Rd+2, one of the following holds:
(1) dimπt(V ) ≥ dd+2 dimV for every t ∈ Rd, or
(2) dimπt(V ) >
d
d+2 dimV for some t ∈ Rd.
Here πt denotes the orthogonal projection onto V (t).
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This lemma was implicit in [DGS19]. For a proof, see Subsection 3.2 of
[GZ19b]. In [GZ19b], Lemma 7.2 was formulated as Hypothesis 2.26, and
verified in Subsection 3.2 under the assumption that the relevant surface
satisfies the (D) condition. As our surface S satisfies the (CM) condition,
which is stronger than the (D) condition, we also have Lemma 7.2 in the
current situation.
As a consequence of Lemma 7.2, we have the following lemma, which
provides a criteria for checking whether a collection of subsets of [0, 1]d is
transverse or not. Let K > 0 be a large dyadic number. Let P(1/K) be the
partition of [0, 1]d into dyadic cubes of side length 1/K.
Lemma 7.3 (Lemma 2.27 [GZ19b]). There exists θ > 0 such that the fol-
lowing holds: For every K, there exists νK > 0 such that for every collection
R ⊂ P(1/K), one of the following alternatives holds:
(1) R is νK-transverse, or
(2) There exists a sub-variety Z of degree at most d such that
(7.4) |{R ∈ R : 2R ∩ Z 6= ∅}| > θ|R|.
We should also mention that analogues of this lemma already appeared
in [BD16b], [BDG17], [GZ19a] and [GZK19].
Lemma 7.4 ([Gut15], Theorem 1.3 [BBFL18]). Let {Rj}Mj=1 be a collection
of cubes in P(1/K) that are νK-transverse. Then
(7.5)
∥∥∥ M∏
j=1
|ERjf |1/M
∥∥∥
Lp(BR)
.K,p,ǫ′ R
ǫ′‖f‖2,
for every p > 10/3, ǫ′ > 0 and ball BR ⊂ Rd+2 with d = 3.
This lemma suggests that we may expect (1.3) to hold for q > 10/3,
whenever S satisfies the (CM) condition.
7.2. Decoupling constants and lower dimensional contributions.
Let d1 ≥ 2 be an integer. Let P1(ξ), Q1(ξ) be two quadratic forms de-
pending on ξ ∈ Rd1 . Let S1 be the surface {(ξ, P1(ξ), Q1(ξ)) : ξ ∈ [0, 1]d1}.
For p ≥ 2 and dyadic δ ∈ (0, 1), let DecS1(δ, p) be the smallest constant Dec
such that
(7.6) ‖ES1
[0,1]d1
f‖Lp(Rd1+2) ≤ (Dec)
( ∑
ℓ()=δ
‖ES1 f‖pLp(Rd1+2)
)1/p
,
for every function f , where the sum on the right hand side runs through all
dyadic cubes of side length δ.
Let us turn to our surface S. Recall that d = 3. Let H be a hyperplane in
R
d that passes through the origin. By restricting S to H, we obtain a two-
dimensional quadratic surface in R4. Let us use S|H to denote this surface.
Let Λ > 0 be such that
(7.7) DecS|H (δ, p) .Λ,p δ
−Λ, for every δ ∈ (0, 1), uniformly in H.
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The following lemma allows us to handle the narrow case in the forthcoming
broad-narrow analysis of Bourgain and Guth [BG11].
Lemma 7.5 (Corollary 2.18 [GZ19b]). For every D0 ≥ 1 and ǫ′ > 0, there
exists c = c(D0, ǫ
′) > 0 such that, for every sufficiently large K, there exist
(7.8) Kc ≤ K1 ≤ · · · ≤ KD0 ≤
√
K
such that, for every non-zero polynomial PD0 of degree D0, there exist col-
lections of pairwise disjoint cubes Gj ⊂ P(1/Kj), j = 1, 2, . . . ,D0, such that
(7.9) N1/K(Z(PD0)) ∩ [0, 1]d ⊂
D0⋃
j=1
⋃
∈Gj
,
and
(7.10) ‖
∑
∈Gj
f‖p .D0,ǫ′ KΛ+ǫ
′
j
( ∑
∈Gj
‖f‖pp
)1/p
.
Here Z(PD0) denotes the zero set of PD0 , and N1/K(Z) denotes the 1/K-
neighbourhood of Z.
Let us explain how this lemma will be applied later. Recall that our
surface S satisfies the (CM) condition, and therefore it satisfies the (R2)
condition. By the definition of the (R2) condition in (1.7), decoupling in-
equalities for paraboloids and hyperbolic paraboloids due to Bourgain and
Demeter in [BD15] and [BD17], and a simple compactness argument, we see
that (7.7) holds with Λ = 2(1 − 3/p) + ǫ′ for every p ≥ 4 and every ǫ′ > 0.
7.3. Broad-narrow analysis of Bourgain and Guth. In this subsection,
we run the Bourgain-Guth argument in [BG11] to finish the proof of (7.1).
The proof is via an induction on R, and therefore we assume that we have
proven
(7.11) ‖Ef‖Lp(BR′ ) ≤ Cp,ǫ(R′)ǫ‖f‖Lp ,
for every R′ ≤ R/2. Let K be a large dyadic number that is to be chosen.
Write
(7.12) E[0,1]df(x) =
∑
α∈P(1/K)
Eαf(x).
We essentially follow the proof of Proposition 2.35 [GZ19b]. Fix B′ = BK ⊂
BR, a ball of radius K. By the uncertainty principle, |Eαf | is essentially a
constant on B′. We use |Eαf |(B′) to denote this constant. Initialize
(7.13) S0 := {α ∈ P(K−1) : |Eαf |(B′) ≥ K−d max
α′∈P(K−1)
|Eα′f |(B′)}.
We repeat the following algorithm. Let w ≥ 0. If Sw = ∅ or Sw is νK-
transverse, then we set T := Sw and terminate. Otherwise, by Lemma 7.3,
there exists a sub-variety Z of degree at most d such that
(7.14) |{α ∈ Sw : 2α ∩ Z 6= ∅}| ≥ θ|Sw|.
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Let Gw,j := Gj be given by Lemma 7.5. Repeat the algorithm with
(7.15) Sw+1 := Sw \
3⋃
j=1
⋃
∈Gw,j
P(, 1/K).
This algorithm terminates after O(logK) steps.
Now we process the cubes in Gw,j and in T . To avoid multiple counting,
we define
(7.16) G˜w,j :=
(
Gw,j \
⋃
0≤w′<w
Gw′,j
)
\
⋃
1≤j′<j
⋃
w′
⋃
∈Gw′,j′
P(, 1/Kj).
Under the above notation, we obtain
‖Ef‖Lp(B′) ≤ C
( ∑
α∈P(1/K)
‖Eαf‖pLp(B′)
)1/p
+ C
∑
w.logK
3∑
j=1
∥∥∥ ∑
β∈G˜w,j
Eβf
∥∥∥
Lp(B′)
+K100
∥∥∥ ∏
α∈T
|Eαf |
1
|T |
∥∥∥
Lp(B′)
.
(7.17)
By a simple localization argument and the estimate (7.10), we see that
(7.18)
∥∥∥ ∑
β∈G˜w,j
Eβf
∥∥∥
Lp(B′)
.ǫ′,p K
2(1−3/p)+ǫ′
j
(∑
β
‖Eβf‖pLp(wB′ )
)1/p
,
for every ǫ′ > 0 and p ≥ 4, where wB′(x) := (1+ |x− cB′ |/rB′)−500 with cB′
the center of B′ and rB′ it radius. Now we apply (7.18) to (7.17), sum over
all balls B′ ⊂ BR, and obtain
‖Ef‖Lp(BR) ≤ C
( ∑
α∈P(1/K)
‖Eαf‖pLp(BR)
)1/p
+
3∑
j=1
Cp,ǫ′K
2(1−3/p)+ǫ′
j
( ∑
β∈P(1/Kj)
‖Eβf‖pLp(wBR)
)1/p
+K100
∑
1≤M≤K3
∑
α1,...,αM∈P(1/K)
νK−transverse
∥∥∥ M∏
j=1
|Eαjf |
1
M
∥∥∥
Lp(BR)
.
(7.19)
Here we have used (7.8) and absorbed logK by Kǫ
′
j . At this moment, how
we proceed should be clear: We apply induction to the first and second
terms, in the same way as in (5.7)–(5.11), and the multi-linear restriction
estimates in Lemma 7.4 to the last term. The details are left out.
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8. Proof of Theorem 1.1: The last case
In this section, we prove Theorem 1.1 for the case where the (D) con-
dition fails. According to Theorem 1.2, we need to consider two surfaces
(ξ1, ξ2, ξ3, ξ
2
1 ± ξ22 , ξ23) and (ξ1, ξ2, ξ3, ξ1ξ2 + ξ23 , ξ21). The desired restriction
estimate (1.3) for the former surface at p = q > 4 follows from well-known
restriction estimates for the parabola (ξ3, ξ
2
3) and the (hyperbolic) parabo-
loid (ξ1, ξ2, ξ
2
1 ± ξ22). Therefore we only need to consider the latter surface.
Throughout this section, we use S to denote the surface under consideration.
The proof of (1.3) for such a surface contains the main novelty of the paper.
We continue to use Ef to stand for ESf for the sake of simplicity.
Let us start with defining several constants.
Definition 8.1. Let p ≥ 2 be given. Let D1(R, p) be the smallest constant
such that
(8.1) ‖E[0,1]3f‖Lp(BR) ≤ D1(R, p)‖f‖Lp(R3),
for every f : [0, 1]3 → C and ball BR ⊂ R5 of radius R. Define D2(M,N,R, p)
to be the smallest constant such that
(8.2) ‖EI×[0,1]×Jf‖Lp(BR) ≤ D2(M,N,R, p)‖f‖Lp(R3)
for every f : [0, 1]3 → C, ball BR ⊂ R5 and intervals I, J ⊂ [0, 1] with side
length M−1 and N−1, respectively.
By interpolation with a trivial L1 → L∞ bound, what we need to prove
becomes
(8.3) D1(R, p) ≤ Cp
for every p > 4 and R ≥ 1. As p > 4 will be fixed throughout this section,
we will suppress the dependence of D1 and D2 on it. Note that
(8.4) D1(R) = D2(1, 1, R)
and
(8.5) D2(M1, N1, R) ≤ D2(M2, N2, R)
whenever M1 ≥M2 and N1 ≥ N2.
8.1. Useful estimates. As intermediate steps of proving (8.3), we need
to appeal to restriction estimates for certain lower dimensional surfaces.
If we restrict our surface S to the ξ2ξ3-plane, then our surface becomes
{(ξ2, ξ3, ξ23)}. In this case, we will apply well known restriction estimates
for the parabola. If we restrict S to the ξ1ξ2-plane, then the surface be-
comes S6 := {(ξ1, ξ2, ξ21 , ξ1ξ2)}. The following proposition records a sharp
restriction estimate for such a surface.
Proposition 8.2 (A restriction estimate for the surface S6). For q1 > 5
and 1/p1 + 4/q1 < 1, it holds that
(8.6) ‖ES6f‖Lq1 (R4) ≤ Cp1,q1‖f‖Lp1 (R2).
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Moreover, the range for p1 and q1 is sharp, up to endpoints.
Later we will use Lp bounds of ES6f for p > 4. To obtain such estimates,
we will interpolate the restriction estimate in Proposition 8.2 with p1 = q1 >
5 and a trivial L2-estimate and obtain
(8.7) ‖ES6
[0,1]2
f‖Lp(BR) .p R
1
6 ‖f‖Lp(R2)
for every p > 4.
Sharp restriction estimates for two-dimensional surfaces in R4 that sat-
isfy certain non-degenerate curvature conditions were obtained by Christ
[Chr85]. The surface S6 does not satisfy Christ’s non-degeneracy condition,
and therefore restriction estimates of the form (8.6) hold true for a smaller
range of q1, which is q1 > 5, than the range q1 > 4 for non-degenerate
surfaces.
The proof of Proposition 8.2 is rather straightforward. As we could not
find a reference in the literature, we will provide a proof here.
Proof of Proposition 8.2. To simplify notation, ES6 will be simplified to E′.
By interpolation with the trivial L1 → L∞, it suffices to prove
(8.8) ‖E′f‖Lp1 (BR) ≤ Cp1‖f‖p1 ,
for every p1 > 5 and ball BR ⊂ R4 of radius R. We may assume that BR is
centered at the origin. The proof is via an induction on R. Assume that we
have proven
(8.9) ‖E′f‖Lp1 (BR′ ) ≤ Cp1‖f‖p1 ,
for every R′ ≤ R/2. Let K be a large positive dyadic number that is to be
chosen. Write
(8.10) E′[0,1]2f =
∑
I⊂[0,1];|I|=1/K
E′I×[0,1]f.
Here the sum is over dyadic intervals. For two dyadic intervals I1, I2 of
length 1/K, we say that they are disjoint if their distance is at least 1/K.
Observe that we have the following simple pointwise estimate
(8.11)
|E′[0,1]2f | ≤ 2 sup
|I|=1/K
|E′I×[0,1]f |+K10 sup
I1,I2 disjoint
|E′I1×[0,1]fE′I2×[0,1]f |1/2.
As a consequence, we obtain
‖E′[0,1]2f‖Lp1 (BR) ≤ C
( ∑
|I|=1/K
‖E′I×[0,1]f‖p1Lp1(BR)
)1/p1
+K10
∑
I1,I2disjoint
(∥∥∥|E′I1×[0,1]fE′I2×[0,1]f |1/2∥∥∥p1Lp1 (BR)
)1/p1
.
(8.12)
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Regarding the bilinear term, we even have a good L4 estimate. To be more
precise, we have
(8.13)
∥∥∥|E′I1×[0,1]fE′I2×[0,1]f |1/2∥∥∥L4(BR) ≤ CK‖f‖L4 ,
via Plancherel’s theorem. This was already observed by Bourgain and Deme-
ter [BD16a]. So far we have obtained
(8.14)
‖E′[0,1]2f‖Lp1(BR) ≤ C
( ∑
|I|=1/K
‖E′I×[0,1]f‖p1Lp1 (BR)
)1/p1
+ CKK
12‖f‖p1 .
Regarding the former term, we apply the induction hypothesis (8.9). Take
the case I = [0, 1/K] as an example. Denote f˜(ξ1, ξ2) = f(ξ1/K, ξ2). We
apply the change of variables
(8.15) ξ1 7→ ξ1/K, ξ2 7→ ξ2,
and see that
(8.16) ‖E′I×[0,1]f‖Lp1 (BR) ≤ K−1K4/p1‖E′f˜‖Lp1 (BR).
By cutting BR into balls of radius R/2 and applying the induction hypoth-
esis, we further obtain
(8.17) ‖E′I×[0,1]f‖Lp1(BR) ≤ 4Cp1K−1K4/p1K1/p1‖fI×[0,1]‖Lp1 .
We apply this bound to (8.13) and obtain
(8.18) ‖E′[0,1]2f‖Lp1(BR) ≤ 8Cp1K−1+5/p1‖f‖p1 + CKK12‖f‖p1 .
In the end, we close the induction by first pickingK so large that 8K−1+5/p1 =
1/2 and then setting Cp1 = 2CKK
12.
The sharpness of the exponents can be seen by using the same example
as in Theorem 1.3. We leave out the detailed constructions. 
In order to prove (8.3), we use an inductive argument on the radius R.
We may assume that R is a large number by taking Cp to be sufficiently
large. The restriction estimates for the parabola and the surface S6 give the
base of the inductive argument for the constant D2.
Lemma 8.3 (Base of the induction). For every R ≥ 1, it holds that
D2(R
1/2, 1, R) .p R
2
p
− 1
2 ,(8.19)
D2(1, R
1/2, R) .p R
− 1
3
+ 1
p ,(8.20)
for every p > 4.
Note that both of the exponent of R on the right hand side are smaller
than zero for p > 4. This will make it possible to close the induction.
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Proof of Lemma 8.3. Let us start with the first inequality. By the definition
of D2, we need to prove
(8.21) ‖EI×[0,1]2f‖Lp(BR) .p R
2
p
− 1
2 ‖f‖Lp(R3),
for every interval I of length R−1/2 and ball BR ⊂ R5 of radius R. We
may assume that I = [0, R−1/2] and BR = [0, R]
5. By L2 orthogonality and
interpolation (see for instance Appendix B of [GZK19]), we can decompose
the interval I into smaller intervals with side length R−1:
(8.22)
‖EI×[0,1]2f‖Lp(BR) .p R
1
2
(1− 2
p
)
( ∑
|I′|=R−1;I′⊂I
‖EI′×[0,1]2f‖pLp(wBR )
)1/p
.
Here, wBR(x) := (1 + |x|/R)−500 is a weight function. All the terms in the
above sum can be handled in the same way. We take I ′ = [0, R−1] as an
example. Recall that the surface under consideration is (ξ1, ξ2, ξ3, ξ1ξ2 +
ξ23 , ξ
2
1). The choice of the interval I
′ guarantees that |ξ1| ≤ R−1. By the
uncertainty principle, the surface can be thought of as {(ξ1, ξ2, ξ3, ξ23 , 0)}.
Therefore, by the Hausdorff-Young inequality and well-known Lp → Lp
restriction estimates for the parabola, we obtain
(8.23) ‖EI′×[0,1]2f‖Lp(wBR) .p R
1/p
∥∥∥‖fI′‖Lp′ξ1,ξ2
∥∥∥
Lpξ3
.p R
1
pR
−( 1
p′
− 1
p
)‖fI′‖p,
where fI′ := f · 1I′×[0,1]2 and in the last step we applied Ho¨lder’s inequality.
We sum over I ′ ⊂ I on the right hand side of (8.23) and further obtain
(8.24) ‖EI×[0,1]2f‖Lp(BR) .p R
1
2
(1− 2
p
)
R
1
p (R−1)
1
p′
− 1
p ‖f‖Lp([0,1]3).
This finishes the proof of the first inequality.
Let us move on to the second inequality. By the definition of D2, we need
to prove
(8.25) ‖E[0,1]2×Jf‖Lp(BR) .p R−
1
3
+ 1
p ‖f‖Lp(R3),
for every interval J of length R−1/2. We may assume that J = [0, R−1/2]. By
the uncertainty principle, the surface S can be thought of as {(ξ1, ξ2, ξ3, ξ21 , ξ1ξ2)}.
By applying the restriction estimate (8.7) for such a surface and the Hausdorff-
Young inequality, we obtain
‖E[0,1]2×Jf‖Lp(BR) .p R
1
6 ‖f‖
Lpξ1,ξ2
([0,1]2)Lp
′
ξ3
([0,R−1/2])
.p R
1
6R
− 1
2
( 1
p′
− 1
p
)‖f‖Lp([0,1]3),
(8.26)
where in the last step we applied Ho¨lder’s inequality. This completes the
proof of the second inequality, thus the proof of the lemma. 
Another ingredient in the proof of (8.3) is a “refinement” of a bilinear
restriction estimate. We need to obtain a bilinear restriction estimate with
favourable dependence on the supports of input functions. We say that two
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rectangular boxes Qi = [ai, ai + l1] × [0, 1] × [bi, bi + l2] with i = 1, 2 are
separated provided that
|a1−a2| ≥ 5l1 and |b1 − b2| ≥ 5l2.(8.27)
Lemma 8.4 (A bilinear restriction estimate). Let Q1 and Q2 be two rect-
angular boxes that are given as above and are separated. Then for p ≥ 4, we
obtain
(8.28) ‖|EQ1f1EQ2f2|
1
2 ‖Lp(R5) .p (l1l2)1−
4
p ‖f1‖1/2Lp(Q1)‖f2‖
1/2
Lp(Q2)
.
Proof of Lemma 8.4. We will prove (8.28) at p = 4 and p = ∞ separately.
The desired estimate at p =∞ is trivial:
(8.29)
‖|EQ1f1EQ2f2|
1
2 ‖L∞(R5) ≤ ‖EQ1f1‖1/2∞ ‖EQ2f2‖1/2∞ ≤ ‖f1‖1/21 ‖f2‖1/21 .
We apply Ho¨lder’s inequality to the right hand side and obtain the desired
bound.
It remains to prove (8.28) at p = 4. We write the fourth power of the left
hand side of (8.28) with p = 4 as
(8.30)
∫ ∣∣∣∣
∫∫
Q1×Q2
f1(ξ)f2(ξ
′)e(⋆)dξdξ′
∣∣∣∣
where
(8.31) ⋆ = x′(ξ + ξ′) + x4(P (ξ) + P (ξ
′)) + x5(Q(ξ) +Q(ξ
′)),
with x′ = (x1, x2, x3), ξ = (ξ1, ξ2, ξ3), ξ
′ = (ξ′1, ξ
′
2, ξ
′
3), P (ξ) = ξ1ξ2 + ξ
2
3 and
Q(ξ) = ξ21 . Apply the change of variables
ξ + ξ′ = η; ξ2 = η6;
P (ξ) + P (ξ′) = η4; Q(ξ) +Q(ξ
′) = η5,
(8.32)
with η = (η1, η2, η3). The Jacobian J of the change of variable is 4|ξ1 −
ξ′1||ξ3 − ξ′3|. We obtain that (8.30) equals
(8.33)
∫
R5
∣∣∣∣
∫∫
f˜1f˜2J
−1 · e(x · η′)dη′dη6
∣∣∣∣2 dx,
for appropriate f˜1 and f˜2. We apply Ho¨lder’s inequality to the integration
in dη6 and Plancherel’s theorem to the variables η
′, and obtain
(8.34)
∫∫
|f˜1|2|f˜2|2|J |−2 ≤
∫∫
Q1×Q2
|f1|2|f2|2J−1,
where in the last step we changed variables back. So far we have proven
that
(8.35) ‖|EQ1f1EQ2f2|
1
2 ‖L4(R5) . l−1/41 l−1/42 ‖f1‖1/22 ‖f2‖1/22 .
In the end, we apply Ho¨lder’s inequality L2 → L4 to f1 and f2 and obtain
the desired bound. 
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8.2. Proof of (8.3). Fix p > 4. Let ǫ = ǫp > 0 be a sufficiently small
constant that is to be determined. It will tend to 0 as p tends to 4. Let
K > 0 be a large constant depending on ǫ that is to be determined. Recall
that we need to prove (8.3). The proof is via an induction on R. Let us
assume that we have proven
(8.36) D1(R
′
0) ≤ Cp, for every R′0 ≤ R/2.
To proceed, we need to make use of the constant D2.
Lemma 8.5. There exists ǫ = ǫp > 0 such that
(8.37) D2(M, 1, R
′) ≤ CpM−ǫ
for K ≤M ≤ (R′)1/2 and K2 ≤ R′ ≤ R. Similarly, it holds that
(8.38) D2(1, N,R
′) ≤ CpN−ǫ
for K1/2 ≤ N ≤ (R′)1/2 and K ≤ R′ ≤ R.
As mentioned above, here K is a large constant depending on ǫ that is to
be determined.
Proof of (8.3) by assuming Lemma 8.5. First of all, we apply a simple ver-
sion of the broad-narrow analysis of Bourgain and Guth [BG11]. In the
current situation, as we only need to bi-linearize our Fourier extension op-
erator (instead of multi-linearize), we can directly observe the pointwise
estimate
|E[0,1]3f(x)| ≤ 10
( ∑
a∈2K−1Z
|E[a,a+2K−1]×[0,1]2f(x)|p
)1/p
+ 10
( ∑
b∈2K−1/2Z
|E[0,1]2×[b,b+2K−1/2]f(x)|p
)1/p
+ 2K10 sup
Q1,Q2 separated
|EQ1f(x)EQ2f(x)|1/2,
(8.39)
whereQi is a rectangular box of the form [ai, ai+K
−1]×[0, 1]×[bi, bi+K−1/2]
with i = 1, 2. We raise both sides to the p-th power, integrate over BR and
obtain
‖E[0,1]3f‖Lp(BR) .
( ∑
a∈2K−1Z
‖E[a,a+2K−1]×[0,1]2f‖pLp(BR)
)1/p
+
( ∑
b∈2K−1/2Z
‖E[0,1]2×[b,b+2K−1/2]f‖pLp(BR)
)1/p
+K100 sup
Q1,Q2 separated
‖EQ1fEQ2f |1/2‖Lp(BR).
(8.40)
By the definition of D2, Lemma 8.5 and the bilinear restriction estimate in
Lemma 8.4, the above terms are bounded by
(8.41) C
(
CpK
−ǫ +Cp(K
1/2)−ǫ +K100
)
‖f‖p,
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for some universal constant C. To close the induction, we first pick K
(depending on ǫ) such that CK−ǫ/2 = 1/4, and then pick Cp = 2CK
100K/ǫ4 .
Here we pick an extremely large constant Cp for later use. The choice of
it can always be adjusted for different purposes. This finishes the proof of
(8.3). 
Proof of Lemma 8.5. The proofs for these two estimates are similar, and we
will only present the proof of (8.37). As before, we may assume that R′ is a
large number compared to K. We will prove (8.37) via an induction on R′
and therefore assume that we have proven
(8.42) D2(M, 1, R
′′) ≤ CpM−ǫ,
for K ≤M ≤ (R′′)1/2 and R′′ ≤ R′/2. Our goal is to prove
(8.43) D2(M, 1, R
′) ≤ CpM−ǫ, for K ≤M ≤ (R′)1/2.
To prove such an estimate, we will apply a further (backward) induction on
M . By Lemma 8.3 and the triangle inequality, the desired estimate (8.43)
holds true for M ∈ [K−100(R′)1/2, (R′)1/2]. Hence, we may assume that
M ≤ K−100(R′)1/2 and assume that we have proven
(8.44) D2(M
′, 1, R′) ≤ Cp(M ′)−ǫ, for M ′ ≥ 2M.
To prove (8.43), by the definition of D2, we need to prove
(8.45) ‖EI×[0,1]2f‖Lp(BR′ ) ≤ CpM−ǫ‖f‖Lp(R3),
for every interval I of length M−1. We may assume that I = [0,M−1].
To prove (8.45), we first write
(8.46) EI×[0,1]2f =
∑
a∈2(KM)−1Z
∑
b∈2K−1/2Z
E[a,a+2(KM)−1]×[0,1]×[b,b+2K−1/2]f.
By the same argument as how we derived (8.39) and (8.40), we also have
‖EI×[0,1]2f‖Lp(BR′ ) .
( ∑
a∈2(KM)−1Z
‖E[a,a+2(KM)−1]×[0,1]2f‖pLp(BR′ )
)1/p
+
( ∑
b∈2K−1/2Z
‖E[0,M ]×[0,1]×[b,b+2K−1/2]f‖pLp(BR)
)1/p
+K100 sup
Q1,Q2 separated
‖|EQ1fEQ2f |1/2‖Lp(BR′ ),
(8.47)
where Qi is a rectangular box of the form [ai, ai+2(KM)
−1]× [0, 1]× [bi, bi+
2K−1/2] and the implicit constant is absolute. We apply the definition of
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D2 to the first term, apply the bilinear restriction estimate in Lemma 8.4
to the last term, and obtain
‖EI×[0,1]2f‖Lp(BR′ ) .
(
D2(KM/2, 1, R
′) +K200M−ǫ
)‖f‖Lp
+
( ∑
b∈2K−1/2Z
‖E[0,M−1]×[0,1]×[b,b+2K−1/2]f‖pLp(BR′ )
)1/p
.
(8.48)
By the induction hypothesis (8.44) on D2, the first term on the right hand
side will be harmless. The second term will be absorbed by CpM
−ǫ, the
desired bound in (8.45), as Cp is sufficiently large. Let us further process
the last term. All the terms in the sum there can be handled similarly. For
simplicity, we only look at the term b = 0. To handle this term, we make
use of the anisotropic rescaling
(8.49) (ξ1, ξ2, ξ3) 7→ (4ξ1/K, ξ2, 2ξ3/K1/2),
and obtain
‖E[0,M−1]×[0,1]×[0,K−1/2]f‖Lp(BR′ )
. K
1
2
(−3+ 9
p
)‖E[0,4−1KM−1]×[0,1]×[0,1]f˜‖Lp(BR′ ),
(8.50)
where f˜(ξ1, ξ2, ξ3) := f(4ξ1/K, ξ2, 2ξ3/K
1/2) and the implicit constant is
absolute. In order to apply the induction hypothesis (8.42), we cut BR′ into
smaller balls BR′/2, and bound (8.50) by
CK
1
2
(−3+ 9
p
)K
3
2pD2(4M/K, 1, R
′/2)‖f‖Lp .(8.51)
Now if we are in the case M ≥ K2, then 4M/K ≥ K and we can apply the
induction hypothesis (8.42), and bound the last expression by
CCpK
1
2
(−3+ 9
p
)
K
3
2pM−ǫKǫ‖f‖Lp .(8.52)
If we are in the case M ≤ K2, then we simply use (8.4) and (8.5), and the
induction hypothesis (8.36) for the constant D1. This allows us to bound
(8.51) by
(8.53) CCpK
1
2
(−3+ 9
p
)
K
3
2p ‖f‖Lp .
In either case, we can see that if we choose ǫ to be small enough, depending
on how close p is to 4, we always have
(8.54) (8.51) ≤ CCpK−ǫM−ǫ‖f‖p.
We apply this bound to (8.48) and see that the left hand side there can be
bounded by
(D2(KM/2, 1, R
′) +K200M−ǫ + CCpK
−ǫM−ǫ
)‖f‖Lp .(8.55)
We apply to the first term the induction hypothesis (8.44) and obtain
(8.56) C
(
(K/2)−ǫCpM
−ǫ +K200M−ǫ +K−ǫCpM
−ǫ
)
‖f‖Lp .
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SinceK is large andR′ is also large compared toK, we can further bound the
last display by CpM
−ǫ‖f‖p. This finishes the proof of (8.45) and therefore
closes the induction. 
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