Abstract-In this paper, a novel algorithm called spatially varying transform (SVT) is proposed to improve the coding efficiency of video coders. SVT enables video coders to vary the position of the transform block, unlike state-of-art video codecs where the position of the transform block is fixed. In addition to changing the position of the transform block, the size of the transform can also be varied within the SVT framework, to better localize the prediction error so that the underlying correlations are better exploited. It is shown in this paper that by varying the position of the transform block and its size, characteristics of prediction error are better localized, and the coding efficiency is thus improved. The proposed algorithm is implemented and studied in the H.264/AVC framework. We show that the proposed algorithm achieves 5.85% bitrate reduction compared to H.264/AVC on average over a wide range of test set. Gains become more significant at medium to high bitrates for most tested sequences and the bitrate reduction may reach 13.50%, which makes the proposed algorithm very suitable for future video coding solutions focusing on high fidelity video applications. The gain in coding efficiency is achieved with a similar decoding complexity which makes the proposed algorithm easy to be incorporated in video codecs. However, the encoding complexity of SVT can be relatively high because of the need to perform a number of rate distortion optimization (RDO) steps to select the best location parameter (LP), which indicates the position of the transform. In this paper, a novel low complexity algorithm is also proposed, operating on a macroblock and a block level, to reduce the encoding complexity of SVT. Experimental results show that the proposed low complexity algorithm can reduce the number of LPs to be tested in RDO by about 80% with only a marginal penalty in the coding efficiency.
by more than one order of magnitude between Moving Picture Experts Group (MPEG)-4 Part 2 (Simple Profile) and H.264/AVC (Main Profile) and by a factor of 2 for the decoder. For mobile video services (video telephony, mobile TV, and others) and handheld consumer electronics (digital still cameras, camcorders, and others), additional complexity of H.264/AVC becomes an issue due to the limited resources of these devices. On the other hand, as display resolutions and available bandwidth/storage increase rapidly, high definition (HD) video is becoming more popular and commonly used, making the implementation of video codecs even more challenging.
To better satisfy the requirements of increased usage of HD video in resource-constrained applications, two key issues should be addressed: coding efficiency and implementation complexity. In this paper, we propose a novel algorithm, namely, spatially varying transform (SVT), which provides coding efficiency gains over H.264/AVC. The concept of SVT was first introduced by the authors in [2] and later extended in [3] . The technique is developed and studied mainly for coding HD resolution video, but also proved to be useful for coding lower resolution video. The motivations leading to the development of SVT are two fold:
1) The typical block-based transform design in most existing video coding standards does not align the underlying transform with the possible edge location. In this case, the coding efficiency decreases. In [4] , directional discrete cosine transforms (DCTs) is proposed to improve the efficiency of transform coding for directional edges. However, efficient coding of horizontal, vertical, and nondirectional edges was not addressed, whereas typically, in natural video sequences, such edges are more common than directional edges. This is the main reason why only very marginal overall gain has been achieved, as stated in [4] . Some toy examples are given below in (1)-(3), which represent a vertical edge, a nondirectional edge, and a directional edge, respectively, where E 1 , E 3 , and E 5 are the original prediction error matrices, E 2 , E 4 , and E 6 are the corresponding prediction error matrices after we align the transform (by shifting the transform horizontally and vertically) to the edge location, and C i (i = 1, 2, 3, 4, 5, 6) is the corresponding transform coefficient matrix. Fig. 1 shows the energy distribution of the transform coefficients, where the x-axis denotes the sum of x and y components of the coefficients in the transform coefficient matrix, and the y-axis denotes the percentage of the energy of the transform coefficients.
We can see that by aligning the transform to the edge location, more energy in the transform domain concentrates in the low frequency part and this facilitates the entropy coding and improves the coding efficiency. It is interesting that this is true not only for horizontal, vertical, and nondirectional edges but also for directional edges as follows: 2) Coding the entire prediction error signal may not be the best in terms of rate distortion (RD) tradeoff. An example is the SKIP mode in H.264/AVC [5] , which does not code the prediction error at all. We note that this fact is useful in improving the coding efficiency especially for HD video coding since, generally, a certain image area in HD video sequences contains less detail than in lower resolution video sequences, and the prediction error tends to have lower energy and more noise like after better prediction. More importantly, as we will see, utilizing this fact, our proposed algorithm can be implemented elegantly, e.g., on a macroblock basis, without boundary problem.
Both of these two factors contribute to the coding efficiency improvement achieved by the SVT [2] . The basic idea of SVT is that we do not restrict the transform coding inside regular block boundaries but adjust it to the characteristics of the prediction error. With this flexibility, we are able to achieve coding efficiency improvement by selecting and coding the best portion of the prediction error in terms of RD tradeoff. Generally, this can be done by searching inside a certain residual region after intra prediction or motion compensation, for a subregion and only coding this subregion. Note that, when the region refers to a macroblock, the proposed algorithm can be considered as a special SKIP mode, where part of the macroblock is "skipped." Finally, the location parameter (LP) indicating the position of the subregion inside the region is coded into the bitstream if there are nonzero transform coefficients. It is worth noting that the idea of shifting the transform, as used in the SVT, has been used in video and image denoising, where typically several denoised estimates produced for each shift of the transform are combined in a certain manner to produce the final denoised output [6] [7] [8] [9] . It is often used in post-processing of a decoded image or a video frame since its complexity is generally too high to be incorporated in an image or video decoder, for instance, as an in-loop filter. Also, the boundary problem of this algorithm has not received much attention, and the performance tends to become worse at the boundary and when it is applied to a smaller area such as a macroblock rather than a whole image or a video frame. By contrast, our proposed algorithm has no boundary problem and can be applied elegantly, e.g., on a macroblock basis. Also, using the proposed algorithm, there is no complexity penalty to the decoder since the LP of the subregion inside the region is coded in the bitstream and the decoder can simply use this information to reconstruct the region. For these reasons, the proposed algorithm can be easily incorporated in an image or a video decoder. In this case, various denoising algorithms [6] [7] [8] [9] may still be efficiently used as post-processing algorithms.
In this paper, the proposed algorithm is studied and implemented in H.264/AVC framework. We show that 5.85% bitrate reduction is achieved compared to H.264/AVC on average over a wide range of test sets. Gains become more significant at medium to high bitrates for most tested sequences and the bitrate reduction can reach 13.50%, which makes the proposed algorithm very suitable for future video coding solutions focusing on high fidelity video applications.
The main drawback of the proposed algorithm is that the encoding complexity is higher mainly due to the brute force search process to select the best LP for the coded subregion. Nevertheless, the additional encoding complexity of the proposed algorithm is acceptable, for offline encoding application cases. For other cases with strict requirement of encoding complexity, a fast algorithm should be used. For such applications, we propose a fast algorithm operating on macroblock and block level to reduce the encoding complexity of SVT [10] . The proposed fast algorithm first skips testing SVT for macroblock modes for which SVT is unlikely to be useful by examining the RD cost of macroblock modes without SVT on a macroblock level. For the remaining macroblocks that SVT may be useful, the proposed fast algorithm selects available candidate LP based on motion difference and utilizes a hierarchical search algorithm to select the best available candidate LP at the block level. Experimental results show that the proposed fast algorithm can reduce the number of candidate LPs that need to be tested in search process by about 80% with only a marginal penalty in the coding efficiency.
The remainder of this paper is organized as follows. The proposed algorithm is introduced in Section II and its integration into H.264/AVC framework is described in Section III. The fast algorithm is introduced in Section IV. Experimental results are given in Section V. Section VI concludes this paper.
II. SVT
Transform coding is widely used in video coding standards to decorrelate the prediction error and achieve high compression rates. Typically, in video coding, a transform is applied to the prediction error at fixed locations. However, this has several drawbacks that may hurt the coding efficiency and decrease the visual quality. First of all, if the localized prediction error at a fixed location has a structure that is not suitable for the underlying transform, many high frequency transform coefficients will be generated thus requiring a large number of bits to code. Consequently, the coding efficiency decreases. Moreover, notorious visual artifacts such as ringing may appear when these high frequency coefficients get quantized. In this paper, SVT is proposed to reduce these drawbacks of transform coding. The basic idea of SVT is that the transform coding is not restricted inside regular block boundary but can be applied to a portion of the prediction error according to the characteristics of the prediction error.
In this paper, we select and code a single block inside a macroblock when applying SVT. Extension to multiple blocks is straightforward. The selection is due to the fact that coding on a macroblock basis reduces complexity, delay, and throughput, which facilitate the implementation especially for hardware. This means that the position and shape of the transform block within a macroblock is variable, and information about its shape and location is signaled to the decoder, when there are nonzero transform coefficients. However, it should be noted that there is no restriction on the size and shape of a "subregion" and a "region" and thus the proposed idea could easily be extended to cover arbitrary sizes and shapes. For instance, SVT can be applied to an extended macroblock [11] of size larger than 16 × 16. Directional SVTs with a directional oriented block selected and coded with a corresponding directional transform [4] can also be used.
In the following sub-sections, we further discuss three key issues of SVT in more detail: selection of SVT block-size, selection and coding of candidate LP, and filtering of SVT block boundaries. 1) Generally, larger M and N will result in fewer possible LPs and less overhead, and vice versa. 2) Also, larger M and N will result in lower distortion of the reconstructed macroblock but need more bits in coding the transform coefficients, and vice versa. 3) Finally, a larger block-size transform is more suitable in coding relatively flat areas or non-sharp edges, without introducing coding artifacts such as ringing, while a smaller block-size transform is more suitable in coding areas with details or sharp edges. To facilitate the transform design, we can further assume M = 2 m , N = 2 n , where m and n are integers ranging from 0 to 4 inclusive in our context. 1 In this paper, we use 8 × 8 SVT, 16 × 4 SVT, and 4 × 16 SVT, which are illustrated in Figs. 2 and 3 , respectively, to show the effectiveness of the proposed algorithm. Nevertheless, it should be noted that, for different sequences with different characteristics, other blocksize SVT can be more suitable in terms of coding efficiency, complexity, and others. For instance, larger block-size SVT, such as 16 × 8 SVT or 8 × 16 SVT, may be more preferable in coding flat areas and when using a higher quantization parameter (QP). It is well established in video coding community that variable block-size transforms (VBT) can improve the coding efficiency [12] . Using VBT in the framework of SVT, namely, variable block-size SVT (VBSVT), we will show that the prediction error is better localized and the underlying correlations are better exploited; thus, the coding efficiency is improved compared to a fixed block-size SVT. However, when the number of different block-size SVT used becomes large, the coding gain of VBSVT tends to saturate since more overhead bits are needed to code the LPs. In this paper, we adaptively choose among 8 × 8 SVT, 16 × 4 SVT, and 4 × 16 SVT in VBSVT. It may also prove beneficial to choose different block-size SVT at different QPs and different bitrates. It is also possible and beneficial for the encoder to code SVT parameters, such as M, N (or m, n), in the bitstream, and transmit them in the slice header in H.264/AVC framework.
A. Selection of SVT Block-Size
The transforms used for 8 × 8, 16 × 4, and 4 × 16 SVTs are described in the following. In general, the separable forward and inverse 2-D transform of a 2-D signal can be written, respectively, as follows:
where X denotes a matrix representing M × N pixel block, C is the transform coefficient matrix, and X r denotes a matrix representing the reconstructed signal block. T v and T h are the M × M and N × N transform kernels in the vertical and the horizontal direction, respectively. The superscript "t" denotes matrix transposition. For 8 × 8 SVT, we simply reuse the 8 × 8 transform kernel in H.264/AVC [5] . For 16 × 4 SVT and 4 × 16 SVT, a 4 × 4 and a 16 × 16 transform kernels need to be specified. Here, we use the 4 × 4 transform kernel in H.264/AVC [5] , [13] and the 16 × 16 transform kernel in [14] because it is simple and can reuse the butterfly structure of the existing 8×8 transform in H.264/AVC. It is noted that different 16 × 16 transform kernels could be used, which, however, is not the main focus of our proposed algorithm. In all cases, normal zig-zag scan (for frame-based coding which is used in our experiments) is used to represent the transform coefficients as input symbols to the entropy coding. Different scan patterns were also tested but not much gain in coding efficiency was achieved.
The block-size of SVT for luma component can be used to derive the corresponding block-size of SVT for the corresponding chroma components. Take 4:2:0 chroma format as an example, if M × N SVT is used for the luma component, then M/2 × N/2 SVT can be used for chroma components.
B. Selection and Coding of Candidate LPs
When there are nonzero transform coefficients of the selected SVT block, its location inside the macroblock needs to be coded and transmitted to the decoder. The "best" LP is then selected according to a given criterion. In this paper, rate distortion optimization (RDO) [15] is used to select the best LP in terms of RD tradeoff by minimizing the following:
where J is the RD cost of the selected configuration, D is the distortion, R is the bitrate, and λ is the Lagrangian multiplier. In our implementation, the reconstruction residual for the remaining part of the macroblock is simply set to be 0, but different values can be used and might be beneficial in certain cases (luminance change, and others). It may be useful to also utilize the reconstructed SVT block and neighboring macroblock to derive the reconstructed value for the remaining part of the macroblock. The set of candidate LPs is also important since it directly affects the encoding complexity and the performance of SVT. Larger number of candidate LPs provides more room and is more robust for coding efficiency improvement for different sequences with different characteristics, but adds more encoding complexity and also more overhead. Experimentally, according to criterion (6), we choose to use 8×8 good RD performance over a large test set [2] . There are in total 58 candidate LPs, and statistics show that the measured entropy of the LP index is 5.73 bits, for all test sequences used in the experiments. Accordingly, the LP index is represented by a 6-bit fixed length code in our implementation. More advanced representation methods can be designed to achieve a better compression performance. These LPs are shown to have a good tradeoff in coding efficiency and complexity for different test sequences. As the overhead bits to code the LPs become significant at low bitrates, it would be useful to choose different LPs at different QPs and different bitrates. Similarly, an indication of available LP can also be coded and transmitted in the slice header in H.264/AVC framework.
The LP for the luma component can be used to derive the corresponding LPs for chroma components. Consider the 4:2:0 chroma format as an example, LPs for chroma components can be derived from the LP for the luma component as follows:
where x L , y L are the LPs for the luma component, while x C , y C are the LPs for the chroma components.
C. Filtering of SVT Block Boundaries
Due to the coding (transform and quantization) of the selected SVT block, coding artifacts may appear around its boundary with the remaining non-coded part of the macroblock. A deblocking filter can be designed and applied to improve both the subjective and objective quality. An example in the framework of H.264/AVC will be described in detail in Section III-D.
III. Implementing SVT in the H.264/AVC Framework The proposed technique is implemented and tested in the H.264/AVC framework. Fig. 4 shows the block diagram of the extended H.264/AVC encoder with SVT. The encoder first performs motion estimation and decides the optimal mode to be used, and then searches for the best LPs (illustrated as "SVT Search" in the diagram) if SVT is used for this macroblock. The encoder then calculates the RD cost for using SVT using (6) , and if lower RD cost can be achieved by using SVT then that macroblock is selected to be coded with SVT. For macroblocks that use SVT, the LPs are coded and transmitted in the bitstream when there are nonzero transform coefficients of the selected SVT block. The LPs for the macroblocks that use SVT are decoded in the box marked as "SVT L.P. Decoding" in the diagram. However, we note that the normal criteria, e.g., sum of absolute differences or sum of squared differences, which is used in these encoding processes for macroblocks that do not use SVT, may not be optimal for macroblocks that use SVT. Better encoding algorithms are under study. Several key parts of the H.264/AVC standard [5] , for instance, macroblock types, coded block pattern (CBP), entropy coding, and deblocking, need to be adjusted. The proposed modifications aiming at good compatibility with H.264/AVC are described in the following sub-sections. 
is a macroblock mode defined in H.264/AVC with 8 × 8 macroblock partition and the reference index of this mode shall be inferred to be equal to 0 for all sub-macroblocks of the macroblock [5] .
b No further data is present for P − Skip macroblock in the bitstream and it can be inferred [5] .
A. Macroblock Type
We focus our study of SVT on coding the inter prediction error in P slices although the idea can be easily extended for I and B slices. Table I shows the extended macroblock types for P slices in H.264/AVC [5] (original intra macroblock types in H.264/AVC are not included). We use SVT for 16 × 16, 16 × 8, 8 × 16, and 8 × 8 macroblock partitions, based on the observation that SVT is used in a considerable portion when the same macroblock partition is concerned. This is shown in Fig. 5 , where the statistics is based on all the test sequences we use and the overall test QP when context adaptive variable length coding (CAVLC) is used as the entropy coding. The macroblock type index is coded in a similar way as H.264/AVC. The sub-macroblock types are kept unchanged and therefore not shown in the table.
B. CBP
In this implementation, SVT is used for coding only the luma component. As shown in Figs. 2 and 3, since only one block is selected and coded in macroblocks that use SVT, we can either use 1 bit for luma CBP or jointly code it with chroma CBP as is done in H.264/AVC [5] when CAVLC is used as the entropy coding. However, in our experiments with many test sequences, we found that luma CBP is often equal to 1 in high fidelity video coding, which is our main focus in this paper. Based on this observation, we restrict the new macroblock modes to have luma CBP equal to 1 and thus there is no need to code it. Chroma CBP is not changed and it is represented in the same way as in H.264/AVC [5] . An alternative way would be to infer the luma CBP according to QP or bitrate.
C. Entropy Coding
In H.264/AVC [5] , when CAVLC is used as the entropy coding, a different coding table for the total number of nonzero transform coefficients and trailing ones of current block is selected depending on the characteristics (the number of nonzero transform coefficients) of the neighboring blocks. For macroblocks that use SVT, a fixed coding table is used for simplicity without loss of coding efficiency. Besides, we may also need to derive the information about the number of nonzero transform coefficients contained in each 4 × 4 luma block. When the selected SVT block aligns with the regular block boundaries, no special scheme is needed. Otherwise, the following two-step scheme with negligible complexity increase is used in our implementation as follows.
Step 1: A 4 × 4 luma block is marked to have nonzero transform coefficients if it overlaps with a coded block that has nonzero transform coefficients in the selected SVT block, and marked not to have nonzero transform coefficients otherwise. This information may also be used in other process, e.g., deblocking.
Step 2: The number of nonzero transform coefficients, nc B , for each 4 × 4 block that is marked to have nonzero transform coefficients, is empirically set to
where nc MB is the total number of nonzero transform coefficients in the current macroblock and n B is the number of blocks marked to have nonzero transform coefficients, and . denotes the floor operator. In (8), we (approximately) distribute the total number of nonzero transform coefficients evenly to all the blocks that are marked as having nonzero transform coefficients. This is easy to calculate and it is shown experimentally to have similar coding efficiency compared to a more sophisticated scheme, for instance, distributing the total number of nonzero transform coefficients to all the blocks that are marked as having nonzero transform coefficients according to the overlapping size of the SVT block and each underlying 4 × 4 block. Note that due to the floor operation in (8), a 4 × 4 block may be marked to have nonzero transform coefficients according to
Step 1, but has zero nonzero transform coefficients according to (8) in Step 2. 2 In our implementation, when only the information about whether a block has nonzero transform 2 Alternatively, one can set the number of nonzero transform coefficients to be 1 in this case. However, experimentally this does not show benefit over (8) in terms of coding efficiency. coefficients or not is needed (e.g., in deblocking), we use the result of Step 1; while when the information about how many nonzero transform coefficients a block has is needed, we use the result of Step 2 (e.g., in CAVLC).
The coding of the transform coefficients in CAVLC and context-based adaptive binary arithmetic coding (CABAC) is not changed, and thus no additional complexity is introduced.
D. Deblocking
For macroblocks that use SVT, the deblocking process in H.264/AVC [5] needs to be adjusted because the selected SVT block may not align with the regular block boundaries. Two cases are shown in Fig. 6 : one is when 4 × 4 transform is not used as an optional transform and the other is when 4 × 4 transform is also used as an optional transform. The edges of the selected SVT block and the macroblock shown in Fig. 6 may be filtered. The filtering criteria and process of these edges are similar to those used in H.264/AVC [5] , [16] by first deriving the necessary information of the blocks on both side of the boundary such as having nonzero transform coefficients or not (using Step 1 in Section III-C), motion difference, and others, with minor modifications.
The existing regular structure of deblocking in H.264/AVC is made less regular by SVT because the location of the edges of selected SVT block are not fixed. This could be an important issue especially in hardware implementation because it affects the data flow. Meanwhile, when SVT is used, the number of edges to be checked in deblocking would increase due to the fact that some of the macroblocks originally coded in SKIP mode will now be coded with SVT. According to our preliminary results, for instance, when 4 × 4 transform is also used as an optional transform, the number of edges to be checked in deblocking increases on average 27.3% for luma component over the 720p test set and all the tested QPs used in our experiment. Detailed results are shown in Table II. IV. Fast Algorithms for SVT As described in Section III, we note that even though we do not change the motion estimation, sub-macroblock partition decision process for the macroblocks that use SVT, the encoding complexity of SVT is higher due to the brute force search process in RDO. For example, in case of VBSVT described in Section II, there are a total of 58 candidate LPs for one macroblock mode and we need to conduct RDO for each candidate LP to select the best one. Note that typically we need to conduct transform, quantization, entropy coding, inverse transform, inverse quantization, and others to calculate the RD cost in (6) and this complexity is high. 3 Thus, for application cases that have strict requirement of encoding complexity, fast algorithm of SVT should be developed and used. In this section, we propose a simple yet efficient fast algorithm operating on macroblock and block level to reduce the encoding complexity of SVT. The basic idea to reduce the encoding complexity of SVT is to reduce the number of candidate LPs tested in RDO. The proposed fast algorithm first skips testing SVT for macroblocks for which SVT is unlikely to be useful by examining the RD cost of macroblock modes without SVT on a macroblock level. For the remaining macroblocks that SVT may be useful, the proposed fast algorithm selects available candidate LPs based on the motion difference and utilizes a hierarchical search algorithm to select the best available candidate LP on a block level. The macroblock level and block-level algorithms are described in Sections IV-A and IV-B, respectively.
A. Macroblock Level Fast Algorithm
The basic idea of macroblock level fast algorithm is to skip testing SVT for macroblock modes for which SVT is unlikely to be useful. This is done by examining the RD cost of macroblock modes that do not use SVT and are already available prior to SVT coding. In the proposed implementation, SVT is only applied for the macroblock modes in RDO process, when the two criteria are met as follows:
where J inter and J intra are the minimum RD cost of available inter and intra macroblock modes in regular (without SVT) coding, respectively, J skip is the RD cost of the SKIP coding mode, and J mode is the RD cost of the current macroblock mode to be tested with SVT (e.g., if SVT is being tested for INTER − 16 × 8 mode, then J mode refers to RD cost of the regular INTER − 16 × 8 without SVT). In (9) , by comparing inter, intra, and SKIP modes, we assume that if the RD cost for intra modes is the lowest, then the probability for inter modes with SVT to have a lower RD cost will be very small, so there is no need to check SVT for this macroblock. The basis of this assumption is that intra modes are often used in coding detailed areas for which SVT is unlikely to be useful since part of the macroblock is not coded when it is used. In (10), we assume that if the RD cost for the current mode is much larger than the RD cost for the best mode, then the probability for this mode with SVT to have a lower RD cost is also expected to be very small. The threshold th in (10) represents the empirical upper limit of bitrate reduction when SVT is used assuming the reconstruction of macroblock remains the same when SVT is not used. It is calculated using (11), which is derived empirically using the following statistical analysis. We used four HD sequences, Crew, Harbour, Raven, and Jets as train set. The sequences are first encoded and the values J mode , J inter , J intra , and J skip are recorded for each mode in each macroblock that is coded with SVT. According to resulting costs, a threshold value th in (10) is calculated for each QP so that a certain number of the macroblocks satisfy the corresponding inequality in (9) and (10). This results for a different threshold value for each QP and using these threshold values (11) is derived by fitting a first order polynomial to the data. This simple derivation is also illustrated in Fig. 7 as follows:
where λ is the Lagrangian multiplier used in (6) and the max function returns the maximum value of its arguments. As reflected in (11) , the reason that the threshold value th, which represents the upper limit of bitrate reduction, tends to get lower when QP is larger, is mainly because details/edges are likely to be quantized and thus the benefit of SVT to align the transform to the underlying details/edges is compromised.
B. Block-Level Fast Algorithm
The proposed block-level fast algorithm includes two steps: the selection of available candidate LPs based on the motion difference in the first step and a hierarchical search algorithm in the second step. These two steps are described in detail below.
1) Selection of Available Candidate LPs Based on Motion Difference:
SVT is used here for 16 × 16, 16 × 8, 8 × 16, and 8×8 macroblock partitions, as described in Section III-A. One straightforward approach to reduce the encoding complexity is to restrict the transform block in a candidate SVT block to be inside the same motion compensation block boundary, since applying the transform across motion compensation block boundaries is usually considered not efficient. In other words, it is typically assumed that edges exist at different motion compensation block boundaries that the transform should align to. This approach is simple because only macroblock partition information is used. However, some penalty was observed in coding efficiency for sequences with slow motion and rich detail, for instance, Preakness and Night. This is because prediction from different motion compensation blocks is not the major reason for causing blocking effect [16] which is likely to degrade the efficiency of the transform coding. Actually, it may not even cause blocking effect if the motion difference of different motion compensation blocks is small enough and/or the prediction is good. 4 In this case, edges do not necessarily appear at different motion compensation block boundaries where the transform should align to and SVT would be still useful to improve coding efficiency. Taking this into account, we use a more general approach in this paper, by skipping the testing of candidate LPs when and only when the transform block(s) in the SVT block at that position overlaps with different motion compensation blocks in which the motion difference is significant according to a certain criterion. In order to measure the motion difference, we use a similar method to the one used in deriving the boundary strength parameter in deblocking filter of H.264/AVC [5] , [16] . Specifically, in our implementation, we skip testing a candidate LP and mark it unavailable if at least one of the following conditions is true. a) If the transform applied to the SVT block at that position overlaps with at least two neighboring motion compensation blocks and the motion vectors of these blocks are larger than or equal to a predefined threshold which is set to be one integer pixel in this paper. b) If the transform applied to the SVT block at that position overlaps with at least two neighboring motion compensation blocks and the reference frames of these two neighboring blocks are different. Since the number of available candidate LPs varies from one macroblock to another and the information to derive the available candidate LPs can be obtained both by the encoder and the decoder, the index of the selected LP is coded as follows. Assume there are N (N > 0) available candidate LPs and the index of the selected candidate is n(0 ≤ n < N), then it is coded as follows:
where V represents the binary value of the coded bit string and L represents the number of bits coded. This is a near fixed-length code which is chosen based on the observation that all available candidate LPs are similarly likely to be used.
This approach shows a stable coding efficiency for sequences with different characteristics and achieves similar gain over a wide range of test sets compared to the original algorithm without using the information of motion difference. Finally, we note that the additional complexity introduced by this approach is marginal when it is carefully implemented because: 1) the decision is only conducted when necessary and can be skipped for macroblock modes with 16 × 16 partition and some LPs, e.g., the LP (0, 0) for 8×8 SVT; 2) the decision is simple and only uses the motion vector and the reference frame information; and 3) generally several candidate LPs representing spatially consecutive blocks can be marked available or unavailable at the same time in one decision.
2) Hierarchical Search Algorithm: The basic idea of the hierarchical search algorithm is similar to that of the motion estimation algorithm, i.e., to first find the best LP in a relatively coarse resolution and then refine the results in a finer resolution. This assumes that the prediction error structure remains similar in the coarse resolution as in the original resolution, which is often the case for a macroblock of size 16 × 16 especially in HD video material. In our implementation, we define the candidate LP in coarser resolution as key candidate LP, which are marked as squares in Fig. 8 . Other candidate LPs are also called as non-key candidate LP, which are marked as circles in Fig. 8 . The hierarchical search algorithm can be summarized as follows. a) Let 1 denote the set of all available key candidate LPs. Select the best one in 1 with the lowest RD cost and let 2 denote its available neighboring candidate LPs which are marked as triangles in Fig. 8 . b) The key LPs are divided into 14 LP zones as shown in Fig. 8 . Select the best LP zone which is available and has the lowest RD cost. A LP zone is available if and only if all three key candidate LPs in that zone are available and the RD cost of an LP zone is defined to be the sum of the RD costs of the three key candidate LPs in that zone. Let 3 denote the additional available non-key candidate LPs which are inside the best LP zone (marked as stars in Fig. 8 ). c) Select the best LP which has the lowest RD cost among all the candidates in 1 , 2 , and 3 . More sophisticated algorithms using the same basic idea can be designed, for instance, by using different definitions of key position and zone, and/or examining different number of good key candidate LPs and zones.
V. Experimental Results
We implemented the proposed algorithm VBSVT and its fast version with the proposed fast algorithm, which we denote as FVBSVT, in KTA1.8 reference software [18] in order to evaluate their effectiveness. Although our primary interest is in HD video coding, we also test the proposed algorithm in lower resolution [common intermediate format (CIF)] video coding. The most important coding parameters used in the experiments are listed as follows.
1) High Profile. 2) QP I = 22, 27, 32, 37, QP P = QP I + 1, fixed QP is used and rate control is disabled according to the common conditions that are set up by ITU-T VCEG and ISO-IEC/MPEG community for coding efficiency experiments [19] . 3) CAVLC/CABAC is used as the entropy coding. 4) Frame structure is IPPP, four reference frames. 5) Motion vector search range: ±64/±32 pels for 720p/CIF sequences, resolution 1 4 -pel. 6) RDO in the "high complexity mode." Two configurations are tested as follows. 1) Low complexity configuration: Motion estimation block sizes are 16×16, 16×8, 8×16, 8×8, and 4×4 transform is not used for macroblocks coded with regular transform or SVT. This represents a low complexity codec with most effective tools for HD video coding. 2) High complexity configuration: Motion estimation block sizes are 16×16, 16×8, 8×16, 8×8, 8×4, 4×8, 4×4, and 4×4 transform is also used as an optional transform for both macroblocks coded with regular transform or SVT. This represents a high complexity codec with full usage of the tools provided in H.264/AVC. We measure the average bitrate reduction ( BD-RATE) compared to H.264/AVC using Bjontegaard tool [20] for both low complexity and high complexity configurations. The Bjontegaard tool measures the numerical average in data rate or quality differences between two rate-distortion curves. This is a more compact way to present the performance comparison and required by MPEG and VCEG community. The results are shown in Tables III-VII. We also show the results of 8 × 8 SVT and 16 × 4 + 4 × 16 SVT for comparison. As we can see, 16 × 4 + 4 × 16 SVT performs better than 8 × 8 SVT while VBSVT performs best, both in low and high complexity configurations. VBSVT achieves on average 4.11% (up to 6.19%) bitrate reduction in low complexity configuration and on average 2.43% (up to 3.48%) bitrate reduction in high complexity configuration, respectively, when CAVLC is used, and achieves on average 5.85% (up to 7.92%) bitrate reduction in low complexity configuration and on average 4.40% (up to 6.25%) bitrate reduction in high complexity configuration, respectively, when CABAC is used, compared to H.264/AVC. The gain of VBSVT is lower in high complexity configuration, because the overhead to code the LP becomes more significant and the 4 × 4 transform in H.264/AVC (and smaller motion estimation block sizes) is more efficient in certain cases. The gain of VBSVT is higher in HD video coding because typically less detail is contained in a certain image area in HD video sequences than in lower resolution video sequences and thus the non-coded part of the macroblock can be more safely skipped without introducing much degradation in reconstructed quality. Fig. 9 shows the R-D curves for sequences Night and Panslow. We note that the gain of VBSVT comes at medium to high bitrates for many tested sequences and can be much more significant than the average gain over all bitrates reported above. This is true for most sequences we tested. Take Panslow sequence as an example, by using the performance evaluation tool provided in [21] , we are able to show that VBSVT achieves 13.50% and 6.90% bitrate reduction at 37 dB compared to H.264/AVC, in low and high complexity configuration, respectively, when CAVLC is used.
We also measure the percentage of 8 × 8 SVT and 16 × 4 + 4 × 16 SVT selected in VBSVT. The results are shown in Tables VIII-X. We can see that in VBSVT scheme, 16 × 4 + 4 × 16 SVT are used generally more often than 8 × 8 SVT. However, 8 × 8 SVT is also used in a significant portion of the cases. This shows that different block-size SVT can be suitable for different situations and VBSVT would be a more preferable algorithm for coding prediction error with different characteristics than fixed block-size SVT.
In Figs. 10 and 11 , we show the distribution of the macroblocks coded with SVT and corresponding SVT blocks in a prediction error frame for Night and Sheriff sequences, respectively. It can be observed that, as expected, SVT is mostly useful for macroblocks where residual signals of larger magnitude are likely to gather and locate at certain regions, which frequently happens, as also observed by other researchers [22] . However, when using RDO, the selection of the SVT depends on the distortion of the whole macroblock and the coded bits of the selected SVT block, so it is also possible that SVT can also be chosen to be used for macroblocks with relatively evenly distributed residual signal of medium magnitude. Macroblocks with residual signal of low magnitude are often coded in SKIP mode.
We also view the reconstructed video sequences in order to analyze the impact of SVT on subjective quality. We conclude that using SVT does not introduce any special visual artifacts and the overall subjective quality remains similar, while the coded bits are reduced.
Similarly, we measure the average bitrate reduction ( BD-RATE) of FVBSVT compared to H.264/AVC. We also measure the average reduction of candidate LPs tested in RDO over all the tested QPs using FVBSVT. The results are also shown in Tables III-VII. We can see that with the proposed fast algorithm we can reduce by a little more than 80% the number of candidate LPs tested in RDO while retaining most of the coding efficiency, for both low and high complexity configurations. The reduction in high complexity configuration is slightly less than that in low complexity configuration because when the 4×4 transform is used, the number of candidate LPs is increased according to the selection method based on motion difference described in Section IV-B. This means that on average about 10-11 candidate LPs are tested in RDO (each RD cost calculation includes transform, quantization, entropy coding, inverse transform, inverse quantization, and others) when FVBSVT is used. We also measured the execution time of FVBSVT to estimate the computational complexity. Compared to H.264/AVC, the encoding and decoding time of FVBSVT increases on average 2.49% and 2.05%, respectively, over 720p test set and all the tested QPs in high complexity configuration. The encoding and decoding time increase vary for different test sequences and detailed results are shown in Table XI . The running time increase is marginal because only a relatively small part of the whole coding process is affected. The memory usage remains similar when SVT is used because it needs to store the number of nonzero transform coefficients, access the pixels VI. Conclusion In this paper, we proposed a novel algorithm, called SVT to improve the coding efficiency of video coders. The main idea of SVT is to vary the position of the transform block. In addition to changing the position of the transform block, the size of the transform can also be varied within the SVT framework. We showed in this paper that by varying the position of the transform block and its size, the characteristics of the prediction error is better localized, and the coding efficiency is improved. The proposed algorithm is studied and implemented in the H.264/AVC framework. We showed that the proposed algorithm achieves on average 5.85% bitrate reduction in a low complexity configuration which represents a low complexity codec with most effective tools for HD video coding which we focus on and on average 4.40% bitrate reduction in high complexity configuration, which represents a high complexity codec with full usage of the tools provided in the standard, respectively. Gains become more significant at medium to high bitrates for most tested sequences and the bitrate reduction may reach up to 13.50%, which makes the proposed algorithm very suitable for future video coding solutions focusing on high fidelity video applications. The subjective quality remains similar when SVT is used while the coded bits are reduced.
The decoding complexity remains similar when incorporating SVT in video codecs with the proposed implementation. However, the encoding complexity of SVT can be relatively high because of the need to perform a number of RDO steps to select the best position and size for the transform. To address this issue, a novel fast algorithm was also proposed operating on macroblock and block levels to reduce the encoding complexity of SVT. The proposed fast algorithm first skips testing SVT for macroblocks for which SVT is unlikely to be useful by examining the RD cost of macroblock modes without SVT at a macroblock level. For the remaining macroblocks for which SVT may be useful, the proposed fast algorithm selects available candidate LPs based on the motion difference and utilizes a hierarchical search algorithm to select the best available candidate LP at a block level. A reduction of about 80% in the number of candidate LPs that need to be tested in RDO has been achieved, with only a marginal penalty in coding efficiency. Compared to H.264/AVC, the fast SVT achieves on average 5.31% and 4.03% bitrate reduction for low complexity configuration and high complexity configuration, respectively. Nevertheless, we note that still SVT may influence the data flow to make hardware implementation more difficultly than regular block boundary transform. We believe efficient hardware implementation could be studied further and is an interesting topic.
The proposed method can also be potentially used in many other situations, for instance, in inter-layer prediction in scalable video coding (SVC) and inter-view prediction in multiview video coding (MVC).
