ABSTRACT Plenoptic imaging has emerged as a representative approach for recording richer visual information from the real world. With the insertion of a microlens array, plenoptic cameras can record both angular and spatial information of a scene on a plenoptic image. However, the large amount of data calls for efficient coding techniques for both transmission and storage. In this paper, we propose a convolutional neural network (CNN)-based macropixel-level up-sampling method for plenoptic image coding. First, a macropixel-based down-sampling method, which performs the down-sampling in the units of macropixels, is developed for reducing the block resolution. Then, an up-sampling CNN is carefully designed to achieve resolution recovery and quality enhancement for down-sampled blocks. The experimental results show that the proposed method achieves considerable bitrate reduction compared with the HEVC/H.265 format SCC extension profile.
I. INTRODUCTION
With the development of 3D movies and virtual reality, 3D technology has attracted great attention in recent years [1] , [2] . Compared with conventional 2D technology, 3D technology requires richer stereo information of 3D scenes [3] , [4] . Through the dense capturing of a microlens array, the plenoptic camera can record both the intensity and direction of the light from real world on a plenoptic image. After calibration and post-processing, the plenoptic images can provide useful information for a variety of applications, such as 3D scene reconstruction [5] , perspective transformation [6] , and object recognition [7] , etc. However, the process of dense capturing using microlens arrays results in distinct intensity distribution, which poses a huge challenge to the storage and transmission of plenoptic data. Thus, plenoptic image coding has important research significance.
Recently, plenoptic image coding has attracted a widespread attention from both academy and industry. JPEG launched a new activity called JPEG Pleno to standardize the The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. coding and representation methods for plenoptic content [8] . MPEG incorporated the plenoptic image coding into MPEG-I project, which is developed to study the visual standardization of immersive media content [9] . Several researchers have proposed specific coding techniques for plenoptic contents to exploit the correlation among micro-images (MIs) [10] , [11] . Alternatively, to reduce the redundancy among different views, some scholars paid attention to the compression of sub-aperture images (SAIs) [12] , [13] . However, the existing plenoptic image compression methods still lack sufficient use of the plenoptic data characteristics, and more efficient compression methods remain to be studied.
With the development of deep learning, many deep models have been proposed and applied to computer visual tasks successfully [14] , [15] . Particularly, convolutional neural network (CNN) has been widely used in various applications and achieved excellent efficiency, such as image segmentation, image classification, pedestrian recognition, and super-resolution reconstruction [16] - [18] . Recently, some researchers tried to apply CNN to the field of video coding and achieved considerable improvements in compression efficiency. Li et al. proposed a CNN-based intra prediction coding method, which performs intra prediction coding on the down-sampled low-resolution block and utilizes the up-sampling CNN to recover the coding block size to improve the performance of intra prediction [19] . Yan et al. proposed a CNN-based fractional pixel generation method, which utilizes CNN model to perform fractional pixel interpolation, and improves the accuracy of inter prediction [20] . Park and Kim proposed a three-layer network structure, known as SRCNN, to replace the deblocking and sample adaptive compensation of HEVC, and achieves quality improvements for the reconstructed images [21] . Inspired by the excellent efficiency of deep learning on conventional video coding, this paper aims at designing a down/upsampling scheme based on CNN to decrease the redundancy in the plenoptic images. Specially, to preserve the internal information of the macropixel, the sampling options are implemented in the macropixel-level for plenoptic images.
Compared with the conventional plenoptic image coding methods, the main contributions of this paper are summarized as follows. First, a CNN-based block down/up-sampling architecture is proposed for plenoptic image coding. Second, a macropixel-based down-sampling method is developed to reduce the block resolution while maintaining the internal structure of macropixels. Third, an end-to-end CNN is carefully designed to reconstruct the plenoptic image into original resolution and achieve quality enhancement.
The rest of this paper is organized as follows. Section II introduces the related work on the plenoptic image coding. Section III presents the proposed CNN-based macropixellevel down-sampling coding method in detail. The performance is evaluated in Section IV. Finally, a conclusion of the paper is given in Section V.
II. RELATED WORKS
The exiting researches for plenoptic data compression can be mainly divided into two kinds according to the format of images to be compressed, namely, microlens array image (MAI) based methods and pseudo-sequence-based coding methods. In this section, we review the previous works of these two kinds of methods.
MAI based methods attempt to decrease the spatial redundancy using exiting image/video standards, such as JPEG, JPEG2000, and HEVC/H.265. Some advanced intra-coding tools, like self-similarity compensated prediction [10] , locally linear embedding (LLE) [11] , and displacement intra prediction [22] , were proposed to improve the coding efficiency by exploiting the texture similarity among the MIs. The intra block copy (IBC) mode of HEVC screen content coding extension can also achieve a considerable compression efficiency by introducing inter prediction tools into the intra prediction process [23] . In [24] , a reversible plenoptic image reshaping method was proposed to utilize the spatial similarity, which can reduce the geometry complexity of each coding unit by aligning the macropixel structures with the coding unit grids. Jin et al. proposed a novel intra prediction mode, which includes boundary matching prediction, co-located single block prediction, and multi-reference block weighted prediction, to achieve the balance between compression efficiency and computational complexity [25] .
Pseudo-sequence-based coding methods are proposed for the compression of SAIs, which attempt to utilize the classic multi-view and inter prediction tools to reduce the inter-view redundancy. Shi et al. re-arranged the SAIs into a multi-view video sequence and used multi-view video coding (MVC) tools to reduce redundant information among viewpoints [26] . Perra and Assuncao proposed a preprocessing approach by splitting the plenoptic image into multiple tiles to arrange a pseudo sequence [27] . Furthermore, Liu et al. proposed a pseudo-sequence-based scheme to improve the compression efficiency of light field images by exploring the coding order, prediction structure, and rate allocation of views [12] . In order to make better trade-off between compression efficiency and encoding time, Li et al. proposed a two-dimensional reference frame structure, which can reduce the buffer size by dividing the reference frame structure into four quadrants and performing inter-frame reference within each quadrant [13] .
Although pseudo-sequence-based coding methods can provide considerable compression efficiency, it is inevitable to involve color or frequency correction and linear interpolation operations during the rendering process, which causes a loss of the original information. Thus, pseudo-sequencebased coding methods are not suitable for the tasks that relying on original data to improve accuracy, like depth estimation and saliency detection. MAI based methods can preserve the original data as much as possible, however, such methods suffer from high bitrate overhead. Considering the compression efficiency and data preservation jointly, this paper focus on introducing the down-sampling coding mechanism into the field of plenoptic image coding, and utilizing CNN to recover image resolution and quality. Fig. 1 depicts the framework of the proposed method. The method mainly consists of two steps, namely, macropixelbased down-sampling and CNN-based macropixel up-sampling. The plenoptic image is composed of a large number of macropixels, and each macropixel corresponds to a projection of the 3D scene captured by a microlens in front of the sensor. Considering that there is a large amount of redundancy among macropixels, the plenoptic images are down-sampled to low resolution for encoding. To preserve the internal information of macropixels as much as possible, the down-sampling are implemented in the macropixel level without destroying the integrity of macropixels. Meanwhile, inspired by the excellent performance of CNN in the super resolution, an end-to-end CNN is carefully designed to recover image resolution and quality.
III. PROPOSED METHOD A. FRAMEWORK OVERVIEW
The input image is divided into blocks first for encoding and the best model is decided for each block. In this paper, each block represents a CTU, which can be encoded at high resolution, or down-sampled to low resolution by the proposed macropixel-based down-sampling method. Meanwhile, whether the CTU adopts the down-sampling option is recorded and transmitted to the decoder. After decoding, the reconstructed blocks at low resolution are upscaled to the original size first using macropixel copying-based up-sampling. Specifically, each macropixel of the reconstructed low-resolution CTU is copied to the nearest three macropixel locations to restore the CTU size. For instance, the first macropixel of reconstructed low-resolution CTU is used to fill its left, upper, and upper left locations. Then, an end-to-end CNN is designed to achieve a more accurate reconstruction.
B. MACROPIXEL-BASED DOWN-SAMPLING
The conventional down-sampling approaches use fixed filters to sample image at the pixel level, which destroys the structure of macropixels and changes the disparity relationship between macropixels. In order to achieve image down-sampling without destroying the macropixel integrity, the proposed down-sampling method is implemented in units of macropixels for each CTU. To ensure that every CTU can contain an integer number of well-structured macropixels, the image reshaping method in [24] is first utilized to achieve the alignment of the macropixels structure with the coding unit grids. After that, the down-sampled CTU is obtained by the following formula.
where LR represents the down-sampled CTU, HR represents the original CTU, 2 × 2 and 4 × 4 represent the numbers of macropixels in the CTUs, Center function represents to extract the macropixels in the center position of HR. More specifically, the center four macropixels of each CTU are selected as the down-sampled data, as shown in Fig. 2 . By comparing different macropixel sampling positions, the proposed down-sampling method shows the best encoding performance. The main reason is that the center four macropixels are closest to each other, and the spatial correlation among them in the down-sampled CTU is strong, which is beneficial for the intra prediction. Furthermore, the macropixel-based down-sampling mode are integrated into the intra frame coding scheme, to perform the rate-distortion optimization (RDO) process with the prediction mode using the original resolution. The mode with the lowest cost is recorded and transmitted to the decoder.
C. CNN-BASED MACROPIXEL UP-SAMPLING
The down-sampled CTUs are encoded into a binary code stream for transmitting to the decoder after a series of coding steps, such as prediction, transformation, quantization, and entropy coding, etc. For the decoded low-resolution CTUs, a twelve-layer CNN is designed to achieve a high quality up-sampling reconstruction. The network structure is depicted in Fig. 3 . Limited by the size of the convolution kernel, the shallow network has a small receptive field, which shows limitations in exploiting the similarities between macropixels. Inspired by VDSR [28] and DRRN [29] , the designed network structure consist of three parts, namely, feature extraction, coarse-fine fusion, and image reconstruction.
The feature extraction component includes one convolution layer and two residual blocks (RBs). The first convolution layer maps luminance component information to the feature domain. Then, the output of the convolution layer is fed into two stacked RBs to implement the feature extraction. The RB contains two residual units and each residual unit is composed by two convolution layers. More precisely, the RB can be expressed as:
where u ∈ {1, 2} represents the sequence number of residual blocks, H u−1 , H u , and W u represent the input, output, and weight set of the u-th residual block, respectively, F represents the residual map to be learned. Each RB represents a process of local residual learning which was proposed to solve the problem of detail degradation caused by the very deep networks [29] . In addition, the global residual learning is also utilized to accelerate network convergence during the training process. In detail, the upscaled CTUs after the macropixel copying-based up-sampling are fed into the network, and the network is designed to learn the global residual information between the input and the ground truth. There are two stacked RBs in the proposed network for the extraction of macropixel local features and macropixel disparity features. As the depth of the network increases, more disparity features can be extracted, however, some local features are lost. In order to preserve the disparity information between macropixels and the local information inside each macropixel, the extracted features are fused in the coarse-fine fusion component. The coarse-fine fusion component is composed by one concat layer and two convolution layers.
The concat layer can be expressed as:
where H 1 , H 2 represent the outputs of two RBs respectively, Concat represents cascading operation in the channel dimension, and Y c is the cascaded features, which will be fed into the next convolutional layer. Generally, the output of the two RBs will be cascaded in channel dimension, followed by two convolution layers to implement feature fusion. Finally, the fused features R f are fed into the last convolutional layer to implement the image reconstruction, and the residual map Res is obtained by the following formula.
where W and B represent the weight coefficients, and offset coefficients of the reconstruction layer, respectively. Then, the input of the network X is added to the residual map to obtain the reconstructed CTU Rec.
Except for the last layer, the entire network chooses a 3 × 3 convolution kernel size with an output of 64 channels and uses ReLU as the activation function. The last layer consists a 3×3 convolution kernel size with only one channel as the output. In order to further improve the coding efficiency, the macropixel copying-based up-sampling result are also used to compare with the ones after CNN, determining whether to choose the CNN up-sampling.
IV. EXPERIMENTS A. EXPERIMENTAL SETTINGS
The proposed scheme is implemented based on the reference software of HEVC Screen Content Coding Extension (SCC) profile, HM16.18-SCM8.7 [30] with the same configuration of [25] . Six plenoptic images from JPEG Pleno dataset [31] , which are captured by Lytro illum camera, are tested. According to the preprocessing method defined in [32] , the light field raw data will be preprocessed by the demosaicing, devignetting, rotation, and scaling to generate the preprocessed plenoptic images. The preprocessed plenoptic images are converted to YUV 4:2:0 format from the RGB color space, and then fed to HM16.18-SCM8.7 encoder to generate the anchor. A PC with four GTX1080Ti GPUs is used to train CNN models in the Caffe environment. A sub set of JPEG Pleno dataset is built as the training data and there is no overlap between the training data and testing data. Each image in the training set is forced to compress using the proposed macropixel-based down-sampling and the macropixel copying-based up-sampling to generate the upscaled CTUs. Then, the upscaled CTUs are fed into the network to learn the nonlinear mapping relationship to the ground truth. The batch size is set as 64 and fixed learning rate 0.0001 is used for all convolution layers. The mean squared error (MSE) is used as the loss function to minimize the error between output and label. In addition, considering the impact of the quantization parameters (QP) on the compression effect, different models are trained for different QPs, and the QP is set to {32, 37, 42, 47}.
The overall performance is measured by BDBR and BDPSNR [33] , [34] . It is worth mentioning that the PSNR value of each tested image is calculated as the mean of all PSNR values for SAIs rendered from the plenoptic image [35] . The calculation process can be formulated as:
where M and N are the angular resolution of SAI array, and PSNR(m, n) represents the objective metric for the m-th and n-th SAI.
B. COMPARISON RESULTS
To demonstrate the effectiveness of the proposed method, two intra prediction methods, Intra-Block Copy (IBC) mode [23] and Li's method [19] are tested. IBC mode is a novel coding tool for screen content. By introducing inter prediction tools into the intra prediction process, it can offer considerable compression gains for images with similar content and repeated patterns, such as plenoptic images. Li's method performs the down/up-sampling at the block level, which achieved obvious improvement in compression efficiency for the conventional video coding. Considering the effect of different reference software version, Li's method was re-implemented in HM16.18-SCM8.7 for fair comparison.
Comparison results measured by BDBR and BDPSNR are presented in Table 1 . As can be observed, Li's method and the proposed method both achieved considerable improvements comparing with IBC. For Li's method, the BDBR ranges from −7.89% to −20.67%, −14.10% on average and the BDPSNR ranges from 0.27dB to 0.55dB, 0.42dB on average. As for the proposed method, the BDBR ranges from −14.37% to −43.30%, −27.92% on average and the BDPSNR ranges from 0.56dB to 1.88dB, 0.97dB on average. To further demonstrate the performance of the three methods under different QPs, the Rate-distortion (R-D) curves are shown in Fig. 4 , where Y PSNR denotes the PSNR of luma component. It is obvious that the proposed method achieves higher compression gains than Li's method and IBC. According to Fig. 4 (a) , it can be observed that there are some limitations for Li's method at high bit rates. In contrast, the proposed method still achieves considerable improvements comparing with IBC. This is due to the fact that the proposed method preserves the integrity of macropixels during the sampling process, which is friendly for the reconstruction of plenoptic image at both low and high bit rates. Visual comparison for Ankylosaurus_Diplodocus_1 and Houses_Lake is carried out at the same test conditions, as shown in Fig. 5 . It can be observed that the proposed method outperforms IBC and Li's method with significant improvements in visual quality. The reconstructions from IBC and Li's method appear blurry and noisy. By comparison, the proposed method works better with a clear and accurate boundary, since it samples at macro-pixel level, which is able to preserve complete boundary information of macropixels as much as possible.
V. CONCLUSION
This paper presents a CNN-based macropixel-level upsampling method for plenoptic image coding. Considering that the plenoptic image is composed of a large number of similar macropixels, a macropixel-based down-sampling method is proposed to reduce the redundancy among macropixels. For the reconstructed low-resolution CTUs, an up-sampling CNN is carefully designed to perform the resolution recovery and high-quality reconstruction. Experimental results demonstrated that the proposed method archives 27.92% bitrate reduction compared with the HEVC/H.265 format SCC extension profile.
