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Résumé
 –  Cet article s'inscrit dans le thème de l'adéquation application-architecture. La méthodologie proposée couvre les étapes hautes
du flot de conception conjointe, commençant au niveau de la spécification et s'arrêtant avant l'étape de partitionnement. Le but est de fournir
au concepteur et à l'étape de partitionnement des informations utiles afin de construire une architecture "ad hoc" optimisée. Ainsi les
estimations sont établies sans à priori sur l'architecture cible. Les potentiels d'optimisation existants entre les fonctions sont pris en compte
pour obtenir un coût global et dynamique de l'application.
Abstract
 – These paper comes within the framework in the application-architecture matching. The proposed methodology covers the upper
part of the co-design flow which is located before the partitioning step. The issue is to provide the designer and to the partitioning step with
useful information in order to design an ad hoc architecture. Also, the estimations are computed without knowledge of the implementation.
The optimisation potential existing between the function are taking into account to obtain a global and dynamic cost of the application
1.
 
Introduction
La réalisation des applications du traitement du signal
tend vers des architectures hétérogènes pour des systèmes
complexes composés d’un nombre important de fonctions de
différentes natures. Le concepteur est alors confronté à un
espace de solutions très vaste tant au niveau architectural que
algorithmique. Outre le choix classique de partitionnement
logiciel /matériel, le Codesign[1](cf Fig. 1) doit décider de la
nature de l'architecture cible (DSPs, FPGAs, ASICs, ASIPs,
RISCs, Hiérarchie de mémoires, etc.). Compte tenu de
l’impact des choix au niveau système (spécification et
algorithme) sur le coût final et les performances atteintes, il
est important d’une part d’estimer au niveau système de
façon rapide le coût (temps, surface et consommation).
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Fig. 1: Flot de conception conjointe (Co-design)
D’autre part, il est nécessaire d'aider par des métriques la
conception de l’architecture cible. Nous présentons, dans cet
article, la partie "haute" du flot de conception conjointe
logiciel/matériel située avant le partitionnement (étape 1 et
2.1 fig. 1). L'objectif est de fournir un coût relatif et un ordre
de placement des différentes fonctions sur l'architecture à
construire. A notre connaissance, peu de méthodes
d'estimations se situent avant la boucle de partitionnement.
Cependant, des estimations existent dans le cas particulier de
la mémoire[2][10] et des études de calculs de métriques de
rapprochement au niveau système (closeness metrics[3]) ou à
des niveaux inférieurs [4][5][6]. Par contre, il existe de
nombreuses méthodes d'estimations durant la phase de
partitionnement avec une architecture cible donnée [7][8].
L'originalité de notre approche repose sur cinq points
principaux : (i) Une analyse macroscopique de la
spécification afin d'obtenir deux types d'informations
nécessaires sur l'orientation des différentes fonctions de
l'application qui peut–être orientée traitement, contrôle ou
mémoire (TCM) et leur coût en terme de valeurs opératives.
(ii) Le second point est le niveau d'abstraction qui fournit des
estimations décorrelées de tout modèle architectural
spécifique. (iii) Nous calculons et utilisons des courbes de
coût dynamique au lieu d'un coût fixe basé sur une
bibliothèque de composants. (iv) Le point suivant concerne
l'estimation du coût qui est interdépendant. En effet, le coût
dynamique d'une fonction est calculé en tenant compte de
ces interactions avec les autres fonctions afin de tirer le
meilleur profit du potentiel de réutilisation et d'optimisation.
(v) Pour la construction de l'architecture, après l'étape
d'estimation et durant le partitionnement, il est crucial de
placer les différentes fonctions dans un ordre qui privilégie
un choix architectural basé sur l’adéquation avec les
fonctions les plus critiques. Ainsi, notre méthode fournit à
l'étape suivante (partitionnement), l'ordre dans le quel les
différents fonctions de l'application doivent être prises en
compte pour construire graduellement l'architecture "ad
hoc". Dans ce document, nous décrivons chaque étape du flot
de conception ainsi que des exemples issuesde l’ application
de traitement du signal G.729 (codage de la parole).
2. Flot de conception
Le flot de conception (Figure 2) représente le méthodologie
à suivre pour obtenir les informations nécessaires au
concepteur pour effectuer ses choix algorithmiques,
architecturaux ou méthodologique (orientée contrôle,
mémoire ou traitement) au niveau du choix des outils de
synthèses d'architectures adaptés.
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Fig. 2:  Flot de conception
2.1 Spécification niveau système
La spécification au niveau système est une description de
l'application avec une granularité définie par l’utilisateur.
Dans un premier temps, elle correspond à une découpe
naturelle en fonctions (Auto-corrélation, Fenêtrage, etc.).
Dans un second temps, une décomposition automatique est
réalisée pour obtenir une granularité adaptée  (compromis
nombre de nœuds/temps d’estimation). Avant d’effectuer les
caractérisations et autre estimations, nous procédons à une
simulation fonctionnelle de la spécification du système afin
d’éviter les erreurs de conception dues à une mauvaise
spécification. Pour réaliser cette étape, nous avons choisi
comme environnement de spécification le logiciel Ptolemy
[9] sous lequel nous avons défini un modèle de spécification
générique et hiérarchique.
2.2 CDFG
Dans le but de faciliter la manipulation de la spécification
du système décrit sous PTOLEMY, nous transformons cette
dernière en une représentation interne sous forme de graphe
de flots de données et de contrôle (CDFG) G={9 (}.
Chaque nœud du graphe vi ˛  V correspond soit à une
opération de traitement (vit ), soit une opération de contrôle
(viC ), un accès mémoire (viM ), ou à un ensemble de nœud (vi
) dans le cas d’un graphe hiérarchique. Un arc ei,j ˛  V donne
la direction de la dépendance d’exécution du nœud vi au
nœud vj. La granularité du CDFG est limitée afin de
respecter le compromis entre le temps de calcul et la
précision des estimations. Cela signifie que deux nœuds au
plus bas niveau de granularité ne peuvent être décomposés
afin de trouver une optimisation entre les graphes qui
composent chaque nœud.
2.3 Caractérisation macroscopique
L'objectif de la caractérisation macroscopique est de définir
la nature du système spécifié. Dans un premier temps, nous
évaluons, au niveau des fonctions de base, le nombre de
traitements, de contrôles et de mémoires (TCM) séparément
pour chaque fonction. La partie mémoire comprend trois
paramètres: i) les accès mémoires (AM) ii) le nombre de
points mémoires (#M) nécessaires pour l'exécution d'une
fonction iii) les traitements mémoires (TM) pour le calcul
des indices de tableaux (ex: tab1[n-k]). Pour la
caractérisation de la mémoire, nous nous inspirons des
travaux réalisés à l'IMEC [11]. Ainsi, les valeurs obtenues
reflètent le coût TCM de chaque fonction (caractérisation
intra-fonction).
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Fig. 3: Caractérisation Macroscopique de la fonction
auto-corrélation
Dans un second temps, le résultat de la caractérisation nous
permet de sélectionner un groupe de fonctions dites
"critiques" (Fsi) parmi l'ensemble des fonctions du système.
Le nombre de fonctions critiques sélectionnées est basé sur
un compromis complexité/précision. Si le temps de calcul
(i.e. le nombre de nœud maximum dans le CDFG) autorisé
est suffisant, toutes les fonctions du système sont incluses
dans le groupe des fonctions critiques. Cela signifie que nous
considérons seulement les fonctions qui conduiront à la
définition de l'architecture, c'est à dire les fonctions les plus
coûteuses en termes de métriques TCM. Nous supposons que
les fonctions non sélectionnées pour notre flot de conception
ont un faible impact sur la réalisation du système. Ainsi, le
concepteur utilisera l'architecture définie par les fonctions les
plus critiques.
2.4 Co-estimation dynamique intra-fonction
Etant donné un groupe de fonctions critiques, l'objectif de
la co-estimation dynamique est de fournir une courbe de coût
du nombre d'opérations simultanées (TCM) en fonction de
contrainte de temps. Notons que cette contrainte est
exprimée en nombre de cycle d'horloge (CCC Constraint
Clock Cycle). Actuellement, nous nous intéressons à la co-
estimation dynamique des traitements et des accès mémoires,
nous considérerons plus tard le cas de la partie contrôle.
Notre approche se décompose en deux étapes.
Premièrement, les différentes branches (sous fonctions) de la
fonction sont identifiées et classées par ordre de criticité
(somme du nombre d'opérations et des accès mémoires sur le
chemin critique). Deuxièmement, cet ordre est utilisé pour
construire de manière itérative la courbe de coût de la
fonction. Le coût de chaque branche est alors estimé par
ordre décroissant de criticité. Ces estimations tiennent
compte de la distribution des opérations utilisées pour les
branches précédemment estimées (plus critiques). Le but
étant de minimiser le parallélisme à l'intérieur d'une
fonction. Ainsi, nous favorisons la réutilisation de blocs de
traitement des données (et /ou accès mémoires) qui sont
présents plusieurs fois dans le graphe d'une fonction.
Les opérations du graphe peuvent être soit des opérations
élémentaires soit des opérations complexes caractérisées par
leur coût. Cela dépend du compromis temps de calcul/
précision des estimations. Pour des opérations élémentaires,
nous distinguons deux familles d'opérations. La première
concerne les opérations de traitement, où deux sous-types
d'opérations ont été définis: UAL (+, -, Comp, Logique) et
MAC(*, *+, *-). La seconde famille concerne les accès
mémoires qui sont soit locaux soit globaux. Nous définissons
comme local tous les accès à des données qui ont déjà été
lues ou écrites au moins une fois dans la fonction.
Inversement, les accès mémoires globaux correspondent à un
premier accès d'une donnée. Au niveau système sans
définition d'architecture cible, nous n'avons aucune
connaissance sur la fréquence d'horloge. Ainsi, nous
supposons que chaque type d'opérations élémentaires
nécessite un temps cycle. Nous pensons que les estimations
basées sur de telles hypothèses sont suffisamment
informatives pour guider correctement le concepteur vers
une architecture optimisée.
Comme nous l'avons décrit précédemment, la co-
estimation dynamique est donnée en deux étapes. Ci-dessous,
nous expliquons le principe d'estimation du coût d'une
branche d'une fonction pour différents CCC (Fig. 4). Cet
algorithme est répété tant que le nombre des ressources de
chaque type d'opérations n'est pas minimal (égale à 1). C'est
à dire que le coût de la fonction est calculé jusqu'à obtenir
une solution totalement séquentielle. Si la fonction est
constituée de plusieurs branches, alors l'algorithme doit tenir
compte de la distribution des opérations utilisée pour les
branches précédemment estimées.
1.
 
Calcul des dates  ASAP et ALAP de chaque nœud pour une
CCC donnée.
2.
 
Calcul du nombre probable d'opérations simultanées pour
chaque temps de cycle Nproba(cycle).
3.
 
Calcul du nombre moyen d'opérations simultanées.
4.
 
Analyse des "Bottlenecks". Grâce à la courbe Nproba(cyclei),
les "bottlenecks" sont détectés et analysés afin de vérifier si le
nombre moyen d'opérations simultanées est suffisant pour
exécuter l'itération complète pour une CCC donnée. Si le
nombre moyen est trop petit, il est alors incrémenté. Notons
que l'affection "un cycle par opération" rend plus facile cette
tâche.
5. Pseudo-list scheduling à haut niveau où le temps est donné en
nombre de cycles. Cette étape permet  d'assigner un cycle par
opération. Ainsi, nous connaissons à quel cycle une ressource
donnée peut être réutilisée.
Fig. 4: Algorithme d’estimation de coût
Pour illustrer notre approche, nous prenons une fonction
de l’application du codage de la parole G.729 (Fig. 5) qui
possède trois sous-fonctions (branches) SF1, SF2, SF3.
Ainsi, la première étape consiste à évaluer la criticité de
chacune d'entre elles. Les sous-fonctions seront estimées
dans cet ordre. Cela signifie que la première sous-fonction
imposera ces contraintes à l'estimation des sous-fonctions
suivantes. Dans notre cas, SF2 est la plus critique. Par
conséquent, elle est estimée en première position sans
aucune contrainte. Après quoi, SF1 et SF3 peuvent être
estimées en tenant compte de l'optimisation liée à la
distribution des ressources estimées pour SF2. La même
technique sera utilisée durant la recherche du potentiel
d'optimisation entre toutes les fonctions de l'étape
d'estimation dynamique du coût inter-fonction. Ainsi, nous
pouvons calculer le profil cycle par cycle du coût global, et
ainsi caractériser le coût de l'application.
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Figure 5: Fonction G.729 (a) courbe de coûts des
opérations de traitement (b) courbes de coûts des accès
mémoires
2.5 Ordre de traitement
Le problème à ce niveau du flot de conception est de trouver
l'ordre dans lequel les fonctions critiques doivent être
analysées. Dans notre approche, nous effectuons une
première classification en fonction de la complexité (coût
TCM). Puis, dans un second temps, nous affinons cet ordre
de traitement à l'aide de métriques la nature des liens et
potentiels d'optimisations (contraintes de placement)
existants entre les fonctions. Ces métriques sont appelés
métriques de dépendances inter-fonction. Ils sont similaires à
ceux qui sont proposés dans [3]. Pour le potentiel
d'optimisation de la taille et des accès mémoires, nous
utilisons les techniques décrites dans [11]. Cette étape inclue
aussi une optimisation sur l'ordre d'exécution (Fig. 6). Le but
étant de guider le concepteur et les outils: si des opportunités
de réutilisation de ressources sont mises en évidence, des
dépendances virtuelles sont ajoutées sur le CDFG. Bien sûr,
de telles contraintes sont ajoutées avec le respect des CCC et
le potentiel d'optimisation avec les autres fonctions. Comme
nous pouvons le voir sur la figure 5, la fonction Fs1 et Fs3
accèdent en lecture au même vecteur A, tandis que Fs2 lit le
vecteur B. Afin d'optimiser les accès mémoire, nous
introduisons des dépendances virtuelles d'optimisation sur le
CDFG qui spécifie que Fs3 doit être exécutée avant Fs2. Ce
qui conduit à optimiser l'accès mémoire du vecteur A.
Fs1
Fs3Fs2
Dépendance
d’optimisation
Lecture Vecteur A
Lecture Vecteur ALecture
Vecteur B
Fs1
Fs2
Fs3
Ordre d’exécution approprié
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Fig. 6: Optimisation de l'ordre d'exécution
2.6 Co-estimation dynamique inter-fonction
Etant donnée l’ordre de traitement des fonctions, la co-
estimation des fonctions critiques est maintenant possible.
Comme définie précédemment pour la co-estimation intra-
fonction, les courbes de coût seront calculées pour chaque
fonction en tenant compte du potentiel d’optimisation des
données et des ressources. Le coût pour chaque fonction est
donné pour différents CCC.
2.7 Estimation dynamique du coût global
Avec l’ordre de traitement, les dépendances virtuelles
ajoutées pour l’optimisation des ressources, la réutilisation
des données et les courbes de coût de chaque fonction Fsi,
nous avons suffisamment d’informations pour établir le
profile du coût globale. Cela signifie le coût par cycle de
l’ensemble des fonctions critiques du premier au dernier
cycle pour une contrainte de débit donnée. L’estimation du
coût global est construite de manière itérative. Le problème
est, pour une CCC définie par le concepteur, comment
répartir les cycles de la contrainte de temps sur l’ensemble
des fonctions critiques. Ainsi en fonction de la distribution
du coût, il peut être intéressant d’augmenter le parallélisme
inter-fonction et diminuer le parallélisme intra-fonction ou
vice versa. Dans un premier temps, le principe de la
distribution des cycles d’horloges pour chaque fonction est
proportionnelle à la criticité des fonctions. Puis le profile du
coût globale est analysé afin de détecter les « bottlenecks ».
Ensuite, les temps cycles accordés aux fonctions critiques
sont redistribués dans le but de rendre plate la courbe de coût
globale. A l’heure actuelle, le calcul du coût est basé
uniquement sur l’aspect mémoire et traitement qui peuvent
être séquentiel ou parallèle. La décision de favoriser la
mémoire ou la partie traitement est donné à l’aide des
métriques TCM.
2.8 Transformations algorithmiques
La plupart des primitives en traitement du signal possèdent
plusieurs algorithmes, par conséquent, nous nous basons sur
ces possibilités pour proposer au concepteur des nouvelles
solutions afin augmenter les performances du système. Cette
étape n'étant pas un passage obligatoire, elle n’est utilisée
que dans les cas où les contraintes ne sont pas satisfaites ou
bien si le concepteur souhaite tester une autre combinaison
algorithmique.
3.
 
Conclusion
Dans cet article, nous proposons un flot d'estimation au
niveau système sans à priori sur l'architecture cible. Nous
avons présenté des techniques d'estimation permettant i)
dans un premier temps, de sélectionner un groupe de
fonctions critiques (caractérisation macroscopique) ii) puis,
de caractériser le coût d’une fonction sous forme de courbe
de coût dynamique en tenant potentiel d'optimisation
existant entre chacune des branches de la fonction. Par
extension de cette technique et connaissant la criticité de
chaque fonction, nous pouvons estimer le coût dynamique
inter-fonction. Ainsi, nous calculons le profil global du coût
de l'application. Ce qui se traduit pour le concepteur par coût
relatif du système suffisamment précis pour choisir la
meilleure architecture.
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