ABSTRACT. We compute the asymptotic behaviour of the number of partitions of large vectors (n 1 , n 2 ) of 2 + in the critical regime n 1 n 2 and in the subcritical regime n 1 = o( n 2 ). This work completes the results established in the fifties by Auluck, Nanda, and Wright.
INTRODUCTION
How many ways are there to decompose a finite-dimensional vector whose components are non-negative integers as a sum of non-zero vectors of the same kind, up to permutation of the summands? The celebrated theory of integer partitions deals with the one-dimensional version of this problem. We refer the reader to the monograph of Andrews [1] for an account on the subject. In a famous paper, Hardy and Ramanujan [2] discovered the asymptotic behaviour of the number of partitions of a large integer n: (1) p (n) ∼ 1 4n 3 exp π 2n
3 .
In the two-dimensional setting, the number of partitions of a large vector has been studied by many authors, by various approaches. In the early fifties, the physicist Fermi [3] introduced thermodynamical models characterized by the conservation of two parameters instead of just one (corresponding to integer partitions). This led Auluck [4] to search for an asymptotic expression of the number of partitions of a vector (n 1 , n 2 ). He established formulae in two very different regimes. His first formula holds when n 1 is fixed and n 2 tends to infinity: His second one concerns the case where both components n 1 and n 2 tend to infinity with the same order of magnitude. The corresponding formula is much more involved but it can be simplified in the special case n 1 = n 2 = n. For some explicit constants a, b, c, one has p 2 + (n, n) ∼ a n 55 36 exp bn 2 3 + cn 1 3 .
In the late fifties, Nanda [5] managed to extend the domain of validity of Auluck's first formula to the weaker condition n 1 = o(n log n 1 log n 2 Nanda [5] N.
? ? FIGURE 1. Phase diagram showing asymptotic regions previously studied, with references. Our work covers the unknown grey region, including the thick critical lines 1 2 and 2, as well as Nanda's region.
that Auluck's second formula can be extended to the more general regime 1 2 < lim inf log n 1 log n 2 ≤ lim sup log n 1 log n 2 < 2.
Note finally that Robertson [7, 8] proved analogous formulae in higher dimensions. Our article covers the case n 1 = O( n 2 ), which completes these previous results. In particular, we deal with the case where n 1 and n 2 have the same order of magnitude, which appears as a critical regime.
The papers of Auluck, Nanda and Wright all rely on generating function techniques. At the exception of Nanda's work, which is directly based on integer partition estimates, the main idea is to extract the asymptotic behaviour of the coefficients from the generating function with a Tauberian theorem or a saddle-point analysis. The extension of Wright was made possible by a more precise approximation of the generating function [9] .
The method we use in this article differs from the previous ones by relying heavily on a probabilistic embedding of the problem inspired by statistical mechanics. The first ingredient of our proof is a precise estimate of the associated logarithmic partition function, based on the inversion of its Mellin transform. The second ingredient is a bivariate local limit theorem, which follows from a general framework developed at the end of the paper. Local limit theorems happen to play a crucial role in the treatment of questions from statistical mechanics, where they provide a rigorous justification of the equivalence of ensembles principle. Twenty years ago, Fristedt [10] introduced similar ideas to study the structure of uniformly drawn random partitions of large integers. A few years later, Báez-Duarte [11] applied a local limit theorem technique to derive a short proof of the Hardy-Ramanujan formula (1) . The first implementation of these ideas in a two-dimensional context is due to Sinaȋ [12] , although the setting differs from ours. In a recent paper, Bogachev and Zarbaliev [13] presented among other results a detailed proof of Sinaȋ's approach. Let us mention that the strong anisotropy which is inherent in the problem that we address makes the implementation of this program more delicate.
NOTATIONS AND STATEMENT OF THE RESULTS
Let + = {0, 1, 2, 3, . . . } and = + \ {0} denote respectively the set of non-negative numbers and the set of positive integers.
If (a n ) and (b n ) are two sequences, we write a n b n if a n = O(b n ) and b n = O(a n ), that is if a n and b n have the same order of magnitude as n tends to infinity.
Definition. Let X be a subset of 2 + . For every n ∈ 2 + , a partition of n with parts in X is a finite unordered family of elements of X whose sum is n. It can be represented by a multiplicity function ω: X → + such that x∈X ω(x) · x = n. For x ∈ X , we say that ω(x) is the multiplicity of the part x in the partition. The partitions of n with parts in X constitute the set
Finally, we write p X (n) := |Ω X (n)| for the number of partitions of n with parts in X .
Following the works of Wright and Robertson [6, 7, 8] , we will focus on two particular set of parts in this article, namely
• X = 2 which corresponds to partitions in which no part has a zero component,
+ \ {0} which corresponds to the case of general partitions, in which parts may have a zero component. We still have to exclude the zero part in order to ensure that every vector has only finitely many partitions.
The following theorem states the main results of the paper. It describes the asymptotic behaviour of p X (n) in the case of partitions without zero components as well as in the case of general partitions, outside Wright's region. First, we need to introduce the following auxiliary functions of α > 0:
Consider two sequences (n 1 (k)) k and (n 2 (k)) k of positive integers. In the sequel, the limits and asymptotic comparisons are to be understood as k approaches infinity. The index "k" will remain implicit. Theorem 2.1. Assume that both n 1 and n 2 tend to infinity under the conditions n 1 = O( n 2 ) and log(n 2 ) = o(n 1 ).
(ii) There is a unique
We will present a complete proof of (i) and will state along the proof the additional arguments which are needed for (ii).
This theorem provides directly the asymptotic behaviour of p X (n) in the critical regime (represented by the thick line in Figure 1 ), that is to say when n 1 / n 2 converges quickly enough towards some positive constant, for instance if there exists α * ∈ (0, ∞) such that
. Figures 2 and 3 show the graphs of the coefficient before n 2 in the exponential term seen as a function of Θ(α * ). Although the formulae in Theorem 2.1 involve an implicit functions α n of (n 1 , n 2 ), notice that we can actually derive explicit expansions in terms of (n 1 , n 2 ) when n 1 is negligible compared to n 2 , which corresponds to α n → +∞. Indeed, introducing the arithmetic function σ 2 (m) = d|m d 2 , notice that the auxiliary functions Φ, Φ, Θ, Θ, ∆, ∆ and Ψ admit simple asymptotic expansions as α → +∞ which follow from the elementary identities
Asymptotic expansions of Θ −1 , Θ −1 can be computed effectively by an iterative method or by using the Lagrange reversion formula. 2 ) and log(n 2 ) = o(n 1 ). Then,
Proof. As noted above, the assumption n 1 = o(n 3/8
2 ) implies that α n → +∞ (see the proof of Proposition 5.2 for details). Since Φ(α) ∼ ∆(α) ∼ e −α and Ψ(α) → 0 as α → +∞, the non-exponential factor in the formula for p 2 (n 1 , n 2 ) of Theorem 2.1 reduces to 1 2πn 2 . Also, the identities (3) for Φ(α) and −Φ (α) yield the equation
from which we deduce that
which, together with Theorem 2.1 and Stirling's formula, proves the result.
In the same way, an application of case (ii) of our theorem leads to an extension of formula (2) which was stated under the condition
2 ) in the work of Nanda [5] . Corollary 2.3. Assume that n 1 and n 2 tend to +∞ such that n 1 = o(n 1/3 2 ) and log(n 2 ) = o(n 1 ). Then,
If we use the identities (3) to get more precise approximations of Φ(α) and −Φ (α), this method actually yields arbitrarily many explicit additional terms in the exponent compared to these two simple corollaries. The boundary of the domain of validity for this expansions will become nearer and nearer to the critical regime n 1 n 2 .
THE PROBABILISTIC MODEL
In this section, we introduce a family of Gibbs probability measures on the set Ω X := n∈ 2 + Ω X (n) of all partitions, given some fixed set of parts X . The idea is that, while the uniform distribution on the set Ω X (n) of partitions on n is hard to describe, it is much easier to define a distribution on the larger space Ω X , that will give the exact same weight to every partition of n. Let α, β ∈ (0, +∞) be two shape parameters to be chosen later and write λ = (α, β). To each choice of λ, we associate a probability measure λ on the discrete space
For each partition ω ∈ Ω X , let us introduce the key quantity N (ω) := x∈X ω(x) · x, which we will see as a random variable with values in 2 + . By definition, we have ω ∈ Ω X (N (ω)) for every partition ω. Furthermore, the probability λ (ω) now writes
The normalization constant Z λ is usually referred to as the partition function of the system in the statistical mechanics literature.
In accordance with the previous discussion, remark that the conditional distribution of λ on Ω X (n) yields the uniform measure since the probability of a partition ω only depends on N (ω). Moreover, since all partitions of Ω X (n) are given equal weight
e −〈λ,n〉 λ (N = n). Our strategy is to calibrate the parameter λ as a function of n so that the distribution of the random vector N concentrates around n under the probability measure λ . This way, we will be able to ensure a polynomial decrease for the quantity λ (N = n). A natural choice to enforce this behaviour is to take λ n = (α n , β n ) such that λ (N ) is close enough to n. This is achieved by choosing the couple (α n , β n ) defined by the equations (7) of Section 5. Looking back to p X (n), we see that we need to estimate precisely the partition function Z λ as well as λ (N = n). The former will be done by a careful approximation of log Z λ in section 4 and the latter will be deduced from estimates of the first and second derivatives of log Z λ together with a Gaussian local limit theorem statement proven in section 5.
Before we turn to more technical discussions, let us remark that under the probability measure λ , the random variables ω(x) for x ∈ X are mutually independent and that their distribution is geometric. More precisely, we have for all k ∈ + ,
Finally, a fruitful consequence of the independence in this model is the fact that the partition function Z λ can be written as an infinite product:
APPROXIMATION OF THE LOGARITHMIC PARTITION FUNCTION
Because of the product formula (5), the logarithm of the partition function Z λ can be expressed as the sum of an absolutely convergent series:
Let us recall that we consider the case X = 2 of partitions whose parts have non-zero components. The logarithmic partition function thus writes (6) log
Let ζ and Γ denote respectively the Riemann zeta function and the Euler gamma function [14] . Also consider for every α > 0 and s ∈ the Dirichlet series D α (s) defined by
Recalling that the Cahen-Mellin inversion formula [14] yields for every c > 0 and t > 0,
we can rewrite the identity (6) for every c > 1 as
the exchange in the order of summation being justified by the Fubini theorem. We proved that the logarithmic partition function admits an integral representation of the form
. We will now see how to recover from the residues of the meromorphic function M α the asymptotic behaviour of log Z λ and its derivatives when β tends towards 0. . We are going to apply Cauchy's residue theorem to the meromorphic function M α with the rectangular contour C defined by the
where T > 0 is some positive real we will let go to infinity. Computation of the residues of M α in this stripe yields
In order to prove that the contributions of the horizontal segments in the left-hand side integral vanish for T → ∞, we use the three following facts: 
From these observations, we see that the integrals along horizontal lines vanish as T → ∞:
Thus, the remainder function R m (α, β) is actually equal to the integral term in the right-hand side. We need to control its derivatives. Note that the derivatives
are well defined and integrable on the vertical line (γ m − i∞, γ m + i∞) thanks again to the facts (i) and (ii), as well as the analogue of (iii) for the ∂ p α derivative of D α . It is easy to check that the result follows with
Remark. In the case X = 2 + \{0}, the logarithmic partition function becomes log Z λ +Ψ(α)+ Ψ(β), where Ψ(·) = D · (1) is the function defined in Section 2. The two additional terms correspond respectively to horizontal and vertical one-dimensional integer partitions. In that case, the expansion as β → 0 + involves the expansion of Ψ(β) (which was the basis of [2] ) and can be written informally as
CALIBRATION OF THE SHAPE PARAMETERS
In this section, we find appropriate values for the parameters λ = (α, β) as functions of n for which λ (N ) is asymptotically close to n. Since the distribution of the random vector N under λ is given by a Gibbs measure,
Let us recall that by definition, the function Φ introduced in Section 2 is 
This justifies the choice made in next the proposition to define the shape parameters α n and β n through the implicit equations (7). We start with a lemma.
Lemma 5.1. The function Φ is logarithmically convex on (0; +∞).
Proof. The function log Φ being smooth, its convexity is equivalent to the inequality 
Proposition 5.2.
For all n = (n 1 , n 2 ) ∈ 2 , there exists a unique couple (α n , β n ) ∈ (0; +∞) 2 such that
Proof. Eliminating β n in the implicit equations (7), we need only prove the existence of a unique α n > 0 such that
We recognize the derivative of the function Φ(α) = exp 1 2 log Φ(α) which is strictly convex by Lemma 5.1, so that Φ / Φ is continuously increasing. In addition, it is easy to check that This concludes the proof.
Recall that the assumptions of Theorem 2.1 are n 1 → +∞ and n 2 → +∞ with the conditions n 1 = O( n 2 ) and log(n 2 ) = o(n 1 ). Consider the couple of parameters α n and β n defined by the equations (7) . A consequence of the proof above is that, under these assumptions, the sequence α n is bounded away from 0 (but not from +∞). In addition,
n n 2 , and β n n 1 n 2 .
THE LOCAL LIMIT THEOREM AND ITS APPLICATION
In the sequel, the parameters λ n = (α n , β n ) are chosen according to the equations (7). The aim of the present section is to show that the random vector N satisfies a local limit theorem. Sufficient conditions for such a theorem to hold are given in Proposition 7.1 of next section. We check that these conditions are satisfied for our model. Finally, an application of Proposition 7.1 leads to the proof of Theorem 2.1.
6.
1. An estimate of the covariance matrix. The assumptions of Proposition 7.1 require a good estimate of the covariance matrix Γ λ n of the random vector N under the measure λ n . Since we have a Botlzmann-type model with a Gibbs measure λ , the covariance matrix Γ λ of N is simply given by the second derivatives of the logarithmic partition function,
Denoting by Σ λ the symmetric matrix
an application of Proposition 4.1 with m = 2 and p + q = 2 yields the existence of a positive decreasing function C(α) with a positive limit as α → ∞ such that
We can now state two crucial consequences of this approximation concerning Γ λ n . The first one concerns the precise asymptotic behaviour of its determinant while the second one shows that its eigenvalues go to +∞. Let us recall that the function ∆(α) introduced in Section 2 is defined by
Proposition 6.1. Under the assumptions of Theorem
Proof. Using the approximation (9) and the fact that for all integers p ≥ 0, one has Φ (p) (α) = (−1) p e −α + O(e −2α ) as α → +∞, we need to prove that ∆(α) does not vanish for α > 0 and that e −2α n /β which is enough to conclude because n 1 = O( n 2 ) is negligible compared to n 2 .
Let us denote by Γ λ (x, x) = 〈x, Γ λ x〉 for x ∈ 2 the quadratic form on 2 induced by the symmetric positive-definite matrix Γ λ .
Proposition 6.2. Under the assumptions Theorem 2.1, there exist positive constants C
Proof. Let us first prove that the inequality (10) holds for Σ λ n instead of Γ λ n . For every x = (x 1 , x 2 ) ∈ 2 , the log-convexity of Φ (Lemma 5.1) |Φ (α)| 2 ≤ Φ (α)Φ(α) and the inequality between arithmetic mean and geometric mean yields
which implies that for the positive constants C ± = 1 ± and for all x ∈ 2 ,
In other words, the following matrix inequality holds for the Löwner ordering:
Considering the right-hand side of this inequality, and remembering that as a consequence of (8), we have Φ (α n )/β n n 1 and Φ(α n )/β 3 n (n 2 ) 2 /n 1 , we see that the analogue of the bound (10) for the quadratic form Σ λ n holds. In order to complete the proof of the proposition, we need to control the error made when we replace Γ λ n by Σ λ n . Using (9), for all x ∈ 2 ,
Under the conditions of Theorem 2.1, since C(α n ) 1 and e −α n (n 1 ) 2 /n 2 which is negligible compared to both n 1 and (n 2 )
2 /n 1 , we obtain
which in turn implies, using the decreasing property of matrix inversion with respect to Löwner ordering,
The right-hand sides of (12) and (13) provide respectively (10) and (11). Proof. This is an immediate consequence of the inequalities (12).
The condition on the Lyapunov ratio.
We now check the second assumption of Proposition 7.1 below. Let Γ 1/2 λ be the uniquely defined symmetric positive-definite square root of Γ λ . We introduce the following analogue of the scale-independent Lyapunov ratio [16, p. 59]:
Proposition 6.4. Under the assumptions of Theorem 2.1, L
is symmetric and the Cauchy-Schwarz inequality, notice that we have for all t ∈ 2 ,
The bound (11) of Proposition 6.2 and Jensen's inequality for the convex function u → u
entail the existence of some constant C > 0 such that for all x ∈ 2 ,
Considering these two facts, we see that it will be enough to show the existence of two positive constants C 1 and C 2 such that
In order to bound the third absolute moment λ (|ω(x)| 3 ), we first compute the fourth moment
Reminding that λ (|ω(x)| 2 ) = e −〈λ,x〉 /(1 − e −〈λ,x〉 ) 2 , and using the Cauchy-Schwarz inequality,
(1 − e −〈λ,x〉 ) 3 . For the first bound of (14), we can thus write
By (8), we have (1 − e −α n ) 1 and
Therefore, the first part of (14) follows for some positive constant C 1 . The second part is obtained similarly from
2 n 2 and
6.3. The decrease condition on the characteristic function. We finally check that the last condition of Proposition 7.1 is satisfied. Consider the ellipse λ defined by
Proposition 6.5. Under the assumptions of Theorem 2.1,
Proof. Let us write ϕ λ (t) = λ (e i〈t,N 〉 ) for t ∈ 2 , the characteristic function of N . Observe that the following elementary inequality holds for all complex number z with modulus |z| < 1:
Applying (15) with z = e −〈λ−i t,x〉 for all x ∈ X , we obtain |ϕ λ (t)| = Since ℜ(z) ≤ |z| for all complex number z, we deduce that
Let us now describe the set [−π, π] 2 \ n . By the inequality (10) of Proposition 6.2, we know that there exists a positive constant C such that for all t ∈ 2 ,
), we can find some constant c > 0 such that for all t ∈ 2 , the condition t / ∈ n implies (17)
In particular, it is enough to bound |ϕ λ (t)| on {c ≤ |t 1 | ≤ π} and {c 
Hence there exists
We use the same method to bound ϕ λ in the domain {c 
Thus there exists C 2 > 0 such that |ϕ λ (t)| ≤ exp{−C 2 n 1 } uniformly on {c
Therefore, the existence of a positive constant C such that |ϕ n (t)| ≤ e −C n 1 for all t ∈ [−π, π] 2 \ n follows. This implies the announced result because n 1 → +∞ and log n 2 = o(n 1 ) under the assumptions of Theorem 2.1.
6.4. The proof of the main theorem. We give a proof of Theorem 2.1 in the case X = 2 of partitions whose parts have non-zero components. Let (n(k)) k be a sequence of vectors in 2 satisfying the assumptions of the theorem and consider the sequence of parameters λ k = (α k , β k ), taken as the unique solutions of the implicit equations (7). Propositions 6.1, 6.3, 6.4 and 6.5 show that, for the rate
, all the assumptions of Proposition 7.1 are satisfied. Therefore, there is a local limit theorem of rate a k for the random variable N under λ k . In particular,
Remember that we chose the parameters in Section 5 to ensure n(k)
. By the bound (11) of Proposition (6.2) and the Cauchy-Schwarz inequality, we see therefore that Γ −1/2 λ k (n(k)− λ k N ) tends to 0. We then deduce from Proposition 6.1 and n 1 → +∞ that
, which, together with the equality (4) and the estimate log
We finally use the implicit equations (7) to simplify this expression.
A FRAMEWORK FOR LOCAL LIMIT THEOREMS
The aim of this section is to provide a general framework as well as mild conditions under which local limit theorems hold for sums of independent random lattice vectors. We focus on Berry-Esseen-like estimates where existence of third moments is assumed and rates of convergence are established. The conditions need to be flexible enough to handle the strong anisotropy that occurs in our problem. Note that this framework also works in the settings of Báez-Duarte [11] , Sinaȋ [12] , Bogachev and Zarbaliev [13] .
Let J be some countable set. Let {ξ j } j∈J be the canonical process on ( d ) J and consider a sequence of product probability measures ( k ) on the product space
This condition implies that for all k, the series j ξ j converges k -almost surely to a random vector S. Moreover, the random vector S has a finite expectation m k = k S as well as a finite covariance matrix
be the smallest eigenvalue of Γ k . We make the assumption that Γ k is non degenerate (at least for every k large enough), which is equivalent to σ k > 0 so that it has a unique symmetric positive-definite square root Γ 
We will give simple sufficient conditions for a local limit theorem to hold when the existence of third moments is assumed, that is sup k j∈J k ξ j 3 < ∞.
Under this assumption we associate to each measure k a scale-independent quantity L k analogous to the Lyapunov ratio [16, p. 59]:
Finally, we consider the ellipsoid k defined by
The following proposition gives three conditions on the product distributions k that entail a local limit theorem with given speed of convergence. Note that the classical one-dimensional Berry-Essen theorem shows that we cannot expect a rate faster than L k / det Γ k . Proposition 7.1. Let (a k ) be a sequence of positive numbers such that Let us begin with the case 
