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Abstract
Numerical simulations have become an indispensable tool for understanding the complex
non-linear behaviour of many physical systems. Here we present two numerical
investigations in cosmology. The first is posed in the context of inhomogeneous exact
solutions to General Relativity. We lay out a formalism for calculating observables in
an arbitrary spacetime, for an arbitrary placed observer. In particular, we calculate
the area distance, redshift and transverse motion across the observer’s sky. We apply
our method to the Szekeres metric, and develop code in MATLAB to implement it.
We successfully demonstrate that the code works for the FLRW and LT special cases,
and then investigate some Szekeres models with no spherical symmetry. The second
project is posed in the context of chameleon gravity. Recently, it was argued that the
conformal coupling of the chameleon to matter fields created an issue for early universe
cosmology. As standard model degrees of freedom become non-relativistic in the early
universe, the chameleon is attracted towards a “surfing” solution, so that it arrives
at the potential minimum with too large a velocity. This leads to rapid variations
in the chameleon’s mass and excitation of high energy modes, casting doubts on the
classical treatment at Big Bang Nucleosynthesis. We propose the DBI chameleon, a
consistent high energy modification of the chameleon theory that dynamically renders
it weakly coupled to matter during the early universe thereby avoiding the breakdown
of calculability . We demonstrate this explicitly with numerical simulations.
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Since its publication a little over a century ago, Einsteins theory of General Relativity
(GR) remains central to our understanding of gravitational phenomena. It has been
observationally verified in the Solar System to high precision [1], and has become
the bedrock upon which most cosmological models are build. Around the time of its
publication Einstein realised it predicted the existence of gravitational waves, and so
their recent detection [2] is yet another remarkable confirmation of the theory. The
Einstein Field Equations (EFEs) are hard to solve in full generality as they represent
a system of 10 coupled partial differential equations, and so typically one must make
some assumptions about the symmetries of the spacetime before proceeding. In the
case of cosmological solutions, the standard assumptions of isotropy and homogeneity
point toward the Friedmann-Lemaître-Robertson-Walker (FLRW) geometry as a good
description of the Universe on large scales. And it has become standard practice in
mainstream cosmology to analyse to interpret observations in this context.
However, we know this is not the full picture. On scales ∼ 10 − 100 h−1Mpc,
observations indicate that the late Universe is largely comprised of gravitationally
bound structures, like galaxies and galaxy clusters, which form a complex web of
filaments, sheets and knots, surrounding large voids [3]. Evidently there is lots of
inhomogeneous structure to the Universe, and exactly how each these structures
contribute to the global expansion, averaging out to give FLRW, is the subject of
ongoing study [4–7]. Nonetheless, on very large scales (∼ 100 h−1Mpc) observations
of the Large Scale Structure (LSS) do seem to indicate a transition to statistical
homogeneity [8], thus justifying FLRW assumptions (although the exact scale down
to which one can trust these assumptions is debated [9–12]). Lacking an alternative
prescription for the small scales, it has become common in many analyses to extend
3
the FLRW assumptions below the scale of statistical homogeneity when interpreting
data.
Challenging this paradigm, there have been a number of suggestions in the literature
of anisotropy in the Hubble flow [13–17]. Although these have yet to be solidly confirmed
on large scales, it is certain the structures that are known to exit must have some effect
on smaller scales. Similarly, the near alignment of dipole, quadrupole and octopole
moments of the CMB may be due to the effect of some LSS [18]. The bulk flow of
galaxies has been debated in the literature for some time now, and the measurement of
peculiar velocities is considered one of the best ways to map the LSS out to distances
a of few 100 h−1Mpc. Such a measurements are done in a few ways. One can infer the
velocity field using the Tully-Fisher relation [19], the luminosity of type 1a supernovae
[20, 21], and by using CMB data combined with a catalogue of X-ray sources, searching
for evidence of the kinetic Sunyaev-Zeldovich effect [22, 23]. All of these approaches
have detected bulk flows on large scales. Wether or not these flows converge to the
CMB rest frame, and are consistent with what one expects in the current cosmological
paradigm, remain a topic of debate [24–29].
It is therefore of considerable interest to investigate how inhomogeneities of different
sizes and shapes would affect the observed Hubble flow and patterns of peculiar velocities.
While perturbation theory is well suited to statistical analysis of fluctuations, and
extensive work has gone into to quantifying the effects of inhomogeneity on lensing and
the distance redshift relation [30–34], the use of exact inhomogeneous solutions is more
appropriate for building specific models and analysing particular observational features.
Our interest here is in determining observation, particularly the transverse velocity
field, for a given observer in a given inhomogeneous spacetime metric. That is, we aim
to use a known inhomogeneous solution to the EFEs to construct a particular model,
and then see what observations follow, and how they change. In a sense this is the
opposite to the Observational Cosmology approach [35–42] and the related Metric of
the Cosmos approach [43–47] and Inverse Problem approach [48–57]. There one defines
coordinates based on the observer’s past null cone (PNC), with incoming rays labelled
by observed sky angles and time, with the aim of using observations to reconstruct the
spacetime metric.
Of all the inhomogeneous exact solutions used in cosmology today, perhaps the most
popular is the Lemaître-Tolman (LT) model. First published in 1933 by Lemaître [58,
59], and then by Tolman [60] and later popularised by Bondi [61], it has since found
numerous applications in the fields of astrophysics and cosmology. It is a spherically
symmetric non-static solution to the EFEs with a dust source, and can be thought of
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as an assembly of concentric spherical mass shells, each with their own evolution. Soon
after his publication of the LT solution, Lemaître [62] used it in an attempt to explain
the formation of the “nebulae”, and with some success — he showed that, with the
appropriate choice of initial mass distribution, a comoving region around the origin can
re-collapse, whilst the surrounding region will keep expanding forever. Following in this
line of work, there have been a number of further studies into structure formation using
this model [63, 64], including the development of useful model construction procedures
[65, 66, 63, 67] , as well as numerous studies into the various effects of differential
expansion and light propagation [68–73]. These investigations are however limited by
the symmetry of the solution, and do not allow one to model non-spherical structures.
An interesting family of inhomogeneous exact solutions that goes beyond spherical
symmetry are those found by Szekeres [74], in 1975. In general, these models have no
symmetries (i.e. no killing-vectors [75]) and are defined by six arbitrary metric functions,
representing five degrees of freedom to model inhomogeneity. They are perhaps the
most sophisticated exact dust solutions that contain FLRW as a special case, and offer
exciting prospects for modelling fairly complex cosmic structures. There are two classes
of Szekeres models, the LT-type (β,z ̸= 0 or Class I) and the Kantowski-Sachs (KS)
type (β,z = 0 or Class II)1 It has been shown that any interior region of LT-type quasi-
spherical Szekeres spacetime can be matched to the exterior Schwarzschild solution,
even though the interior metric has no symmetry. Since the Schwarzschild solution does
not contain any gravitational radiation, this implies that such Szekeres models do not
radiate, and consequently proves the existence of configurations of collapsing dust clouds
that have no symmetry and do not produce gravitational waves [78–80]. This result was
later generalised to all Szekeres models [81]. Goode & Wainwright [82, 83] introduced
a different representation of the Szekeres solutions in which many properties of both
subfamilies can be considered together2. Furthermore, this formulation facilitates the
separation of ‘exact perturbations’ from background FLRW dynamics. To facilitate the
building of interesting Szekeres models, a number of model construction procedures
have been proposed [85–87].
The evolution of non-spherical structure and its impact on light propagation has
only recently become the subject of serious investigation, and Szekeres models are well
suited for such studies. They have been used to study large scale structure [88, 89] and
coarse-graining [90, 91], model an arbitrary matter distribution along one line of sight
[92], and interpret luminosity distance and CMB observations [93–97], amongst other
1For a comprehensive review of the two classes of Szekeres models, see §19.6 in [76] or, for a more
historical account, see §2.4 in [77].
2The KS-Type was later shown to be a regular limit of the LT-Type [84]
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things. In [98] exact solutions, both LT and Szekeres, were used to study the precision
of ray standard ray tracing techniques. By comparing results from a perturbative
approach with those from the exact solutions, it was shown that including non-spherical
structures can have a marked effect on the ray path and resulting observables. Since
these solutions are so well suited to modelling exact non-spherical structures, we choose
to adopt them in the implementation of our framework for calculating observables.
The outline on this part of the thesis is as follows; We review some basic properties
of the Szekres model in §2. This is followed by our framework for calculating observables
in §3, along with its application to the Szekeres metric. We then outline the numerical
implementation and simulation results in §4, and conclude in §5.
Chapter 2
Szekeres Models
First published in 1975, the Szekeres solution [74, 99] offers a wide range of possibilities
to model structure in the Universe. It is an exact, irrotational dust solution to the
EFEs that has conformally flat t = const. hypersurfaces [100], emits no gravitational
radiation [78], and in general has no symmetries [75].
Six metric functions fully specify the model and offer five physical degrees of freedom
to model inhomogeneity. For certain choices of these functions the metric can assume
the form of any one of a number of interesting special cases, such as Datt-Kantowski-
Sachs, Vaiydia, Ellis, LT and FLRW metrics. That the latter is contained within the
Szekeres metric is important, as it allows one the ability to model inhomogeneous
structure on an FLRW “background”, which is useful for comparison with the standard
perturbative approach.
2.1 The Metric and its Arbitrary Functions
The line element of the Szekeres metric (in units where G = c = 1) can be written as








(dp2 + dq2), (2.1)
where ′ ≡ ∂
∂r
, R = R(t, r) is referred to as the “areal” radius (as it is, in some cases,
related to the area of constant-(t, r) 2-surfaces), E = E(r, p, q) encodes deviations
away from (some kind of) symmetry, f = f(r) is the energy/curvature function, and
the parameter ϵ = {−1, 0, 1} controls the shape of the constant-(t, r) 2-surfaces. The
functions R and f have important similarities with the LT metric, which will be
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outlined at the end of this section. E(r, p, q) can be written as













where S = S(r), P = P (r) and Q = Q(r) are three more arbitrary functions, which
have natural interpretations in the Riemann projection of the following section.
The source term on the right of the EFEs is described by an energy-momentum
tensor for a pressure free perfect fluid (i.e. dust),
T ab = ρuaub (2.3)
where ρ is the energy density and ua is the 4-velocity field, which is assumed to be
comoving with the coordinates such that ua = δat . With this, and the EFEs, one arrives
















and an equation of motion for the areal radius,




where M = M(r) is an arbitrary function related to the integrated energy density, and
Λ is the cosmological constant (should one include it in the EFEs). This equation is
analogous to the Friedmann equation in FLRW, except that M and f are now free
functions of coordinate “radius”, r. Solutions to (2.5) can be written in an exact
parametric form when Λ = 0. They are
Hyperbolic (f > 0)
R = M
f
(cosh η − 1) (2.6)
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Elliptic (f < 0)
R = M(−f)(1 − cos η) (2.11)




where tb = tb(r) is an integration constant referred to as the “bang-time” - it gives the
coordinate time at which a particular worldline emerges from the initial singularity,
when R = 0. From this one can see that f(r), which encodes the local geometry1, also
determines wether a worldline at a particular r-value will follow a hyperbolic, parabolic,
or elliptic evolution. The first two expand forever, and the last eventually recollapses to
form a final singularity. For hyperbolic and parabolic evolutions the phase parameter
ranges between 0 ≤ η ≤ ∞, while for elliptic evolutions one has 0 ≤ η ≤ 2π (from
bang to crunch).




















which will later prove to be a useful expression. Since it’s valid for all three evolution
types it will simplify some of the numerics.
Of the six metric functions, we collectively refer to {M, f, tb} as the LT metric
functions, because these are common to LT models and have exactly the same in-
terpretation in Szekeres when ϵ = +1. Specifically, M(r) is the mass enclosed in a
sphere of radius r. However when ϵ ̸= 1, M(r) has no obvious interpretation as the
constant-(t, r) 2-surfaces are not spherical. The interpretation of f and tb is the same
1The orthonormal components of the Riemann tensor of the r-p-q 3-spaces is related to f by
3R(p)(q)(p)(q) = −f/R [101]. In FLRW models the kind of geometry and evolution type is a global
property, whereas in LT and Szekeres models it depends on the sign of f , and can vary with r.
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in all cases. The three arbitrary function contained in E(r, p, q), namely {S, P,Q}, are
unique to Szekeres models.
2.2 The p-q Geometry
The geometry of the constant-(t, r) 2-surfaces is controlled by the value of ϵ. This
is understood because, depending on the value of ϵ, (dp2 + dq2)/E2 is a stereo-
graphic/Riemann projection of a unit 2-sphere, plane or 2-hyperboloid onto the p-q
plane. The applicable transformations are shown below.






































































































Each of these transformations map θ-ϕ to p-q surfaces, where (θ, ϕ) are the coor-
dinates on the sphere, plane or pseudo-sphere. In the ϵ = +1 case either of (2.14)
or (2.15) is sufficient to map the entire p-q plane onto the sphere, with the angular
coordinates covering the usual range 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π. In the ϵ = 0 case
there is only one relevant transformation, the planar projection (2.16). It maps the
entire p-q plane onto the θ-ϕ plane, with 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π. This can
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be thought of as a mapping from a semi-infinite cylinder onto a plane [101]. When
ϵ = −1 the situation is slightly different. Both of the transformations (2.17) and
(2.18) are required to cover the whole p-q plane, with 0 ≤ θ ≤ ∞ and 0 ≤ ϕ ≤ 2π.
Now constant-r ‘shells’ are two-sheeted hyperboloids, with θ positive on one sheet
and negative on the other. In the ϵ = {0,−1} cases, θ is interpreted as a measure of
‘distance’ down the cylinder/hyperboloid, rather than an angle. For nice illustrations
of the three projections see the figures in [81].
After transforming from (p, q) to (θ, ϕ) coordinates the resulting 2-metrics then
take the form
ϵ = +1, ds2 = R2(dθ2 + sin2(θ)dϕ2) (2.19)
ϵ = 0, ds2 = R2(dθ2 + θ2dϕ2) (2.20)
ϵ = −1, ds2 = R2(dθ2 + sinh2(θ)dϕ2) (2.21)
which makes their geometry more familiar.
2.3 Deviations from Symmetry - E(r, p, q)
The function E(r, p, q) encodes deviations away from spherical/planar/pseudo-spherical
symmetry (depending on the value of ϵ), specifically via the function E ′/E. In order
to get a feeling for how this works it is instructive to investigate the general behaviour
of E ′/E, and thus the behaviour of both E and E ′, which we do below.
2.3.1 The E = 0 Locus
The function E(r, p, q) has circular symmetry in the p-q plane about the point (p, q) =
(P,Q), and since both P = P (r) and Q = Q(r), the point of symmetry can vary with
r. Setting (2.2) to zero gives the locus of points where E = 0, which is
(p− P )2 + (q −Q)2 = −ϵS2. (2.22)
In the ϵ = +1 case the locus (2.22) does not exist, and E > 0 everywhere in the
p-q plane. When ϵ = 0 the locus is a single point located at (p, q) = (P,Q), and
E > 0 everywhere else. When ϵ = −1 (2.22) is the equation for a circle centred at
(p, q) = (P,Q). In this case one has E > 0 outside the circle and E < 0 inside [101].
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2.3.2 The E ′ = 0 Locus
Taking the derivative of (2.2) with respect to r and setting it to zero gives the locus of





















which is the equation of a circle centred at the point (p, q) = (P −P ′S/S ′, Q−Q′S/S ′)
in the p-q plane, with radius S
√
(P ′2 +Q′2)/S ′2 + ϵ. When S ′ > 0 one has E ′ < 0
inside the circle and E ′ > 0 outside [103]. In the ϵ = {0,+1} cases the locus always
exists, and in the ϵ = −1 case it will only exist if one has
S ′2 < P ′2 +Q′2. (2.24)
It has been shown that if both the loci (2.22) and (2.23) exist, then they will always
intersect [101].
2.3.3 General Behaviour of E ′/E
The loci (2.22) and (2.23) described above create extrema in the function E ′/E. One
expects this function will be zero at the E ′ = 0 locus and divergent at the E = 0 locus,
except possibly at the intersection of the two where one has E ′/E = 0/0. This however
is only possible in ϵ = {−1, 0} models, where both loci can exist. In ϵ = +1 models
one has E > 0 everywhere and so E ′/E does not diverge anywhere. In addition, the
E ′/E = 0 locus will be the same as in (2.23), with E ′/E > 0 outside the circle and
E ′/E < 0 inside the circle when S ′ > 0.
2.4 Foliating the 3-space
From the metric (2.1) one can see that at any particular value of (t, r), each p-q
2-surface (whose geometry is determined by the value of ϵ) is multiplied by a factor of
R(t, r). Thus, the r-p-q 3-space is foliated by 2-surfaces whose geometry is determined
by ϵ and whose curvature scale is related to R. Since the grr component of the metric
is sensitive to p-q variations via E ′/E, these surfaces are interpreted as being arranged
non-symmetrically relative to one another. This ‘non-concentricity’ is why the various
families of Szekeres models have quasi- in front their names. Table 2.1 summarises the
impact of ϵ on the various spatial foliations and naming conventions.
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ϵ constant-(t, r) 2-surfaces Model Name
+1 sequence of Riemann spheres quasi-spherical
0 sequence of Riemann planes quasi-planar
−1 sequence of right Riemann hyperboloids quasi-pseudospherical
Table 2.1 The Effect of ϵ - Showing the shape of constant-(r, t) 2-surfaces and the
associated model name for the various values of ϵ
The requirement that the metric retain Lorentzian signature further restricts the
possible spatial foliations. If grr is to remain positive it follows that ϵ ≥ −f must then
always hold (see §2.6), and thus the evolution type restricts the type of 2-surfaces that
are permitted to foliate the spatial sections. The possibilities are summarised below,
in Table 2.2.
Evolution Type f ϵ Permissible 2-surfaces
Hyperbolic > 0 +1, 0,−1 spherical, planar, pseudo-spherical
Parabolic = 0 +1, 0 spherical, planar
Elliptic ≥ −1, < 0 +1 spherical
Table 2.2 Permissible Spatial Foliations - Showing the permissible 2-surfaces of
constant-(t, r) that can foliate a spatial section, for a given evolution type
The area of a constant-(t, r) 2-surface is found by integrating over the entire p-q





When ϵ = +1 one finds A = 4πR2, the area of a sphere. This is why R is often referred
to as the areal radius. In this case M(r) is interpreted as being the gravitational
mass enclosed within a sphere of radius r. However, in the ϵ = {−1, 0} cases, the
constant-(t, r) 2-surfaces are not closed and the integral (2.25) is infinite, which makes
the interpretation of M(r) less clear.
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2.5 Curvature Singularities
The Kretschmann scalar is a quadratic invariant of the spacetime and is divergent at a
curvature singularity. In the Szekeres family of models, when Λ = 0, it is given by [101]















is referred to as the ‘internal average’ density, and Rabcd is the Riemann tensor associated
with (2.1). This is clearly divergent anywhere the density diverges. In general this
occurs on two hyper-surfaces, namely where R = 0 (associated with the bang/crunch)
and where R′ = 0 (associated with shell crossings).
2.5.1 Bang and Crunch
In Szekeres models all worldlines experience a bang or crunch singularity, and in some
cases both. Hyperbolic and parabolic worldlines are either forever expanding away
from the bang or collapsing to toward the crunch (in the time reverse case). Elliptical
worldlines expand away from the bang, reach a maximum, and then begin collapse
toward the crunch. These events occur at t = tb and t = tb + 2πMf−3/2 respectively.
In all cases such events occur on space-like surfaces.
2.5.2 Shell Crossings
Shell crossings occur when an inner constant-r ‘shell’ of matter passes though an outer
one, causing the density (2.4) and curvature (2.26) diverge. Since the ‘radial’ coordinate






M ′ − 3ME
′
E
̸= 0 ̸= ϵ+ f (2.29)
These situations have been extensively investigated in [103] for the Λ = 0 case, and
conditions on the arbitrary functions to avoid such divergences were given. They are
summarised Table 2.3 for the ϵ = +1 case and Table 2.4 for the ϵ = −1 case. The shell
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crossing conditions for ϵ = 0 models require S ′ = 0 = P ′ = Q′, and so do not allow for
deviations from planar symmetry.
ϵ R′ f M ′, f ′, t′b S ′, P ′, Q′










≥ 0 t′b ≤ 0 (no condition where f = 0)








+ t′b ≥ 0
< 0 t′B ≤ 0
but not all 3 equalities at once
= 0 M ′ = 0, f ′ = 0, t′b = 0













= 0 M ′ = 0, f ′ = 0, t′b = 0


















f ′ < 0













+ t′b ≤ 0
< 0 t′b ≥ 0
but not all 3 equalities at once
Table 2.3 Quasi-spherical Szekeres No Shell Crossing Conditions - The neces-
sary and sufficient conditions on M ′, f ′, t′b, S ′, P ′ and Q′ to completely avoid shell
crossings in Λ = 0 quasi-spherical Szekeres models.
2.6 Keeping Things Regular
Some further conditions on the arbitrary functions are required in order to ensure
the model is well behaved everywhere. For the metric (2.1) to retain a Lorentzian
signature one requires that gii > 0, where i = 1, 2, 3 and the repeated index does not
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ϵ R′ f ′ S ′ M ′, f ′, t′b, P ′, Q′












= 0 = 1 S ′ = 0 M ′ = 0 , f ′ = 0 , t′b = 0
P ′ = 0 , Q′ = 0












Table 2.4 Quasi-pseudospherical Szekeres No Shell Crossing Conditions - The
necessary and sufficient conditions on M ′, f ′, t′b, S ′, P ′ and Q′ to completely avoid
shell crossings in Λ = 0 quasi-pseudospherical Szekeres models.
imply summation. From the rr-component, this implies that
ϵ ≥ −f, (2.30)
with the equality only occurring where R′ − RE ′/E = 0. Thus, the permissible
constant-(t, r) spatial foliations are limited by the local geometry via f . See table 2.2
for details.
In addition, at the origin of the metric coordinates, regularity conditions require
that the density (2.4) and curvature (2.26) do not diverge, and their time evolution is
a smooth continuation of their immediate neighbourhood. Imposing these conditions
one finds the resulting conditions on the arbitrary functions are [103]
M ∼ R3, f ∼ R2,
S ∼ Rn, P ∼ Rn, Q ∼ Rn, 0 ≤ n ≤ 1. (2.31)
Since ϵ = −1 models do not permit an origin, and in ϵ = 0 models only asymptotic
approach to f = 0 is possible [81], the above expression only applies to the ϵ = 1 case.
With these conditions satisfied, along with the shell crossing conditions in tables 2.3
and 2.4, the model will be well defined everywhere.
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2.7 Some Special Cases
By making specific choices for the arbitrary functions, the Szekeres metric can reduce
to number of interesting sub-cases. Here we highlight two such cases.
2.7.1 Lemaître-Tolman
The LT metric is the spherically symmetric special case of the quasi-spherical Szekeres
model. The line element is [58]
ds2 = −dt2 + R
′2
1 + f dr
2 +R2dΩ2. (2.32)
By making the substitutions
ϵ = +1, S = P = Q = const.
⇒E = const. ⇒ E ′/E = 0. (2.33)
into the Szekeres metric (2.1) one recovers the LT metric (2.32). Indeed, LT also
contains an number of interesting sub-cases, all of which are contained within quasi-
spherical Szekeres models. Some of these include the metrics of Schwarzchild [104],
Vaidya [105, 106] and Kantowski-Sachs [107].
2.7.2 Dust Friedmann-Lemaître-Roberson-Walker
Perhaps the most important special case of the Szekeres model is the dust FLRW
metric, as this has become the standard metric used to model the cosmos (to zeroth
order). It is homogeneous and isotropic, and also a special case of the LT metic. The
metric is given by
ds2 = −dt2 + a2(t)
[
dr2
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where a(t) is the scale factor and k is the curvature parameter, either −1, 0 or 1. By
choosing the LT metric functions to be





f = −kr2 ,
tb = const,
ϵ = +1 ,
(2.35)
where subscript-0 refers to quantities at the present time, one recovers the FLRW
metric (2.34). It is also possible to recover the FLRW geometry in the ϵ = {0,−1}
cases too, and thus the constant-(t, r) 2-surfaces need not be spherical. For ϵ = −1
models, the k = −1 FLRW special case is found by setting [81]
M = M0 cosh3(r)
f = cosh2(r)
tb = const . (2.36)
Since regularity conditions require f ≥ −ϵ, the ϵ = −1 case does not contain the
k = {0,+1} FLRW special cases. In all the cases above, one recovers FLRW, regardless
of the behaviour of the Szekeres metric functions S(r), P (r) and Q(r). If they are not
constant, it just amounts to a coordinate transformation.
Chapter 3
Cosmic Observables in Arbitrary
Spacetimes
Determining the evolution of cosmic observables in an arbitrary spacetime is a highly
non-trivial task. This is primarily because successive emission events coming from
some source will not necessarily follow the same spatial path to the observer. While
tracing a light ray back from a single observation event to an emission event is relatively
straightforward, knowing the arrival direction of a subsequent event from that same
source is not clear, given that spacetime is non-symmetric and dynamical. It is essential
to know these paths for one to calculate observables such as redshift, area distance
and the apparent motion across the observer’s sky. It would appear that this boils
down to a boundary value problem, involving lots of ray tracing, and some ‘shooting’
methods, to determine the appropriate arrival directions. In order to avoid such a hefty
numerical exercise, we propose a method which gives the instantaneous rate of change
of observables, such as bulk flow patterns as a function of redshift. This can then be
implemented in numerical ray tracing codes to calculate the desired observables down
the past null cone (PNC)1. Actually tracking the evolution of observed properties of
given sources is left for future work.
1In the literature there are existing methods for calculating observables down an observer’s PNC
in an exact way [108–111], however, these methods are formulated using tensor equations which
are not necessarily well suited to numerical implementation. Our method is designed to facilitate
numerical implementation. Additionally, our method calculates the proper motion of a source across
the observer’s sky, which is not done in the other methods.
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3.1 Overview of the Method/Setup
We consider an observer O, with 4-velocity uao, who sets up PNC coordinates
x̂α = (τ, χ, ϑ, φ) (3.1)
centred on her own position. We assume the metric describes spacetime inhomogeneities
up to some level of accuracy, and set the observer to be comoving with the local mean
flow. This is a simplification. In practice, observer’s motions will not coincide with
the Hubble flow. For example, in the context of a FLRW model, observations indicate
that there are proper motions of ∼ 600km/s about the Hubble flow. However, the
idea here is to investigate how cosmic flows might be modelled, and so we ignore
observer proper motions and the internal kinematics of galaxies. At any observer O
the arriving set of light rays form a 3-parameter congruence of null geodesics with
tangent vector ka. A natural way to label light rays is with the time of observation in
O’s frame, and the galactic latitude and longitude (or right ascention and declination).
Thus, anything that O sees in a particular direction will be labeled with the same
sky coordinates (ϑ, φ), and the time of observation τ . With this, emission events in
spacetime are mapped to observation times and sky coordinates by Lie dragging the
observer’s (τ, ϑ, φ) coordinates down the light rays of the PNC (See figure 3.1 for an
illustration of the set-up). By this construction the (τ, ϑ, φ) coordinates are constant
along each incoming null geodesic. The only natural “distance” down the light ray is
redshift, z, since the distance of the source and emission time are not measurable2.
However, z is not guaranteed to be monotonically increasing down the ray [112], so
this is not a suitable choice to complete our coordinate system. Moreover, we need
to integrate down the light rays relative to some parameter and so it makes sense to




aka = 0, (3.2)
which we use along with χ to complete the coordinate system. We propagate this basis
down the observer’s PNC, assuming a given metric, as follows
i) choose a set of reference directions at the observer and calculate the PNC
coordinates (τ, χ, ϑ, φ) in the vicinity of the observer
2The intrinsic size/luminosity of galaxies is not know, but the intrinsic (lab frame) emission
frequencies of certain atomic/molecular transitions is known. Given a few lines, the redshift is easily
calculated by comparison with standard galaxy spectra.
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ii) solve for the path of the light ray
iii) Lie drag the observer’s coordinates and basis vectors down the ray
We now deal with each of these steps in the following sections. The remainder of this
section will deal with calculations down a single ray, which will be extended to all rays
in the PNC.
3.2 Constructing the Observer’s Basis
For a given metric gab, and coordinates xa, we specify the observer’s worldline, O, and












where ∂a are the coordinate basis vectors and the components eia define the new basis
ei. As mentioned in the previous section, we expect that O will be comoving with the
fluid flow, but we do not assume it here. Since one can always define a Local Inertial
Frame (LIF) in which the Christoffel symbols vanish at first order in the neighbourhood
of any one point, there will be coordinates xe in the neighbourhood of O in which
x0 = τ , the observer’s proper time. While it is not guaranteed that these will form a
coordinate basis, we can construct one from ei and their first derivatives at O. We then
convert the ONT ej into more natural basis for observations at O — a spherical basis
ẽn, with coordinates x̃m = (τ̃ , r̃, ϑ̃, φ̃) 3. Imposing that the e1, e2 & e3 basis vectors be
aligned the directions of (ϑ, φ) = (π/2, 0), (ϑ, φ) = (π/2, π/2) & ϑ = 0, we find
ẽτ̃ = e0
ẽr̃ = sin ϑ̃ cos φ̃ e1 + sin ϑ̃ sin φ̃ e2 + cos ϑ̃ e3
ẽϑ̃ = r̃ cos ϑ̃ cos φ̃ e1 + r̃ cos ϑ̃ sin φ̃ e2 − r̃ sin ϑ̃ e3
ẽφ̃ = −r̃ sin ϑ̃ sin φ̃ e1 + r̃ sin ϑ̃ cos φ̃ e2 ,
(3.4)
where r̃ is a proper radius from O and ẽr̃ is a spacelike unit vector pointing outwards
from O and orthogonal to ẽτ̃ , ẽϑ̃, ẽφ̃. Next we convert to a null radial basis vector by
3This basis is of course degenerate at the observer, where r̃ = 0.
















Fig 1. Illustration of the observer’s
coordinate basis. The observer’s time, and
angle measurements (τ̂ , ϑ̂, ϕ̂) are propagated
down the PNC from each observation event,
and the affine parameter χ̂ along the light
rays is the fourth coordinate. The solid lines
are the observer’s and emitter’s worldlines,
the light ray from E to O, and two nearby
light rays. The dashed curve is the section
through O’s PNC at the time of emission, a
locus of constant (τ̂ , χ̂). The observer’s
4-velocity is uo and the emitter’s 4-velocity is
ue. The basis vectors at E are êτ̂ , êϑ̂, êϕ̂
(not shown), and k = êχ̂. A similar set of
basis vectors is shown just out from the
observer’s position at N .
In order to map emission events in spacetime to measurements of the angle and time as observed,
we need to Lie drag the observer’s (τ, ϑ, ϕ) coordinates down the light rays of her past null cone.
By this construction, τ , ϑ & ϕ are constant along each incoming null geodesic. Although it will be
convenient to deal with basis vectors below, note that at this point we are primarily mapping scalars
(τ , ϑ, ϕ) down the PNCs of observation events, rather than vectors.
[[[ *** I was worried whether Lie dragging is correct, especially for τ . In the diameter distance section,
we have to worry about directions. Depending how we do it we may want a time vector. Parallel
transport is obviously wrong for ϑ & ϕ *** ]]]
The only natural “distance” down the light ray is redshift, z, as the distance of a source and the
time light was emitted are not measurable. However, z is not guaranteed to be monotonically increasing
[31], and more importantly we will need to integrate down these light rays relative to some parameter.
For this purpose it makes sense to construct the affine parameter χ, thus ka = dxa/dχ. To complete
the coordinate system, it is sensible to use χ and kb as the last coordinate and basis vector.
We propagate these coordinates as follows, assuming we have a given metric:
(a) choose a set of reference directions at the observer, and set up
3
Fig. 3.1 Illust tion of the Observer’s C ordinate Basis The observation time
and angles on the sky, (τ̂ , ϑ̂, φ̂), are propagated down the PNC from an observation
event, along with the affine parameter, χ̂, as the fourth coordinate. The solid red lines
are the worldlines of the observer and emitter, labeled O and E. The solid black line
are light rays emanating from E and arriving at O. Image credit: C Hellaby
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writing
τ̂ = r̃ + τ̃ , χ̂ = r̃ ↔ τ̃ = τ̂ − χ̂ , r̃ = χ̂ , (3.5)
which gives our observer’s basis, associated with coordinates x̂i = (τ̂ , χ̂, ϑ̂, φ̂) 4. We
find
êτ̂ = ẽτ̃ = e0
êχ̂ = −ẽτ̃ + ẽr̃ = −e0 + sin ϑ̂ cos φ̂ e1 + sin ϑ̂ sin φ̂ e2 + cos ϑ̂ e3
êϑ̂ = ẽϑ̃ = χ̂ cos ϑ̂ cos φ̂ e1 + χ̂ cos ϑ̂ sin φ̂ e2 − χ̂ sin ϑ̂ e3
êφ̂ = ẽφ̃ = −χ̂ sin ϑ̂ sin φ̂ e1 + χ̂ sin ϑ̂ cos φ̂ e2 .
(3.6)
Since these expressions are written in terms of the orthonormal tetrad they apply
in any spacetime, with the metric dependance contained in ei. These are now the
basis vectors that are to be propagated down the observer’s PNC5. Once this has










from which we calculate the observables. We will see in §3.4.1 that what we actually
need is not êαa but its inverse êαa, obtained via
êαa êβ
a = δαβ ↔ êαb êαa = δab . (3.8)
A summary of our conventions for the various coordinate systems is given in Table 3.1.
3.3 The Propagation Equations
Here we lay out the various differential equations (DEs) and their initial conditions
which are required in order to calculate the observables we are interested in. Throughout
the course of this text we will refer to them collectively as the propagation equations.
4Note that in this construction τ̂ labels particular past null cones.
5These basis vectors are reminiscent of the fluid-ray tetrad of [42], except êτ̂ is not the local fluid
4-velocity
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Coordinate System/Basis “Coordinates" Basis Index Symbols
coordinates of given metric xa ∂b a, b, c, · · ·
ONT near O xi ej i, j, k, · · ·
observer’s natural coords near O x̃m = (τ̃ , r̃, ϑ̃, φ̃) ẽn m,n, o, · · ·
observer’s PNC coords x̂α = (τ̂ , χ̂, ϑ̂, φ̂) êβ α, β, γ, · · ·
Table 3.1 Notation Conventions for the Various Coordinate Systems Each
set of basis vectors are denoted by different accents (overbar, tile, hat) and have
corresponding sets of greek/latin letters for the index symbols.
3.3.1 Solving for the Light Cone
The observer’s PNC is found by propagating ka outward from O using the null geodesic
equation. The path of the light ray in the direction of ka is then given by
δka
δχ̂
≡ kb∇bka = 0 , kaka = 0 , (3.9)
where ka is the null tangent vector given in (3.2), and χ̂ is the affine parameter along
the ray. This form is however not amenable to numerical calculations since it contains




bΓabckc , ka =
dxa
dχ̂ . (3.10)
Now this can be integrated numerically. Since this is a second order DE we need two
initial conditions, namely, a starting point, [xa]o , and an initial direction [ka]o. Now,
by the construction in the previous section we will have kb = dxb/dχ̂ = êχ̂b (see §A.2
where this is made explicit), and so the initial condition [ka]o follows straight from
(3.6) and the choice of ray direction, (ϑ̂, φ̂), namely
[k]o = êχ̂ = −e0 + sin ϑ̂ cos φ̂ e1 + sin ϑ̂ sin φ̂ e2 + cos ϑ̂ e3 . (3.11)
This ensures that in an orthonormal frame the initial value of ka = (−1, 1, 0, 0). The
initial position is unconstrained, and can be chosen at will. This can now be integrated
as a system of eight coupled first order ODEs.
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3.3.2 Propagating the Basis Vectors
Beyond the vicinity of O, we define the observer’s coordinates by labelling each light
ray with its initial (τ̂ , χ̂, ϑ̂, φ̂) values and Lie dragging the êα down each ray. Since the
condition for a coordinate basis is that the commutator of every basis vector be zero,
our observer’s basis should remain a coordinate basis. In principle, they should obey
[eχ̂, eα] = Lkêα = 0,
→ kb∂bêαa − êαb∂bka = 0. (3.12)
Substituting the definition (3.2) into the first term, and rearranging, then gives a ODE
for the components in terms of the affine parameter along the ray,
d
dχ̂ êα
a = êαb∂bka . (3.13)
However, solving this expression requires one to have knowledge of the transverse
derivative ∂bka, which would be an extra numerical calculation, and so we choose to
find another formulation. Since k obeys the null geodesic equation (3.10), the Lie
derivative of a vector along k (3.12) is equivalent to the geodesic deviation equation,




= −Rabcd kb êαc kd , (3.14)
where δ2/δχ̂2 is the absolute derivative along χ̂ and Rabcd is the Riemann tensor
associated with our given metric. Typically the components of the Riemann tensor
(and Christoffel symbols) can be calculated analytically, and so (3.14) avoids the extra
numerical calculation associated with the transverse derivative in (3.13). However, we
pay the price of having to solve a higher order DE. The interpretation of the propagated
basis vectors now becomes clear, {êτ̂ , êϑ̂, êφ̂} are deviation vectors linking nearby light
rays. In order to numerically integrate the components of êaα along kb we must convert
the absolute derivative in (3.14) into a total derivative. That is, we want an ODE of











where ,c ≡ ∂/∂xc. Since the Christoffel symbols are built from derivatives of the metric,
contractions in (3.15) will contain second derivatives of the metric functions. We now
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have a set of four second-order vector DEs, each of which require two initial conditions,
[êα]o and [dêα/dχ̂]o, which we consider in turn. For [êτ̂ ]o we require that it coincide




c = uco . (3.16)
An expression for [dêτ̂/dχ̂]o can be found by considering two k vectors, one at O and
one slightly further along the observer’s worldling at O′ (see Figure 3.1). Once the
direction of k has been chosen at O, the one at O′ must “point” in the same direction,








ubo∇bka − kbabouao + kbuboaao
]
χ̂=0
= 0 , (3.17)










Using (3.16) and (3.13) with α = τ̂ , we expand the covariant derivative in (3.17) and











If the observer is geodesic aob = 0, Fermi transport becomes equivalent to parallel












For the angular basis vectors êϑ̂ & êφ̂, the origin limits of the third and fourth of (3.6)







χ̂ cos ϑ̂ cos φ̂ e1 + χ̂ cos ϑ̂ sin φ̂ e2 − χ̂ sin ϑ̂ e3
]








−χ̂ sin ϑ̂ sin φ̂ e1 + χ̂ sin ϑ̂ cos φ̂ e2
]
= 0 . (3.22)
































Thus, our set of initial conditions for (3.15) are (3.16), (3.19), (3.21), (3.22), (3.23)
and (3.24). In terms of components, this is a system of 16 coupled second-order ODEs,
with 32 initial conditions. These will be applied to a specific metric and ONT in §3.5
3.4 Observables
3.4.1 Redshift and the Apparent Motion of a Source
By our construction both the apparent motion of a source and its redshift can be
thought of as instantaneous rates of change, and derived from our propagated basis
vectors. Since the coordinates (τ̂ , ϑ̂, φ̂) have been Lie dragged down the light rays and
the basis for the observer’s coordinate system are deviation vectors, one can easily
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(1 + z) , (3.25)
where τe is the source proper time, τ̂o is the observer’s proper time, and τ̂e is its
extension down the PNC. Here we introduced the redshift from the definition (1 + z) ≡
λo/λe = dτ̂ /dτe. Setting β = τ̂ in (3.25) and rearranging then gives and expression for
the redshift
1 + z = [êτ̂aua]e . (3.26)
The motion of a source across the observer’s sky is just the rate of change of observed























(1 + z) . (3.28)
Clearly, the basis vectors, once propagated, have to be inverted numerically, using
(3.8).
3.4.2 Area Distance
In GR there are a number of notions of distance, each with a different interpretation.
Some of these include redshift, luminosity distance, light travel time, affine distance,
diameter distance etc. The angular diameter distance is based on the intuitive idea
that objects which are further away from an observer appear smaller, and is thus
defined as the diameter of an object divided by the angle it spans at the observer. This
seems an obvious measure to construct from our propagated basis since they relate
changes at the emitter to the observer. However, the angular diameter distance is
subject to aberration in non-symmetric spacetimes — if there is any shearing of the
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ray bundle, the axis along which one measures/defines the diameter and corresponding
angle becomes important6. In contrast, the cross-sectional area of an infinitesimally
thin bundle has an invariant meaning [111], and for this reason we choose to construct




where dA is the physical area spanned by a source and Ω0 is the solid angle subtended
at the observer by the incoming light rays. With this definition the area distance is
equivalent to the diameter distance when there is no shearing of the ray bundle. Now,
consider a bundle of rays spanned by observer angles dϑ̂ and dφ̂. The solid angle of
this bundle (at the observer) is simply
dΩ0 = sin ϑ̂dϑ̂dφ̂. (3.30)
An object which that spans dΩ0 at the observer will have a physical area given by the
norm of the wedge product of the local vectors describing the size of the emitter [110].
In our notation this is
dA =
∣∣∣((êϑ̂ · êϑ̂) (êφ̂ · êφ̂) − (êϑ̂ · êφ̂)2)∣∣∣1/2 dϑ̂dφ̂. (3.31)
Dividing this result by (3.30) gives the area distance
dA
2 =
∣∣∣((êϑ̂ · êϑ̂) (êφ̂ · êφ̂) − (êϑ̂ · êφ̂)2)∣∣∣1/2
sin ϑ̂
. (3.32)
Unlike the redshift and apparent motion, the area distance does not require the duals
of the propagated basis vectors.
3.5 Observer Basis in Szekeres
We place an observer at an arbitrary spacetime position in the coordinates of the metric
(t, r, p, q), and assume the observer and all emitters are comoving with the coordinates,
6We succeeded in deriving an expression for the angular diameter distance which agreed nicely
with FLRW analytic solutions, however, this expression failed for non-symmetric spacetimes. At this
point we realised the area distance is a better measure.
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From this we see that orientation of the newly constructed basis is aligned with
the metric basis at O, that is {e0, e1, e2, e3} = {et, er, ep, eq}. Figure 3.2 shows this
alignment and the observer’s sky angles {ϑ̂, φ̂} relative to these directions. For a







Fig 4. The observer’s ray angles and
reference directions defined for the
Szekeres metric.
For any given initial ray direction, (ϑ̂, ϕ̂), we find the initial PNC basis vectors by inserting (1) into
(4), using (61) for the components of ei














































































⎟⎟⎠ . SzNRBh (62)
Note that, by (6) the initial ka is the êχ̂
a given in (62). Their initial derivatives are found by using (61)











−√ϵ + f (Ṙ′ − ṘE ′/E)
(R′ − RE ′/E)2 sin ϑ̂ cos ϕ̂
−ṘE
R2














































Fig. 3.2 Observer’s reference directions and ray angles in Szekeres
particular observation direction we find the initial PNC basis vectors from (3.33) ,
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7Note that by (3.11) the initial ka is the êχ̂a given in (3.34).
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Clearly these results agree with (3.16), (3.21) & (3.22). The initial derivatives of (3.34)











ϵ+ f (Ṙ′ − ṘE ′/E)
(R′ −RE ′/E)2 sin ϑ̂ cos φ̂
−ṘE
R2












































The initial derivative of êaχ̂ is much more messy, but follows directly from the null
geodesic equation. By using (3.33) in (3.10) we expand contractions with MAPLE and
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)
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(R′ −RE ′/E)2 sin




(R′ −RE ′/E)2 sin












sin2 ϑ̂ cos φ̂ sin φ̂+ 2ṘE
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The commutation coefficients, the Christoffel symbols and their partial deriva-




We develop code in MATLAB to generate sky maps of the cosmological observables as a
function of redshift, as seen by an arbitrarily placed observer in the Szekeres spacetime,
according to the method described in §3. First the user must specify the spacetime
and observing position. Analytic expressions for the six Szekeres metric functions are
input into the function input_funcs.m (up to and including third derivatives), and the
coordinate position of the observer, xa, into the main script, sz_skymap.m. Then, for
a particular direction of the observer’s sky, (θ̂, ϕ̂), the observer’s basis vectors, êaα and
corresponding initial conditions are calculated using obs_basis_setup.m. Numerical
solutions to the propagation equations (3.10) (3.14), along a particular line of sight,
are then calculated. For this we use the MATLAB function ode45.m, which uses an
adaptive Runge-Kutta algorithm to approximate the solution to an ODE. Once the
components of êaα along kb are known, the observables are calculated using redshift.m,
apparent_motion.m and area_distance.m. Since the affine distance down any ray
is not a physical observable, comparing observables on χ = const. surfaces is not
meaningful. Instead we interpolate the value of the area distance and apparent motion
on predefined redshift slices, and from that generate sky maps. For a flowchart of the
program structure see Figure 4.1, and for a list of the various functions, and their
usage, see Appendix C.
4.1 Expressions for the Numerics
Expressions are often written in a form that is convenient for symbolic manipulations
but problematic for explicit numerical calculation. Execution time and/or accuracy
considerations often dictate that they must be rewritten in a form better suited to the
implementation.
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Fig. 4.1 Flowchart for the Program A schematic view of the program structure,
and the names of the functions called at each step. The structure is a simple loop
over all the {ϑ̃, φ̃} directions, with most of the details hidden in the block labelled
“propagate basis vectors along light ray”.
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4.1.1 Propagation Equations
When inspecting the propagation equations we see that all the Christoffel symbols
and their partial derivatives are needed, as one expects from an equation involving a
contraction with the Riemann tensor. For this we used MAPLE with GRTensorII to
calculate all of the components in terms of the Szekeres metric functions. At this point
one can in principal proceed with numerical integration of (3.10) and (3.15). However,
we find that numerical evaluation of the tensor contractions leads to instabilities in the
solutions1, and thus we decide to further simplify the propagation equations. Again,
using MAPLE and GRTensorII, we expand out all contractions with Christoffel symbols
and their derivatives in (3.15), and then simplify. These give the geodesic deviation
equation directly in terms of the metric function and their derivatives. Cancellations
have now happened at the symbolic level, avoiding any numerical cancellation of
identical terms. We find this greatly improves the stability of the solutions. These
expressions are however quite unwieldy, so we omit them here.
4.1.2 Solving for R(t, r)
From (2.10) we see that in parabolic regions R(t, r) is straightforward to calculate
since it can be written explicitly in terms of t and the metric functions M(r) and
tb(r). However, in hyperbolic/elliptic regions R(t, r) is given by parametric equations
involving the phase parameter, which are not invertible — see (2.6) (2.11). One must
therefore interpolate the value of η from (2.7) or (2.12) at a given (t, r), and then use
that η in (2.6) (2.11) to determine R(t, r). For this we use the MATLAB function
spline. In the elliptic case the range of η is finite and thus a linearly spaced vector of
η-values over [0, 2π] is a suitable range over which to interpolate the spline function.
In the hyperbolic case the situation is different. The range of η is [0,∞), which is
clearly not a feasible range over which to interpolate a spline function. We choose to
compactify this range by making the substitution
T = tanh η, (4.1)
1We expect this instability is due to the cancellation of (near) identical terms in the contraction,
since the Christoffel symbols are symmetric in the last two indices. Originally we wrote functions to
compute the components of Γabc and Γabc,d, with which we numerically expanded the contractions in
(3.15). From this we spotted the instability.
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1 − T 2




Now the range over which to define the spline curve is finite, with T = [0, 1) corre-
sponding to the full range of η values. In order to avoid numerical divergences when
T = 1 we choose a linearly spaced vector of T-values over [0, 0.99999], and then perform
spline interpolation on (4.3).
4.1.3 Near-Parabolic Expressions
For near parabolic evolutions, denoted NP, corresponding to small η2f , cancellation
of near identical terms in the exact parametric expressions for R(t, r) introduce large
numerical errors.2. To avoid this we define a fat borderline region, that is close to or
exactly parabolic, with which we use a series expansion for R. A series for R, which is
valid for both hyperbolic and elliptic evolutions, can be written [101]
R = R2s2
(





























, U = Λs
6
3 , s = (t− a)
1/3. (4.5)
Since there is no known "proof of convergence" for series expansions, we choose the
criterion for which (4.4) is used rather than (2.6) (2.7) (2.11) (2.12) to be when V is
sufficiently small. And this sets the width of our fat borderlines. A suitable changeover
value for V is determined empirically by plotting the ratio Rexact/Rseries alongside
V , and looking for the region where there is reasonable agreement between the two
expression. In Figure 4.2 we show the results for a model which has a borderline at
r = 0.5. We find V ≲ 1.5 × 10−3 is a suitable criterion to use the series expansion.
With this, and using (4.5), we can write the NP criterion directly in terms of the metric
2This includes near the bang/crunch surfaces









where Vborder = 1.5 × 10−3, the value of V at the borderline.
4.1.4 Derivatives of R(t, r)
Expressions for the derivatives of R follow straight from (2.5) and (2.13), and can be
written such that they are valid for all evolution types. The first and second partial






+ f , (4.7)




where we used (4.7) to eliminate Ṙ. The third time derivative is not needed since Ṙ
does not appear in the metric. The mixed partials are found by taking the first and















(−2M ′′R + 2MR′′ − f ′′R2 − 2f ′RR′)
R3/2(2M + fR)1/2 +
3
4
(−2M ′R + 2MR′ − f ′R2)R′
R5/2(2M + fR)1/2
+ 14
(−2M ′R + 2MR′ − f ′R2) (2M ′ + f ′R + fR′)
R3/2(2M + fR)3/2 ,
(4.10)
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Fig. 4.2 Comparison of a series expansion of R with the exact expression.
The top panel shows the ratio Rexact/Rseries for a model which has a parabolic borderline
at r = 0.5. The wild oscillations around the borderline are due to cancellation of near
identical terms in the exact expression for R. Some way away from the borderline,
the slow divergence of Rexact/Rseries away from unity is due to the series expansion
breaking down. Somewhere in between, where there is reasonable agreement, is the
“sweet spot” which will define how fat a borderline to use. The bottom panel shows
the corresponding value of V , which we can use for the near parabolic criterion.
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which is still a relatively compact expression. Radial derivatives can be found from a
useful expression for R′ (2.13) which is also valid for all evolution types, however things


































































































































































































All the above expressions (4.7) (4.8) (4.9) (4.10) (4.11) (2.13) (4.12) (4.13) are valid
for all three evolution types, including NP regions, provided one uses the appropriate
expression for R.
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4.1.5 Derivatives of E(r, p, q)
The partial derivatives of E are straightforward to calculate from the definition (2.2).
Using Mathematica we find the radial derivatives to be
E ′ = −(p− P )P
′
S
























































































































Since E is invariant under the redefinition {p, P} → {q,Q} , so are the partial







E ′,p = −
P ′
S




E ′,pp = −
S ′
S2















4.1.6 Dual Basis Components and Observables
Expressions for the observables described in §3.4.1 do not directly involve the propagated
basis vectors, êaα, but rather their duals, êαa . Since these dual basis vectors must satisfy
(3.8), in order to compute them numerically one must perform matrix inversion. This
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quickly becomes computationally expensive if one wishes to calculate observables at
every affine distance down a ray, and in all directions on the observer’s sky. We avoid
this by calculating the inverse of a general 4 × 4 matrix in Mathematica, and using
result to write the dual basis components explicitly in terms of the original basis
components. The expressions for each of the components of dual basis components
are quite lengthy so we omit them here, but one can get an idea from the redshift
expression. Assuming the emitter is co-moving with the coordinates (ua = δat ), the
redshift is just the êτt component of the dual. In terms of the original basis, we find
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Fortunately much simplification is possible when the apparent motion is calculated.
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The function redshift.m was written to calculate (4.18), and apparent_motion.m to
calculate (4.20) (4.19). Now the improvement becomes clear. These functions exploit
MATLAB’s ability to ‘vectorise’ calculations, so one can pass the output of the
integrator (which is a ‘vector’ in MATLAB language) directly to the function, and the
observables along a single line of sight are computed in parallel.
4.1.7 Propagating Near the Poles
It is clear from the last of (3.6) that the êφ̂ basis vector is degenerate at the poles of
the observer’s coordinates, where ϑ̂ = {0, π}. This prevents numerical propagation
at the pole. Moreover, near the pole êφ̂ becomes very small compared to the other
propagated vectors. To avoid issues of integrating objects vastly different in magnitude,
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with the same integrator tolerance, we decide to rescale the êφ̂ near the poles. We
propagate
êφ̂mod = êφ̂ sin−1 ϑ̂, (4.21)
which is not small near the poles. The sin−1 ϑ̂ correction is divergent at the poles,
compensating for the small sin ϑ̂ part in êφ̂. Then, once the basis are propagated, we
remove the correction by multiplying by sin ϑ̂ before calculating observables. Since
this is a constant factor for each ray direction the numerical integration remains valid.
4.2 FLRW Background Setup
It will be useful specify a FLRW model for a couple of reasons. Firstly, for testing
purposes. If we are to verify that the output of the program is correct, we need to
compare it known analytic solutions, for which FLRW solutions are an obvious choice.
Secondly, if we want to model some structure in the Universe, it may be desirable to
first specify the background FLRW model, which gives an idea of scales and allows
onto specify exact perturbations to the model in a meaningful way.
Choosing the metric functions to be (2.35) reduces the Szekeres metric (2.1) to
the FLRW metric. Then, choosing an observer epoch, t0, and the corresponding
relative size of the scale factor, S0, fully specifies the model. Essentially the energy
content of the model are implied by specifying its expansion history. It is however
not obvious what geometry will result from such a model setup procedure. Since we
wish to experiment with various geometries, we choose to specify the model in terms
of matter density fraction, Ωm, and present day value of the Hubble parameter, H0,
instead of t0 and S0. The other parameters of the model are then [101]
Ωk = 1 − Ωm,
k = −sign(Ωk)
s0 =





if k ̸= 0
M0 = ΩmH20S30/2
(4.22)
In contrast to [101], we find that the initial time is given by t0 = 23H0 if and only if
k = 0. For evolutions with k ≠ 0 one must interpolate the value of η0 in (2.6) (2.11)
and then use that η0 in (2.7) (2.12) to find t0. In the elliptic case the evolution equation
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(2.11) is symmetric about η = π, and thus the interpolation of η0 on [0, 2π] becomes
degenerate. However, this is resolved by realising that the phase of evolution of such a
model is related to the sign of H0. If H0 > 0 then the model is in the expansion phase,
and 0 < η < π and conversely if H0 < 0 the model is contracting and π < η < 2π. The
initial time is then found by rearranging (2.12) and substituting in the FLRW metric
functions (2.35), which gives
t0 = M0(η0 − sin η0). (4.23)
In the hyperbolic case we again need to define the spline curve over a compactified
range, as in §4.1.2, by re-expressing (2.7) in terms of the parameter T = tanh η. Now
interpolation of T0 on [0, 1) is sufficient to cover all η values. Having determined the




(1 − T 20 )1/2
− acosh((1 − T 20 )−1/2)
]
. (4.24)
The function rwsetup.m was written to perform the calculations.
4.3 Verifying the Output
In order to verify that the program in working correctly, and that we can trust the
output, we perform an number of consistency checks and convergence tests. Firstly
we check that the output is self-consistent, agreeing with what we expect from our
construction, and also that it is consistent with known analytic solutions. In general,
solutions the propagation equations (3.10) (3.15) are highly non-trivial, and have not
been solved analytically. analytic solutions against which to compare the output are
limited to a few highly symmetric special cases of the Szekeres metric. Most notable in
the cosmological context are the FLRW solutions, of which many can easily be solved
analytically. However, care must be taken when working with components, as the
FLRW special case of Szekeres is written in funny coordinates.
4.3.1 Consistency of k and êχ
Although k is propagated with (3.10) and êχ̂ with (3.15), theoretically their solutions
must be the same. We make this explicit in §A.2. Thus, by our construction both êχ
and k must be null everywhere along a ray, and their components equal. Some obvious
consistency checks for the numerics, then, are to compute the magnitudes of êχ and k,
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as well as the difference in their components, and ensure they are suitably small. That
is
kagabk
b ≲ ε, êaχgabê
b
χ ≲ ε, k
a − êaχ ≲ ε, (4.25)
where ε is the expected cumulative errors associated with the integrator. Should they
be larger than this, it would signal an inconsistency between the solutions to (3.10)
and (3.15). This is a useful self-consistency check for the program, as it can be done in
any Szekeres model, even the highly inhomogeneous ones, where analytic solutions are
not available for comparison. Once we verify the residual is suitably small, convergence
can also be checked. Doing a number of runs of the program while holding all the
input parameters fixed except for the integrator tolerance, allows one to see how the
residuals scale. If they decrease with integrator tolerance this give some indication
that propagation equations are consistent, and the solutions to them are approaching
the correct result.
4.3.2 FLRW Checks
The FLRW special case is an obvious test to do since, analytic solutions to the
propagation equations can be calculated explicitly, which allows one to check that the
components of the propagated vectors are correct. We solve the propagation equations
(3.10) (3.6) explicitly for the RW metric
ds2 = −dt2 + s(t)2
(
dr2
(1 − kr2) + r
2 dΩ2
)
, dΩ2 = dθ2 + sin2 θ dϕ2 , (4.26)
by choosing the metric functions of the forms (2.35). For simplicity, we choose the
observer to be at the centre r = 0; a more general result may be obtained by a
displacement of the these simpler results. For the 3 RW cases, we list the scale factor,
the incoming radial null vector, the past null geodesic path, the affine parameter χ,
the redshift, and the diameter distance. The magnitude of the null vector ka is set by
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[kbhab ]o = [kb(δab + uaub)]o = (0, 1, 0, 0).

































K0 = s0 = At2/30 (4.31)

























A(1 − cos η)
[
1, − cos(η0 − η)







3(η0 − η) + sin η0(cos η0 − 4) − sin η(cos η − 4)
}
(4.37)
K0 = s0 = A(1 − cos η0) (4.38)
1 + z = (1 − cos η0)(1 − cos η) (4.39)
dD = A(1 − cos η) sin(η0 − η) (4.40)













A(cosh η − 1)
[
1, − cosh(η0 − η)







3(η0 − η) + sinh η0(cosh η0 − 4) − sinh η(cosh η − 4)
}
(4.44)
K0 = s0 = A(cosh η0 − 1) (4.45)
1 + z = (cosh η0 − 1)(cosh η − 1) (4.46)
dD = A(cosh η − 1) sinh(η0 − η) (4.47)
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In all cases, it is obvious that the angular deviation vectors are eϑ̂ ∝ ∂ ϑ̂, eφ̂ ∝ ∂φ̂, i.e.
eϑ̂
a = [0, 0,Θ0, 0] , Θ0 constant , (4.48)
eφ̂
a = [0, 0, 0,Φ0] , Φ0 constant , (4.49)
where Θ0 = 1 = Φ0 for eϑ̂a and eφ̂a to be standard observer-angle basis vectors, and
we already have
eχ̂










The above deviation vectors (4.48)-(4.50) solve both forms of the null geodesic deviation



























and as required eτ̂ a → uao at the origin, where t̂ = t0. Consequently, for the initial




















dχ̂ = [0, 0, 0, 0] (4.54)
deφ̂a
dχ̂ = [0, 0, 0, 0] . (4.55)
Note that index a here indicates standard RW coordinates, so the above do not agree
with (3.35), which are for Szekeres coordinates. Our numerical procedure for solving
(3.15) should agree with these analytic solutions, (4.48)-(4.51), when the Szekeres
arbitrary functions are set to (2.35). In practice it is easier to calculate the magnitudes
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as functions of χ̂,
kagabk
b = eχ̂agabeχ̂b = 0 (4.56)
eϑ̂
agabeϑ̂
b = Θ20ŝ2r̂2 (4.57)
eφ̂
agabeφ̂











s dt , (4.59)
because this avoids transforming (4.48), (4.49) & (4.51) to an off-centre observer and
then transforming to Szekeres coordinates. Similarly, our numerical calculations for dD
and z should agree with (4.32), (4.33), (4.39), (4.40), (4.46), & (4.47). Obviously we
expect zero flow too,
dϑ̂
dτ̂ = 0 =
dφ̂
dτ̂ . (4.60)
However, there are also a few simple checks on directions as well. Referring to
(3.33) for the FLRW-Szekeres case, a ray pointing away from the “origin” will be in
the pure r direction, so a ϑ̂ displacement (êϑ̂) will be in the pure q direction, and
φ̂ displacement (êφ̂) will be in the pure p direction. For a ray along the p direction,
a ϑ̂ displacement will be in the pure q direction, and φ̂ displacement will be in the
pure r direction. For a ray along the q direction, a ϑ̂ displacement will be in the pure
r direction if φ̂ = 0, in the pure p direction if φ̂ = π/2. These relations should be
preserved as one integrates outwards.
In addition, we numerically solve two versions of the FLRW radial null geodesic
equation, and compare with the program output. This gives some idea of how efficient
the numerical integration of the Szekeres equations are. Also, we expect these solutions
to agree with the program output for an observer located away from origin, while
some of the analytic solutions assume the observer is at the origin. The first pair of
equations is obtained by expanding the null geodesic equation (3.10) into its individual























For the second pair we partially decouple (4.61) from (4.62) by substituting in the
relation between dt and dr, obtained by setting dθ = dϕ = 0 in the FLRW line element

















One can see that (4.63) is entirely decoupled from the r coordinate, however (4.64) is
not decoupled from t, since it contains an ṡ(t) term. For all of (4.61) - (4.64) we write
the function scalefactor.m to return the value of s(t) and its derivative.3
Clearly there is only one on-sky direction in the Szekeres model which will correspond
to the purely radial direction in the FLRW special case. By examining the second of
(3.34) one can see that by setting (θ̂, ϕ̂) = (π/2, 0) will give a tangent vector, ka, with
only t and r components. This implies that, in the FLRW special case, the observer’s
coordinate system (hatted) is oriented in such a way that (θ̂, ϕ̂) = (π/2, π) always
points toward the origin.
4.3.3 LT Checks
Beyond FLRW, general analytic solutions to the propagation equations become highly
non-trivial, and in the LT special case, for an arbitrary placed observer, such solutions
are not known. Thanks to spherical symmetry of the model some consistency checks
are possible. Any off-centre observer in any LT spacetime must see axial symmetry
on the sky, with the axis of symmetry aligned with the direction of the origin. Thus,
any observable or scalar quantity (not coordinate components) along any two rays
separated by the same angle from the symmetry axis should be identical.
4.4 Results
4.4.1 Model Setups
Using the numerical code we have developed we simulate a few Szekeres model setups,
which are listed below. These models are not intended to be realistic, but rather are
used to check the program and start to explore how observations in Szekeres models
3Fat borderline equations must also be used for s(t), see §4.1.3
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appear. In all cases we check that the applicable shell crossing conditions are satisfied
in the regions of interest. We use geometric units, in which time units are T = 9.79 Gyr,
length units are L = 3 Gpc, and mass units are M = 6.26 × 1022 M⊙. In all of the
cases below we choose the absolute tolerance of the integrator to be = 10−12 and the
relative tolerance = 10−9.
Run #1a Spatially open FLRW special case of quasi-spherical Szekeres with S,P
& Q constant. We choose metric functions given by (2.33) & (2.35) where M0 is
given by (4.22) with H0 = 72 km.s.Mpc−1 and Ωm = 0.8. We place the observer near
the origin, at xa = (1, 10−3, 0, 0). We solve the propagation equations (3.10) (3.15)
with {ϑ̂, φ̂} = π/2, 0, corresponding to a ray directed in the increasing-r direction.
In addition, we also solve FLRW radial null geodesics (4.61) (4.62) and (4.63) (4.64)
numerically, and compare with the Szekeres results.
Run #1b Spatially open FLRW special case of quasi-spherical Szekeres with S,P &
Q varying. We place the observer at xa = (0.96.1, 0, 0), and choose the metric functions
and parameters as we did in run #1a, except for S, P & Q for which we choose the
functional forms
S(r) = S0 + S∞C1r1 + C1r
, P (r) = P0 + P∞C1r1 + C1r
, Q(r) = Q0 +Q∞C1r1 + C1r
(4.65)
which allows us to choose the asymptotic values of each function easily. We choose
parameter values to be
C1 = 2.1, S0 = 1, S∞ = 9, P0 = 0, P∞ = 4, Q0 = 0, Q∞ = −2. (4.66)
We place the observer at xa = (0.96, 1, 0.7, 5). Now the symmetry in p− q coordinates
is broken, but the observables should remain isotropic.
Run #1c FLRW special case of quasi-pseudo-spherical Szekeres with {S, P,Q}
variation. We choose metric functions of the form (2.36) and (4.65), and place the
observer at xa = (1, 2, 0, 0). Now the constant-(t, r) 2-surfaces are hyperboloids of
constant density. Again, the observables should remain isotropic.
Run #2a Spatially closed LT special case of quasi-spherical Szekeres with under-
density at r = 0. We place the observer at xa = (0.86, 0.3, 5, 0.7), and choose metric
functions given by (2.33) and (2.35), except for M(r), for which we choose the functional
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M0 = 2.94, C2 = 100 , C3 = 1 , C4 = 105. (4.68)
With this choice the mass perturbation is zero at the origin, goes like ∼ r3 near r = 0,
and asymptotically approaches C2/C4 = 10−3. The value of M0 which defines the
‘background’ FLRW model is given by (4.22) with H0 = 72 km.s.Mpc−1 and Ωm = 1.5.
Run #2b Spatially open LT special case of quasi-spherical Szekeres with overdensity.
We choose the simulation parameters exactly as in run #2a, except with Ωm = 0.85.
Run #3a Quasi-spherical Szekeres with S, P,Q variation (no symmetry). We choose












C5 = 2 , C6 = 1.6 , C7 = 1.8 ,
M0 = 10 , M∞ = 20 , f0 = 1 , f∞ = 3 , tb0 = −1 , tb∞ = −2, (4.70)
and Szekeres metric functions as in (4.65) with the parameters (4.66) and ϵ = +1.
Run #3b Quasi-pseudo-spherical Szekeres with S, P,Q variation (no symmetry).
For this run we choose all the metric functions as in run #3a, except we investigate
the case where space is foliated by hyperboloids, and thus we choose ϵ = −1.
4.4.2 Discussion
The simulation runs described in the previous section are arranged into three distinct
groups. All FLRW results are grouped in Run #1, LT results in Run #2 and fully
inhomogeneous Szekeres results in Run # 3.
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In Run #1a we compare analytic solutions with the results of integrating a single
FLRW radial null geodesic, in both Szekeres and standard FLRW coordinates, and
perform some consistency checks. We check magnitude of k and êχ̂, shown in Figure
4.3, and verify they are both effectively null, as desired. We also verify that the
components of k and êχ̂ are consistent. Expressions for diameter distance and area
distance are compared in Figure 4.4, and both agree, as expected for FLRW. The
redshift is compared with analytics in Figure 4.5. After interpolation, the area distance
vs. redshift relation is constructed, shown in Figure 4.6. All observables agree with
analytic solutions, within the expected numerical error.
In Run #1b we extend the model from Run #1a by adding S, P & Q variation, and
propagate 200 rays down the PNC, equally spaced in (ϑ̂, φ̂)4, out to z = 3. On each ray
we interpolate the observables on common redshift slices, and stack the results. The
apparent motion vs. redshift relation for each ray, stacked and plotted in Figure 4.7,
is numerically zero, as desired. The area distance vs. redshift relation, and residuals,
are shown Figure 4.8. For all FLRW runs we find the residual error scales with the
integrator tolerance. The results from Run #1c are qualitatively very similar to the
previous FLRW runs, and so we omit the plot. However, since the coordinates are
highly non-symmetric, this is a significant test of the full program suite.
In Run #2a we explore a LT model with a central void, that asymptotically
approaches FLRW. We construct the “LT density contrast”, (δρ = ρLT (r) − ρ∞)/ρ∞,
where ρ∞ is the asymptotic LT density. This has approximately the same interpretation
as in perturbation theory, since this model asymptotically approaches FLRW (no dipole
variation), and so is useful for interpreting plots. In figure 4.9 we plot this quantity
on five different slices of constant t, namely t = t0{0.2, 0.4, 0.6, 0.8, 1}. The top panel
is plotted as a function of radial coordinate, r, and the bottom as a function of the
areal radius, R(t, r), which can be related to physical units. In both plots we see that
as time progresses (curves purple through black), the void evolves, expanding and
becoming less dense. In this run we placed the observer at r = 0.3, which corresponds
to the rightmost point in the top plot. The position of the observer varies with time in
the bottom plot, corresponding to the rightmost point of each curve, marked with a
cross. In the bottom panel we see that the void is ∼ 1 Gpc away from the observer,
on the spacelike t = t0 hypersurface. The density along each line of sight is shown at
the top of Figure 4.10, and the relative difference between each ray and a reference
ray is shown below it. The reference ray is directed toward the pole of the observer’s
4This choice does not equally space rays over the 2-sphere, but rather, it prefers the poles. This is
not desirable, but sufficient for our current needs. We leave for future work to implement an algorithm
which equally spaces rays over the observer’s celestial sphere
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coordinates, and so it only sees the FLRW background density. Thus the relative
difference can be thought of as a density contrast, as before. The bottom of figure
4.10 has a feature at z ≈ 0.5, where some rays begin to pass though a compensating
overdensity and then the central under-density. Those rays that are directed closer
toward the origin feel the void ‘sooner’ and for longer, as one might expect for a central
feature. The area distance redshift relation for each line of sight is shown at the top of
figure 4.11. The bottom panel shows the difference between each ray and a reference
ray near the pole (which should behave close to one in a FLRW background). The
features echo those in the plot of the density, except this a cumulative effect. The
ray which passes deepest through the void shows the biggest deviation even after it
has exited the void. In the language of perturbation theory, this would include effects
like gravitation redshift and magnification. One can see the area distance is affected
at the percent level, by a void that reaches a density contrast of δρ ≈ −0.2 at late
times. The apparent motion is shown in figure 4.12, with the ϑ̂-motion in top panel,
and the φ̂-motion in the bottom. Both plots also show features induced by the void.
The most affected rays have tangential flow rates reaching 1.5 miliarcseconds per year
at a redshift around z ≈ 0.6, and then decreasing as the rays pass beyond the void
into the FLRW “background”. The flow does not go away entirely however, as it is
also an integrated effect. The evolution of intervening structure will affect the light
path, and thus the apparent motion of a source. Figure 4.13 shows full sky maps of
the area distance on two redshift slices, namely z = 0.3 and z = 0.7. In both slices
(and all others not shown) we see axial symmetry on the sky, as expected for an off
centre observer in a spherically symmetric spacetime. As in figure 4.11, we see the
effect of the void is to increase the area distance for a given redshift. The apparent
motion on the same two slices is shown in figure 4.14. Again, we see axial symmetry,
as expected. The flow that is diverging away from the axis of symmetry is associated
with the expanding void, which confirms what we expect to see. Further away there is
flow toward the axis of symmetry. This is due to the observer having a slight motion
relative to the background.
Moving beyond spherical symmetry, we investigate some Szekeres models with
dipole variation. In run #3a we consider a strongly inhomogeneous quasi-spherical
Szekeres model, where the spatial sections are foliated with 2-spheres which have a
density dipole. The evolution of the LT-density is shown in figure 4.15 as a function of
comoving radial coordinate (top), and areal radius (bottom). The observer is placed
at r = 1, corresponding to the rightmost point in the top plot, and the crosses in
the bottom plot. In both plots we see a central over-density that is expanding and
4.4 Results 53
becoming less dense with cosmic time. This however does not show the structure of the
inhomogeneity caused by the dipole variation. As we did for run #2a, we plot the line
of sight density, figure 4.15, area distance, figure 4.17 and apparent motion, figure 4.18,
as a function of redshift. We see that some rays pass through some relatively overdense
regions. Also, there is some considerable cosmic flow across the sky, with the apparent
motion reaching tens of arcseconds per year. The observer’s sky maps of the area
distance, figure 4.19 and apparent motion, figure 4.20, both show asymmetric structure,
as we expect for a Szekeres model with {S, P,Q} variation. At z = 1 the area distance
looks like its close to spherical symmetry, with a small off-axis structure, but by z = 3
the intervening inhomogeneity has produced a large crescent shape in the map. The
divergent flow pattern around the central axis is due to the central overdensity that is
expanding, but it also contains some substructure due to the inhomogeneity. The flow
at the very centre is not symmetric. All these seem consistent with what one might
expect to see in a Szekeres model. For a more intuitive picture of the LT and Szekeres
runs, see the schematics in figure 4.21. In these we contrast the spherically symmetric
LT results with the ϵ = +1 Szekeres models. Deviations away from spherical symmetry
cause an off-centre observer to no longer see axial symmetry on the sky, with flow
towards the overdensy is enhanced. The results from run #3b are qualitatively very
similar to those of #3a and so we do not show them here.
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Fig. 4.3 Magnitude of k and êχ̂ from Run#1a The top panel shows the null-
ness/magnitude of k versus χ̂, for three different forms of the null geodesic equation,
along a single line of sight. The red and green curves are the result of numerically
integrating (4.61) (4.62) and (4.63) (4.64), respectively, and the black curve is the
result from (3.10) with (2.1). In all cases the integrator tolerance was set to the same
values. All curves have growing oscillations about zero, but the solution in Szekeres
coordinates does a better job of staying null. The bottom panel shows the nullness of
êχ̂, which also has growing modes. All the curves however remain within the expected
cumulative error of the integrator.
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Fig. 4.4 Distance Measures from Run#1a Top panel shows the both the area
distance (red curve) and diameter distance (green curve) alongside the FLRW analytic
solution (4.47), for a single radially directed ray. The curves are indistinguishable. As
expected in FLRW, the area distance and the diameter distance are identical. The
bottom panel shows the difference between the numerical results and the analytic
solution. Numerical errors in both solutions are well within the integrator tolerance.
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Fig. 4.5 Redshift from Run#1a The top panel shows the redshift versus χ̂ for a
single radially directed ray. The red curve is the numerical result from (4.18), and the
black is the analytic solution (4.46). Redshift begins to grow rapidly with χ̂ ≳ 0.35.
The difference between the two curves is plotted below. The numerical error oscillated
on one side of the analytic solution, and begins to grow around χ̂ ≳ 0.25, but remains
within the tolerance of the integrator.
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Fig. 4.6 Distance-Redshift Relation from Run#1a The top panel shows com-
parison of the area distance and the diameter distance plotted against redshift. As
expected in FLRW, they agree with each other. And the residuals are acceptably small.
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Fig. 4.7 Apparent Motion versus Redshift Run #1b The top panel shows the
dA vs. z for all 200 lines of sight from Run #1b. Lines are coincident, as expected
in FLRW spacetime. The bottom panel shows the difference between these and the




























Fig. 4.8 Area Distance versus Redshift from Run #1b Top panel shows the
dA vs. z for all 200 lines of sight from Run #1b. Lines are coincident, as expected
in FLRW spacetime. The bottom panel shows the difference between these and the
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Fig. 4.9 Late time density contrast from Run #2a The top panel show the LT
density contrast at t = t0 as a function of comoving radial coordinate, and the bottom
panel shows the same as a function of areal radius. In this run we place the observer
at r = 0.3, corresponding to the rightmost point in the top plot, and the right end of
each curve in the bottom plot
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Fig. 4.10 Line of sight density from Run#2a Top panel shows the density along
each line of sight, and the bottom plot shows the relative difference between each ray
and a reference ray near the pole. A few rays pass through a under-dense region near
r = 0. This can be seen in the bottom plot at z ≈ 0.6. The reference ray does not
see the void, since its toward the pole, and thus the density along its line of sight is






























Fig. 4.11 Area distance from Run#2a Top panel shows the area distance vs.
redshift and the bottom plot shows the difference between each ray and a reference ray
near the pole. Some of the ray pass through an under-dense region. This feature can
be seen in the bottom plot at z ≈ 0.6.
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Fig. 4.12 Apparent from Run#2a The top panel shows the motion in the ϑ̂-direction
and the bottom panel show the notion in the φ̂-direction. The feature in Figures 4.10
and 4.11 can be seen in the both plots at z ≈ 0.6. This corresponds to flow away from
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Fig. 4.13 Redshift slice of area distance from Run#2aTop panel shows the area
distance over the observer’s sky, at z = 0.3, and the bottom shows the same at z = 0.7.
The observer’s (ϑ̂, φ̂) coordinates have been transformed to latitude and longitude with
the (0, 0) aligned with the decreasing r direction at the observer.
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Fig. 4.14 Flow pattern from Run#2a Top panel shows the apparent motion over
the observer’s sky at z = 0.3, and the bottom shows the same at z = 0.7. The
observer’s (ϑ̂, φ̂) coordinates have been transformed to latitude and longitude with the
(0, 0) aligned with the decreasing r direction at the observer.
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Fig. 4.15 Late time density contrast from Run #3a The top panel show the LT
density contrast at t = t0 as a function of comoving radial coordinate, and the bottom
panel shows the same as a function of areal radius. In this run we place the observer
at r = 0.3, corresponding to the rightmost point in both plots.
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Fig. 4.16 Line of sight density from Run#3a Top panel shows the density along
each line of sight, and the bottom plot shows the relative difference between each ray
and a reference ray near the pole. A few rays pass through a under-dense region near
r = 0. This can be seen in the bottom plot at z ≈ 0.6. The reference ray does not
see the void, since its toward the pole, and thus the density along its line of sight is



























Fig. 4.17 Area distance from Run#3a Top panel shows the area distance vs.
redshift and the bottom plot shows the difference between each ray and a reference ray
near the pole. Some of the ray pass through an under-dense region. This feature can
be seen in the bottom plot at z ≈ 0.6.
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Fig. 4.18 Apparent from Run#3a The top panel shows the motion in the ϑ̂-direction
and the bottom panel show the notion in the φ̂-direction. The feature in Figures 4.10
and 4.11 can be seen in the both plots at z ≈ 0.6. This corresponds to flow away from
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Fig. 4.19 Redshift slice of area distance from Run#3aTop panel shows the area
distance over the observer’s sky at z = 0.3, and the bottom shows the same at z = 0.7.
The observer’s (ϑ̂, φ̂) coordinates have been transformed to latitude and longitude with
the (0, 0) aligned with the decreasing r direction at the observer.
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Fig. 4.20 Flow pattern from from Run#3a Top panel shows the apparent motion
over the observer’s sky at z = 0.3, and the bottom shows the same at z = 0.7. The
observer’s (ϑ̂, φ̂) coordinates have been transformed to latitude and longitude with the
(0, 0) aligned with the decreasing r direction at the observer.
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Fig. 4.21 Fluid flow schematic for LT and Szekeres models A schematic diagram
showing an observer, two sight-lines, and fluid flow for LT (top) and Szekeres (bottom)
runs. Expanding cells of matter are represented by black circles with arrows, and the
dashed blue line represents a surface of constant redshift. In the LT case the observer
see axial symmetry on the sky. In the Szekeres case there is a non-radial overdensity
represented in red, which destroys axial symmetry from the perspective of the observer.
Chapter 5
Conclusions
The measurements of large scale bulk flows transverse to our line of sight remains an
elusive goal in cosmology. Should future experiments reach the requisite sensitivity
and such observations are made, it will open a new window onto the Universe through
which we could potentially constrain cosmological models. In order to do this, of
course, it is vital that one is able to calculate what to expect from a particular model.
Here we have developed a framework for doing just this — calculating observables
for an arbitrarily placed observer, in an arbitrary spacetime, in coordinates that are
natural to the observer. This involved setting up a coordinate system at the observer,
propagating the basis down the PNC with the geodesic deviation equation, and then
constructing the observables from the result. In particular, we have derived expressions
for the flow across the observer’s sky as a function of redshift, which may be useful if
we are ever confronted with transverse bulk flow data from future experiments. We
also incorporated into our framework an expression for the area distance from the
literature.
To investigate a concrete example, we have applied our method to the Szekeres
metric and developed code in MATLAB to implement the procedure numerically. This
involved solving 20 very messy 2nd order ODEs, subject to 40 initial conditions. Using
the code we performed a number of simulation runs, calculating observables in all
directions on the observer’s sky, out to some chosen redshift. From this we are able to
inspect the output along a line of sight or over the whole sky on a particular redshift
slice.
We tested our code on a number of FLRW models with different geometries and for
various metric coordinate choices, and found good agreement with analytic solutions.
For all lines of sight down the PNC the apparent motion was numerically zero, as
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expected in FLRW, and the redshift versus affine parameter agreed with analytics
(within the tolerance of the numerical integrator)1.
Although no comparisons with analytics were done for LT models, we did find
qualitative agreement with what one would expect. That is, central void models
appeared to be expanding for an off-centre observer. Moreover, we see axial symmetry
on the sky, as expected for a off-centre observer in a spherically symmetric model. In
the void model, which was a relatively weak void, we found some appreciable flows
across the sky, while the area distance showed little deviation between the rays. This
seems to hint that transverse flows are very sensitive to the surrounding matter density,
and is encouraging for potential future observations of cosmic flow.
We investigated a few Szekeres model setups with no symmetries. Although for
these models there are no known analytic solutions and so knowing exactly what to
expect is tricky, we do find the on-sky patterns made by the observables look somewhat
like what one might expect in the ϵ = +1 case. That is, the breaking of spherical
symmetry. In the ϵ = −1 case know what to expect is even less obvious. And although
what we found in the simulations didn’t differ greatly from the ϵ = +1 case, there is
scope for further exploration of these models, to see wether any novel observational
features present themselves. Exploring models built from realistic initial/final data
may provide valuable insight into what patterns on the sky to expect, and weather
they will be observable.
To summarise, we have developed a framework to calculate the observables in a
arbitrary spacetime, applied it to the Szekeres metric, and implemented it in numerical
code. The code was validated with FLRW analytic solitons, and appears to be working
correctly. We investigated some LT model setups, and these qualitatively agree with
what we expect. This leaves many interesting possibilities to investigate using the code
in future. Some of them may include drawing comparisons with perturbation theory in
order to quantify non-linear GR effects, investigating non-spherical collapse, or even
the effect of large scale structure on observations. It will also aid in model building,
allowing for proposed models of structure to be tested, and refined or eliminated,
directly from observations. For example, if a Szekeres model is constructed from
some initial and final data, using the process of [85], so that it is in agreement with
CMB constraints and present day statistics, one could determine its appearance for
1We also spent some time deriving an expression for the diameter distance in terms of our
propagated basis vectors, with which we found nice agreement with FLRW analytic solutions. But
when moving to LT models, we found this expression began to fail. We then realised that this
is because the diameter distance will suffer from aberration in a spacetime that is not maximally
symmetric, and so decided to work with the area distance, which does not share the same flaw.
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comparison with observations of similar structures. And in the long term, should one
embark on a “Metric of the Cosmos” approach using Szekeres models, our program
would provide valuable input data for the inverse problem, allowing one to asses the
efficacy of such a method.
Part II
To Kill a Surfer
Chapter 6
Introduction
By building on the solid foundation of General Relativity (GR), and including a
cosmological constant as dark energy and weakly interacting particles as dark matter,
the Λ-Cold-Dark-Matter model (ΛCDM) has done an astounding job of explaining all
cosmological observations with a minimal amount of parameters. Its strong predicitvity
and relative simplicity has thus seen it emerge as the standard model of cosmology.
Currently numerous cosmological experiments are being designed to test the predictions
of ΛCDM to unprecedented accuracy. There is, of course, the possibility the these
experiments will reveal new degrees of freedom in the gravitational sector, and this has
led to much research in “beyond-the-standard-model” physics. Among the simplest
modifications to GR is to add a single scalar degree of freedom to the theory, in which
case the gravitation force is mediated not only by a spin-2 graviton, but also a spin-0
scalar which couples to matter. Light scalar fields have indeed become quite ubiquitous
in many theoretical cosmological models aimed at explaining the dark sector.
The existence of these scalars in Nature is typically motivated from two viewpoints;
“top-down” and “bottom-up”. In the bottom-up view, scalars are simply introduced
ad-hoc into a theory to resolve some discrepancy between the predictions of the theory
and ones observations. A good example of this is the late time acceleration of the
Universe, which requires some ingredient beyond GR in order for predictions to agree
with observation. While adding a cosmological constant to GR does seem to do the job,
there are several examples where an additional scalar degree of freedom can achieve
similar agreement [113]. In this case the scalars are assumed to exist in the low-energy
effective field theory (EFT) of some unknown ultraviolet (UV) completion of gravity.
In the top-down view, scalars are seen to emerge quite naturally from a number of more
fundamental high energy theories. For example, in the low energy limit of string theory,
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scalars manifest as light moduli which couple to gravity after string compactification
[114].
Whatever the motivation, adding a scalar degree of freedom to the gravitational
sector will necessarily alter dynamics of any gravitationally interacting system. This is
because the scalar will affect spacetime geometry, and thus the path which particles
will follow. If these additional fields are to play any important role in cosmology they
must be relatively light, with a mass on the order of the Hubble scale or less in order
to evade Yukawa suppression. This ensures the field can mediate long range forces.
At first sight it seems this possibility should not be allowed, since light scalars that
couple to matter with gravitational strength cause O(1) deviations from GR which is
in direct conflict with local test of gravity. Solar system tests have placed extremely
tight constraints on gravity, with the Cassini spacecraft constraining deviations from
GR to O(10−5). And in laboratory experiments possible deviations from Newtonian
gravity are contained to be O(10−12) [115]. Thus, if light scalar fields are to play an
important role in gravitational interactions on cosmological scales they must possess
some mechanism that enables them to evade local tests.
Originally conceived to solve the moduli stability problem in string theory, chameleon
theory [116, 117] is one of a few scalar-tensor theories to receive much attention in
recent years, owing to it appealing screening mechanism. Chameleons were constructed
using a bottom-up approach, with the form of the potential and the matter coupling
chosen in such a way to give the desired screening effect. A conformal coupling to
matter ensures that the potential felt by the chameleon field depends not only on the
bare self-interaction potential V (ϕ), but also on a contribution from the local matter
density, ρ. This produces a density dependant minimum in the effective potential, and
from which it follows, the field acquires a large mass in regions of high density and a
small mass in regions of low density. Since a small mass corresponds to a long Compton
wavelength, the field can only mediate long range forces in low density regions.
Although there is no known chameleon model that can explain the late time
acceleration of the Universe [118, 119], it remains an interesting tool to locally suppress
the forces coming from scalars coupled to matter. The subtle ability of the chameleon
to screen itself in certain environments has led to some novel experimental tests.
Astrophysically, chameleons can alter the internal dynamics of some dwarf galaxies
[120, 121], as well as the stellar evolution therein [122–124]. In the lab, experiments
like Eot-Wash search for deviations in the inverse-square law down to ∼ 50µm, and
have been able to constrain the chameleon parameter space [125, 126]. More recently
it has been shown that near future cold atoms experiments using atom-interferometry
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have the ability to access a large proportion of the chameleon parameter space [127]. If
chameleons couple to the electromagnetic field then they will undergo chameleon-photon
oscillations when propagating in through a magnetic field, and lab experiments like the
GAMMeV Chameleon Afterglow Search (CHASE) [128, 129] and Axion Dark Matter
Experiment (ADMX) [130] look for the afterglow from these oscillations. In addition,
chameleon-photon mixing can occur deep inside the Sun [131] and affect the polarisation
spectrum from distant astrophysical objects [132]. Collider signatures, particularly the
effect of chameleons on the production Higgs particles, has also been calculated [133].
The strongest signatures of chameleons are predicted in very low density environments
where small bodies that are screened in the laboratory are expected to be unscreened.
Future space based tests like the MicroSCOPE [134] mission and STE-QUEST [135]
will test the Equivalence Principal to an accuracy of O(10−15), and are expected to
give the tightest constraints on the model.For a nice synopsis of the current constrains
on the parameter space see [136].
In order for any particular cosmological theory to be accepted as a viable model
it is important that it satisfy some philosophical considerations, such as naturalness
and the fine tuning of initial conditions. One should be able to show that the relevant
cosmological solutions are stable in both the classical and quantum sense, and that
they are attractors for a wide range of initial conditions. It is not desirable for a theory
to need very specific initial conditions to explain observations. This is considered a fine
tuning problem. It has been shown that Big Bang Nucleosynthesis (BBN) constraints
on the variation of particle masses, in the context of chameleon theory, impose the
further requirement that the chameleon field find the minimum of its effective potential
by the onset of BBN [137]. This limits viable initial conditions of the theory.
In the radiation dominated epoch one might naively assume that the scalar essen-
tially decouples from matter since its evolution is sourced by the trace of the energy
momentum tensor. However, in a more realistic model of the early Universe the
quantity Σ = (ρ − 3p)/ρ, which we refer to as the kick function, can temporarily
become non-zero whenever a massive particle species becomes non-relativistic. When
one accounts for all Standard Model (SM) particles, this generates four distinct kicks
in the trace of the energy momentum tensor as a function of Jordan frame temperature
[137, 138]. Peaks in the kick function occur at when the temperature of the radiation
bath is approximately equal to the mass of a particular particle species. At temperature
higher than the mass, the particle is relativistic and does not contribute to Σ, and at
temperatures less than the mass, the particle is Boltzmann suppressed and does not
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contribute to Σ. At the peak of the kick the deviation away from zero can be O(0.1),
and therefore can significantly affect the evolution of the field.
Chameleon cosmology was first considered in [137], where it was shown that
ϕ = ϕmin(t) is a stable dynamical attractor, and by considering the effect of the
kicks, the authors showed that the attractor is approached for a wide range of initial
conditions. This was however not quite the full picture. Later on in [138, 139] it was
pointed out that the dependance of Σ on Jordan frame temperature permits another
cosmological solution to the equation of motion for the scalar, the surfer solution,
which has an adverse effect on chameleon cosmology. The solution is characterised
by constant Jordan frame temperature which has the effect of prolonging the kick
function, and driving the field to the minimum of its effective potential a high velocity.
Once the minimum is reached the chameleon starts to climb up bare potential, causing
rapid variation in the mass of the field and the excitation of high energy modes. This
signals the breakdown of the effective field theory (EFT). Analyses indicate that the
surfer is a stable dynamical attractor for a wide range of initial conditions, which cast
doubt on any classical treatment of chameleon cosmology in the early Universe.
One might take the view that the chameleon EFT is not valid as far back as BBN,
and thus the analysis of [138, 139] does not apply. However, we take the view that any
viable alternative to GR must be valid as far back as BBN and thus consider a high
energy correction to the chameleon action. The purpose of this work is to demonstrate
that a consistent UV correction to the chameleon action can stabilise the evolution
of the scalar in the presence of SM kicks, thereby alleviating any need to strongly
constrain the matter coupling. We consider a UV correction of the Dirac-Born-Infeld
(DBI) type, and emphasise that the structure is stable against quantum corrections,
even when non-linearities become important. It is cruicial that the corrections we add
to the action represent a healthy EFT, since we are trying to address the breakdown
in calculability.
The outline of this part of the thesis is as follows: Some basic ideas and problems
of modern cosmology are presented in §7, including the cosmological constant problem
and dark energy, some principal of EFT and scalar-tensor gravity, and screening
mechanisms. Basic principals of chameleon gravity are presented in §8 and the
cosmological implications thereof in §9. The DBI modification to the chameleon is
presented in §10 and the results from numerical simulations in §11.
Chapter 7
Some Preliminary Considerations
Here we review some basic concepts common in modern cosmology, as well as some
problems, with the intention of providing some context to the material presented in
the following sections.
7.1 Effective Field Theories
While QFT predicts non-gravitational phenomena very accurately, and classical GR
does really well for gravitational systems, these two pillars of modern theoretical physics
have proven really difficult to unite in to single framework. Such a unified framework
is indeed necessary if one wishes to quantify the effects quantum mechanical processes
have on any classical theory of gravitation. In the modern view, it is the language of
EFTs that allow one to do this.
The most appealing feature of EFTs is that they provide useful insight into the
low-energy phenomena of some full theory, without having to resolve the high-energy
behaviour. The key to understanding how this works is noting that predictions are
made in the context of a low energy expansion. Techniques that exploit the low-energy
approximation are best expressed using effective Lagrangian methods. These take
advantage of the simplicity of the low energy limit as early in the calculation as possible
- from the action. This can greatly simplify calculations that would otherwise be really
difficult. There are also conceptual benefits to this method - it clearly separates effects
at different scales. It does however rely on the existence of a certain decoupling limit,
which separates high from low energy phenomena.
After fields are promoted to operators, such expansions are typically written in
powers of E/ΛUV , the ratio of operator energy to the high energy cutoff. So long as the
expansion variable remains small, E/ΛUV ≪ 1, the expansion is valid and the theory
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remains predictive. In addition, the expansion can be truncated to encapsulate only
the relevant terms. Consider the action [140]







where the operator On has dimensions [mass]n with n > 4. Operators that scale like
(E/Λ)α, for some α, are said to be suppressed by the strong coupling scale, and are
thus dubbed irrelevant in the low-energy limit. On the other hand, operators contained
in Llow-energy that are not suppressed by the strong coupling scale are said to be relevant.
In this case, Llow-energy will sufficiently describe the low-energy behaviour of the theory,
and the higher order terms can be neglected.
Thus, any QFT should be interpreted as an effective theory describing phenomena
only up to some ultra-violet energy cutoff, ΛUV , and above some length scale ΛUV −1.
In the context of Early Universe cosmology, this implies a given theory is only valid
as far back as when energy densities were on the order of ΛUV 4. Beyond these cutoffs
the effective theory no longer makes sense and cannot be trusted as new degrees of
freedom are expect to become relevant. At this point a more fundamental theory is
needed. Even GR should be viewed effective theory valid up to a high energy cutoff,
namely, the Planck scale MPl. In the low energy regime of GR, the size of the quantum
corrections are very small and can consistently be neglected. However, near black
holes and cosmological singularities, where energies are high, quantum corrections are
expected to become significant [141]. Extending classical GR plus a scalar field past
the Planck scale, one begins to run into conflict with quantum field theory (QFT).
This is because the RMS energy contained in vacuum fluctuations of the scalar field
goes like E ∼ 1/R, and extending the theory below R ≲ M2PlR implies that energy
within a small region goes like E ≳ RM2Pl. Now R is below the Schwarzschild radius,
meaning that spacetime is strongly curved - corresponding to the existence of black
holes. This is unavoidable and there seems to be no way of handling this spacetime
foam within the context of GR and field theory [142]. For this reason it has become
the modern view that theories of gravity are effective ones, even GR.
7.2 The Problem with Concordance
Observations over recent years have provided much convincing experimental evidence
for the accelerated expansion of the Universe. These include the observation of distant
supernovae [143–146], analysis of the cosmic microwave background [147–149], and
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of the large scale structure [150–153]. It has become quite hard to dispute that we
are undergoing a phase of accelerated expansion. While all these observations are fit
well within standard ΛCDM paradigm, some persisting theoretical concerns about
concordance cosmology remain. One such concern is that theory is only concordant
with the observations if the value of cosmological constant is set to be Λobs ∼ MPlH0 ∼
(10−3eV)4, which translates to
Λobs ∼ 10−120M4Pl (7.2)
in natural units. This exceedingly small value is referred to as the cosmological constant
problem. It’s not just that Λobs is small in natural units, but rather, it does not posses
a mechanism which makes its stable against quantum corrections. To contrast, in the
case of the mass of the electron, which is also small in the applicable units, chiral
symmetry suppresses quantum corrections by factors proportional to the mass, and
so do not come to dominate over the small bare value. The small value of the bare
mass is then said to be technically natural (in the t’Hooft sense). This is not the
case for the cosmological constant. The SM particles that are known to exist are
expected to produce a large contributions to Λ in the form ⟨T µν⟩ ∼ ⟨ρ⟩gµν [154]. The
size of this contribution can be estimated by modelling the SM fields as a collection of
simple harmonic oscillators, and summing over their zero-point energies. This gives
⟨ρ⟩ ∼ ΛUV 4, where ΛUV is the high cutoff for the standard model of particle physics.
Choosing the cutoff based on SM matter experiments to be ΛUV ∼ 1TeV, one finds
that the expected size of the quantum corrections to the bare cosmological constant
are approximately
Λtheory ∼ 10−60M4Pl. (7.3)
This is some 60 orders of magnitude larger than the observed value. One possible
resolution is if the quantum corrections coming from SM matter fields exactly cancels
the bare value of the CC, to 60 decimal places, leaving the small residual that we infer
from observations. This would be some extreme fine tuning, and seem most unlikely. In
light of this rather disturbing problem, there have been many attempts to explain how
the cosmological constant could be so small. A game of finding a mechanism that can
make the cosmological constant small without fine-tuning. Some of these approaches
exploit anthropic explanations as a way out of the problem, such a landscape cosmology
and the multiverse [155–157]. While these might be an appealing resolution to some,
as yet they don’t produce testable predictions. The lack of dynamical solutions to this
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problem in GR has led theoreticians to look “beyond the standard model” by studying
extensions to the ΛCDM framework.
Related to the cosmological constant problem is the coincidence problem. The
coincidence being that the energy density of the cosmological constant is very close to
that of matter today. Finding a mechanism which explains that, without fine tuning,
is also challenging.
7.3 Dynamical Dark Energy
It turns out that GR is quite special, and one really does need to add some more
ingredient to get some new dynamics. The theory represents the only interacting,
Lorentz invariant, masses, spin-2 particle. This implies that new gravitational physics
requires new degrees of freedom [158]. The simplest extension is to add a Lorentz
scalar to the theory, as is done in dynamical dark energy models. In these models,
much like in inflationary models, a scalar field drives cosmic acceleration as it slowly
rolls down its potential. Of the many dynamical dark energy models, the simplest are











2 − V (ϕ)
]
+ Sm (Ψ, gµν) (7.4)
where ϕ is the quintessence field, V (ϕ) is the potential, and Sm is the SM matter action
which is a function of the matter fields Ψ and the metric gµν . Here the field minimally
couples to the metric via the canonical kinetic term, (∂ϕ)2. This alters the source
term in the field equations for gµν to include a contribution from a “scalar fluid” with
effective equation of state
wϕ =
ϕ̇2 − V (ϕ)
ϕ̇2 + V (ϕ)
≈ −1 (7.5)
in the slow roll regime. This then drives cosmic acceleration in a way very similar to the
cosmological constant, whose equation of state is constant at wΛ = −1. For a wide class
of potentials these models have the desirable tracking solution, which ensures that the
energy density in the field “tracks” that of matter.1 This goes some way to explaining
the coincidence problem, however fine-tuning issues still persist since one must choose
a very particular form of the potential to ensure that the “cosmological constant” is at
its observed value today. Generalisations of quintessence (and inflationary) models,
1The Rattra-Peebles potential presented in §8.1 has this property
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sometimes called P(X) models, modify the kinetic term in the Lagrangian by making it
a function of the canonical (∂ϕ)2 term. These are often called K-essence in the context
of dynamical dark energy and K-flation in the context of inflation. All cases have the
field driving accelerated expansion phase.
In all these models the field must be weakly coupled to matter in order to avoid 5th
force constraints from the very well tested Lab and Solar System experiments. This
implies that if they are to couple with gravitational strength such theories need to hide
their scalar degrees of freedom in regions where stringent constraints apply. A screening
mechanism is needed to suppress deviations from GR in high density environments,
while light on cosmological scales so that it can drive acceleration.
7.4 Scalar-Tensor Gravity
Scalar-Tensor theories were first investigated by Jordan [160] when he embedded a 4-D
curved manifold into 5-D flat space. He showed that a constraint, in the form of a
4-D scalar naturally arises when formulating projective geometry. This gave rise to
a space-time dependant gravitational “constant”, in line with the argument of Dirac
[161], and mades links to the 5-D theory of Kaluza and Klein [162]. The Lagrangian in







+ Lm (φJ ,Ψ) (7.6)
where φJ(x) is the scalar field, and γ and ω are constants. Here, the matter Lagrangian,
Lm, is a function of the matter fields and the scalar field. This marked the birth of
scalar-tensor gravity, with the introduction of the non-minimal coupling term φR.
Jordan’s line of research was later taken over by Brans and Dicke [164]. They
demanded that the matter Lagrangian be decoupled from the scalar, so that the theory
respects the Weak Equivalence Principal. After some redefinition of the fields in (7.6),
they proposed a Lagrangian of the form
LBD = φR −
ω
φ
(∂φ)2 + Lm (Ψ) (7.7)
where ω is a constant. Here, the non-minimal coupling term replaces the standard
Einstein-Hilbert term of GR, LEH = R/16πG. By comparing the two one can see that
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the scalar can be interpreted as an effective gravitational constant
φ = 116πGeff
. (7.8)
From this it should be clear that this action is not the same as simply adding a kinetic
scalar term to the Einstein-Hilbert action, as is done in dynamical dark energy models.
The non-minimal coupling now alters the left hand side of the field equations for the
metric.
The action can be transformed into a form that more closely resembles GR. Consider











F (ϕ̃)R̃ − g̃µνZ(ϕ̃)∂µϕ̃∂νϕ̃− 2U(ϕ̃)
]
+ Sm [g̃µν , ψ] (7.9)
where {F,Z, U} are arbitrary functions of the scalar field. Here we interpret U as the
self-interaction potential. Between these three functions there are only two physical
degrees of freedom, since one has freedom to redefine the scalar field. In order for the
graviton to carry positive energy one must have F > 0. The matter action, Sm, is a
function of the Jordan frame metric, g̃µν . This means that this is the frame in which
matter minimally couples to the metric, and ensures that the WEP is obeyed. This is
referred to as the Jordan frame. By performing a conformal transformation,
gµν = F (ϕ̃)g̃µν , (7.10)
one can eliminate the non-minimal coupling term in (7.9). This is usually called
moving to the Einstein frame, where the action can be re-expressed in terms of the
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2See Ch.3 in [163] for details calculations
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A(ϕ) = F−1/2(ϕ̃), (7.13)
2V (ϕ) = U(ϕ̃)F−2(ϕ̃). (7.14)
Now V is interpreted as the Einstein frame potential and A is referred to as the
conformal factor. The strength of the coupling between the scalar field and matter is
characterised by
α(ϕ) ≡ d lnAdϕ . (7.15)
Now the left hand side of the field equations for gµν , resulting from the variation of
(7.11), will be the same as in GR.
Both the Einstein and the Jordan frames are useful to study. In the Jordan frame
matter minimally couples to the metric, and this metric defines the length and time
measured in the laboratory, giving observations their standard interpretation. In the
Einstein frame the kinetic term has been diagonalised so the spin-2 and spin-0 degrees
of freedom are perturbations of gµν and ϕ, respectively, making structure of the theory
more evident. The physics between the frames is however invariant. For example, a
time variation of the scalar field would be interpreted in the Jordan frame as a varying
gravitational constant for particles of fixed mass. On the other hand, in the Einstein
frame this would be interpreted as a fixed gravitational constant and varying particle
masses. The physical observable which is Gm2 , would however vary in the same way
in both frame.
7.5 Classifying Screening Mechanisms
The mechanisms by which a theory screens 5th forces can be classified in a couple of
different ways. By seeing how the fields in the Lagrangian relate to the static potential
around a perturbation , one can classify them according to their force laws. Consider
a Lagrangian of the from [158]
L = −12Z
µν (ϕ, ∂ϕ, ...) ∂µ∂ν − V (ϕ) + g(ϕ)T µµ , (7.16)
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where Zµν schematically encodes derivative self-interactions, T µµ is the trace of the
matter energy momentum tensor and g(ϕ) is the coupling between the field and matter.
Variation of the action leads to a wave equation for ϕ, which can be split in into
background and perturbation bits. Assuming a non-relativistic source allows one to
write the trace as T µµ = −ρ. For a single point particle one can write the energy
density in terms of a delta function, ρ = Mδ3(x). Expanding the solution about the
background, ϕ = ϕ̄+φ, and assuming a diagonal metric, one arrives at the equation of












where cs is the sound speed. This is just the Klein-Gordon equation for a massive
scalar propagating in absence of a potential. Here the background value of the field ϕ̄ is
set by other background quantities, say, the Newtonian potential Φ, or the background
matter density ρ̄. Neglecting spatial variations in ϕ̄ over the scales of interest, one
finds the static potential







Since this potential is negative the force is positive, as it should be for a scalar.
Examining above one can now see that, with all parameters O(1), any light scalar
will mediate a long range force Fφ ∼ 1/r2. Fortunately the parameters {m,Z, cs, g}
are all a function of the background value of the field ϕ̄, and so by making them
environmentally dependant, they can help achieve screening. Three such mechanism
are known to work
• Weak coupling: Screening can be achieved if the coupling to matter g is let to be
function of the environment, with it being small in regions of high density and
large in regions of low density. The symmetron mechanism is an example of this
class.
• Large mass: Allowing the mass of fluctuations m(ϕ̄) to depend on the environment
also leads to screening. If the mass becomes large in regions of high density the
potential will be Yukawa-suppressed, and the scalar can only mediate very short
range forces. This is exactly how the chameleon mechanisms works
• Large inertia: Making the kinetic function Z(ϕ) large environmentally leads to
two types of screening. Kinetic screening applies when the first derivatives of
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the field become important, and Vainshtein mechanism when second derivatives
become important. In both cases Z(ϕ) becomes large, and the potential is
suppressed.
Another more phenomenological scheme exploits the nature of the screening criterion
to classify the screening mechanism, which is often better suited to astrophysical and
cosmological observations.
• Screening set by ϕ: This class achieves screening from self interaction of the
field, governed by the potential V (ϕ). Thus the local value of the field dictates
weather or not non-linearities develop and screening occurs. This is the case for
the chameleon, symmetron and dilaton screening. These are all example where
the scalar develops either a high mass, weak coupling or strong self-interactions
in region of high Newtonian potential. Thus the scalar force is suppressed in
region where the local Newtonian potential is above some critical value Φ > Λ.
Mapping out the gravitational potential smoothed over some scale thus gives an
indication of which regions are likely to be screened.
• Screening set by ∂ϕ: In this class screening happens when derivative self-
interactions become important, i.e. when ∂ϕ ≥ Λ2. Example of this include
K-mouflage and DBI type P(X) theories. The scalar force is thus suppressed
in regions where the acceleration a = −∇Φ is above some critical value. That
is |∇Φ| ≥ Λ2. Thus, mapping the gravitational acceleration gives insight into
which regions will be screened. These theories have been used in attempts to
construct a relativistic MOND theory [166].
• Screening set by ∂2ϕ: Here, second derivatives become important to the dynam-
ics, ∂2ϕ ≥ Λ3, while higher order derivatives remain small. This includes the
Vainshtein mechanism. The fifth force shuts off when the density or curvature
R ∼ ∇2Φ is above some critical value . That is ∇2Φ ≥ Λ3. Thus mapping the
curvature smoothed over some scale will indicate weather a region is screened or
not.
As one might expect, the DBI chameleons presented in this work will exhibit
screening properties that fall into the first and second classes above.
Chapter 8
Chameleon Gravity
Some of the basic features of the chameleon model are reviewed in this section, going
from the action to the equations of motion, highlighting some features applicable to
cosmology along the way. Much of the contents in this section will inform the derivation
of the DBI-chameleon in §10.
8.1 Action and Frames
Broken into its component Lagrangian densities, the Chameleon action in the Einstein





















µϕ− V (ϕ) , (8.3)
where MPl is the reduced Planck mass, V (ϕ) is the self-interaction potential, g is the
determinant of the Einstein frame metric gµν , which is associated with the Ricci scalar
R. LEH is the standard Einstein-Hilbert term which gives rise to GR, and Lϕ is the
Lagrangian for a scalar field in a potential, with canonical kinetic term (∂ϕ)2. Lm is
the Lagrangian density for the various SM matter fields, ψ(i), which are a function
of the metric g̃(i)µν . This is to say that particles (i.e. excitations of the matter fields)
follow geodesics of the Jordan frame metric g̃(i)µν . It is related to the Einstein frame
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metric gµν by the conformal transformation
g̃(i)µν = e2βiϕ/MPlgµν , (8.4)
where βi a dimensionless coupling constant. This coupling can, in principal, be different
for each matter species. In this case there are many Jordan frame metrics, one for each
species, which explicitly violates the WEP. Although it is most common to consider
universally coupled chameleons, as we do in §9, in this section we will remain as general
as possible and keep the subscript-i for the various matter species.

























In addition, it has been noted that V (ϕ) can behave like an effective cosmological
constant, driving the late time cosmic acceleration [137]. One such potential that
satisfies the conditions above is the inverse power law, or Ratra-Peebles potential. It
has the form






where M has dimensions of mass and n > 0. With this potential, common in
Quintessence modes, the energy density in the scalar has the neat ability to track
the matter/radiation energy density at early times, and come to dominate at late
times. By choosing M and n appropriately one can tune the potential to match current
observations of the dark energy scale. Another common choice is the exponential
potential






where M is as above, and directly sets the dark energy scale. This potential is however
considered to suffer from the same fine tuning issues as the cosmological constant, since
M is chosen “by hand” to match observations [167].
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8.2 Field Equations
Applying the principle of least action to (8.1), the variation can be written




















When we demand the variation be zero, each set of terms in brackets in (8.9) will
yield Field Equations, one for the tensor field describing the geometry, gµν , and one the
scalar field, ϕ, describing the chameleon. We will see that the field equations for the
geometry will resemble the EFEs with an additional source term coming from the EMT
of the scalar, and the scalar field equation will resemble the Klein-Gordon equation.
8.2.1 Geometry Part
The first bracket of (8.9) gives the tensor field equations. Variation of the Einstein-




















































This is just the Einstein tensor Gµν from GR. Since SM matter fields do not couple
to the Einstein frame metric directly, but rather to the Jordan frame metric via the
conformal transformation (8.4), the variation of the matter action is now different from











































where T̃ (i)µν is defined as in (D.3). Variation of the scalar sector with respect to the
































where T ϕµν is given explicitly by the last line of (D.11). Collecting together all of the
terms (8.10) (8.11) (8.12) with (8.9), and demanding that the variation of the action
with respect to the inverse metric is zero, one finds a familiar field equation for the
geometry,






Gµν ≡ Rµν −
1
2gµνR (8.14)
is the Einstein tensor of GR. While (8.13) resembles the Einstein Field Equations, the
main difference is that the evolution of the geometry is sourced not by SM matter, but
rather, by a combination of scalar field “matter” and conformally coupled SM matter.
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8.2.2 Scalar Part
Since the Ricci scalar is purely a function of the Einstein frame metric and its derivatives,




The second term depends of the particular form of the Lagrangian density for the


































−g {−∇µϕ∇µδϕ− V,ϕ } δϕ, (8.16)
where we assumed symmetric metric, and used fact that the variation commutes with
the derivative operator. Integrating the first term in (8.16) by parts, and setting the
variation of the field to zero at the boundary, allows one to isolate the variation δϕ
















−g (∇µ∇µϕδϕ) . (8.17)
Substituting the result (8.17) into (8.16) allows one to write the variation of the scalar







−g {∇µ∇µϕ− V,ϕ } . (8.18)
The last term in (8.9) would be zero in the case of a minimally coupled scalar, since
the matter action would be purely a function of the geometry. However, owing to
conformal coupling (8.4), the matter fields in the Einstein frame are now a function of
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Combining (8.15), (8.18) and (8.19) with (8.9), and demanding that the variation with









4β/MPl = 0. (8.20)
Here we see difference from quintessence. The scalar is not free to evolve under its own
potential, but rather, it conformally couples to the trace of the Jordan frame energy
momentum tensor. Using the results from §D we can write the equation of motion for
the field purely in terms of Einstein frame quantities. Substituting (D.10) into (8.20)
yields
∇µ∇µϕ = V,ϕ +
∑
i




8.3 The Effective Potential
It is instructive to write equation of motion for the scalar in a more intuitive form.
Defining the effective potential to be





we see that (8.21) becomes
□ϕ = Veff ,ϕ . (8.23)
where □ ≡ ∇µ∇µ is the covariant d’Alemtertian operator. Now the scalar can be
interpreted as a free particle of unit mass moving in a one-dimensional (effective)
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potential. Given bare potential,V (ϕ), is monotonically decreasing, and if one has βi is
positive, the effective potential (8.22) will have a minimum at a particular filed value,
ϕ = ϕmin, which will change depending on the local energy density. See Figure 8.1 for






Fig. 8.1 A schematic representation of the effective potential for a single
matter coupling β = βi. The sum of the monotonically decreasing bare potential,
V (ϕ), and the monotonically increasing matter coupling term, ρ exp(βϕ/MPl), gives an
effective potential, Veff(ϕ), with a distinct minimum as a specific field value, denoted
ϕmin. The teal dot indicates the position of the minimum, and the light dotted line
indicates the value of ϕmin




ρi (1 − 3wi)
βi
MPl
e(1−3wi)βiϕ/MPl = 0. (8.24)
If the field has relaxed to the minimum, the mass of small fluctuations about ϕmin is
found by evaluating second derivative of the potential (8.22) at ϕmin, which is







One can see that (8.24) and (8.25) imply that the location of the the minimum, ϕmin,
and the mass of fluctuations about that minimum, m, will be a function of the local
matter density, ρi. Specifically, given that V,ϕ is negative and monotonically increasing,
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ϕ
Veff(ϕ)
(a) High density region
ϕ
Veff(ϕ)
(b) Low density region
Fig. 8.2 A schematic of the effective potential and its dependance on the
local density. The left pane shows the effective potential in a high density region,
with the value of ϕmin indicated by the light dotted line. To contrast, the right pane
show the effective potential in a relatively under-dense region. Because the matter
branch has become less steep, the value of ϕmin has increased to larger filed values.
Upon inspection one can see that the second derivative of the effective potential at the
various minima, and thus mass of fluctuations, will be larger in high density regions as
compared to low density ones.
while V,ϕϕ is positive and decreasing, it follows that larger values of ρi correspond
to smaller ϕmin and larger m. Figure 8.2 shows the effect of the local density on the
effective potential. Such behaviour is crucial for the chameleon screening mechanism
to be effective, since the interaction range of the fifth force decreases rapidly as m
increases, as is evident in (7.18). Thus, in regions of high density (8.25) becomes
large and fluctuations become Yukawa suppressed, while in low density regions the
Chameleon becomes light, and can mediate long range forces.
8.4 Thin Shell Effect
The density dependance of the chameleon mass gives the theory its screening properties
via the thin shell effect. This is rooted in the nonlinearity of the chameleon equation
of motion. By deriving a solution for the field in the presence of a compact object one
can see the thin shell behaviour manifest. Most solutions are approximations, linear or
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pseudo-linear, and break down at some point. It is when these non-linearities become
important that the thin shell effect comes into play. None the less instructive so derive
some approximate solutions.
Consider a static, spherically symmetric body of radius R, homogeneous density ρc
and mass Mc = 4πR3/3, which is surrounded by a homogeneous background density ρ∞.
Under these assumptions, and choosing a single matter coupling β = βi for simplicity,













ρc for r < R,
ρ∞ for r > R.
(8.27)
The value of the field which minimises the effective potential will now be different
inside and outside the body, which denote ϕc and ϕ∞ respectively. Thus, from (8.24)










βϕ∞/MPl = 0, (8.29)
and the corresponding mass of fluctuations about those minima, which are given by
(8.25), we denote mc = m(ϕc) and m∞ = m(ϕ∞). Thus, if the field finds its minimum,
it will have a greater mass inside the body relative to outside, provided ρc > ρ∞.
Solving (8.26) amounts to a boundary value problem. Requiring that the solution
is regular at the origin implies dϕ/dr = 0 at r = 0. Far from the body, r ≫ R, we
neglect all other contamination and assume the field to has relaxed the minimum of its
effective potential. Since ρ = ρ∞ outside the body, it is natural to impose ϕ = ϕ∞ as
r → ∞. This ensures that the chameleon force vanishes infinitely far away from the
body. Thus the boundary values are
dϕ
dr = 0 at r = 0,
ϕ → ϕ∞ as r → ∞ (8.30)
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Solutions to (8.26) essentially fall into two classes, called thin-shell or thick-shell
solutions. The applicable solution depends on the size and density of the body. By
size we mean radius of the object relative to the length scale m−1c .
For small bodies the quantity mcR is small and the linear approximation is valid.
Solutions can be thought of as small perturbations about the background field ϕ∞,
and thus one has ϕ ≈ ϕ∞ everywhere. The object is not big enough for the field relax
to ϕ = ϕc somewhere in the core, and there are thus gradients in ϕ throughout the
object. This is the so called thick-shell case.
The linear approximation starts to break down for larger, denser bodies, and non-
linear effects become important when mcR ≫ 1. In this regime the body is necessarily
much larger that the length scale 1/mc. One expects that all perturbations to ϕ will die
off exponentially quickly over a distance of approximately 1/mc, and thus ϕ ≈ ϕc will
be almost constant inside the body. And thus this region will contribute nothing to the
field outside. All variation in the field will take place within a thin shell of thickness
∆R ≈ 1/mc near the surface of the body - the only region which contributes to the
exterior. One can see from above that the criterion mcR ≫ 1 implies ∆R/R ≪ 1,
which is the condition for the thin-shell case.




























where the shell thickness is
∆R
R
= ϕ∞ − ϕc6βMPlΦc
(8.32)
and Φc = Mc/8πM2PlRc is the Newtonian potential at the surface of the object. Given





one should interpret ϕ as the potential field for this fifth force. From (8.31) we see that
both solutions have a Yukawa profile for a scalar of mass m∞, and thus long range
forces can couple to the body if ρ∞ is sufficiently low. However, the exterior profile for
a body with thin shell has a suppression factor of 3∆R/R, which means that one has
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ϕ ≈ ϕ∞ outside the body, and thus the gradient is zero. In this case the body is said
to be screened from fifth forces.
Although the above analysis is instructive, its not the full picture. It is important
to realise that (8.23) describes the microscopic, particle-level, field theory for ϕ, while
in many cases we are interested in the large scale, coarse grained, behaviour of the
theory. By treating solid objects as a collection of atoms of nuclear density surrounded
by vacuum, rather than some average density throughout the object, it has been shown
that the chameleon mechanism becomes much stronger. Thus, properly accounting for
the inherent nonlinearity of the screening mechanism opens up the possibility that light
cosmological scalars can couple to matter more strongly than gravity, i.e. β ≫ 1 [168].
8.5 Quantum Corrections
As discussed in §7.1, if one views the chameleon as an EFT, its important to check
that quantum corrections are small in the regimes of interest, so one can reliably trust
the predictions of the theory. Since the chameleon couples to gravity and matter fields,
one might be concerned wether the screening mechanism is stable against radiative
corrections to ϕ coming from matter/graviton loops. It has been shown that the mass






however, in practice the UV cutoff is very small, with ΛUV ∼ 10−32MPl for chameleon
and kinetic screening. This gives ∆m ≲ H0.
Considering the corrections to V (ϕ) from ϕ-loops, one finds substantial contributions
that limit the classical approximation. This allows on to bound the mass of the








where µ0 is an arbitrary mass scale, and the quantum corrected potential is given by
V1−loop(ϕ) = V (ϕ) + ∆V1−loop(ϕ). Choosing µ0 = m2ϕ, so as to make the logarithm zero,
does not ensure that corrections are always small. Since the mass depends of the value
of the field, at other densities corrections will become important.
8.5 Quantum Corrections 101
The size of the one-loop term can be used as a diagnostic for the breakdown of the
EFT. Once it becomes as large as the tree level term, and since there is no reason to
believe that the higher order terms will be suppressed, this signals the breakdown of the
classical approximation. Since the one-loop correction in (8.35) goes like ∆V1−loop ∼ m4ϕ,
quantum corrections will present problems when mϕ becomes large. This has allowed
constraints to be placed on the maximum mass before the classical description breaks.
This has been done independent of the form of the potential, in the context of lab
experiments. This is because lab experiments will have large masses, and thus it is
important for them to know if the theory is broken, although such bounds also apply
to cosmological chameleons. Specifically, when one requires that both ∆V ′1−loop/V ′ and








where ξ is the linearised coupling strength [169].
Chapter 9
Cosmological Chameleons
If chameleons are to be a consistent theory of gravity they must adequately describe
current cosmological observations. This section draws on results from §8 to derive
the background equations of motion applicable to our Universe. We consider some
cosmological solutions to these background equations, paying special attention to the
radiation dominated phase of the early Universe, and its implications on the viability
of certain initial conditions.
9.1 Background Equations
The universe is thought to be well described by the homogeneous and isotropic FLRW
metric on large enough scales, with the curvature parameter has been constrained from
the Planck satellite to be |Ωk| ≤ 0.005, implying that the universe is very close to flat.
Thus we adopt a flat FLRW background geometry, with line element
ds2 = −dt2 + a2(t)
(
dx2 + dy2 + dz2
)
, (9.1)
where a(t) is the scale factor which is a function of cosmic time, t. Associated with the
metric are 2 independent Christoffel connections
Γi0j = Γij0 = Hδij, Γ0ij = Ha2δij, (9.2)
where H ≡ ȧ/a is the Hubble parameter, and the overdot represents a derivative with
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From this, one finds two non-zero components of the Einstein tensor, namely
G00 = 3H2, Gij = −
(




Expressions for the energy density and pressure of the scalar are found by applying
the definitions (D.12) and (D.13) to the energy-momentum tensor (D.11). Assuming a
comoving observer with the 4-velocity uµ = (1, 0, 0, 0), and a spatially homogeneous
field
ϕ = ϕ(t) ⇒ ∂µϕ = ϕ̇, (9.6)








2 − V. (9.8)
The first of the Friedmann equations comes from the 00-component of the the field

































Here we see that evolution of the geometry is sourced not only by the energy-density in
SM particles, as is the case in GR, but also from the energy density in the scalar field.
This is essentially how quintessence fields drive cosmic acceleration. The difference
with the scalar-tensor gravity is that the evolution of the scalar now coupled to SM
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and thus the equation of motion for the field becomes
ϕ̈+ 3Hϕ̇ = −V,ϕ −
∑
i




Here we see the 3Hϕ̇ term acts like friction, and thus the expansion of the Universe
has the effect of slowing the acceleration of the field. Naively evaluating (9.14) for both
non-relativistic and relativistic matter species, it would appear that relativistic degrees
of freedom don’t contribute to the evolution of the scalar field, since their equation
of state parameter is wr = 1/3 and thus their contribution to the trace of the EMT
is zero. As will be shown in §9.2 this is not strictly true - the trace does receive a
contribution from relativistic matter. In light of this fact, it will be useful for later
sections to define a quantity
Σ ≡ ρr − 3p
ρr
= 1 − 3wr, (9.15)
which we refer to as the kick function. Assuming ϕ ≪ MPl/β, we can make the
approximation eβiϕ/MPl ≈ 1 , and thus the Jordan frame and Einstein frame metrics
are indistinguishable, as are the energy densities ρ̃ ≈ ρ. As we will show later, this
is required from BBN for the model to be viable. Moreover, we don’t expect scalar
tensor theory to be valid up to the Planck scale. Thus is a reasonable assumption.
Further, in order to respect the universality of free fall we assuming the same coupling
βr = βm = β. This allows one to write the governing background equations (9.10),
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(9.12) and (9.14) as





= −pϕ − p, (9.17)
ϕ̈+ 3Hϕ̇ = −V,ϕ −
β
MPl
ρr (Σ + fm) , (9.18)
where fm is the non-relativistic matter fraction fm ≡ ρm/ρr. Writing the equation
of motion with these definitions is helpful, as it allows one to easily see which term
dominates the dynamics. In the early Universe the non-relativistic matter fraction
is tiny, fm ≈ 10−6 around the time of BBN, while the kick function is Σ ∼ O(0.1),
so clearly it dominates early universe dynamics. As the energy density in radiation
dilutes faster than matter, fm grows. It reaches fm = 1 at matter-radiation equality,
at which point it becomes dominant, and continues to grow.
9.2 Standard Model Kicks
In order to understand the dynamics of the chameleon deep in the radiation dominated
epoch of the early Universe it is necessary to consider the effect relativistic degrees
of freedom have on its evolution. If a radiation bath consists purely of photons then
wr = 1/3 is always true and T µµ = 0 always holds. In the early Universe however,
there are several massive particles in thermal equilibrium with the photons, and this
changes this situation significantly. At temperatures approximately equal to the mass
of the particle, T ≈ m, particle species momentarily drop out of equilibrium with the
radiation bath, and one finds that the pressure decreases faster than the energy density.
This causes the equation of state parameter to deviate from what one typically expects,
w ̸= 1/3, and thus produces a contribution to the trace of the energy-momentum tensor.
When the radiation temperature is much greater than the mass of the particles, they
are relativistic and can be well approximated by radiation. Thus their contribution
to Σ is zero. And once the radiation temperature is much less than the mass of the
particle, the particle is Boltzmann suppressed, and contributes nothing to Σ. These
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where the sum is over the particles that involved, listed in Table 9.1, and ρr is the
sum of the energy densities of all particles that are in thermal equilibrium with the


























and Ti is the temperature of the particle. For a given species of massive particles the












expE/T ± 1 dE. (9.22)
where g is the number of degrees of freedom for the particle, m is the mass of the particle,
and T is the temperature of the radiation bath. The +ve sign in the denominator
applies to fermions, a the -ve to bosons. Using (9.22) and (9.20) with (9.19) gives the












u2 − (mi/T )2
eu ± 1 du, (9.23)
where u ≡ E/T is an integration variable. The various particle species which contribute
to (9.23), listed in Table 9.1, produce four distinct kicks. Detailed numerical calculations
have been done in [138] to accurately model the various kicks, see Figure 5 therein.
9.3 The Old Picture: ϕ = ϕmin Attractor
As the Universe expands and matter is redshifted, the location of ϕmin will necessary
move to larger field values (see Figure 8.2). Assuming the field is initially at the
minimum, and comparing the response time of the field with the characteristic timescale
associated with the evolution of ϕmin, one can determine the wether the field is able to
track the minimum of the effective potential as it evolves. Since the location of ϕmin
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Contributions to Σ
particle g m[ GeV] particle g m [GeV]
top 12 172 Higgs 1 125
bottom 12 4.2 Z 3 91
charm 12 1.3 W± 6 80
tau 4 1.8
muon 4 0.106 π0 1 0.140
electron 4 5.11 × 10−4 π± 2 0.135
Table 9.1 The various particles which contribute to the kick function Σ, and
their corresponding number of degrees of freedom, and mass threshold. They are
ordered in decreasing mass threshold, with the left column corresponding to fermions
and the right column to bosons. The top four rows occur before the electro-weak phase
transition, while the bottom two occur after.
is governed by the redshifting of matter, the associated timescale is the Hubble time,
H−1, while the response time of the field is approximately the period of oscillation
about the minimum, m−1. When the response time of the field is much less than the
evolution time of ϕmin, one has
m ≫ H, (9.24)
and the field adjusts itself adiabatically and follows the minimum as it evolves. If the
converse is true, m ≪ H, the field cannot keep up with the evolution of the minimum,
and will lag behind.
It has been shown that for a Ratra-Peebles potential (8.7), with n and β order unity,
and M = 10−3eV, the condition (9.24) is satisfied from the big bang (post inflationary
reheating) until today. Thus if the field is initially at the minimum, it will track it
as it evolves. In addition, the solution is stable, and small perturbations about the
minimum decay via damped oscillations. The solution ϕ = ϕmin(t) is therefore said
to be a dynamical attractor. In the cosmological context this is very important, as
we regularly assume that the field has found the minimum of its effective potential.
However, it is not reasonable to assume that the field starts at or near the minimum,
so it is crucial to show that the attractor is approached for a general set of initial
conditions far from the minimum. Such initial conditions can be split into two groups:
those with ϕi ≫ ϕmin, and those with ϕi ≪ ϕmin. Their corresponding solutions have
been dubbed Undershoot and Overshoot solutions, respectively. [137]
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9.3.1 Undershooting
When the initial value of the field is much greater than the minimum, ϕi ≫ ϕmin, the
effective potential is dominated by the matter coupling term and V (ϕ) can be neglected.
The equation of motion (9.18) then becomes
ϕ̈+ 3Hϕ̇ ≈ − β
MPl
ρr (Σ + fm) , (9.25)
Thus the evolution of the scalar is sourced by the trace of the energy momentum tensor.
If one (incorrectly!) assumes that contributions to the trace from relativistic species are
negligible, one would have a source term ∼ ρrfm = ρm. During radiation dominated
era the non-relativistic matter density, ρm, is tiny when compared to the 3Hϕ̇ term,
so the field would be over-damped, pinned at its initial value ϕi. It would only start
rolling toward the minimum around matter-radiation equality, when the energy density
in matter is be comparable to the Hubble friction term. This would be problematic
from the perspective of BBN constraints, since we know that we require ϕ = ϕmin by
the onset BBN (See §9.3.3). This was resolved by realising that in the early Universe
contributions from SM kicks to the trace of the energy-momentum tensor and are
significant enough to overcome Hubble friction and drive the field towards its minimum
prior to BBN. Since these kicks dominate over the non-relativistic matter contribution,
one can approximate the equation of motion (9.18) as
ϕ̈+ 3Hϕ̇ ≈ − β
MPl
ρrΣ. (9.26)
By modelling the kicks as a series of delta functions of the appropriate size, it has
been shown numerically that the combination of all kicks will move the field by
(∆ϕ)tot ≈ −βMPl towards the minimum. After electrons/positrons become non-
relativistic (z ∼ 109) there are no more kicks and the field is frozen at some value until
matter-radiation equality. At that time M2PlH2 ∼ ρm ≈ T µµ , thus the driving term
becomes comparable Hubble friction, and the field rolls toward ϕmin, undergoes large
anharmonic oscillations and settles to ϕmin. From this one might conclude that for
initial conditions in the range ϕmin ≪ ϕi < βMPl, the field will be kicked sufficiently
close to the minimum of its effective potential, begin oscillating, and quickly settle to
ϕmin before BBN.
This is however not the full picture. By neglecting the dependance of the kick
on Jordan frame temperature, and modelling it as a delta function, one misses the
existence of another attractor solution. This will be addressed in §9.4 .
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9.3.2 Overshooting
In the case where the initial value of the field is much less than the location of the
minimum, ϕi ≪ ϕmin, the effective potential is donated by the bare potential, one can
neglect the matter coupling terms. The equation of motion (9.18) becomes
ϕ̈+ 3Hϕ̇ ≈ −V,ϕ . (9.27)
This is just the equation for a minimally coupled scalar. Given that the initial value
of the field is much less than the minimum, the second derivative of the potential
at this ϕi will be much greater than the mass of oscillations about the minimum
V,ϕϕ (ϕi) ≫ m2i , and since m ≫ H, this implies that V,ϕϕ (ϕi) ≫ H2i . Thus the field
will be underdamped, essentially behaving like a free field. The kinetic energy will
quickly dominate and the field will overshoot ϕmin until the kinetic energy is sufficiently
redshifted so that Hubble damping becomes important. The field then comes to a stop
at
ϕstop ≈ ϕi +
√
6Ω(i)ϕ MPl, (9.28)
where Ω(i)ϕ is the fraction of total energy in the scalar. At this point the situation is
exactly that of the undershoot case, with ϕi replaced with ϕstop.
9.3.3 Constraints on Initial Conditions
The previous two sections showed that if the field starts at, or overshoots to, a field
value of ϕ > βMPl, it will not reach the minimum of its effective potential by the onset
of Nucleosynthesis. Based on BBN constraints of the time variation of particle masses,
this allows one to rule out certain initial conditions. Due to the conformal coupling
(8.4) a constant mass scale in the Jordan frame, m(i), becomes field-dependant in the
Einstein frame, m(ϕ) = eβiϕ/MPlm(i). As the field evolves, this leads to a time variation
in the mass of SM particles, approximately∣∣∣∣∣∆mm
∣∣∣∣∣ ≈ βMPl |∆ϕ| , (9.29)
where ∆m is the mass variation and ∆ϕ is the field excursion. The most stringent
constraints on the variation of m between the time of BBN and now come from BBN
analysis, and are on the order of 10%. Assuming the field is at its minimum today,
which is much less than MPl, this translates to a constraint on the value of the field at
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This constrains viable initial conditions in the early Universe. If the field starts at,
or overshoots to, a value ϕ ≥ βMPl, it will violate (9.30) and thus the bound on the
variation of particle masses. Based on this reasoning, such initial conditions were ruled
out.
9.4 A New Problem: Surfing Chameleons
The presence of SM kicks allow for another cosmological dynamical attractor, the surfer
solution. While these SM kicks were shown to be a necessary ingredient in getting the
Chameleon home to the minimum of its effective potential before BBN, we will see
that the existence of the surfing solution voids this result, and has been shown to cause
problems for early Universe chameleon cosmology.
9.4.1 The Surfing Solution
The surfer is best appreciated by changing the time variable to Einstein frame E-folds






, φ ≡ ϕ
MPl
, (9.31)
where ai is the scale factor at some fixed initial time. After some manipulation (9.16),














where Σ(TJ) is the kick function as defined in (9.19), which is a function of Jordan
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where g∗S ≡ sR[(2π2/45)T 3J ]−1 and sR = (ρ̃R − p̃R)/TJ is the entropy density in the
radiation bath . It is precisely this dependance of the Jordan frame temperature on
the field that admits this new solution which was missed in the original few chameleon
papers. The surfing solution is given by the ansatz




where NS is the value of N at the time surfing behaviour begins, and the value of the
field at this time is






where λ is constant. Inserting the ansatz (9.34) into the expression for the Jordan
frame temperature (9.33), and rearranging, one obtains
TJ [g∗S(TJ)]1/3 = [g∗S(TJ,i)]1/3TJ,ieλ. (9.36)
This implies that while the chameleon follows the surfer solution, the Jordan-frame
temperature is constant. The temperature is referred to as the surfing temperature, TS.














Numerical simulations have indicated that if β > 1.82, the surfing solution is an
attractor in the presence of SM kicks, provided ϕ̇2 << ρ before the onset of the kicks.
Thus, chameleons with β > 1.82 can “surf” the kicks from arbitrarily large initial
field values - i.e, they will reach ϕmin regardless of ϕi. The problem is that they
approach the minimum with a large characteristic velocity φ′ = −1/β. At this point
the approximations of (9.32) break down and the bare potential term in (9.18) becomes
important. Once the chameleon reaches the minimum it will begin to climb the bare
potential until its kinetic energy has been exhausted, at which point it will turn around
and roll to higher field values. This causes the effective mass of the chameleon to change










Fig. 9.1 Phase portrait of φ vs. φ′ for the simplified chameleon equation of
motion. i.e. (9.32) with β = 3 and kick function set to a constant at the critical value
Σ = 1/3β2. The light grey line represents the surfing solution at −1/β. One can see
that all trajectories are eventually attracted toward the surfer.
significantly (see (8.25)) over a very short timescale, say ∆t, and such non-adiabatic
variations will in turn excite very high energy modes with k ≤ (∆t)−1. These modes are
then expected to backreact on the on the background field, causing particle production,
and leading to a breakdown of the classical treatment approximation. It is for this
reason that the surfer is said to cause catastrophic consequences for the chameleon in
the early Universe.1
9.4.2 Dynamical Systems Analysis
Subsequent to the analysis of [138, 139], we re-examined the problem in [173] using
the tools of dynamical systems analysis to check for fixed points and stability. Here we
summarise this analysis as the DBI analysis in §10.5 will follow directly. Neglecting
the potential and rearranging (9.16) allows one to eliminate ρ from (9.18) and (9.17).
1Interestingly, (9.37) is also satisfied if β = 1/
√
6, corresponds to the subset of f(R) models that
can map into chameleon models. This condition is not mentioned in [138, 139].
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Recalling that pϕ = ρϕ = ϕ̇2/2 when the potential is neglected, one finds
M2PlH
2(4 − Σ) + 2M2PlḢ +
(2 + Σ)






By defining the variables
x ≡ βϕ+MPl ln a, (9.41)
y ≡ ρϕ3M2PlH2
, (9.42)
z ≡ ϕ̇+MPlH. (9.43)
one can begin to look for fixed points of the system corresponding to the surfer. Here
ẋ = 0 represents the characteristic property of the surfer, constant Jordan frame
temperature, and y, the ratio between the energy density of the scalar and the critical
density, is the typical choice for fixed point analysis in cosmology. The autonomous
system can now be written

















ż = −3Hz + 12MPlH
2(1 − y)
(
2 + Σ(1 − 6β2)
)
, (9.46)
where Hy = ∂H∂y , Hz =
∂H
∂z
and H(y, z) is given by
M2PlH
2y = (z −MPlH)
2
6β2 . (9.47)
Solving for H(y, z) explicitly, one finds





Assuming the conformal factor in the matter coupling decreases with time (i.e. ϕ̇ < 0)
one has z/MPl − H < 0, and thus one takes the lower root of (9.48). Inserting this
expression into (9.44), (9.45) and (9.46) allows one to analyse the fixed points. If
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y ̸= 1/6β2 the system will have fixed points at z = 0, with x and y arbitrary constants.
This is of little interest as H will always be zero in this case, and thus correspond to
an empty Universe. However, if
Σ = 26β2 − 1 , (9.49)
new fixed points appear at y = 1/6β2, z = 0, with x an arbitrary constant. Since they
have ẋ = 0, and place no constraint on H, they can exist in a Universe at any scale and
correspond to constant Jordan frame temperature . These are the problematic points
corresponding to the surfing solution of [138, 139]. Numerical simulations of (9.44),
(9.45), and (9.46) indicate that when Σ is set to (9.49), all trajectories in the (H − z)
plane approach the z = 0 line for a wide range of initial conditions, even when H ̸= 0.
Thus, for certain values of β, the kick coming from SM particles (9.23) will satisfy
(9.49) and the surfer will be an attractor. This confirms the results of [138, 139]. Note
that the discrepancy between (9.49) and (9.38) arises as a result on the approximations




Here we present DBI Chameleons1, a Dirac-Born-Infeld inspired high energy modifi-
cation to the chameleon action (8.1). We will see that such a theory has the desired
effect of destabilising the surfing solution (see §9.4), and thus preventing the adverse
effects of the SM kicks in the early Universe.
10.1 The Action



















LDBI = Λ4 − Λ4
√
1 − 2XΛ4 − V (ϕ) , (10.3)
where X ≡ −∂µϕ∂µϕ/2 is the canonical kinetic term, and Λ is the DBI energy scale.
Expanding the action to leading order in the low energy limit ∂ϕ ≪ Λ, one recovers
the original chameleon action (8.1).
1The idea for this project is credited to Antonio Padilla at the University of Nottingham. The
work on this project was collaborative, with my role focusing on the numerical side. As such, the
analysis in §10.2 and §10.5 is not my own, and so I quote our paper. My contribution is presented in
Chapter 11, the numerical simulation.
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10.2 Symmetries and Irrelevant Operators
Among the entire class of P (X) theories, the DBI model has taken a leading role due
to an additional symmetry that keeps non-linearities under control. This feature can
be appreciated by first considering the structure of a correction that does not possess





would be problematic. At energies where the first irrelevant operator becomes important,
an infinite tower of higher order operators would too, causing the dynamics to be
dominated by the n → ∞ limit. Each of the (now important) operators would come
with an arbitrary coefficient and calculability would be lost as soon as the Z factor
becomes large. The DBI correction in (10.3) is different. Taking the decoupling limit
of gravity (MPl → ∞) and neglecting the potential, the theory is built from an infinite
tower of (∂ϕ)2n operations describing an interacting scalar propagating on a Minkowski
background. Although this is exactly the structure of (10.4), the coefficient of each












This ensures that the structure of the theory is not spoilt by quantum corrections. As
long as ϕ̈ is kept small in the appropriate units, the theory describes a healthy EFT,
even in the limit where (∂ϕ)2 → Λ4, unlike a generic K-essence model.


















and δϕ is a small perturbation. Clearly Zµν gets large as ϕ̇ → Λ2, which ensures that
the fluctuations become weakly coupled to matter, as desired.
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The symmetry that sets each coefficient is the four dimensional remnant of a fully
realised five dimensional Poincaré invariance [174]. Consider a higher dimensional
picture of a probe brane in Minkowski bulk, localised in the fifth dimension at y =
ϕ(xµ)/Λ2. The four dimensional effective description of the brane depends on the
induced metric,
ĝµν = ηµν + ∂µϕ∂νϕΛ4 , (10.8)












where Λ4 is identified with brane tension. This action is invariant under five dimensional
Lorentz transformations, which gives rise to the non-linear symmetry (10.5). However,
it is truncation of the full action. Higher order corrections to (10.9) will also generate
ϕ operators invariant under the symmetry (10.5), and its important to check that
they remain small so that the effective description can be trusted. These corrections,
involving derivatives of the induced metric, are encoded in increasing powers of the
brane’s extrinsic curvature Kµν . Any Lorentz invariant operator built from Kµν could
in principal be generated by quantum corrections. Since the truncation in (10.9) is
zeroth order in extrinsic curvature, we require that first order terms built from Kµν be
small. Thus, we require that
Kµν ≪ Λ, (10.10)
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is referred to as the “gamma-factor”, akin to Lorentz factor of Special Relativity. On a




Λ3 ≪ 1. (10.13)
We will see that these conditions hold, and thus the truncation to the DBI square root
is consistent, even in the regime where the Z factor is large and the scalar perturbations
become weakly coupled to matter.
The symmetry (10.5) is however broken in the full action (10.1) by finite MPl and
non-zero potential V (ϕ), and this may cause one to worry weather the structure of the
theory is spoiled by loop corrections. Such corrections arising from finite MPl will be
Planck suppressed and can consistently be neglected provided Λ ≪ MPl. Corrections
associated with V (ϕ) depend on form of the potential. Assuming a runaway potential
as described in §8.1, the strength of self-interactions is governed by the mass scale M ,
and the associated corrections enter into the action with positive powers of M . Thus
the symmetry is only weakly broken when M ≪ Λ, and so as long as this condition
holds, symmetry breaking operators associated with V (ϕ) can consistently be neglected.
Since Λ is set by early Universe physics, and M by late Universe physics, this condition
will be naturally satisfied. Thus, provided we have
M ≪ Λ ≪ MPl, (10.14)
the DBI structure will be stable against loop corrections associated with the symmetry
breaking operators.
10.3 Energy-Momentum Tensor for the Field
Since the scalar Lagrangian density (10.3) does not have a canonical kinetic term, the
energy-momentum tensor and the resulting energy density and pressure take more
complicated forms. Assuming a scalar Lagrangian density of the form
LP (X) = P − V, (10.15)
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where is P = P (X) is a general function of the kinetic term X ≡ −(∂ϕ)2/2, one finds







= P,X ∂µϕ∂νϕ+ gµν (P − V ) , (10.16)
where ,X ≡ ∂∂X . Applying the usual definitions for energy density (D.12) and pressure
(D.13) to (10.16), and again assuming a comoving observer and spatially homogenous
field (9.6), yields a modified expressions for the scalar field energy density
ρϕ = P,X ∂µϕ∂νϕuµuν + uαuα (P − V ) ,
= Pϕ̇2 − P + V,
= 2XP,X −P + V, (10.17)





= 13 {(2XP,X −P + V ) + P,X ∂
αϕ∂αϕ+ 4 (P − V )}
= P − V. (10.18)
By choosing P (X) = X ⇒ P ′ = 1, one can see that the above expression (10.16), (10.17)
and (10.18) all reduce to their canonical form (D.11), (9.7) and (9.8) , respectively.
In the case of the DBI chameleon (10.1) the expressions (10.16), (10.17) and (10.18)
apply with






One of the advantages of working in the Einstein frame is that any change to the scalar
Lagrangian density (8.3) leaves the geometry part of the field equations remain largely
unaltered -the only difference being a modification to the EMT sourcing the evolution.
The variation of the action (10.1), and the calculation of the resulting equations of
motion follow exactly the same steps as in §8.2. Again, assuming a flat FLRW metric
(9.1), the background equations for the geometry can be read off (8.13), with T ϕµν given
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by (10.16). As before, the Friedmann equations are found to be





= −pϕ − p, (10.21)
where the energy density and pressure in the scalar are now given by (10.17) (10.18),
respectively. The first term in the scalar EOM, in a FLRW background, can be written
as



















P,X ϕ̇− ∂t(P,X ϕ̇),
= −
(
∂t(P,X ϕ̇) + 3HP,X ϕ̇
)
, (10.22)
which allows one to then write the scalar EOM as




One can now see that taking the limit where Λ → ∞ decouples the DBI interactions
and one recovers the original chameleon theory.
10.5 Dynamical Systems Analysis
As we did §9.4.2 for the original chameleon, we perform a dynamical systems analysis
of the DBI chameleon to find the fixed points. Eliminating ρ by rearranging (10.20)
and then substituting into (10.21) and (10.23) yields
M2PlH
2(4 − Σ) + 2M2PlḢ + pϕ − ρϕ +
(2 + Σ)
3 ρϕ = 0, (10.24)





Introducing the same variables (9.41), (9.42) and (9.43) from the dynamical systems
analysis of §9.4.2, one can begin to look for fixed points of the system. Again, ẋ = 0
is the characteristic property of the surfer, constant Jordan frame temperature, and
y is ratio between the energy density of the scalar and the critical density. One then
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arrives at the following autonomous system [173]











2 + Σ(1 − 6β2s3)
)




2 (Σ − 4 − y(Σ + 2) + 3y(1 − s))
]
(10.27)





2 + Σ(1 − 6β2s3)
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1 − (z −MPlH)
2
β2Λ4 . And as before Hy =
∂H
∂y
, Hz = ∂H∂z but now H(y, z)
given implicitly by the following equation
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In §9.4.2 we identified the surfer as the line z = 0 with y chosen so that (9.47) does
not constrain H. Other fixed points corresponded to empty universes with H = 0 and
were of no interest. In complete analogy, here we identify the generalised surfer by
requiring z = 0 and with y chosen such that (10.29) does not constrain H. Setting

















(MPlH)2 = 0. (10.30)
This will only fail to constrain H if, and only if, all the coefficients vanish. One
possibility is if Λ → ∞ and y = 1/6β2. As mentioned earlier, this is the DBI decoupled
limit. Its essentially the original chameleon theory, so its not surprising the surfer
shows up here. The only other possibility is if one sets y = 0 and have β → ∞. This is
the strong coupling limit. Again its unsurprising the surfer emerges here, since strongly
coupled SM kicks will dominate over the DBI self interactions. Apart from those two,
there are no other fixed points. Since the action for the DBI-chameleon reduces to the
original chameleon action (at leading order) when ∂ϕ ≪ Λ, the DBI corrections only
become important when ϕ̇2 ∼ Λ4. And since one has ϕ̇ = −MPlH/β on a would-be
surfer, its expected that the DBI corrections will spoil any surfing behaviour provided
Λ2 ≲ MPlH/β, where the scale MPlH is set by the scale at which the kicks occur.
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Numerically, we expect the surfer will emerge for finite Λ, provided it is sufficiently
large compared to the other energy scales involved.
Chapter 11
Numerical Simulations
Here we confirm the results of the dynamical systems analysis by performing numerical
simulations1, solving the original chameleon and DBI corrected systems of equations
with realistic initial conditions, in the presence of a simplified kick function.
11.1 Equations for the Numerics
As was done in [138, 139], we make a change of variable to ones more suited to numerical
simulation. We rescale the field ϕ by MPl and change the time variable to Einstein
frame E-folds. Applying (9.31) to the equations of motion for the original chameleon
























1This part is my contribution to the collaboration [173]. I was responsible for deriving equations
suited to numerical implementation, coding the simulations, choosing suitable parameter values to
illustrate the effect of the DBI correction and producing the plots. We then drew conclusions on the
plots, collectively, after much discussion. Thus in §11.2 I quote the results from our paper.
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where in this section a prime denotes differentiation with respect to N . Similarly, the




+ (4 − Σ) +
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2 = 0, (11.3)
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We approximate the kick function as a Gaussian bump in terms of Jordan frame
temperature, given by
Σ(TJ) = A exp
(log TJ − log Tpeak)2
σ2
(11.5)
where A, Tpeak and σ are chosen by eye from Figure 2 in [138]. Since the Jordan frame










where Ti is some initial temperature. The Jordan frame and Einstein frame e-folds are
related by
Ñ(N) = N + β (φ(N) − φi) . (11.7)
With (11.5) (11.6) (11.7) we get an expression for the kick function in terms of
Einstein frame e-folds Σ(N), to be used in the simulations. We note that TJ(N) is
not monotonically decreasing. From (11.7), we see that if φ decreases faster than N
increases (i.e. faster than the critical velocity of the surfer), the Jordan frame will
contract while the Einstein frame expands. We will see that this does in fact happen
in our simulations.
11.2 Results
We solve the chameleon evolution equations, (11.1) and (11.2), and DBI-chameleon
counterparts, (11.3) and (11.4), in the presence Gaussian kick function (11.5). To
demonstrate the effect of the DBI correction on the surfing solution, we vary the value
of the DBI energy scale, Λ, and investigate the resulting trajectories in phase space. In
order to consistently compare and contrast with the chameleon we match the initial
conditions for ϕ and ϕ̇ in each case, while maintaining γ ∼ O(1) to ensure the energy
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densities are comparable. In all cases we choose the initial Jordan frame temperature
to be TJ,i = 10−2GeV, approximately the temperature at which the electron/positron
kick starts, and the matter coupling strength to be β = 3. We choose both positive
and negative initial conditions for ϕ̇ and relate their energy scale to that of the kick by
ϕ̇i = Λ2k{0.8,−0.8}, (11.8)
with the energy scale of the kick given by Λk = 10Tpeak = 2 × 10−3GeV. Thus, when
Λ ≈ Λk, we have ϕ̇ strongly in the DBI regime (with γ ≈ 1.7) and we expect surfing
behaviour will be destroyed. Neglecting any contribution to the energy density from








with g∗(TJ,i) = 10.75. This closes the system of equations and allows one to calculate
the three initial conditions φi, φ′i, Hi required to solve either (11.1) and (11.2), or (11.3)
and (11.4).
We perform five runs of the DBI-chameleon system with Λ values ranging between
Λk and 10Λk. The results are shown in Figure 11.1, with the thick black dotted line
corresponding to the original chameleon, the grey broken lines (dashed, dot-dashed and
dotted) corresponding to the DBI-chameleon runs that do surf, and the coloured solid
lines corresponding to DBI-chameleons that don’t surf. We only show trajectories for
positive ϕ̇i, as the negative ones are very similar, and all curves represent 15 Einstein
frame e-folds. In both subplots of Figure 11.1 we see that surfing behaviour is destroyed
as Λ → Λk.
In Figure 11.1a we show the field trajectories in the φ−φ′ plane with the horizontal
dotted grey line indicating the surfing solution at −1/β. We see that as Λ → Λk the
field trajectories are no longer attracted to the horizontal line at −1/β, but rather,
they decay to φ′ = 0. In figure 11.1b we show the kick as a function of Einstein frame
e-folds with the horizontal dotted grey line indicating the critical value at which the
surf occurs, 2/(6β2 − 1). Similarly, as Λ → Λk, the kick function decays to zero in a
finite time, instead of getting stuck at critical value. As a result, DBI-chameleon are
only driven by the kick for a finite time, unlike the original chameleons which feel a
constant kick.
The field excursion versus Jordan frame temperature is shown in Figure 11.2, with


















(a) Phase diagram for φ′ vs. φ. Dotted light grey line indicates the surfing solution at −1/β.














(b) The kick as a function of Einstein frame e-folds. Dotted light grey line indicates 2/(6β2−1),
the critical value of the kick at which the surf occurs. Chameleons that surf see a constant
kick at this value.
Fig. 11.1 Results from the numerical simulations for various values of Λ. The
thick black dotted line corresponds to the original chameleon without DBI correction.
Grey broken lines (dashed, dot-dashed and dotted) correspond to chameleons with
DBI correction that do surf. Solid lines correspond to chameleons for which the DBI
correction effectively destroys surfing behaviour.
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Fig. 11.2 Field excursion vs. Jordan frame temperature for various values
of Λ. Plot legend is as in Figure 11.1. Chameleons which surf the kicks have large
field excursions at approximately constant Jordan frame temperature given by T cJ
(vertical line). One can see that when the DBI correction effectively destabilises surfing
behaviour, field excursions quickly become sub-Planckian
Λ → Λk the Jordan frame temperature doesn’t get stuck at the critical temperature
of the surf, but decrease below it, reducing the field excursion. The stronger the DBI
correction the more the field excursion is suppressed. While one might worry that
field excursions are still Planckian, its important to realise that this represents the
worst case scenario, in which the DBI scale close to the kick scale, and the initial speed
of the chameleon close to the speed limit. Field excursions can easily be suppressed
to safe values by lowing the DBI scale by another order of magnitude. There are
two mechanisms responsible for this, which we illustrate this in Figures 11.3a and
11.3b. In Figure 11.3a we hold ϕ̇i constant while lowering Λ, such that the γ factor
increases. This weakens the effective coupling between matter and the chameleon
thereby suppressing excursions generated by the kick. In Figure 11.3b we lower ϕ̇i and
Λ in tandem, such that the γ factor remains constant. Now the effective coupling is
doesn’t change, but excursions are suppressed due to the “cosmic speed limit” imposed
by the DBI structure. Thus, choosing ϕi < 0.1Mpl/β before the onset of the electron
kick, as required by BBN bounds, is no longer problematic. The field will not crash
into the bare potential thanks to the DBI suppression of field excursions. Lastly, in
Figure 11.4 we show that in all of our simulations the higher order corrections (10.13)
remain suppressed, and thus we can trust the EFT description.
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(a) Field excursions vs Jordan frame temperature, for variations in the DBI scale at fixed
initial field velocity.















(b) Field excursions vs Jordan frame temperature for variations in the DBI scale and the
initial field velocity, holding the effective coupling fixed.
Fig. 11.3 Limiting field excursions. Both plots shows the field excursions quickly
becoming sub-Planckian. In the top plot this is due to a weakening of the effective
coupling through a cosmological Vainshtein effect, whereas in the lower plot this is due
to the DBI structure imposing a ‘cosmic speed limit’ on the scalar.
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Fig. 11.4 Conditions for the suppression of higher order operators. All curves
are ≪ 1 and thus higher order operators can consistently be neglected.
Chapter 12
Conclusions
The chameleon model, and in particular its screening mechanism, remains an interesting
tool to hide light scalar fields from detection. This has been of great interest to may
theoreticians, as scalars can arise quite naturally in the low energy limit of some high
energy theories.
In recent literature there have been claims that, for a wide range of initial conditions,
the chameleon is not a consistent classical field theory for describing the early Universe.
During radiation domination a large contribution to the trace of the stress energy
tensor is produced by relativistic massive particles as they drop out of equilibrium
with the radiation bath. This imparts a large amount of kinetic energy into the
chameleon, causing large field excursions and driving it rapidly towards the minimum
of its effective potential. As this happens the Jordan frame becomes static, thus causing
the temperature to remain constant and Σ to remain non-zero until the minimum is
reached. Once at the minimum the field begins to climb up (and eventually bounce
back off) the bare potential, causing rapid variation in the mass of the field, and the
production of highly energetic quantum fluctuations. Since perturbation theory breaks
down at the bounce, this seemingly invalidates any classical treatment of the chameleon
in the early Universe, and implies that the theory is not predictive as far back as BBN.
Even if predictability is not lost through the bounce, as some might argue, con-
straints on the variation of particle masses strongly constrain the field excursion
between now and BBN. This in turn limits viable initial conditions for the model -
not a desirable feature, as it raises some fine-tuning issues. All of this implies that
the chameleon must be sufficiently weakly coupled to matter in order to avoid these
problems.
Here we have presented DBI-chameleons. We have shown that considering a
chameleon theory with a high energy DBI correction to the kinetic term destabilises
131
the surfing solution and protects the field from dangerously large field excursions. The
DBI term has a kind of kinetic screening effect, where derivative self-interactions of the
scalar dominate high energies, inducing a large Z factor on non-trivial homogeneous
backgrounds, and thus dynamically weakening the coupling to matter in the early
Universe.
We have re-analysed the evolution of the scalar in the presence of a single SM
kick, using numerical simulations. In Mathematica, we developed code to integrate the
evolution equations for various values of the DBI energy scale and initial conditions.
We have shown that for suitably chosen (but technically natural) parameters
(MeV)2
MPl
≪ Λ ≲ MeV√
β
(12.1)
the dynamics are dominated by the non-linear derivative interactions as SM particles
become non-relativistic, thereby suppressing the effect of the kicks. This destabilises the
surfing solution, preventing large field excursions at constant Jordan frame temperature.
Decreasing the DBI scale to just an order of magnitude below the scale of the final
kick sufficiently decreases the cosmic speed limit for the scalar, causing field excursions
to quickly become sub-Planckian (up to factors of β), so the chameleon can easily
avoid crashing into the minimum of the effective potential during BBN. This ensures
that for a suitably chosen energy scale the EFT describing the DBI chameleon will not
suffer from a breakdown in calculability as described in [138, 139]. We do not expect
this behaviour to be unique to this particular correction which we study here, and
it is conceivable that other UV corrections may possess such a behaviour. However,
thanks to the additional symmetry of the DBI term, higher order operators remain
suppressed and can consistently be neglected, unlike a generic k-essence model (where
higher-order operations do become relevant close to the cutoff). This is the origin of
the lower bound in (12.1), and translates to a bound on the matter coupling β ≪ 1021 -
extremely mild in contrast to those of [138, 139], or even the best experimental bound
which are currently set at β ≲ 109 [175].
To summarise, the DBI chameleon retains the desirable screening properties of
the original theory, while rendering the SM kicks of the early Universe harmless. The
derivative interactions which we introduce are sub-dominant in the infrared, and so we
recover the original theory in the late Universe. From this perspective we believe the
DBI chameleon is better placed than the original chameleon theory to describe physics




Physical systems in Nature are often best described by systems of DEs, the solutions
to which one typically seeks in order to predict the future behaviour of the system.
Within the field of Cosmology many problems require an understanding of the dynamical
behaviour of some gravitationally interacting system, and so will often involve solving
several, possibly non-linear, coupled DEs. This can be tricky, if not impossible, using
analytical methods alone. As a result, numerical methods have come to play a central
role in the field. Although the solutions found using these methods are only valid for a
particular initial condition, and don’t make general statements about a model, they do
provide a useful tool that is complimentary to analytical methods, such as dynamical
systems analysis. This thesis presents two applications of numerical methods to two
quite unrelated questions in contemporary cosmology. While they both essentially aim
to approximate the solution to a set DEs, they are posed within different theories of
gravity, and each have very different motivations.
Part one is rooted in the very well tested framework that is GR, and is motivated
by a need to better understand how inhomogeneities affect observations. It is pri-
marily concerned with structure in the late, low redshift Universe, and how it affects
observations. In this case numerical methods are employed to get a particular solution
to the relevant DEs, the form of which we do not know a priori, for a given set of
initial conditions and model parameters. We used MATLAB and a built in adaptive
Runge-Kutta solver to integrate 40 1st order coupled ODEs along 200 observation
directions. From the solutions we constructed observable quantities along each line
of sight, which we then interpolate on 20 redshift slices, and save. We then used the
resulting data to construct sky maps of observables at constant redshift. This allows
us to calculate the observables of a model for a given setup. It can be thought of as a
tool to aid in model building, as it allows proposed models to be tested, and refined
or rejected, by comparison with observations of similar structures. It is also a crucial
ingredient in solving the inverse problem (i.e. going from observations to the metric of
spacetime), for which one needs test data from a known model.
Part two on the other hand, presents an extension to the (perhaps more speculative)
Chameleon theory gravity, dubbed DBI chameleons, and is motivated by a desire to
remove a particular pathology present in the original theory. Specifically, in the early,
high redshift, near homogeneous Universe, around the time of BBN. In this case we
use numerical methods to confirm the behaviour, and support the conclusions, that
we expected from an analytic dynamical systems analysis. We used Mathematica
and its built-in ODE solver to solve 3 coupled 1st order ODEs in order to track the
behaviour of the chameleon field and its DBI modification in the early Universe, for
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various values of the DBI energy scale. The point of this was to compare and contrast
the behaviour of the two theories, and demonstrate the efficacy of a DBI correction
to the chameleon action in suppression of field excursions. We showed that this put
the proposed DBI-chameleon on firmer footing than the original model, in the early
Universe.
Indeed, the two projects represent two very different lines of research. In one we
built a tool which can be applied to numerous different investigations, and in the other
we simply demonstrated that our proposed model is well behaved in a certain regime.
But both benefit from the ability of computers to approximate the solutions to complex
systems of equations.
Appendix A
Propagating the Observer’s Basis
Using the Geodesic Deviation
Equation
A.1 Geodesic Deviation Equation as a Total Deriva-
tive
The standard geodesic deviation equation uses tensor derivatives, which are ideal for
physical understanding and for doing covariant calculations. But to actually integrate
vector or tensor components along a path, we need to convert the absolute derivatives
into total derivatives, and re-write the equation as an ordinary differential equation.
The geodesic deviation equation is
δ2W a
δv2
= −RabcdV bW cV d , (A.1)
Rabcd = −Γacb,d + Γadb,c − Γecb Γade + Γedb Γace , (A.2)
where W a is the deviation vector field, V a = dxa/dv is the vector field for a geodesic
congruence, and v is the affine parameter along V a, while (A.2) applies to a coordinate
basis. The requirements for the geodesic deviation construction are that V c is geodesic,






bΓabcV c = 0 = V b∇bV a (A.3)
V b∇bW a −W b∇bV a = 0 (A.4)
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However, in using (A.1) to propagate W c along a geodesic congruence, we actually










































































+ V bW cV d
(
Γadc,b + Γabe Γedc
)
(A.10)
(by (A.1)) = −RabcdV bW cV d = V bW cV d
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+ V bW cV d
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− V bW cV d
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= V b(∂bWa − ΓcbaWc) (A.16)






























































− V bWcV d
(
Γcda,b − Γeba Γcde
)
(A.21)
= −RabcdV bWcV d = −RcdabV bWcV d (A.22)
= V bWcV d
(














+ V bWcV d
(
Γcda,b + Γcad,b − Γcbd,a
− Γeba Γcde + Γead Γcbe − Γebd Γcae
)
(A.24)






+ 2V b dWcdv
)
+ V bWcV d
(












2Γcad,b − Γcbd,a − 2Γcea Γebd
))
(A.26)
A.2 Consistency of Basis Propagation DEs
We here check the basis propagation equation (A.15) with an obvious special case:
the propagation of êaχ = ka should be consistent with the geodesic equation. We
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= −kdΓabc,dkbkc + 2kdΓabckbΓcdeke (A.31)

































The agreement of (A.33) & (A.38) supports the validity of (A.15).
Appendix B
Commutators of the Observer’s
Basis
If the propagated basis êα is to be a coordinate basis, then its commutators must
all be zero. By construction, that is by (3.12) and (3.13), we already have all the
[êχ̂, êα] = 0 for êχ̂ = k and all α. By the Jacobi identity, the remaining commutators
are preserved by Lie dragging along the PNC — that is, their values on O’s worldline
are preserved. Near O we find
[êτ̂ , êϑ̂] = χ̂
(
cos ϑ̂ cos φ̂ [eτ , e1] + cos ϑ̂ sin φ̂ [eτ , e2] − sin ϑ̂ [eτ , e3]
)
(B.1)
[êτ̂ , êφ̂] = −χ̂
(
sin ϑ̂ sin φ̂ [eτ , e1] + sin ϑ̂ cos φ̂ [eτ , e2]
)
(B.2)
[êϑ̂, êφ̂] = −χ̂
2 sin ϑ̂
(




[êτ̂ , êχ̂] = sin ϑ̂ cos φ̂ [eτ , e1] + sin ϑ̂ sin φ̂ [eτ , e2] + cos ϑ̂ [eτ , e3] (B.4)
[êχ̂, êϑ̂] = χ̂
(
cos φ̂ [eτ , e3] − sin φ̂ [e2, e3] − cos φ̂ [e1, e3]
)
(B.5)
[êχ̂, êφ̂] = χ̂ sin ϑ̂
(
− sin ϑ̂ [eτ −e1, e3] − cos ϑ̂ sin φ̂ [eτ −e1, e3] − cos ϑ̂ cos φ̂ [e2, e3]
)
(B.6)
The first list need to be all zero (near O), but the second list do not, since they are
not preserved by Lie dragging. Note that (B.1)-(B.3) all go to zero on O where χ̂ = 0,
and (B.3) is second order in χ̂. The zero values of these commutators at O are then
preserved by the Lie dragging, so the constructed basis is a coordinate basis. Such a
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coordinate system can always be set up near a single worldline. Indeed, there should
be no problem setting up the orthonormal basis near O’s worldline so that all the
commutators [ea, eb] are locally zero to first order.
For the Szekeres basis (3.33) we find the non-zero commutators are




= γ303 , γ101 =





















These are all finite at a general point, i.e. for a generic observer. The only divergencies
occur at a Szekeres “origin", R = 0. Should the observer pass through R = 0, we can




We list the MATLAB functions we developed below:
all_christoffel2_tensor.m: Accepts a row vector of coordinates, xa, and returns
a tensor object containing all the Christoffel symbols (of the second kind) at xa.
Function calls input_funcs all_E2 and all_R2
allDEs.m: Returns all the RHS functions of the propagation equations (3.10) and
(3.15), to be used in conjunction with ode45. Accepts a 1 × 40 row vector containing
all the RHS variables, namely xa ka eaα deaα/dχ, and returns a column vector of the
values corresponding derivatives dxa/dχ dka/dχ deaα/dχ d2eaα/dχ2. Function calls
all_christoffel2_tensor and christoffel_derivatives.
allE2.m: Accepts a position (r, p, q) and returns the value of E(r, p, q) and deriva-
tives E,r E,p E,q E,rr E,rp E,rq E,pp E,qq E,rrr E,rrp E,rrq E,rpp E,rqq. Function calls
input_funcs.
allR2.m: Accepts two row vectors of t and r values, and returns row vectors
corresponding to the values of R(t, r), Ṙ(t, r), R′(t, r), Ṙ′(t, r), R′′(t, r), R̈(t, r), R̈′(t, r)
and R′′′(t, r). Function calls input_funcs.
apparent_motion.m: Accepts three N × 4 vectors corresponding to the inverted
propagated basis vectors eτa eθ̂a eϕ̂a and returns two N×1 vectors dθ̃/dτ̃ dϕ̃/dτ̃ . Function
calls redshift.
area_distance.m: Accepts N × 4 vectors corresponding to xa ka eτ̂a eθ̂a eϕ̂a along
the light ray, and returns a N × 1 column vector corresponding to the area distance,
dA. Function calls metric_cpt.
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createPP.m: Creates piece-wise polynomials corresponding to the parametric
evolution equations (2.12) (2.7), to be used in conjunction with the MATLAB function
ppval.
elip_phase.m: Accepts a position (t, r) and returns the value of the phase
parameter η for an elliptic region. Performs the interpolation described in §4.1.2.
Function calls input_funcs.
hyp_phase_T.m: Accepts a position (t, r) and returns the value of the phase
parameter T for a hyperbolic region. Performs the interpolation described in §4.1.2.
Function calls input_funcs.
input_funcs.m: Contains the all metric functions ϵ M(r) f(r) tb(r) S(r) P (r)
Q(r), and their ‘radial’ derivatives, which define the Szekeres spacetime (to be specified
by the user). Accepts a row vector of r values and a character string identifying the
function of interest, and returns row vectors corresponding to that and its derivatives.
Obs_Basis_Setup.m Returns the components of the initial tangent vector, ka,
the observer basis vectors and their derivatives given some position, xa, and on-sky
direction (θ̂, ϕ̂). Function calls input_funcs all_R2 all_E2 and all_christoffel2_tensor.
propagate.m: Solves the radial null geodesic equation for the path of the light
ray, and propagates the observer basis vectors along the path with the geodesic
deviation equation. Accepts a initial position vector, xa, an on-sky direction, (θ̂, ϕ̂),
and an integration range for the affine parameter χ, and returns the column vectors
corresponding to the values of χ, xa, ka, eaτ̂ , eaχ̂, eaθ̂ , e
a
ϕ̂
along the light ray. Function
calls Obs_Basis_Setup and allDEs (in conjunction with ode45).
redshift.m: Accepts a N × 4 vector corresponding to eaτ̂ along the light ray, and
returns the redshift.
metric_cpt.m: Accepts row vectors of t r p q values and a character string
identifying the component of interest, and returns a row vector of metric component
values.
sz_Magnitude.m: Calculates the magnitude of a vector, va. Accepts two row
vectors containing the components xa and va, and returns a row vector corresponding
to the values of vava. Function calls metric_cpt.
Appendix D
Frame Relations, Energy and
Momentum
Examining the action (8.1), one can see that the geometry part, LEH , and scalar part,
Lϕ , are defined in terms of the Einstein frame metric, while the SM matter part, Lm ,
is defined in terms of the Jordan frame metric. Since we wish to perform our analysis
in a single frame, it is useful to show the conformal transformations for relating various
quantities in the resulting field equations. Using the conformal transformation (8.4)
one can calculate how such quantities relate between the Einstein and Jordan frames.
Amongst this simplest conformal relations is the inverse metric, which transforms like
g̃µν = e−2βiϕ/MPlgµν , (D.1)
and the determinant of the metric, which transforms like
g̃ = e8βiϕ/MPlg, (D.2)
where we used det(cA) = cNdet(A), where A is any matrix of dimension N and c is
a conformal factor. Since the SM matter fields couple directly to the Jordan frame
metric, the energy-momentum tensors for the various species, ψ(i)m , are defined in the
Jordan frame in the standard way, i.e.







In the cosmological context this is typically assumed to be a isentroptic perfect fluid of
the form
T̃ (i)µν = (ρ̃i + p̃i)uµuν + p̃ig̃(i)µν . (D.4)
If the matter fields do not interact then energy-momentum is conserved for each
individual species in this frame, i.e. ∇̃µT̃ µν(i) = 0 . This is not true of the Einstein frame
however, as the scalar mixes with matter fields, and it is only the total EMT that
is conserved. The Einstein frame energy density must obey the continuity equation,
ρ ∼ a−3(1+wi), and thus is defined in terms of the Jordan frame energy density by
ρi ≡ e3(1+wi)βiϕ/MPl ρ̃i. (D.5)
Here we see that the Einstein frame energy density is manifestly a mixture of the
Jordan frame energy density and the scalar field. Using (8.4) and (D.2) one can relate
the Einstein frame energy-momentum tensor to that in the Jordan frame by
















= T̃ µνe6βiϕ/MPl . (D.6)






(ρ̃+ p̃)uµuν + p̃g̃µν(i)
]
g̃(i)µν ,
= (ρ̃+ p̃)uµuµ + 4p̃,
= −ρ̃+ 3p̃,
= − (1 − 3w) ρ̃, (D.7)
where we have defined the equation of state parameter wi ≡ p̃i/ρ̃i. Rearranging (D.7)
for ρ̃i and substituting it into (D.5), and using (D.2), gives an expression for the
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The 00-component of the Einstein frame SM energy momentum tensor can then be
written in terms of the Einstein frame energy density as follows. Recalling that
T̃ 00g̃00 = −ρ̃, and using (8.4), one can write the 00-component of (D.6) as




= ρie(1−3wi)βiϕ/MPl . (D.9)
Using (D.5) (D.6) (D.7) the trace of the Einstein frame energy-momentum tensor can
be written in terms of the Einstein frame energy density. One finds
T µν(i) g
(i)





= T̃ µν g̃µνe4βiϕ/MPl
= −(1 − 3wi)ρ̃ie4βiϕ/MPl
= −(1 − 3wi)e−3(1+wi)βiϕ/MPlρie4βiϕ/MPl
= −(1 − 3wi)ρie(1−3wi)βiϕ/MPl (D.10)
The energy-momentum tensor for the scalar is defined in a way entirely analogous to
(D.3), and its form can be calculated explicitly from the definition. Expanding (D.3),
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and substituting in (8.3) one finds


















This allows one to define the energy density and pressure of the scalar field, again,
analogous to the definition for “normal” matter. Rearranging (D.4) give us the
definitions
ρϕ ≡ T ϕµνuµuν , (D.12)




Numerical Equations for the
Chameleon
It will be useful to rewrite the system in a form that better lends itself to numerical
analysis, and makes the surfing solution manifest. Defining Einstein frame E-folds and






, φ ≡ ϕ
MPl
, (E.1)
where ai is the scale factor at some fixed initial time. One can then write
dN
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= MPlH (H ′φ′ +Hφ′′)
= MPlHH ′φ+MPlH2φ′′. (E.5)
These variables will also be useful for then numerical analysis to come.
E.1 Rewriting the Einstein Frame EOM
Using the Friedmann Equations (9.16) (9.17), along with some redefinitions of the field
and time variables, one should be able to get (9.18) into the form of Equation (15)
in [138]. We transform the EOM of the field (9.18) by plugging in (E.3) (E.4) (E.5),
which gives
MPlH

















2ρr (Σ + fm) (E.6)











(1 + fm)−1 . (E.7)
Noting that the factor on the right can be written
1
1 + fm
= 1 − fm(1 + fm)(1 − fm)
= 1 − fm1 − f 2m
≈ 1 − fm, (E.8)
E.1 Rewriting the Einstein Frame EOM 149











(1 − fm) . (E.9)




























(Σ + fm − Σfm) , (E.10)
again dropping the O(f 2m) term. Clearly need to eliminate H ′. Can get an expression
from the second Friedmann Equation. Noting that ä/a = H ′H + H2 one can write
expression for H ′/H from (9.12) as
H ′
H











Using (E.9) in (E.11) then yields
H ′
H



























































1 − Σ + fm4
)
. (E.12)

























(Σ + fm − Σfm) , (E.13)
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′)2 + V + ρr (1 + fm)


















which is in agreement with Equation (16) of [138]. This can now be used to eliminate
H2 terms in (E.13). Noting that 1 + fm ≈ 1, the factor in front of the φ′ term on the
LHS of (E.13) becomes
(











































































































which is in agreement with Equation (17) of [138]. Further simplification of (E.17) is
done by noting that V (ϕ) << ρr while ϕ ≳ M in the early Universe. Also, assume
that ϕ>>ϕmin, as is the case for the range of initial conditions under consideration,
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such that the driving term dV /dϕ is far less than the driving from Σ. The background














where Σ if a function of the Jordan frame temperature.
E.2 EOM in the Jordan Frame
Next, we transform (E.17) into the Jordan Frame. The relationship between the e-folds













= β (φ− φi) +N, (E.19)
and thus the differential relation is
dN
dÑ




Inverting (E.20) then gives
dÑ
dN = (1 − βφ‘)
−1 (E.21)
where ‘ ≡ d/dÑ . This allows one to transform Einstein frame quantities into the
Jordan frame. Derivatives of the field become
φ′ = φ‘ (1 − βφ‘)−1 ,
φ′′ = φ“ (1 − βφ‘)−2 . (E.22)
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Using these, (E.17) becomes
φ“ (1 − βφ‘)−2 +
[
φ‘ (1 − βφ‘)−1 − φ‘
3























Multiplying (E.23) throughout by (1 − βφ‘)2 then gives
φ“ +
[
φ‘ (1 − βφ‘) − φ‘
3






















Similarly, transforming the simplified EOM (E.18) into the Jordan frame gives
φ“(1 − βφ‘)−2
1 − 16φ‘(1 − βφ‘)−2
+ φ‘(1 − βφ‘)−1 = −3βΣ,
⇒ φ“
(1 − βφ‘)2 − φ‘26
+ φ‘(1 − βφ‘)−1 = −3βΣ. (E.25)
Taking the ansatz (9.34) and transforming it into the Jordan frame with N = Ñ−β(φ-
φi) gives









+ φ− φi − φS + φi
= φ− Ñ − ÑS
β
(E.26)
Again, this seems to imply the Jordan frame e-folds are constant during the surfing
solution.
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