Abstract. We study the boundary controllability of a nonlinear Korteweg-de Vries equation with the Dirichlet boundary condition on an interval with a critical length for which it has been shown by Rosier that the linearized control system around the origin is not controllable. We prove that the nonlinear term gives the local controllability around the origin.
Introduction
Let us consider the following Korteweg-de Vries control system: (KdV) y t + y x + y xxx + yy x = 0, y(t, 0) = y(t, L) = 0.
For this control system, L > 0 is given, the state is y(·) : [0, L] → R, and for the control one can take, for example, u(·) = y x (·, L) ∈ R. The Korteweg-de Vries equation serves to model various physical phenomena (see e.g. [19] ), for example the propagation of small amplitude long water waves in a uniform channel. Let us recall that Bona and Winther have pointed out in [3] that the term y x in (KdV) has to be added to model the water waves when x denotes the spatial coordinate in a fixed frame. We are interested in the local controllability of (KdV) around 0. Rosier has proved in [12] that the control system (KdV) is locally controllable around 0 provided that the length of the spatial domain is not critical.
Theorem 1 ([12, Theorem 1.3]). Let T > 0, and assume that
L / ∈ N := 2π
Then there exists r 0 > 0 such that, for every (y 0 , y T ) ∈ L 2 (0, L) 2 with y 0 L 2 (0,L) < r 0 and y T L 2 (0,L) < r 0 , there exists
satisfying (KdV) such that y(0, ·) = y 0 and y(T , ·) = y T .
The aim of this paper is to study the local exact controllability around 0 of the nonlinear KdV equation when L = 2kπ ∈ N (take j = l = k in (1.1)). Our main theorem is the following one.
Theorem 2. Let k be a positive integer and let T > 0.
There exists r 1 > 0 such that, for every (y 0 , y T ) ∈ L 2 (0, 2kπ ) 2 with y 0 L 2 (0,2kπ ) < r 1 and y T L 2 (0,2kπ) < r 1 , there exists
satisfying (KdV) with L = 2kπ such that y(0, ·) = y 0 and y(T , ·) = y T .
When L = 2kπ the linearized control system of (KdV) around 0 is (KdVL) y t + y x + y xxx = 0, y(t, 0) = y(t, 2kπ) = 0.
It has been shown by Rosier in [12] that this linear control system is not controllable. To prove that the nonlinear term yy x gives the local controllability, a first approach could be to use the exact controllability of the nonlinear equation around nontrivial stationary solutions proved in [8] and to apply the method introduced in [6] (that is, the return method [4, 5] together with quasi-static deformations; see also [7] for this last point). But, with this method, it seems that one can only obtain the local exact controllability for large time. To prove Theorem 2 we use a different strategy that we briefly describe now. We first point out that in this theorem we may assume that y 0 = 0: this follows easily from the invariance of (KdV) under the change of variables τ = T − t, ξ = 2kπ − x. Then we use the following result, due to Rosier, for the linearized control system (KdVL).
Theorem 3 ([12, Remark 3.6]). Let T > 0 and
(1 − cos(x))y dx = 0 .
For (y 0 , y T ) ∈ H × H , there exists y ∈ C([0, T ], L 2 (0, 2kπ )) ∩ L 2 (0, T , H 1 (0, 2kπ )) satisfying (KdVL) such that y(0, ·) = y 0 and y(T , ·) = y T .
Then, as we shall prove in Section 2, the nonlinear term yy x allows us to "go" in the two directions ±(1 − cos(x)) which are missed by the linearized control system (KdVL). Finally, in Section 3 we derive Theorem 2 from Section 2 by means of a fixed point theorem.
y t + y x + y xxx = f, (2.1)
3)
We adopt the notations of [12] . Let A denote the operator Aw = −w − w defined on D(A) := {w ∈ H 3 (0, L); w(0) = w(L) = w x (L) = 0} and let (S(t) t≥0 ) denote the semigroup of contractions associated with A (see [12, Proposition 3.1] ). For T 0 < T 1 , let
endowed with the norm
Rosier has proved the following proposition. 
The function T 0 ,T 1 (y 0 , h, f ) is called the mild solution of (2.1) to (2.4). For simplicity, we write B for B T 0 ,T 1 and for T 0 ,T 1 when (T 0 , T 1 ) = (0, T ). Note that the existence of the continuous linear map δ T 0 ,T 1 shows that, with y :
. For simplicity we shall write y x (t, 0) instead of
if there exists h ∈ L 2 (T 0 , T 1 ) such that y is the mild solution of (2.1) to (2.4) with y 0 (x) := y(T 0 , x). Note that it follows from the proof of Theorem 3 given in [12] that this theorem holds for mild solutions of (KdVL). Until the end of this section we assume that
The aim of this section is to prove the following result.
10)
12)
13)
and of
14)
Remark 9. It would have been quite natural to look for the existence of (u + , v + ) in L 2 (0, T ) 2 and of (u − , v − ) in L 2 (0, T ) 2 such that, if α ± , β ± are the mild solutions of (2.6) to (2.13), then
The existence of such (u ± , v ± ) would have also implied Theorem 2. Unfortunately, as proved in Corollary 19 below, such (u ± , v ± ) do not exist. Roughly speaking, an expansion to the 2 nd order is not sufficient. We must go to the 3 rd order to get local controllability.
In order to prove Proposition 8, let us first remark that (u + , v + , w + ) has the required properties if and only if (u − , v − , w − ) := (−u + , v + , −w + ) does. Moreover, in order to prove the existence of (u + , v + , w + ) it suffices to prove the existence of (u + , v + ,w + ) in L 2 (0, T ) 3 such that, if α + , β + andγ + are the mild solutions of (2.6) to (2.17) with γ + :=γ + and w + :=w + , then
Indeed, by Theorem 3 (for mild solutions), there exists w * + in L 2 (0, T ) such that the mild
, where P H denotes the orthogonal projection on H for the L 2 -scalar product. Then u + , v + and w + :=w + +w * + have the properties required by Proposition 8 (with γ + :=γ + +γ * + ). Similarly, in order to prove the existence of (u − , v − , w − ) it suffices to prove the existence of (u − , v − ,w − ) in L 2 (0, T ) 3 such that, if α − , β − andγ − are the mild solutions of (2.6) to (2.17) with γ − :=γ − and w − :=w − , then
From (2.14), (2.15) and (2.17), one gets, using integration by parts (which can be easily justified by density arguments),
Hence Proposition 8 is a consequence of the following proposition. 
Let T > 0. Let α 1 ∈ B be a mild solution of 
By Theorem 3, there exists θ 1 ∈ R and a mild solution β 1 ∈ B −T ,2T of
37)
By Corollary 19 below, it follows that
By Theorem 3, there exists a mild solution
By Corollary 19 again,
Similarly, by Theorem 3 and Corollary 19, there exists a mild solution
We extend α 2 , β 2 and
Let us consider, for (ρ 1 , ρ 2 ) ∈ R 2 , α := ρ 1 α 1 + ρ 2 α 2 and β := ρ 2 1 (2.19) to (2.21) and (2.23) to (2.25) hold in the mild sense and α(−T , x) = β(−T , x) = α(2T , x) = β(2T , x) = 0. Now, assume that Proposition 10 is false. Then, for every (
By looking at the coefficient of ρ 2 1 ρ 2 in (2.45), we get 
, if y 1 and y 2 are mild solutions of
From (2.47), (2.48) and (2.49), we get (2.29) and (2.30). Multiplying (2.47) by 1−cos(x), integrating the resulting equality on [0, L] and using integrations by parts together with (2.48), we get
By (2.49) and (2.50), if
which will be assumed until the end of this section, (2.31) holds. LetÃ denote the operator
with compact resolvent. Hence, the spectrum σ (Ã) ofÃ is a discrete subset of iR. Assume that
Then there exists one (and only one)
, and use integrations by parts together with (2.5), (2.47), (2.48) and (2.54) to get
From now on we assume that
By (2.47), (2.48), (2.52) and (2.56), 
We also assume that
Then there also exists a unique 
From (2.37), (2.39), (2.40), (2.53), (2.54) and (2.63) to (2.68), we get
By (2.41) and (2.44),
From (2.59), (2.69) and (2.70), we get
From (2.39), (2.40), (2.49), (2.72) and (2.73), we get
which, together with (2.41), gives
From (2.46), (2.71) and (2.75), we get
Let us restrict ourselves to the case where
This allows us to perform a time translation of ∈ [0, T /4]: if we define 
. This last property, together with (2.51), implies that
. We take λ := 2ia(4a 2 − 1). Let
One easily checks that such a y λ satisfies (2.53), (2.54) and (2.56). Let, with λ := 2ia(4a 2 − 1),
Then the function S :
, is continuous (and even analytic). In Appendix C we prove the following lemma:
Lemma 11. The function S is not identically equal to 0. This lemma and (2.80) imply that
Hence the zeros of L are isolated if L = 0. However, by Lemma 11, (2.80) and the continuity of S, there exists a nonempty open subset of iR on which L vanishes (let us recall that σ (Ã) is a discrete subset of iR). Hence L = 0, which implies (2.83).
We multiply (2.39) byᾱ 2 , take the real part, and integrate on [0, L]. Then, using integrations by parts and (2.40) together with (2.83), we get
which, combined with (2.41), implies that
But, by Theorem 3 (for mild solutions), there are mild solutions of (2.39) and (2.40) satisfying (2.41) and (2.77) such that (2.84) does not hold. This ends the proof of Proposition 10 and therefore of Proposition 8.
Local exact controllability
In this section we still assume that (2.5) holds and we end the proof of Theorem 2. As pointed out in Section 1, the invariance of the control system (KdV) under the change of variables τ = T − t, ξ = L − x allows us to prove only that, for every T > 0, there exists
such that the mild solution y of y t + y x + y xxx + yy x = 0, (3.1)
satisfies y(T , ·) = y T . Of course, by "y is a mild solution of (3.1) to (3.4)", we mean that y is in B and is the mild solution of
We use similar natural conventions until the end of this paper. It follows from Propositions 14 and 15 below that, for a given u ∈ L 2 (0, T ), there exists at most one mild solution of (3.1) to (3.4) and that such a solution exists if u L 2 (0,T ) is small enough (the smallness depending on T and L).
By (the proof of) Theorem 3, there exists a continuous linear map
such that the mild solution of
(One can take for the control obtained by means of HUM; see [12, Remark 3.10] .) Let y T ∈ L 2 (0, L) be such that y T L 2 (0,L) ≤ r, r > 0 to be chosen later, small enough so that the maps introduced below are well defined in a neighborhood of 0. Let T y T denote the map
where y is the mild solution of (3.1) to (3.4) and G :
(The functions u ± , v ± and w ± are fixed as in Proposition 8.) Clearly, each fixed point z * of T y T satisfies F (G(z * )) = y T , and the control u = G(z * ) is a solution to our problem.
Until the end of this paper, we adopt the following notations:
First of all we prove a lemma about the map T 0 .
Lemma 12.
There exist
Let y be the mild solution of 
there exists a unique mild solution of (3.7) to (3.10), and this mild solution satisfies
Letỹ,α,β,γ be the mild solutions of y t +ỹ x +ỹ xxx = 0, (3.12)
14) 19) 2β t +β x +β xxx = −αα x , (3.20) + |ρ(z)|γ , (3.29)
By Proposition 7, (3.11) to (3.30) and standard estimates, there exists
Similarly standard estimates give the existence of
Note that, by (2.18), (3.7) to (3.10) and (3.12) to (3.28),
Moreover, by (3.7) to (3.10) and (3.12) to (3.30), φ is a mild solution of
From (3.32), (3.34) to (3.37), (3.38) and Proposition 15, there exists
From (3.31), (3.33) and (3.39), one gets the existence of 3 = 3 (T , L) > 0 and of
which, together with (3.35), ends the proof of Lemma 12.
We now study
where e(x) := 1−cos(x) and ω ∈ R. (In fact we should write, for example, y T ,ω , but for simplicity we omit the indices y T and ω.) To prove the existence of a fixed point for , we apply the Banach fixed point theorem to the restriction of to the closed ball B R ∩H , with y T L 2 (0,L) + |ω| ≤ R/3 and where
Hence, for R > 0 small enough,
Let us now look at the contracting property of . Let ω ∈ R, g ∈ H and h ∈ H . Let
Let y, z,ỹ,z be the mild solutions of the following problems:
y t + y x + y xxx + yy x = 0, (3.43) 
53) Let φ = y −ỹ and ψ = z −z. Let γ = φ − ψ. By (3.43) to (3.58), γ is a mild solution of
Let us notice that there exists
Then, using again Propositions 14 and 15 as in the the proof of (3.40), we get the existence of 4 
one has
Note that (3.59) implies that
Therefore, by (3.42) and (3.60), there exists 5 
, has a unique fixed point h(y T , ω) in B R ∩ H . Note that the map h is continuous in a neighborhood of (0, 0) ∈ H × R. We now apply the intermediate value theorem to the map
By (3.6), there exists 6 
√ 3L/8, we deduce, by the intermediate value theorem, that τ has at least one fixed point ω 0 . We have
which ends the proof of Theorem 2.
Let us remark that it follows from our proof of Theorem 2 that the following theorem, slightly more precise than Theorem 2, also holds. 
A. Appendix: Existence and uniqueness of solutions to Cauchy problems for KdV equations
We first prove the existence of solutions to the Cauchy problem for nonlinear KdV equations (with small data).
Proposition 14.
Let L > 0 and T > 0. There exist > 0 and C > 0 such that, for every
there exists at least one mild solution y of
which satisfies
A fixed point of M f,u,y 0 is a solution of (A.1). One easily gets the existence of
Hence, by continuity of (see Proposition 7), there exists a constant
From these two inequalities and the Banach fixed point theorem, one sees that the assertion of Proposition 14 holds with := 1 9C 2
9
, C := 3C 9 2 .
(Note that M f,u,y 0 (B) ⊂B ifB := {y ∈ B; y B ≤ 1/(3C 9 )}, M f,u,y 0 (z)−M f,u,y 0 (y) B ≤ (2/3) z−y B for every (y, z) ∈B 2 , and 2 for which there exist mild solutions y and z of y t + y x + y xxx + yy x = f, (A.2)
one has the following inequalities:
Proof. Let
Then is a mild solution of
Formally, by integrating by parts in
using (A.14) and (A.15), we readily get 
Thus,
Similarly,
We have the following lemma:
Thanks to Lemma 16, there exists C 12 > 0 such that
Moreover, by (A.7) and the Sobolev embedding
Hence, using (A.14) and Lemma 16 with a := min{C
, L}, there exists
Thus, by (A.20), (A.22), (A.23), and (A.24), there exists
Let us assume for the time being that the following lemma holds: 
From (A.16), (A.26) and Lemma 17, we get, for every t
) .
(A.27) Using (A.12), (A.25) and (A.27), we get the existence of
) , (A.28) which gives (A.10). Finally, in order to get (A.11), we multiply (A.13) by and integrate on [0, L]. Using (A.14), (A.15) and integrations by parts, we get we easily see that, without loss of generality, we may assume that c = 0. Moreover, we may also assume that there exists > 0 such that, for almost every
Then, in the sense of distributions,
Integrating this inequality on [0, t], we get
which gives
and ends the proof of Lemma 17.
B. Motion failure in the ±(1 − cos(x)) directions for a 2 nd order power series expansion
Throughout all this section, we again assume that (2.5) holds. We now denote by L 2 (0, L) the space of measurable complex-valued functions such that
, mild solutions etc. We also still denote by P H the orthogonal projection on H ⊂ L 2 (0, L) for the hermitian product on L 2 (0, L). The main result of this section is the following.
Proposition 18. Let z be a mild solution of
and let y be a mild solution of
Before giving the proof of this proposition, let us first mention a corollary: We multiply (B.19) by y λ (L − x) to get, in view of (2.5), 
We then proceed as in the proof of Lemma 20 to get the desired property.
Let us now turn to the case where µ = 0. Then (B.24) to (B.27) imply the existence of c ∈ C such that
(B.31) Let E be the subspace of L 2 (0, T ) × L 2 (0, L) spanned by the following pairs:
• (e µt ξ x (L), ξ ) with µ ∈ σ (Ã) and ξ ∈ C ∞ ([0, L]) satisfying (B.24) to (B.27).
Let us point out that, as in Section 2, we still have (2.50). Therefore E ⊂ L 2 (0, T ) × H . We have
Let us give an estimate on y λ in order to prove that v = 0. We multiply (B.14) byȳ λ , take the real part and integrate on [0, L]. Then, using integrations by parts together with (B.15) and (B.16), we get
From this equality we deduce that
The same computations show that, if w ∈ D(A) satisfies Aw = λw with λ ∈ C, then 2Re(λ)
Hence by (B.34) and (B.36) the holomorphic function λ ∈ C → T 0v (t)e λt is bounded and converges to 0 as Re(λ) tends to +∞. Therefore this holomorphic function is identically equal to 0, which implies that v = 0.
Let us now prove that h ∈ H ⊥ . We have Let us now end the proof of Proposition 18 by a density argument on y. Let z be as in the hypotheses of Proposition 18. Let
where y is the mild solution of
By Lemmas 20 and 21, this linear map F vanishes on E. By Proposition 7, F is continuous. Hence F vanishes on the closure of E, which, by Lemma 22, is equal to L 2 (0, T )×H . This ends the proof of Proposition 18.
C. Proof of Lemma 11
. We have
After some integrations by parts, we get, using (2.47) for −2λ in place of λ, (2.65) and (2.73),
Then, in order to prove Lemma 11, one just just needs to check that
Straightforward computations give
with
where
+ (−6ia
We also have We look at P (3,1,2,2) . After lengthy but straightforward computations, we get In particular P (3,1,2,2) is not identically equal to 0.
