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Abstract 
Zimmerman, G.W. and A.-H. Esfahanian, Chordal rings as fault-tolerant loops, Discrete np- 
plied Mathematics 37/38 (1992) 563-573. 
The loop is a commonly used interconnection network for computer systems. In this paper we 
consider the problem of making a loop network fault-tolerant. Previous solutions employ the ab- 
solute minimum number of redundant components, for a specified level of fault-tolerance. In our 
approach, “extra” redundancy is used to reduce the size and complexity of the interconnection 
networt\. Designs based on chordal rings are presented which can tolerate one and two processor 
failures. The examples given indicate that for large scale systems, the approach can produce im- 
provement over previous approaches, yielding designs which are more in accord with the limita- 
tions of current technology. 
1. Introduction 
A Multicomputer (MC) is a collection of linked autonomous processors in whic:r 
each processor has its own local memory. Processors may communicate by exchang- 
ing messages [9]. A message may have to go through several intermediate processors 
before reaching its destination. These systems have also been referred to as message- 
passing or point-to-point networks [12]. The advances in technology have made it 
possible to construct MCs with large numbers of processors, and the goal of a 
number of research and development projects has been to construct MCs that will 
deliver high performance for selected applications, at a relatively low cost [7,15,16]. 
A fundamental design consideration for an MC is the choice of the topology of the 
interconnection etwork, as this significantly influences the types of applications 
which can be efficiently executed. Over the years many topologies have been proposed 
[2,8,11,13]. 
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In this article, we consider the problem of designing&At-tolerant MC topologies. 
For an MC, fault-tolerance at the system level implies that the type of faults to be 
tolerated are proces or and/or link failures, and an MC is said to be fault-tolerant 
if it can remain functional in the presence of such failures. It is, however, the 
topological requirements of the application that essentially determine when an MC 
is considered to be functional. Here, an MC is considered to be functional as long 
as a desired topology is contained in the system. In the past few years much work 
has been done in developing parallel algorithms and the best MCs for their execu- 
tions [14]. For these algorithms, the existence of certain topologies is a significant 
factor in delivering the desired performance. Thus, for such applications, the system 
should be able to provide a specific topology throughout he execution of the algo- 
rithm. The basic approach in achieving fault-tolerance in the above sense is to 
employ system-wide redundancy. The existing work on fault-tolerant (in the above 
sense) topologies have mainly ,-onsidercd processor failures only and we will do 
likewise here. 
In designing such a fault-tolerant opology, the number of faults to be tolerated 
is specified a priori. Given this value, say k, a topology is determined such 
that the desired subtopology can be realized given any set of k faults. Fault- 
tolerant topologies have been proposed for many desired topologies including: 
loop, binary tree, cube-connected cycles and hypercube ]4,6, rO]. In the existing 
work, the primary design criterion has been to employ the minimup number 
of redundant (or spare) processors in deference to other parameters, such as 
the number of communication links, ease of layout, etc. The overriding rationale 
for this choice has largely been economic; processors being usually the most 
expensive component. However, using the absolute minimum number of spare 
processors has typically forced these designs to incorporate a very large number 
of redundant communication links; in graph-theoretic terms each vertex has 
very “high” degree. From a practical perspective, this presents a problem in 
that processors have only a finite (usually quite small) number of communication 
ports. 
In this article, we present an alternate primary design criterion and employ 
it in the design of fault-tolerant loop topologies. The basic idea is to place a 
bound on the maximum number of connections at each processor and determine 
the number and configuration of redundant components required to achieve 
a specified level of fault-tolerance. Loops are a common interconnection topology 
and are important in their own right. However, as many other topologies have 
loops “embedded” within them, results relating to the construction of “low”- 
degree fault-tolerant loops can give insight into the feasibility of such con- 
structions for other topologies. In the next section, we present terminology and 
a formal statement of the problem. In Section 3, we prcscnt a design for fault- 
tolerant loops based on a class of graphs called chordal rings. The final section 
includes a comparison of our approach with previous work, and some concluding 
remarks. 
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2. Background 
The topology of an MC is modeled as a graph G(V, E), with the vertex set 
I’/= V(G) representing the processors and the edge set E = E(G) representing the 
passive, bidirectional communication links between processors. Graph-theoretic 
terms not defined here can be found in [S]. Let G( V, E) be a finite graph without 
loops or multiple edges. If an edge e= (u, v) E E, then vertices u and u are said to 
be adjacent, the edge e is said to be incident o these vertices. The degree of a vertex 
u, d(v), is the number of edges incident to v. The minimum and maximum degrees 
of a graph G are: 6(G) =min{d(v) 1 VE V} and d(G) = max{d(v) 1 v E V}, respec- 
tively. A subgraph D of G, denoted DE G, is a graph having all of its vertices and 
edges in G. A graph G is r-regular if for all v E V, d(v) = r. Graphs that are 3-regular 
are also referred to as cubic graphs. A Hamiltonian grapt-, contains a cycle passing 
through all its vertices. The length of a shortest cycle in a graph G, called the girth 
of G, is denoted g(G). The cycle of order N, also called an N-cycle, will be denoted 
as Clv. For a set XC V, the notation G-X represents the subgraph of G obtained 
by removing from G the vertices in X and the associated incident edges. We will use 
the graph-theoretic terms cycle, vertex, and edge interchangeably with the terms 
loop, processors and link, respectively. The failure of a processor in an MC is 
represented by the removal of the corresponding vertex and its incident edges in the 
graph. 
As previously mentioned, in this model an MC is functional as long as a desired 
structure is contained within the system. This criterion was first formulated by 
Hayes and can be stated formally as follows [6]. Let G( V, E) represent the topology 
of an MC and D( V, E) be a desired structure. Then, G is k-fault-tolerant (k-ft) with 
respect to D, if for any set of faulty vertices FC V(G), with IFI = k, the graph 
D c G-F. We also say that G is a k-ft D graph. Thus, G is a I-ft N-cycle means 
that C,,& G - (03 for each v E V(G). It is clear from this definition that G is a k-ft 
D graph implies 1 V(G) 1 L I V(D)1 + k. For a given graph D, and specified integers 
k and m, the set of all k-ft D graphs G, v:ith I V(G)1 = I V(D)1 + m will be denoted 
by rk tD, ml. 
Using the above definition, several classes of problems can be formulated by im- 
posing certain requirements on the graph G. The problem originally proposed by 
Hayes can be stated as: Given a graph D and a positive integer k, construct a graph 
G such that: 
(a) D c G-F for any set FC V(G) with JFI = k. 
(b) / V(G) I = j V(D) I + k, and 
(c) no graph H satisfying (a) and (b) above has fewer edges than G. 
In [6], two designs for 1-ft cycles were presented (one each for graphs of odd and 
even orders) and also two general designs for k-ft cycles, where k> 1 l These designs 
use the minimum number of spare vertices, that is they belong to the elm r&‘,v9 kl- 
The criterion (b), indicates that the number of spares be exactly equal to the 
desired level of fault-tolerance. When no additional restriction is placed on the set 
566 G. W. Ziwnertnan, .A. 4. Esf ifhanian 
of faulty vertices, it is not difficult to conclude that 6(G) r&(D) + k; for the case 
of D= Clv, this gives a(G)?2 + k. Thus the degree of each vertex in G is at least 
proportional to the number of faults to be tolerated. Since current technology limits 
the number of connections at each processing node (and it seems this constraint will 
persist for some time to come [2,3]), the above optimality criterion may not be 
viable in certain situations. 
To address the above concern, we propose the following modified version of the 
above problem. Given a graph D and positive integers k and r, construct a graph 
G such that: 
(a) DC G -F for any set FC V(G) with 1 FI = k. 
(b) G is r-regular, and 
(c) no graph H satisfying (a) and (b) above h:.s fewer vertices than G. 
It is clear that this problem may not have any solution for certain choices of D, k, 
and r. A case in point, when r= 2 and D = CN there is no solution G for any k. 
Thus 3 is the smallest value of r for which a solution may exist for the case of 
D= Chi. 
In the sequel we will consider the modified problem for the case r = 3 and D = CN, 
N even. We will show that no solutions using exactly k spares exist; thus we 
must incorporate “extra” redundancy into the design. In fact, we show that the 
minimum number of spares required is bounded by 2k, that is ) V(G) 1 L I V(D) I + 2k, 
and we will exhibit the class of graphs for which the lower bound is achievable for 
k= 1,2. 
3. Chordal rings as k-ft cycle topologies 
We begin with some additional definitions. 
Definition. A fault set F is a set of faulty vertices. 
Definition. Given a graph G and a desired graph D, a vertex v is unusable with 
respect o a given fault set F, if no subgraph of G-F isomorphic to D contains v. 
Example. Let G be 3-regular and the desired graph D be a cycle. Let (~1, ~2, ~3) C 
V(G) and ((11t,u~), (uz, Q)) cE(G). Then the fault set (n,, u3] makes u2 unusable 
because u2 has only one edge connected to a nonfaulty vertex in G, implying that 
u, cannot be a vertex in any cycle. It is “trapped” between two faulty vertices. 
Note that by this definition any faulty vertex is unusable. 
n&xwl:*:-- A 1 
UCAa . . ..I U... L . b&I ;;A is usable if it is not unusable. 
Definition. Given a graph G, a fault set F, and a desired graph D, the set of all un- 
u&k vertices induced by F will be denoted U(F) or simply U. 
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Clearly, a necessary condition for a graph to be k-ft for Cnr, is that there be N 
usable vertices for every fault set F of order k. In other words, the maximum car- 
dinality of an unusable set may not exceed the total number of spare vertices. As 
we have noted, the tradeoff in using cubic graphs as k-ft cycles is that we must in- 
clude “extra” spare vertices in the design. Theorem 1 establishes the lower bound 
(cited earlier) on the amount of redundancy required. 
Theorem 1. Let G E rk [C,, m] be 3-regular and connected. Then m z2k - I. 
Proof. By definition, there is an N-cycle in G. Label the vertices of this cycle 
u&u19 l **9 uN_ l and consider the fault set F= ( vl, u3, .. . , v2k_ 1 }. As in the example 
above, the failure of the vertices vzi_ 1 and vti+ ], 1 I i,c k - 1, “traps” the vertex 
uzi, making it unusable. Thus all the vertices “between” such pairs of veilices in 
F are unusable. This gives (vi, v2, . . . , vtk_,}~Uand hence lU]>2k-1, proving 
the theorem. 0 
As we are considering designs for even N, Theorem 1 and the fact that there exists 
no cubic graph of odd order, imply that rhe minimum number of spares is at least 
2k. Hereafter we restrict our attention to cubic graphs having this minimum number 
of spares, i.e., those in the class r,[CN,2k]. In addition, we will consider only the 
cases where k<N/‘2. This seems a reasonable requirement for large sJe systems 
and eliminates many special cases in the proofs. 
3. I. Chordal rings 
A chordal ring of degree 3, hereafter eferred to simply as a chordal ring, is a 
3-regular I-Iamiltonian graph. Clearly, chordal rings are of even order. Following 
[l] we define a specific class of chordal rings, CR(N, w) as follows. Construct a cyc!e 
of order N, index the vertices vo, vl, . . . . uN_ l around the cycle. Then for each i, 
0 zs i< (IV- 1)/2, add the edge (Vet, vj) where j = (2i + w)mod N. The parameter w is 
called the chord length and it is required to be odd and at least 3. Note that CR(N, w) 
is bipartite with ui and Vi+ 1 being in different partitions. Without loss of generality, 
we will assume that ws N/2. The chordal ring CRjZO, 3) is shown in Fig. 1. (For 
sake of readabiltity, we have labeled the graphs in the figures using integral abels, 
i.e., vertex vi is labeled simply i.) 
3.2. Fault tolerance of CR(N, w) 
As we noted earlier, two solutions for 1-ft cycles were given in [6]. The solution 
for even cycles has d = 4, while the solution for odd cycles is cubic. We have noticed 
that Hayes’ solution for 1-ft C2i+1 (_a -ing one spare) can also serve as a 1-ft C2j 
(using two spares). Thus such chordal rings belong to &[Czi, 21. The following 
theorem establishes a stronger result for I-ft cycles. 
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Fig. 1. The chordal ring CR(20,3). 
Theorem 2. For any even Nr4, CR(N+2, w) E f, [C,,,, 21, where w is as defined 
above. 
Proof. Let N be given and let the vertex set of CR(N+ 2, w) be v= { oO, uI, ..*, UN+ 1) l 
Without loss of generality, let F= (v,-,). Then it is not difficult to see that the 
following N-cycle is contained in CR(N+ 2, w) - F. 
C’lr v,, v3, *a’, vN+I-,,‘,vN+j,vN,**.,vN+3-,r,,vI. CIi 
For the 2-ft case, we have proved (by exhaustion) that no cubic graph exists for 
N= 4, and we thus consider Nr 6. The next theorem establishes that for such N, 
the chordal rings CR(N + 4,3) are 2-ft for Cr;. 
Theorem 3. For arzy even Nz 6, CR(N+ 4,3) E .y& 41. 
Proof. Let N be given and let the vertex set of CR(N+ 4,3) be V= (vO, vl, . . . , uN+~}o 
To estabhsh the result, we must show that for any fault set F= (uo,u~} C v, 
CN c CR(N + 4,3) -F. Since the design uses four spare vertices, for any fault set F 
as above, two additional vertices will not be used in the resulting cycle. The two faulty 
vertices and the two additional ones will be referred to as the unused vertices for 
the fault F. Without loss of generality, we Let uo= v. and consider the possibilities 
for ul. There are three cases: 
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Case 1: u1 = ol. Consider the two paths: 
These two paths have only the vertex ON+ 1 in common. A cycle of order N can be 
formed by concatenating the two paths and including the edge between v2 ancl v3. 
Note that the VertiCeS UN+2 and ON+ 3are unused in this cycle. An example of such 
a cycle is given in Fig. 2 for CR(20,3). The edges in the 16-cycle are shown as con- 
tinuous lines; dashed lines represent unused edges. 
In the remaining two cases we will use the Hamiltonian cycle shown in Fig. 3(a) 
to establish the result. This cycle is made up of paths of the form Vzi+ 1, v2,, V,i+3; 
that is, an edge from the “peripheral” cycle followed by a chord in the “opposite” 
direction. It is clear that such a cycle always exists in CR(M, 3). Note that the “end- 
points” uzi, Vzi+3 of any chord used in this cycle may be removed from the cycle 
by using the edge connecting uzi+ l and vzi+ 2. An example is sholvn in Fig. 3(b). 
Case 2: u1 = uj, j# 1,3. In this case, an N-cycle can be obtained by removing the 
chords (i.e., their endpoints) corresponding to the faulty vertices as discussed above. 
Case 3: u1 = v3. Here, the two faulty vertices are the endpoints of a chord. To 
obtain a cycle of the correct size, we choose the endpoints of any other chord in the 
graph, with the exception of the pair vl, uN_3 and remove them as in Case 2. 
Thus for all combinations of two failures we can obtain a cycle of order N and 
the theorem is proved. 0 
Fig. 2. A 16-cycle in CR(20.3). 
570 
Fig. 3. (a) A Hamiltonian cycle in CR(20,3). (b) The endpoints of the chord (43) are removed. 
Chordal rhgs as far&-rolerant loops 571 
We have shown that CR(N+ 2k, w) dJCN, 2k] for k = 1,2 and w= 3. We will 
next show that the 3-ft is the best that can be achieved from chordal rings using the 
minimum nillrnber of spare vertices. To do this we need the following results. 
Lemma 4. Let G be a 3-regular and connected graph. Further, let G E lJCN, 2k]. 
Then the girth of G, g(G) 2 k+ 1. 
Proof. IBy contradiction. Suppose G has a j-cycle Cj , js k. Consider the set A = 
(v 1 v $ 0, v is adjacent o some vertex u E Cj} . Call A the adjacent set of Ci and 
let IA 1 = m. Note that m 5 j, since each vertex in Ci has one incident edge not in the 
cycle, with which to connect to another vertex in G. Suppose all the vertices in A 
are faulty. The vertices in Ci are “trapped” by the fault set A and thus (A UCj)C U. 
Since G is k-ft for CN and m < k, there is an N-cycle in G which does not include any 
vertices in A U Cj. Let w,, wI, . . . , wN_ 1, w. be such a cycle. Since G is connected, 
there is a path between some vertex vo& to a vertex w. in the N-cycle, which does 
not include any other vertex in A. Let this path be P = vo, ul, u2, . . . , u,,, wo. Note 
that the path P may be of length 1. Now extend P to P’ by concatenating with it, 
the path formed by the vertices of the N-cycle: P’= vo, ul, 4, . . . , up, wo, wl, . . . , wh_ 1. 
So, we have established that there is a path beginning at vo, of length at least N 
which does not contain any vertices of A U Ci other than vo. Let us relabel P’, 
denoting the first 2k - 2m -E- 2 vertices as vo, vIs v2, . . . , vZk- z,,l + l. Now consider the 
fault set, 
F= A U {vl, v 39 l **,v2k-2m+ I )-{vo), IFi =m+(k-m+ I)-l=k. 
This makes the set (AUCjU(Vl,V2,...,V2k_2,rl+I))CLj and thu= [IjlZIn+j+ 
2k - 2m + 1 z2k + I, which contradicts the definition of G. El 
Lemma 5. Let G be as in Lemma 4, then g(G)# k+ 1. 
Proof,, By contradiction. Suppose G has a k+ l-cycle C, and let A be the adjacent 
set of this cycle as in Lemma 4. If I/l 1 s k, then the proof of Lemma 4 also holds 
here. If IA I = k + I, then choose any vertex v. E A and set F= A - (vo). Clearly, 
IF I = k and (C U F) C U. This implies 1 U I L k + 1 + k = 2k + 1 which contradicts the 
definition of G. Cl 
The preceding lemmas give us the following theorem. 
Theorem 6. Let G be a 3-regular and connected graph. Further, let G E f,+,[& 2k]. 
T’lren g(G) 1 k + 2. 
We are now ready to state the following theorem. 
Theorem 7. CR(N+2k, w)$fk[CN,2k] for any kz4. 
Proof. For any values of N and w as defined above, the graph CR(N, w) contains 
the cycle induced by the edge set: ((~0, ul), (o~,oz), (~2: 01:.+2), (~,,,+2, o ,+ I), (o,,.+ 1, o,,J, 
(u,,,, oo)}. This implies that g(CR(M, w)) zz 6 and therefore from Theorem 6 the con- 
clusion holds for k L 5. For k = 4, consider the fault set F = { vo, ~2, va, uN+ 2k _ ,,.+ 2). 
The vertices in the set F’=FU {u~,u~,o~+~~-,,.+~,u~+~~-,,.+~) are all unusable. 
Since five of these vertices all belong to one set of a bipartition of CR(N+ 2k, w), 
the largest cycle that can exist in CR(N + 2k, w) - F’ is CN+ zx; _ lO. This gives the 
desired result for k = 4. Cl 
4. Concluding remarks 
For the I-ft case, we have exhibited a class of 3-regular graphs which are in the 
clsss I;[CN, 21. Previously known results have d = 4 and do not have the advantages 
of bl=ing regular. In the 2-ft case, our design is 3-regular, requires four spare vertices 
and 3(N+ 4)/2 edges. Previously known results are 4-regular, use two spare vertices 
alld require 2(ZV+ 2) edges. Thus the savings in edges is O(N), while the cost in ver- 
tices is fixed (and small). So for large IV, our designs yield improvements in terms 
of numbers of edges and are more in accord with the limitations of current tech- 
nology. In addition, since these designs have ‘“extra” redundancy, they have the 
ability to tolerate certain specific patterns of greater than k failures. 
We conclude this article with the following conjecture, which we have verified for 
26rNGO. 
Conjecture. CR(N+ 6,7) E r3[CN, 61 for all even Nr 26. 
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