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Abstract
A new strategy is introduced for estimating population size and networked population
characteristics. Sample selection is based on the one-wave snowball sampling design.
A generalized stochastic block model is posited for the population’s network graph.
Inference is based on a Bayesian data augmentation procedure. An application is pro-
vided to simulated populations and an empirical population at risk for HIV/AIDS. The
results demonstrate that statistically efficient estimates of the size and distribution of
the population can be achieved.
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1 Introduction
Hard-to-reach populations are typically not covered by a sampling frame, thereby making
recruitment a challenge for the investigator. As there is usually a contact pattern between
the members of such populations, link-tracing sampling designs can be used to exploit the
underlying network to find members to sample for a study. Hence, there has been a growing
interest in the use of link-tracing sampling designs to facilitate recruitment for studies based
on these populations. A recent surge in the literature relates to inference procedures oriented
around such designs for estimating attributes of networked populations. We contribute to
this area by developing a strategy based on a complete one-wave snowball sampling design
and model-based approach to inference. The new strategy permits for estimation of the
population size as well as graph parameters.
In our approach we base recruitment on the snowball sampling design due to its (1) popularity
from a theoretical standpoint (see the overview provided by Frank (2009) and review by
Frank (2011) on the use of snowball sampling designs in networked populations) and (2)
its practicality for recruitment in an empirical setting (see Browne (2005) and Petersen and
Valdez (2011) for such applications); in particular, where sampling past the first wave is not
practical, possibly due to budgetary constraints, when sampling without replacement over
multiple waves is beyond the control of the investigator, or the network is transient in terms
of its size and/or link-structure.
In our theoretical setup we generalize the stochastic block model for random graphs (see
Nowicki and Snijders (2001) for its use in modeling digraphs). The model is a direct extension
of the Bernoulli graph model in that it can account for stratum assignments and allows for
links to occur independently between individuals conditional on such assignments. In our
setup we opt to use this model as it (1) requires a minimal amount of observations on
individuals selected for the sample, as nominations only need be known for those made from
the initial sample and stratum assignments only need be known for sampled individuals (and
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not necessarily continuous covariate information, which in turn can reduce the amount of
resources required for a study), (2) can serve as a good omnibus model for social networks,
(3) has a considerable amount of application to hard-to-reach populations (see Thompson
and Frank (2000) and Chow and Thompson (2003) for examples of its use in modeling an
HIV population), and (4) results in a tractable likelihood-based estimation procedure for the
population size when a complete one-wave snowball sampling design is used.
Direct maximum likelihood estimation based on likelihoods arising from network models
(for example, those based on exponential random graph models (ERGMs)), and/or induced
through network samples (cf. Expression 2), can be analytically or computationally bur-
densome. A Bayesian data augmentation routine can provide a more viable alternative to
inference; see Kwanisai (2004) and Koskinen et al. (2013) for approaches based on a stochas-
tic block model and ERGM, respectively. In this study we present in full detail an extended
strategy allowing for estimation of the population size that is made possible by ignoring unit
labels. Similar to the ERGM-based approaches of Pattison et al. (2013) and Rolls et al.
(2013), our approach has the ability to make inference on graph parameters when the pop-
ulation size is unknown. Furthermore, the strategy has the advantage in that links between
nodes in the first wave are not required to be observed.
Contemporary approaches to network-based estimates consist of the following. The network
scale-up method, recently empirically evaluated by Salganik et al. (2011), is based on a
random sample of the general population and indirect observations about personal networks
that intersect with the target population. The method possesses several advantages over
other approaches. For example, it does not require respondents to disclose their membership,
or the membership of those in their network, if in the target population. Also, it is logistically
simple and inexpensive to implement in practice. However, the network scale-up method
requires strong assumptions. For example, the networks of those in the general population
are assumed to be representative of the population. In contrast, our approach can permit
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for, and therefore exploit for inferential purposes, differing patterns of nominations within
and between strata.
Bayes-aided approaches based on respondent driven sampling (RDS) designs are presented
in Handcock et al. (2015) and Crawford et al. (0). In the former they assume a simplified,
successive sampling, design with selection probability proportional to degree, but otherwise
not its network characteristics, and then assume an exponential random graph model and
include their approximating design in the MCMC inference calculations. In the latter they
use a network approach based on the assumption of a Bernoulli graph model. They first infer
on the links within the sample (since the RDS design does not make such observations) and
then use those in a Bayes-based estimation procedure with a likelihood based on the Binomial
distribution applied to the approximated number of links from each sampled individual to
those outside the sample. RDS typically requires many waves of recruitment for inferential
procedures to be applied. In contrast, our approach requires only one-wave of sampling for
the corresponding inference procedure to be applied.
Vincent and Thompson (0) develop a design-based approach, which bases preliminary esti-
mation on the Frank and Snijders (1994) estimators (see Section 5 for more details) for a
one-sample study and mark-recapture estimators for a multi-sample study. This approach
exploits a sufficiency result and Rao-Blackwellization to incorporate individuals selected
through link-tracing to improve on the preliminary estimates.
We explore and evaluate the strategy via simulation studies based on simulated and empirical
populations. The studies demonstrate that the strategy yields statistically efficient estimates
of population attributes.
4
2 Graph Model Setup and Sampling Design
We first generalize the stochastic block model and then reintroduce the complete one-wave
snowball sampling design.
2.1 The stochastic block model
Thompson and Frank (2000) explore the use of the stochastic two-block model when sampling
is based on a snowball sampling design. We follow their setup and generalize the model to
work over as many blocks as desired. Hereafter, we refer to blocks as strata.
First, we posit that all units in the population U = {1, 2, ..., N} are independently assigned
to one of G strata with a probability corresponding to λ = (λ1, λ2, ..., λG) where λj is the
probability an assignment is made to stratum j for j = 1, 2, ..., G. We define Ci to be the
stratum that individual i belongs to. Second, for simplicity, in our study we assume that all
links are reciprocated; we define Y to be the symmetric adjacency matrix of the population
where for all i, j = 1, 2, ..., N, Yij = Yji = 1 if a link is present between units i and j, and
0 otherwise. We posit that conditional on the population vector of stratum memberships
C = (C1, C2, ..., CN), links occur independently between all pairs of units in the population;
for any i, j = 1, 2, ..., N , if i 6= j then P (Yij = 1|C) = P (Yij = 1|Ci, Cj) = βCi,Cj , and if i = j
then P (Yii = 1) = 0. It shall be understood that for all k, ` = 1, 2, ..., G, βk,` = β`,k.
Stratum assignments should be carried out according to factors of importance, that is, those
which explain/predict the pattern of social links between individuals of the population.
Social links between individuals in hard-to-reach populations, such as those comprised of
drug-users, are typically based on the mutual sharing of drugs, drug-using equipment, and/or
sexual relationships. Hence, covariate information that can explain such links would typically
come in the form of drug-using habits and/or a combination of demographics like age, gender,
and race of the pairs of individuals. The presence of such non-directed social links in the
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population will give rise to the symmetric adjacency matrix that indicates the presence of
links between individuals.
2.2 The complete one-wave snowball sampling design
Hard-to-reach populations are typically not covered by a sampling frame and hence the
investigator will not have complete control over the selection procedure. For such a case,
one approach to modeling the initial selection procedure is to assume that it is a Bernoulli
sampling design, as such a procedure is not required to be controlled by the sampler; see
Frank and Snijders (1994) for further details. Hence, we assume the design commences
with the selection of an initial sample S0 via a Bernoulli sampling design. From the initial
sample, all links are traced out to the corresponding nominations of those individuals. Those
nominations outside the initial sample comprise the first wave and are denoted as S1. The
data observed from the sample is d0 = {S0, S1, CS0 , CS1 , YS0,S, YS0,S¯} = {S,CS, YS0,S, YS0,S¯}
where S = S0 ∪ S1 is the final sample; S¯ = U \ S is the set of members not selected for the
final sample; CS is the vector of the observed stratum memberships of the sampled members;
YS0,S refers to the recorded observations on the presence and absence of links between the
initial sample and the final sample; and YS0,S¯ ≡ 0 is understood to be the absence of links
between the initial sample and those individuals not selected for the final sample (for which
there is an unknown number).
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3 The Full Likelihood and Observed Likelihoods
Under the generalized stochastic block model, the likelihood function for the population
parameters based on an entire graph realization is
L(λ, β|C, Y ) =
G∏
k=1
λNkk
G∏
k=1
β
Mk,k
k,k
G∏
k=1
(1− βk,k)(
Nk
2 )−Mk,k
G∏
k,`=1:
k<`
β
Mk,`
k,`
G∏
k,`=1:
k<`
(1− βk,`)NkN`−Mk,`
(1)
where Nk is the size of stratum k and Mk,` is the number of links between/within the members
of strata k and `, for k, ` = 1, 2, ..., G. The first component of the likelihood corresponds
with the assignment of the stratum memberships to the individuals, the second and third
components correspond with the assignment of links within each stratum, and the fourth
and fifth components correspond with the assignment of links between strata.
Thompson and Seber (1996) and Thompson and Frank (2000) present the mathematical
details for obtaining the observed likelihood when a model-based approach to inference is
used and selection is based on a link-tracing design. Following their approach we obtain
the observed likelihood as follows. To facilitate inference we condition on the size of the
initial Bernoulli sample so that inference proceeds as if the sample is obtained with a simple
random sampling design. Conveniently setting n0 = |S0| and n1 = |S1|, we express the
observed likelihood as
LO(N, λ, β|d0, |S0|) = p(S|N, |S0|, YS0,U)
∑
CS¯ ,YS1∪S¯,S1∪S¯
f(C, Y |N, λ, β)
= p(S0|N, |S0|)
∑
CS¯ ,YS1∪S¯,S1∪S¯
f(C, Y |N, λ, β)
=
1(
N
n0
) ∏
iS0
λCi ×
∏
i,jS0:
i<j
[ (
βCi,Cj
)Yij · (1− βCi,Cj)(1−Yij) ]
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×
∏
jS1
[
λCj
∏
iS0
[ (
βCi,Cj
)Yij · (1− βCi,Cj)(1−Yij) ]]× [ G∑
k=1
(
λk
∏
iS0
(1− βCi,k)
)]N−n0−n1
,
(2)
where the last component of the likelihood is equivalent to
∏
jS¯
[
G∑
k=1
(
λk
∏
iS0
(1− βCi,k)
)]
.
The first component corresponds with the sampling design, the second corresponds with the
observations made on the stratum memberships of the initial sample, the third corresponds
with the observations made on links within the initial sample, the fourth corresponds with
the observations made on the stratum memberships of the first wave and links between the
initial sample and first wave, and the final component corresponds with both the unobserved
stratum memberships of the individuals outside the final sample and the observed absence
of links between these members and the initial sample.
The observed likelihood based on d0 will not provide meaningful inference for the population
size; if all parameters are held constant then the likelihood is a monotonically decreasing
function of N when N ≥ n0 + n1. Instead, we can ignore unit labels to derive a more
suitable likelihood for the population size and model parameters; see Royall (1968), Scott
and Smith (1973), and Cassel et al. (1977) for discussions on how such an approach can lead
to meaningful inference in some sampling contexts.
We shall let dI = {CS0 , CS1 , YS0,S, YS0,S¯} be the corresponding observed data, where unit
labels are ignored and stratum memberships and the adjacency matrix are known only up
to permutations of the original observations. The population can then be partitioned into
three sets corresponding with S0, S1, and S¯, each of size n0, n1, and N−n0−n1, respectively,
in
(
N
n0,n1,N−n0−n1
)
ways. Hence, the resulting ignored likelihood is
LI(N, λ, β|dI , |S0|) =
(
N − n0
n1
) n0∏
i=1
λCi ×
[ ∏
i,j=1,2,...,n0:
i<j
β
Yij
Ci,Cj
(1− βCi,Cj)(1−Yij)
]
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×
[ n∏
j=n0+1
(
λCj
n0∏
i=1
β
Yij
Ci,Cj
(1− βCi,Cj)(1−Yij)
)]
×
[ G∑
k=1
λk
n0∏
i=1
(1− βCi,k)
]N−n0−n1
, (3)
where we make use of the labels 1, 2, ..., n, n = n0 +n1 solely for presentation purposes (that
is, only the structure of the observed subset of the graph is retained in this likelihood).
In contrast to the observed likelihood, which depends on unit labels, the ignored likelihood is
now one that is more suitable for estimating N . By definition of the stochastic block model,
links between S0 and S¯0 occur independently given the corresponding stratum memberships.
These Bernoulli-type outcomes can be regarded as independent and, by symmetry, identically
distributed. Hence, embedded within the ignored likelihood is a Binomial type of experiment
where a “success” occurs if a unit outside S0 is linked to at least one unit in S0 and a “failure”
occurs otherwise; consider the initial and final terms in the likelihood.
Maximum likelihood-based estimation of the population size and model parameters can be
theoretically or computationally cumbersome. However, the features of the stochastic block
model can be exploited, namely those related to (conditional) independence between sets
of model parameters as well as assignments of attributes to nodes; it is straightforward to
evaluate the theoretical distributions of the model parameters and missing data, given the
observed data. Hence, a more feasible approach exists in Bayesian data augmentation.
4 Data Augmentation
One benefit of using the stochastic block model is that it can result in a tractable likelihood
that is straightforward to analytically integrate over the unobserved part of the network; see
Chow and Thompson (2003) for further details. However, we resort to using an imputation
procedure because (1) when the number of strata increases, the number of combinations
to integrate/sum over can be analytically burdensome, and (2) when the population size is
unknown the likelihood presented in Expression 3 is a function of the population size, and
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hence the number of combinations grows exponentially while part (1) must be repeated for
each value of the unknown population size.
Estimation is therefore carried out using a computational Bayes data augmentation proce-
dure (Tanner and Wong, 1987). The procedure is based on iteratively sampling from posterior
conditional distributions of the missing data and model parameters alike, as detailed in this
section.
4.1 Imputation
4.1.1 Population Size
We define the prior distribution on N to be a power-law like distribution where pi(N) ∝ N−2.
The resulting posterior distribution of N , conditional on dI and the most recently sampled
model parameters λ and β, is
P (N |dI , λ, β) =
P (dI |N, λ, β)pi(N)
P (dI |λ, β) ∝
(
N−n0
n1
)
(1− p)N−n0−n1 1
N2∑
N ′≥n0+n1
((
N ′−n0
n1
)
(1− p)N ′−n0−n1 1
N ′2
)
∝
(
N − n0
n1
)
(1− p)N−n0−n1 1
N2
(4)
where 1−p =
G∑
k=1
(
λk
n0∏
i=1
(1−βCi,k)
)
. Notice the resemblance of Expression (4) to the Bino-
mial distribution, as remarked upon after presenting the ignored likelihood in the previous
section. Further, it is interesting to note that the distribution of n1 given the composition
of the initial sample bears some resemblance to this result as n1|CS0 ∼ Binomial(N −n0, p′)
where p′ =
G∑
k=1
(
λk
G∏`
=1
(1− (1− βk,`)n0`)
)
and n0` is the number of individuals obtained for
the initial sample from stratum `.
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4.1.2 Stratum Memberships
The augmentation procedure now makes use of the labels 1, 2, ..., N solely for imputation
purposes and continues with the observed graph data labeled as d0 = {S, CS, YS0,U}, where
U is a hypothetical population of size equal to the imputed value based on the distribution
presented in Expression (4). We show in the appendix that for any i ∈ S¯ and for any stratum
k = 1, 2, ... G,
P (Ci = k|S, CS0 , YS0,i) =
λk
n0∏
j=1
(1− βCj ,k)
G∑`
=1
(
λl
n0∏
j=1
(1− βCj ,`)
) . (5)
Values of the missing stratum memberships C S¯ can then be assigned according to the dis-
tribution outlined in Expression (5).
4.1.3 Links
After C S¯ is imputed based on the distribution presented in Expression (5), the graph data
is updated from d0 to d1 where d1 = {S0, S1, C, YS0,U} and C represents a hypothetical full
graph realization of stratum memberships. Now, for any i, j  S1 ∪ S¯ where i 6= j, links
arise independently via P (Yij = 1|d1) = βCi,Cj . This results in a hypothetical full graph
realization of d = {C, Y }.
4.2 Posterior Distributions of Model Parameters
The factorization theorem asserts that, with the use of independent prior distributions on the
model parameters, the corresponding posterior distributions are all independent under the
hypothetical full graph realization d = {C, Y }; see the likelihood in Expression (1). In our
study we place independent conjugate Dirichlet and Beta priors on λ and β, respectively,
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as follows: pi(λ) ∝
G∏
k=1
λαk−1k and pi(β) ∝
G∏
k,`=1:
k≤`
(
βγ1−1k,` (1 − βk,`)γ2−1
)
. We take the prior
distributions to be noninformative by setting αk = 1 for k = 1, 2, ..., G and γj = 1 for j = 1, 2.
The resulting posterior distribution of λ is then pi(λ|d) ∼ Dirichlet(N1 + 1, ..., NG + 1).
Similarly, the resulting posterior distribution of βk,` for k, ` = 1, 2, ..., G, k 6= ` is pi(βk,`|d) ∼
Beta(Mk,` + 1, NkN` −Mk,` + 1), and for k = 1, 2, ..., G is pi(βk,k|d) ∼ Beta(Mk,k + 1,
(
Nk
2
)−
Mk,k +1). The Beta priors priors are chosen to stabilize the inference procedure in that they
correspond with two observations where one link is observed within/between strata.
5 Simulation Studies
Results are presented for a set of simulation studies conducted on three simulated and one
empirical population. The Bayes estimates of the population size are compared with the two
sample Lincoln-Petersen estimator (Chapman, 1951) and corresponding variance estimator
presented in (Seber, 1970), where sample sizes are equal to the average sizes of the initial and
first wave, and the following three estimators and corresponding variance estimators found
in Frank and Snijders (1994):
1) The Nˆ1 design- and model-based estimator based on a Bernoulli graph model: Define r to
be the number of links in the initial sample and s to be the number of links from the initial
sample to the first wave. The estimator is
Nˆ1 =
n0r + (n0 − 1)s
r
. (6)
2) The Nˆ3 method-of-moments and model-based maximum likelihood estimator based on
a Bernoulli graph model: Define t = r + s. The estimator is taken to be that which
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satisfies
1− n1
N − n0 =
[
1− t
n0(N − 1)
]n0
. (7)
3) The Nˆ5 design-based estimator: Define k to be the number of nodes in the initial sample
connected to at least one other node in the initial sample. The estimator is
Nˆ5 =
n0k + (n0 − 1)n1
k
. (8)
In each study, 500 samples are selected and the burn-in is set to 20% for the Bayes data
augmentation procedure. Gelman-Rubin statistics (Gelman and Rubin, 1992) are used to
determine sufficient lengths for the MCMC chains. Coverage rates corresponding to the
four competing population size estimators are based on the central limit theorem (CLT).
Coverage rates of the maximum likelihood estimates (MLEs) of graph parameters, based on
a full graph realization, are based on the equal-tailed credible interval from the posterior
distribution of the Bayes estimates. The tables in each section present the MLEs of the
corresponding parameters based on a full graph realization, and approximate expectation,
standard error (SE), coverage rate (Cov. Rate) of corresponding confidence/probability
intervals, and average length (Avg. Length) of the intervals for the estimators. Network
illustrations are generated with the ‘igraph’ package in R (Csardi and Nepusz, 2006).
5.1 Simulation Studies
5.1.1 Simulation Study 1
Two populations are generated from the stochastic two-strata model. Parameters are set
to λ1 = λ2 = (1/2, 1/2), β11 = β12 = β22 = 5/(N − 1). Choices of N are 100 and 1000.
Figure 1 in the appendix presents network illustrations of the populations. The number of
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non-isolated nodes in the populations are 99 and 993, respectively.
For N = 100, the sampling parameter is set to 0.20; the average initial sample size is 20.06
and first wave is 53.17. For N = 1000, the sampling parameter is set to 0.06; the average
initial sample size is 59.49 and first wave is 238.89. Gelman-Rubin statistics are based on
setting λ seed values to (0.9,0.1) and (0.1,0.9) and β seed values to 0.7 and 0.3 for the first
and second chains, respectively. Statistics based on setting chains to length 100 and 1000 are
close to one for all estimators corresponding to quantities and parameters of the N = 100
and N = 1000 population, respectively. Table 1 presents the results from the simulation
study.
5.1.2 Simulation Study 2
Two populations are generated from the stochastic two-strata model. Parameters are set to
λ1 = λ2 = (1/2, 1/2), β11 = 12/(N − 2), β12 = β21 = 1/N, β22 = 6/(N − 2). Choices of N are
100 and 1000. Figure 2 in the appendix presents network illustrations of the populations.
The number of non-isolated nodes in the populations are 98 and 979, respectively.
For N = 100, the sampling parameter is set to 0.20; the average initial sample size is 20.00
and first wave is 59.06. For N = 1000, the sampling parameter is set to 0.06; the average
initial sample size is 60.29 and first wave is 236.59. Gelman-Rubin statistics are based on
setting λ seed values to (0.9,0.1) and (0.1,0.9) and β seed values to 0.7 and 0.3 for the first
and second chains, respectively. Statistics based on setting chains to length 100 and 1000 are
close to one for all estimators corresponding to quantities and parameters of the N = 100
and N = 1000 population, respectively. Table 2 presents the results from the simulation
study.
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5.1.3 Simulation Study 3
Two populations are generated from the stochastic three-strata model. Parameters are set to
λ1 = λ2 = (0.5, 0.3, 0.2), β11 = 15/N, β22 = 15/N, β33 = 30/N, and β12 = β21 = β13 = β31 =
β23 = β32 = (1/1000, 1/10000) for choices of N at 200 and 2000, respectively. Figure 3 in
the appendix presents network illustrations of the populations. The number of non-isolated
nodes in the populations are 200 and 1994, respectively.
For N = 200, the sampling parameter is set to 0.10; the average initial sample size is 19.90
and first wave is 84.86. For N = 2000, the sampling parameter is set to 0.05; the average
initial sample size is 99.13 and first wave is 516.60. Gelman-Rubin statistics are based on
setting λ seed values to (0.90, 0.05, 0.05) and (0.05, 0.05, 0.90) and β seed values to 0.7 and
0.3 for the first and second chains, respectively. Statistics based on setting chains to length
200 and 2000 are close to one for all estimators corresponding to quantities and parameters
of the N = 200 and N = 2000 population, respectively. Table 3 presents the results from
the simulation study.
5.2 Empirical Study
The empirical study is based on the P90 Colorado Springs study of 5492 individuals at risk
for HIV/AIDS (Darrow et al., 1999; Klovdahl et al., 1994; Rothenberg et al., 1995). Figure
1 provides a network illustration of the population. Links between nodes represent social,
sexual, and/or drug affiliations. All links are reciprocated. The number of non-isolated
nodes is 5475, and the number of nodes of degree 5 or more is 3247.
The sampling parameter is set to 0.025; the average initial sample size is 138 and first wave is
871. Gelman-Rubin statistics are based on setting λ seed values to (0.85,0.05,0.05,0.05) and
(0.05,0.05,0.05,0.85) and β seed values to 0.7 and 0.3 for the first and second chains, respec-
tively. Statistics based on setting chains to length 1000 are close to one for all estimators.
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Table 4 presents the results from the simulation study.
5.3 Summary of Results
The new strategy performs well when applied to the simulated populations, and appears
to be best suited for populations with low transitivity and/or estimation of the core of the
population, i.e. those members which are well-connected. Accounting for heterogeneity
in the pattern of links within and across strata increases the precision of the population
size estimator (cf. Nˆ3), and results in an estimator superior to the the potentially resource
intensive Lincoln-Petersen estimator when applied to the simulated populations. In all cases,
estimates are approximately unbiased for the proportion of individuals in each stratum.
Further, the Bayes estimates of the proportions, which are based on the full samples, benefit
immensely from link-tracing as they are found to be superior to the (unbiased) estimates
based solely on the initial Bernoulli samples. With the new strategy, coverage rates are
reasonable for all λ parameters for the simulated populations. Estimates for the β parameters
are approximately unbiased for the simulated populations, and exhibit some bias in the
empirical study.
With respect to empirical study, two additional studies are conducted. The first is based on
stratifying the population by gender to give two strata, and the second on stratifying the
population by a crossing of gender, race, and employment status to give eight strata. The
population size estimates nearly coincide in expectation across the studies, with a slightly
smaller standard error for the two-strata setup and slightly larger standard error for the eight-
strata setup relative to the four-strata setup. Hence, this result, along with the observation
that the Bayes population size estimator is well-correlated with the MLE based on the
assumption of no stratification effect (i.e. Nˆ3), suggests the strategy is robust towards the
choice of level of strata assignments.
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6 Discussion
In this study we present a new strategy based on the complete one-wave snowball sampling
design, generalized stochastic block model, and Bayesian data augmentation procedure. We
explore the procedure via simulation studies based on several simulated populations and
a population at risk for HIV/AIDS, and demonstrate that our inference strategy has the
potential to result in statistically efficient estimates of population attributes.
When sampling from a hidden population the assumption of drawing a Bernoulli sample is
unlikely to hold. As remarked upon by Frank and Snijders (1994), an approximate Bernoulli
design may be assumed if selection is made across several sources of contact, and clusters of
individuals within each source are avoided for selection. Even with such a strategy, when
sampling from a hidden population an over-representation of the more central individuals
can be expected, thereby biasing the population size estimator downwards. Also, there may
be poorly-connected subsets of the network which are less accessible than others, which in-
turn will present similar challenges for estimation. Developments using the same approach
with more elaborate designs would be useful for such complex and practical situations.
Inference based on a snowball sampling design is facilitated when covariate information of
those nominated from the initial sample is observed. This may be challenging when members
of the target population possess a socially stigmatized or embarrassing behaviour. However,
this challenge can be overcome as the methods presented in this study can be extended to
the case where a subset of the covariate information, in terms of stratum memberships, of
the members that comprise the first wave is not observed (that is, when only nominations are
required). Such an extension would allow for relaxing the requirement of tracing all social
links from the members selected for the initial sample. Indeed, such work could be highly
beneficial since in an empirical setting some social links may not be traceable, as when there
is a chance that a potential recruit will become hostile during the recruitment process.
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Future research based on extending the new inference strategy when (sub)sampling continues
over additional waves also deserves attention. When studying populations of an unknown
size, Binomial-related likelihoods, just as those presented in the ignored likelihood, can
potentially be developed by deliberately ignoring unit labels. Such a strategy would allow
for further penetration into the hidden population, and therefore has the potential to give
rise to more precise estimates of population quantities.
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7 Tables and Figures
Table 1: Results of estimates for population size and graph parameters, simulation study 1. Top:
Small population. Bottom: Large Population.
Estimator MLE Expectation SE Cov. Rate Avg. Length
NˆLP 100 99.99 19.4 0.942 70.0
Nˆ1 100 110.33 56.2 0.856 122.8
Nˆ3 100 99.26 11.0 0.974 44.0
Nˆ5 100 102.62 35.6 0.908 110.0
Nˆ 100 97.65 9.3 0.876 29.59
λˆ1 0.472 0.472 0.039 0.984 0.218
λˆ2 0.528 0.528 0.039 0.984 0.218
NˆLP 1000 1010.73 246 0.920 874.8
Nˆ1 1000 1175.13 696 0.870 1781.8
Nˆ3 1000 1034.67 153 0.948 548.5
Nˆ5 1000 1150.20 619 0.930 2130.8
Nˆ 1000 976.47 134 0.904 453.6
λˆ1 0.480 0.480 0.028 0.982 0.130
λˆ2 0.520 0.520 0.028 0.982 0.130
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Table 2: Results of estimates for population size and graph parameters, simulation study 2. Top:
Small population. Bottom: Large Population.
Estimator MLE Expectation SE Cov. Rate Avg. Length
NˆLP 100 99.76 16.9 0.926 61.7
Nˆ1 100 113.82 49.8 0.872 110.6
Nˆ3 100 99.45 13.5 0.908 46.1
Nˆ5 100 105.02 33.9 0.930 129.9
Nˆ 100 98.96 10.6 0.906 34.9
λˆ1 0.480 0.487 0.051 0.980 0.232
λˆ2 0.520 0.513 0.051 0.980 0.232
NˆLP 1000 1011.05 248 0.930 879.8
Nˆ1 1000 1160.61 560 0.874 1282.7
Nˆ3 1000 990.05 139 0.924 517.3
Nˆ5 1000 1126.41 490 0.946 2005.1
Nˆ 1000 970.38 137 0.898 461.7
λˆ1 0.480 0.487 0.044 0.936 0.163
λˆ2 0.520 0.513 0.044 0.936 0.163
Table 3: Results of estimates for population size and graph parameters, simulation study 3. Top:
Small population. Bottom: Large Population.
Estimator MLE Expectation SE Cov. Rate Avg. Length
NˆLP 200 201.45 53.68 0.844 186.0
Nˆ1 200 261.16 186.81 0.896 631.3
Nˆ3 200 206.99 38.76 0.930 126.36
Nˆ5 200 239.55 142.47 0.928 492.77
Nˆ 200 179.60 24.20 0.764 75.03
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Table 3 continued from previous page
Estimator MLE Expectation SE Cov. Rate Avg. Length
λˆ1 0.490 0.501 0.069 0.908 0.217
λˆ2 0.335 0.328 0.069 0.896 0.207
λˆ3 0.175 0.170 0.055 0.872 0.158
NˆLP 2000 2014.21 346.21 0.918 1300.77
Nˆ1 2000 2163.07 627.14 0.876 1599.76
Nˆ3 2000 1973.02 187.51 0.914 683.24
Nˆ5 2000 2126.82 533.80 0.952 2204.83
Nˆ 2000 1928.65 164.37 0.882 622.73
λˆ1 0.520 0.526 0.035 0.936 0.129
λˆ2 0.277 0.272 0.033 0.938 0.124
λˆ3 0.204 0.202 0.027 0.940 0.102
Table 4: Results of estimates for population size and graph parameters, empirical population.
Estimator MLE Expectation SE Cov. Rate Avg. Length
NˆLP 5492 5538 1136 0.904 4216
Nˆ1 5492 6127 2905 0.890 5325
Nˆ3 5492 3193 586 0.016 877
Nˆ5 5492 6017 2438 0.958 8007
Nˆ 5492 3006 457 0.000 684
λˆ1 0.432 0.439 0.033 0.734 0.076
λˆ2 0.334 0.328 0.033 0.660 0.067
λˆ3 0.135 0.138 0.027 0.676 0.054
λˆ4 0.097 0.095 0.020 0.680 0.041
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Figure 1: Colorado Springs population; white male as blue square, white female as blue circle,
non-white male as red square, non-white female as red circle.
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