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1 Introduction
The ActivityNet Large Scale Activity Recognition Challenge is a half-day work-
shop held on July 26, 2017 in conjunction with CVPR 2017 in Honolulu, Hawaii.
In this workshop, we want to stimulate the computer vision community to de-
velop new algorithms and techniques that improve the state-of-the-art in human
activity understanding. The data of this challenge is based on three different
publicly available datasets: ActivityNet, ActivityNet Captions, and Kinetics.
The challenge focuses on recognizing high-level and goal oriented activities from
user generated videos, similar to those found in internet portals.
2 Challenge Results
In this section, we list the top-3 submissions of each task along with the top-3
most innovative submissions. We also attach to this document a copy of all the
papers submitted to the workshop. Please refer to the challenge website for the
tasks descriptions and metrics, leaderboard, and workshop program and slides.
2.1 Task 1: Untrimmed Video Classification (ActivityNet)
Rank Organization Top-1 Error
1 IBUG 8.8
2 CHUK, ETHZ, and SIAT 9.8
3 Oxford Brookes University and Disney Research 18.9
Table 1: The top-3 submissions for task 1.
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2.2 Task 2: Trimmed Action Recognition (Kinetics)
Rank Organization Average Error
1 Tsinghua and Baidu 12.4
2 CHUK, ETHZ, and SIAT 13.9
3 TwentyBN 14.4
Table 2: The top-3 submissions for task 2.
2.3 Task 3: Temporal Action Proposals (ActivityNet)
Rank Organization AUC
1 SJTU and Columbia 64.80
2 MSRA 64.18
3 UMD 61.56
Table 3: The top-3 submissions for task 3.
2.4 Task 4: Temporal Action Localization (ActivityNet)
Rank Organization Average mAP
1 SJTU and Columbia 33.40
2 CHUK, ETHZ, and SIAT 31.86
3 IC 31.82
Table 4: The top-3 submissions for task 4.
2.5 Task 5: Dense-Captioning Events in Videos (Activi-
tyNet Captions)
Rank Organization Average Meteor
1 MSRA 12.84
2 U. of Science and Technology of China 9.87
3 RUC and CMU 9.61
Table 5: The top-3 submissions for task 5.
2.6 Most Innovative Submissions
2
Rank Organization Task(s)
1 BU 3 and 4
2 Tsinghua and Baidu 1 and 2
3 RUC and CMU 5
Table 6: The top-3 most innovative submissions.
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Abstract 
Most of traditional video action recognition methods are based on trimmed 
videos, which is only one action in one video. But most of videos in real world is 
untrimmed. In order to overcome the difficulty in some extent, we propose a method 
based on fusion of multiple features for untrimmed video classification task of 
ActivityNet challenge 2017. We use the CNN features, MBH features and stacked 
C3D features for classification. Then, we use one-vs-rest linear SVM to construct 
classifier respectively. Finally, we fuse the three results by voting to get the final 
recognition result. 
1. Introduction  
Action recognition is a hot topic in computer vision. And it is significant for 
computer to understand the human behavior in videos. 
In order to solve this problem, we address the problem of untrimmed video 
classification by a fusion method based on CNN features, MBH features and C3D 
features. 
 
2. System Description 
2.1 Features 
We use the features provided by the ActivityNet[1] official website for untrimmed 
video classification. 
2.1.1 Motion Boundary Histogram (MBH) Features 
MBH features are extract using improved trajectories method by wang[2].Then 
the features are encoded using the GMM and Fisher Vector. To improve the system 
efficiency, we reduce the dimension of the MBH features with the contribution rate of 
98% from 65536 to 17463. 
2.1.2 Stacked C3D Features  
We use the C3D[3] features provided by ActivityNet’s[1] website. C3D features is 
used for extracting the temporal and spatial information of a video clip. The features 
were extracted every 8 frames with a temporal resolution of 16 frames. The C3D 
model was trained by Sport-1M dataset[4] and it is not fine-tuned on the data of the 
challenge. To reduce the dimension of activations from the second fully-connected 
layer(fc7), PCA is used. Feature dimension is reduced from 4096 to 500. To capture 
the temporal information, we segment every sequence into 3 sections, and then in 
every section, features were mean-pooled. Then the features are stacked to obtain the 
final C3D features. 
2.1.3 ImageNetShuffle Features 
ImageNetShuffle[5] features are extracted by using Google inception net(Google 
Net)[6]. CNN features are based on the pool5 layer on two frames per second. To fuse 
all the frame based features, mean-pool is used across the frames followed by 
L1-normalization. 
 
2.2 Classification    
Based on the features description above, we apply the one-vs-rest linear SVM[7] 
method to the CNN features, MBH features and C3D features respectively. And we 
design a fusion method to make a final decision. The fusion method can be divided 
into two parts. That is weight voting and hard voting. The details are as follows: 
2.1 Weight Voting 
If the three results are different with each other, we fuse the results by weight 
voting. For each type of feature, the weight for each action is learned by one-vs-rest 
linear SVM. For the three results, weight voting for each action respectively. And the 
final result is decided by the action with highest votes. Then, normalize the votes for 
all actions to get the confidence for each action. Finally, its confidence is decide by 
the max confidence. 
2.2 Hard Voting 
If at least two results are the same, we fuse the results by hard voting method. 
The final result is decide by the action with max votes. And its confidence is calculate 
by the following method. The motivation of the confidence calculation comes from 
the reliability computation. 
(1) First, for each type of feature, the confidence for each action is learn by 
one-vs-rest linear SVM and normalize the confidence for all actions.  
(2) Finally, calculate the confidence for the fusion result.  
If one of two results are the same, set its confidence is c1 and c2 respectively, and 
the final confidence can be calculate by formula (1).  
1 21 (1 ) (1 )cof c c                            (1) 
If the three results are the same, set its confidence is c1,c2 and c3 respectively, and 
the final confidence can calculate by formula (2). 
1 2 31 (1 ) (1 ) (1 )cof c c c                          (2) 
 
 
3. Implementation 
We use the features provided by the ActivityNet organizer (That is 
ImagenetShuffle features, MBH features and C3D features). Then, we apply one-vs- 
rest linear SVM for each type of features. Finally, we fuse the three results by the 
fusion method design by us. 
 
4.  Results 
We report our results for the untrimmed video classification task on ActivityNet. 
And we evaluate our results as described in the challenge[1]. The results is as follow: 
 
Table 1.  The results on the validation 
 Validation Set Testing set 
Model Top-1 Accuracy Top-1 Accuracy 
MBH 53.47% - 
C3D 62.83% - 
CNN 67.54% - 
MBH+C3D+CNN 74.30% 74.49% 
5. Conclusion 
Features from different pipelines capture different information. For example, the 
CNN features capture the appearance information. The MBH features and C3D 
features capture the dynamic information. Fusing different pipeline results can 
improve their performance. In this paper, we design a fusion method to improve the 
performance on untrimmed videos.   
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1. Model Architecture
  We use CNN[1] and C3D[2] to extract frame level feature, and apply average pooling
and LSTM to aggregate frame level feature to video level feature. Finally we adopt
MoE[3][4] model to do the classification.
  For CNN feature, firstly, we train the inception-v1 network on the ImageNet 21k
dataset. The last hidden layer before the classification layer (pool5/7x7_s1) is chosen
as first part of our frame level feature. The feature vector has 1024 dimensions. 
  We also take advantage of the open source pre-trained C3D feature  [5]. The 4096-
dimension  feature  of  activations  from  the  second  fully  connected  layer  (fc7)  is
reduced to 500 dimensions with PCA. The video is processed with 8fps, and C3D
feature is extracted configured by 16 frames per set. The C3D feature after dimension
reduction forms the second part of our frame level feature. 
  We have two feature aggregation mechanisms. One is unsupervised average pooling.
For each frame level feature , where i denotes the ith frame in the video, and j
denotes  the  jth  dimension  of  the  feature.  The  aggregated  video  level  feature  is
obtained by
.
For CNN feature, the pooling is overall average of all frames, for C3D, the pooling is
overall average of all sets of 16 frames.
  Another one is supervised aggregation. LSTM[6] is utilized to the represent the frame
feature sequence. The LSTM has 2 layers with 1024 cells each. We use last layer's
memory as the aggregated feature.
  After extracting the video level feature, we use MoE(Mixture of experts) to model
the classifier. We use 4 mixtures.
  At last, we combine different features and different aggregation methods to form 4
representations:
1) CNN + average pooling
2) CNN + LSTM
3) C3D + average pooling
4) C3D + LSTM
  The overall architecture is shown in Figure 1. 
Figure 1. Model architecture
2. Training
Our training dataset is Activity Net v1.3 without external data. We utilize the pre-
trained model to extract CNN and C3D frame level features for each segment from
each video. The parameters needed to train are LSTM parameters for CNN and C3D
and  MoE  parameters.  Cross  entropy  loss  between  the  predictions  and  labels  is
adopted:
ADAM[7] optimizer is used with base learning rate of 0.001. The mini-batch size
is 128. 1000 iterations are run before the model converges.
3. Prediction
  The length of the training and validation video segments ranges from 2s to 300s, as
shown in Figure 2.
Figure 2. Segment length distribution of the training and validation set
  We use 3 kinds of slide windows with size of 32, 96 192 to cover 3 ranges (3 dashed
blue box in Figure 2). When inferring, we slice the video by these 3 windows without
overlapping to obtain segment sets:
Then perform prediction for all the segments, and get result sets:
 We select top-20 classes of each f as f20. The final result is the top-5 frequent classes
among all the f20 :
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Abstract
In this notebook paper, we introduce our submission to
the untrimmed video classification task of the ActivityNet
Large Scale Activity Recognition Challenge 2017. We take
the method proposed by Liming Wang [12, 10] as the base-
line. With data augmentation, human and object attention,
and class-wise refinement, our system finally obtains the
top-1 error of 8.83%.
1. Dataset and Evaluation Metric
There are 200 activity classes in the ActivityNet v1.3
dataset [1]. The training data includes 10,024 videos for
training, with 15,410 activity instances. The validation set
contains 4,926 videos and 7,654 activity instances. The test
set has 5,044 videos with about 5000 valid download links.
Only 0.1421% videos are annotated with multi-class labels,
so the untrimmed video classification task is almost a single
label classification problem. Besides, 75% videos have only
one action, among which 78.2% actions last for more than
50% of the video length. This means more than half videos
have only one action instance which lasts more than half
video length. Top-1 classification error is used as the eval-
uation metric in the competition. Since the mean number
of videos is 25 each class in the test set, every wrong video
classification will decrease the performance of 4% for each
class.
2. Baseline
After learning researcher Liming Wang’s talk [8], To-
wards efficient end-to-end architectures for action recog-
nition and detection in videos, we decide to choose the
method [12, 10] proposed by the winner of ActivityNet [1]
and set up the baseline.
The convolutional networks for spatial and tempo-
ral learning are pre-trained on Image-Net classification
task [2]. After testing ResNet-200 [4] and Inception V3 [7],
we try ResNet-269 [13], Inception V4, Inception-ResNet-
v2 [6]. Only by visual information (appearance and mo-
tion), the combined result obtains the Top-1 accuracy of
86.9% (Top-3 accuracy 95.7%) in the validation data set.
We give the easiest and hardest class names based on the
Top-1 error in Table 1. The test set error reported by
the server is 12.661% (submission 1). There are only a
small number of classes that tend to be confused with other
classes, such as Long Jump and Triple Jump, Polishing
Shoes and Cleaning Shoes, Mowing the Lawn and Cutting
the Grass.
3. Data Augmentation
After the performance confirmation of the baseline, we
augment the training data by including the validation set.
In the following experiments, there is no validation dataset
to use and the evaluation result is only reported by the test
server. However, the number of submission limitation is
only four times. In addition, some videos from the Kinetics
dataset [5] are selected into the training data. In the Kinet-
ics dataset, there are 65 overlap classes with AcitivityNet.
We further download Youtube videos by searching the key-
word within the class names. We run the baseline model on
these unlabeled videos. If the corresponding class is ranked
within top 3, we automatically give the class label. Finally,
we get a training data with balanced video numbers for each
class (100 videos per class). We check the YouTube ID of
the training data and confirm that the training data ID has
no overlap with the test data ID.
4. Human and Object Attention
The main challenge of the untrimmed video action clas-
sification is that we do not know the accurate temporal lo-
cation of the activity instance, and the unrelated video parts
increase the variance of the classification problem. If some
activity attention is put on the video, the classification result
can be improved [9]. In [11], different activities are classi-
fied into four general types: (1) body motion only: actions
fully described by human movement like “Belly dance”,
(2) human object interaction [3]: actions involving specific
1
Easiest class Hardest Class Top-1 error(%)
Windsurfing Drinking coffee 72.73
Using the pommel horse Doing a powerbomb 54.84
Using the monkey bar Polishing forniture 50.00
Tango Putting on shoes 50.00
Table soccer Removing curlers 50.00
Swinging at the playground Rock-paper-scissors 47.06
Surfing Gargling mouthwash 45.45
Springboard diving Having an ice cream 42.11
Snowboarding Polishing shoes 40.00
Snow tubing Smoking a cigarette 36.36
Slacklining Applying sunscreen 34.78
Skiing Drinking beer 33.33
Shoveling snow Washing face 33.33
Sailing Doing nails 31.82
Rock climbing Brushing hair 30.43
River tubing Playing harmonica 30.43
Riding bumper cars Painting furniture 30.00
Raking leaves Peeling potatoes 28.57
Rafting Cumbia 28.00
Putting in contact lenses Cleaning shoes 26.32
Preparing pasta Doing karate 26.32
Pole vault Chopping wood 25.00
Volleyball Hand washing clothes 25.00
Playing pool Painting 25.00
Playing field hockey Shaving legs 25.00
Playing blackjack Using parallel bars 24.24
Playing beach volleyball Baking cookies 24.00
Playing accordion Playing drums 23.68
Plataform diving Bathing dog 23.53
Plastering Kneeling 23.53
Mixing drinks Hopscotch 23.08
Making an omelette Playing kickball 22.22
Longboarding Doing crunches 21.74
Hurling Playing saxophone 20.00
Horseback riding Roof shingle removal 20.00
Hitting a pinata Shot put 20.00
Hanging wallpaper Playing flauta 19.05
Hammer throw Swimming 18.18
Grooming dog Preparing salad 17.86
Getting a piercing Washing dishes 17.86
Elliptical trainer Getting a tattoo 17.39
Drum corps Getting a haircut 17.24
Doing motocross Fixing bicycle 16.67
Decorating the Christmas tree Playing guitarra 16.67
Curling Tai chi 16.67
Croquet Washing hands 16.67
Cleaning sink Vacuuming floor 15.79
Clean and jerk Waxing skis 15.79
Carving jack-o-lanterns Doing step aerobics 15.38
Camel ride Putting on makeup 15.38
Table 1. The easiest and hardest classes based on the Top-1 classification error. The Top-1 error of these easiest classes is zero.
2
objects such as “Playing piano”, (Among the 200 activity
classes in ActivityNet, 76 classes are related to the Ima-
geNet object detection classes) (3) body motion in context:
body movement taking place in a specific environment like
“Scuba diving”, (4) human object interaction in context: ac-
tions containing representative objects and occurring in cer-
tain context, such as “Playing beach volleyball”.
Since all of these four types are human related, we decide
to improve the untrimmed activity classification by human
detector. The human detector used in this competition is a
GBD [13] detector trained on ImageNet and COCO dataset,
with the mAP of 82.79% on ImageNet DET val2 subset.
Since object related activities account for a large part of
the total activity classes, we also establish a correspond-
ing relationship between ImageNet DET dataset and Activ-
ityNet dataset. A state-of-the-art object detection and track-
ing framework (detection mAP 81.7%, and tracking mAP
64.1% on the VID task of ImageNet) is utilised to get the
temporal human and object tubelets. Since we do not have
a state-of-the-art scene classifier, we have not use any scene
context model. Based on the temporal human and object
tubelets, the activity classifier is trained with the temporal
human and object attention weights [9].
5. Class-wise Refinement
The top 10 accuracy of the baseline is 98.4% in the val-
idation dataset. For each class, we fine-tune an additional
two-class classifier to re-rank the videos within each class.
The mean ratio of positive samples and negative samples is
1 : 9. For the fifty hardest classes, this class-wise refine-
ment can greatly improve the top 1 accuracy.
6. Final Result
With data augmentation, human and object attention, and
fifty hardest class-wise refinement, the top 1 error decreases
to 9.538% (submission 2) on the test set. When acous-
tic features [12] are incorporated, and one hundred classes
have done the class-wise refinement, the final top 1 error
decreases to 8.83% (submission 3) on the test set.
7. Future Work
We plan to annotate large scale indoor and outdoor hu-
man pose from the in-the-wild activity videos. We will
further investigate the relationship between articulate hu-
man pose and activities. Finally, we will do some spatial-
temporal action detection experiments from untrimmed
videos, and answer who/when/what at the same time.
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Overview 
Our method for untrimmed video classification is based on three kind of features: 
Improved dense trajectories (IDT)[1], C3D[2] and CNN . All features we used are 
provided by ActivityNet website11. IDT and C3D features are preprocessed for 
reducing computation or normalizing the dimension of features. We use PCA to 
decrease the dimension of IDT features. Because of the difference of length of C3D 
features of each video, we simply fuse the features by average C3D features of each 
video clips in a video. The CNN features are extracted from pool5 layer of 
GoogleNet[3] on 2 frames per second. The final CNN features are fused by mean 
pooling. 
We trained linear Support Vector Machine(SVM) classifiers and softmax classifiers in 
training sets for each feature. 
We fuse the classification results of 6 classifiers by voting. The action which get most 
votes is deemed to the final result.  
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Abstract
We present our submission to the trimmed action recog-
nition task in ActivityNet Challenge 2017. We mainly train
the two-stream ConvNets and propose a multi-scale atten-
tion model to learn a compact video representation. We
found that the multi-scale attention model outperforms av-
erage pooling on the Kinetics dataset.
1. Our Approach
We followed the basic two-stream ConvNets for video
classification [3]. The ResNet-101 [1] and ResNet-152 [2]
architectures are used.
In our multi-scale attention model, we introduce a mem-
ory block C with shape (m, n), where m is the number of
memory slots and n is the memory size. C will be updated
with activations from different convolutional layers. The
update procedures are as follows. We denote Xi as the ac-
tivations of the ith convolutional layer for the given video,
Ci is the center at iteration i. Xi is first transformed toXi′
by
Xi
′ = ReLU(layer norm(W0Xi)). (1)
Xi
′ is then been blended into memoryCi through attention
mechanism. The updated memory Ci+1′ is obtained by
Attend(X,C) = normalize(
∑
softmax(XCT )(X−C)),
Ci+1
′ = Attend(Xi′,Ci),
(2)
where the normalization function is SSR normalization fol-
lowed intra normalization and `2 normalization. Ci+1′ is
then transformed to the next memory Ci+1 with
Ci+1 = ReLU(layer norm(W1Ci+1′)). (3)
After iterations N , CN is flattened and used for classifica-
tion.
2. Experiments
To train the RGB network, we initialize the weights from
the pre-trained ImageNet models. The flow net is initialized
Model RGB Flow RGB+Flow
ResNet V1 101 69.9 / 88.2 60.5 / 81.1 72.6 / 89.8
ResNet V2 152 70.2 / 88.5 – –
Multi-scale Attention 71.1 / 90.0 – –
Table 1. Single checkpoint, single scale performance.
Model Validation Test
RGB models 72.4 / 90.4 –
RGB+Flow 74.2 / 91.0 –
Table 2.
with the trained RGB model [4]. We used SGD with mo-
mentum 0.9, and the initial learning rate is 0.01. The batch
size is set to 256 for ResNet-101 and 128 for ResNet-152.
The learning rate decays 0.1 every 200,000 iterations.
To train the multi-scale attention network, we randomly
sample 16 frames from a video and 1 / k positions are sam-
pled from the feature map with size (k, k). We used 3 fea-
ture maps from ResNet-101, which are the activations from
block 2, block 3, and block 4. The results are shown in
Table 1.
We fused all RGB models by average fusion. The RGB
scores and flow scores are also averaged to obtain the final
scores. The fusion results are shown in Table 2.
References
[1] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning
for image recognition. In CVPR, 2016.
[2] K. He, X. Zhang, S. Ren, and J. Sun. Identity mappings in
deep residual networks. In ECCV, 2016.
[3] K. Simonyan and A. Zisserman. Two-stream convolutional
networks for action recognition in videos. In NIPS, 2014.
[4] L. Wang, Y. Xiong, Z. Wang, and Y. Qiao. Towards good
practices for very deep two-stream convnets. arXiv preprint
arXiv:1507.02159, 2015.
1
NUS Submission to ActivityNet Challenge 2017: Evaluating frame-based and
spatio-temporal CNN features for video classification
An Tran, Loong-Fah Cheong
Department of Electrical & Computer Engineering, National University of Singapore
an.tran@u.nus.edu, eleclf@nus.edu.sg
Abstract
This paper presents our findings when participating in
ActivityNet challenges in untrimmed and trimmed video
classification on ActivityNet and Kinetics dataset. Flow
data are not as reliable as RGB data in challenging
datasets such as ActivityNet. Furthermore, frame-based
BN-Inception architecture performs better than spatio-
temporal based C3D models.
1. Introduction
With the appearance of big video datasets (such as Ac-
tivityNet [1], Kinetics [4]), it would be interesting to eval-
uating different convolutional neural networks (CNNs) for
action recognition. Two popular deep learning based repre-
sentations for videos are frame-based CNNs features (e.g.,
Inception [2]) and spatio-temporal CNNs features (e.g.,
C3D [7]). In recent work, Wang et al. [8] shows that frame-
based CNNs features achieves the state-of-the-art results on
small video datasets such as UCF101 [6], HMDB51 [5].
In this submission to the challenge, we aims to evaluate
the performance of frame-based CNNs and spatio-temporal
CNNs on large video dataset.
2. Our approach
Models. For frame-based features, we deploy BN-
Inception [2] architecture with temporal-segment-networks
(TSNs) proposed in [8]. For spatio-temporal features,
we utilize the C3D architecture [7]. In C3D architec-
ture, all convolution and pooling layers are made up of
3D operations [7]. C3D network has 8 convolution and
3 fully connected layers. C3D architecture is then given
by: C(3, 64, 1) − RL − P (2, 2) − C(3, 128, 1) − RL −
P (2, 2) − C(3, 256, 1) − RL − C(3, 256, 1) − RL −
P (2, 2) − C(3, 512, 1) − RL − C(3, 512, 1) − RL −
P (2, 2)−C(3, 512, 1)−RL−C(3, 512, 1)−RL−P (2, 2)−
FC(4096) − D(0.9) − FC(4096) − D(0.8) − FC(101).
Table 1 shows the number of parameters in BN-Inception
and C3D architecture. As can be observed, C3D has more
parameters than BN-Inception.
We also reports performances of some long-term tempo-
ral convolutions (LTC) models. LTC models develop the
ideas of C3D architectures into longer temporal dimension
by reducing spatial dimension and increasing the tempo-
ral length. Inception model is initialized from pre-trained
model on ImageNet and C3D weights are initialized from
1M-Sports dataset.
Regularization. For regularizing, the TSNs [8] utilize
batch normalization and high dropout ratios. We also set
high dropout ratios for C3D networks with ratios of 0.9 and
0.8 for fully connected layers fc6 and fc7 respectively.
Input. The inputs for TSN models are 1 RGB frame
for a segment of spatial-CNN stream and 5 stacked optical
flows frames for a segment of temporal-CNN models. The
TSN networks average 3 segments of frames. Hence, TSN
networks operates on 3 RGB frames and 15 flows frames.
The C3D networks operates on 16 continuous frames for
both RGB and optical flows. The flows are extracted from
OpenCV implementations of TV-L1 [9]. All the RGB and
flow images are saved in resolution (128, 171). The flows
have been compensated to remove camera motions. For the
BN-Inception architecture in TSNs, the input images are re-
sized into (256, 340) on the fly in our modifications of Caffe
software [3]. Although it is convenient for working with
both BN-Inception and C3D architecture, it might slightly
reduce performance of BN-Inception architecture because
of lower quality resized image frames. Spatial and tempo-
ral models are trained individually.
Data augmentation. Data augmentation is shown to
help deep convolutional models prevent severe over-fitting.
For training, we adopt widely used data augmentation such
as corner cropping, horizontal flipping, scale-jittering [8].
3. Results
Table 2 shows performance of different models on Ac-
tivityNet validation set. The results show that both C3D
and TSN-BN-Inception obtain better performances on RGB
1
BN-Inception [2] C3D [7]
parameters 10,373,765 78,409,573
Table 1. Number of parameters of different convolution networks:
CaffeNet, and C3D.
data than on compensated optical flows. For examples, rgb-
C3D-size112-len16 out-performs flow counterpart flow-
C3D-size-112-len16 17.09% (65.36% vs. 48.27% top-1 ac-
curacy). The similar phenomenon happens with TSN-BN-
Inception model (72.73% vs. 53.40%). On contrary to per-
formances of deep models [8] on UCF101 and HMDB51, in
challenging datasets such as ActivityNet, the compensated
flows are not reliable as RGB data. It is because motion pat-
terns in ActivityNet and Kinetics dataset are more complex
than small datasets (e.g., UCF101, HMDB51).
The second observation is that Inception models gener-
ally outperform C3D models both in RGB modality, while
LTC-C3D models have more advantages in flow modal-
ity with longer temporal length. Furthermore, two-stream
BN-Inception model perform better two-stream C3D. It in-
dicates it would be hard to fit C3D models with spatio-
temporal data.
The third observation is that more information you can
feed into a C3D models, more successful the model is. The
C3D model has better performance if we increase temporal
length both RGB and flow data. As can be observed, spatial
resolution is more important for rgb-C3D (spatial-stream),
while temporal resolution is more important for flow-C3D
(temporal-stream). It can be explained as spatial-stream ex-
ploits context in whole videos, while temporal-stream focus
more long-term human motion informations (e.g., human
silhouettes, or shapes).
Due to limited time and resources, we take a chance to
submit our evaluations on test set into the challenge server
with only rgb-LTC-maxpool-size112-len32 model. We got
about 34% top-1 on ActivityNet untrimmed video classifi-
cation task, and 30% average error (top-1 and top-5 errors)
on Kinetics trimmed video classification.
4. Conclusions
This paper reports some comparisons between current
frame-based BN-Inception and spatio-temporal C3D mod-
els. Without regards of models, RGB data are more reliable
than (compensated) optical flows in challenging datasets
such as ActivityNet and Kinetics. With regards of models,
frame-based BN-Inception currently perform better than
spatio-temporal based C3D models.
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Abstract
In this paper, we introduce our method for ActivityNet
Challenge 2017. We mainly focus on the temporal action
proposals task. We use a 3D convolutional neural network
(CNN) to generate action proposals. The CNN outputs ac-
tionness scores, begin times and duration of action propos-
als. We experimentally evaluate the performance of our
method.
1. Introduction
We mainly focus on the temporal action proposals task
in ActivityNet Challenge 2017. We use a 3D convolutional
neural network (CNN) [1] to generate action proposals. The
inputs of the network are short video clips of multiple tem-
poral scales, and the CNN outputs an actionness score, be-
gin time and duration of an action proposal. We generate
action proposals by applying the CNN to entire video clips.
We submitted our method to task 1: untrimmed video
classification, task 2: trimmed action recognition, and task
3: temporal action proposals.
2. Methodology
Our method is based on 3D CNNs. 3D CNNs apply
3D convolutional filters to videos in the spatio-temporal
3D space to extract spatio-temporal features of videos.
3D CNNs recently achieve good performances for activity
recognition by using large scale datasets such as Kinetics
[2].
The network architecture of our method is shown in Fig.
1. The inputs of the network are short video clips of mul-
tiple temporal scales, Following to the last layer, the net-
work has the layer that concatenates activations of the last
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Duration
3D CNN
Figure 1. Network architecture of our method for the temporal ac-
tion proposals task.
layer based on each scale to combine the multi-scale infor-
mation. The concatenated layer connects to the output layer
that includes actionness score, begin time and duration of
an action proposal.
Whereas our method requires the multi-scale inputs,
CNNs require fixed-size inputs. In addition, convolutions
for large scale inputs are computationally expensive. There-
fore, we thin frames at regular intervals to align the tem-
poral size of multi-scale inputs. This alignment enables
CNNs to process multi-scale inputs with small computa-
tional costs.
In the training step, we randomly generate positive and
negative samples. Each sample has multiple scales. The
positive samples overlap with activities larger than 0.7, and
the negative samples do not overlap with activities larger
than 0.3. The overlap ratio is calculated using the smallest
scale. The number of negative samples is the same as that
of the positive samples. In addition to a class label, a begin
time and duration of corresponding action are annotated to
a positive sample. The annotation of begin time is relative
offset from the temporal center of sample to the begin time
of action. The offset is normalized by the duration of ac-
tion. The annotation of duration is log-space shift relative
to the smallest scale. We minimize an multi-task loss func-
tion using SGD with momentum to train the CNN. The loss
function includes a classification loss (cross-entropy) and
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Table 1. Results of our method.
Method Untrimmed Trimmed Proposalsval test val test val test
C3D 61.0 - - - 51.6 51.7
ResNet 64.8 65.3 - 68.9 - -
localization loss (smooth L1), similar with Faster R-CNN
[3].
We adopt the sliding window manner to generate action
proposals in the test step, similar with [4]. Our method out-
puts score, begin time, and duration of a proposal at each
position. We also perform thresholding for the scores and
non-maximum suppression.
3. Experiments
In this section, we first describe the setting of our
method, and then show experimental results of our method.
We used the CNNs that are based on C3D [1] and ResNet-
34 [5]. The C3D and ResNet-based models are pre-trained
using the Sports-1M [6] and Kinetics [2] datasets, respec-
tively. We changed the 2D convolution kernels to 3D ones
of the ResNet-based model. The spatial scales of inputs are
112 × 112. We cropped each frame at the center position
and resized it to the scale. The temporal scales of inputs are
{16, 128, 1024, 8192}. The larger scales are thinned to 16
frames when inputting to the CNN.
The models for untrimmed and trimmed action recogni-
tion tasks have a softmax layer for action recognition in-
stead of the concatenation layer. For the untrimmed task,
we fine-tuned the CNN models on the ActivityNet dataset.
To recognize actions of each video, we input non-overlap
16 frame clips to the model, and the final recognition score
is obtained by averaging the softmax scores for the clips.
Table 1 shows the results of three tasks. The results of
untrimmed, trimmed, and proposals tasks are top-1 accu-
racy, average accuracy of top-1 and top-5, and area under
average recall vs. average number of proposals per video
curves, respectively.
4. Conclusion
In this paper, we describe the 3D CNN based method for
the temporal action proposals task. The CNN outputs ac-
tionness scores, begin time and duration of action proposals
using temporal multi-scale clips. Our method is applied to
entire videos by the sliding window manner.
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Abstract
This paper presents the method for our submission to
the tasks of trimmed video action recognition, untrimmed
video classification, and temporal action localization of Ac-
tivityNet Challenge 2017. In the trimmed action recog-
nition task, we integrate short-term temporal information
with 3D models and long-term temporal information with
temporal segment networks [18]. We also explore incor-
porating multi-modal cues such as acoustic signal and
body pose. We find that models trained on Kinectics can
serve as a better pretrained model than ImageNet pre-
trained models, and greatly boost the performance for other
video understanding tasks. For temporal action localiza-
tion, we benchmarked our recently proposed structural seg-
ment networks [21]. For untrimmed video classification,
we study different temporal aggregation schemes such as
UntrimmedNet [17].
1. Introduction
Human action understanding including recognition and
detection has drawn a significant amount of attention from
the academic community [12]. Publicly available bench-
marks such as ActivityNet [3], THUMOS [7], and UCF-
101 [13] have contributed to spurring interest and progress
in action recognition and detection research. As a result,
a number of deep-learning based frameworks, including
TSN [18], C3D [16], SSN [21] have been proposed and
achieved impressive results on the benchmark datasets. The
success of these methods cannot do without the highly dis-
criminative feature representation generated by convolu-
tional network in a data-driven manner.
To obtain robust representation, large number of data and
effective learning strategies are required. Previous meth-
ods transfer image-level object recognition representation
to video-level action recognition representation. A more
natural way is to learn general video-level recognition rep-
resentation and transfer these representation to other video
analysis applications. Recently, a large scale action recogni-
tion dataset named Kinetics [9] is released which contains
300, 000 trimmed video with 400 action categories. This
dataset can serve as a good source for video-level represen-
tation learning.
In this report, we focus on learning video-based repre-
sentation by conducting action recognition using Kinetics
dataset. We show that these features can be easily trans-
ferred to other video analysis tasks, i.e. action detection
and other datasets, Activity-Net [3]. Different from image-
level recognition, temporal structure is essential for action
recognition. Temporal segment networks [18] have been
proven to be an effective learning strategies to model tem-
poral structure in actions. We use temporal segment net-
works [18] as our base model and introduce various tech-
niques to enhance feature learning e.g. re-balancing the
sampling when training, (un)freezing BN units and tuning
the magnitude of dropout depending on the size of dataset.
Apart from effective training strategies, new network units,
including 3D pooling and 3D convolution, are also explored
to model the short-term temporal information.
While video understanding certainly depends on the vi-
sual analysis, we notice that other sources of information,
such as acoustic signal and human pose that come along
provide complementary information. To exploit such in-
formation, we develop a deep network called Pose CNN to
infer human activity from the coordinates of body’s key-
point, and another one called Audio CNN to derive comple-
mentary features from the the spectrograms. Combining all
of the visual, pose, and acoustic models, we attain a high
recognition accuracy (top-1 error of 9.79% on Activity-Net
Untrimmed and average error of 13.93% on Kinetics testing
set).
These features learned from Kinetics [9] can be easily
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transfer to other video tasks, e.g., temporal action detection.
We follow the framework of SSN [21] to conduct temporal
action detection, achieving superior detection results (av-
erage mAP of 31.86%) over previous ImageNet-pretrained
models.
The remaining part of this report is organized as follows.
Section 2, 3, 4 present our approach in three tasks of Activ-
ityNet 2017 challenge, namely, trimmed action recognition
(Task 2), untrimmed video classification (Task 1), and tem-
poral action localization (Task 4). Section 5 concludes this
work.
2. Trimmed Action Recognition
In this year’s challenge, the trimmed video classification
task in conducted on the Kinetics dataset [9]. There are
around 300, 000 temporally trimmed videos used for this
task. Each video lasts around 10 seconds. Our efforts on
this task are focused on how to utilize temporal information,
both short-term and long-term, to learn better features for
video-based action recognition. Now we describe how we
devise our approach based on this principle.
2.1. Long-term Temporal Information
We follow the pipeline of temporal segment networks
(TSN) [18] to model the long-term temporal information.
Using TSN, we divide every 10-second video to a fixed
number of segments. During training, one short snippet is
sampled from each segment, which forms a sparse snippet
sampling scheme. The snippet-wise prediction is then ag-
gregated using different strategies such as average pooling
or top-k pooling. During testing, we follow the standard
procedure of using 25 frames uniformly extracted from the
testing videos and average the predictions.
Since videos of different classes are unevenly distributed
in the training set but balanced in the validation and testing
set, we propose to re-balance data when training. For the
Inception BN [8]-based flow stream, the top-1 accuracy is
raised from 60.55% to 62.07%.
We experiment with several recent network architec-
tures such as Inception V3 [15], ResNet [6], and Inception-
ResNet v2 [14]. Besides, we also compare the models with
ImageNet pretraining and the models trained from scratch
on Kinetics [9]. We find that models pre-trained from Ima-
geNet [2] achieve higher accuracy than models trained from
scratch. We also experiment with models pre-trained from
WebVision [10] and achieved on-par results as ImageNet
pretraining. This suggests that pretraining on image dataset
is still benefitial even at the current scale of Kinetics dataset.
2.2. Short-term Temporal Information
In the original TSN [18], the underlying ConvNet mod-
els are using 2D inputs, i.e., RGB frames and optical flow
Table 1. Performance comparison of different model architectures
on Kinetics [9].
Models RGB FlowTop-1 Top-5 Top-1 Top-5
Inception BN 69.09% 88.67% 62.93% 83.67%
Inception V3 72.51% 90.22% 63.07% 84.52%
ResNet-200 70.73% 89.19% - -
IR-10 72.26% 90.52% - -
images. To further exploit short-term temporal variation be-
tween neighboring frames, we propose to modify the orig-
inal 2D model into a 3D version. The number of input
frames in each snippet is changed to 8 or 32 instead of
1. Two types of 3D models are experimented: (1) Pooling
layers are inflated to be 3-dimensional while convolutional
layers remain 2-dimensional. (2) Both pooling and convo-
lutional layers are inflated to be 3-dimensional. We found
that using 3D pooling alone with TSN can get a good boost
of performance compared with 2D models. The results are
illustrated in Table 3.
Table 2. Performance of different spatial-stream 3D-pool architec-
tures on Kinetics [9].
TSN segments base model Top-1 Top-5
1 (no TSN) Inception BN 69.97% 88.90%
2 (TSN) Inception BN 71.12% 89.70%
TSN Inception V3 73.83% 91.04%
Table 3. Performance of different spatial-stream 3D-conv architec-
tures based on Inception BN [8].
# of frames Top-1 Top-5
8 69.64% 88.95%
32 65.68% 86.73%
2.3. Pose Information
Besides pixel level information, we are also interested
in how human poses function in action recognition at this
large scale. To this end, we make a preliminary attempt of
using pose estimation output for action recognition on Ki-
netics [9]. We use OpenPose [1] as our pose estimator to
extract 18-key-point body pose features (x, y, s)i∈{1,...,18}
from every 5-th frame of the videos. This results to around
60 frames of data for each video. We design a 1D ConvNet
model that takes in processed joints coordinates and outputs
action categories. The model architecture is reflected in ta-
ble 4.
In training, we sample 48 continuous frames from one
video as augmentation and feed the normalized feature into
a 1-d CNN to produce prediction. For evaluation, all frames
are fed into the network in convolutional manner and we
pool the output of the final classification layer to obtain the
action prediction.
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Table 4. Model architecture for the Pose CNN.
layer name output size (full pose)
conv1 48x1 3x1, 1283x1, 256
conv2 48x1
concat with parts
3x1, 256
3x1, 256
conv3 24x1 3x1, 256, stride 23x1, 256
conv4 12x1 3x1, 256, stride 23x1, 256
conv5 6x1 3x1, 512, stride 23x1, 1024
conv6 6x1 3x1, 10243x1, 1024
avg. pooling 1x1 6x1
dropout
fc 400x1
global pool
softmax
Table 5. Performance of different methods for pose on Kinetics [9].
method Top-1
pose + encoding + SVM 13.96%
pose + 1d CNN 20.13%
hierarchical pose + 1d CNN 24.11%
To our relieve, even with the ultra low dimensionality
of the joints data, our models are still able to achieve more
than 20% top-1 accuracy and around ??% top-1 accuracy.
We also find it obtains better results if we at first treat pose
feature of different parts separately and then aggregate them
in subsequent layers. We collect pose feature from 5 parts,
namely upper body, lower body, head, arms, limbs. The
feature map are concatenated after two convolutional units.
This hierarchical design achieves an accuracy 24.11%. Fur-
ther fusion shows that the pose-based prediction is comple-
mentary to that of the two-stream networks. The results of
using pose information are summarized in Table 5.
2.4. Acoustic Information
Audio signals in a video carry important cues for recog-
nizing certain types of activity. We use audio-based CNN
similar to the one we used in last year’s challenge [20].
to extract acoustic cues to facilitate action recognition.
The raw 44100-Hz mono audio signal is transformed to
spectrograms in log-scale and converted to grayscale time-
frequency feature maps. The network architecture is Incep-
tion BN [8], whose weights are initialized by the same tech-
nique used on the temporal networks[18]. We also experi-
ment with TSN-style training by sampling a spectrogram
patch within 3 snippets and predicting labels based on con-
sensus. The results of acoustic models are summarized in
Table 6. Although the accuracy of acoustic models seem
inferior, we do find them to form important components in
a ensemble. This again confirms that audio information is
complementary to visual information for action recognition.
Table 6. Performance of audio CNN on Kinetics [9].
TSN segments Top-1 Top-5
1 (no TSN) 19.44% 36.48%
3 (TSN) 23.10% 41.06%
Table 7. Results on Kinetics [9] test set. The avg. error is the
average of top-1 and top-k error.
Models avg. error
model ensemble 0.1393
3. Untrimmed Video Classification
The second task we participated in is the untrimmed
video classification task which aims at classifying tempo-
ral untrimmed videos from 200 categories in the Activi-
tyNet [3] dataset. On this task we focus on examining the
benefit of feature learning on the large scale trimmed video
dataset, such as Kinetics [9]. Thus we follow the TSN [17]
framework and adapt it to training on annotated action in-
stances. For testing we adopt the aggregation scheme intro-
duced by [19]. The outcome of experiments is encouraging.
Models trained from Kinetics [9] can be directly adapted
here and render substantial improvement over ImageNet [2]
pre-trained models, shown in 8.
Table 8. Performance comparison of different model architectures
on ActivityNet v1.3 [3] val set.
Models Top-1 Accuracysource RGB Flow
Inception BN ImagetNet 75.44% 63.66%Kinetics 81.95% 73.45%
Inception V3 ImageNet 78.81% 64.68%Kinetics 83.46% 75.58%
ResNet 101 ImageNet 80.71% 63.80%Kinetics 83.72% 75.90%
Likewise in the trimmed action recognition task, we also
adopt the 3D input based models for this task. These models
are pretrained on the Kinetics dataset and fine-tuned on the
untrimmed video classification task.
3.1. UntrimmedNets
Understanding that temporal annotation may be labour
intensive to obtain, we experimented with the recently pro-
posed UntrimmedNet framework [17] to directly learn clas-
sification models from the whole untrimmed videos. This
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Table 9. Performance of 3D models on ActivityNet v1.3 [3] val
set. All are initialized with Kinetics-pretrained models.
Model # of frames Top-1 Top-3
3D Conv + 3D Pool 8 79.50% 92.51%
3D Conv + 3D Pool 32 81.81% 92.94%
2D Conv + 3D Pool 8 82.14% 93.58%
framework features a carefully designed selection mecha-
nism which embedded into the end-to-end training process
to find and learn from useful video segments. We find that
it can achieve comparable results (see Table 10) as those
models trained with temporal annotations. Additionally,
we found that they are complementary with those trimmed
training models. These findings suggest that (1) we may
be able to learn action recognition from large numbers of
untrimmed videos directly
Table 10. Performance of UntrimmedNet on ActivityNet v1.3 [3]
val set.
Models Top-1 Top-3
Inception BN 81.91% 93.40%
Inception V3 82.76% 94.15%
Table 11. Results on ActivityNet v1.3 [3] test set.
Models Top-1
Ensemble of models pre-trained on ImageNet 88.28%
Ensemble of models pre-trained on Kinetics 90.21%
4. Temporal Action Localization
4.1. Structure Segment Networks
We use structure segment networks, described in [21] in
this task. The model adopts the ”proposal + classification”
scheme in the modern object detection architecture like Fast
R-CNN [4]. To generate temporal proposals, we first train
a TSN-based binary classifier. The prediction output can be
viewed as a series of actionness probabilities, upon which a
set of temporal proposals can be generated using temporal
actionness grouping [21].
During the training phase, video frames and TAG pro-
posals are fed into SSN. For each proposal, we first expand
the boundary by extending forward and backward. The
augmented proposal is thus composed of three stages. Ex-
tracted similar to TSN, snippet-level features are aggregated
via structured temporal pyramid pooling. We divide pro-
posal samples into three types: positive proposals, incom-
plete samples, and background samples. We use two types
of linear classifiers, a K + 1 ( K activity classes plus the
background) activity classifier predicting the activity cate-
gory, and K class-specific classifiers determining the com-
pleteness of the temporal proposal given that it is a certain
activity. We also employ a location regression scheme sim-
ilar to practices in [5] to further refine the temporal extent
of positive proposals.
For any proposal Pi, with class Ki ∈ {0, ...,K} and
completeness is Ci ∈ {0, 1} if it is not background class,
the loss can be formulated as
L = Lcls + γLreg
where
Lcls = − log p(Ki, Ci;Pi) = − log p(Ki|Ci = 1)−IKi≥1p(Ci|Ki)
The whole pipeline is designed to train in an end-to-end
manner. When training, we use sparse sampling strategy
similar to TSN [18] such that the memory demand is in-
dependent of the proposal length. A strategy resembling
online hard negative mining [11] is used to mitigate the im-
balance between positive and incomplete samples. When
evaluating, the features before STPP is extracted densely
with a fixed interval of 6 frames, which make more efficient
the calculation of classifier predictions and location regres-
sors afterwards per proposal.
We deploy SSN based on ResNet 101 [6]. Networks pre-
trained from Kinetics [9] show consistent improvement over
those pre-trained from ImageNet [2].
Table 12. Peformance of using Kinetics [9] as pre-train model. The
results are evaluated on ActivityNet 1.2 val set using Inception
BN [8].
source average mAP
ImageNet 26.81%
Kinetics 28.57%
4.2. Unifying Activity and Completeness Classifiers
In additional, we take one step further by unifying the
(K + 1)-class activity classifier and a set of K complete-
ness classifiers stated above as one single classifier. Both
incomplete and background proposals are treated as nega-
tive samples, i.e. the 0-th class , while the positive samples
remain the same. We also add a fully-connected layer be-
tween the STPP and the final classifier. Although results
produced by such a variant are inferior to those of SSN,
we find that average mAP can be increased from 29.20% to
29.67% on validation set by doing a fusion of two models.
Table 13. Peformance comparison of using original SSN (model
a) and unified SSN (model b). The results are evaluated on Activ-
ityNet 1.3 val set using ResNet-101[6].
method average mAP
model a (act. + comp.) 29.20%
model b (single classifier) 28.00%
model a+b 29.67%
4
Table 14. Results on ActivityNet 1.3 [3] test set.
Model average mAP
BN-Inception, model a 29.34%
ResNet-101, model a+b 31.86%
5. Conclusions
This paper describes our team’s solution to task of
untrimmed video classification, trimmed action recognition,
and temporal action localization. We propose several 3D
spatial-temporal models for action recognition, which is re-
alized by inflating convolutional layers and pooling layers
in existing 2D model architectures to 3D version. Models
trained from Kinetics [9] are found to be able to effectively
transferred to ActivityNet [3], improving classification and
detection performance in untrimmed videos.
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Abstract
We present an approach for video classification with
fused Inception-V3 network streams and temporal action
localization from video classification. For video classifi-
cation, we make use of multi-task learning comprising si-
multaneous offset regression and classification in a two-
stream architecture. For action localization, we experiment
with dynamic programming to generate action proposals
from frame-level classification scores. In our experiments,
we analyze the behaviour of both streams individually as
well as in combination and consider different forms of pre-
training.
1. Introduction
Action recognition is a vital precursor for many high-
level tasks in computer vision, including real-world scenar-
ios such as video surveillance, video indexing and human-
robot-interaction. While early works were focused on tradi-
tional tasks like trimmed video classification [12, 18, 19, 8,
10, 16], the rise of convolutional neural networks (CNNs)
has also led to tremendous progress in more complex tasks
like untrimmed video classification and untrimmed tempo-
ral action localization [9, 1], achievements that can be at-
tributed to innovation in terms of hierarchical feature rep-
resentations [17], the availability of effective regularization
techniques [7], and the development of multi-stream archi-
tectures [16]. The latter, in particular, have been success-
fully applied to a wide range of action-related tasks at dif-
ferent levels of granularity [20, 21]. Two-stream features
pooled in Fisher vectors and VLAD representations have
proven to be very effective in action classification [14] but
cannot be directly applied to detection. An orthogonal line
of research has considered recurrent neural networks with
long short-term memory (LSTM [6]) to obtain temporally
smoothed predictions of independent CNN outputs [13].
2. Methodology
At a high level, our approach consists of two paral-
lel convolutional neural networks (CNNs) extracting static
(i.e., independent) appearance and optical flow features for
each frame. We fuse information from both streams using a
convex combination of their respective classification scores
to obtain a final result. We will now describe our approach
in some more detail.
2.1. Input
Given an input video V = {v(t)}Tt=1 with frames v(t),
we extract independent features for each 3-channel RGB
frame at a rate of 24fps by passing normalized color inten-
sities to the RGB stream and a 3-channel optical flow im-
age1 with (fx, fy,m) per pixel to the optical flow stream.
Here, (fx, fy) encodes the 2D direction and m the magni-
tude of the flow. Normalization consists of centering and
scaling: Images are centered channel-wise by subtracting
a fixed mean value of 128 and dividing by 128, resulting
in bounded intensities in the interval [−1, 1]. Scaling com-
prises bilinear up- or downscaling such that the shortest im-
age dimension has a size of 340 pixels. We use random
crops of size 299× 299 for training and the center crop for
testing.
2.2. Network Architecture
Both streams use an Inception-V3 network [17] with-
out batch normalization as a base architecture and pro-
duce 1024-dimensional feature vectors. We train the over-
all network using a multi-task loss: (1) Classification: Both
streams produce a C-dimensional softmax score vector that
is trained using back-propagation with a cross-entropy loss;
(2) Regression: In addition to the classification scores, the
appearance stream also produces 3-dim. coefficients for
each class describing the offset from the boundaries of the
1We use an approach by Farnebaeck [4] to compute the optical flow
between two consecutive frames.
1
Figure 1: Overview. We show our proposed two-stream model with two parallel Inception-V3 networks [17] processing
appearance and motion inputs. While the appearance stream is followed by two sibling layers for offset regression and
softmax classification, the motion stream ends in a single softmax classification layer. The final output is obtained as a
convex fusion of the classification scores from both streams.
current action as well as its overall duration. This network
path is trained using a smooth L1 loss [5]. Figure 1 summa-
rizes our architecture.
2.3. Fusion
For video classification, we fuse the scores of both
streams at the frame-level using a convex combination. The
single weightw can be found by cross-validation on the val-
idation set. In practice, we found the values w = 0.55 and
1−w = 0.45 to be optimal for the appearance and the flow
stream, respectively. Finally, we use top-k mean-pooling to
obtain a video-level score s(c) for each class c, i.e., s(c) is
the mean of the top-k frame-level scores of class c. For a
sequence of length T , we found k = 0.5 · T to be a good
choice.
2.4. Temporal Action Localization
We generate activity proposals by casting the frame-level
scores S∗ = {s∗t }Tt=1 of the winning class at the video-level
(section 2.3) as an optimization problem [3], resulting in
disjunct sets of piece-wise constant segments:
Given S∗, we assign a binary label lt ∈ {0, 1} (where 0
represents the ‘background’ class) to each frame by solving
the following optimization problem:
C(L) =
T∑
t=1
s∗t − λ
T∑
t=2
ψ (lt, lt−1) , (1)
where C(L) is the cost associated with a labeling
L = {lt}Tt=1, λ is a scalar weight parameter, and the pair-
wise potential ψ is defined as
ψ(lt, lt−1) =
{
0 if lt = lt−1
α if lt 6= lt−1 .
The cost α for switching from ‘activity’ to ‘background’
is set by cross-validation. Note that this penalizes label-
ings which are not smooth and thus enforces a piece-wise
constant solution. Eq. (1) can be efficiently solved using
dynamic programming and is easily extendable to simul-
taneous detection and classification [3]. To obtain a set of
proposals, we treat each positive, contiguous subsequence a
in the optimal binary labelingL∗ as a proposal whose global
score µ(a) is given by the mean of its corresponding frame-
level scores. The final result is given by assigning the label
of the highest video-level score c∗ = argmaxc s(c) (sec-
tion 2.3) to the top-5 activity proposals and re-weighting
each proposal’s score by µ(a)′ = s(c
∗) · µ(a).
3. Experiments
We evaluate our approach on the Kinetics dataset [11]
and the ActivityNet 200 dataset [1]. Kinetics consists
of 300k trimmed videos that are approximately 10 sec.
long and labeled with one out of 400 actions. Activi-
tyNet comprises approximately 20k videos (split into train-
ing/validation/testing at a ratio of 2 : 1 : 1) falling into 200
activity classes.
We report results for 3 out of 5 ActivityNet challenges:
(1) Trimmed Action Recognition; (2) Untrimmed Video
2
Method Error
Top-1 Top-5 Avg
V
al
. Appearance (A) 31.7% 12.7% 22.0%
Motion (M) 46.4% 23.4% 34.9%
Fused (A+M) 30.7% 12.3% 21.6%
Te
st Fused (A+M) – – 22.7%
(a) Trimmed Action Recognition
Method Error
Top-1
V
al
.
Caba et al. [1] 42.5%
Appearance∗ (A∗) 25.7%
Appearance† (A†) 22.7%
Appearance‡ (A‡) 21.8%
Motion† (M†) 33.1%
Fused (M†+A†) 20.7%
Fused (M†+A‡) 19.8%
Te
st Caba et al. [1] 42.2%
Fused (M†+A‡) 18.8%
(b) Untrimmed Video Classification
Method mAP @ t-IoU threshold δ
0.5 0.95 0.5:0.95
V
al
. With DP 35.5% 1.4% 19.9%
Without DP 33.2% 4.5% 21.7%
Te
st Without DP – – 22.5%
(c) Temporal Action Localization
Figure 2: ActivityNet Results. (a) Top-1 error, Top-5 error, and average error for trimmed action recognition on the vali-
dation and test set. (b) Top-1 error for untrimmed video classification on the validation and test set. (c) mAP at a temporal
intersection-over-union (t-IoU) threshold δ for action localization on the validation and test set. [DP =̂ Dynamic Program-
ming; (∗) Initialized with pre-trained ImageNet weights; (†) Initialized with pre-trained Kinetics weights; (‡) Initialized with
pre-trained Kinetics weights + offset regression.]
Classification; (3) Temporal Action Localization.23 Our
evaluation comprises an ablation study on the public vali-
dation set and official results on the withheld test set using
the evaluation server [1].
3.1. Trimmed Action Recognition
We train a two-stream model on the Kinetics dataset ac-
cording to section 2.4 Note that this is unlike the stack
of images used to train the flow stream in [16]. Both in-
ception networks are initialized with pre-trained ImageNet
weights [15]. On the validation set, we also report the per-
formance of the individual streams without fusion to pro-
vide further insights. Table 2(a) shows our results. In-
terestingly, the fused average error on the validation set is
21.6% and thus 0.4% smaller than the error of the appear-
ance stream alone, even though the motion stream alone in-
curs a rather high average error of 34.9%.
3.2. Untrimmed Video Classification
We initialize the inception network of the flow stream
with pre-trained Kinetics weights and experiment with three
different training settings for the appearance stream: (1)
The appearance stream is initialized with pre-trained Im-
ageNet weights [15]; (2) Similar to [2], the appearance
stream is initialized with pre-trained Kinetics weights [11];
(3) In addition to (2) and unlike (1) and (2), we use off-
set regression as discussed in section 2 and illustrated in
Figure 1. We can observe from Table 2(b) that an initial-
2(1) is evaluated on Kinetics, (2) and (3) are evaluated on ActivityNet.
3Official results for (2) and (3) were not available at the time of sub-
mission and will be included in the final version of this manuscript.
4Different from the base architecture described in section 2, we do not
use offset regression for trimmed action recognition.
ization with Kinetics weights is significantly better than an
initialization with ImageNet weights (+3% on the validation
set). Using offset regression provides another improvement
of 0.9%. Fusion with the motion stream leads to yet an-
other performance gain of 2%, reaching a final top-1 error
of 19.8%.
3.3. Temporal Action Localization
We explore two simple techniques of achieving activity
localization based on video-level scores: (1) The activity
proposals are generated using dynamic programming (DP),
as described in section 2.4; (2) Each video produces a sin-
gle activity proposal that lasts from the start of the video to
its end. Scoring of the proposals follows our description in
section 2.4. Although DP helps to break the video sequence
into smooth activity proposals and achieves a good perfor-
mance at a t-IoU threshold of δ = 0.5, we found that it typi-
cally hurts the performance for higher thresholds, as shown
in Table 2(c). Surprisingly, a naive activity proposal from
start to end is therefore better than DP for higher and/or in-
tegrated thresholds, which is shown in the second row of
Table 2(c).
4. Conclusion and Future Work
We’ve presented an ablation study on activity recogni-
tion that highlights the importance of adequate pre-training,
multi-task learning, and proper fusion. Furthermore, we’ve
discussed two simple approaches to achieve action localiza-
tion and have shown that video-level classification is bene-
ficial for activity localization.
3
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Abstract
In this paper, a brief description is provided of the
method that was used for the tasks of untrimmed video
classification, temporal action proposals and temporal ac-
tion localization. The C3D features were used to train a
fully connected network for the 200 action categories. The
trained model was used to obtain probabilities over all the
categories for a sequence of validation features of a video.
The action category with the highest weightage of votes was
the predicted action class. From the sequence of probabil-
ity values over all the classes, the temporal proposals and
action localization results were obtained after tuning a few
thresholding parameters on the validation set. The above
method gave a Top-1 error of 0.36839 in untrimmed clas-
sification, AUC of 39.8498 for temporal action proposals,
and Avg. mAP of 0.13182 for temporal action localization
task.
1. Introduction
The ActivityNet Challenge 2017 had five tasks, namely,
Untrimmed Video Classification, Trimmed Action Recog-
nition, Temporal Action Proposals, Temporal Action Local-
ization and Dense-Captioning Events in Videos (hereafter,
denoted by T1, T2,..., T5). The tasks T1, T3, T4 and T5
were based on the ActivityNet dataset [3] while T2 used
Kinetics dataset [7]. These datasets are the state-of-the-art
benchmark datasets for the video activity recognition tasks.
As such, they have a large number of annotated videos for
200 classes in ActivityNet and 400 classes in Kinetics.
This work describes the methodology followed for my
submission to tasks T1, T3 and T4, which involve only the
ActivityNet dataset. Task T1 required to predict the activity
categories for the untrimmed videos, where the video may
belong to more than one category. For task T3, action pro-
posals had to be generated, on the lines of [4] such that the
area-under-the-curve(AUC) for Avg. Recall Vs Avg. Num-
ber of Proposals was maximized. Task T4 was the action lo-
calization/detection task, where one had to predict in which
part of a video a specific action was occurring.
In this report, section 2 details the training and predic-
tion steps, section 3 covers the results and related discus-
sion, while section 4 gives concluding remarks for the work
carried out.
2. Methodology
The C3D features [11] were used to train a fully con-
nected network in Caffe [5]. Code available1. The C3D
features were provided by the organizers. They were the
outputs of the FC-7 layers (4096 dimensional vectors) for
every eighth frame using a pre-trained model trained on
sports-1M [6] clips of 16 frame temporal resolution. Fur-
ther, PCA was applied to reduce their dimensionality from
4096 to 500.
Global video features, such as the ImageNet Shuffle fea-
tures [9] and the MBH features [12], can be used for T1,
involving global prediction, but cannot be reliably used for
T3, T4, and T5 where a frame-level classification is needed.
Therefore, the C3D features were chosen out of the pro-
vided features.
2.1. Training
Steps for sampling and training:
1. Randomly select 4k unique positions (frame numbers)
from actions of each category. For 200 classes of Ac-
tivityNet we get 800k training samples(1k per class for
validation set). Note that the samples are shuffled.
2. Obtain C3D feature vector (each of size 500) for each
sample by dividing by 8 (since, the C3D features are
obtained for every eighth frame). Take care of bound-
ary cases by subtracting by 1.
3. Read the feature vector from h5py database and saved
into LMDB with the corresponding label assigned.
The creation of LMDB is done parallely, by incremen-
tally saving in batches of 800 vectors at a time. Paral-
1Github link: www.github.com/arpane4c5/ActivityNet
1
Layer #Outputs #Parameters
FC-1 1024 500× 1024
ReLU 1024 0
Dropout Ratio=0.5 0
FC-2 1024 1024× 1024
ReLU 1024 0
Dropout Ratio=0.5 0
FC-3 200 1024× 200
Table 1. Fully-Connected(FC) network. Total Params=1765376.
lelization ensured speedup and in case of failure, one
may continue from the last written batch.
4. Prepare fully connected network by defining the details
for all the layers. The details of the network are given
in Table 1
5. The network is trained using Stochastic Gradient De-
scent for 400k iterations. The stepsize was 100k with
base learning rate(α) = 0.01, momentum(µ) = 0.9,
and drop factor of 10 (γ = 0.1). The weights of the FC
layers were initialized using Xavier initialization [2].
6. The progress of loss for training and validation sets is
shown in Fig. 1.
The model was trained on an NVIDIA GeForce GTX
750 card which has a memory of 1GB. This GPU does
not have enough capacity to support training/finetuning of
larger models, such as C3D models, which is left as a future
work.
The model achieved an accuracy of 47.39% on the vali-
dation set samples.
2.2. Predictions
The trained model was used to get prediction probabili-
ties for all the C3D features of the validation set videos. For
a single video C3D features, the below steps were followed
to come up with the predictions for T1, T3 and T4:
1. For a video viVval, the prediction probabilities for a
sequence of C3D features are pitR200, 200 is the num-
ber of categories in ActivityNet.
2. The pits are summed up for the video vi and the 3 high-
est value categories are predicted as the result, along
with the corresponding summed up probability values
as the score.
3. Model parameters and number of classes to be pre-
dicted was selected using the validation set.
4. The Top-1 error in task T1 was 0.36839.
Task T3 and T4 needed the temporal extent in the video
and a model able to make frame-wise predictions. There-
fore, a list of category predictions is obtained correspond-
ing to each C3D feature vector. This list of temporal pre-
dictions is of the same length as the total number of C3D
feature vectors for a video. We might have top-n category
predictions, therefore, for each of the top-n categories, we
analyze the temporal segment of that activity in the list. A
longer temporal extent means that the model is more confi-
dent of occurrence of that activity within the time interval.
e.g. if list is [9, 9, 9, 8, 6, 6, 9, 1, 1, 1, 1, 1], the top-3
predicted categories are 9, 1, and 6 (Note that summed up
probabilities of category 9 is greater than that of category
1). We first choose 9 and analyze the inter-segment dis-
tances (int seg dist). Here the int seg dist is 4 (between
first segment of three 9’s and second segment of one 9).
Similarly, we can find the int seg dist values for each pair
of neighbours and if it is below a threshold then merge the
neighbouring segments.
For T3, the two parameters Top-n and int seg dist were
chosen as 12 and 150, respectively, by grid search using
the validation set. For T4, int seg dist was 60 and n was
1. As the features are for every eighth frame of the video,
a more accurate temporal prediction is not possible using
C3D features. Therefore, a random value (sampled from a
standard gaussian) is added to the starting time and ending
time of the proposals.
3. Results and Discussion
The fully-connected network trained on C3D features,
described in section 2.1 had a validation accuracy of
47.39%. This accuracy is quite low, and further analysis is
needed in this regard. Even increasing the sample size from
4k per class to 10k per class was tried but it did not push the
accuracy, significantly. Also, Adam [8] solver method was
tried but that too gave similar results.
The Top-1 error of 0.36839 was obtained for T1, AUC
of 39.8498 for T3, and Avg. mAP of 0.13182 for T4 on the
test set predictions.
The described frame-wise prediction model may give
better results if the training is performed on more distin-
guishable video features. The training of an Alexnet-like
model on sample images (resized to 120× 160) taken from
random positions (as explained in section 2.1) was also
tried, such that we get predictions for each frame of a video,
but the accuracy did not increase beyond 21% on valida-
tion samples. Similarly, optical flow [1] visualizations were
used for training an Alexnet-like model, but nearly half of
the samples gave blank frames (all zero pixel values). Even
increasing the distance between two frames for obtaining
the optical flow does not help. Though, the number of sam-
ples with all zeroes reduced but still about one-quarter of
the samples were zeroes.
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Figure 1. Losses Vs Iterations. Batch Size=64. Epochs=32.
Another idea that was tried was to train fully-connected
network on 2D HOG [10] features (9576 vector size for an
image of 120 × 160 pixels). In this case also, the training
loss decreased but the testing loss did not and the accuracy
even after 120k iterations was constant at 11% on the vali-
dation samples.
The global features such as ImageNet shuffle and MBH
features had one feature vector for each video, thus, mak-
ing them suitable for T1. Separate random forest classifiers
were trained on only the ImageNet shuffle features for each
activity, using all positive samples and randomly selecting
same number of negative samples. The submission result
Top-1 error for T1 was 0.45585. The number of trees for
random forest classifiers were selected by using the valida-
tion set and were set to 200 for each category classifier. Us-
ing MBH features with random forests, resulted in a worse
result than using ImageNet shuffle features. A detailed anal-
ysis in this regard is still sought.
4. Conclusion
This submission, though, was not among the top submis-
sions, but it shows that the frame-level features such as C3D
features are relatively better features than the global fea-
tures such as ImageNet Shuffle and MBH features, for the
tasks of action classification and temporal action localiza-
tion. Being frame level features, they can be used for more
than a single task by manipulating the frame level prediction
probabilities.
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Abstract
This paper describes the UCSB & IBM Research sub-
mission to ActivityNet 2017 [1] Challenge for Task1:
Untrimmed Video Classification (Classification) and Task4:
Temporal Action Localization (Detection) tasks. We train a
Long-Short Term Memory (LSTM) model on C3D [6] fea-
tures extracted from 16-frame clips. The model is trained by
optimizing on multiple loss functions for both tasks jointly.
Results indicate that optimizing on this multi-task loss im-
proves performance. In addition to deep features, to im-
prove the classification accuracy, we leverage the video-
level hand crafted Imagenet-Shuffle [4] and Motion Bound-
ary Histogram [7] features and train one-versus-rest linear
SVMs for each activity class and each feature. Final classi-
fication results are obtained by averaging probabilities from
LSTM and both SVMs. The resulting classification label is
assigned to the action region obtained from the detection
result of LSTM model.
1. Introduction
Action classification and detection are important and
challenging tasks in computer vision. To temporally de-
tect the action, methods are needed to model the temporal
evolutions of the actions over time in addition to spatial ap-
pearance. This requires models to learn actions that span
from a couple of frames to thousands of frames. Learning
such models require large sets of annotated videos. Activi-
tyNet 2017 Challenge [1] provides 648 hours of annotated
videos of 200 action classes. Our proposed model is tested
on Task1: Untrimmed Video Classification (Classification)
and Task4: Temporal Action Localization (Detection) tasks.
2. Methodology
Our proposed method uses both global-features and
frame-level features to obtain the final Classification and
Detection results. Linear SVMs are trained for each of
the global-features. A Long-Short Term Memory (LSTM)
model is trained jointly for Classification and Detection.
2.1. Global-Features for Classification
Imagenet-Shuffle [4] and Motion Boundary Histograms
[7] features provided by the ActivityNet 1 are used.
Imagenet-Shuffle features are global-features that are
generated by GoogleNet model [5] trained on Imagenet.
Convolutional features are extracted from each frame and
mean pooled across the frames to obtain a single global de-
scriptor for each video.
Motion Boundary Histograms are extracted using Im-
proved Trajectories [7] method. These histogram descrip-
tors encode the motion between pixels and generate a
global-feature vector for each video.
For each global-feature one-versus-rest Linear SVM
classifiers are trained for the task and the scores are scaled
into probabilities using a softmax function.
2.2. Frame-Level Joint Classification and Detection
Using frame-level C3D features, LSTM model is trained
while optimizing jointly on multiple loss functions. We pro-
pose and experiment on different regularization methods for
videos and report the results.
C3D features are frame-level features that are extracted
using the C3D model [6] on Sports 1M dataset [3]. The
features are not fine-tuned for the ActivityNet dataset. C3D
model extracts 3D Convolutional features on 16-frame in-
puts. The features are extracted for every 8 frames, i.e., with
50% overlap. Furthermore, the dimensionality of the fea-
tures are reduced from 4096 to 500 dimensions using PCA.
These features are also provided by ActivityNet organizers.
LSTMs have the ability to model the evolution of ac-
tions over time by leveraging memory cells. In our model
we used the LSTM cell implementation from [2]. Figure
1http://activity-net.org/challenges/2017/download.html
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Figure 1. Frame-Level LSTM model for joint Detection and Classification. Model is jointly trained for both Classification and Detection
tasks using a Classification loss Lcls, an Actionness loss Lact and a Detection loss Ldet.
1 shows our frame-level LSTM model architecture. LSTM
model is trained for both detection and classification tasks.
This is achieved by jointly optimizing on three different loss
functions, namely, a Classification loss Lcls, an Actionness
loss Lact and a Detection loss Ldet.
2.2.1 Detection (Ldet) and Actionness (Lact) Losses
Outputs of the LSTM cells at each timestep individually
get processed by a Fully Connected layer to obtain a se-
quence of 201 dimensional class (200 action classes and a
background class) probabilities. These are used to calculate
frame-level detection cross entropy loss Ldet and frame-
level actionness cross entropy loss Lact.
When calculating the frame-level losses, we impose dif-
ferent weights for background and action classes. This al-
lows us to penalize Action false negatives more than Back-
ground false negatives and also helps with class imbalance.
We choose these weights to be 0.5 for Background and 1 for
Action classes.
Additionally, to achieve better accuracy in detecting start
and end points of the actions, we impose a transition weight
for the sequences where actions start or end. This allows us
to penalize the system more on action transitions and allows
the model to learn the transitions more robustly. We choose
these weights to be 0.5 for no transition sequences and 1 for
transition sequences.
2.2.2 Classification loss (Lcls)
For the classification task, LSTM features over a defined
number of timesteps are concatenated together and a Fully
Connected layer is used to obtain a single class label for
Method mAP(0.50:0.05:0.95) Hit@1 Acc
Imagenet-Shuffle SVM - 63%
MBH-Shuffle SVM - 59%
SVMs (Scores Averaged) - 64%
Lact + SVMs 0.12 64%
Lact + Ldet + Lcls 0.14 63%
Lact + Ldet + Lcls + SVMs 0.15 67%
Table 1. Results on Validation set of ActivityNet Challenge.
Detection performance is measured by calculating the average
mAP over temporal Intersection over Union (tIoU) thresholds
(0.50:0.05:0.95). For Classification Hit@1 accuracy is calculated
for each video. These are the metrics used for the leaderboard on
Testing set.
that time sequence. We define the correct label for this se-
quence as the most frequent ground truth label in that in-
terval. These labels, compared to using video-level labels,
allows us to have background instances in the time intervals
with no action happening. These labels are used to calculate
the video-sequence level classification loss Lcls.
3. Experiments
We test the performance of each module by training
the models with proposed loss functions, one-by-one, to
evaluate the benefit of each. For the performance met-
ric, we follow the ActivityNet 2017 Challenge guidelines.
For the temporal detection task, mean Average Precision
(mAP) values are averaged over temporal Intersection over
Union(tIoU) thresholds in between 0.50 and 0.95 (inclu-
sive) with a step size of 0.05. For the classification task,
we report the accuracy of the highest scored class label for
each video. Table 1 demonstrates the results from our ex-
2
periments.
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Abstract
We implement a multi-stream framework to utilize the
rich multi-modal information in videos for human action
recognition. Specifically, we first train three convolutional
neural networks whose inputs are RGB images, stacked op-
tical flow and human poses to model spatial, short-term mo-
tion and pose information respectively in each video.
1. Introduction
Encouraged by the success of two-stream Convolutional
Neural Network (CNN) [1] on action recognition in re-
cent years, many researchers have developed some out-
standing works based on this structure such as TSN [2]
and Temporal-Inception [3]. Moreover, a few recent stud-
ies attempted to introduce additional stream to model ex-
tra clues in videos [4]. In this work, we propose to add
pose information into our network to evaluate whether the
pose stream can further enhance the perrformance of multi-
stream CNNs.
2. Method
We implement a three-stream model to utilize spatial,
short-term motion and pose information in videos to rec-
ognize actions in them. In this section, we describe the im-
plementation details of the three streams. The overview of
our pipeline is illustrated as in Figure 1.
The spatial stream directly models spatial or pixel infor-
mation from visual frames. With the outstanding perfor-
mance proven on ImageNet, we expect the frame-level fea-
tures to also yield high performance in action recognition.
On the other hand, the motion stream models short-term
motion information in videos through stacked optical flow
images. The motion stream complements the spatial stream
so that the videos are not only classified based on static
∗These authors contribute equally to this work.
Figure 1. The overview of our pipeline.
frames but also movements of humans and objects between
frames. Furthermore, the pose stream omits the contextual
and spatial information of the video scene while focusing
on the posture of human bodies. It derives the actions the
people in the video are performing based on the their poses,
which may consist of joints and rigid body parts.
2.1. Data Preprocessing
2.1.1 Video Frames Extraction
Since all of our input to spatial, motion, and pose stream
are based on video frames, we extract frames from Kinetics
dataset using two sampling strategies.
The first sampling strategy, we extract frames with sam-
pling rate of 110 and resize them to 256× 256. For example,
if a video has 300 frames, f0, f1, ..., f299, using sampling
rate 110 we only save f0, f10, , f20, ..., f280, f290. This sam-
pling strategy greatly reduces the number of training data
by a factor of 10. Therefore, it provides a trade-off between
preprocessing time and the amount of information we are
able to utilize, which may then affect the final performance.
As for the second sampling strategy, we extract every
frame in the videos and resize them to 256 × 256. This
version is mainly for the optical flow computation phase.
2.1.2 Optical Flow Computation
We use Flow-net 2.0 docker version [5] to com-
pute optical flow images based on the video frames
we extracted. Since the number of frames is very
1
huge, we only compute optical flow once every 10
frames. For example, if a video has 300 frames,
f0, f1, ..., f299, we compute optical flow on frame pairs
(f0, f1), (f10, f11), (f20, f21), ..., (f280, f281), (f290, f291)
only. Again, this is a trade-off between preprocessing and
training time and performance.
2.1.3 Human Pose Estimation
In order to address the appearance of multiple people in the
videos, we use the multi-person pose estimation method [6]
to extract human poses. The human pose is represented
by 15 joints of human body. The pose estimation process
outputs 15 confidence maps corresponding to the 15 joints,
indicating the confidences of joints detected at certain lo-
cations. These confidence maps are then aggregated as a
15-channel input to the pose stream of the proposed frame-
work.
2.2. CNN Architecture
Our three-stream model is constructed by three individ-
ual spatial, motion and pose stream. Each stream models
different type of information in videos respectively and in-
dependently. Due to the large size of Kinetics dataset, and
some hardware resource limitation, we choose ResNet-50
as the backbone of our networks which has a considerably
good balance between accuracy and training speed. The
three ResNet-50 CNNs are initialized with weights pre-
trained on ImageNet and fine-tuned with Kinetics dataset.
In order to utilize the ImageNet RGB models to initialize
the motion and pose model, we use cross-modality pre-
training method [2] that averages the weights across RGB
channels and replicates this average by the channel number
of the target network.
2.3. Fusion
We choose the averaging fusion approach as it is a simple
and fast approach. For a given test video, we assign the
prediction scores from the spatial, motion and pose stream
with pre-defined weightings and average them together.
3. Experiments
We report the performance of each stream and the fused
result on the validation set of Kinetics dataset in Table 1,
where each of the three streams is trained individually and
fused to obtain the results. We can see that the fused result
achieves the best performance compared to any individual
stream. Note that due to some downloading problems, there
are about 110 to
1
12 missing videos in our downloaded Ki-
netics training and validation sets; thus all the reported fig-
ures in Table 1 do not represent the actual results on the full
dataset released by the organizer.
We also compare different fusion combinations of the
three streams to see how much improvement each of them
can bring. The results are reported in Table 2. We can see
that fusing all the three streams does not end with the best
average error rate. Instead, fusing the spatial and motion
streams does.
Stream Top-1 Err. Top-5 Err. Avg. Err.
Spatial 0.3157 0.1485 0.2321
Motion 0.7173 0.4994 0.6084
Pose 0.7697 0.5658 0.6678
Fused(all) 0.2956 0.1403 0.2180
Table 1. Performance on the validation set of Kinetics
Combination Top-1 Err. Top-5 Err. Avg. Err.
S + M 0.2950 0.1406 0.2178
S + P 0.3140 0.1469 0.2305
M + P 0.6851 0.4483 0.5667
Fused(all) 0.2956 0.1403 0.2180
Table 2. Ablation analysis of different fusion combinations
4. Conclusions and Future Work
In a nutshell, we proposed a three-stream CNN exploit-
ing the spatial, motion and human pose information of the
trimmed videos for human action recognition. The fusion
of these information has been proven to outperform indi-
vidual streams. In order to achieve state-of-the-art perfor-
mance, the architecture of the CNN used in each of the three
streams can be further improved to address different prop-
erties in the data.
References
[1] K. Simonyan and A. Zisserman, “Two-stream convolutional
networks for action recognition in videos,” in NIPS, 2014.
[2] L. Wang, Y. Xiong, Z. Wang, Y. Qiao, D. Lin, X. Tang, and
L. V. Gool, “Temporal segment networks: Towards good prac-
tices for deep action recognition,” in ECCV, 2016.
[3] Z. K. G. A. Chih-Yao Ma, Min-Hung Chen, “Ts-lstm and
temporal-inception: Exploiting spatiotemporal dynamics for
activity recognition,” in CVPR, 2017.
[4] Z. Wu, Y.-g. Jiang, X. Wang, H. Ye, and X. Xue, “Multi-
stream multi-class fusion of deep networks for video classi-
fication,” 2016.
[5] E. Ilg, N. Mayer, T. Saikia, M. Keuper, A. Dosovitskiy, and
T. Brox, “Flownet 2.0: Evolution of optical flow estimation
with deep networks,” in CVPR, 2017.
[6] Z. Cao, T. Simon, S.-E. Wei, and Y. Sheikh, “Realtime multi-
person 2d pose estimation using part affinity fields,” in CVPR,
2017.
2
DevNet2.0: Revisiting the Effectiveness of Off-shelf modeling
approaches for Large-scale Video Classification
Yunlong Bian, Chuang Gan, Xiao Liu, Fu Li, Xiang Long
Yandong Li, Heng Qi, Jie Zhou, Shilei Wen, Yuanqing Lin
Baidu IDL & Tsinghua University
Abstract
This paper describes our solution for the video recog-
nition task of ActivityNet Kinetic challenge that ranked the
1st place. Most of existing state-of-the-art video recogni-
tion approaches are in favor of an end-to-end pipeline. One
special case is the framework of DevNet [2]. The merit of
DevNet is that they first use the video data to to learn a net-
work (i.e. fine-tuning or training from scratch). Then they
feed the features from the learned network into the off-shelf
machine models to conduct video classification instead of
directly using the end-to-end classification score (e.g. soft-
max score). However, the effectiveness of this line work has
long-term been ignored and underestimated. In this submis-
sion, we extensively follow this strategy. Besides, we also
propose four novel temporal modeling approaches using the
learned features: Multi-group Shifting Attention Network,
Temporal Xception Network, Multi-stream sequence Model
and Fast-Forward Sequence Model. Experiment results on
the challenging Kinetic dataset demonstrate that our pro-
posed temporal modeling approaches can significantly im-
prove existing approaches in the large-scale video recogni-
tion tasks. To be noted, our best single all attention network
achieves 78.7% in top 1 and 93.9% on the validation set.
1. Introduction
Video understanding is among one of the most funda-
mental research problems in computer vision and machine
learning. The ubiquitous video acquisition devices (e.g.,
smart phones, surveillance cameras, etc.) have created
videos far surpassing what we can watch. It has there-
fore been a pressing need to develop automatic video under-
standing and analysis algorithms for various applications.
To recognize actions and events in videos, recent ap-
proaches based on deep convolutional neural networks
(CNNs) [5, 9, 2, 13] and/or recurrent networks [4, 11, 1]
have achieved state-of-the-art results. However, due to the
lack of public available datasets, existing video recognition
approaches are restricted to understand small-scale data,
while large-scale video understanding remains an under-
addressed problem. To remedy this issue, Google Deep-
Mind releases a new large-scale video dataset, named as
Kinetic dataset which contains 300K video clips of 400 hu-
man action class.
To address this challenge, our solution follow the strat-
egy of DevNet framework [2]. Particularly, we first learn
the RGB, Flow and Audio neutral network model using
the video. Then we extract the multi modality feature
and fed them into different off-shelf temporal models. We
also propose four novel temporal modeling approaches,
namely Multi-group Shifting Attention Network, Temporal
Xception Network, Multi-stream sequence Model and Fast-
Forward Sequence Model. Experiment results verity the ef-
fectiveness of the four models over the traditional temporal
modeling approaches. We also find that these four temporal
modeling approaches are complementary with each others
and lead to the state-of-the-arts performances after ensem-
ble.
The remaining sections are organized as follows. Section
2 presents the basic multimodal feature extraction. Sec-
tion 3 describe our proposed off-shelf temporal modeling
approach. Section 4 reports empirical results, followed by
discussion and conclusion in Section 5.
2. Multimodal Feature Extraction
Videos are naturally multimodal because a video can be
decomposed into visual and acoustic components, and the
visual component can be further divided into spatial and
temporal parts. We extracted multimodal features to best
represent videos accordingly.
2.1. Visual Feature
As in [9], we used RGB images for spatial feature ex-
traction and used stacked optical flow fields for temporal
feature extraction. We tried different ConvNet architectures
and found Inception-ResNet-v2 [12] outperforms others in
both spatial and temporal components. The RGB model is
1
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Figure 1. Multi-group Shifting Attention Networks.
initialized with pre-trained model from ImageNet and fine-
tuned in the Kinetics dataset, while the flow model is ini-
tialized from the fine-tuned RGB model. Inspired by [15],
the temporal segment network framework is used and three
frames are sampled from each trimmed video for video-
level training. During testing, we can densely extract fea-
tures for each frames in the video.
2.2. Acoustic Feature
We use ConvNet-based audio classification system [3]
to extract acoustic feature. The audio is divided into 960ms
frames, and the frames are processed with Fourier trans-
formation, histogram integration and logarithm transforma-
tion. The resulting frame can be seen as a 96× 64 image
that form the input of a VGG16 [10] image classification
model. Similar with the visual feature, we trained the acous-
tic feature in the temporal segment network framework.
3. Off-shelf Temporal Modeling Approaches
We present our proposed shifting attention network, tem-
poral Xception network in this section. We refer [6] for the
implementation details of multi-stream sequence model and
fast-forward sequence model.
3.1. Shifting Attention Network
Recently, attention model shows great potentials in se-
quence modeling, e.g., many pure attention architectures
[14, 7] are proposed and achieve promising results in nat-
ural language processing problems. In order to explore the
capabilities of attention models in action recognition, an
shifting attention network architecture is proposed, which
is efficient, elegant and solely based on attention.
3.1.1 Shifting Attention
An attention function can be considered as mapping a set
of input features to one output, where the input and output
are both matrixes that concatenate feature vectors. The out-
put of shifting attention SATT(X) is calculated through a
shifting operation based on weighted sum of the features:
SATT(X) =
λX · a+ b
‖λX · a+ b‖2
, (1)
where λ is a weight vector calculated as
λ = softmax(clipβ−β(α · wXT )), (2)
w is learnable vector, a and b are learnable scalars, and
α and β are hyper-parameters to control the sharpness of
the distribution. The shifting operation actually shift the
weighted sum and at the same time ensuring the invariance
of the scale. The shift operation efficiently introduces di-
versity for each attention, laying the foundation for Multi-
SATT.
3.1.2 Multi-group Shifting Attention Networks
In order to collect multimodal information from videos, we
extract a variety of different features, such as appearance
(RGB), motion (flow) and audio. Although attention fo-
cus on some specific features and effectively filters irrel-
evant noise, it’s unrealistic to include multimodal feature
sets within one attention. Here, we propose a Multi-group
Shifting Attention Networks for training multiple groups of
attentions simultaneously. The architecture of the proposed
Multi-SATT is illustrated in Figure 1.
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Figure 2. Temporal Xception Network.
First, we extracted multiple feature sets from the video.
For each feature set Xi, we applied Ni different shifting
attentions, which we call one attention group, and con-
catenated the outputs. Next, outputs of different attention
groups were normalized separately and concatenated as an
overall representation vector of the video. Finally the repre-
sentation vector was used for classification through a fully-
connected layer. Context Gating [8] was used before soft-
max layer.
3.2. Temporal Xception Network
Depthwise separable convolution architecture has shown
its power in image classification by reducing the number of
parameters and increasing classification accuracy simulta-
neously. Recently, convolutional sequence-to-sequence net-
works have been applied to machine translation tasks. In
this competition, we introduce temporal Xception network
for action recognition, which is in the depthwise separable
convolution families and achieves promising performance.
The proposed temporal Xception network architecture is
shown in Figure 2. Zero-valued multimodal features were
padded to make fixed length data for each stream. We ap-
plied adaptive temporal max pooling to obtain n segments
for each video. We then propagated the batch data into a
Temporal Convolutional block, which is a stack of 2 Seper-
able convolutional layers connected by batch norm and ac-
tivation with a shortcut connection. Finally, the outputs of
three stream features are concatenated and fed into the fully-
connected layer for classification.
4. Experiment Results
The Kinetic dataset contains 246535 training images,
19907 validation images and 38685 testing images. Each
image is in one of 400 categories. Table 1 summarizes our
results on the Kinetics validation dataset.
5. Conclusions
In this work, we have proposed four temporal model-
ing approaches to address the challenging large-scale video
recognition task. Experiment results verify that our ap-
proaches achieve significantly better results the traditional
temporal pooling approaches. The ensemble of our indi-
vidual models has been shown to improve the performance
further, enabling our method to rank first worldwide in the
challenge competition. All the code and models will be re-
leased soon.
References
[1] K. Cho, B. Van Merrie¨nboer, D. Bahdanau, and Y. Bengio.
On the properties of neural machine translation: Encoder-
decoder approaches. arXiv preprint arXiv:1409.1259, 2014.
[2] C. Gan, N. Wang, Y. Yang, D.-Y. Yeung, and A. G. Haupt-
mann. Devnet: A deep event network for multimedia event
detection and evidence recounting. In CVPR, pages 2568–
2577, 2015.
3
Model Top-1 Accuracy (%) Top-5 Accuracy (%)
RGB 73.0 90.9
Flow 54.5 75.9
Audio 21.6 39.4
VLAD 74.6 90.0
LSTM 73.9 91.6
Multi-stream Sequence Model 76.0 92.7
Fast-forward LSTM 76.3 92.9
Temporal Xception Network 76.1 92.8
Shifting Attention Network 78.7 93.9
Ensemble 81.5 95.6
Table 1. Kinetics validation results.
[3] S. Hershey, S. Chaudhuri, D. P. W. Ellis, J. F. Gemmeke,
A. Jansen, R. C. Moore, M. Plakal, D. Platt, R. A. Saurous,
B. Seybold, M. Slaney, R. J. Weiss, and K. Wilson. Cnn
architectures for large-scale audio classification. In arXiv
preprint arXiv:1609.09430, 2017.
[4] S. Hochreiter and J. Schmidhuber. Long short-term memory.
Neural computation, 9(8):1735–1780, 1997.
[5] A. Karpathy, G. Toderici, S. Shetty, T. Leung, R. Sukthankar,
and L. Fei-Fei. Large-scale video classification with convo-
lutional neural networks. In CVPR, 2014.
[6] F. Li, C. Gan, X. Liu, Y. Bian, X. Long, Y. Li, Z. Li, J. Zhou,
and S. Wen. Temporal modeling approaches for large-scale
youtube-8m video understanding. arXiv:1707.04555, 2017.
[7] Z. Lin, M. Feng, C. Nogueira dos Santos, M. Yu, B. Xiang,
B. Zhou, and Y. Bengio. A Structured Self-attentive Sentence
Embedding. ArXiv e-prints, Mar. 2017.
[8] A. Miech, I. Laptev, and J. Sivic. Learnable pooling with
Context Gating for video classification. ArXiv e-prints, June
2017.
[9] K. Simonyan and A. Zisserman. Two-stream convolutional
networks for action recognition in videos. In NIPS, 2014.
[10] K. Simonyan and A. Zisserman. Very deep convolu-
tional networks for large-scale image recognition. CoRR,
abs/1409.1556, 2014.
[11] N. Srivastava, E. Mansimov, and R. Salakhutdinov. Unsuper-
vised learning of video representations using lstms. ICML,
2015.
[12] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. Alemi. Inception-
v4, inception-resnet and the impact of residual connections
on learning. In arXiv preprint arXiv:1602.07261, 2016.
[13] D. Tran, L. Bourdev, R. Fergus, L. Torresani, and M. Paluri.
C3D: Generic features for video analysis. ICCV, 2015.
[14] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones,
A. N. Gomez, L. Kaiser, and I. Polosukhin. Attention Is All
You Need. ArXiv e-prints, June 2017.
[15] L. Wang, Y. Xiong, Z. Wang, Y. Qiao, D. Lin, X. Tang, and
L. V. Gool. Temporal segment networks: Towards good prac-
tices for deep action recognition. In ECCV, 2016.
4
Task 2: Trimmed Action Recognition (Kinetics) -
TwentyBN’s Submission details
Eren Go¨lge, Raghav Goyal, Valentin Ha¨nel
Twenty Billion Neurons GmbH, Berlin, Germany
eren.golge, raghav.goyal, valentin.haenel @twentybn.com
Abstract
Our approach for action recognition in trimmed single-
activity videos exploits both audio and visual streams
present in the videos. We train neural networks which cap-
ture different statistical structure in the data and finally en-
semble the obtained logits to get the final result.
We propose a novel 3D convolutional neural network ar-
chitecture which employs separable convolution filters for
spatial and time domain, additionally we added random di-
lation in temporal dimension as a regularizer to make the
model more robust towards information contained at dif-
ferent time-scales. This single model yielded a validation
top-1 accuracy of 70% and is our best single model among
others. Our final submission after emsembling the models
achieves 78% top-1 accuracy on the validation set
1. Introduction
To recognize activities in trimmed video sequences
where each video contains a single activity (label) with du-
ration of not more than 10 secs. We train multiple mod-
els and ensemble them to get the final predictions which is
shown in the Figure 1
2. Method
2.1. 2D CNN models
Resfeat1 We extract ResNet-101’s 2048 dimensional fea-
tures after the last pool layer for each frame in the video.
Further, we pool the features by averaging them and train
a MLP on top of it. We experimented with different non-
linearities and obtained the following top-1 accuracies:
• PReLU [5]: 64%
• Maxout units [4] : 65%
Resfeat2 Following the similar architecture as above, but
additionally we cluster data into 25 groups by RSOM [3]
ResFeat1
ResFeat2
Resnet3D
Optical flow
AudioNet
BesNet
Stacking Maxout Predictions
Figure 1. A schematic diagram for our approach
and train a MLP on top of it. We obtained following top-1
accuracies:
• PReLU : 66.2%
• Maxout units : 67.8%
2.2. 3D CNN models
Resnet3D We took the idea from [2] wherein the
Inception-v1 filters were inflated in the time domain to ob-
tain ImageNet initialization for 3D CNN model, and in-
flated Resnet-50 [6]. We obtained a validation accuracy of
64.30% (top-1), 85.58% (top-5)
Optical Flow We took an OpenCV implementation of
Gunner Farneback’s algorithm for computing dense opti-
cal flow and converted 2-channel optical flow vectors (u, v)
into its magnitude and direction and stored them as RGB
images for the sake of compression. We used these im-
ages in the above described Resnet3D CNN architecture and
obtained a validation accuracy of 42.65% (top-1,) 68.09%
(top-5)
1
2.3. AudioNet
We use DeepSpeech-2 architecture [1] to construct au-
dio model and average the obtained RNN hidden state out-
puts and pass it through an FC layer for the classification
task. It solves most of the audio specific classes with high
confidence. Overall, we obtained a validation accuracy of
17.86% (top-1), 34.39% (top-5).
2.4. BesNet
This is 3D convolutional network having the same or-
der of layers as Resnet-50. We inflate Resnet-50 trained
on ImageNet dataset in order to initialize the network. We
decompose temporal and spatial convolutions into 1x1 and
3x3 filters respectively. We use 3D filters only for 1x1 filters
and lead them to specialize on temporal relations between
channels. Temporal dimension for 3x3 filters are kept as one
and let them only to learn spatial relations. One novel prop-
erty of this architecture is random dilation [7] on temporal
layers. Each 1x1 layer randomly picks a dilation factor as
1 or 2. This pertains to learn robust temporal relations be-
tween feature maps. Throughout the network, we keep the
temporal dimension as it is. At the end, we merge them by
max-pooling, following the last spatial average-pooling. It
provides a flexible architecture which can be used by any
number of frames. We intensify input data augmentation
with wide-range scale jitter, random cropping. It allows to
regularize the network and also increases the accuracy in
case of test-set augmentation. This network did not con-
verged until the deadline but still it gives the best single
network performance among all our architectures. It yields
70% (top-1) and 74% (top-1) with test-time augmentation.
Entropy based Hard-mining We apply hard-mining en-
tailing to BesNet training. To this end, we wait the network
to get decent results on validation set. Then we start to pick
hard instances defined by entropy based metric on the pre-
dicted confidences. This leads to pick instances that are not
confidently classified as hard instances. We train the net-
work for an additional epoch with these hard instances and
we repeat this routine couple of times. It increases top-1
accuracy from 70% to 72% for BesNet. Although hard-
mining tend to over-fit, entropy based selections seems to
be resilient.
2.5. Ensembling
All our models are ensembled at the end in different
methods.
2.5.1 Maxing out
We try different pooling methods. The best performance is
obtained by max-pooling. The best combination gives 77%
(top-1) with max-pooling, 71% (top-1) with avg-pooling
and 72% (top-1) with majority voting.
2.5.2 Stacking
One alternative technique is stacking. We explain the pro-
cedure below. This gives 78% (top-1) on validation set (best
submission).
Procedure:
• Train models with normal train and validation split.
• Get class confidence values for validation set from
each model.
• Divide validation set into 2 as val1 and val2.
• Train a meta-model on val1 with first-level class con-
fidences.
• Check validation loss on val2
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Abstract
This note describes the details of our solution to Activi-
tyNet 2017 Challenge, Kinetics Human Action Recognition
track. Motivated by [1], the goal of our submission, is
to explore the purely end-to-end trained 3D convolutional
neural networks, by inflating modern 2D CNN architectures
and fine-tuning from ImageNet initialization. We found that
quite surprisingly, using deeper and better (on ImageNet)
architectures not necessarily provides better performance
for video classification, although their ensemble does. We
also find that optical flow based models are still comple-
mentary for ensemble, but the gain vanishes.
1. Approach Overview
Our general framework follows the work by Carreira
and Zisserman [1], where they propose to ”inflate” convo-
lutional neural networks designed for images by replacing
N × N 2D convolutional filters into N × N × N 3D fil-
ters. The paper also demonstrates the effectiveness of ini-
tialization from the 2D counterpart of CNN pretrained on
ImageNet by duplicating the weights over time.
Our approach differs from [1] by the following design
choices:
• Base 2D CNN architecture. We explore several more
modern image CNN architectures than Inception-v1
used by [1], they have much higher accuracy on Im-
ageNet but also have more parameters.
• Initialization strategy. Rather than replicating Ima-
geNet pre-trained weights over time, we also consider
the approach proposed by [2], in which we only set the
center channel on the temporal dimension, and zero the
others.
• Ensemble across and within modalities. The two
stream architecture can be seen as a special case of
model ensemble where input modalities are different.
∗Work done while interning at Google Research.
We are interested to see if ensemble two RGB net-
works have the similar effect.
2. Experimental Setup
We start with state-of-the-art CNN models designed for
ImageNet classification, including Inception-v1, Inception-
v3 and ResNets, whose size and accuracy are shown in Ta-
ble 1. We inflate the 2D convolution kernels into 3D, and
finetune all the parameter layers. For training and evalua-
tion, we average the outputs from the final logits layer over
time to generate video-level predictions.
ImageNet model #Params (×106) ImageNet Top-1 Acc (%)
Inception-v1 6.8 69.8
Inception-v3 23.2 78.0
ResNet-50 25.5 75.8
ResNet-101 44.3 77.5
Table 1. Number of parameters and ImageNet classification accu-
racy of our used 2D pretrained models.
Inception-v1. We follow the I3D architecture design pro-
posed in [1]. However, we expand the input frames to 96
instead of 64 in original paper, which results in better per-
formance.
Inception-v3. The 3D conversion is similar to 3D
Inception-v3. For the asymmetric filters (e.g. 1 × 7 and
7× 1), we add a singleton temporal dimension and the con-
verted 3D kernels become 1× 1× 7 and 1× 7× 1, where
the first dimension is for time.
ResNet-50 and ResNet-101. We use the standard ResNet-
v1 models. Following the configuration of Inception-v1, the
first 7× 7 convolution kernel is converted to 7× 7× 7 with
stride 2. The first pooling layer has a kernel shape 1×3×3
and stride 2 only on spatial dimensions. For the following
bottleneck blocks, the kernel of the 1×1 convolution layers
are inflated to 1 × 1 × 1 and the 3 × 3 convolution layers
are converted to 1× 3× 3.
Initializing 3D filters from 2D Filters. In [1], the 3D filters
are constructed by repeating the weights of the 2D filters N
times along the temporal dimension, and rescaling them by
dividing by N. We find that center initialization [2] (only
set the center channel on the temporal dimension and zero
others) leads to faster convergence, though the difference on
validation error is marginal.
Training Details. We use synchronized SGD with momen-
tum of 0.9 on 64 GPUs. For all experiments, batch size
is fixed to 6. Learning rate is 0.1 for Inception-v1 mod-
els and 0.01 for Inception-v3 and ResNet models. We train
our model for 80,000 steps. These hyper parameters are se-
lected on the validation partition of Kinetics. Optical flow is
computed with the standard TV-L1 algorithm and encoded
into JPEG images.
3. Key observations
Below we summarize some of our key findings, based
on our experiments. We hope to verify these findings more
rigorously in the future.
Observation 1: Deeper and better (on ImageNet)
models do not necessarily result in better performance
after 3D inflation.
Model Input Top-1 (%) Top-5 (%)
Inception-v1 RGB 72.18 90.71
Inception-v1 flow 63.11 84.67
Inception-v3 RGB 70.31 89.18
Inception-v3 flow 61.81 82.87
ResNet-50 RGB 68.32 87.92
ResNet-50 flow 61.23 83.06
ResNet-101 RGB 67.62 87.13
Table 2. Single model classification accuracy on Kinetics valida-
tion set. The accuracy is evaluated on a single center crop of
224×224 pixels.
It is generally believed that better ImageNet classifica-
tion results (i.e. better “backbone architectures”), typically
can transfer to other tasks in different domains, e.g. object
detection [3]. However, as can be observed from Table 2,
the current approach is not able to fully utilize the model ca-
pacity and representation power of Inception-v3 and ResNet
models. This indicates that more careful architecture design
may be needed than simply inflating 2D models over time.
Observation 2: Ensembling can help somewhat, es-
pecially when we combine RGB and flow.
In Table 3 we show the benefits of combining multiple
Inception-v1 models, to illustrate the relative gain of differ-
ent choice of ensembles. We see that ensembling two RGB
Model Top-1 (%) Top-5 (%)
1 RGBInception-v1 73.21 91.42
2 RGBInception-v1 74.43(↑ 1.22%) 91.88(↑ 0.46%)
1 RGBInception-v1
+ 1 flowInception-v1
75.05(↑ 1.84%) 92.08(↑ 0.66%)
1 RGBInception-v1
+ 1 RGBInception-v3
74.96(↑ 1.75%) 92.23(↑ 0.81%)
Table 3. Inception-v1 (multi-scale) model ensemble results on Ki-
netics Validation Set.
inception-v1 models helps a bit, but that ensembling one
RGB and flow helps a bit more. Interestingly, ensembling
one RGB inception-v1 with one RGB inception-v3 almost
matches the benefits of combining RGB and flow. Our final
solution is an ensemble of RGB and flow models trained
with Inception-v1, Inception-v3, ResNet-50 and ResNet-
101. With this, we achieve a final accuracy of 76.97% (top-
1) and 93.04% (top-5) on validation set.
Observation 3: Using wider temporal kernels (more
input frames) is helpful.
For our Inception-v1 model, using 1.5× more input
frames (from 64 frames to 96 frames) gives better perfor-
mance.
Observation 4: Using multi-scale testing is helpful.
For 2D images, evaluating at multiple scales often helps.
In Table 4, we show a similar benefit on Kinetic video data,
especially for RGB models. (For crop sizes larger than 224,
we apply the model fully-convolutionally, and then spa-
tially average the predictions after the softmax layer.) Flow
models are more scale sensitive, and the improvement with
multi-scale testing is minor.
Observation 5: Inflating more convolution layers to
3D seems always helpful.
For different architectures, we find that inflating more
2D filters into 3D (therefore larger temporal receptive field)
leads to better performance on both training and validation
set. For example, a naive 2D ResNet-50-RGB model ap-
plied on 3D videos, where all 3×3 filters are converted into
1×3×3 gives a top-1 accuracy of 61.0%, whereas after us-
ing 3× 3× 3 inflated filters on all bottleneck blocks, boosts
this to 68.32%. Generally speaking, we find that inflating
more convolution filters in more layers leads to increasingly
better accuracy.
Model Scale Input Top-1 (%) Top-5 (%)
Inception-v1 224 RGB 72.18 90.71
Inception-v1 256 RGB 72.72 91.01
Inception-v1 320 RGB 71.72 90.52
Inception-v1 224 + 256 + 320 RGB 73.21 91.42
Inception-v3 224 + 256 + 320 RGB 70.97 89.64
ResNet 50 224 + 256 + 320 RGB 69.57 88.55
ResNet 101 224 + 256 + 320 RGB 68.55 87.91
Inception-v1 224 flow 63.11 84.67
Inception-v1 256 flow 63.22 84.70
Inception-v1 320 flow 59.79 82.14
Inception-v1 224 + 256 + 320 flow 63.38 84.79
Inception-v1 224 + 256 flow 63.56 84.70
Table 4. Multi-scale testing results.
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Abstract
This technical report details the methods used by the
University of Guelph - LIRIS team for the ActivityNet
Trimmed Action Recognition - 2017 challenge. We present
improved benchmarks with two streams of three dimen-
sional convolutional networks (3D-CNN) and show results
for different strategies for aggregating spatio-temporal fea-
tures. We compare the difference between considering a
Long Short-Term Memory Network and a 1D Convolutional
Network for learning high level temporal dependencies.
We also establish benchmarks for RGB and “depth and
motion” datastreams using transfer learning techniques.
Using a single model, our best method improves current
benchmarks by Kay et al.[7] by 3.65 points using the av-
eraged top-1 and top-5 error metric. Our final submission
is an ensemble of six models: five based on RGB and one
based on depth and motion, achieving an averaged top-1
and top-5 error percentage of 24.3% on the test set.
1. Introduction
Learning spatio-temporal structure from videos has re-
mained a challenging task in the computer vision commu-
nity, mainly due to the computational resources needed for
the task, but also due to the lack of large and robust datasets.
Work on learned temporal pooling with LSTMs of 3D-CNN
features can already be seen back in 2011 with the work of
Baccouche et al. [1] While recent approaches [6, 12, 14]
reached interesting results on standard benchmark datasets
HMDB-51 [9], UCF-101 [13] they show their weakness on
new large scale datasets [4, 7]. Meanwhile, convolutional
neural networks (CNN) have shown human-level perfor-
mance [11] in image classification and object recognition.
Carreira et al. [2] show promising results by inflating 2D
CNN model weights pre-trained on ImageNet to 3D CNN
weights on the new Kinetics dataset. Their method makes
the learning of spatio-temporal features benefit from a pow-
erful model already trained at extracting useful spatial fea-
tures. Our model extends this idea to variants of the inflated
two-stream model as well as different strategies for pooling
features across the temporal dimension.
2. Methodology
Our investigation focuses on improvements that can be
made over the established benchmarks with 3D convolu-
tional networks. Transfer learning from 2D convolutional
networks to 3D convolutional networks is done via the infla-
tion scheme introduced by [7]. For a given video sequence
we perform global average pooling on short segments of
consecutive frames. Given the log probabilities obtained
from the independent streams we learn higher-level tempo-
ral features by aggregating using either a 1D convolutional
neural network or a LSTM neural network. Similar model
comparisons can be seen in literature on character based
language models [8, 5, 16].
Our model consists of two streams of 3D-inflated resid-
ual networks, which are obtained by performing trans-
fer learning from ImageNet via CNN as well as from
the DeMoN-Network structure in motion data [15]. Each
stream is trained separately and ensembled for the final pre-
diction.
In all experiments below, frames were sampled from
videos at 25 frames per second. Videos were resampled to
256× 256, and then randomly cropped down to 224× 224
for input to the ResNet-3D models.
1
Standard data augmentation strategies were used.
2.1. Inflated 3D CNN
We follow the work done in [2] to inflate 3D CNN ker-
nels from 2D CNN weights, which is to expand the kernels
of pretrained architectures by tiling them across the tempo-
ral dimension.
This allows us to extract spatio-temporal features from
video segments, the temporal aspect of which would be un-
captured by 2D CNNs.
We select the powerful ResNet architectures (ResNet-50
and ResNet-101) and inflated them into 3D ResNet. Inflat-
ing an architecture affects the filters and pooling kernels.
We endowed them by adding a temporal dimension (e.g. a
convolutional filter of size N × N becomes a filter of size
N×N×N ), following the study of filter dimensions in [14],
which found 3 × 3 × 3 kernels advantageous over various
other filter shapes.
The inflated 3D ResNet gives a spatio-temporal feature
vector of size 2048 from which the classification predictions
are performed.
We train the RGB ResNet-3D model using 32-frame
snippets. During the evaluation we average the predictions
from 14 different snippets.
2.2. LSTM and 1D-Conv
The main advantage of using 3D-Convolutional network
is that spatio-temporal features are learned in harmony.
However, since gradients are not being propagated across
different time segments in sequence, the model lacks the
ability to capture long range dependencies. To test this hy-
pothesis we employ an LSTM and a 1D-CNN at the top of
the 3D-CNN.
In all cases the inputs to our model are sequences of 128
RGB frames from a video that is decomposed into 7 sub-
sequences of 32 frames, each overlapping every 16 frames.
We use the inflated 3D-CNN described above to extract a
feature vector from each sub-sequence via 3D global av-
erage pooling. For some given decoder, the sequence of
feature vectors is passed through it and classification is sub-
sequently done with a soft-max. We set the LSTM with a
hidden state of 1024 neurons.
As an additional method of learned temporal pooling of
features, besides LSTM, 1D convolutions are used analo-
gous to the use of 1D convolutions for sentence classifica-
tion in [16].
Sets of filters of different region sizes 7, 5, 3 and 1 are
used and the input sequence is not padded, such that these
filter sets produce outputs of lengths 1, 3, 5 and 7 from
the input feature vector sequences, respectively. The en-
tire 2048 × 7 sequence of feature vectors extracted by the
ResNet-3D from 32-frame snippets is convolved by each of
these filters, which each produce outputs of 512 channels.
0:32 32:64 64:96 96:128
16:48 48:80 80:112
‖
Frames
ResNet-v2-101
1-D Conv Filters
‖
MaxMaxMax
Fully connected
Logits
1-D Conv Outputs
Figure 1: Linear convolution at the top of the inflated 3D
CNN. Seven 32-frame snippets, overlapping by 16-frames
each for a total receptive field of 128 frames, are input to
ResNet-v2-101 feature extractors. The ‖ operator denotes
concatenation. The extracted features are concatenated into
a sequence, which is convolved with 1D filters of sizes 1, 3,
5 and 7, the result of which is 1-max pooled, concatenated
into a 2048-channel vector, and input to a fully-connected
prediction layer.
The 512-output channel outputs from the 1D convolutions
go through 1-max pooling and are concatenated channel-
wise, to produce a single vector of 2048 channels, which is
input to a fully-connected layer.
The 1D convolutional model architecture is illustrated in
Figure 1.
Weights of the 3D CNN are initialized with weights from
applying classification over the 3D CNN only (previous sec-
tion). For evaluation, we extract 3 different 128-frame snip-
pets and average predictions.
2.3. Depth & Motion
We use a DeMoN model, pre-trained from the code re-
leased along with [15], to incorporate depth, surface normal
and optical flow information into the “depth and motion”
stream of the activity classifier.
As illustrated in Figure 2, depth, surface normal, optical
flow and optical flow confidence outputs from the DeMoN
bootstrap network are concatenated as an input to the depth
and motion stream ResNet-v2-50 with dimensions as fol-
lows: 8-channels, width and height of 56 pixels, and tem-
poral length of 16-frames.
To produce optical flow and depth predictions, image
pairs 20 frames apart are passed to the DeMoN model.
Conv 1
Max pool
Block 1
Block 2
Block 3
Block 4
ResNet
Conv 3
Conv 4
Conv 5
DeMoN
Depth, optical flow, surface normals
Logits
Image pairs
Figure 2: Depth and motion stream ResNet. Output predic-
tions from the pre-trained DeMoN model of [15] are input
to the depth and motion stream. Furthermore, feature maps
from the DeMoN model are “injected” into the depth and
motion ResNet in ResNet blocks 2, 3 and 4.
In addition to the raw output predictions from the De-
MoN bootstrap network, we also “inject” features from lay-
ers conv3_1, conv4_1 and conv5_1 into the depth and
motion stream ResNet at the layers where the number of
channels of the respective optical flow and depth estimation
DeMoN models are equal to the number of channels of the
ResNet.
In order to reduce the temporal length of the features in-
jected from the DeMoN model, those features are input to a
sequence of n ResNet bottleneck-v2 units, where the tem-
poral length of the ResNet feature maps at the point that
the DeMoN features will be injected is 16/2n. Each of
these “injection units” has a stride of two in the temporal
dimension, and preserves spatial dimensions. The resulting
feature maps are added, before the filter-sized 3 × 3 × 3
convolution, to the reduced-dimensionality feature maps in
bottleneck units of the depth and motion stream ResNet.
3. Experiments
We report results for the Kinetics dataset on the valida-
tion set in Table 1.
We trained a ResNet-v2-50 3D from Xavier initializa-
tion, i.e. without pre-training, on the Kinetics dataset
and achieved a top-5 accuracy of 83.0% after 110 epochs.
Achieving similar accuracy to the inflated ResNet-50 3D
shows that it is possible to use Kinetics to train 3D convo-
lutional models from scratch, without first pre-training on
ImageNet.
The advantage of deeper networks in activity recognition
in video is shown by the improved classification accuracy of
the 3D ResNet-101 model, which improved upon the aver-
aged top-1 and top-5 error of the 3D ResNet-50 model by
1.6 percentage points.
The LSTM and 1D convolutional models showed an im-
provement of 0.3 and 0.4 percentage points in top-5 er-
ror compared with averaging ResNet-101 predictions over
14 uniformly sampled 32-frame snippets. However, these
“temporal pooling” models performed worse in top-1 er-
ror compared to uniform ResNet-101 predictions by 0.7
(LSTM) and 0.9 (1D convolutional) percentage points.
The depth and motion stream trained on DeMoN predic-
tions and feature maps achieved an averaged top-1 and top-5
error of 38.3%, improving over the flow-only baseline of [7]
by 1.0 percentage points.
4. Implementation
Our codebase is written in TensorFlow. To work with
videos in a sensible manner we implemented a tensorflow
operation that can decompress H264 files. This allows us
to train our network on a compressed dataset of about 75
GB.
Based on the code provided by the TensorFlow authors
at [10], we implemented a StagingArea pipeline that
decouples variable weight updates from gradient computa-
tion. The implementation is able to train a ResNet-50 3D
for 200K iterations in 40 minutes, on eight 12GB NVIDIA
P100 GPUs distributed over two compute nodes.
A per-GPU batch size of 10 examples is used, for a total
batch size of 80 examples. We used the RMSProp opti-
mizer in all experiments. For the experiments that started
with inflated pre-trained ImageNet weights, we used an ini-
tial learning rate of 0.004 and an exponential learning rate
decay that decayed by a factor of 0.16 every 20 epochs for
90 epochs total. For training the ResNet-v2-50 3D from
scratch, a staircase learning rate starting at 0.1 was used,
multiplying by a factor of 0.16 every 30 epochs for the first
100 epochs, after which an exponential decay was used for
30 epochs.
Code will be released at a later date.
5. Conclusion
We presented a methodology based on inflated ResNet-
3D models that achieved an average top-1 and top-5 error
of 23.4% on the test set of the ActivityNet Trimmed Action
Recognition challenge using an ensemble of six models.
We did not find significant improvement of accuracy using
either 1D convolution or LSTM learned pooling strategies
compared with averaging predictions on 32-frame snippets
over the entire 10s video clips. We improved over baseline
Methods Top-1 Top-5 Average Error
3D ResNet-50 Xavier Initialization [3] 60.7 83.0 28.2
Inflated 3D ResNet-50 62.5 83.9 26.8
Inflated 3D ResNet-101 64.6 85.1 25.2
Inflated 3D ResNet-101 + LSTM (128 frames) 63.9 85.4 25.3
Inflated 3D ResNet-101 + 1D-Conv (128 frames) 63.7 85.5 25.4
Depth&Motion 49.5 74.0 38.3
Table 1: Results on Kinetics dataset - validation set (accuracies in %)
benchmarks in [7] by an averaged top-1 and top-5 error per-
centage of 3.65 points.
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Abstract
This notebook paper presents an overview and com-
parative analysis of our systems designed for the follow-
ing three tasks in ActivityNet Challenge 2017: trimmed
action recognition, temporal action proposals and dense-
captioning events in videos.
Trimmed Action Recognition (TAR): We investigate and
exploit multiple spatio-temporal clues for trimmed action
recognition (TAR) task, i.e., frame, short video clip and mo-
tion (optical flow) by leveraging 2D or 3D convolutional
neural networks (CNNs). The mechanism of different quan-
tization methods is studied as well. Furthermore, improved
dense trajectory with fisher vector encoding over the whole
trimmed video is utilized. All activities are finally classi-
fied by late fusing the predictions of one-versus-rest linear
SVMs learnt on each clue.
Temporal Action Proposals (TAP): To generate tempo-
ral action proposals from videos, a three-stage workflow
is particularly devised for TAP task. Given an untrimmed
video, our system firstly generates an actionness curve vi-
a a snippet-level actionness classifier. The temporal ac-
tionness grouping scheme is then exploited over actionness
curve to produce proposal candidates. Finally, a proposal
re-ranking procedure is incorporated to select high-quality
proposals via a proposal-level actionness classifier.
Dense-Captioning Events in Videos (DCEV): For D-
CEV task, we firstly adopt our temporal action proposal sys-
tem mentioned above to localize temporal proposals of in-
terest in video, and then generate the descriptions for each
proposal. Specifically, RNNs encode a given video and its
detected attributes into a fixed dimensional vector, and then
decode it to the target output sentence. Moreover, we ex-
tend the attributes-based CNNs plus RNNs model with poli-
cy gradient optimization and retrieval mechanism to further
boost video captioning performance.
1. Introduction
Recognizing activities in videos is a challenging task as
video is an information-intensive media with complex vari-
ations. In particular, an activity may be represented by dif-
ferent clues including frame, short video clip, motion (op-
tical flow) and long video clip. In this work, we aim at
investigating these multiple clues to activity classification
in trimmed videos, which consist of a diverse range of hu-
man focused actions. However, most of the natural videos
in the real world are untrimmed videos with complex activ-
ities and unrelated background/context information, mak-
ing it hard to directly recognize activities in them. One
possible solution is to quickly localize temporal chunks in
untrimmed videos containing human activities of interest
and then conduct activity recognition over these temporal
chunks, which largely simplifies the activity recognition for
untrimmed videos. Generating such temporal action chunks
in untrimmed videos is known as the task of temporal action
proposals, which is also exploited in this work.
In addition to the above two tasks tailored to activity
which is usually the name of action/event in videos, the task
of dense-captioning events in videos is explored here which
goes beyond activities by describing numerous events with-
in untrimmed videos with multiple natural sentences.
The remaining sections are organized as follows. Sec-
tion 2 presents all the features which will be adopted in our
systems, while Section 3 details the feature quantization s-
trategies. Then the descriptions and empirical evaluations
of our systems for three tasks are provided in Section 4-6
respectively, followed by the conclusions in Section 7.
2. Video Representations
We extract the video representations from multiple clues
including frame, short clip, motion and long clip.
Frame. To extract frame-level representations
from video, we uniformly sample 25 frames for each
video/proposal, and then use pre-trained 2D CNNs as
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Figure 1. Three Pseudo-3D blocks.
frame-level feature extractors. We choose the most popular
2D CNNs in image classification—ResNet [4].
Short Clip. In addition to frame, we take the inspiration
from the most popular 3D CNN architecture C3D [18] and
devise a novel Pseudo-3D Residual Net (P3D ResNet) ar-
chitecture [15] to learn spatio-temporal video clip represen-
tation in deep networks. Particularly, we develop variants
of bottleneck building blocks to combine 2D spatial and 1D
temporal convolutions, as shown in Figure 1. The whole
P3D ResNet is then constructed by integrating Pseudo-3D
blocks into a residual learning framework at different place-
ments. Our P3D ResNet model is pre-trained on Sports-1M
dataset [5]. We fix 16 frames as the length of short clip, and
sample rate is set to 25 per video.
Motion. To model the change of consecutive frames,
we apply another CNNs to optical flow “image,” which
can extract motion features between consecutive frames.
When extracting motion features, we follow the setting
of [21], which fed 32 optical flow images, consisting of
two-direction optical flow from 16 consecutive frames, into
ResNet/P3D ResNet network in each iteration. The sample
rate is also set to 25 per video.
Long Clip. For long/trimmed clip, we choose the state-
of-the-art hand-crafted features—improved dense trajecto-
ry (iDT) [20] on each trimmed clip. Specifically, trajectory
feature, histogram of oriented gradients (HOG), histogram
of flow (HOF), and motion boundary histogram (MBH) are
computed for each trajectory obtained by tracking points in
video clips. Furthermore, Fisher vector encoding is used to
quantize the features and create high dimensional represen-
tations for each clip.
3. Feature Quantization
In this section, we describe two quantization methods
to generate video-level representations from frame-level or
clip-level features.
Average Pooling. Average pooling is the most com-
mon method to extract video-level features from consecu-
tive frames, short clips and long clips. For a set of frame-
level or clip-level features F = {f1, f2, ..., fN}, the video-
level representations are produced by simply averaging all
the features in the set:
Rpooling =
1
N
∑
i:fi∈F
fi , (1)
where Rpooling denotes the final representations.
Deep Quantization. Moreover, we present our recently
proposed network-based quantization method called Deep
Quantization (DQ) [14]. A generative neural network with
parameters θ is trained on the top of feature extraction net-
work. Then, following the fisher kernel method, the video-
level representations are defined as
LGenerative(θ) =
∑
f∈TrainingSet
−log p(f, θ)
θ̂ = arg max
θ
LGenerative(θ)
RDQ = normalize(
∑
i:fi∈F
∂(−log p(fi,θ̂))
∂θ̂
)
, (2)
where p(f, θ) is the generative network output. After opti-
mizing parameters θ, the gradient calculating and accumu-
lating can be processed end-to-end during backpropagation,
no extra storage is required. To further improve the ability
of representations, we propose a semi-supervised optimiz-
ing function as:
L(θ) = LGenerative(θ) + λLClassification(θ)
θ̂ = arg max
θ
L(θ)
RDQ = normalize(
∑
i:fi∈F
∂(−log p(fi,θ̂))
∂θ̂
)
. (3)
Readers can refer to [14] for more technical details of our
deep quantization network.
4. Trimmed Action Recognition
4.1. System
Our trimmed action recognition framework is shown in
Figure 2 (a). In general, the trimmed action recognition pro-
cess is composed of three stages, i.e., multi-stream feature
extraction, feature quantization and prediction generation.
For deep feature extraction, we follow the multi-stream ap-
proaches in [8, 13], which represented input video by a hier-
archical structure including individual frame, short clip and
consecutive frame. In addition to deep features, one most
complementary hand-crafted feature, i.e., iDT, is exploited
to further enrich the video representations. After extraction
of raw features, different quantization and pooling methods
are utilized on different features to produce global repre-
sentations of each trimmed video. Finally, a linear SVM is
trained on each kind of video representations and the predic-
tions from multiple SVMs are combined by linearly fusion.
When training SVM, we fix C = 100.
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Figure 2. Frameworks of our proposed (a) trimmed action recognition system, (b) temporal action proposals system and (c) dense-
captioning system.
4.2. Experiment Results
Table 1 shows the performances of all the components in
our trimmed action recognition system. Overall, our Deep
Quantization on P3D ResNet achieves the highest top1 ac-
curacy (72.66%) and top5 accuracy (90.74%) of single com-
ponent. For the final submission, we train the SVMs using
training and validation sets. All the components are linearly
fused using the weights tuned on validation set.
5. Temporal Action Proposals
5.1. System
Figure 2 (b) shows the framework of temporal action
proposals, which is mainly composed of three stages:
Actionness curve generation. We treat every 16 contin-
uous frames as one snippet and the stride size is 8 frames.
Then, similar to video highlight detector in [22], a binary
actionness classifier is trained over snippets to distinguish
whether the snippets contain human activities. According-
ly, an actionness curve can be generated by accumulating
all the actionness probabilities of snippets via snippet-level
actionness classifier.
Temporal actionness grouping. Given an actionness
curve, the classic watershed algorithm [17] is utilized to
produce a set of “basins” corresponding to the temporal re-
gion with high actionness probability. Then, the temporal
actionness grouping scheme [25] is leveraged to connect s-
mall basins, resulting in proposal candidates. Finally, the
highly overlapped proposal candidates are filtered out via
Non-maximal suppression.
Proposal re-ranking. To select the action proposals
with high actionness probabilities, we additionally train the
proposal-level actionness classifier to measure the action-
ness probability of each proposal candidate and then re-rank
all the proposal candidates. In our experiments, only the top
100 proposals are finally outputted.
5.2. Experiment Results
Table 2 shows the results of actionness classifiers trained
with different 2D/3D architectures (i.e., ResNet [4] and P3D
ResNet [15]). Each 2D/3D architecture is pre-trained on
different sources (e.g., ImageNet [2], Sports1M [5] and
Kinetics [6]). For all the single stream runs w or w/o
re-ranking scheme, the setting based on P3D ResNet pre-
trained on Kinetics achieves the highest AUC. Moreover, by
3
Table 1. Comparison of different components in our framework on Kinetics validation set for trimmed action recognition task.
Stream Feature Layer Quantization Top1 Top5
Frame ResNet pool5 Ave 70.70% 89.75%ResNet res5c DQ 71.50% 90.20%
Short Clip P3D ResNet pool5 Ave 71.24% 90.01%P3D ResNet res5c DQ 72.66% 90.74%
Long Clip iDT+FV - - 45.09% 69.73%
Motion
ResNet pool5 Ave 59.84% 82.54%
ResNet res5c DQ 61.03% 83.51%
P3D ResNet pool5 Ave 61.92% 84.19%
P3D ResNet res5c DQ 63.24% 85.53%
Table 2. Area Under the average recall vs. average number of
proposals per video Curve (AUC) of different 2D/3D architectures
and pre-trained sources on ActivityNet validation set for temporal
action proposals task.
Network Pre-trained Re-ranking AUC
ResNet ImageNet 56.96%
ResNet Kinetics 59.75%
P3D ResNet Sports1M 58.79%
P3D ResNet Kinetics 59.90%
ResNet ImageNet
√
59.03%
ResNet Kinetics
√
60.13%
P3D ResNet Sports1M
√
60.76%
P3D ResNet Kinetics
√
61.13%
Fusion all 63.12%
additionally incorporating the re-ranking scheme, our sys-
tem is consistently improved under different deep architec-
tures. For the final submission, we fusion all the proposals
from the eight streams with different settings and then se-
lect the top 100 proposals based on their weighted action-
ness probabilities. The linear fusion weights are tuned on
validation set.
6. Dense-Captioning Events in Videos
6.1. System
The main goal of dense-captioning events in videos is
jointly localizes temporal proposals of interest in videos and
then generate the descriptions for each proposal/video clip.
Hence we firstly leverage the temporal action proposal sys-
tem described above in Section 5 to localize temporal pro-
posals of events in videos (50 proposals for each video).
Then, given each temporal proposal (i.e., video segmen-
t describing one event), our dense-captioning system run-
s two different video captioning modules in parallel—the
generative module for generating caption via the LSTM-
based sequence learning model, and the retrieval module
which can directly copy sentences from other visually sim-
ilar video segments through KNN. Finally, a sentence re-
ranking module is exploited to rank and select the final most
consensus caption from the two parallel video captioning
modules by considering the lexical similarity among all the
sentence candidates. The overall architecture of our dense-
captioning system is shown in Figure 2 (c).
Generative module with LSTM. Taking inspiration
from the recent successes of probabilistic sequence models
leveraged in image/video captioning [9, 10, 11, 19, 23], we
follow our previous state-of-the-art image captioning model
[24] and formulate the generative video captioning module
in an end-to-end fashion based on LSTM which encodes the
given video segment and its detected attributes/categories
into a fixed dimensional vector and then decodes it to the
target output sentence. Specifically, the third design LSTM-
A3 in [24] which firstly encodes attribute representations
into LSTM and then transforms video representations into
LSTM at the second time step is adopted as the basic archi-
tecture. Here, we uniform sample 2 frames/clips per second
for each video segment and each word in the sentence is
represented as “one-hot” vector (binary index vector in a
vocabulary). For the input video representations, we take
the output of 2048-way pool5 layer from the ResNet [4]
pre-trained on Kinetics dataset [6] and 2048-way pool5 lay-
er from P3D ResNet [15] pre-trained on Sports-1M video
dataset [5] as frame/clip representation respectively, and
then concatenate the features from ResNet and P3D ResNet
as the input video representation. For representation of at-
tributes/categories, we treat all the 200 categories on Activ-
itynet dataset [1] as the high-level semantic attributes and
train the attribute detectors with our previous video classifi-
cation system [12], resulting in the final 200-way vector of
probabilities. The dimension of the input and hidden layers
in LSTM are both set to 1,024.
Furthermore, different from the common training strate-
gy with maximum likelihood estimation (MLE) in LSTM-
A3, we employ the policy gradient optimization method
with reinforcement learning [16] to boost the video caption-
ing performances specific to both CIDEr-D and METEOR
metrics. Moreover, it should be noted that we additional-
ly incorporate context information from other neighboring
events into this generative module like [7].
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Table 3. Performance of our proposed dense-captioning models on ActivityNet captions validation set, where B@N , M, R and C are short
for BLEU@N , METEOR, ROUGE-L and CIDEr-D scores. All values are reported as percentage (%).
Model B@1 B@2 B@3 B@4 M R C
LSTM-A3 17.50 9.62 5.54 3.38 7.71 13.27 16.08
LSTM-A3 + policy gradient 17.49 9.73 5.38 3.07 8.47 14.28 13.82
LSTM-A3 + policy gradient + retrieval 17.27 9.70 5.39 3.13 8.73 14.29 14.75
Retrieval module with KNN. Another direction of im-
age/video captioning is search-based approaches which
“generate” sentence for an image/video by directly copy-
ing sentences from other visually similar images/videos.
Although the approaches in this dimension cannot pro-
duce novel descriptions, it indeed can achieve human-
level descriptions as all sentences are from existing human-
generated sentences. Hence we design the retrieval module
in this dimension to leverage the “crowdsourcing” human
intelligence for producing diverse sentences from other an-
gles. In particular, we utilize KNN to find the visually sim-
ilar video segments based on the extracted video represen-
tations. The captions associated with the top similar video
segments are regarded as sentence candidates in retrieval
module. In the experiment, we mainly choose the top 300
nearest neighbors for generating sentence candidates.
Sentence re-ranking. Given the sentence candidates
generated by generative and retrieval modules for input
video segment, we need to re-rank all the sentence candi-
dates and select the best one as the final output result. In-
spired by [3], we treat the consensus sentence which has
the highest average lexical similarity to the other candidates
as the best one. Specifically, we linearly fuse two kinds of
sentence similarities (i.e., CIDEr-D and METEOR) as the
lexical similarity between two sentence candidates.
6.2. Experiment Results
Table 3 shows the performances of our proposed dense-
captioning models. Here we compare three variants derived
from our proposed dense-captioning framework. In partic-
ular, by additionally incorporating the policy gradient opti-
mization scheme into the basic LSTM-A3 architecture, we
can clearly observe the performance boost in METEOR.
Moreover, our dense-captioning model (LSTM-A3 + pol-
icy gradient + retrieval) is further improved by injecting the
sentence candidates from retrieval module in METEOR.
7. Conclusion
In ActivityNet Challenge 2017, we mainly focused on
multiple visual features, different strategies of feature quan-
tization and video captioning from different dimensions.
Our future works include more in-depth studies of how
fusion weights of different clues could be determined to
boost the action recognition/temporal action proposals per-
formance and how to generate open-vocabulary sentences
for events in videos.
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In this year’s competition, we use Temporal Context
Network (TCN) for precise temporal localization of hu-
man activities. To improve performance for the metric
used for evaluating proposals (i.e. area under the Aver-
age Recall vs. Average Number of Proposals per Video
(AR-AN) curve with 100 proposals), we study the influ-
ence of two major hyper-parameters: the IOU threshold
for NMS and the number of proposals needed from each
level of the pyramid. Table 1 shows the impact of NMS
IOU threshold on final proposal performance. In contrast
to the localization task, we found high IOUs lead to better
results on the proposal task. Figure 1 shows the impact of
proposals sampled from different anchor lengths (we use
percentage of video length to build a temporal pyramid in-
stead of fixed number of frames used in previous works).
Table 2 shows our performance on the testing server. Af-
ter tuning the NMS threshold and proposal anchor length
used in TCN, we obtain an AUC score of 61.56 on the
testing server, which is ranked third on the ActivityNet
2017 Challenge for the proposal task.
For maximizing recall using a fixed number of propos-
als, it is important to change the NMS threshold. Since we
are allowed to generate 100 proposals (even for 1-2 activ-
ities per video), changing NMS is important to improve
recall at higher overlap thresholds. Note that if recall is
the only evaluation metric, for different numbers of pro-
posals (like 5,10,50,500 etc.) one should pick a different
NMS threshold. For example, if recall at only 5 propos-
als is measured, an NMS threshold of 0.85 would be very
bad because most of the proposals would be on the same
activity interval.
Please check out the full paper1 for further details on
TCN.
1 https://arxiv.org/pdf/1708.02349.pdf
NMS 0.3 0.45 0.6 0.75 0.8 0.85 0.9
AUC 42.52 47.14 55.44 57.94 58.22 58.54 57.98
Table 1: Impact of NMS IOU threshold on the proposal
performance on the ActivityNet validation set
Figure 1: Impact of different anchor lengths on proposal
performance on ActivityNet validation set
NMS threshold AUC on Validation AUC on Test
baseline 47.14 49.03
fine-tune NMS 58.54 59.89
final 59.58 61.56
Table 2: Our final proposal performance on ActivityNet
2017 Challenge
1
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Abstract
In this notebook paper, we describe our approach in the
submission to the temporal action proposal (task 3) and
temporal action localization (task 4) of ActivityNet Chal-
lenge hosted at CVPR 2017. Since the accuracy in action
classification task is already very high (nearly 90% in Activ-
ityNet dataset), we believe that the main bottleneck for tem-
poral action localization is the quality of action proposals.
Therefore, we mainly focus on the temporal action proposal
task and propose a new proposal model based on temporal
convolutional network. Our approach achieves the state-of-
the-art performances on both temporal action proposal task
and temporal action localization task.
1. Introduction
Action recognition and temporal action localization are
both important branches of video content analysis. The
temporal action localization or detection task aims to detect
action instances in untrimmed video, containing categories
and temporal boundaries of action instances.
Temporal action localization task can be divided into two
main parts. (1) Temporal action proposal, which means we
need generate some temporal boundaries of action instances
without classifying their categories. (2) Action recognition
(or we can say action classification), in this part we need
to decide the categories of temporal action proposals. Most
of previous works [11, 15] address these two parts sepa-
rately. There are also works [3, 1] focusing on temporal
action proposal. For action recognition, there are already
many algorithms [12, 4] with great performance. However,
the localization accuracy (mean average precision) is still
very low in multiple benchmarks such as THUMOS’14 [6]
and ActivityNet [2], comparing with the situation in object
localization. We think the main constraint on accuracy of
temporal action localization is the quality of action propos-
als. Therefore, we mainly focus on the temporal action pro-
posal task in this challenge and our high quality proposals
∗Corresponding author.
also lead to state-of-the-art performance in temporal action
localization task.
2. Our Approach
The framework of our approach is shown in Fig 1. In this
section, we introduce each part of the framework, which
consists of feature extraction, temporal action proposal and
temporal action localization.
2.1. Feature Extraction
The first step of our framework is feature extraction. We
extract two-stream features in a similar way described in
[5]. We adopt two-stream network [14] which is pre-trained
on ActivityNet v1.3 training set. First we segment video
into 16-frames snippets without overlap. In each snippet,
we use spatial network to extract appearance feature with
central frame, and we use the output of “Flatten-673” layer
in ResNet network as feature. For motion feature, we com-
pute optical flows using 6 consecutive frames around the
center frame of a snippet, then these optical flows are used
for extracting motion feature with temporal network, where
the output of “global-pool” layer in BN-Inception network
is used as feature. Then, we concatenate appearance and
motion feature to form the snippet-level features, which are
3072-dimensional vectors. So after feature extraction, we
can transfer a video into a sequence of snippet-level fea-
ture vectors. Finally, we resize the feature sequence to new
length 256 by linear interpolation.
Since we only use two-stream network trained on Activ-
ityNet v1.3 training set to extract features, there is no exter-
nal data used in our approach.
2.2. Temporal Action Proposal
Prop-SSAD. In our previous work [7] 1, we design a
model called Single Shot Action Detector (SSAD) net-
work which simultaneously conducts temporal action pro-
posal and recognition. A core idea of SSAD is apply-
ing anchor mechanism to temporal action localization task
based on temporal convolutional layers, which is similar
1This paper can be found at: https://wzmsltw.github.io/
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Figure 1: The framework of our approach. (a) Two-stream networks are used to extract snippet-level features. (b) Prop-SSAD
model and TAG method are used for proposal generation separately. (c) Proposals generated by TAG are used for refining
the boundaries of proposals generated by Prop-SSAD model. We use video-level action classification result as the category
of temporal action proposals to get temporal action localization result.
with YOLO [9] and SSD [8] network for object localiza-
tion task. In detail, we associate multiple temporal anchor
instances with multi-scale temporal feature maps, then use
temporal convolutional layers to predict information of an-
chor instances, including action categories, overlap score
and location offsets. So SSAD can directly detect tempo-
ral action instances using feature sequence of untrimmed
video.
In this challenge, we use SSAD network to make tempo-
ral action proposal without action recognition and we call
it Prop-SSAD. The main differences of network configura-
tion between Prop-SSAD and SSAD are listed below.
• Type of input features. In SSAD, we use two-stream
network and C3D network to extract feature of video;
in Prop-SSAD, only two-stream networks are used.
• Number of anchor layers. In SSAD, we only associate
temporal anchors with 3 temporal feature maps using
anchor layers with length 4, 8 and 16; in Prop-SSAD,
we associate temporal anchors with 7 temporal feature
maps with length 1, 2, 4, 8, 16, 32, 64.
• Loss function. In SSAD, we use classification, over-
lap and location loss jointly to train network; in Prop-
SSAD, only overlap loss is used.
TAG [15]. We also implement Temporal Actionness
Grouping (TAG) method to generate temporal action pro-
posals, which is proposed in [15]. Since the code of TAG is
not released yet, we implement TAG by ourselves. First we
train a multi-layer perceptron (MLP) model with one hid-
den layer to predict the actionness score for each snippet,
then we use grouping method described in [15] with mul-
tiple threshold to generate temporal action proposals. Pro-
posals generated by TAG are used for refining the propos-
als’ boundaries generated by Prop-SSAD.
Boundaries Refinement. Given feature vector sequence
of a video, we can get temporal action proposals set Pssad
usng Prop-SSAD and temporal action proposals set Ptag us-
ing TAG. For each proposal pt in Ptag , we calculate its IoU
with all proposals in Pssad. If the maximum IoU is higher
than threshold 0.75, we replace the boundaries of corre-
sponding proposal ps in Pssad with boundaries of pt. After
refinement procedure, we get refined proposals set P ′ssad,
which is the final proposal results.
2.3. Temporal Action Localization
Since most videos in ActivityNet dataset only contain
one action category, we use video-level action classification
result as the category of temporal action proposals to get
temporal action localization result.
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Figure 2: AR-AN curve of our proposal results in validation
set. The area under black curve is the AR-AN score.
Table 1: Proposal Results on validation set of ActivityNet.
Method AR@10 AR@100 AR-AN
Uniform Random
(baseline)
29.02 55.71 44.88
Prop-SSAD 50.44 69.54 61.52
Refined Prop-SSAD 52.50 73.01 64.40
3. Experimental Results
3.1. Evaluation Metrics
Localization. In temporal action localization task, mean
Average Precision (mAP) is used as the metric for evaluat-
ing result, which is similar with metrics used in object lo-
calization task. In detail, the official metric used in this task
is the average mAP computed with tIoU thresholds between
0.5 and 0.95 with the step size of 0.05.
Proposal. In temporal action proposal task, the area un-
der the Average Recall vs. Average Number of Proposals
per Video (AR-AN) curve is used as the evaluation metric,
where AR is defined as the mean of all recall values using
tIoU thresholds between 0.5 and 0.95 with a step size of
0.05. In this notebook, we call AR with a certain number
of AN as AR@AN. For example, AR@100 means average
recall with 100 proposals.
3.2. Temporal Action Proposal
The proposal performance on validation set of our ap-
proach are shown in Table 1 and Figure 2. Our approach
significantly outperform the baseline method and refined
Prop-SSAD has better performance than Prop-SSAD. The
boundaries refinement mainly improve the average recall
with high tIoU.
Table 2: Action localization results on validation set. Re-
sults are evaluated by mAP with different IoU thresholds
α and average mAP of IoU thresholds from 0.5 to 0.95.
Ours@n means first n proposals used for localization.
mAP 0.5 0.75 0.95 Average mAP
Wang et al. [10] 42.28 3.76 0.05 14.85
Shou et al. [10] 43.83 25.88 0.21 22.77
Xiong et. al. [15] 39.12 23.48 5.49 23.98
Ours@1 42.14 27.17 6.54 27.00
Ours@5 46.56 30.94 7.53 30.49
Ours@10 47.84 31.90 7.76 31.41
Ours@25 48.56 32.53 7.83 31.93
Ours@100 48.99 32.91 7.87 32.26
Table 3: Action localization results on testing set. Only
average mAP is provided in evaluation server, which is cal-
culated with IoU thresholds from 0.5 to 0.95.
Method Average mAP
Wang et. al. [13] 14.62
Xiong et. al. [15] 26.05
Zhao et. al. [16] 28.28
Ours result 33.40
3.3. Temporal Action Localization
In the temporal action localization task, we directly use
proposals submitted in temporal action proposal task. For
action categories, we use the video-level classification re-
sults of [13], which has 87.7% Top-1 classification accuracy
and obtains 2rd place in untrimmed video classification task
of ActivityNet Challenge 2016.
Evaluation results in validation set are shown in Table 2.
These results suggest that localization mAP mainly depends
on first several proposals. Therefore, we think AR-AN may
not be the best evaluation metric for temporal action pro-
posal task. AR with small proposals amount should has
higher weight in evaluation metric.
Evaluation results in testing set are shown in Table 3.
Our approach significantly outperform other state-of-the-art
approaches. We think the main contributor is our high qual-
ity temporal action proposals.
4. Conclusion
In this challenge, we mainly focus on the temporal ac-
tion proposal task and obtains the salient performance in
both temporal action proposal and temporal action localiza-
tion task. Our results suggested that anchor mechanisms
and temporal convolution can work well in temporal action
proposal task. In the future, we will improve our framework
such as training the whole networks end-to-end.
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Abstract
We address the problem of activity detection in continu-
ous, untrimmed video streams. This is a difficult task that
requires extracting meaningful spatio-temporal features to
capture activities, accurately localizing the start and end
times of each activity, and also dealing with very large data
volumes. We introduce a new model, Region Convolutional
3D Network (R-C3D), which encodes the video streams us-
ing a three-dimensional fully convolutional network, then
generates candidate temporal regions containing activities,
and finally classifies selected regions into specific activi-
ties. Computation is saved due to the sharing of convo-
lutional features between the proposal and the classifica-
tion pipelines. The entire model is trained end-to-end with
jointly optimized localization and classification losses. R-
C3D is faster than existing methods (569 frames per sec-
ond on a single Titan X Maxwell GPU) and achieves state-
of-the-art results on THUMOS’14 (10% absolute improve-
ment). We further demonstrate that our model is a general
activity detection framework that does not rely on assump-
tions about particular dataset properties by evaluating our
approach on ActivityNet and Charades.
1. Introduction
Activity detection in continuous video is a challenging
problem that requires not only recognizing, but also pre-
cisely localizing activities in time. Existing state-of-the-art
approaches address this task as detection by classification,
i.e. classifying temporal segments generated in the form of
sliding windows [13, 20, 24, 37] or via an external “pro-
posal” generation mechanism [10, 35]. These approaches
suffer from one or more of the following major drawbacks:
they do not learn deep representations in an end-to-end fash-
ion, but rather use hand-crafted features [33, 34], or deep
features like VGG [28], ResNet [8], C3D [32] etc., learned
separately on image/video classification tasks. Such off-
the-shelf representations may not be optimal for localiz-
ing activities in diverse video domains, resulting in inferior
performance. Furthermore, current methods’ dependence
Figure 1. We propose a fast end-to-end Region Convolutional
3D Network (R-C3D) for activity detection in continuous video
streams. The network encodes the frame buffer with fully-
convolutional 3D filters, proposes activity segments, then classi-
fies and refines them based on pooled features within their bound-
aries. Our model improves both speed and accuracy compared to
existing methods.
on external proposal generation or exhaustive sliding win-
dows leads to poor computational efficiency. Finally, the
sliding-window models cannot easily predict flexible activ-
ity boundaries.
In this paper, we propose an activity detection model
that addresses all of the above issues. Our Region Convo-
lutional 3D Network (R-C3D) is end-to-end trainable and
learns task-dependent convolutional features by jointly op-
timizing proposal generation and activity classification. In-
spired by the Faster R-CNN [21] object detection approach,
we compute fully-convolutional 3D ConvNet features and
propose temporal regions likely to contain activities, then
pool features within these 3D regions to predict activity
classes (Figure 1). The proposal generation stage filters out
many background segments and results in superior com-
putational efficiency compared to sliding window models.
Furthermore, proposals are predicted with respect to prede-
fined anchor segments and can be of arbitrary length, allow-
ing detection of flexible activity boundaries.
Convolutional Neural Network (CNN) features learned
end-to-end have been successfully used for activity recog-
1
nition [14, 27], particularly in 3D ConvNets (C3D [32]),
which learn to capture spatio-temporal features. However,
unlike the traditional usage of 3D ConvNets [32] where
the input is short 16-frame video chunks, our method ap-
plies full convolution along the temporal dimension to en-
code as many frames as the GPU memory allows. Thus,
rich spatio-temporal features are automatically learned from
longer videos. These feature maps are shared between the
activity proposal and classification subnets to save compu-
tation time and jointly optimize features for both tasks.
Alternative activity detection approaches [4, 17, 18, 29,
39] use a recurrent neural network (RNN) to encode a se-
quence of frame or video chunk features (e.g. VGG [28],
C3D [32]) and predict the activity label at each time step.
However, these RNN methods can only model temporal fea-
tures at a fixed granularity (e.g. per-frame CNN features or
16-frame C3D features). In order to use the same classi-
fication network to classify variable length proposals into
specific activities, we extend 2D region of interest (RoI)
pooling to 3D which extracts a fixed-length feature repre-
sentation for these proposals. Thus, our model can utilize
video features at any temporal granularity. Furthermore,
some RNN-based detectors rely on direct regression to pre-
dict the temporal boundaries for each activity. As shown by
results in object detection [7, 31] and semantic segmenta-
tion [2], using a regression-only framework to predict ob-
ject boundaries does not work well in practice compared to
“proposal based detection”.
We perform extensive comparisons of our approach to
state-of-the-art activity detection methods using three pub-
licly available benchmark datasets - THUMOS’14 [12]
sports activities, ActivityNet [9] human activities on
Youtube, and Charades [26] in-the-wild daily activities. We
achieve new state-of-the-art results on THUMOS’14 and
Charades, and improved results on ActivityNet when using
only C3D features. Our code will be made publicly avail-
able to support further research progress.
To summarize, the main contributions of our paper are:
• an end-to-end activity detection model with combined
activity proposal and classification stages that can de-
tect arbitrary length activities;
• fast detection speeds (5x faster than current meth-
ods) achieved by sharing fully-convolutional C3D fea-
tures between the proposal generation and classifica-
tion parts of the network;
• extensive evaluations on three diverse activity detec-
tion datasets that demonstrate the general applicability
of our model.
2. Related Work
Activity Detection There is a long history of activity
recognition, or classifying trimmed video clips into fixed
set of categories [11, 15, 19, 27, 33, 42]. Activity detection
also needs to predict the start and end times of the activities
within untrimmed and long videos. Existing activity de-
tection approaches are dominated by models that use slid-
ing windows to generate segments and subsequently clas-
sify them with activity classifiers trained on multiple fea-
tures [13, 20, 24, 37]. Most of these methods have stage-
wise pipelines which are not trained end-to-end. Moreover,
the use of exhaustive sliding windows is computationally
inefficient and constrains the boundary of the detected ac-
tivities to some extent.
Recently, some approaches have bypassed the need for
exhaustive sliding window search to detect activities with
arbitrary lengths. [4, 17, 18, 29, 39] achieve this by model-
ing the temporal evolution of activities using RNNs or Long
Short Term Memory (LSTM) networks and predicting an
activity label at each time step. The deep action proposal
model in [4] uses LSTM to encode C3D features of ev-
ery 16-frame video chunk, and directly regresses and classi-
fies activity segments without the extra proposal generation
stage. Compared to this work, we avoid recurrent layers,
encoding a large video buffer with a fully-convolutional 3D
ConvNet, and use 3D RoI pooling to allow feature extrac-
tion at arbitrary proposal granularity, achieving significantly
higher accuracy and speed. The method in [41] tries to cap-
ture motion features at multiple resolutions by proposing a
Pyramid of Score Distribution Features for activity detec-
tion, however their model is not end-to-end trainable and
relies on handcrafted features.
Aside from supervised activity detection, a recent
work [36] has addressed weakly supervised activity local-
ization from training data labeled only with video level class
labels by learning attention weights on shot based or uni-
formly sampled proposals. The framework proposed in [22]
explores the uses of a language model and an activity length
model in a detection pipeline. Spatio-temporal activity lo-
calization [38, 40] have also been explored to some extent.
We only focus on supervised temporal activity localization
in this work.
Object Detection Activity detection in untrimmed
videos is intricately related to object detection in images.
The inspiration for our work, Faster R-CNN [21], ex-
tends R-CNN [7] and Fast R-CNN [6] object detection ap-
proaches, incorporating RoI pooling and a region proposal
network. Compared to recent object detection models e.g.,
SSD [16] and R-FCN[3], Faster R-CNN is a general and
robust object detection framework that has been deployed
on different datasets with little data augmentation effort.
Like Faster R-CNN, our R-C3D model is also designed with
the goal of easy deployment on varied activity detection
datasets. It avoids making certain assumptions based on
unique characteristics of a dataset, such as the UPC model
for ActivityNet [18] which assumes that each video contains
a single activity class. We show the effectiveness of our
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Figure 2. R-C3D model architecture. The 3D ConvNet takes raw video frames as input and computes convolutional features. These are
input to the Proposal Subnet that proposes candidate activities of variable length along with confidence scores. The Classification Subnet
filters the proposals, pools fixed size features and then predicts activity labels along with refined segment boundaries.
model on three different types of activity detection datasets,
the most extensive evaluation to our knowledge.
3. Approach
We propose a Region Convolutional 3D Network (R-
C3D), a novel convolutional neural network for activity de-
tection in continuous video streams. The network, illus-
trated in Figure 2, consists of three components: a shared
3D ConvNet feature extractor [32], a temporal proposal
stage, and an activity classification and refinement stage.
To enable efficient computation and end-to-end training,
the proposal and classification sub-networks share the same
C3D feature maps. The proposal subnet predicts variable
length temporal segments that potentially contain activities,
while the classification subnet classifies these proposals into
specific activity categories or background, and further re-
fines the proposal segment boundaries. A key innovation
is to extend the 2D RoI pooling in Faster R-CNN to 3D
RoI pooling which allows our model to extract features at
various resolutions for variable length proposals. Next, we
describe the shared video feature hierarchies in Sec. 3.1, the
temporal proposal subnet in Sec. 3.2 and the classification
subnet in Sec. 3.3. Sections 3.4 and 3.5 detail the optimiza-
tion strategy during training and testing respectively.
3.1. 3D Convolutional Feature Hierarchies
We use a 3D ConvNet to extract rich spatio-temporal fea-
ture hierarchies from a given input video buffer. It has been
shown that both spatial and temporal features are impor-
tant for representing videos, and a 3D ConvNet encodes
rich spatial and temporal features in a hierarchical man-
ner. The input to our model is a sequence of RGB video
frames with dimension R3×L×H×W . The architecture of
the 3D ConvNet is taken from the C3D architecture pro-
posed in [32]. However, unlike [32], the input to our model
is of variable length. We adopt the convolutional layers
(from conv1a to conv5b) of C3D, so a feature map
Cconv5b ∈ R512×L8 ×H16×W16 (512 is the channel dimension
of the layer conv5b) is produced as the output of this sub-
network. We use Cconv5b activations as the shared input
to the proposal and classification subnets. The height (H)
and width (W ) of the frames are taken as 112 each follow-
ing [32]. The number of frames L can be arbitrary and is
only limited by memory.
3.2. Temporal Proposal Subnet
To allow the model to predict variable length proposals,
we incorporate anchor segments into the temporal proposal
sub-network. The subnet predicts potential proposal seg-
ments with respect to anchor segments and a binary label
indicating whether the predicted proposal contains an activ-
ity or not. The anchor segments are pre-defined multiscale
windows centered at (L/8) uniformly distributed temporal
locations. Each temporal location specifies K anchor seg-
ments, each at a different fixed scale. Thus, the total number
of anchor segments is (L/8) ∗ K. The same set of K an-
chor segments exists in different temporal locations, which
ensures that the proposal prediction is temporally invariant.
The anchors serve as reference activity segments for pro-
posals at each temporal location, where the maximum num-
ber of scales K is dataset dependent.
To obtain features at each temporal location for predict-
ing proposals with respect to these anchor segments, we
first add a 3D convolutional filter with kernel size 3×3×3
on top of Cconv5b to extend the temporal receptive field for
the temporal proposal subnet. Then, we downsample the
spatial dimensions (from H16×W16 to 1×1) to produce a tem-
poral only feature map Ctpn ∈ R512×L8 ×1×1 by applying
a 3D max-pooling filter with kernel size 1× H16×W16 . The
512-dimensional feature vector at each temporal location
in Ctpn is used to predict a relative offset {δci, δli}, i ∈
{1, · · · ,K} to the center location and the length of each an-
chor segment {ci, li}, i ∈ {1, · · · ,K}. It also predicts the
binary scores for each proposal being an activity or back-
ground. The proposal offsets and scores are predicted by
adding two 1×1×1 convolutional layers on top of Ctpn.
Training: For training, we need to assign positive/negative
labels to the anchor segments. Following the standard prac-
tice in object detection [21], we choose a positive label if
the anchor segment 1) overlaps with some ground-truth ac-
tivity with Intersection-over-Union (IoU) higher than 0.7, or
2) has the highest IoU overlap with some ground-truth ac-
tivity. If the anchor has IoU overlap lower than 0.3 with all
ground-truth activities, then it is given a negative label. All
others are held out from training. For proposal regression,
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the anchor segment is transformed with respect to a nearby
ground truth activity segment using the coordinate transfor-
mations described in Sec. 3.4. We sample balanced batches
with a positive/negative ratio of 1:1.
3.3. Activity Classification Subnet
The activity classification stage has three main functions:
1) selecting proposal segments from the previous stage, 2)
three-dimensional region of interest (3D RoI) pooling to ex-
tract fixed-size features for selected proposals, and 3) activ-
ity classification and boundary regression for the selected
proposals based on the pooled features.
The proposal subnet outputs a set of candidate proposal
segments with associated scores. Some activity proposals
highly overlap with each other and some have a low pro-
posal score indicating low confidence. Following the stan-
dard practice in object detection [5, 21] and activity detec-
tion [24, 39], we employ a greedy Non-Maximum Suppres-
sion (NMS) strategy to eliminate highly overlapping and
low confidence proposals. The NMS threshold is set as 0.7.
The selected proposals can be of arbitrary length. How-
ever we need to extract fixed-size features for each of them
in order to use fully connected layers for further activity
classification and regression. We design a 3D RoI pool-
ing layer to extract the fixed-size volume features for each
variable-length proposal from the shared convolutional fea-
tures Cconv5b ∈ R512×(L/8)×7×7 (shared with the temporal
proposal subnet). Specifically, in 3D RoI pooling, an input
feature volume of size, say, l×h×w is divided into ls×hs×ws
sub-volumes each with approximate size lls × hhs × wws , and
then max pooling is performed inside each sub-volume. In
our case, suppose a proposal has the feature volume of
lp×7×7 in Cconv5b, then this feature volume will be di-
vided into 1×4×4 grids and max pooled inside each grid.
Thus, proposals of arbitrary lengths give rise to output vol-
ume features of the same size 512×1×4×4.
The output of the 3D RoI pooling for selected proposals
is fed to a series of two fully connected layers. Finally the
proposals are classified to activity categories by a classifi-
cation layer and the refined start-end times for these pro-
posals are given by a regression layer. The classification
and regression layers are also two separate fully connected
layers and for both of them the input comes from the afore-
mentioned fully connected layers (after the 3D RoI pooling
layer).
Training: We need to assign an activity label to each pro-
posal predicted by the proposal subnet for training the clas-
sifier subnet. An activity label is assigned if the proposal
has the highest IoU overlap with a ground-truth activity,
and at the same time, the IoU overlap is greater than 0.5.
A background label (no activity) is assigned to proposals
with IoU overlap lower than 0.5 with all ground-truth ac-
tivities. Training batches are chosen with positive/negative
ratio of 1:3.
3.4. Optimization
We train the network by optimizing both the classifica-
tion and regression tasks jointly for the two subnets. The
softmax loss function is used for classification, and smooth
L1 loss function [6] is used for regression. Specifically, the
objective function is given by:
Loss =
1
Ncls
∑
i
Lcls(ai, a
∗
i ) + λ
1
Nreg
∑
i
a∗iLreg(ti, t
∗
i ) (1)
whereNcls andNreg stand for batch size and the number of
anchor/proposal segments, λ is the loss trade-off parameter
and is set to a value 1. i is the anchor/proposal segments
index in a batch, ai is the predicted probability of the pro-
posal or activities, a∗i is the ground truth, ti = {δcˆi, δlˆi}
represents predicted relative offset to anchor segments or
proposals. t∗i = {δci, δli} represents the coordinate trans-
formation of ground truth segments to anchor segments or
proposals. The coordinate transformations are computed as
follows: {
δci = (c
∗
i − ci)/li
δli = log(l
∗
i /li)
(2)
where ci and li are the center location and the length of
anchor segments or proposals while c∗i and l
∗
i denote the
same for the ground truth activity segments.
In our R-C3D model, the above loss function is applied
for both the temporal proposal subnet and the activity clas-
sification subnet. In the proposal subnet, the binary classi-
fication loss Lcls predicts whether the proposal contains an
activity or not, and the regression loss Lreg optimizes the
relative displacement between proposals and ground truths.
In the proposal subnet the losses are activity class agnostic.
For the activity classification subnet, the multiclass classi-
fication loss Lcls predicts the specific activity class for the
proposal, and the number of classes are the number of ac-
tivities plus one for the background. The regression loss
Lreg optimizes the relative displacement between activities
and ground truths. All four losses for the two subnets are
optimized jointly.
3.5. Prediction
Activity prediction in R-C3D consists of two steps. First,
the proposal subnet generates candidate proposals and pre-
dicts the the start-end time offsets as well as proposal score
for each. Then the proposals are refined via NMS with
threshold value 0.7. After NMS, the selected proposals are
fed to the classification network to be classified into specific
activity classes, and the activity boundaries of the predicted
proposals are further refined by the regression layer. The lo-
calization prediction in both proposal subnet and classifica-
tion subnet is in the form of relative displacement of center
point and length of segments. In order to get the start time
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Table 1. Activity detection results on THUMOS’14 (in percent-
age). mAP at different IoU thresholds α are reported. The top
three performers on the THUMOS’14 challenge leaderboard and
other results reported in existing papers are shown.
α
0.1 0.2 0.3 0.4 0.5
Karaman et al. [13] 4.6 3.4 2.1 1.4 0.9
Wang et al. [37] 18.2 17.0 14.0 11.7 8.3
Oneata et al. [20] 36.6 33.6 27.0 20.8 14.4
Heilbron et al. [10] - - - - 13.5
Escorcia et al. [4] - - - - 13.9
Richard et al. [22] 39.7 35.7 30.0 23.2 15.2
Yeung et al. [39] 48.9 44.0 36.0 26.4 17.1
Yuan et al. [41] 51.4 42.6 33.6 26.1 18.8
Shou et al. [24] 47.7 43.5 36.3 28.7 19.0
Shou et al. [23] - - 40.1 29.4 23.3
R-C3D (our one-way buffer) 51.6 49.2 42.8 33.4 27.0
R-C3D (our two-way buffer) 54.5 51.5 44.8 35.6 28.9
and end time of the predicted proposals or activities, inverse
coordinate transformation to Equation 2 is performed.
Our model accepts variable length input videos. How-
ever, to take advantage of the vectorized implementation in
fast deep learning libraries, we pad the last few frames of
short videos with blank frames, and break long videos into
buffers (limited by memory only). The predicted activities
are post-precessed by NMS at a lower threshold (0.1 lower
than the mAP evaluation threshold) to get the final activity
predictions.
4. Experiments
We evaluate R-C3D on three large-scale activity detec-
tion datasets - THUMOS’14 [12], Charades[26] and Activ-
ityNet [9]. Sections 4.1, 4.2, 4.3 provide the experimen-
tal details and evaluation results on these three datasets.
Results are shown in terms of mean Average Precision -
mAP@α where α denotes different Intersection over Union
(IoU) thresholds, as is the common practice in the litera-
ture. Section 4.4 provides the detection speed comparison
with state-of-the-art methods.
4.1. Experiments on THUMOS’14
The THUMOS’14 activity detection dataset contains
over 24 hours of video from 20 different sport activi-
ties. The training set contains 2765 trimmed videos while
the validation set and the test set contain 200 and 213
untrimmed videos respectively. This dataset is particu-
larly challenging as it consists of very long videos (up to
a few hundreds of seconds) with multiple activity instances
of very small duration (up to few tens of seconds). Most
videos contain multiple activity instances of the same activ-
ity class. In addition, some videos contain activity segments
from different classes.
Experimental Setup: We divide 200 untrimmed videos
from the validation set into 180 training and 20 held out
Table 2. Per-class AP at IoU threshold α = 0.5 on THUMOS’14
(in percentage).
[20] [39] [24] R-C3D (ours)
Baseball Pitch 8.6 14.6 14.9 26.1
Basketball Dunk 1.0 6.3 20.1 54.0
Billiards 2.6 9.4 7.6 8.3
Clean and Jerk 13.3 42.8 24.8 27.9
Cliff Diving 17.7 15.6 27.5 49.2
Cricket Bowling 9.5 10.8 15.7 30.6
Cricket Shot 2.6 3.5 13.8 10.9
Diving 4.6 10.8 17.6 26.2
Frisbee Catch 1.2 10.4 15.3 20.1
Golf Swing 22.6 13.8 18.2 16.1
Hammer Throw 34.7 28.9 19.1 43.2
High Jump 17.6 33.3 20.0 30.9
Javelin Throw 22.0 20.4 18.2 47.0
Long Jump 47.6 39.0 34.8 57.4
Pole Vault 19.6 16.3 32.1 42.7
Shotput 11.9 16.6 12.1 19.4
Soccer Penalty 8.7 8.3 19.2 15.8
Tennis Swing 3.0 5.6 19.3 16.6
Throw Discus 36.2 29.5 24.4 29.2
Volleyball Spiking 1.4 5.2 4.6 5.6
mAP@0.5 14.4 17.1 19.0 28.9
videos to get the best hyperparameter setting. All 200
videos are used as the training set and the final results are re-
ported on 213 videos in the test set. Since the GPU memory
is limited, we first create a buffer of 768 frames at 25 frames
per second (fps) which means approximately 30 seconds of
video. Our choice is motivated by the fact that 99.5% of
all activity segments in the validation set (used here as the
training set) are less than 30 seconds long. These buffers
of frames act as inputs to R-C3D . We can create the buffer
by sliding from the beginning of the video to the end, de-
noted as the ‘one-way buffer’. An additional pass from the
end of the video to the beginning can be used to increase
the amount of training data as a data augmentation strat-
egy, denoted as the ‘two-way buffer’. We initialize the 3D
ConvNet part of our model with C3D weights trained on
Sports-1M and finetuned on UCF101 released by the author
in [32]. We allow all the layers of R-C3D to be trained on
THUMOS’14 with a fixed learning rate of 0.0001.
The number of anchor segments K chosen for this
dataset is 10 with specific scale values of [2, 4, 5, 6, 8, 9,
10, 12, 14, 16]. The values are chosen according to the dis-
tribution of the activity durations in the training set. At 25
fps and temporal pooling factor of 8 (Ctpn downsamples
the input by 8 temporally), the anchor segments correspond
to segments of duration between 0.64 and 5.12 seconds1.
Note that, the predicted proposals or activities are relative to
the anchor segments but not limited to the anchor segment
boundaries, enabling our model to detect variable-length ac-
tivities.
12 ∗ 8/25 = 0.64 and 16 ∗ 8/25 = 5.12
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Results: As a sanity check, we first evaluate the perfor-
mance of the temporal proposal subnet (ref Section 3.2). A
predicted proposal is marked as correct if it has IoU with a
ground truth activity of more than 0.7, otherwise it is con-
sidered incorrect. With this binary setting, precision and
recall values for the temporal proposal subnet are relatively
high - 85% and 83% respectively.
In Table 1, we present a comparative evaluation of the ac-
tivity detection performance of our end-to-end model with
existing state-of-the-art approaches in terms of mAP at IoU
thresholds 0.1-0.5 (denoted as α). For both the one-way
buffer setting and the two-way buffer setting we achieve
new state-of-the-art for all five α values. In the one-way
setting, mAP@0.5 is 27.0% which is an 8% absolute im-
provement from the state-of-the-art. The two-way buffer
setting further increases the mAP values at all the IoU
thresholds with mAP@0.5 reaching as far as 28.9%. Our
model comprehensively outperforms the current state-of-
the-art by a large margin (28.9% compared to 19.0% as re-
ported in [24]).
The Average Precision (AP) for each class in THU-
MOS’14 at IoU threshold 0.5 for the two-way buffer set-
ting is shown in Table 2. For per-class AP, our model out-
performs the other three baselines in most classes and it
shows significant improvement (by more than 20% abso-
lute AP) for activities e.g., Basketball Dunk, Cliff Diving,
and Javelin Throw. For some of the activities, our method
is only second to the best performing ones by a very small
margin (e.g., Billiards or Cricket Shot). Figure 3(a) shows
some representative qualitative results from two videos in
this dataset.
4.2. Experiments on ActivityNet
The ActivityNet [9] dataset consists only of untrimmed
videos and is released in three versions. We use the lat-
est release (ActivityNet 1.3) which has 10024, 4926 and
5044 videos containing 200 different types of activities in
the train, validation and test sets respectively. Except for
only a few, most videos contain activity instances of a sin-
gle class covering a great deal of the video. Compared to
THUMOS’14, this is a large-scale dataset both in terms of
the number of activities involved and the amount of video.
Researchers have taken part in the ActivityNet challenge [1]
held on this dataset. The performance of the participating
teams is evaluated on test videos for which the ground truth
annotations are not public. In addition to evaluating on the
validation set, we show our performance on the test set after
evaluating it on the challenge server.
Experimental Setup: Similar to THUMOS’14, we keep
the length of the input buffer to be 768 but, as the videos are
long, we sample frames at 3 fps to fit it in the GPU memory.
This makes the duration of the buffer approximately 256
seconds which covers over 99.99% activities in the training
Table 3. Detection results on ActivityNet in terms of mAP@0.5
(in percentage). The top half of the table shows performance from
methods using additional handcrafted features while the bottom
half shows approaches using deep features only (including ours).
Results for [29] are taken from [1]
train data validation test
G. Singh et. al. [30] train 34.5 36.4
B. Singh et. al. [29] train+val - 28.8
UPC [18] train 22.5 22.3
R-C3D (ours) train 26.8 26.8
R-C3D (ours) train+val - 28.4
split. The considerably long activity durations in Activi-
tyNet prompt us to set the number of anchor segments K to
be as high as 20. Specifically, we chose the following scales
- [1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 14, 16, 20, 24, 28, 32, 40,
48, 56, 64]. Thus the shortest anchor segment is of duration
2.7 seconds and the longest one is of duration 170 seconds,
which covers 95.6% of all activities in the training set.
Considering the vast domain difference of the activi-
ties between Sports-1M and ActivityNet, we finetune the
Sports-1M pretrained 3D ConvNet model [32] with the
training videos of ActivityNet at 3 fps on the activity clas-
sification task. We initialize the 3D ConvNet part of our
model with these finetuned weights. AcitivityNet being a
large scale dataset, the training takes more epochs. As a
speed-efficiency trade-off, we freeze the first two convolu-
tional layers in our model during training. The learning rate
is kept fixed at 0.0001 for the first 10 epochs and then it is
decreased to 0.00001 for 5 further epochs. Based on the im-
proved results on the THUMOS’14 dataset, we choose the
two-way buffer setting with horizontal flipping of frames
for data augmentation.
Results: In Table 3 we show the performance of our model
and compare with existing published approaches. The re-
sults are shown for two different experimental settings. In
the first setting, only the training set is used for training and
the performance is shown for either the validation or test
data or both. In the second setting, training is performed
on both training and validation sets while the performance
is shown on the test set. The table shows that the proposed
method does achieve a performance better than methods not
using handcrafted features e.g., UPC [18]. UPC is the most
fair comparison as it also uses only C3D features. However,
it relies on a strong assumption that each video in Activi-
tyNet just contains one activity class. Our approach obtains
an improvement of 4.3% on the validation set and 4.5% on
the test set over UPC [18] in terms of mAP@0.5 without
any such strong assumptions. When both training and vali-
dation sets are used for training, the performance improves
further by 1.6%.
R-C3D falls slightly behind [29] which uses LSTM
based tracking and performs activity prediction using deep
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Table 4. Temporal Action Localization result on ActivityNet Chal-
lenge 2017 in terms of Average-mAP (in percentage).
train data validation test
R-C3D (ours) train 12.7 13.1
R-C3D (ours) train+val - 16.7
features as well as optical flow features from the tracked
trajectories. The approach in [30] also uses handcrafted
motion features like MBH on top of inception and C3D
features in addition to dynamic programing based post pro-
cessing. However, the heavy use of an ensemble of hand-
engineered features and dataset dependent heuristics not
only stops these methods from learning in an end-to-end
fashion but makes them less general across datasets. Un-
like these methods, R-C3D is trainable completely end-to-
end and is easily extensible to other datasets with little or
no parameter tuning, providing better generalization per-
formance. Our method is also capable of using hand en-
gineered features with a possible boost to performance, and
we keep this as a future task. Figure 3(b) shows some rep-
resentative qualitative results from this dataset.
ActivityNet Challenge 2017: We took part in the Activ-
ityNet Challenge 2017 (Task 4: Temporal Action Local-
ization) under the user name “Huijuan Xu” and the affili-
ation “Boston University”. We initialized the 3-D convnet
of the R-C3D with the model pretrained on Sports-1M and
finetuned for ActivityNet classification task. Table 4 shows
our results in the new evaluation metric Average-mAP at
10 evenly distributed thresholds between 0.5 and 0.95. We
combine the training and validation sets to train our model
and get a final mAP result of 16.7% in the localization task.
4.3. Experiments on Charades
Charades [26] is a recently introduced dataset for ac-
tivity classification and detection tasks. The activity de-
tection task involves daily life activities from 157 classes.
The dataset consists of 7985 train and 1863 test videos.
The videos are recorded by Amazon Mechanical Turk users
based on provided scripts. Apart from low illumination, di-
versity and casual nature of the videos containing day-to-
day activities, an additional challenge of this dataset is the
abundance of overlapping activities, sometimes multiple ac-
tivities having exactly the same start and end times (typical
examples include pairs of activities like ‘holding a phone’
and ‘playing with a phone’ or ‘holding a towel’ and ‘tidying
up a towel’).
Experimental Setup: For this dataset we sample frames at
5 fps, and the input buffer is set to contain 768 frames. This
makes the duration of the buffer approximately 154 seconds
which covers all the ground truth activity segments in Cha-
rades train set. Keeping the longer duration of the activity
segments in mind, for this dataset we choose the number of
anchor segments K to be 18 with specific scale values [1,
Table 5. Activity detection results on Charades (in percentage).
We report the results using the same evaluation metric as in [25].
mAP
standard post-process
Random [25] 4.2 4.2
RGB [25] 7.7 8.8
Two-Stream [25] 7.7 10.0
Two-Stream+LSTM [25] 8.3 8.8
Sigurdsson et al. [25] 9.6 12.1
R-C3D (ours) 12.4 12.7
2, 3, 4, 5, 6, 7, 8, 10, 12, 14, 16, 20, 24, 28, 32, 40, 48].
So the shortest anchor segment has a duration of 1.6 sec-
onds and the longest anchor segment has a duration of 76.8
seconds. Over 99.96% of the activities in the training set
is under 76.8 seconds. For this dataset we explored slightly
different settings of the anchor segment scales, but found
that our model is not very sensitive to this hyperparameter.
We first finetune the Sports-1M pretrained C3D
model [32] on the Charades training set at the same 5 fps
and initialize the 3D ConvNet part of our model with these
finetuned weights. Next, we train R-C3D end-to-end on
Charades by freezing the first two convolutional layers in
order to accelerate training. The learning rate is kept fixed at
0.0001 for the first 10 epochs and then decreased to 0.00001
for 5 further epochs. We augment the data by following the
two-way buffer setting and horizontal flipping of frames.
Results: Table 5 provides a comparative evaluation of
the proposed model with various baseline models reported
in [25]. This approach [25] trains a CRF based video clas-
sification model (asynchronous temporal fields) and eval-
uates the prediction performance on 25 equidistant frames
by making a multi-label prediction for each of these frames.
The activity localization result is reported in terms of mAP
metric on these frames. For a fair comparison, we map
our activity segment prediction to 25 equidistant frames and
evaluate using the same mAP evaluation metric. A second
evaluation strategy proposed in this work relies on a post-
processing stage where the frame level predictions are aver-
aged across 20 frames leading to more spatial consistency.
As shown in the Table 5, our model outperforms the asyn-
chronous temporal fields model proposed in [25] as well as
the different baselines reported in the same paper. While the
improvement over the standard method is as high as 2.8%,
the improvement after the post-processing is not as high.
One possible reason could be that our end-to-end fully con-
volutional model captures the spatial consistency implicitly
without requiring any manually-designed postprocessing.
Following the standard practice we also evaluated our
model in terms of mAP@0.5 which results in 9.3%. The
performance is not at par with other datasets presumably
because of the inherent challenges involved in Charades
e.g., the low illumination indoor scenes or the multi-label
nature of the data. Initialization with a better C3D clas-
sification model trained on indoor videos with these chal-
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Figure 3. Qualitative visualization of the predicted activities by R-C3D (best viewed in color). Figure (a) and (b) show results for two
videos each in THUMOS’14 and ActivityNet. (c) shows the result for one video from Charades. Groundtruth activity segments are marked
in black. Predicted activity segments are marked in green for correct predictions and in red for wrong ones. Predicted activities with IoU
more than 0.5 are considered as correct. Corresponding start-end times and confidence score are shown inside brackets.
lenging conditions may further boost the performance. Fig-
ure 3(c) shows some representative qualitative results from
one video in this dataset.
One of the major challenges of this dataset is the pres-
ence of a large number of temporally overlapping activities.
The results show that our model is capable of handling such
scenarios. This is achieved by the ability of the proposal
subnet to produce possibly overlapping activity proposals
and is further facilitated by region offset regression.
Table 6. Activity detection speed at test time.
FPS
S-CNN [24] 60
DAP [4] 134.1
R-C3D (ours on Titan X Maxwell) 569
R-C3D (ours on Titan X Pascal) 1030
4.4. Activity Detection Speed
In this section, we compare our model with two others
in terms of detection speed, as shown in Table 6 results.
8
S-CNN [24] uses a time-consuming sliding window strat-
egy and predicts at 60 fps. DAP [4] incorporates a proposal
prediction step on top of LSTM and predicts at 134.1 fps.
Our R-C3D model constructs the proposal and classifica-
tion pipeline in an end-to-end fashion, which is significantly
faster at 569 fps on a Titan-X GPU Maxwell. On the up-
graded Titan-X GPU Pascal, our test speed reaches an even
higher 1030 fps. The speedup of R-C3D over DAP may
come from the fact that the LSTM recurrent architecture in
DAP takes time to unroll, while R-C3D directly accepts a
wide range of frames as input and operates on the shared
features in both the proposal and classification subnets.
5. Conclusion
We introduce R-C3D, the first end-to-end temporal
proposal classification network for activity detection in
untrimmed videos. We evaluate our approach on three
large-scale data sets with very diverse characteristics, and
demonstrate that it can detect activities faster and more ac-
curately than existing models based on 3D Convnets. Ad-
ditional features can be incorporated into our model to fur-
ther boost the activity detection result. One future direction
may be to integrate R-C3D with hand-engineered motion
features for improved activity prediction without sacrificing
the speed.
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Abstract
In this paper, we presented a brief description of the
proposed method for Activity Detection Task for Activi-
tyNet Challenge 2017. Our method introduces additional
classification signals based on the structured segment net-
works (SSN) [19] and further improved the performance. To
be specific, semantic human body segmentation and pose
landmarks localization signals are involved in detection
progress. Our work in [20] shown that shape-based su-
pervision signals substantially accelerate learning speed,
while also improving localization accuracy. We extend
dense supervision signals from [20] to apply to all frames
of videos alongside with output from SSN to further im-
prove detection accuracy, especially for pose related and
sparsely annotated videos as described in fig 4. The method
in general achieves state-of-the-art performance on test set
and witnesses remarkable improvement on pose related and
sparsely annotated categories e.g. sports.
1. Introduction
Activity Detection and temporal action localization [19,
16, 8, 10, 5, 2, 9] has drawn increasing attention to the re-
search community in past few years. Human activity un-
derstanding in untrimmed and long videos, especially, are
crucial part of real-word applications including video rec-
ommendation, video surveillance, human-machine interac-
tion and many others. It is of importance for algorithms to
determining not only actions contained in videos but also
temporal boundaries (activity starting/ending frames).
However, many methods are trained on short video clips
where actions are tightly cropped, while, in practical, videos
tend to be long and untrimmed. Driven by ActivityNet [2], a
large-scale video benchmark for human activity understand-
ing is released to the research community and consist of
200 activity categories, in which each contains 100 videos
collected “in-the-wild”. This dataset brought notable chal-
lenges to existing state-of-the-art approaches.
In this paper, we introduces additional classification sig-
nals from dense human poses [20] with spacial attentions
Figure 1. Frames in target video are extracted and applied hu-
man detector to generate human proposals before applying our
work in [20] to generate heat maps of landmarks and densely cor-
respondent features. These additional signals are combined with
the pyramid of action frame proposals from SSN to further im-
prove the performance of determine starting/ending frames. Re-
garding timelines, TOP (blue) shows grondtruth action frame;
BOT (green) shows predicted action frame. Figure best viewed
by zooming in.
alongside with the usage of structured segment networks
(SSN) [19]. Specifically, human body detection, semantic
human body segmentation and pose landmarks localization
signals are involved in activity detection progress. The work
in [20] shown that shape-based supervision signals substan-
tially accelerate learning speed, while also improving lo-
calization accuracy. We extend dense supervision signals
from our work [20] to apply to all frames of videos to gen-
erate dense human pose features and combined with results
from SSN to further improve accuracy, especially for pose
related and sparsely annotated videos as described in Fig
4. The method in general achieves state-of-the-art perfor-
mance on test set and observed remarkable improvement on
pose related and sparsely annotated categories.
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2. Structured Segment Networks (SSN)
The SSN network [19] relies on a proposal method (de-
scribed in section 4) to produce a set of temporal propos-
als of varying durations, where each proposal comes with a
starting and an ending time. Given an input video, a tem-
poral pyramid will be constructed upon each temporal pro-
posals. One proposal is divided into three stages namely
starting, course, and ending. In additional to the course
stage, another level of pyramid with two sub-parts is con-
structed. To form the global region representations, features
from CNNs are pooled within these five parts and concate-
nated together. The activity classifier and the completeness
classifier operate on the the region representations to pro-
duce activity probability and class conditional completeness
probability. The final probability of the proposal being pos-
itive instance is decided by the joint probability from these
two classifiers
3. Dense Body Pose Estimation Networks
(DenseReg Pose)
Our work in dense body pose estimation networks are
inspired by learning with ‘Privileged Information’ [14, 1,
3, 20], where it is argued that one can simplify training
through the use of an ‘Intelligent Teacher’ that in a way ex-
plains the supervision signal, rather than simply penalizing
misclassifications. This technique was recently used in deep
learning for the task of image classification [3]; DenseReg
Pose shown that shape-based representations provide an ex-
cellent source of privileged information for human pose es-
timation. This additional information is only available dur-
ing training, only serves as a means of simplifying the train-
ing problem, and only requires landmark-level annotations,
as all current methods do. Another way of stating this is
that we use shape-based representations to construct a set
of auxiliary tasks that accelerate and improve the training
of pose estimation networks.
Two additional dense supervision signals used in Action
Detection task are Support Vector Shape (SVS) [13] and
IUV representations [4].
3.1. Support Vector Shape (SVS)
A Support Vector Shape (SVS) is a decision function
trained on binary shapes using Support Vector Machines
(SVMs) with Radial Basis Function (RBF) kernels [7] - a
shape is represented in terms of the classifier’s response on
the plane. This representation can be applied to both sparse
landmark points and curves, fuses inconsistent landmarks
into consistent and directly comparable decision functions,
and is robust against noise, missing data, self-occlusions
and outliers.
Figure 2. Multichannel Support Vector Shape representations us-
ing different granularities. From left to right we show the SVS
for C = [3, 6, 12, 24] respectively, where C is the scaling of the
underlying SVM data term.
Figure 3. Top: Index, U and V fields displayed on the SMPL
model. Bottom: Dense correspondence results presented as input
image fused with estimated UV coordinates, estimated UV coordi-
nates and ground-truth UV coordinates respectively. A customized
colour-coding is used for a clear demonstration of correspondence.
3.2. I − U − V representation
We follow [4], who demonstrate that template-to-
pixel correspondences can be regressed using a quantized
scheme, where each pixel - vertex pair is labelled with an
index, I , that indicates membership of a specific patch and
a U − V representation as coordinates in a normalized 2D
coordinate system. With such a representation, regressing
the index I becomes a pixel-wise classification problem
and estimating the U − V coordinates becomes an easier
pixel-wise continuous regression problem. The challenge in
obtaining such a representation on the human shape is the
charting: tessellating the shape into patches that are easy to
unwrap. To allow an easy unwrapping, we have manually
partitioned the surface into 25 patches each of which is iso-
morphic to the plane. The unwrapping is done using mul-
tidimensional scaling (MDS) for each patch, and followed
by a normalization to obtain fields U, V ∈ [0, 1]. The I ,U
and V fields on the SMPL model [6] is presented in Fig. 3
2
along with CNN-estimated and ground-truth fields for two
images that contain frontal and side poses.
4. Activity Detection
(a) Zumba
(b) Long Jump
Figure 4. Action annotations of two particular classes on the val-
idation set. Each segment indicates the action duration, which
is normalized by the whole video. Detection of the first action
(Zumba) is much easier than the second action (Long Jump).
The task for activity detection is to localize the temporal
boundary of an activity. There are two types of action an-
notations as shown in Fig 4, a) action duration is long and
almost one action per video in the category e.g. Zumba; b)
action duration is short and one video contains multiple ac-
tions e.g. Long Jump. Most algorithms tackles the former
situation well as these actions are covering majority part of
the videos and their activity boundaries are very close to
the starting/ending of videos. However, it is challenging to
get sufficient accuracy for the second situation where most
modern methods failed to provide accurate proposal.
Our methods are focused on determine accurate short ac-
tivity boundary by incorporating attentions from human de-
tector, poses landmark localization and pose segmentation
with activity and completeness classifiers from SSN.
4.1. Temporal Region Proposal
An input video is divided to 20 snippets and temporal re-
gion are generated based on sliding windows [9, 17]. A
sliding window of size 3 are selected so 18 region pro-
posals are generated. As we incorporated human detector
[18], pose estimation and semantic segmentation [20] as
additional feature, existing proposed regions will be dupli-
cated if the human pose detector returns multiple entries.
For each proposed region, K-level temporal pyramid where
each level dividing the region into smaller parts.
4.2. Temporal Region Classifiers
Structured temporal pyramid pooling [19] is performed
to extract global features in which our detection, pose es-
timation and segmentation are involved. The training and
testing of the classifiers are following the SSN network in
similar manner.
Two types of linear classifiers (activity classifier and
completeness classifier) are implemented on top of high-
level features. Given a proposal, the activity classifier will
produce a vector of normalized responses via a softmax
layer which represents conditional distribution P (ci|pi)
where ci is class label and pi represents given proposal.
The completeness classifierCk are trained for every activity
class k. It can be expressed as P (bi|ci, pi) where bi is bi-
nary indicator of the completeness of given region pi. Out-
puts of both formed a joint distribution so the loss function
is defined as:
Loss = −logP (ci|pi)− 1(ci>1)P (bi|ci, pi)
where completeness term is active only when class label is
not background.
5. Experiments
The results of our methods on ActivityNet 2017 (test set)
are shown in Table 1. Highest ranked results submitted to
previous ActivityNet 2016 Challenge and current Activi-
tyNet 2017 Challenge are involved in the table.
ActivityNet 2017 (Test Set)
Method Avg. mAP
Wang, R. and Tao, D. [15] 14.62
Singh, B. and Marks, T. et. al. [11] 16.68
Singh, G. and Cuzzolin, F. [12] 17.83
Zhao, Y. and Xiong, Y. et. al. [19] 28.28
Xiong, Y. et. al. [ActivityNet 2017] 31.863
Lin, T. et. al. [ActivityNet 2017] 33.406
Our Method 31.826
Table 1. Action detection results on ActivityNet 2017. Evaluated
by mean average precision (mAP).
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1. Introduction
In this paper, we present our approaches in the Activi-
tyNet Dense Video Captioning Task. We explore different
caption models including the mean pooling model, tempo-
ral attention model and incorporate contexts into the cap-
tion models. Both the temporal attention mechanism and
contexts have improved the caption performance on the val-
idation set, and our temporal attention model with contexts
achieves 9.62 METEOR score in the challenge testing set.
2. Approaches
2.1. Features
Besides the motion features C3D provided by the chal-
lenge organizers, we extract static image features from
the last pooling layer of the resnet200 pretrained on ima-
genet11k dataset [1] every 8 frames.
2.2. Caption Models
Mean Pooling Caption Model (MP) [3] is the baseline
model for video captioning task, which consists of a multi-
modal fusion encoder and vanilla LSTM decoder. The mul-
timodal encoder applies mean pooling over the sequential
image and motion features, and then uses a neural network
to map the feature concatenations into a dense video repre-
sentation x. We set x as the initial state h0 of the LSTM
decoder and then generate word sequences as follows:
ht = f(ht−1, wt−1) for t = 1, . . . , Nw (1)
where f is the LSTM update function [2], ht is the state
of LSTM and w0 is the start symbol. Then the probability
of the correct word conditioned on the video content and
previous words can be expressed as:
Pr(wt|x, w0, . . . , wt−1) = Softmax(Wdht + bd) (2)
where Wd, bd are parameters to be learned.
Temporal Attention Caption Model (TA) [4] can pay
attention to relevant temporal information when generating
different words. Assume {v1, ..., vn} is the set of visual
features in different timesteps, where n is the total visual
timesteps. When predicting the t-th word, the set of visual
features are weighted by different attention scores α(t)i to
obtain the relevant visual context feature φt(v) as follows:
e
(t)
i = w
Ttanh(Waht−1 + Uavi + ba) (3)
α
(t)
i = exp{e(t)i }/
n∑
j=1
exp{e(t)j } (4)
φt(v) =
N∑
i=1
α
(t)
i vi (5)
where w,Wa, Ua and ba are the parameters to be learned.
φt(v) is then concatenated with the previous word embed-
ding as the input of the LSTM decoder:
ht = f(ht−1, [wt−1;φt(v)]; θd) for t = 1, . . . , Nw (6)
where [; ] denotes the concatenation operation and the h0
and wo are set in the same way as the MP model.
Temporal Attention Caption Model with Contexts
(TAC): Since the description for the current event is relat-
ed to its neighboring events, we adopt a simple strategy to
incorporate the neighboring event contexts into the caption
model. We apply mean pooling over the features that are
extracted from frames before and after the reference event
respectively as the context features. Then we concatenate
the context features together with features within the cur-
rent event to initialize the hidden state of LSTM language
decoder. The temporal features to be attended on are still
the features within the current event. In this way, the cap-
tion model can be aware of the event context but still focus
on the current event when generating the event descriptions.
We compare the different models using the groundtruth
proposal in the validation set. As shown in the Table 1, the
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Table 1. Caption performance using different caption models.
BLEU@4 METEOR ROUGHL CIDEr
MP 2.24 10.50 20.55 28.41
TA 2.38 10.79 21.13 28.93
TAC 2.53 10.67 21.74 31.39
Table 2. Performance of the even temporal proposals on the vali-
dation set.
tIoU 0.3 0.5 0.7 Average
Recall 97.71 94.02 77.91 89.88
Precision 91.42 52.41 24.19 56.01
Table 3. Caption performance comparison of the TAC model using
groundtruth and even temporal proposals.
BLEU@4 METEOR ROUGHL CIDEr
groundtruth 2.53 10.67 21.74 31.39
even 2.70 10.62 20.60 27.70
TA model outperforms the MP model on all four metrics,
and the context features are beneficial which improve the
caption performance of the TA model on all the metrics ex-
cept slight decrease on the METEOR score.
2.3. Temporal Proposals
As a simple baseline, we divide the video into even seg-
ments as the temporal proposals. To generate proposals
in different temporal scales, we utilize five different level-
s for segmentation which results in 15 temporal proposals
for each video. Table 2 presents the performance of the
our temporal proposals on the validation set. We can see
that temporal proposals generated from the simple division
method can achieve high coverage of the groundtruth pro-
posals with average 89.88% recall. We also explore some
off-the-shelf video segmentation toolkits, but all of them are
inferior to the even temporal proposals. This might because
the off-the-shelf toolkits segment the videos according to
scene changes but not the semantic event changes.
We also compare the caption performance using the
groundtruth proposals and the even temporal proposals in
Table 3, which also suggests the even segmentation is a
strong baseline for the task.
2.4. Submission Results
We submit the captions predicted by our TAC model with
even temporal proposals. The METEOR score on the test-
ing set of the challenge is 9.62.
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