ABSTRACT This paper proposes a high-performance and robust linear quadratic regulator-proportional integral derivative (LQR-PID) controller for frequency regulation in a two-area interconnected smart grid with a population of plug-in hybrid electric vehicles. Controller robustness is achieved using a linear matrix inequality approach. The proposed control framework is tested in a simulated two-area interconnected smart grid integrated with plug-in hybrid electric vehicles under load disturbances and wind power fluctuations. The performance of the proposed controller is simulated using Matlab and compared with that of a conventional linear quadratic regulator controller. Simulation results show that the proposed controller provides reliable smart grid frequency control.
I. INTRODUCTION
Electricity is essential to modern society. Accordingly, overreliance on electrical energy generated from fossil fuels is a potential threat to energy security [1] . In addition, the consumption of fossil fuels produces greenhouse gas emissions that contribute to global warming. These problems can be mitigated if renewable energy sources (RESs) such as wind energy, hydro-power, and photovoltaic generation are used instead of fossil fuels. Compared to fossil fuel generation, RESs are clean, abundant, inexpensive and ecofriendly [2] . Of course, integration of RESs into traditional electricity grids is challenging, as traditional grid systems are weak, unreliable, inefficient, and transmit low-quality power. In addition, traditional grid systems use one-way links for the transmission, distribution, and control of electric power. Smart grids (SGs), on the other hand, are a viable way to cope with the challenges faced by traditional grids [3] . systems that can be adjusted automatically according to the requirements of the grid [4] . Such arrangements aim to reduce failure rates and improve reliability. A two-way interactive process is used in SGs for the transmission of power and information. To deal with uncertainty, SGs use self-adapting systems [5] . They aim to reduce reliance on fossil fuels and to improve the quality of power. Other advantages are that greenhouse gas emissions can be minimized and electricity consumers are given greater control over their consumption [6] .
There are several challenges and constraints in the implementation of SGs, such as nonlinearity and stochasticity of practical systems [7] , installing high-technology infrastructure, minimizing distribution losses, providing security, using renewable energy sources, and increasing customer awareness of SGs [8] . Renewable energy generation can require larger land areas than fossil fuel generation. Additionally, frequency fluctuations are more common, since the output power is not always as expected. Hence, uncertainty needs to be considered and compensated [9] . Changes in uncertainties can be caused by various circumstances, such as changes in available wind and sunlight, and other operational changes. These uncertainties bring about unexpected occurrences such as voltage variations and harmonic distortions which require the synchronization of generation sources with the grid [10] .
Hybrid electric vehicles (HEVs) are a less-polluting alternative to present-day transportation systems [11] . These HEVs operate with little greenhouse gas emissions and noise pollution. An HEV consisting of an electric motor and a battery pack is clearly less polluting than a traditional vehicle [12] . However, the HEV concept is not completely flawless as it can involve battery degradation and high initial investment. An improved version of the HEV is the plugin hybrid electric vehicle (PHEV), which can be charged at any available outlet, travel greater distances, and even reduce frequency fluctuations in SGs [13] . A PHEV can act as an energy storage device for which charging and discharging can be bidirectional or unidirectional. The bidirectional mode has some advantages: it can aid active power, control reactive power, and assist the integration of RESs [14] . While the output obtained from RESs is sporadic and dependent on meteorological conditions, PHEVs can store energy to mitigate this problem. At the same time, PHEVs can attenuate power fluctuations in SGs as they have a user-controlled frequency regulation option [15] .
These PHEVs can be regarded as distributed energy storage systems. They can provide faster supplementary service to a grid. The storage capacity of PHEVs has been used in electric grids for many years [16] . The vehicle-togrid (V2G) concept has become popular in recent years. It enables energy to be stored and supplied to the grid. A V2G system can respond more rapidly to grid fluctuations than generators and turbines, thereby improving grid efficiency, reliability, and performance. A V2G system can also help consumers [17] , who can earn revenue by storing electricity. The most important task of PHEVs is frequency regulation.
When there is a mismatch between generation and demand, the grid frequency deviates from its nominal value. Hence, a control framework is required to maintain the frequency deviation within a nominal range. However, the time constant of PHEVs hampers the frequency deviation correction. The battery pack of PHEVs can be considered as a distributed energy storage system. Moreover, the transient response of a PHEV is way faster than that of a generator, which makes it more compatible with the grid. However, there are some drawbacks to PHEVs such as battery degradation and the cost of new infrastructure [18] .
A number of decentralized load frequency controllers have been proposed in the literature, which have several functions: 1) ensuring zero steady-state errors for frequency fluctuations, 2) controlling unscheduled tie-line power deviation, 3) providing robust performance against sudden load changes, 4) compensating for transient variations in tie-line power, and 5) maintaining a prescribed overshoot and settling time. The classical control technique includes several classical controllers. A control framework is used in a governor to regulate frequency deviations. In [19] , Nyquist and Bode plot have been proposed for frequency regulation of power system. Their analysis is based on gain and phase margins. A dual-mode proportional integral (PI) controller for frequency regulation was proposed in [20] . The decentralized PI control technique has been described in [21] . In [22] , a predictive controller was modeled for SG frequency regulation. The controller has a unique feature that predicts future output and it demonstrated robust performance against load perturbations. It is also suitable for nonlinear systems. Integral derivative (ID) controllers were used for load frequency control problems in [23] . The chaotic optimization technique was used for tuning the PID parameter in [24] . Study [25] compared the use of a PI plus a double derivative controller with an integral plus double derivative approach to frequency stabilization. There are several disadvantages to these classical control methods. These controllers show poor parameter tuning performance and do not perform well in mitigating system parameter variations and uncertainty. Cyber-attack is another risk to classical controllers.
The optimal control framework has been proposed for frequency regulation in power systems. This method provides solutions for multivariate systems for designing the control signal and is applicable when the state variables are observable. It is a good tracking control technique. This type of controller is optimal when the system model is based on a set of differential equations. The control framework design process is very easy. The cost of the controller is a quadratic function. The design of the controller is based on minimization of the cost function. The linear quadratic regulator (LQR) has been proposed for frequency control in interconnected power systems [26] and is a linear-quadratic regulator associated with a Kalman filter. This filter is used to estimate the incomplete state information with added a Gaussian white noise. It has the ability to reduce the estimated error when Gaussian random noise is considered. This controller is able to predict the future steps of the system to be controlled [27] . There are several disadvantages to the optimal control method. For example, it requires the determination of the dynamic state of the system. Cyber-attack should also be considered when designing the controller. Parameter uncertainty is another requirement of the design, while a limitation of this control method is that it requires the design of a dynamic observer.
Adaptive control schemes have also been proposed for frequency stabilization [28] . This control technique is effective if the operating point varies with time. Hence, it requires updating of the parameters. Adaptive control can be divided into self-tuning control (STC) and model reference control. In [29] , STC was designed for frequency stabilization power system. This control method was also used for the Hungarian power system. In [30] , the combination of a PID controller and an adaptive controller was reported for frequency regulation. An adaptive neuro-fuzzy model was used for frequency stabilization in [31] . Adaptive fuzzy gain scheduling was used for load frequency control in [32] . The adaptive control technique has several disadvantages. The control method is complex and requires a standard model, making it difficult to implement in real time.
Riccati equation-based robust controllers were designed for frequency stabilization in [33] and [34] . These controllers have robust performance in uncertain scenarios. A combination of robust and adaptive control schemes was modeled in [35] . In this method, the robust controller deals with small uncertainties and the adaptive controller takes care of large uncertainties. A linear matrix inequality (LMI) based control technique was designed in [36] . This method ensures robust performance in uncertain scenarios and parameter variations. A combination of the Riccati equation and Lyapunov stability theory was proposed for frequency stabilization of power system in [33] and have several benefits. It can handle parameter variations and has disturbance rejection capability. However, its drawbacks are that it requires proper knowledge of the system and it performs poorly against cyber-attack and unknown variable input.
Intelligent control approaches have been proposed for SG frequency regulation, artificial neural networks (ANNs), genetic algorithms (GAs) and fuzzy logic. These methods are low cost than traditional control schemes and can be implemented easily in real time. The control techniques show robust performance against uncertainties, non-linearities, and disturbances. An ANN was proposed for load frequency control in [37] . The main drawback of this control technique is its high training time. The performance of ANNs can also deviate due to poor selection of weighting matrices. Fuzzy logic has been used to compensate for SG frequency fluctuations [38] . The controller can be designed based on human concepts and opinions about a system. The limitation of the controller is the tuning of the membership functions. A fuzzy PI control scheme was reported in [39] . The disadvantage of this controller is its poor transient response. A GA-based control framework for a multi-area interconnected SG was modeled in [40] . The technique can be applied to improve the dynamic performance of the system; however, the controller requires good heuristic knowledge. A particle swarm optimization (PSO) algorithm was developed for frequency regulation of a multi-area tie-in power system in [41] . The limitation of the algorithm is its relatively slow convergence.
In this paper, we propose a novel, robust, LQR-PID framework for frequency stabilization of interconnected SGs. Though conventional controllers provide good performance, they cannot ensure robust stability against system uncertainties. The contribution of this paper is the design of a novel control approach to frequency stabilization in an interconnected power system. This control approach is based on a convex optimization technique involving LMI, which can be solved in polynomial time. The goal of designing the proposed controller is to achieve robust performance against various system uncertainties such as variations in system parameters, wind power generation, and load. This proposed control technique ensures robust stability within an uncertain polytypic set. Moreover, it can be implemented online and has a large bandwidth, large gain, and phase margin. Although the proposed controller was designed for frequency stabilization of a two-area interconnected SG, it can also be implemented in a number of applications such as nanopositioning control [42] , robotics control [43] , navigation control [44] , smart actuator control [45] , hard disk drive control [46] , and others where robust tracking of a reference is important. The performance of the controller was simulated using a Matlab environment. The simulation results were analyzed for a two-area interconnected SG populated with PHEVs. The simulation results show that the proposed controller provides robust performance against various uncertainties. It also provides a superior frequency control effect in comparison with LQR controllers.
The remainder of this paper is organized as follows. Section II represents the modeling of the SG. The control framework is described in Section III. Section IV provides a performance evaluation, while Section V concludes the paper.
II. SYSTEM MODELLING
A linearized model of a two-area tie-in SG system [49] , [50] , [47] is shown in Fig. 2 , which was used for the analysis of the SG. Each area has a wind farm (WF), governor-turbine, controller, PHEVs, and load. The local control center can send control signals to the PHEVs via smart meters. A tieline is used to exchange power between two adjacent areas. Frequency deviation occurs due to generation-load imbalances and tie line power flow. The governor can sense frequency deviations and adjusts the valve position to keep them within a nominal value. The governor and turbine comprise the primary frequency control of the generating unit. This primary control is unable to restore frequency deviations and a secondary control system, like load frequency controller and PHEVs, is necessary to adjust the generation-load imbalance or tie line power flow. In Fig. 2 , the load is modeled by a 1 st -order transfer function with inertia constant D and damping coefficient M. The PHEVs, wind power and load are modeled by α PHEV ,i , P wind,i and L i , where i=1,2,..,N, respectively. The system parameters and data for the two-area power system are given in Table 1 . The turbine dynamics can be expressed as:
where P mk,i , P Gk,i and T Tk,i are the generator mechanical power deviation, change in output power, and turbine time constant in area i, respectively. The governor dynamics are expressed as:
Here, f i , P L,i , T Gk,i , and R ki are the frequency deviation, load disturbance, governor time constant, and speed droop coefficient in area i, respectively. The droop characteristic is the ratio of frequency change to change in output-generated power. The droop characteristic can be expressed as:
Here, P gki and R ki are the change in output power and droop characteristic of k th generating unit in area i, respectively. The governor and turbine model of the k th generating unit in area i can be expressed in terms of M ki (s) as:
In a multi-area power system, the generation-load relationship can be modeled as follows: Here, P Net,i = P mk,i − P L,i is responsible for the frequency deviation f i in area i.
The tie-line power P tie,i is the summation of the real power that comes from a control area i. The power equals the sum of all out-flowing line power, P tie,ij in the lines connecting area i with neighbouring area j, i.e.
The simulations can be applied to all lines j that terminate in area i. By letting the line loss equal zero, the tie-line power can be written as follows:
where X ij is the reactance of the tie-line connecting areas i and j. The parameters V i and V j are the bus voltages of the line. When the phase angles deviate from their nominal values δ 0 i and δ 0 j by the amounts of δ i and δ j , respectively, the incremental power P tie,ij over the line can be defined 116914 VOLUME 7, 2019 as follows:
Also:
The phase angles are related to the frequency deviation as follows:
From the above equations, we get:
Here, T ij = 2
where P tie,i is the change in tie line power in area i. The parameter T ij is the synchronizing torque coefficient between areas i and j. f i and f j are the frequency deviations between the areas i and j, respectively.
The total power flow in each area can be represented as:
Here, P Net,i , P L,i , and P PHEVs,i are the total generationload imbalance, load disturbance, and total output power from all PHEVs in area i. By combining (1), (2) and (5), the frequency deviation in each area can be represented as follows:
From equation (6), we can see that the power from all PHEVs in each area can compensate for the load disturbance in the grid and reduce frequency fluctuations. The PHEVs participating for frequency regulation in SG. Assuming the state of charge (SoC) of each PHEVs has been considered to 0.90. Fig. 3 shows the relationship between PHEV power and frequency fluctuation. Abbreviation V1G denotes the oneway charging of vehicles from the grid, while V2G denotes two-way charging/discharging (from vehicle to grid or grid to vehicle). The power of each PHEV is regulated by the droop characteristic. The power of PHEVs can be added to the grid with consideration of frequency fluctuations as follows:
Here, P max represents the maximum power of V2G, while K V 2G is the vehicle to grid gain. The gain can be achieved from the maximum gain of PHEVs: K max . The SoC can be managed in a specific range. The SoC and K V 2G are defined as:
Here, SoC low and SoC high represent the low and high state of charge, respectively. The parameter n is the specification of the battery SoC. Parameter K max can be adjusted by taking account of PHEVs and the deviation in SoC. The impacts of SoC and PHEVs are described in [51] and [52] . Fig. 4 shows the relationship between battery gain and SoC, showing that SoC min = 0.1, SoC low = 0.2, SoC high = 0.8, SoC max = 0.9, and n=2. The SoC is maintained in a range of 0.5. Similarly, the SoC is kept balance at 0.7 by setting SoC min = 0.5, SoC low = 0.5, SoC high = 0.9, and SoC max = 0.9. Hence, the various SoC terms make various SoC balances. The parameter K V 2G is calculated from (16) and can be used in (15) . The positive and negative frequencies are used to calculate the PHEV charging and discharging rates. When the frequency becomes negative, the discharging power can be calculated from (15) . The positive frequency is used to determine the charging power with a gain of K V 2G . The relationship between charging-discharging and SoC can be modeled by a quadratic equation. The total power and frequency deviation follow a non-linear equation. The frequency deviation can be calculated according to Equation (16) . When VOLUME 7, 2019 the SoC is approximately full, charging cannot be recommended, so that overcharging is avoided. The PHEVs are used to stabilize the frequency by considering discharge power in relation to the SoC limitation. The parameter K V 2G will increase with increase in SoC. When the PHEVs are engaged for frequency regulation by charging power, then K V 2G will decline with the addition of SoC. If the SoC is not within an acceptable range, then K V 2G = 0 and the PHEVs are not engaged in frequency regulation. Balance control is also used to compensate the frequency fluctuation. Each PHEV has an initial SoC which is used to add the level of SoC for timedriven system. Hence, frequency fluctuation can be improved by using PHEVs. The gain parameter K V 2G may be used to enhance the frequency deviation, as introduced in [53] . A closed-loop control framework for PHEVs is shown in Fig. 2 . A state space model of the PHEV control framework is defined as follows:
Here, T PHEV , D, and M are the PHEV time constant and the damping and inertia coefficients, respectively.
III. CONTROLLER DESIGN A. LQR CONTROLLER
From the LTI system in (17), the objective function of the system is to find the control input vector u [.] that minimizes the cost function:
for any elementary state vector x(0) in which Q is defined as a weighted matrix of the state and R is defined as a control input weighted matrix, such that Q = Q T ≥ 0 and R = R T > 0, respectively. Assuming (A, B) and (Q) 1 2 are controllable and observable, then the control input u[.] minimizing J lqr is defined as a state feedback gain:
where K = −R −1 B T P and P = P T > 0 is the solution of the algebraic Riccati equation (ARE)
and the minimum cost function is defined as:
The aforementioned approach concludes that the LQR solution depends on the solution of P in (21) . Now, consider an uncertain second order system: where the parameters vary in the intervals:
From the closed-loop system in Fig. 5 , the states are:
E(s)(s
Solving the equations in (25) and (27), the state-space model is given as follows:
From Equation (28), the closed-loop system matrices are
Hence, the state feedback gain of the above system can be determined as follows:
Prior to the design of the robust PID controller, the following section is needed to understand how the LQR problem is converted into LMIs which provides the basic lyapunov function. The quadratic lyapunov function is the solution of the linear system which ensures the internal stability and provides the desired performance [54] .
B. STABILITY OF AN LTI SYSTEM
In both practical and simulation analyses of a dynamical system, stability checking is very important. This system stability analysis role is carried out according to the fields of systems theory and engineering. A stability checking method for a linear system was proposed in [55] . Additionally, the stability of a non-linear system can be investigated using linear methods such as binary distillation and pH neutralization. The necessary stability condition of the closed-loop system in (28) is carried out according to the Lyapunov stability theorem. [55] : The Lyapunov technique is a well-known method of stability analysis. The main concept behind the Lyapunov technique is to determine the positive definite function. The time derivative of the function is a negative definite function. Consider a transfer function matrix R(s) that has a minimal state-space realization (A, B, C, D) , such that:
Lyapunov Stability Criterion
Here, x[.] and u [.] are the state vector and input vector of the system, respectfully. The system in (31) is asymptotically stable if it satisfies the following Lyapunov function:
such that P > 0. where, P a symmetric positive definite matrix. Lemma 1 [54] : The schur compliments of the following inequality:
is equivalent to
where V (x) = V T (x), P(x) = P T (x), and S(x) affinely depend on x.
Lemma 2 [56] : Assuming matrices A, W = W T > 0, and Q = Q T are defined. If the ARE PWP = PA + A T P + Q has a real positive symmetric matrix P, then for any 0 < W 1 ≤ W and Q 1 ≥ Q, the equation
has a real positive symmetric matrix P 1 ≥ P.
C. LMI LQR-PID CONTROLLER DESIGN
The state feedback gain in (30) can be designed according to a linear matrix inequality (LMI) approach [57] . In this section, the gain of the PID controller is designed based on the LMI-LQR framework. For any LTI system according to (28) , the LQR optimization problem can be expressed as:
subject to
where Y = KP andP = P −1 .
Proof: Consider a transfer function matrix with a minimal state space representation T(A, B, C, D) where (A, B) and (A, C) are controllable and observable, respectively. Now, the minimum cost function J min , where Q and R are symmetric positive definite matrices, of T(s) is defined as
Then the following inequalities are analogous:
The feasibility function of the inequality is
where, P and K are variable. (iii) The feasibility of the LMI is
Hardly speaking, there is no need to prove that (i) and (iv) are equivalent (from linear regulator theory). However, for (ii) and (iii), assume thatP = P −1 and Y = KP. Multiplying both sides of (37) byP, we get
Now, applying schur complement (lemma 1), it is found that (ii) and (iii) are equivalent. However, from lemma 2, there exists a symmetric matrix P 1 = P T 1 > 0 such that the following LMI
is feasible. By choosing K = −R −1 B T P 1 , we get
which implies (ii). This concludes the proof. However, (34) can also be rewritten as:
where γ defines the upper bounded value. Using the lemma 1, Equation (40) can be expressed as:
So, the state feedback gain in (30) can be obtained from the LMIs in (34) and (35), and is defined as:
For any practical system, the system matrices [A, B] are uncertain. Let, [A, B] , where is a polytopic set with: (43) if, and only if
where N m represents multiple model numbers and w i [0 1] refers to the weighting function satisfying:
In (29) and (42), there are three uncertain parameters and, in (43) , is reduced to:
Here, the PID controller gain K holds all the uncertain parameters defined in (42) . The vertex matrices [A i , B i ] are the permutation of the maxima and minima of the system matrices in (24).
D. PARAMETER ESTIMATION AND STABILITY TEST
The formulation of the closed-loop system is presented in this section and its robustness is evaluated. From the state-space representation in (17) and (17), the controlled system G(s) is a second-order system, as follows:
By comparing the above system with the uncertain secondorder system in (23), we can depict the state-space model of the closed-loop system as:
Now, to formulate the state-feedback gain K for the proposed PID controller from (34) and (35) 
Therefore, the PID gain in the vector form is calculated as:
= 9.0132 10.8826 4.625 (50) which ensures the robust stability of the closed-loop system within the polytopic set.
However, the closed-loop system stability is checked using the Lyapunov criterion. From the LMI in (33), P is established as: where all the eigenvalues are positive. Therefore, according to the Lyapunov criterion, the closed-loop system in (47) is asymptotically stable.
IV. PERFORMANCE EVALUATION
This section evaluates the performance of the proposed controller and compares it with that of a conventional LQR controller. An optimal controller, namely, a linear quadratic regulator (LQR) and state feedback controller (such as an LMI LQR-PID controller) is designed in this paper. The optimal controller minimizes the cost function while the state feedback controller minimizes the state feedback gain. The SG system was simulated using the Matlab environment. The grid used in this evaluation is considered to be small. The power rating of each generator is 1 MW. The parameter values of the system will be fixed and disturbance will not be considered. A load disturbance of 0.05 pu in 0.1 seconds will be considered for both areas. A Matlab function is used to create the basic SoC of each vehicle. The initial SoC values range from 0.1 to 1. By neglecting losses, the efficiency is considered to be 100%. The robust performance of the controller is verified against several conditions, such as load changes, variable wind power and a large population of PHEVs. The parameter values shown in Table 1 harmonic oscillation and cannot eliminate steady-state errors. It also requires a large settling time. The LMI LQR-PID eliminates steady-state errors and requires less settling time. The results show that the proposed controller can eliminate a large amount of frequency deviation in the SG.
B. PERFORMANCE ANALYSIS WITH A LARGE POPULATION OF PHEVS
This section evaluates the effectiveness of the proposed controller with a large number of PHEVs connected to the SG. Fig. 8(a) and (b) show the resulting frequency deviations. For Area 1, the number of PHEVs has increased from 500 to 800, which increases the overshoot from 0.039 Hz to 0.15 Hz. Similarly, the PHEVs in Area 2 increased from 100 to 300, which is responsible for introducing excess overshoot from 0.062 Hz to 0.207 Hz. The proposed control strategy reduces the overshoot to 0.003 Hz and 0.005 Hz for Areas 1 and 2, respectively. Fig. 9(a) and (b) show the frequency deviations of Areas 1 and 2 of the interconnected SG. These results indicate that the conventional model has the largest frequency deviation. The closed-loop response with the LQR controller reduces the frequency deviation, although it contains harmonic oscillation, cannot eliminate steady-state errors and requires a large settling time. The LMI LQR-PID eliminates steady-errors and requires less settling time. Hence, the proposed controller can eliminate a large amount of frequency deviation in the SG. 
C. PERFORMANCE ANALYSIS WITH LARGE LOAD CHANGE

D. PERFORMANCE ANALYSIS OF WIND POWER FLUCTUATION
The robustness of the proposed controller is now investigated with the presence of a renewable energy source (wind energy) in the SG. Fig. 10(a) and (b) show the frequency variations in Areas 1 and 2 in the presence of wind energy. Fig. 11 shows the wind power output. The open loop system model without any control technique provides undesirable frequency deviation. The adjusted model with the LQR controller improves the problem, although it is not in a nominal range. The proposed controller performs successful frequency compensation in the presence of wind energy. 
E. PERFORMANCE ANALYSIS WITH TIE-LINE POWER DEVIATION
F. COMPARATIVE STUDY OF THE PERFORMANCE OF THE CONTROLLERS
A comparison of the performance using the proposed controller and the standard linear quadratic regulator in terms of rise time, settling time, and percentage overshoot is presented in Table 2 . The comparison shows that the proposed controller requires less settling and rising time as compared to the LQR controller. Although the LQR controller shows smaller overshoot as compared to the proposed controller but the LQR controller is unable to track the reference signal. Importantly, the LQR controller has lower bandwidth in comparison with the proposed controller as shown Fig. 6(b) . The advantages of the proposed controller as compared to the some of the existing controllers available in the literature are shown in Table 3 . The comparison shows that the proposed controller provides high performance as compared to the other controllers. 
V. CONCLUSION
An LQR-PID controller was developed in this paper for frequency stabilization of a two-area interconnected SG system. The controller was designed based on the linear matrix inequality approach. A comparative study was made to determine the optimum frequency stabilization for the system. The simulation and comparative study results demonstrate the superior robustness of the LQR-PID controller. The proposed controller provides high gain, high bandwidth, and robust performance. The results of this paper provide a method of optimal frequency stabilization for a two-area interconnected SG. The results demonstrate that the LQR-PID controller is able to achieve a fast transient response for frequency stabilization in a two-area interconnected system.
APPENDIX
The modeling of wind speed [61] is presented in Fig. 13 . The wind speed was defined by multiplying an arbitrary fluctuation derived from the noise block associated with the low pass filter in Matlab/Simulink to assess arbitrary wind speed variation. 
