We develop the theory of Abelian functions associated with algebraic curves. The growth in computer power and an advancement of efficient symbolic computation techniques has allowed for recent progress in this area. In this paper we focus on the genus three cases, comparing the two canonical classes of hyperelliptic and trigonal curves. We present new addition formulae, derive bases for the spaces of Abelian functions and discuss the differential equations such functions satisfy.
Introduction
In this paper we present addition formulae and differential equations satisfied by the Abelian functions with poles along the standard theta divisor, associated with the hyperelliptic and trigonal curves of genus three. Alongside the presentation of the new results, this paper offers a comparison of the formulae for the two canonical types of genus three curves.
The most important new results are the addition formulae presented in Theorems 5.3 and 5.4. The first of these was obtained by following the ideas in [13] while the second requires the explicit derivation of a basis for the vector space of Abelian functions having poles of order at most four along the standard theta divisor. They both follow from the recent work in [15] which introduced new addition formulae for the Weierstrass ℘ and σ-functions along with generalisations to genus two. We also present and discuss the sets of differential equations satisfied by the functions. These results can be seen as a continuation of the work started in [13] and [8] using new efficient computational techniques first introduced in [18] .
Curves of genus three can be categorised as either hyperelliptic or trigonal. We study two canonical examples, the (2, 7) and the (3, 4)-curves which are hyperelliptic and trigonal respectively. We define these terms and the curves formally in the next section. We develop the results of [13] for the (3, 4)-curve, completing the key sets of differential equations and deriving new addition formulae. We compare these results with the corresponding genus three hyperelliptic results for the (2, 7)-curve, furthering the results in [8] for this case.
Many of the results we present can be viewed as generalisations of classic results for elliptic functions. We will conclude the introduction below by reminding the reader of the relevant results from the theory of Weierstrass functions. Then in Section 2 we give the definitions of the Abelian functions, discussing the general properties they satisfy. We proceed in Section 3 to consider the problem of determining bases for the vector spaces of such functions, presenting explicit constructions of these for the genus three curves. In Section 4 we derive sets of differential equations satisfied by the functions and compare the two canonical genus three cases. Finally is Section 5 we present the new addition formulae.
The classical results for Weierstrass elliptic function form a template for our theory. Let ℘(u) be the Weierstrass ℘-function, which as an elliptic function has two complex periods ω 1 , ω 2 :
℘(u + ω 1 ) = ℘(u + ω 2 ) = ℘(u), for all u ∈ C.
The ℘-function has the simplest possible pole structure for an elliptic function and satisfies a number of interesting properties. For example, it can be used to parametrise an elliptic curve,
where g 2 and g 3 are constants. It also satisfies the following well-known differential equations,
Weierstrass introduced an auxiliary function, σ(u), in his theory which satisfies
The σ-function plays a crucial role in the generalisation and in applications of the theory. It satisfies the following two term addition formula,
In this document we present generalisations of equations (1)−(6) for higher genus functions. Elliptic functions have been the subject of much study since their discovery and have been extensively used to enumerate solutions of non-linear wave equations. Recent times have seen a revival of interest in the theory of Abelian functions, which have multiple independent periods, and so generalise the elliptic functions. The periodicity property is usually defined in association with an underlying algebraic curve. These functions have been shown to solve differential equations arising in mathematical physics and have been used in a variety of applications.
Constructing Abelian functions
In this paper we study in detail the case of functions associated with genus three curves. However, much of the theory is applicable to a wider space of curves and so we will include some general definitions.
Definition 2.1. For two coprime integers (n, s) with s > n we define an (n, s)-curve as a non-singular algebraic curve defined by f (x, y) = 0, where f (x, y) = y n + p 1 (x)y n−1 + p 2 (x)y n−2 + · · · + p n−1 (x)y − p n (x).
Here x, y are complex variables and p j (x) are polynomials in x of degree (at most) ⌊js/n⌋. We define a simple subclass of the curves by setting p j (x) = 0 for 0 ≤ j ≤ n − 1. Such curves are then defined by f (x, y) = y n − (x s + λ s−1 x s−1 + · · · + λ 1 x + λ 0 ) (8) and are called cyclic (n, s)-curves. We follow tradition and denote the curve constants by λ j for the cyclic (n, s)-curves and by µ j for the general (n, s)-curves. Note that in the literature the word "cyclic" is sometimes replaced by "strictly" or "purely (n-gonal)". Also, some authors use a different normalisation with the coefficient of x s chosen to be 4 instead of 1. It is simple to move between the different normalisations.
We denote the surface defined by such a curve as C. The genus of C is given by g = 1 2 (n − 1)(s − 1) and the associated functions to be defined shortly will be multivariate with g variables, u = (u 1 , . . . , u g ). For example, the elliptic curve in equation (2) is a (2,3)-curve and the Weierstrass σ and ℘-functions depend upon a single variable u. Given this equation for the genus we see that it can only be three when (n, s) = (2, 7) or (3, 4) . Hence the two curves we will investigate in this paper are as follows: y 2 + (µ 1 x 3 + µ 3 x 2 + µ 5 x + µ 7 )y = x 7 + µ 2 x 6 + µ 4 x 5 + µ 6 x 4 + µ 8 x 3 + µ 10 x 2 + µ 12 x + µ 14 ,
y 3 + (µ 1 x + µ 4 )y 2 + (µ 2 x 2 + µ 5 x + µ 8 )y = x 4 + µ 3 x 3 + µ 6 x 2 + µ 9 x + µ 12 .
Their cyclic restrictions are given by:
We define a weight for the theory, denoted by wt and called the Sato weight. We start with wt(x) = −n, wt(y) = −s (13) and then choose the weights of the curve parameters to be such that the curve equation is homogeneous. We see that for cyclic curves this imposes wt(λ j ) = −n(s − j) while for the non-cyclic curves (9) and (10) the constants µ j have been labeled with the absolute value of their weights. The weights of all other objects may then be derived uniquely and will be commented on throughout the paper. Note that all the objects in this paper have a definite Sato weight and all the equalities are homogeneous with respect to this weight. A more detailed discussion of the weight properties may be found for example in [18] . The (n, s)-curves with n = 2 are generally defined to be hyperelliptic curves. Klein developed an approach to generalise the Weierstrass ℘-function to Abelian functions associated with hyperelliptic curves as described in Baker's classic texts [3] and [5] . This approach has motivated the general definitions in [8] and [14] of what we now call Kleinian ℘-functions. It is the properties of these and the generalised σ-function that are our objects of study.
In the last few years a good deal of progress has been made on the theory of Abelian functions associated to those (n, s) curve with n = 3, which we label trigonal curves. In [10] , the authors of [8] furthered their methods to the trigonal cases, obtaining realisations of the Jacobian variety and some key differential equations between the functions. More recently the two canonical trigonal cases of the (3,4) and (3,5)-curves have been examined in [13] and [6] respectively. Both papers explicitly construct the differentials on the curve, solve the Jacobi inversion problem and obtain differential equations between the ℘-functions. Some of the properties of higher genus trigonal curves have been explored in [16] . The class of (n, s)-curves with n = 4 are defined as tetragonal curves and have been recently considered for the first time in [18] and [19] . The lowest genus tetragonal curve has genus six.
We now discuss how to construct these functions, starting by choosing bases for the space of differential forms of the first kind. A standard basis may be constructed from the Weierstrass gap sequence associated to the curve (see for example [7] ). For any (2, 7)-curve the basis is
while for any (3, 4)-curve it is
We choose a symplectic basis in H 1 (C, Z) of cycles (closed paths) upon the compact Riemann surface defined by C. We denote these by {α 1 , α 2 , α 3 , β 1 , β 2 , β 3 } and ensure they have intersection numbers
We introduce dr as a basis of meromorphic differentials which have their only pole at ∞. We will not explicitly use these in this paper and so for an explicit construction we refer the reader to Section 2.2.2 in [8] for the (2, 7)-case and to equation (2.22) in [13] for the (3, 4)-case. These bases are derived alongside a fundamental differential of the second kind which plays an important role in the theory of ℘-functions. Again, we will not explicitly use the differential in this paper and so refer the reader to [7] for an example of its construction and role. We can now define the standard period matrices associated to the curve as follows.
where the P i are points upon C. The period lattice Λ is a lattice in the space C 3 . Then the Jacobian variety of C is presented by C 3 /Λ, and is denoted by J. We define κ as the modulo Λ map,
For k = 1, 2, . . . define A k , the Abel map from the k-th symmetric product Sym k (C) to J.
where the P i are again points upon C. Denote the image of the k-th Abel map by W [k] and define the k-th standard theta subset (often referred to as the k-th strata) by
where [−1] means that
When k = 1 the Abel map gives an embedding of the curve C upon which we define ξ = x − 1 n as the local parameter at the origin, A 1 (∞). We can then express y and the basis of differentials using ξ and integrate to give series expansions for u. We can check the weights of u from these and see that they are prescribed by the Weierstrass gap sequence. In particular, u = (u 1 , u 2 , u 3 ) has weights (5, 3, 1) in the (2, 7)-case and weights (5, 2, 1) in the (3, 4)-case.
We now consider functions that are periodic with respect to the lattice Λ.
Definition 2.2. Let M(u) be a meromorphic function of u ∈ C g . Then M is a standard Abelian function associated with C if it has poles only along κ −1 (Θ [g−1] ), and satisfies
Note the comparison with equation (1) and that the period matrices play the role of the scalar periods in the elliptic case. We will define generalisations of the Weierstrass ℘-function which satisfy equation (19) , defined using the quasi-periodic function defined below. First, let δ = δ ′ ω ′ + δ ′′ ω ′′ be the Riemann constant with base point ∞. Then δ ′ δ ′′ is the theta characteristic presenting the Riemann constant for the curve C with respect to the base point ∞ and generators {α j , β j } of H 1 (C, Z). For any ((2, 7)-curve, we have a classical choice of {α j , β j } and (see [21] or [11] ) we have
For any (3, 4)-curve, Shiga computed in [25] that with his choice of {α j , β j } we have
Definition 2.3. The Kleinian σ-function associated to a genus three (n, s)-curve may be defined using a multivariate θ-function with characteristic δ as
The constant c is dependent upon the curve parameters and the basis of cycles and is fixed later, following Lemma 2.6.
We now summarise the key properties of the σ-function. See [8] or [22] for the construction of the σ-function to satisfy these properties.
For any point u ∈ C 3 we denote by u ′ and u ′′ the vectors in R 3 such that
Therefore a point ℓ ∈ Λ is written as
For u, v ∈ C 3 and ℓ ∈ Λ, define L(u, v) and χ(ℓ) as follows:
Lemma 2.4. The σ-function has the following properties.
• It is an entire function on C 3 .
• It has zeros of order one along the set κ −1 (Θ [2] ). Further, σ(u) = 0 outside this set.
• For all u ∈ C 3 , ℓ ∈ Λ the function σ(u) has the following quasi-periodicity property:
• It has definite parity given by σ([−1]u) = ±σ(u) in the (2, 7) and (3, 4)-cases respectively.
Proof. The function is clearly entire from the definition, while the quasi-periodicity and zeros of the function are classical results, (see [3] ), that are fundamental to the definition of the function. They both follow from the properties of the multivariate θ-function. The parity property follows from Proposition 4(iv) in [22] which states that for a general (n, s)-curve,
We next define ℘-functions using an analogy of equation (5) . Since there is more than one variable we need to be clear which we differentiate with respect to. We actually define several multivariate ℘-functions and introduce the following notation. Definition 2.5. Define m-index Kleinian ℘-functions, (where m ≥ 2) as
The m-index ℘-functions are meromorphic with poles of order m when σ(u) = 0. We can check that they satisfy equation (19) and hence they are Abelian. The m-index ℘-functions have definite parity with respect to the change of variables u → [−1]u and are odd if m is odd and even if m is even. Note that the ordering of the indices is irrelevant and so for simplicity we always order in ascending values.
When the (n, s)-curve is chosen to be the classic elliptic curve then the Kleinian σ-function coincides with the classic σ-function and the sole 2-index ℘-function coincides with the Weierstrass ℘-function. The only difference is the notation with
Clearly, as the genus of the curve increases so do the number of associated ℘-functions. For the curves we study we set g = 3 to leave six 2-index ℘-functions, ten 3-index ℘-functions etc. By considering Definition 2.5 we see that the weight of the ℘-functions is the negative of the sum of the weights of the variables indicated by the indices. So although the two curves have the same number of associated ℘-functions, they are of different weights arising from the different basis of holomorphic differentials. We will find in the following sections that this leads to variations in the theory of the two sets of functions. We now introduce a final result detailing how the functions can be expressed using series expansions.
Lemma 2.6. The Taylor series expansion of σ(u) about the origin may be written as follows : For each type of cyclic genus three curve, there are constants K 2,7 and K 3,4 depending only on the λ j and {α j , β j } such that
Here SW n,s is the Schur-Weierstrass polynomial generated by (n, s) and each C m is a polynomial composed of products of monomials in u of weight m multiplied by monomials in the curve parameters of weight (6 − m) and (5 − m) in the (2, 7) and (3, 4)-cases respectively.
A similar result may be stated for the non-cyclic curves using µ j instead of λ j , but the calculations involved in deriving such an expansion are computationally much more difficult.
Proof. We refer the reader to [22] for a proof of the relationship between the σ-function and the SchurWeierstrass polynomials and note that this was first discussed in [9] . We see that the remainder of the expansion must depend on the curve parameters and split it up into the C k using the weight properties. Each C k must be finite since the number of possible terms with the prescribed weight properties is finite.
Expansions of this type were first introduced in [7] in relation to the study of the Benney equations. Since then they have been an integral tool in the investigation of Abelian functions. Recently, computational techniques based on the weight properties have been used to derive much larger expansions and we refer the reader to [18] and [16] for details of how to construct and use these expansions.
We fix c in Definition 2.3 to be the value that makes the constant one in the above lemma. Some other authors working in this area may use a different constant and in general these choices are not equivalent. However, the constant can be seen to cancel in the definition of the ℘-functions, leaving most results independent of c. Note that this choice of c ensures that the Kleinian σ-function matches the Weierstrass σ-function when the (n, s)-curve is chosen to be the classic elliptic curve.
The connection with the Schur-Weierstrass polynomials also allows us to determine the weight of the σ-function as (1/24)(n 2 − 1)(s 2 − 1). In the (2, 7)-case this gives σ(u) weight 6 while in the (3, 4)-case it has weight 5. The respective Schur-Weierstrass polynomials are,
The σ-function expansion has been calculated up to and including the polynomial C 38 in the (2, 7)-case and C 35 in the (3, 4)-case. These expansions are available from the authors and should also be available from the journal in the Supplementary Materials to the paper.
3 Bases for the vector spaces of Abelian functions
General theory
We classify the Abelian functions according to their pole structure. We denote by Γ J, O(mΘ [k] ) the vector space of Abelian functions defined upon J which have poles of order at most m, occurring only on the kth strata, Θ [k] . The case where k = g − 1 is of interest since all the Abelian functions we deal with have poles occurring here, on the θ-divisor. A key problem in the theory of Abelian functions is the generation of bases for these vector spaces.
Note that the dimension of the space Γ J, O(mΘ [g−1] ) is m g by the Riemann-Roch theorem for Abelian varieties. (See for example [20] page 99.) Recall that the m-index ℘-functions all have poles of order m. We see that the number of m-index ℘-functions associated with a genus g curve is
which will not grow as fast as the dimension of the space. We hence need to identify a wider class of Abelian functions than the ℘-functions in order to construct such bases.
Recall that an entire Abelian function must be a constant and that there is no Abelian function with a single pole of order one. Hence those Abelian functions with poles of order two are the simplest and so are often referred to as fundamental Abelian functions. The basis problem has been solved in general for such functions, through the inclusion of the following extra class of Abelian functions. Definition 3.1. Define the operator D i as below. This is now known as Hirota's bilinear operator, although it was used much earlier by Baker in [5] .
Then an alternative, equivalent definition of the 2-index ℘-functions is given by
We extend this approach to define the m-index Q-functions, for m even, by
where
The m-index Q-functions are Abelian functions with poles of order two when σ(u) = 0. Note that if you were to apply the definition with m odd then the functions would be identically zero. A 4-index Q-function was originally used by Baker with the generic 4-index Q-functions introduced when research first started on the trigonal curves. (In the literature they are just defined as Q-functions). The definition for m-index Q-functions above was developed in [18] as increasing classes are required to deal with cases of higher genus, (see also [16] ). In this paper we only need to use 4-index Q-functions, which in [13] were shown to satisfy,
Similar expressions have been found for the higher index Q-functions, (see [18] ). When considering the vector spaces for Abelian functions with poles of higher order, a natural place to look for extra functions is in the derivatives of the functions with lower order poles. Note that while the derivatives of m-index ℘-functions are (m + 1)-index ℘-functions, the same is not true for the Q-functions. For brevity we adopt the notation
and similarly for other functions. As discussed in [23] , the derivatives of existing basis functions will not be sufficient to find successive bases in the case where the theta divisor has singular points. In [13] the authors introduced the following new class of functions to overcome this problem for the three pole basis in the (3, 4)-case.
Definition 3.2. Consider the matrix,
For example,
So each of these functions will be a sum of two pairs of products of 2-index ℘-functions. Although each product will have poles of order four, we can check by substituting with Definition 2.5 that these cancel so that the function has poles of order three. Although this class solved the three pole basis problem in the (3, 4)-case, it was not sufficient to complete the corresponding basis in the (2, 7)-case. We explicitly address this and similar problems for the four pole vector spaces below. A general method to generate new Abelian functions is currently being developed with some recent new results in [17] .
The general (2, 7)-curve
In this section we treat the most general (2, 7)-curve, namely the curve defined by equation (9) . A well known basis for Γ J, O(2Θ [2] ) in the (2, 7)-case is
The function ∆ has poles of order three in general, (we can this check using Definition 2.5). However, these cancel to order two in the (2, 7)-case only, (which we can check using the σ-expansion). The ∆-function was introduced by Baker in [4] although he did not use it explicitly to form such bases. More recently the ∆-function has been used in [1] in a covariant analogue to the theory of hyperelliptic ℘-functions. It is possible to rewrite the theory to match the general approach suggested above, by replacing ∆ with a Q-function of weight −12. However, the use of ∆ is advantageous since it allows the theory to be completely realised in terms of 2 and 3-index ℘-functions, with all higher index ℘-functions given recursively in these.
The construction of Γ J, O(3Θ [2] ) has recently been studied by Nakayashiki in [23] . The author was able to enumerate in detail all the terms with the exception of the final one, which was labeled F 3 , (see [23] page 27 onwards). It was shown that
1 + (lower degree terms) σ 3 and that it satisfies certain differential equations involving power series of the u i . In Theorem 3.3 below we give a new explicit form for this term, which we rename as T , in terms of ℘-functions.
Theorem 3.3. The basis for Γ J, O(3Θ [2] ) is given by
⊕ C℘ [13] ⊕ C℘ [23] ⊕ C℘
Proof. The dimension of the space is 3 g = 3 3 = 27 by the Riemann-Roch theorem for Abelian varieties. All the selected elements belong to the space and we can easily check their linear independence explicitly in Maple using the σ-expansion.
To actually construct the basis we started by including the 8 functions from basis (32) for the functions with poles of order at most two. We then know that the remaining entries must have poles of order three. We start by looking for entries from the set of derivatives of the basis (32). We test at decreasing weight levels and look to see whether these functions can be written as a linear combination upon substitution of the series expansions. (A more detailed discussion of the algorithm used for this is available in [18] .)
Note that while this theorem holds for the general (2, 7)-curve in equation (9), we need only use the series expansions associated to the cyclic (2, 7)-curve in equation (11) . This is because if an element cannot be expressed using the basis with the restriction on the parameters, then neither will it be expressible with the wider set of parameters. Further, we only need to use sufficient expansion to give non-zero evaluations of the functions considered in order to check whether they are linearly independent.
After examining all these functions we find that 21 basis elements have been identified. We identify a further 5 by considering the class given in Definition 3.2. Note that unlike the (3, 4)-case, here
have the same weight, (−12). Further, they are linearly dependent and so only one can be included in the basis, (either may be chosen).
To find the final function the following new class of functions is considered.
Substituting with Definition 2.5 shows these functions to have poles of order at most three. We stress that this is the case for the T -functions associated to any curve, and not just the genus three case we consider here. The functions were derived through an attempt to match in general, the poles of a quadratic term in the 3-index ℘-functions with a polynomial in 2-index ℘-functions. Although this is not possible, we can match by including Q-functions as well. A general polynomial of this type was constructed and the coefficients then determined as above to ensure the poles of order greater than three vanish. A method to generate new basis functions is currently being developed with some recent results published in [17] .
The new class of functions is examined at decreasing weight levels. We find that all can expressed as a linear combination of existing basis entries except for those at weight −18. We can choose any T -function at weight −18 to complete the basis and use the simplest of these, T 222222 = T as given in equation (35).
Theorem 3.4. The basis for Γ J, O(4Θ [2] ) is given by
⊕ C∂ 2 ℘ [11] ⊕ C∂ 3 ℘ [11] ⊕ C∂ 1 ℘ [12] ⊕ C∂ 3 ℘ [12] ⊕ C∂ 1 ℘ [13] ⊕ C∂ 2 ℘ [13] ⊕ C∂ 3 ℘
[13]
Proof. We follow the proof of Theorem 3.3. This time the dimension is 4 g = 4 3 = 64 and we find that we can identify 63 functions using the basis (34) and its derivatives.
To find the final basis function the following new class of Abelian functions was examined.
The G-functions associated with any curve have poles of order at most four (using Definition 2.5) and were derived by matching the higher order poles in an 8-index ℘-function using arbitrary sum of quadratic terms in the 4-index ℘-functions. Examining at decreasing weight levels we see that we need to include a function at weight −24 and choose G 22222222 = G as given in the theorem to complete the basis.
We note that these bases are not unique. As discussed at the start of the section, we could replace the ∆-function with a Q-function if desired. Similarly, in the theorems above we could have used any T -function at weight −18 and any G-function at weight −24 to complete the 3 and 4-pole bases respectively. However, we can conclude that the weight structure of each basis is unique. Lemma 3.5. Consider a basis for Γ J, O(kΘ [g−1] ) , associated to any (n, s)-curve. Scale the functions so that they do not depend on any curve constants. Then the set of weights of the functions is unique.
For example, the basis (32) has weights [−12, −10, −8, −6, −6, −4, −2, 0]. While the functions for this basis may be changed, this set of weights can not.
Proof. Suppose that we could replace a basis entry with another of different weight. The replacement function would have to be linearly independent of the other basis entries, and hence a constant multiple of the original function. This would lead to equations that are inhomogeneous in the Sato weights.
We can also determine a minimal bound of these weights, as detailed in the following lemma.
Lemma 3.6. The basis for the space Γ J, O(kΘ [g−1] ) associated to an (n, s)-curve will contain functions with weights no lower than −kwt(σ).
Proof. Such basis functions may be written as a rational function in σ(u) with overall denominator σ(u)
k . The simplest possible numerator is a constant, which gives a function with weight −kwt(σ). Any other numerator would depend on u and so have a higher weight. Lemma 3.6 stops us from testing those functions at a lower weight thus drastically reducing the amount of computation required to find such bases. These lower weight functions must be expressible as a linear combination of the basis functions in which every term depends on the curve parameters.
We conjecture that every such basis may be evaluated using polynomials of ℘-functions. This is known to be true for the curves considered here (see [8] and [10] ) and should follow similarly for all (n, s)-curves. All such polynomials have negative weight except the constant function which will take the maximal weight of zero. Together with Lemma 3.6 this would restrict basis entries to the weight range −kwt(σ), . . . , 0.
We note that in the (2, 7)-case the weight of σ(u) is +6 and the functions ∆, T and G have weight 12, 18 and 24 respectively. They are hence the minimal weight entries in their respective bases. By considering the rational limit of these functions, where σ(u) = SW 2,7 (u), we can check that these functions each have leading term of a constant over σ(u) k with k = 2, 3, 4 respectively. It is clear that functions of the form (const + O(u i ))/σ k play a special role in completing the construction of Γ J, O(kΘ [g−1] ) . Such functions are straightforward to construct using the rational limit and the method of undetermined coefficients. For example, the following function evaluates to a constant over σ 5 and we postulate that such a function will be essential for the 5-pole basis. 
The general (3, 4)-curve
Here we treat the most general (3, 4)-curve, namely the curve defined by equation (10) . Lemma 8.1 in [13] identified the basis for Γ J, O(2Θ [2] ) in the (3, 4)-case as
and the basis for Γ J, O(3Θ [2] ) as [11] ⊕ C℘ [12] ⊕ C℘ [13] ⊕ C℘ [22] ⊕ C℘ [23] ⊕ C℘ [33] .
Note that here the functions ℘ [13] and ℘ [22] have weight −10 and −12 respectively. They were hence independent meaning this class was sufficient to complete the basis and no T -functions were required. However, we find that upon proceeding to the four pole basis we will have to define an extra class. Theorem 3.7. The basis for Γ J, O(4Θ [2] ) is given by
Proof. We follow the proof of Theorem 3.3. This time the dimension is 4 g = 4 3 = 64 and we find that we can identify 63 functions using the basis (38) and its derivatives.
The F -functions associated with any curve can be seen to have poles of order at most four by substituting with Definition 2.5 and were derived by matching the higher order poles in an arbitrary sum of cubic terms in the 2-index ℘-functions. Examining at decreasing weight levels we see that we need to include a function at weight −16 and choose F 112233 = F as given in equation (40) to complete the basis.
This new basis allows us to derive the new addition formula in Theorem 5.3. The problem of determining such bases is of importance and is a barrier to further development of the theory. The construction of the T , F and G-functions in this section represent great progress towards a general solution of the problem. We have used these functions, along with another new class to solve the 2 and 3-pole basis problems for the (2,9)-curve (genus four) and present these in Appendix A.
Differential Equations
The ℘-functions associated to (n, s)-curves satisfy a variety of differential equations which we review in this section. Some of these differential equations can be found occurring naturally in areas of mathematical physics, so the ℘-functions can be used to give solutions to a variety of important problems. In this section we consider the three main classes of differential equations and compare the explicit equations for the two genus three cases. Note that although the functions associated to the (2, 7) and (3, 4)-curves are notationally the same, they behave differently and satisfy different equations. This is most apparent from the different weights assigned to the functions, summarised for the fundamental functions in the table below. The sets of differential equations in this paper are presented in decreasing weight order as indicated by the bold number in brackets. They have all been made available in text files in the supplementary material. Note that they refer to the functions associated with cyclic curves, but that relations for the general curves can be derived in a similar fashion at a greater computational cost.
We first consider the set of differential equations to express the 4-index ℘-functions. These 4-index relations are the generalisation of equation (4) from the elliptic case. We aim to express each 4-index ℘-function as a degree two polynomial in the 2-index ℘-functions, in comparison with equation (4) . Then, through differentiation and manipulation of this set, we could express all higher index ℘-functions as polynomials in [12] . A constructive way is to consider the basis for Γ J, O(2Θ [2] ) and the set of 4-index Q-functions. Each Q-function has poles of order at most two and so belongs to the vector space Γ J, O(2Θ [2] ) . Hence each Q-function can be expressed as a linear combination of basis entries. (The explicit linear combination can be identified using the σ-expansion as discussed in [18] ). In the (2, 7)-case we have basis (32) containing 2-index ℘-functions and ∆. Hence we can substitute for the Q-functions and ∆ using equations (31) and (33) to leave the desired set of 4-index relations.
The corresponding set of equations for the (3, 4)-case was derived in Lemma 6.1 of [13] and are also presented for comparison in Appendix B.
. . .
Note that here the function Q 1333 is used in some of the expressions. The reason for its inclusion can be explained by considering the constructive method discussed above. Since Q 1333 was used in basis (37) for Γ J, O(2Θ [2] ) it will appear in the expressions following from this basis. The ability to construct 4-index relations using only 2-index ℘-functions as in the (2, 7)-case is a feature that appears to be unique to the hyperelliptic cases. We have explicitly checked that such relations cannot be achieved at certain weights in the (3, 4)-case. A more appropriate definition for 4-index relations seems to be a set that expresses all the 4-index ℘-functions using a degree two polynomial in the fundamental basis functions. (Note that the Q-functions used will only need to appear linearly.)
It is natural to next consider a set of differential equations to generalise equation (3) . Such a set should give expressions for the product of two 3-index ℘-functions and so we refer to them as quadratic 3-index relations. The natural generalisation would express each product as a degree three polynomial in 2-index ℘-functions, but as in the previous case, this appears to only be possible for the hyperelliptic functions. We have again explicitly checked that such relations do not exist at certain weights in the (3, 4)-case and so propose the modified definition of quadratic 3-index relations to be a set of differential equations that expresses all the products of 3-index ℘-functions using a degree three polynomial in the fundamental basis functions.
The quadratic 3-index relations for the (2, 7)-case were considered in [8] , but a complete set was not presented. In [1] the corresponding relations for functions associated to covariant curves have been considered, but again a complete set is not directly obtainable from the results published there. Proof. Once again, these relations can be derived through a variety of methods as discussed in [12] . They can again be found constructively using the σ-expansion, although in this case there is no simple linear algebra result to dictate that such relations exist. Instead we may just search for them using arbitrary polynomials of 2-index ℘-functions. The computations involved can be heavy and so simplifications are made by ensuring the polynomials are homogeneous in weight. Additionally, it is often possible to allocate the cubic terms to cancel higher order poles using Definition 2.5 at a low computational cost.
Lemma 4.2. Theorem 4.1 may be written concisely as a determinantal formula,
using the matrices . One restriction on this approach is that some equations must be derived before others. For example, the equation for ℘ 2 133 must be derived before the equation for ℘ 133 ℘ 223 as the choice of vectors to give ℘ 133 ℘ 223 on the left hand side will introduce ℘ 2 133 as well. However, when this is the case it is always possible to derive one of the other quadratic term independently and then substitute for it to find the other. Hence, all the 55 individual relations may be derived from the formula. Lemma 4.2 was inspired by the results of Athorne in [1] on covariant hyperelliptic curves and the corresponding ℘-functions. These curves and functions belong to generic families permuted under an sl 2 action which can be easily mapped to the standard curves and functions considered here. Recently, the covariant result corresponding to Lemma 4.2 was developed in [2] .
The corresponding quadratic relations for the (3, 4)-case were first considered in [13] , but again a complete set has not been available until now. These relations include the basis function Q 1333 which occurs only linearly, or multiplied by a single 2-index ℘-function. A determinantal version of these equations, one similar to equation (44), has not been identified. One may follow from development of the corresponding covariant theory to trigonal curves. Proof. These relations can be derived using a variety of methods as in Theorem 4.1.
The final set of differential equations that we consider here are a set bilinear in the 2 and 3-index ℘-functions. Due to the parity properties of the ℘-functions we know that these bilinear relations cannot contain any constant terms, or terms dependent only on the 2-index ℘-functions. There is no analogue of these relations in the genus one case. Three of the (2, 7) bilinear relations displayed below were derived in [8] as part of a larger computation, but the complete set below is a new result. Proof. The simplest way to construct these relations is through cross multiplication of the 4-index relations. For example, substituting using equations (41) and (42) into
gives the first relation in the set above.
The bilinear relations in the (3, 4)-case were considered in [13] but again, a complete set was not available until now. 
Proof. Similarly to Theorem 4.4, these can be derived through cross-multiplication of the 4-index relations. However, the existence of Q 1333 in the 4-index relations means that more care has to be taken in the choice of cross products. In higher genus trigonal cases, (or in the case where n > 3) the inclusion of further Q-functions in the basis makes this method increasingly tricky. An alternative method to systematically find bilinear relations has been developed and is discussed in [17] .
Addition Formulae
Here we discuss the addition formulae satisfied by the Abelian functions and present some new formulae associated with automorphisms of the curves. We start by considering the formulae which generalise equation (6) from the elliptic case. Such a formula will exist for every (n, s)-curve as demonstrated by the following theorem.
Theorem 5.1. Given an (n, s)-curve, the associated functions satisfy a two-term two-variable addition formula of the form
where the functions A i (u), B i (v) belong to the basis for Γ J, O(2Θ [g−1] ) and the c i are constants. Further, the polynomial on the right hand side will either be symmetric or anti-symmetric with respect to the change of variables (u, v) → (v, u) when the σ-function is odd or even respectively.
Proof. Denote the left hand side of equation (45) by LHS(u, v) . Clearly this has poles of order at most two and so we just need to prove that it is Abelian. We let ℓ be a point in the lattice and use the quasi-periodicity condition (24) 
Then using the parity property (25) with k = 1/24(n 2 − 1)(s 2 − 1) we can check that
Hence the left hand side is Abelian with respect to both u and v and so the right hand side must be expressed using the basis elements for Γ J, O(2Θ [g−1] ) as described. The further symmetry property of the right hand side can be concluded by simply applying the symmetry property of σ(u) to LHS(v, u).
The coefficients in the right hand side of the formulae can be explicitly determined using the σ-expansion. (See [18] for details of such calculations). In [13] the authors showed that the functions associated with the cyclic (3, 4)-curve satisfy
Note that the (3,4) σ-function is odd and hence the addition formula here is anti-symmetric in (u, v). The corresponding formula for the functions associated to the cyclic (2, 7)-curve is
as first established in [8] . This time the σ-function is even and hence the formula is symmetric in (u, v).
In some cases there are more addition formulae associated with the functions, resulting from automorphisms of the curve equation. Such addition formulae were the topic of [15] which gave a thorough treatment of the genus one and two cases. We will present two new genus three addition formulae associated with the cyclic (3, 4)-curve. The first of these is related to the automorphism on the curve (12) given by the operator So ζ is a cube root of unity and [ζ] an operator which multiplies y by the root leaving the curve unchanged. We extend this notation to define the sequence of operators and automorphisms,
We can check using the basis of differentials (15) that these operators act on the variables u as follows.
[
The action of such operators on the lattice Λ is stable, (it moves the points around but does not change the overall lattice). This can be checked by considering the effect on the individual elements of the period matrices, (see [24] for more details). We can now derive the following result for the σ-function which follows Lemma 4.2.5 in [24] .
Lemma 5.2. The σ-function associated to the cyclic (3, 4)-curve satisfies
Proof. Consider the quasi-periodicity of σ([ζ j ]u). If ℓ is a point on the lattice then
Since the lattice is stable under the action we know that [ζ j ]ℓ is also on the lattice. Hence by equation (24) σ
In [24] the author shows that for an automorphism of a cyclic curve we have
and hence
Therefore, we have
We now consider the quotient
is bounded and entire (since the zero sets coincide). Hence, by Liouville's theorem, the function is a constant. Using the Schur-Weierstrass polynomial (28) we see that this constant is ζ j .
We can now derive the addition formula associated with these automorphisms. Note that this is a more general version of the formula presented in Theorem 10.1 of [13] .
Theorem 5.3. The functions associated to the cyclic (3, 4)-curve satisfy
where f (u, v, w) = P 30 + P 27 + P 24 + P 21 + P 18 + P 15 + P 12 + P 9 + P 6 + P 3 + P 0 (u, v, w) and the polynomials P k (u, v, w) are as presented in Appendix E.
Proof. Denote the left hand side of the formula by LHS(u, v, w). Using Lemma 5.2 and the parity property of the σ-function we first check that LHS(u, v, w) is symmetric under all permutations of (u, v, w). Next consider the affect of u → u + ℓ.
However, from (48) we see that
and so LHS(u, v, w) is Abelian with respect to u. Further, since it is symmetric in (u, v, w) we can conclude that it is Abelian in v and w as well. Hence it may be expressed as
such that the c i are constants and the functions A i (u), B i (v), C i (w) belong to the basis for Γ J, O(3Θ [2] ) , presented earlier in equation (38). To determine the constants c i we use the σ-expansion. The computations involved can be heavy and so it is essential that we take into account all the available simplifications. We have already noted that LHS(u, v, w) is symmetric under all permutations of (u, v, w) and we reduce the number of independent c i by applying this property to the sum. We can also check using the parity property of σ(u) that LHS(u, v, w) is even under (u, v, w) → [−1](u, v, w) . Since we know the parity of the ℘-functions matches that of the number of their indices, we can check the parity of all basis functions and hence only include suitable combinations. The biggest computational simplification come from the knowledge that LHS(u, v, w) has total weight −30 which will drastically reduces the number of possible terms. To further ease the time and memory constraints we implement code in Maple to efficiently expand the products of series so that only the relevant terms are considered.
We find that LHS(u, v, w) is given as stated in the theorem. For simplicity we group together the terms with common weight ratios into the polynomials P k (u, v, w) which contain the terms with weight −k in the Abelian functions and weight (−30 − k) in the curve parameters. These polynomials are presented in Appendix E and are made available in the supplementary material.
If we were to try and derive the corresponding addition formula for the (2, 7)-case then we would be led to consider a curve automorphism [ζ] where the constant ζ = −1 instead. The automorphism addition formula would then coincide with the standard addition formula (47). Hence there is no corresponding addition formula to Theorem 5.3 in the (2, 7)-case, or rather it is the same as the tradition addition formula in equation (47).
The final addition formula presented in this paper is satisfied by the functions associated to the reduction of the (3, 4)-curve given by y 3 = x 4 + λ 0 . This has a family of automorphisms,
where i is the complex variable and j ∈ Z. The functions then satisfy the following formula.
Theorem 5.4. The functions associated to the restricted (3, 4)-curve,
Proof. Using a similar approach to Lemma 5.2 we see that σ([i]u) = −iσ(u). We can then check that the left hand side is anti-symmetric under (u, v) → (v, u) and is Abelian. We can hence express it as a quadratic polynomial in the elements of the basis for Γ J, O(4Θ [2] ) , derived earlier in Theorem (3.7). We use the σ-function to determine the coefficients of each term. Due to the restriction on the curve parameters, determining the coefficients is computationally easy in comparison to Theorem 5.3. (However the construction of the basis in Theorem (3.7) required much effort.)
There is a similar formula associated to the restricted (2, 7)-curve y 2 = x 7 + λ 0 which has automorphisms [ι j ] : (x, y) → (ι j x, y). Here ι is a seventh root of unity and we consider,
To evaluate this we will require a basis for the 7-pole vector space which has dimension 7 3 = 343.
A Bases for the functions associated with the hyperelliptic curve of genus four
In this Appendix we consider the general (2,9)-curve,
which has genus four. We construct the bases for standard Abelian functions associated with this curve, following the approach in Section 3.
Theorem A.1. The basis for Γ J, O(2Θ [3] ) is given by
Proof. We follow the proof of Theorem 3.3. This time the dimension is 2 g = 2 4 = 16 and we have ten 2-index ℘-functions. By testing arbitrary sums of quadratic terms in the 2-index ℘-functions we find that we can identify combinations that have poles of order only two. We find five linearly independent combinations which can fill the missing basis entries.
Note that we could have alternatively used Q-functions as discussed in Section 3.1. However, The ∆-functions are advantageous since it allows the theory to be completely realised in terms of 2 and 3-index ℘-functions. As discussed in Section 4, this appears to be a feature unique to the hyperelliptic cases. Note that while the T , F and G-functions introduced in Section 3 had reduced poles structures in general, these ∆-function have poles of order two only in the (2,9)-case.
Theorem A.2. The basis for Γ J, O(3Θ [3] ) is given by
where Proof. This time the dimension is 3 g = 3 4 = 81 and we find that we can identify 54 functions using the basis (32) and its derivatives. We then proceed to add 36 of the T -functions defined in equation (36). To find the final two functions we used a new class formed from a sum of ℘-functions in which each term has seven indices.
In the (2,9)-case σ(u) has weight 10 and hence the minimal weight for functions in this basis is 30, in accordance with Lemma 3.6. This is achieved by the function T 111333 , although this is not a unique choice. For example, it could be replaced by T 222222 . Both functions will reduce to a constant over σ(u)
3 .
B The 4-index relations associated to genus three curves
The complete set of 4-index relations associated to the (2, 7)-curve is given below. 
E The three-term three-variable addition formula
The addition formula in Theorem 5.3 is constructed using the following polynomials.
P 30 (u, v, w) = 1 8 ℘ [22] (u)℘ [11] (v)℘ [22] (w) − 
