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We propose a theory that describes quantitatively the (in)stability of fully MBL systems due to
ergodic, i.e. delocalized, grains, that can be for example due to disorder fluctuations. The theory
is based on the ETH hypothesis and elementary notions of perturbation theory. The main idea is
that we assume as much chaoticity as is consistent with conservation laws. The theory describes
correctly -even without relying on the theory of local integrals of motion (LIOM)- the MBL phase in
1 dimension at strong disorder. It yields an explicit and quantitative picture of the spatial boundary
between localized and ergodic systems. We provide numerical evidence for this picture.
When the theory is taken to its extreme logical consequences, it predicts that the MBL phase is
destabilised in the long time limit whenever 1) interactions decay slower than exponentially in d = 1
and 2) always in d > 1. Finer numerics is required to assess these predictions.
I. INTRODUCTION
The contrast between localized and thermalizing (er-
godic) many-body systems is an exciting theme in con-
densed matter, touching upon foundations of thermo-
dynamics. The topic goes back to the seminal work1
but there has been revival due to some theoretical
advances2–5, powerful numerics6–8 and the exciting ex-
perimental possibilities with cold atoms9,10. Most au-
thors define many-body localization (MBL) as a property
of the eigenfunctions at finite energy density: there is a
full set of local conserved quantities: LIOM’s ’Local Inte-
grals of Motion’11–13. We start from this definition even
if it is surely not literally applicable to all systems that
have been labelled as MBL (e.g. systems with a mobility
edge, including in particular systems with no quenched
disorder) and definitely not to all systems that exhibit
MBL-like dynamical features14, e.g. classical disordered
oscillator chains15,16.
This means in practice that our discussion is about
strongly disordered lattice quantum systems. We ask
whether and how the localization in these strongly dis-
ordered systems is stable when we couple them to zero-
dimensional, ergodic grains that are large but finite, in
particular much smaller than the localized system. Such
a setup occurs naturally in disordered systems where the
ergodic grains arise from regions with anomalously weak
disorder, see Figure 1.
The Hamiltonian of an ergodic system (or simply: a
bath) is essentially described by random matrix theory
(RMT) through the eigenstate thermalization hypothesis
(ETH)17,18.
Real space renormalization theories for MBL and er-
godic inclusions have been formulated19–21 but they are
rather mesoscopic then microscopic and not formulated
in the language of RMT. This is at first sight logical since
RMT is intrinsically connected with chaos and ergodicity.
Nevertheless, we point out that a simple RMT theory is
able to describe the breakdown of thermalization towards
MBL in 1d. In this point of view, localization emerges
l
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FIG. 1. The spins in the red region are closer to each other
than in the surrounding blue-green region, hence they interact
stronger. This stronger interaction leads to an ’ergodic grain’
in the red region. What is the effect of this grain on its
localized environment?
as an instability of RMT.
The motivation for our theory grew out of the bizarre
observation that is by now well-known to many people
in the field of MBL: the ’avalanche’ or ’Ice-9’22 scenario.
If a bath is coupled to a spin weakly, but strong enough
to thermalize that spin, then the combined spin+bath
system becomes ergodic and one is inclined to describe
it simply by a random matrix. Doing so, the com-
posed system looks like the original bath, except that its
Hilbert space dimension is doubled and its level spacing
is (roughly) halved. Therefore, it is now an even more
powerful bath. Iterating this argument blindly one is led
to conclude that any localization must be destroyed by
a large enough ergodic grain that can serve as the orig-
inal bath! Obviously, we do not believe this scenario to
be correct as it would rule out localization in strongly
disordered 1d spin systems, where it has been almost
proven12. The RMT used in the present paper is sub-
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2tle enough to avoid this fallacy by tracking the evolution
of the structure factors (spectral functions) of the added
spins. The narrowing of these structure factor eventu-
ally brings the avalanche to a halt in 1d systems. More
generally, our theory is able to describe correctly the sta-
blity of strong localization to ergodic grains in all cases
where we know the answer: d = 1 interacting systems,
and non-interacting systems.
Yet, the most striking prediction of the RMT theory
developed in the present paper is that the avalanche sce-
nario has a core of truth: any degrees of freedom that
are added to a bath and that do get effectively ther-
malized by the bath, also fully contribute to that bath.
By this we essentially mean that it is the level spac-
ing of the joint system, which is hence smaller than
that of the bath alone, that determines whether other
weakly coupled degrees of freedom get thermalized or
not. This leads to a simple, universal theory of ther-
malization, where the bath is characterized by a single
dimensionless parameter G that is essentially defined as
matrix element/level spacing. This should be contrasted
with the question about timescales of thermalization or
transport23,24, which is more complicated.
As a consequence, our RMT theory describes explic-
itly the spatial interface between an ergodic and a MBL
system. In our theory, the cross-over region is fully ther-
mal, but the structure (spectral) factors of operators sup-
ported in that region become very narrow as their sup-
port approaches the MBL system.
An intruiging prediction of our theory is that a lo-
calized system with interactions that decay slower than
exponentially with distance, is not stable with respect to
large ergodic grains, though the thermalization time for
such a system can still be enormously large, thus making
it localized for all practical purposes Counterintuitive as
it might be, the idea that a few degrees of freedom can
delocalize a much larger number of localized degrees of
freedom, has by now been put forward already by sev-
eral authors25–27. Numerics for larger systems is how-
ever needed to nail down this instability. Also higher-
dimensional localized systems would be unstable within
our theory.
Outline
In Section II, we develop our random matrix theory
for coupling spins to a bath. Then, in Section III, this
theory is applied iteratively to the ergodic grains coupled
to localized material. Section IV focuses on the interface
region between ergodic grain and localized material. We
gather our numerical results and checks in Section V. The
appendices contain technical issues that can be skipped
in a first reading.
II. BATH+SPIN PROBLEM
Our method is to consider an ergodic system, that we
call ’bath’, coupled locally to small systems, 1/2-spins
for concreteness. As such, our setup is very familiar from
open quantum systems, see e.g.28–31 for specifics of baths
coupled to localized systems.
The point is however that we ask for detailed infor-
mation on the eigenstates of the joint system, which will
then be used to regard the joint system as a bath itself.
For the sake of simplicity, we assume that energy is the
only locally conserved quantity. We write the Hamilto-
nian as
H = HS +HB +HSB ,
acting onHB⊗HS (‘bath’⊗ ‘spin’), and, as conventional,
we slightly abuse notation by writing HS = 1⊗HS , HB =
HB ⊗ 1, etc. To fix thoughts, we choose
HS = hσ
z
S , HSB = gV ⊗ σxS
with V a local operator acting in the bath (e.g. a σx
operator on the site adjacent to the spin S), a coupling
strength g and field h. We denote the eigenbasis of HS
by |s〉. Additional interaction terms that do not flip the
spin re not essential at this stage. In d = 1 they are of
course necessary to avoid integrability, but our scheme
implicitly assumes throughout that the system is generic
so this is not an issue, see also Section II F.
A. Properties of the bath: ETH
Let us denote in general by |b〉, E(b) the eigenvectors
and energies of the bath Hamiltonian HB . The impor-
tant properties of the bath concern the matrix elements
Vb,b′ = 〈b|V |b′〉 in the b-basis. We assume the ETH in
the following form
Vb,b′ =
1√
ρ
√
v(ω)ηb,b′ , b 6= b′ (1)
Here ηb,b′ are random variables of mean zero and unit
variance, ρ is the density of states at maximum entropy
(see later), and v(ω) is a positive function of ω = E(b)−
E(b′) with units of 1/energy, smooth on the scale of the
level spacing. The dependence on the energy E = (E(b)+
E(b′))/2 is less relevant since we naturally assume that v
depends smoothly on the energy density ε = E/N , hence
we omit it from the notation. The ETH also provides
information on the diagonal elements, namely
Vb,b = 〈b|V |b〉 = 〈V 〉ε, 〈b|V V ∗|b〉 = 〈V V ∗〉ε, (2)
where 〈·〉ε indicates the thermal ensemble at energy den-
sity ε = E(b)/N . By subtracting constants, we can sim-
plify and set 〈V 〉ε = 0 at the relevant energy density. By
3(2),we have the following relation between the introduced
quantities: ∑
b′
|Vb,b′ |2 = 〈V V ∗〉ε
If, as we primarily have in mind, V is of the simple
form V = σxB , then 〈V V ∗〉ε = 1 if ε is at maximum
entropy, as we will anyhow assume below. Using that v
varies on a scale much larger than the level spacing and
that the density of states is constant (see below), we can
also write
〈V V ∗〉ε =
∫
dωv(ω), (3)
and likewise, we can identify v(ω) with the dynamic
structure factor at zero momentum:
〈V (t)V ∗〉ε =
∫
dω v(ω)eiωt
for t small enough so that single levels are not resolved,
i.e. ρt 1, since we have assumed v to be smooth. Treat-
ing ρ = ρ(E) as a constant is in general not a valid ap-
proximation as ρ(E) ∝ es(ε)N where the entropy density
s(ε) varies smoothly with ε. Hence
log(ρ(E + ∆E)/ρ(E)) = s′(ε)∆E + s′′(ε)(∆E)2/N,
the primes referrring to derivatives w.r.t. ε. From this we
see that at maximum entropy, i.e. s′(ε) = 0, we can yet
treat ρ(E) as a constant. Generalizing our arguments to
other values of the energy density is straightforward, and
it brings no new insight, therefore we stick to the above
setting.
For baths with a local structure, the function v de-
cays rapidly at large ω32; v(ω) ≤ Ce−|ω|/ξ can be proven
rigorously33 with ξ of the order of the total energy per
site. The behaviour at small ω ≤ ξ reflects the long-
time transport properties, i.e. v(ω) ∼ ωd/2−1 for a diffu-
sive system and v(ω) = const. below the thouless energy,
see34–36 for details. For our purposes these features are
not important and for the moment, it suffices to think of
v as a simple bump function with halfwidth ξ.
B. Basic RMT Hypothesis
Our basic hypothesis describes the eigenstates of H
based on three basic principles: 1) Hybridization con-
dition (matrix element  level spacing) 2) Energy con-
servation and 3) RMT is assumed whenever compatible
with 1), 2).
Let us make this more precise. The energy difference
between the 2 spin states s = ±1 is 2h, so the relevant
matrix element of the perturbation is of size g
√
v(2h)/ρ,
by (1), whereas the level spacing between states with op-
posite spin s is 1/ρ. Hence the condition for hybridization
is
G ≡ g
√
v(2h)ρ 1. (4)
If the hybridization condition is not satisfied, then the
spin is not thermalized by the bath and the coupled eigen-
states are determined by perturbation theory. If the hy-
bridization condition is satisfied then we propose a form
for the new eigenstates, namely
ψ =
1√
2ρ
∑
b,s
√
k(ω) η(s, b) |s, b〉, ω = E(s, b)− E
As before, the η(s, b) are i.i.d. random variables with zero
mean and unit variance. E(s, b) = hs+E(b) is the energy
of the eigenstate |s, b〉 = |s〉|b〉 with respect ot the uncpu-
pled Hamiltonian HS + HB . The hybridization function
k ≥ 0 is assumed to be smooth on the scale of the level
spacing 1/ρ. It satisfies the normalization
∫
dωk(ω) = 1,
ensuring that ||ψ|| = 1, and it has dimension Energy−1.
The factor 2ρ is the density of states of the B + S sys-
tem (recall ρ is the density of the bath). This ansatz
expxresses that the new eigenstates are random super-
positions of uncoupled eigenstates, up to energy conser-
vation which is expressed by the fact that the function
k is cut-off at large |ω| ≥ w, where we have defined a
halfwidth w. It is natural to assume that for |ω| ≤ w,
the function k is essentially flat. In the next section, we
refine the information on the function k, but for most of
our applications such detailed information is not neces-
sary: all that really matters is that w does not depend on
the total Hilbert space dimension (or, equivalently, not
on ρ).
C. The hybridization function k
First, let us deduce the value of the halfwidth w in-
troduced above, i.e. the energy range up to which old
uncoupled eigenstates become completely mixed. This is
given by the Fermi Golden rule (FGR) w = g2v(2h) pro-
vided that the rate w is smaller than the correlation time
in the bath. In practice, this means that w needs to be
smaller than the characteristic ω0 over which v changes
appreciably around ω = 2h. In the present paper, the
FGR will always be applicable, at least when taking into
account a caveat that we postpone to Section II E. Note
that as long as ξ is not smaller than 2h, the approx-
imation v(2h) ≈ 1/ξ is reasonable and we have hence
simply w ≈ g2/ξ. For the most elaborate application of
our theory, we need also the form of k for intermediate
w  |ω|  ξ (for |ω| ≥ ξ, it is easy to argue that k inher-
its the exponential decay of v). Simple reasoning based
on perturbation theory (see also Section II E) yields that
k(ω) ∼ ω−2 and it is therefore natural to propose for k a
Lorentz shape
k(ω) =
1
piw(1 + (ω/w)2)
This shape neglects the exponential falloff for |ω|  ξ
which is not essential for our results (it can of course
easily be incorporated). Numerical tests, see Appendix
4A, confirm the the FGR expression for the width w and
the asymptotic k(ω) ∼ ω−2. Figure 7 shows the hy-
bridization curve for a real bath, we see that that curve
has some structure for |ω| ≤ w, so the Lorentzian form
is merely an idealization.
D. New structure factor
Let us determine the matrix elements of a bath opera-
tor V upon adding the spin when the new eigenfunctions
are as described in the previous section via a hybridiza-
tion function k. This is a straightforward calculation
starting from
Vψ,ψ′ =
∑
s,b,b′
〈ψ|b, s〉Vb,b′〈b′, s|ψ′〉 (5)
where we used that V acts on the bath only and ψ,ψ′
are eigenfunctions (at energies E,E′) of the coupled sys-
tem. We use that V had a vanishing diagonal in the
b-basis and, at least at maximal entropy, this remains
so in the new basis37. For the off-diagonal, we replace
Vb,b′ , 〈ψ|b, s〉, 〈b′, s|ψ′〉 by their explicit (random) expres-
sions. Pretending that all random variables are indepen-
dent, we get that the variance of Vψ,ψ′ is given by
〈|Vψ,ψ′ |2〉 = 2 1
4ρ
∫
dω1dω2 k(ω1)k(ω2)v(ω − ω1 − ω2)
where ω = E − E′ and the factor 2 in front originates
from the sum over the spin variable s. Making again an
independence assumption, we conclude that the new sys-
tem satisfies again ETH in the sense of (1) with density
ρ′ = 2ρ and structure factor
v′(ω) = (k ? v ? k)(ω) (6)
where (a ? b)(ω) ≡ ∫ dω1a(ω1)b(ω−ω1) is convolution of
functions.
The upshot is that the function v′ is given by v
smoothened twice with halfwidth w. In particular, if
g2/ξ  ξ, which is the case we have in mind, then the two
functions v′ and v are nearly the same. Of course, as the
density of states ρ is doubled, this means that the typical
matrix element of V did become smaller by a factor
√
2.
On the one hand, this is a very intuitive conclusion: the
new spin has made the bath more powerful by increasing
its effective dimension. On the other hand, the conclusion
that the structure factor of a bath operator is unaffected
by the coupled spin that is potentially much slower than
the bath correlation time, does not hold up to scrutiny38.
Indeed, the correlation function 〈V (t)V 〉ε should acquire
long lived oscillations with frequency ω = ±2h due to the
slow spin. Below, in Section ’Backreaction Correction’,
we explain how this feature emerges within our formal-
ism upon refining the RMT assumption. Since this does
not affect our results, we however ignore this in the rest
of the paper.
Finally, let us now also determine the structure fac-
tor of an operator on the coupled spin, V = σxS , i.e.
〈b, s|V |b′, s′〉 = δb,b′δs,−s′ . Instead of (5), we start now
from
Vψ,ψ′ =
∑
s,b
〈ψ|b, s〉〈b,−s|ψ′〉 (7)
Using analogous steps as the derivation of (6), we find
for the new structure factor
v′(ω) =
1
2
(k ? k)(ω + 2h) +
1
2
(k ? k)(ω − 2h), (8)
This represents two bumps centered at ±2h of halfwidth
2w. Note that
∫
v′ = 1 (since
∫
k = 1), which is
consistent with
∫
v′ = 〈V V ∗〉ε, see (3). The expres-
sion (8) can simply be obtained from (6) by putting
v(ω) = 12δ(ω + 2h) +
1
2δ(ω − 2h), which can indeed be
considered as the structure factor of σxS with respect to
the uncoupled Hamiltonian HS +HB .
E. Backreaction Correction
As already remarked above, our theory misses a back-
reaction effect that creates spikes in the bath structure
factor. We investigate now a refinement of the theory
that does allow to recover those spikes.
We write in general H0 = HS + HB and the corre-
sponding energies as E(b, s). We choose a target energy
E and we let P be the spectral projection associated to
H0 of the interval [E − w,E + w] with some halfwidth
w that we will assume to be the same as the halfwidth
introduced above, even though this is not necessary for
the upcoming lemma. Also, we write P¯ = 1− P .
Our main tool is the following simple principle, whose
proof follows directly from the eigenvalue equation
Lemma 1 (Schur complement formula). Let ψ be an
eigenvector of H with eigenvalue E and Pψ 6= 0, P¯ψ 6= 0,
then P¯ (E −H)P¯ is invertible on P¯HSBPψ and
P¯ψ =
1
P¯ (E −H)P¯ P¯HSBPψ (9)
This formula expresses a useful structural relation be-
tween the spectral regions close to and far from the en-
ergy E.
An obvious way to take this relation into account is
to retain the random matrix form of the eigenstates ψ
inside the interval [E − w,E + w], i.e. for Pψ, but to
relate P¯ψ, i.e. outside the interval [E−w,E+w], to Pψ
by the above Lemma 1. This means that we no longer
assume that all η(b, s) in Section II B are independent,
but just those inside the interval [E −w,E +w]. Hence,
we write ψ = Pψ + P¯ψ and we postulate
Pψ :=
1√
2ρ
∑
b,s
√
k0(ω)η(b, s)|b, s〉 (10)
5where again ω = E − E(b, s), η(b, s) are independent
random variables with mean zero and unit variance,
and we have introduced a cut-off hybridization function
k0(ω) := χ(|ω| ≤ w)k(ω). The remainder P¯ψ is then
obtained by (9). This model for ψ refines the proposal
in Section II B. Within this model, let us now calculate
v′(ω), the updated structure factor of σxB , i.e. we refine
the result of Section II D. We start from the decomposi-
tion
〈ψ|σxB |ψ′〉 =〈Pψ|σxB |P ′ψ′〉+ 〈Pψ|σxB |P¯ ′ψ′〉
+ 〈P¯ψ|σxB |P ′ψ′〉+ 〈P¯ψ|σxB |P¯ ′ψ′〉 (11)
Here the primed projectors P ′, P¯ ′ = 1−P ′ are associated
to ψ′; i.e. they are centered on E′ instead of E. The new
effect can be seen most easily on the second (or third)
term. Using Lemma 1 and plugging HSB = gσ
x
Sσ
x
B , we
get
〈Pψ|σxB |P¯ ′ψ′〉 =
∑
b,b′,s,s′
〈Pψ|b, s〉K(b, s|b′, s′)〈b′, s′|P ′ψ′〉
(12)
with the first and last factor given still by the RMT
ansatz and
K(b, s|b′, s′) = g〈b, s|σxB
1
P¯ ′(E′ −H)P¯ ′ P¯
′σxSσ
x
B |b′, s′〉
Whereas we know that the diagonals 〈ψ|σxB |ψ〉 vanish
(see Section II D), there is in general no reason why
K(b, s|b′, s′) should vanish for b = b′. These partially
diagonal terms yield contributions to the structure fac-
tor v′ that are not directly related to v but are instead
peaks of halfwidth 2w around ω = 0 and ω = ±2h. To be
specific, up to lowest non-vanishing order in g, we find,
see Appendix B, the following contribution to v′:
W k0 ? δ(· ± 2h) ? k0, W ≡ ( gmax ξ,|h| )2 (13)
I.e. two peaks with weightW and halfwidth 2w, from the
smoothing with k0 (the fact that we get here k0 instead
of k is most likely irrelevant). These peaks are located
at the Bohr frequencies of the external spin ±2h, fully in
line with the intuition from the time-domain.
The contributions from K(·) with b 6= b′, together with
the first term in (11), basically recreate the previously
found form of v′(ω), up to normalization (see below). In
fact, the calculations coming here can also be used to jus-
tify the choice of the width, i.e. the FGR, see Appendix
B.
Putting all pieces together, we find within our refined
model, and up to lowest nontrivial order in g, that the
structure factor v′ is given by
(1− 2W) k ? v ? k +W k0 ? δ(· ± 2h) ? k0 (14)
The factor (1 − 2W) is due to the overall normalization∫
v′ = 1. In the relevant case w  ξ, the new peaks
are less smooth than the structure factor of the original
bath, but then W  1. Hence, then the strength of the
smooth part of the bath has been slightly depleted by the
appearance of narrow peaks.
Let us discuss the implications of the refinement pre-
sented above as we will apply the theory iteratively, in
Section III. First, as we will now be dealing with a situ-
ation where the structure factor v is a sum of a smooth
part vsm and a more irregular part with narrow spikes
virr, with
∫
virr 
∫
vsm, we have to reconsider the rea-
soning in Section II C on the hybridization width. In
such a case, it can happen that the Fermi Golden Rule is
applicable for vsm but not for v itself and then we have
w ≈ g2vsm(2h) (a superficial justification of this is given
in Appendix B)
Secondly, since we will couple spins with rapidly decay-
ing couplings gi to the same bath, we will get a depletion
of the smooth structure factor by the factor
∏
i(1−2Wi)
with Wi ≡ ( gimax (ξ,|hi|) )2. Because of the rapid decrease
of gi, this factor will still be close to 1 and so the overall
depletion effect remains small.
Hence, the conclusion is that the refinement proposed
in this section, does not have any implications for us, and
we will henceforth ignore it.
F. General interactions
What if, in addition to the coupling term gσxB ⊗ σxS ,
there is also a coupling term of the form, say, g′σzB⊗σzS?
Such terms will in general be present and in the one-
dimensional case, they are even necessary to avoid a triv-
ial integrability when building up a chain. It is easy to
come up with a generalization of our basic RMT rules to
handle such terms. Given a Hamiltonian H = H0 + V ,
not necessarily of system+bath form, with H0 ergodic
and the perturbation V local, we can postulate that the
eigenstates of H are formed as random superpositions of
the eigenstates of H0, with again a hybridization func-
tion k whose width is determined via the FGR. This phi-
losophy can be applied in more than one way, but the
following seems to us in general the most accurate: In a
first step, we add the g′σzB ⊗ σzS term to HS + HB and
then, in a second step, the gσxB ⊗ σxS term. For the first
step, we can fix the value of the external spin s, since
the coupling term commutes with σzS . Hence we get in
fact two different problems, depending on s, with pertur-
bation term Vs = g
′sσzB . We treat these two problems
by the general philosophy explained above (note that in
general there might be a diagonal term that results in
a simple s-dependent shift). The second step proceeds
as before, but for this step the unperturbed eigenstates
are no longer products. The calculations are complicated
and the whole generalization adds little to our theory, ex-
cept for eliminating some traces of integrability. Hence,
we will completely ignore these general interaction terms
in the present paper.
6G. Limitations of our theory
Our theory makes some uncontrolled assumptions. In
particular, apart from the refinement introduced in Sec-
tion II E39, we assume that the matrix elements of a bath
operator V as well as the parameters η(b, s) featuring in
the hybridization function are all mutually independent.
This assumption is definitely the main source of non-
rigor.
Locality In effect, our theory provides an expression for
the eigenstates of the coupled system as a random su-
perposition of the states of the uncoupled system, taking
into account conservation laws. Upon iterating, these
putative eigenstates are random superpositions of prod-
ucts over sites. This picture can never capture locality.
The same problem occurs if one would use the Berry
conjecture40 (eigenstates are random superpositions of
plane waves with appropriate momenta) as a cartoon for
ETH in many-body systems. The rapid decay of the
structure factor v(ω) as ω → ∞ is not captured by this
cartoon and it needs to be imposed explicitly. Also our
theory sometimes misses the decay of structure factors:
If we build up an ergodic chain of lenght ` by coupling
spins with g ∼ h ∼ ξ, then our theory predicts that each
coupled spin broadens by a similar amount the struc-
ture factors and eventually some local operators have a
width of order `, analogously to a featureless random ma-
trix with the same bandwidth. More generally, this issue
leads to a clear error if the total broadening is compara-
ble or larger than the original width ξ of bath operators,
which occurs -roughly speaking- if
∑
i g
2
i > ξ2 with gi
the coupling strengths of added spins. For our purposes,
we can largely circumvent this issue. Firstly, resorting
to the LIOM representation for the localized part of the
system, we can encode most of the locality through the
exponential decay in space of the coupling of LIOMs to
the bath and so indeed the g2i are rapidly decaying (the
problem of encoding the locality inside the bath and its
close vicinity remains unresolved in that way, but this
leads to rather minor corrections). Secondly, in d = 1,
this problem is so mild that we will even manage to pro-
ceed without using the LIOM theory, see Section III D.
Proximity effects These are effects41,42 whereby a local-
ized system localizes the bath by inducing effective disor-
der terms via the coupling. These effects arise when the
coupling to the localized system dominates the ergodic
bath Hamiltonian. If we keep coupling spins with cou-
pling strenghts gi directly to a finite bath, then proximity
effects will occur when (
∑
i g
2
i )
1/2 becomes comparable to
the total bath energy but our theory is unable to detect
this. This scenario is however not realized in the systems
studied in this paper.
III. STABILITY AGAINST ERGODIC GRAINS
A. Stability of one-dimensional localization
We apply our theory to a bath of `b spins attached to
a strongly localized spin chain of length ` at its right.
However, instead of considering ` weakly coupled disor-
dered spins, we invoke the LIOM theory and we consider
` uncoupled l-spins. The l-spin operators are denoted
by τx,y,zi instead of σ
x,y,z
i , and the τ
z
i commute with
the Hamiltonian of the `-stretch. This Hamiltonian does
hence not contain any more terms that flip the τz. How-
ever, the -strictly local- coupling of the leftmost of the
` spins to the bath, gives rise to a nonlocal, though ex-
ponentially decaying, coupling of the l-spins to the bath,
see Figure 2.
weak disorder strong disorder
FIG. 2. Top: A chain of weakly disordered spins -the ergodic
grain- is coupled to a chain of strongly disordered spins -the
MBL system. Middle: The system is modelled by weakly
disordered spins coupled to LIOMs (no coupling between the
LIOMs any more). Note that all LIOM’s are coupled only to
the rightmost spin. Bottom: The weakly disordered spins are
sometimes modelled by a random matrix
This setup is captured by the Hamiltonian
H = HB +
∑`
i=1
hiτ
z
i +
∑`
i=1
giσ
x
0 ⊗ τxi , (15)
with decaying couplings
gi = g1e
−(i−1)/ζ
where ζ is a possible definition of the localization length
(in units of the lattice spacing). Note that all the LIOM’s
are coupled to the same bath operator σx0 and that g1 is
the coupling strength of the leftmost physical spin to the
bath. The following kind of terms were suppressed in
our model Hamiltonian (15): 1) nonlocal LIOM-energy
terms like e.g. τzi τ
z
i+1, and 2) bath couplings affecting
multiple LIOMs like σx0 ⊗ τx1 . . . τxi . These terms should
be present generically but we omit them since they don’t
7change qualitatively the reasoning that follows. We take
hi ∼ ξ with ξ the halfwidth of the structure factor v of
the bath operator σxO. This is realistic if the bath is made
up from similar spins as the localized chain. Of course,
the hi should be disordered but this is not important any
longer in (15): the strong disorder has already been used
to derive this model Hamiltonian, and it is now by g1  ξ
and ζ  1.
We proceed inductively, setting first gi = 0 for i > 1.
That puts us precisely in the case discussed at length in
Section II, with V = σx0 . The hybrdization condition (4)
will be clearly satisfied if `b is large enough and we obtain
eigenstates ψ of the B + S1 system. The next step is to
view theB+S1 system as a the bath and to couple it to S2
through V = σx0 . If ` was large enough, the hybridization
condition is agains satisfied and we can proceed. The
only way that our scheme can stop is if at some point
the hybridization condition is violated. To evaluate the
hybrdization condition we need to determine at each step
the new density of states ρ′ and structure factor v′ from
those at the previous step ρ, v. Naturally, ρ′ = 2ρ and
from (6) in Section II D we deduce that, roughly, v′ ≈
v: the structure factor stays roughly the same since the
sum of widths of all the hybridization functions is small
compared to the width of v:
∑
i g
2
i /ξ  ξ. This means
that the G-parameter defined in (4) gets updated as
G′ = Ge−a, a ≡ 1/ζ − log(2)/2 0
where the inequality a  0 follows from strong dis-
order ζ  1. It follows that G` = e−a`G1. Since
G ≈ (g0/ξ)2`b/2, by ETH for the original bath, we con-
clude that the hybridization condition breaks down at
` = `c with
`c ≈ log 2
2/ζ − log 2`b (16)
and this length is hence an estimate for the size of the
crossover region. In a more general estimate, the factor
log 2 should of course be replaced by an entropy density.
Note that our estimate differs from the more simple
guess whereby one considers only the thermalizing effect
of the original bath with length `b; such an estimate leads
to a crossover region of size
`c ≈ ζ log 2
2
`b.
More importantly, our estimate suggests that LIOM’s
can not have an arbitrarily large localization length, be-
cause if 2/ζ ≤ log 2, then the localization is not stable
with respect to ergodic grains. One should take care to
interpret this statement correctly. It does not contra-
dict the fact that the localization length diverges at the
transition from MBL to ergodicity. It simply means that
close to the transition the increase in localization length
is due to the proliferation of resonances, rather than to
a change in the structure of resonance-free regions.
B. Instability of MBL for subexponentially
decaying interactions
The above analysis directly implies that a spin chain
with subexponentially decaying interactions is not stable
wit respect to ergodic grains. Indeed, if such a system
were MBL, then the LIOM operators should presumably
have a subexponential tail as well43 and we can model
their interaction with an ergodic grain by taking the gi
in (15) to decay subexponentially. In this case, however,
the G-parameter flows to infinity if `b is large enough, i.e.
if the grain is sufficiently large. A tentative step towards
verifying this is described in Section V, where we consider
a random matrix corresponding to a 6-spin bath coupled
weakly to a chain of 8 LIOM spins with decay factor
e−1/ζ = gi+1/gi = 3/4, for which `c = ∞ according
to the above estimates. Despite the LIOM chain being
localized, we see that the resulting system indeed behaves
rather accurately as an ergodic system with dimension
26+8.
Finally note that if we would change the model, so as
to have very slowly decaying gi, then proximity effects,
see Section II G, can indeed localize the ergodic grain.
We do not discuss this as such models can probably not
emerge as LIOM’s of local localized Hamiltonian44,45.
C. Instability of MBL for higher-dimensional
systems
The higher-dimensional setup is in effect similar to the
case of sub-exponentially decaying couplings. Consider a
spherical ergodic grain of with radius `b, surrounded by
LIOM’s coupled to it with strength decaying exponen-
tially in distance r, gr ≈ g0e−r/ζ . The nearby LIOM’s
will get thermalized and according to our theory above,
any thermalized LIOM fully contributes to the bath. The
number of LIOM’s with distance r ≤ ` is
N` = Cd(`b + `)
d − `db
with Cd the volume of a unit d-dim sphere. When these
LIOM’s have been thermalized, the bath density of states
has been increased by a factor 2N` , which grows super-
exponentially in ` if d > 1. This overwhelms hence
the effect of exponentially decreasing couplings. Said a
bit differently, if there were a crossover region extend-
ing up to a distance `c from the bath, and beyond that
region MBL would persist, then there is a thermal vol-
ume (bath+crossover region) Vth(`c) = Cd(`b+`c)
d. The
condition that spins outside the ergodic region are not
hybridized is then
Vth(`c) log 2− 2
ζ
lc ≤ 0, (17)
This equation has a finite solution for `c either when `b
is small enough compared to ξ, or for d = 1 as soon as46
ξ < 1/ log 2.
8Of course, this estimate is known already as an upper
bound on the cross-over region; it is for example the main
reason why the analysis of12, in which the cross-over re-
gion is called ’collar’ is restricted to d = 1. The point in
the present paper is however that within our theory, the
volume Vth is not an upper bound, but the actual volume
of a fully ergodic region.
As a note of caution, we remark that the d > 1 setup
is not entirely free of the problem discussed in Section
II Glocality. Already when coupling the first layer of spins
around a spherical ergodic grain of diameter `b, the struc-
ture factors in the grain grow like `
d/2
b if we were to apply
our theory literally.
Finally, we note that our conclusions echo the analysis
in28, where a careful investigations of structure factors
led to a division of MBL systems in ’weak’ and ’strong’
MBL, where only d = 1 systems with exponentially de-
caying interactions can be ’strong MBL’. Our analysis
suggests however that ’weak MBL’ systems are delocal-
ized.
D. Stability of MBL without LIOM’s
In this section, we rederive the stability of one-
dimensional MBL that was established in Section III A.
However, we do not use the powerful LIOM represen-
tation for the localized spins. Instead, we develop our
reasoning here for physical spins instead of l-spins. The
possibility of doing so demonstrates the versatility of the
theory.
Hence, we consider again the Hamiltonian (15), but
now written in terms of the physical σ-operators:
H = HB +
∑`
i=1
hiσ
z
i + g
∑`
i=1
σxi−1 ⊗ σxi (18)
with again σx0 a bath operator, cf. (15), and hi ran-
dom fields, i.i.d. random variables uniformly drawn from
[−h, h] with g/h 1, i.e. strong disorder. Let us denote
by vi, i = 0, 1, . . . the structure factor of the operator σi,
these are relevant because they couple to spin i+ 1. For
v0 we take a bump function with halfwidth ξ ∼ h (as be-
fore), and the other vi are to be determined. We write wi
for the width of the hybridization function by which the
i’th spin is coupled to the preceding ones. So, assuming
the FGR applies (see below) we have
wi = g
2vi−1(2hi) (19)
The structure factors vi, i ≥ 1 are given through (6) as
vi(ω) =
1
2piwi
( 1
1 + (ω+2hi2wi )
2
+
1
1 + (ω−2hi2wi )
2
)
(20)
because the convolution of two Lorentz distributions
with halfwidth wi is again a Lorentz distribution with
halfwidth 2wi. The above two relations (19) and (20) in
determine inductively all structure functions. Let us ne-
glect resonances by pretending that all neighboring fields
are sufficiently different:
min |hi − hi−1|, |hi + hi−1| ≈ h/2,
Keeping then only the largest of two terms in (20) and
using that h/wi  1, we get
wi = g
2vi−1(2hi) ≈ g
2wi−1
pih2
(21)
So the upshot is that the hybrdization width decreased
by a factor of order (g/h)2 (the calculation is not precise
enough to take the prefactor pi seriously). Iterating this
and recalling that w0 = ξ, we get
wi = vi−1(2hi) = ξ(g/h)2i,
i.e. an exponentially decaying width for the structure fac-
tors. By comparison with III A, the decay rate log(h/g)
is a natural estimate for the inverse of the localization
length ζ.
We recall that the whole iterative calculation makes
sense only as long ETH is satisfied, hence as v is smooth
on the scale of the level spacing. This means that this
procedure breaks down when wi = 1/ρi where ρi =
2iρ0 ≈ 2i+`b/ξ, hence the breakdown is at i = `c with
2`b(2(g/h)2)`c = 1
which yields the same conclusion as (16) upon identifying
e−ζ = g/h.
Let us now return to the validity of the FGR in this
situation. The scale ω0 over which v changes at ω can be
estimated by ω0 ≈ v(ω)|v′(ω)| , so the FGR condition w  ω0
reads (for coupling the i+ 1’th spin)
g2|v′i(2hi+1)|  1.
For i = 0 this means g  ξ, which was assumed, and for
i ≥ 1, it boils down to
( gwi )
2  (1+M2i )2Mi , Mi ≡
min |2hi+1±2hi|
wi
which is indeed satisfied in the treatment above (ex-
cept at resonances). If, however, we were to consider
more general interactions, see Section II F, then the FGR
would typically not be satisfied when adding the σzi σ
z
i+1
terms and this would lead to a more intricate theory that
we do not discuss here, see however47
IV. STRUCTURE OF THE INTERFACE
REGION
Let us discuss the most striking properties of the spa-
tial interface region between an ergodic and an MBL sys-
tem, referred to as the crossover region in Section III.
First of all, our theory describes this interface region as
9fully thermal or ergodic: ETH holds for all local oper-
ators in the cross-over region. However, the onset of
localization is revealed by the narrowing of structure fac-
tors. Indeed, adopting the framework of Sections III A
and III B, the structure factor vi of an operator located
at the i’th added spin, has two main peaks of halfwidth
wi of the order
wi ≈ g2i /ξ ≈ e−2(i−1)/ζg21/ξ
This follows from applying the formula (8) and it matches
with the alternative derivation presented in Section III D.
To avoid confusion, we stress that previously the symbol
w was reserved for the (half)width of hyubridization func-
tions. Since the widths are exponentially decreasing,, we
see that adding further spins (i.e. i+1, i+2, . . .) does not
significantly affect the widts of the spins already added
and so wi above is the width regardless of how many
more spins have been added.
To quantify the behaviour in the interface region, we
calculate an inverse participation ratio (IPR) of opera-
tors O in this region. By the IPR of O, we mean that
we choose an eigenstate ψ (at maximal entropy, to stay
within the setup) and we look at the distribution over
the other eigenstates ψ′ of the matrix elements
〈ψ′|O|ψ〉
The IPR(O) = IPR(O,ψ) is then
IPR(O) =
(∑
ψ′
|〈ψ′|O|ψ〉|4
)−1
Let us calculate this in terms of the parameters used
in the ETH hypothesis, notably the structure factor v.
Then
IPR(O) = ρ
(∫
dωv2(ω)
)−1
If the structure factor v consists of two peaks with
halfwidth w, then on its support v ≈ 1/(4w) and this
yields
IPR(O) = 4ρw
Note that hence IPR(O) ≈ N where N is the number of
states or ’effective dimension’ within an energy range 4w,
so this matches with the meaning of IPR in one-particle
systems. As N scales exponentially with system size, it
is natural to consider rather the logarithm of IPR’s, so
we define
D(O) = log IPR(O)
Let us now apply this to the spins added to the bath,
i.e. O = σxi for example. Let us assume that ` spins
have been added to a bath of length `b and these spins
have been thermalized, i.e. ` ≤ `c with `c as in (16).
For the density of states ρ, we of course have to use the
density due to all the spins, i.e. ρ` = 2
`b+`/ξ (we neglect
a volume denominator by pretending that ξ is the total
bandwidth of the bath). This means that we have
D(σx0 ) = Vth log 2 (22)
D(σxi ) = log(4ρ`wi), i ≥ 1
∼ log(4ρ`w1)− 2(i− 1)/ζ
∼ log 4 + Vth log 2− 2 log( g1ξ )− 2(i− 1)/ζ
where Vth = lb + ` is simply the volume of the thermal
region (original bath plus thermalized spins) and we used
w1 = g
2
1/ξ, and D(σx0 ) = Vth log 2 (the operator inside
the bath).
It is worth spelling out the two aspects contained in
(22), holding in fact for arbitrary operators Oi located
around i: First, all the spins in the cross-over region max-
imally participate to the effective dimension of the bath
for an operator inside the ergodic grain, since D(Oi=0) is
proportional to Vth and not to `b. Second, D(Oi)−D(O1)
decays linearly in i for operators inside the cross-over re-
gion. Both of these aspects seem to be well-confirmed by
the numerics in Section V.
More generally, for a subcritial grain (i.e. if (17) admits
a solution for `c) in d ≥ 1, we can consider also ` ≥ `c.
The theory predicts a smooth transition between the core
of the grain and the MBL region. The MBL region is
reached when D(O) ≈ 0, which of course reproduces the
estimate (16) for `c in d = 1.
V. NUMERICAL TESTS
A. LIOMs coupled to a random matrix bath
In this section, we test the central prediction of our
theory; that every spin, however weakly coupled, that is
thermalised by the bath, indeed doubles the effective di-
mension of the bath. We consider again the Hamiltonian
introduced in (15):
H = HB +
n∑
i=1
(giσ
x
0 τ
x
i + hiτ
z
i )
where HB is the Hamiltonian of the bath and σ
x
0 pertains
to a spin in the bath/ergodic grain at the boundary. The
LIOM-spin τzi is at distance i (in lattice units) from the
ergodic grain, hence we set
gi = α
i−1g1 (α < 1). (23)
We take α = 3/4, corresponding to inverse localization
length ζ−1 = log(4/3). Since ζ−1 < log(2)/2, our theory
predicts that the cross-over region extends to infinity:
it should be able to thermalize an arbitrary amount of
added LIOM-spins.
We take g1 = 0.2 and hi = 1 + h˜i with h˜i i.i.d. ran-
dom variables drawn uniformly from [−0.5, 0.5]. These
parameters should guarantee that the LIOM-spins τi are
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indeed by themselves localized degrees of freedom. This
is a somewhat subtle statement because the τi are not
coupled to each other and hence they have no mechanism
for delocalization. However, we mean by this the interac-
tion between them via the bath spin σx0 is not sufficient to
delocalize them. In practice, this simply means that we
check (see below) whether for a sufficiently small bath,
the system is localized. For the bath, we first consider
a grain of 6 spins with no particular spatial structure;
HB is then simply a random matrix (RM) acting on a
26-dimensional space, with level spacing 1/ρ = 0.07 and
bandwidth 4.2. We couple up to 8 LIOMs to this grain.
To minimize finite-size effects, we consider a bath spin
operator OB = σ
x
B that is not the one used to couple to
the LIOM’s, i.e. not σx0 (it does not make sense to specify
OB as this bath has no spatial structure).
1. Strenghtening of the bath by the LIOMs
We focus first on a local operator inside the core of
the ergodic grain. We compute the disorder-average of
D(OB), as a function of the number of LIOMs coupled
to the bath. The result is represented by the blue line on
the left panel of figure 3, while the corresponding slope
of this curve is depicted on the right panel. The value of
this slope approaches the ideal value log 2 predicted by
our theory.
It remains to check that the spins τi are localized in the
absence of the bath. For this, we replace the 6 spins bath,
by a single spin (’bandwidth’=2.25), for which perturba-
tive computations predict the persistence of localization.
We still compute the disorder-average of D(OB), where
OB corresponds now to the unique spin in the ‘bath’.
The result is represented by the red lines on figure 3.
The slope much smaller than in the previous case (less
than half of the ideal value) and we observe a tendency
for the slope to decay.
2. The cross-over region
We now turn to the investigation of the spatial de-
pendence of log IPR in the cross-over region. Despite
notational similarity, the quantity we consider is differ-
ent from that on Figure (3), where O was a bath opera-
tor and the dependence on i was simply because of the
number of attached LIOM’s. We now calculate D(σxi )
for all 0 ≤ i ≤ 8 (where i = 0 corresponds to a spin
inside the bath). Our theory, see Section IV, predicts
that D(Oi) − D(O1), i ≥ 1 decays linearly with slope
2(log 4 − log 3) = 0.58, wheres the decay from D(O0) to
D(O1) is unrelated. The actual result of the calculation
is depicted on figure 4. We indeed observe a linear decay
from spin 1 to 8. The slope in the linear region is 0.5,
which seems in reasonable agreement with the theoretical
value 0.58.
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FIG. 3. Top: D(OB) for a spin inside the bath, as a function
of the number of LIOMs coupled to the bath. In blue, a 6 spins
RM bath, N = 200 ; in red, a single spin ‘bath’, N = 4000.
Bottom: Discrete slopes of the above curves. At each i + 1
2
,
we plot D(OB , i+1)−D(OB , i), with i the number of LIOMs.
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FIG. 4. D(σxi ) as a function of i for 0 ≤ i ≤ 8, for a system
of 8 localized spins coupled to a 6 spins RM bath. N = 200
for each point of the curve
B. A universal thermalization curve: comparison
of different baths
In this section, we compare the action of different
baths, differing in size and nature: random matrix,
local Hamiltonian, local Hamiltonian plus thermalized
LIOM’s. Already the fact that the latter can be labeled
a ’bath’ is a nontrivial element and, in some sense, the
core of the message of this paper. In our theory, the
characteristics of the bath enter only via the dimension-
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less coupling constant G and via the hybridization width
w describing the thermalization of a spin. Moreover, if
the FGR holds, then w is rigidly related to G by G2 = ρw,
hence we focus on the dependence on G here.
The G parameter enters our theory in deciding whether
or not an external spin is thermalized. However, numerics
shows that G also accurately predicts the quality of the
thermalization. This quality of thermalization is quan-
tified by the increase in D(OB) upon adding the spin,
e.g.
∆D(OB) := D(OB)
∣∣
G −D(OB)
∣∣
G=0
as a function of G. Of course, ∆D(OB) = 0 for G = 0
and one expects that the effective dimension doubles by
inclusion of the spin, hence ∆D(OB) → log 2 as G  1.
The behavour for intermediate value of G is in practice
not so important for our theory. However, it is remark-
able that the curves in Figure 5 collapse rather well for
different baths (the deviant lowest curve is explained be-
low) and we feel it supports our theory in a compelling
way.
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FIG. 5. ∆D(OB) = D(OB)
∣∣
G − D(OB)
∣∣
G=0 as a function
of G. 1)blue: B′ = 9 spins bath with local interacti ns and
3 thermalized LIOMs, N = 200 (number of disorder realiza-
tions); 2)Orange: B′ = 9 spins bath with local interactions,
N = 1000; 3) yellow: B′ = 9 spin RM bath, N = 100, 4)
purple: B′ = 9 spins bath with local interactions and 3 un-
thermaliz d LIOMs.
Let us now discuss in detail the 3 different baths that
we compare:
Local 9-spin bath plus 3 LIOMs We introduce a bath of
9 spins with a local structure:
HB =
9∑
i=1
(h′iσ
z
i + Jσ
x
i ) + J
′
8∑
i=1
σxi σ
x
i+1 (24)
with h′i = 1 + h˜
′
i with −0.3 < h˜′i < 0.3, J = 0.5 and
J ′ = 1. We couple 4 LIOMs τ1,...,4 (we take hi, g1 = 0.2
and α = 3/4 as in Section V A) to this bath, but we vary
the coupling strength g4 of the last one. So, the 9-spin
bath plus 3 LIOMs form a bath, let us call it B′, that
we investigate by viewing how it acts on the 4th spin
τ4. As explained above, this is done by by measuring
D(OB) for an operator OB in the original bath B. We
choose OB = σ
x
4 (this ’4’ refers to a site in the bath and
is completely unrelated to the 4 of τ4). Note that σ
x
9 is
the same as σx0 in Section V A.
We determine G for the coupling of the fourth spin to
B′: G = g4
√
v(2h4)ρ with 1/ρ the level spacing in B
′
and v(·) the structure factor of the bath operator σx0 .
Numerically, we calculated G as (the disorder average of)
g4ρ
√
M where
M :=
1
N
∑
b′,s′:|E(b′,s′)−E(b,s)|≤1
δs,−s′ |〈b|σx0 |b′〉|2
with N the number of terms in the sum, b, b′ eigenstates
of the bath B′, s an eigenstates of τz4 and b, s chosen
so that |b, s〉 eigenstate with energy E(b, s) closest to 0
(maximal entropy).
Local 9-spin bath Here we take the same 9-spin bath as
above but without the 3 LIOMs coupled to it.
Random matrix This is a random matrix bath mimick-
ing the 9-spin bath (with dimension 29 and level spacing
1/ρ = 0.018), no extra localized spins.
For contrast, we plot an example of a curve that
doesn’t match. The purple curve on figure 5 is built from
the same data as the orange curve, but is scaled differ-
ently. Indeed, one considers here the case where there are
actually three intermediate spins, as for the blue curve,
but where these spins are uncoupled (g1 = g2 = g3 = 0).
It is thus clear that they have no physical effect, so that
the data are the same as the one obtained on the orange
curve; however, if one considers the original bath together
with these three spins as the new bath B′, one divides
the level spacing by 23, leading to a different definition of
G w.r.t. the orange curve. We see that the purple curve
is clearly an outlier, indicating that when the three in-
termediate spins are truly coupled, they do participate
to the thermalization of the last 4th spin.
Finally, we observe that the value of ∆D for the blue
curve becomes even slightly larger than log 2 for values
of G close to 1. This is a priori surprising as the increase
of dimension from a single spin should be log 2 at most.
We suspect the following scenario: before coupling the
4th spin, D did not reach its maximal value, because the
three coupled spins were only imperfectly thermalized.
Indeed, in our numerics the bare values used for the first
3 spins are not so far from the critical value needed for
thermalization. The first of these spins corresponds to
G = 0.67, which can still be considered slightly in the
transition region, as is revealed by a careful inspection of
the curves of Figure 5. However, the situation becomes
better for each added spin (this is a direct consequence
of the fact that log(4/3) > log 2/2 and there is catchup
effect: the fourth spin helps to complete the imperfect
thermalization of the first three spins.
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VI. CONCLUSION
We have proposed a simple RMT theory for the joint
eigenfunctions of spins coupled to a finite bath. When
we apply this theory repeatedly, we obtain a clear-cut
prediction whether the system will be localized or er-
godic. In this way, we investigate finite ergodic grain
(bath) coupled to well-localized spins, i.e. with coupling
strength small compared to disorder. The predictions
are consistent with localization in d = 1 with exponen-
tially decaying interactions: localization is stable with
respect to such ergodic grains. For interactions that de-
cay slower, or in d > 1, our theory predicts delocaliza-
tion. The most quantitative result of our theory is a
description of the spatial intermediate region between an
ergodic grain and a d = 1 localized material. In particu-
lar, it states that any degree of freedom, say a 12 -spin, in
this region enhances the ergodic grain, leading in partic-
ular to a doubling of the effective dimension or the IPR
(inverse participation ratio) parameter. This prediction
is reasonably validated by numerics, though there is need
for finer tests. As an aside, the numerics reveals a rather
universal pattern of thermalization that does not dist-
inghuish between the action of a bath on very localized
degrees of freedom or others, i.e. (nearly) ergodic degrees
of freedom.
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Appendix A: Numerics on the hybridization width
We return to Section II C and we assume the notation
used there. We test numerically the (FGR) relationn
w ∼ g
2
ξ
We always choose the eigenstate ψ of the coupled system
to lie in the middle of the spectrum, i.e. at E = 0 and
consider mainly a random matrix (RM) bath, for which
ξ is approximatively the full spectral width. The width
w can depend a priori on ρ, ξ, g and h, where we recall
that ρ is the inverse of the level spacing (at maximal
entropy). For the numerics below we take h = 1 and
g = 0.8. As long as 2h is significantly large than g, we do
not expect any crucial dependence on h; this turns out
to be so indeed (not shown).
Let us check that w is independent of ρ. For this, we
fix g and h, and we consider 4 different RM baths, say
B1, . . . B4, acting on spaces with dimension from 2
8 to
211, rescaled in a such a way that ξ remains constant
(the width is approximately equal to ξ = 10). The level
spacing is the only variable parameter; it gets divided
by 2 each time we change bath from B1 to B4. The
4 corresponding hybridization curves are plotted on the
upper panel of figure 6. The good matching of the curves
indicate that w is indeed independent from ρ.
We next check that w depends on ξ as 1/ξ. For this
we repeat the previous numerics, rescaling now the baths
so as to keep the level spacing constant (we take it ap-
proximately equal to 1/ρ = 0.02) and varying ξ. Now the
value of ξ gets doubled each time we change bath from
Bi to Bi+1. To collapse the curves, we use the scaling re-
lation Since a Lorentzian distribution satisfies the scaling
λf(λx, λw) = f(x,w), the relation w ∼ 1/ξ implies that
the curves should collapse by plotting 2k−2fBk(2
k−2x)
instead of fBk(x) (the hybridization curves for the bath
Bk) for 1 ≤ k ≤ 4. The result is shown on the lower
panel of figure 6. We observe again a good matching
except for the blue curve corresponding to the smallest
bath (k = 1); this discrepancy can be attributed to finite
size effects and to the fact that the Lorentzian shape does
not need to be strictly verified.
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
1
2
3
4
5
6
!
k(!)
Franc¸ois Huveneers (CEREMADE) Baltimore, APS March meeting 2016 1 / 1
!
k(!)
Franc¸ois Huveneers (CEREMADE) Baltimore, APS March meeting 2016 1 / 1
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
FIG. 6. Hybridization curves for 4 different RM baths, by
varying the level spacing (upper panel) or the width (lower
panel).
Thanks to the two previous points, the dependence of
w on g as 1/g2 now follows from dimensional analysis or
simple rescaling of the parameters of the model.
Finally, on figure 7, we show an example of an hy-
bridization curve for an 11 spins bath with local interac-
tions. The Hamiltonian of this bath is the same as the
Hamiltonian in eq. (24), with 9 and 8 above the summa-
tion signs respectively changed to 11 and 10. We observe
a camel-like shape, showing that the Lorentzian distri-
bution should only be taken as an idealization of the hy-
bridization function (we also observe some asymmetry
in the peaks, which however can be explained by noting
that tr(HB
3) 6= 0).
Appendix B: Calculations on the Backreaction
Here we carry out some calculations that were omitted
in Section II E. First, we evaluate the kernel K(b, s|b′, s′)
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FIG. 7. Hybridization curve for a 11 spins bath with local
interactions.
for b = b′ in a weak-coupling approximation. To that
end, we approximate the resolvent by its g = 0 value K0:
K0(b, s|b, s′) = g〈b, s|σxB
1
E′ −H0 P¯
′σxsσ
x
B |b, s′〉
Since H0 does not flip s, we can simplify K0(b, s|b, s′) =
δs,−s′K0(b, s|b,−s). Inserting a parition of unity, we
write
K0(b, s|b,−s) = g
∑
b˜
|〈b|σx|b˜〉|2χ(|∆| ≥ w)
∆
≈
∫
dω χ(|∆(ω)| ≥ w)gv(ω)
∆(ω)
where ∆ ≡ ω+ 2sh+ {E(b,−s)−E′} and we recall that
term in {. . .} is restricted to | · | ≤ w. In the region
where v has its bump, the integrand is typically of size
g
ξmax (h,ξ) , which leads to the estimate W ≡ gmax (h,ξ) for
the integral. If the function v were very rough around the
cut-off singularity ∆(ω) = 0, then this could change the
estimate to −W logW, which does not affect the essence
of our conclusion.
To get to the contribution to the structure factor (13),
we return to the expression
〈Pψ|σxB |P¯ ′ψ′〉 =
∑
b,b′,s,s′
〈Pψ|b, s〉K(b, s|b′, s′)〈b′, s′|P ′ψ′〉
Restricting to b = b′, replacing K by K0 and
〈Pψ|b, s〉, 〈b′, s′|P ′ψ′〉 by the random expressions from
(10), we get the result by a central-limit calculation, as
in Section II D.
As mentioned in Section II E, similar considerations
also lead to a derivation of the FGR, which is phrased
here as the fact that ||P¯ψ|| ∼ 1, i.e. we are truncating the
eigenstates exactly around their bump. Approximating
the resolvent again by its lowest-order expression;
P¯ψ ≈ g
∑
b,s
√
k0(ω)η(b, s)√
ρ
1
E −H0 P¯ σ
x
Sσ
x
B |b, s〉
with ω = E − E(b, s), we can calculate (the expectation
value of) ||P¯ψ||2 as
||P¯ψ||2 ≈ g2
∑
b,s,b′,s′
k0(ω)χ(|ω′| ≥ w)
(ω′)2ρ
|〈b′, s′|σxB |b, s〉|2
where ω′ = E − E(b′, s′). Plugging the ETH expression
for the matrix elements of σxB , we get
||P¯ψ||2 ≈ g2
∫
dωdω′
k0(ω)χ(|ω′| ≥ w)
(ω′)2
v(ω′ − ω)
We use that
∫
k0 ∼ 1 (with width w) and we approximate
v as a bump with width ξ  w (FGR condition). Then
the above integral yields indeed g2/ξ. Most importantly,
this conclusion is not affected if v had additional narrow
peaks with small weight, cf. the splitting v = vsm + virr
obtained in Section II E.
