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Abstract
In this paper, we propose and apply a novel analytical method for solving a class of location problems. The 
method is based on the use of the bipolar Choquet integral in a neural network for classifying alternative 
locations. The method is applied to the case study that consists of finding a location for a new store of a major 
Brazilian retail company. A comparison between the use of the proposed method and the TODIM-FSE method 
is presented in the paper. The method can also be applied to a situation when one has millions of patterns and 
new patterns have to be recognized. The paper closes with identifying the proposed method as being efficient 
and ready to be used with structured and non-structured data systems in order to discover relevant and still 
unknown information. 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction
There are many neural network algorithms that are used to identify patterns [1]. In this we show how the 
bipolar Choquet integral can be applied to a neural network with infinite layers in order to identify new patterns 
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as well as for forecasting. This leads to the method that we denote by Bipolar Choquet Neural Network
(BCNN). We show an application example of such method that consists of classifying alternative locations for 
a new store of a major Brazilian company in the field of retailing. Later on in the paper we compare results 
from applying BCNN against those obtained from using TODIM-FSE [2].
1.1. The Choquet Integral in the Bipolar Scale
For the bipolar Choquet, we have the following [7]: let ܰ ՜ ܴା, ܣ ك ܴ௡ be the Choquet Integral of ݂ with 
UHVSHFWWRWKHFDSDFLW\ȝJLYHQE\ܥఓ(݂) = σ ൣ݂൫ߪ(݅)൯ െ ݂൫ߪ(݅ െ 1)൯൧ߤ(ܣఙ௜)௡௜ୀଵ , ıLVDSHUPXWDWLRQLQ1VXFK
that ఙ݂(ଵ) ൑ ڮ ൑ ఙ݂(௡) and ఙ݂(଴) = 0.
According to [8], given a finite set J = {1,2, … , n}, a fuzzy measure μ is a function of the form: Ɋ: 2୎ ՜
[0,1] such that Ɋ(׎) = 0, Ɋ(J) = 1(boundary conditions) and Ɋ(C) ൒ Ɋ(D) if D ك C,׊C, D ك J (monotonicity 
condition).
Let ܲ(ܬ) be a set of pairs of subsets of ܬ:ܲ(ܬ) = {(ܥ,ܦ), C, D ك J, C ת D = ׎}. A bi-capacity ߤ in ܬ is a 
function ߤ:ܲ(ܬ) ՜ [0,1] × [0,1] such that ߤ(ܥ,׎) = (ܿ, 0) and ߤ(׎,ܦ) = (׎,ܦ), ܿ,݀ א [0,1]; ߤ(ܬ,׎) = (1,0)
and ߤ(׎, ܬ) = (0,1) (boundary conditions). For each (ܥ,ܦ), (ܦ,ܧ), (ܧ,ܧ) א ܲ(ܬ) such that ܧ ك C, D ك
F, ߤ(ܦ,ܦ) = (ܿ,݀) and ߤ(ܧ,ܨ) = (݁, ݂), ݁, ݂ א [0,1] with ܿ ൒ ݁ and ݀ ൒ ݂ (monotonicity condition). 
In this paper it was used the following notation: ߤା(ܥ,ܦ) = ܿ, ߤି(ܥ,ܦ) = ݀.
A bi-capacity ߤ on the set J is a function ߤ:ܲ(ܬ) ՜ [െ1,1] such that ߤ(׎,׎) = 0;  ߤ(ܬ,׎) = 1 and 
ߤ(׎, ܬ) = െ1 (boundary conditions). If ܧ ك C, D ك F, then, ߤ(ܥ,ܦ) ൒, ߤ(ܧ,ܨ) (monotonicity condition). 
From each bi-polar capacity ߤ in ܬ , it can be obtained a bi-capacity  ߤ in ܬ : ߤ(ܥ,ܦ) = ߤା(ܥ,ܦ) െ
ߤି(ܥ,ܦ),׊ܥ,ܦ א ܲ(ܬ) [8], [12]. For each ݔ א ܴ௡: ݔା = ݉ܽݔ{ݔ, 0} is the positive part of x; for each ݔ א
ܴ:ݔെ= ݉ܽݔ{െݔ, 0} is the negative part of x; for each ݔ א ܴ: ݔା = {ݔଵା, ݔଶା, … , ݔ௡ା} is the positive part of 
ݔ(ݔଵ, ݔଶ, … , ݔ௡, ) א ܴ௡; and ݔҧ(ݔҧଵ, ݔҧଶ, … , ݔҧ௡) is the negative part of ݔ(ݔଵ, ݔଶ, … , ݔ௡, ) א ܴ௡.
Given ݔ א ܴ௡, consider a permutation (.) of the elements of J such that หݔ(ଵ)ห ൑ หݔ(ଶ)ห ൑ ڮ ൑ หݔ(௝)ห ൑ หݔ(௡)ห.
For each element ݆ א ܬ, there exists two subsets, ܥ(݆) = ൛݅ א ܬ: ݔ௜ ൒ หݔ(௝)หൟ and ܦ(݆) = ൛݅ א ܬ:െݔ௜ ൒ หݔ(௝)หൟ.
Considering a bi-capacity μ in J and a vectorݔ א ܴ௡ , it can be defined the positive part of the bipolar 
Choquet Integral as follows: ܥ݄ା(ݔ, ߤ) = σ ቀหݔ(௝)ห െ หݔ(௝ିଵ)หߤା൫ܥ(௝),ܦ(௝),൯ቁ௝א௃ .
In the same way, it can written the negative part of the bipolar Choquet Integral as follows:ܥ݄ି(ݔ, ߤ) =
σ ቀหݔ(௝)ห െ หݔ(௝ିଵ)หߤି൫ܥ(௝),ܦ(௝),൯ቁ௝א௃ .
Therefore, the bipolar Choquet Integral is ܥ݄஻(ݔ, ߤ) = ܥା(ݔ, ߤ) + ܥ݄ି(ݔ, ߤ).
To illustrate the use of the bipolar Choquet integral, we consider an example of the evaluation of apartments 
for rent based on three alternatives: near downtown, near a subway station and low cost, which are given in 
Table 1. In this example, we have used a Likert scale, with which the opinions of experts vary from 1 (worst 
value) to 5 (best value). To select the best apartment, the client expresses his preferences as follows: (i) for an 
apartment near downtown, a low price is more important than being near the subway; therefore, apartment # 1 
is better than apartment # 2; and (ii) for an apartment far from downtown, being near the subway station is 
more important than a low price; therefore, apartment # 3 is better than apartment # 4.
Table 1. Decision matrix for a bipolar example
Criterion
Alternative
Apartment 
# 1
Apartment 
# 2
Apartment 
# 3
Apartment 
# 4
Near downtown 5 5 2 2
Near subway station 4 5 5 4
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Low price 3 4 4 3
1.1.1. Step 1 – Determining the fuzzy measures
Consider the following ordering of criteria: (i) low price  near subway station for an apartment near 
downtown, and (ii) near subway station  low price for an apartment far from downtown. This arrangement 
allows us to establish a relation between the fuzzy measures using a 2-additive model and the Shapley-Chubik 
index,  ߤ({1,2,3}) = 1, ߤ(Ԅ) = 0, ߤ({1}) = 0,39, ߤ({2}) = 0, ߤ({3}) = 0, ߤ({1,2}) = 0,33, ߤ({1,3}) = 0,
ߤ({2,3}) = 0,31
1.1.2. Step 2 – Calculating the Choquet Integral
In Table 2 we present the rank ordering obtained by using the bipolar Choquet Integral. Computations are
performed by determining the Min (product) and Max (sum) values along each column. The MaxMin operator 
gives the values of the Choquet Integral. The ranking of the alternatives that are provided by the Choquet 
Integral is then obtained by ordering these alternatives from the highest to the lowest values. 
Table 2. Rank ordering for a bipolar example
Criterion/alternative Apartment # 1 Apartment # 2 Apartment # 3 Apartment # 4
Near downtown 5μ({1})
= 5 x 0.39
= 1.95
5μ({1})
= 5 x 0.39
= 1.95
3μ({1})
= 3 x 0.39
= 0.78
3μ({1})
= 3 x 0.39
= 0.78
Near subway station μ({1,2})
= (5 - 4) x 0.33
= 0.33
μ({1,2})
= (5 - 5) x 0.33
= 0.00
μ({1,2})
= (5 - 2) x 0.33
= 0.99
μ({1,2})
= (4 - 2) x 0.33
= 0.66
Low price (4 – 3) μ({2,3})
= 1 x 0,31
= 0.31
(5 – 4) μ({2,3})
= 1 x 0,31
= 0.31
(5 – 4) μ({2,3})
= 1 x 0,31
= 0.31
(4 – 3) μ({2,3})
= 1 x 0,31
= 0.31
Min operator 1.95 x 0.33 x 0.31
= 0.20
1.95 x 0 x 0.31
= 0.00
0.78 x 0.99 x 0.31
= 0.24
0.78 x 0.66 x 0.31
= 0.16
Max operator 1.95 + 0.33 + 0.31
= 2.59
1.95 + 0 + 0.31
= 2.26
0.78 + 0.99 + 0.31
= 2.08
0.78 + 0.66 + 0.31
= 1.75
Choquet Integral 2.59 2.26 2.08 1.75
Rank Ordering 1 2 3 4
By using the bipolar Choquet Integral the logic and desired solution is obtained. This solution is the 
following: Apartment # 1 ظ Apartment # 2 and Apartment # 3 ظ Apartment # 4. 
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2. A brief review of the TODIM-FSE method
Differently from other multicriteria classification techniques such as ELECTRE-Tri or UTADIS, TODIM-
FSE [2] is based on Prospect Theory ([10], [12], [13]). TODIM-FSE relies indeed on the TODIM method ([3],
[4], [5], [6]) combined with the Fuzzy Synthetic Evaluation approach [9]. TODIM-FSE makes use of the notion 
of the contribution from a given evaluation criterion. This notion is central to the classification procedure of 
TODIM-FSE as it is associated to how much each criterion contributes to inserting a given alternative into a 
predefined category.
Applying TODIM-FSE consists of following the steps below: 
x Step 1: Defining decision makers and decision analysts 
x Step 2: Analyzing and structuring the decision making problem 
x Step 3: Defining the problem’s relevant criteria 
x Step 4: Defining categories and contribution functions 
x Step 5: Defining the relative weights of the criteria 
x Step 6: Classifying each alternative on one of the categories proposed. 
x Step 7: Validation Analysis. 
The main differentials of TODIM-FSE as a multicriteria classification method are therefore the use of the 
“contribution” concept indicating how much a criterion contributes to classifying any given alternative into a 
pre-defined category and the embedded mechanism of validation analysis, which is not present in other 
equivalent methods. 
3. Case Study
A major Brazilian retail stores company is seeking a commercial spot to start its operation in the downtown 
area of the city of Rio de Janeiro. The company has more than 90% of its stores located in shopping centers 
scattered in the whole country. However, their relatively few main street stores have excellent results and are 
very well accepted by customers and stakeholders. After a number of talks with the executives involved, 5 key
location criteria for the decision model have been selected: Sales per m2 (R$/m2); Real estate size (in m2);
Cost of lease (R$); Visual accessibility; Existence of competitors in the surrounding area. 5 alternative 
locations have been selected for the retail store and they are denoted by Point 1, Point 2, Point 3, Point 4 and 
Point 5. The data that have been surveyed by the company are presented in Table 3:
Table 3. Data of the case study
Point 1 Point 2 Point 3 Point 4 Point 5
Sales per m2 8.01 9.7 10 4.98 7.45
Real State Size 6 2.4 5.6 10 7
Rental Cost 4.62 2.77 10 6.77 6.15
Visual Accessibility very good good excellent very good good
Competition Around 50% of 
competitors
25% of 
competitors
100% of 
competitors
75% of 
competitors
50% of 
competitors
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Triangular fuzzy numbers [11] have been used in order to standardize data. Table 3 can therefore be 
rewritten as in Table 4:
Table 4. Standardized data
Point 1 Point 2 Point 3 Point 4 Point 5
Sales per m2 0.6 0.8 1 0.2 0.4
Real State Size 0.6 0.2 0.4 1 0.8
Rental Cost 0.4 0.2 1 0.8 0.6
Visual Accessibility 0.8 0.6 1 0.8 0.6
Competition Around 0.6 0.4 1 0.8 0.6
The neural network that was used has the input layer, one hidden layer with four neurons and the output 
layer. The input layer receives real data to be classified, and those data are shown in Table 5. In output layers
neurons 1, 2, 3 and 4 are as follows:
neuron 1=
»
»
»
»
»
»
¼
º
«
«
«
«
«
«
¬
ª
61.0
61.0
61.0
61.0
61.0
, neuron 2= 
»
»
»
»
»
»
¼
º
«
«
«
«
«
«
¬
ª
43.0
43.0
43.0
43.0
43.0
, neuron 3= 
»
»
»
»
»
»
¼
º
«
«
«
«
«
«
¬
ª
5.0
1
1
1
1
, neuron 4= 
»
»
»
»
»
»
¼
º
«
«
«
«
«
«
¬
ª
4.0
1
1
1
1
Fig.1. Output layers neurons
The rank ordering of those neurons is the following: neuron 1 ظ neuron 2 ظ neuron 3 ظ neuron 4. Neuron 1 
means excellent, neuron 2 means very good, neuron 3 means good and neuron 4 means bad.
The hidden layer has four neurons that use bipolar Choquet integral whose calculations are presented in 
tables 5, 6, 7, and 8. In Table 5 the vector values for point 1 and each neuron are presented.
Table 5. Point 1 and neuronal values
Point 1
Excellent Very good Good Bad
Neuron 1 Neuron 2 Neuron 3 Neuron 4
0.6 0.61 0.43 1 1
0.6 0.61 0.43 1 1
0.4 0.61 0.43 1 1
0.8 0.61 0.43 1 1
0.6 0.61 0.43 0.5 0.4
Consider the following ordering of criteria: (i) Excellent  Very good  Good  Bad. This arrangement 
allows us to establish a relation between the fuzzy measures for each neuron. For neuron 1 the fuzzy measures 
are:  ߤ({1,2,3,4}) = 1, ߤ(Ԅ) = 0, ߤ({1}) = 0.8, ߤ({2}) = 0, ߤ({3}) = 0, ߤ({1,2}) = 0.8, ߤ({1,3}) =
0,   ߤ({2,3}) = 0.8, ߤ({3,4}) = 0.8, ߤ({4,5}) = 0.8
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For neuron 2 the fuzzy measures are: ߤ({1,2,3,4}) = 1, ߤ(Ԅ) = 0, ߤ({1}) = 0.75, ߤ({2}) = 0, ߤ({3}) =
0, ߤ({1,2}) = 0.75  ߤ({1,3}) = 0,   ߤ({2,3}) = 0.75, ߤ({3,4}) = 0.75, ߤ({4,5}) = 0.75
For neuron 3 the fuzzy measures are: ߤ({1,2,3,4}) = 1, ߤ(Ԅ) = 0, ߤ({1}) = 0.73, ߤ({2}) = 0, ߤ({3}) =
0, ߤ({1,2}) = 0.73, ߤ({1,3}) = 0,   ߤ({2,3}) = 0.73, ߤ({3,4}) = 0.73, ߤ({4,5}) = 0.73
For neuron 4 the fuzzy measures are:  ߤ({1,2,3,4}) = 1, ߤ(Ԅ) = 0, ߤ({1}) = 0.6, ߤ({2}) = 0, ߤ({3}) =
0, ߤ({1,2}) = 0.6, ߤ({1,3}) = 0,   ߤ({2,3}) = 0.6, ߤ({3,4}) = 0.6, ߤ({4,5}) = 0.6
The fuzzy measures were obtained by using the Shapley-Chubik index [7].
In Table 6 the bipolar Choquet operations for classifying point 1 are presented, using the values presented 
from Table 5 and the neuronal fuzzy measures.
Table 6. Choquet integral calculations and the classification of point 1
Neuron 1 Neuron 2 Neuron 3 Neuron 4
Sales per m2
(represented by 0.6)
(1 – 0.61) x 0.8
=0.312
(0.6 – 0.43) x 0.75
=0.013
(1 - 0.6) x 0.73
=0.29
(1 - 0.6) x 0.6
=0.24
Real State Size
(represented by 0.6)
(0.61 – 0.6) x 0.8
=0.008
(0.6 – 0.43) x 0.75
=0.013
(1 - 0.6) x 0.73
=0.29
(1 - 0.6) x 0.6
=0.24
Rental Cost 
(represented by 0.4)
(0.61 – 0.4) x 0.8
=0.168
( 0.43 – 0.4) x 0.75
=0.023
(1 - 0.64) x 0.73
=0.44
(1 - 0.64) x 0.6
=0.36
Visual Accessibility
(represented by 0.8)
(0.8 – 0.61) x 0.8
=0.152
(0.8 – 0.43) x 0.75
=0.278
(1 - 0.8) x 0.73
=0.15
(1 - 0.8) x 0.6
=0.12
Competition Around
(represented by 0.6)
(0.61 – 0.6) x 0.8
=0.008
(0.6 – 0.43) x 0.75
=0.013
(0.6 – 0.5) x 0.73
=0.07
(0.7 – 0.5) x 0.6
=0.06
MIN 0.008 0.013 0.07 0.06
Choquet integral
MAXMIN
MAX(0.008; 0.013; 0.07; 0.06) = 0.07
Classification Neuron 3  GOOD
It is shown in table 6 that Choquet integral using MAXMIN operator for the four neurons determines the 
value 0.07 that is neuron 3, whose definition in table 5 characterizes GOOD.
The same calculations were done for all other points.
A summary of the calculations is presented in Table 7 the final classification using bipolar Choquet neuron I
in the output layer.
Table 7. Neuron I results classification using BCNN
Point 1 Point 2 Point 3 Point 4 Point 5
Good Bad Excellent Very good Good
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Table 8 shows the final classification obtained by using BCNN in the output layer and TODIM-FSE [2]:
Table 8. Final classification obtained by using BCNN in the output layer and TODIM-FSE
Point 1 Point 2 Point 3 Point 4 Point 5
TODIM-FSE Bad Excellent Very good Good Good
BCNN Bad Excellent Very good Good Good
Therefore using both methods has led to the same result.
4. Conclusions and recommendations for future research
The same results obtained in the classification of alternatives under multiple criteria by TODIM-FSE and by 
using the BCN methods suggests that either one of them can be applied for solving the retail store location 
problem. However, using the BCN means that interactions between criteria are taken into consideration in the 
analysis. 
For future research more comparisons between BCN and other multicriteria classification methods such as 
UTADIS and ELECTRE-Tri should be conducted.
This paper has shown that the Choquet integral identifies the exemplified patterns. This method can be 
extended for million new patterns. It can also be used with structured and non-structured data systems in order 
to discover relevant and still unknown information being helpful to big data analysis.
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