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Abstract
In this paper, we study harmonic analysis on finite homogeneous spaces whose
associated permutation representation decomposes with multiplicity. After a careful
look at Frobenius reciprocity and transitivity of induction, and the introduction of
three types of spherical functions, we develop a theory of Gelfand Tsetlin bases for
permutation representations. Then we study several concrete examples on the sym-
metric groups, generalizing the Gelfand pair of the Johnson scheme; we also consider
statistical and probabilistic applications. After that, we consider the composition
of two permutation representations, giving a non commutative generalization of the
Gelfand pair associated to the ultrametric space; actually, we study the more general
notion of crested product. Finally, we consider the exponentiation action, gener-
alizing the decomposition of the Gelfand pair of the Hamming scheme; actually,
we study a more general construction that we call wreath product of permutation
representations, suggested by the study of finite lamplighter random walks. We
give several examples of concrete decompositions of permutation representations
and several explicit ’rules’ of decomposition. 1
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1 Introduction
Let G be a finite group acting transitively on a finite set X and let K be the stabilizer
of a point x0 ∈ X , so that X = G/K. If T is a G-invariant operator on L(X) then its
eigenspaces are representations of the group G and therefore one could expect that the
representation theory of G could be used to determine the spectral decomposition of the
operator T . The case of a finite Gelfand pair, that is when L(X) decomposes without
multiplicity, has been extensively studied; [11] is a forthcoming monograph which treats
this case, both the theoretical aspects and the applications (another important book that
covers this subject is A. Terras’ book[47]). The present paper is devoted to the study of
general spaces that decomposes with multiplicity.
If the invariant operator T does not belong to the center of HomG(L(X), L(X)), then it
has a nontrivial action on some isotypic component and therefore, in order to diagonalize
the operator, it is necessary to find an explicit orthogonal decomposition of that isotypic
component. Although there is not a canonical way to derive such a decomposition, in
several cases one can find a natural one. In this paper, by Harmonic Analysis we mean
the search of such orthogonal decompositions, in an explicit form suitable for the spectral
study of invariant operators. The main application is to the study of invariant random
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walks along the lines of P. Diaconis work [13]. Another application is to the spectral
analysis of statistical data, again originated from Diaconis work.
Now we give two examples. Let X be a finite G-homogeneous graph and put in each
vertex a lamp, which may be on or off. A lamplighter performs the simple random walk
on X and when he moves from a vertex x to a vertex y he change randomly the state the
lamps in x and y, that is both the lamps may be turned on or off with equal probability.
This is an example of a random walk on a finite homogeneous space that decomposes
with multiplicity. Its analysis is in [41]; in the last part of the present paper, we develop a
general harmonic analysis on wreath products that has the representation theoretic results
in [41] as a particular case. In the second example, consider a model made up of 3 urns
and 3m numbered balls. Put in the first urn the balls numbered 1, 2, . . . , m, in the second
urn the balls m+1, m+2, . . . , 2m and in the third urn the balls 2m+1, 2m+2, . . . , 3m.
At each time, choose at random two balls that belongs to different urns and switch them.
This is a Markov chain in a space with multiplicity, but its Markov operator belongs
to the center of the commuting algebra [36]. Now consider the following variation: we
can only switch balls between urns 1 and 3 and between urns 2 and 3. The resulting
Markov operator is not in the center of the commutant algebra and its spectral analysis
requires an explicit orthogonal decomposition of each isotypic component; the details are
in subsection 3.4 of the present paper.
The paper is divided into four sections. In the first section, we develop some general
theory. It is known that the multiplicity of an irreducible representation in L(X) is equal
to the dimension of the K-invariant vectors. This is Frobenius reciprocity. We examine
it from two different sides, and derive some general rules to decompose a permutation
representation; in particular, we introduce three kinds of spherical functions. We also
show that the transitivity of induction play a fundamental role in the search of “general
principles” that could be used to find interesting intermediate decompositions. This part
of the paper culminates with a subsection devoted to the theory of Gelfand-Tsetlin bases.
If there is a chain of subgroups G ≥ H1 ≥ H2 ≥ · · ·Hm = K satisfying the Gelfand-
Tsetlin condition (see Definition 2.24), then there is (modulo scalars) a unique choice for
the basis of theK-invariant vectors (adapted to such a chain of subgroups): this basis leads
to a “natural” orthogonal decomposition of the isotypic component. Recent fundamental
papers on Gelfand-Tsetlin bases for the group algebra of the symmetric group are [33, 34].
In the other parts of the paper we treat some specific spaces. There are three basics
examples of finite Gelfand pairs: the Johnson scheme, the finite ultrametric space and the
Hamming scheme; a general reference on these pairs is [11] (other useful references are
[6, 9, 16, 18, 20, 45]). We give examples that generalizes these pairs and have multiplicities.
As a noncommutative analog of the Johnson scheme, in the second part of the paper we
study a family of Gelfand-Tsetlin bases on the symmetric group. In particular, we deter-
mine an explicit basis for the representation Sn−1,1 in the permutation moduleMa1,a2,...,ak
(Theorem 3.1). Then we give two different decompositions of the isotypic component
2Sn−1,1 of Mn−2,1,1; this way we illustrate the general theory developed in the previous
section. Moreover, as concrete application, we give an analysis of the results of an elec-
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tion for president and director of an association. Since the outcome of the election is
an element of M2,1,1 = S(n) ⊕ 2Sn−1,1 ⊕ Sn−2,2 ⊕ Sn−2,1,1, Diaconis [13, 14] computed
and interpreted the projections onto the isotypic components . We refine its analysis
giving two different orthogonal decompositions of isotypic component 2Sn−1,1 (adapted
to 2 different Gelfand-Tsetlin bases) and interpreting the corresponding projections. We
determine also a Gelfand-Tsetlin decompositions for all irreducible representations that
appear in the permutation module corresponding to a three parts partition, i.e. Ma,b,c
(Theorem 3.12). This is obtained by the spectral decomposition of some laplacians and
is connected with the results in [19, 39].
In the multiplicity free setting, a generalization of the ultrametric space is given by the
composition of Gelfand pairs. It has been studied in [10]; see also [5, 22]. Recently, R.
Bailey and P.J. Cameron [2, 4] have developed a theory of crested products that generalizes
both the direct product and the composition of two permutation representations (actually,
they work both on groups and on association schemes). They treat the case of a symmetric
association scheme, that generalizes the case of a symmetric Gelfand pair. In the third
part of the paper, we extend the Bailey-Cameron theory to the case of crested product
of arbitrary (i.e. with multiplicity) permutation representations. Now we have to deal
with a noncommutative algebra of bi-K-invariant functions, and we extend in this setting
the notion of ideal partition from [2, 4]. Then we give explicit decomposition rules for
the composition action of a crested product and also ex! plicit formulas for the spherical
functions. We also gives a series of examples that illustrate the theory.
The last part of the paper is devoted to the analysis of the exponentiation action.
This may be considered a generalization of the usual Hamming scheme; see [10, 30].
Actually, we treat a more general case: we give the decomposition rules for a more general
notion, that we call wreath product of permutation representations; it has as a particular
case both the exponentiation action and the left regular action of a wreath product on
itself. This generalization is suggested by our recent work on the harmonic analysis of
finite lamplighter random walks; [41]. As basic references on wreath products and their
representations, we refer to [25, 23].
The present paper may be considered as a companion of [40]. In that paper, in order to
give partial solution of an open problem in [7], we studied finite Markov chains invariant
with respect a nontransitive permutation group G. We made the hypothesis that each
orbit was a space without multiplicity (a Gelfand pair), but multiplicities were originated
by considering the same representation in different orbits. Now we have only one orbit
but with multiplicity. It remains to study the general case, a nontransitive group with
multiplicity allowed on each orbit. This would lead to a complete solution of the open
problem in [7]; we plan to devote a future paper on this case.
The present paper may be also considered as a sequel of [10] (a joint paper with T.
Ceccherini-Silberstein) where, among other things, we studied the composition and the
exponentiation of Gelfand pairs. Now we are considering more general constructions
(crested and wreath products) for arbitrary (i.e. with multiplicity) spaces.
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Notation If X is a finite set, we denote by L(X) the vector space of all complex
valued functions defined on X . The space L(X) will be endowed with the scalar product
〈f1, f2〉L(X) =
∑
x∈X
f1(x)f2(x), f1, f2 ∈ L(X). If x ∈ X , δx is the Dirac function centered
at x; if A ⊆ X , 1X is the characteristic function of A. Suppose that Y is another
finite set. We will use the natural isomorphism L(X × Y ) ∼= L(X) ⊗ L(Y ), where for
f1 ∈ L(X), f2 ∈ L(Y ), (f1 ⊗ f2)(x, y) = f1(x)f2(y), for all (x, y) ∈ X × Y . We denote by
Y X the set of all functions ϕ : X → Y . A partition P of X will be denoted by writing
X =
∐
A∈P
A, that is the simbol
∐
denotes a disjoint union. If G is a group, 1G denotes
the identity of G. If (ρ, V ) is a representation of G and
V =
⊕
i∈I
miWi, (1.1)
where Wi, i ∈ I, are irreducible, pairwise inequivalent representation of G and mi is the
multiplicity ofWi in V , then we will say that (1.1) is the isotypic decomposition of V , and
thatmiWi are the isotypic components. If U is a vector space and u1, u2, . . . , um ∈ U , then
〈u1, u2, . . . , um〉 is the subspace generated by u1, u2, . . . , um. If U, V are unitary spaces,
then Hom(U, V ) (the space of all linear operators from U to V ) will be endowed with the
Hilbert-Schmidt scalar product: if T, S ∈ Hom(U, V ) and u1, u2, . . . , un is an orthonormal
basis in U , then 〈S, T 〉HS =
n∑
k=1
〈Suk, Tuk〉U .
2 General theory
As general references on representation theory of finite groups, we refer to [31, 43, 44, 46].
All the representations we consider are unitary.
2.1 Frobenius reciprocity for a permutation representation
Definition 2.1. Let G be a finite group and (ρ, V ) a representation of G. The commutant
of V is the algebra HomG(V, V ) of all linear operators intertwining V with itself.
Theorem 2.2. Suppose that V =
⊕
ρ∈ImρWρ is the isotypic decomposition of V . Then
HomG(V, V ) ∼=
⊕
ρ∈I
Mmρ,mρ(C) (2.2)
as algebras. In particular, dim HomG(V, V ) =
∑
ρ∈Im
2
ρ.
Proof. (Sketch) Suppose that mρWρ = W
1
ρ ⊕W
2
ρ ⊕ · · · ⊕W
dρ
ρ is an orthogonal decompo-
sition of the isotypic component mρWρ for any ρ ∈ I. Then, using Schur’s lemma, one
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can choose a basis {T ρi,j : ρ ∈ I, i, j = 1, 2, . . . , dρ} of HomG(V, V ) with the following
properties
• KerT ρi,j = (W
j
ρ )
⊥
• RanT ρi,j =W
i
ρ
• T ρi,jT
ρ
j,k = T
ρ
i,k.
Therefore any T ∈ HomG(V, V ), can be written uniquely as T =
∑
ρ∈I
∑mρ
i,j=1 α
ρ
i,jT
ρ
i,j,
and the map
T 7→ ⊕ρ∈I(a
ρ
i,j)i,j=1,...,mρ
yield the isomorphism (2.2).
Corollary 2.3. A basis for the center of HomG(V, V ) is given by the orthogonal projections
onto the isotypic components. In particular, an operator T is in the center of Hom(V, V )
if and only if every isotypic component mρWρ is an eigenspace for T .
Suppose that G acts transitively on X , that K is the stabilizer of a fixed point x0 ∈ X
and denote by (λ, L(X)) the corresponding permutation representation.
Definition 2.4. If V is any G−representation, we denote by V K the subspace ofK−invariant
vectors in V .
Suppose now that (ρ, V ) is irreducible and that V K is non–trivial. Set dρ = dim V .
For any v ∈ V K define the linear map Tv : V → L(X) by setting
(Tvw)(gx0) =
√
dρ
|X|
〈w, ρ(g)v〉V , (2.3)
for any w ∈ V and g ∈ G. Clearly, Tvw ∈ L(X) is well defined because v is K-invariant.
Moreover, Tv ∈ HomG(V, L(X)): it is easy to see that Tvρ(w) = λ(g)Tvw.
Proposition 2.5. With the notation above, one has:
〈Tuw, Tvz〉L(X) = 〈w, z〉V 〈v, u〉V , (2.4)
for all v, u ∈ V K and w, z ∈ V . In particular
1. if ‖v‖V = 1 then Tv is an isometric immersion of V into L(X);
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2. iIm(Tu) is orthogonal to Im(Tv) if and only if u is orthogonal to v.
Proof. Fix u, v ∈ V K and define a linear map R : V → V by setting:
Rw =
1
|K|
∑
g∈G
〈w, ρ(g)u〉V ρ(g)v (2.5)
for all w ∈ V . It is clear that R ∈ HomG(V ) and since V is irreducible, R = aIV with
a ∈ C and IV the identity map. But Tr(R) = |X|〈v, u〉V , as it can be easily checked from
(2.5). Then adρ = |X|〈v, u〉 and R =
|X|
dρ
〈v, u〉V IV .
Therefore, if w, z ∈ V , we have
〈Tuw, Tvz〉L(X) =
1
|K|
∑
g∈G
〈w, ρ(g)u〉V 〈z, ρ(g)v〉V ·
dρ
|X|
=
dρ
|X|
〈Rw, z〉V
= 〈w, z〉V 〈v, u〉V .
Then (1) and (2) immediately follows from (2.4).
Theorem 2.6 (Frobenius reciprocity for permutation representations). The map
V K −→ HomG(V, L(X))
v 7−→
1√
dρ
Tv
is an antilinear, isometric isomorphism between the vector spaces V K and HomG(V, L(X)).
In particular, the multiplicity of V in L(X) is equal to dim V K , the dimension of the
subspace of K-invariant vectors in V .
Proof. If α, β ∈ C, u, v ∈ V K , then clearly Tαu+βv = αTu + βTv, that is the map v 7→ Tv
is antilinear. Now we show that this map is a bijection. If T ∈ HomG(V, L(X)), then
V ∋ w 7→ (Tw)(x0) ∈ C is a linear map and therefore there exists v ∈ V such that
(Tw)(x0) = 〈w, v〉V , for all w ∈ V . It follows that for all w ∈ V and g ∈ G
[Tw](gx0) = [λ(g
−1)Tw](x0)
(because T ∈ HomG(V, L(X))) = [Tρ(g
−1)w](x0)
= 〈ρ(g−1)w, v〉V
= 〈w, ρ(g)v〉V .
(2.6)
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This shows that T =
√
|X|
dρ
Tv. Moreover, taking g = k ∈ K in (2.6) we get that v ∈ V
K .
It is also clear that for T ∈ HomG(V, L(X)) such a vector v ∈ V
K is uniquely determined.
It remains to show that the map is isometric: if w1, w2, . . . , wdρ is an orthonormal basis
in V , then by (2.4)
〈Tu, Tw〉HS =
dρ∑
j=1
〈Tuwj, Tvwj〉V = dρ〈v, w〉V .
Corollary 2.7. The vectors v1, v2, . . . , vm form an orthogonal basis for V
K if and only if
Tv1V ⊕ Tv2V ⊕ · · · ⊕ TvmV
is an orthogonal decomposition of the V -isotypic component of L(X).
Orthogonality relations may be proved also for the general form of Frobenius reciprocity;
see [32].
2.2 Spherical functions
We present now the description of the commutant of the permutation representations in
terms of bi-K-invariant functions. For f ∈ L(X) denote by f˜ the function in L(G) defined
by setting
f˜(g) = f(gx0) (2.7)
The map f → f˜ is a linear isomorphism between the vector spaces L(X) and L(G/K)
(and between the vector space of K-invariant functions on X and L(K\G/K)).
Theorem 2.8. The commutant HomG(L(X), L(X)) is isomorphic to the algebra of bi-
K-invariant functions L(K\G/K) : {f ∈ L(G) : f(k1gk2) = f(g), ∀k1, k2 ∈ K, g ∈ G}.
Proof. (sketch) Suppose that T ∈ HomG(L(X), L(X)) and that [Tf ](x) =
∑
y∈X r(x, y)f(y).
In virtue of the G-invariance of T , we have r(gx, gy) = r(x, y) for all g ∈ G. Set
ψ(x) = r(x, x0) and for ξ ∈ L(G) define ξˇ(g) = ξ(g
−1). Then it is easy to show that
T 7→ (ψ˜)ˇ is the desired isomorphism.
Remark 2.9. Form the proof of Theorem 2.8, one can also get the following formula
T˜ f =
1
|K|
f˜ ∗ ψ˜. (2.8)
We will say that ψ is the representing kernel of T .
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Suppose again that L(X) =
⊕
ρ∈I mρVρ. We can summarize Theorems 2.2 and 2.8 by
writing
HomG(L(X), L(X)) ∼= L((K\G/K) ∼=
⊕
ρ∈I
Mmρ,mρ(C). (2.9)
In the remaining part of this section, we construct an explicit isomorphism between
L(K\G/K) and
⊕
ρ∈I Mmρ,mρ(C). We also introduce two other kinds of algebras that are
worthwhile to study, with the relative spherical functions.
For any irreducible representation ρ ∈ I, select an orthonormal basis {vρ1 , v
ρ
2, . . . , v
ρ
mρ}
in V Kρ .
Definition 2.10. 1. For ρ ∈ I, the matrix coefficients
φρi,j(g) = 〈v
ρ
i , ρ(g)v
ρ
j 〉Vρ (2.10)
with i, j = 1, 2, . . . , mρ, are the spherical matrix coefficients of (ρ, Vρ).
2. For ρ ∈ I, the coefficients φρi,i, i = 1, 2, . . . , mρ, are the spherical functions of (ρ, Vρ).
3. For ρ ∈ I, χKρ =
∑mρ
i=1 φ
ρ
i,i is the spherical character of (ρ, Vρ).
The spherical matrix coefficients form an orthonormal basis for L(K\G/K) (note that
from (2.9) it follows that dim L(K\G/K) =
∑
ρ∈I m
2
ρ). Using the orthogonality relation
for matrix coefficients we can immediately write the Fourier transform relative to the
matrix coefficients (2.10): for F ∈ L(K\G/K), ρ ∈ I and i, j = 1, 2, . . . , mρ
f̂i,j(ρ) = 〈f, φ
ρ
i,j〉L(G) spherical Fourier transform
and
f(g) =
1
|G|
∑
ρ∈I
dρ
mρ∑
i,j=1
φρi,j(g)f̂i,j(ρ) Inversion formula.
From the orthogonality relations of matrix coefficients, one can easily prove the identity
φρi,j ∗ φ
σ
h,k =
|G|
dρ
δj,hδρ,σφ
ρ
i,k (2.11)
and this immediately yields the desired explicit isomorphism.
Theorem 2.11. The map
L(K\G/K) −→
⊕
ρ∈IMmρ,mρ(C)
f 7→ ⊕ρ∈I
(
f̂i,j(ρ)
)
i,j=1,2,...,mρ
is an isomorphism of algebras.
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Proof. Foe all f, h ∈ L(K\G/K), ρ ∈ I and i, j = 1, 2, . . . , mρ, we have
(̂f ∗ h)i,j(ρ) =
mρ∑
k=1
f̂i,k(ρ) · ĥk,j(ρ)
as it easily follows from the inversion formula and (2.11).
We can define another algebra, namely A = span {φρi,i : ρ ∈ I, i = 1, 2, . . . , mρ}.
Clearly, it depends on the choice of the bases {vρ1 , v
ρ
2, . . . , v
ρ
mρ}, ρ ∈ I.
Proposition 2.12. 1. A is a maximal Abelian subalgebra of L(K\G/K).
2. The operator Eρi : L(X)→ L(X) defined by
(Eρi f)(gx0) =
dρ
|G|
〈f˜ , λ(g)φρi,i〉L(G), (2.12)
f ∈ L(X), g ∈ G (f˜ is as in (2.7)), is the projection from L(X) onto Tvρi Vρ,
ρ ∈ I, i = 1, 2, . . . , mρ (Tvρi Vρ as in Proposition 2.5).
Proof. (1) The diagonal matrices form a maximal Abelian subalgebra in the full matrix
algebra Mn,n(C).
(2) Extend each basis of V Kρ to an orthonormal basis {v
ρ
1 , v
ρ
2, . . . , v
ρ
dρ
} of Vρ, for all ρ ∈ I.
Any function f ∈ T σvkVσ is the Tvk−image of a vector
∑dσ
j=1 ajv
σ
j ∈ V
K
ρ , and then is of the
form
f(hx0) =
√
dσ
|X|
dσ∑
j=1
ajφ
σ
j,k(h).
Therefore
(Eρi f)(gx0) =
dρ
|G|
∑
h∈G
f(hx0)φ
ρ
i,i(g
−1h)
=
dρ
|G|
√
dσ
|X|
dσ∑
j=1
aj[φ
σ
j,k ∗ φ
ρ
i,i](g)
=
√
dσ
|X|
dσ∑
j=1
ajδσ,ρδk,iφ
σ
j,i(g)
=
{
f(gx0) if ρ = σ and i = k
0 otherwise.
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Remark 2.13. Suppose that T : L(X) → L(X) is normal and G-invariant. Then
each eigenspace of T is G-invariant, and therefore may be decomposed into mutually
orthogonal, irreducible subspaces. This way one can get an orthogonal decomposition
L(X) =
⊕
ρ∈I
⊕dρ
j=1 Tvρj Vρ such that each Tv
ρ
j
Vρ is an eigenspace of T . From another
point of view, suppose that ψ is the representing kernel of T . Set ψ⋄(g) = ψ(g−1). Then
T is normal if and only if ψ ∗ ψ⋄ = ψ⋄ ∗ ψ. The last identity is equivalent to say that
the spherical Fourier transform of ψ is normal, for any ρ ∈ I. If this is the case, one can
diagonalize the spherical Fourier transform of ψ by a choice of a suitable orthonormal
basis of K-invariant vectors in each irreducible representation. Also this way one gets
again a diagonalization of T .
The last algebra that we introduce is B = span {χKρ : ρ ∈ I}.
Proposition 2.14. 1. B is the center of L(K\G/K).
2. The linear operator Eρ : L(X)→ L(X) defined by
(Eρf)(gx0) =
dρ
|G|
〈f˜ , λ(g)χKρ 〉L(G),
f ∈ L(X), g ∈ G (f˜ is as in (2.7)), is the projection from L(X) onto the isotypic
component mρVρ, ρ ∈ I.
3. If χρ is the character of ρ, then χ
K
ρ (g) =
1
|K|
∑
k∈K χρ(kg).
Proof. The first two points follow immediately from the previous proposition and Remark
2.3. For the third point, observe that 1
|K|
∑
k∈K ρ(k) is the orthogonal projection of Vρ
onto the space V K of K-invariant vectors.
Corollary 2.15. Suppose that the multiplicity of Vρ in L(X) is equal to dρ. Then χ
K
ρ ≡ χρ
and
Eρf =
dρ
|G|
∑
g∈G
χρ(g)λ(g)f
with f ∈ L(X).
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Proof. Il is clear that χKρ ≡ χρ. Therefore,
Eρf(gx0) =
dρ
|G|
〈f˜ , λ(g)χρ〉L(G)
=
dρ
|G|
∑
h∈G
f(hx0)χρ(g−1h)
as χρ is central =
dρ
|G|
∑
h∈G
f(hx0)χρ(hg−1)
t−1 = hg−1 =
dρ
|G|
∑
t∈G
f(t−1gx0)χρ(t−1)
=
dρ
|G|
∑
t∈G
λ(t)f(gx0)χρ(t).
The computational aspects of Corollary 2.15 were explored in [15].
Remark 2.16. In the following, often we will write gf instead of λ(g)f .
2.3 The other side of Frobenius reciprocity
Usually, Frobenius reciprocity is stated as an explicit isomorphism HomK
(
ResGKV, U
)
∼=
HomG
(
V, IndGKU
)
, where K ≤ G, V is a G-representation and U is a K representa-
tion. In Theorem 2.6 we have examined the special case in which U is the trivial rep-
resentation. But Frobenius reciprocity may be also stated as an explicit isomorphism
HomK
(
U,ResGKV
)
∼= HomG
(
IndGKU, V
)
; see [8], Corollary 34.1. This formulation of
Frobenius reciprocity is particular useful when the irreducible representations of G may
be obtained as induced representations; this is the case of a wreath product (see section
5.1). We examine this side of Frobenius reciprocity in the particular case in which V is a
permutation representation.
Let G be again a finite group acting transitively on X and suppose that H is a subgroup
of G. Let (ρ,W ) be an H-representation. Set τ = IndGHρ and denote by λ the permutation
representation of G on X . Let S be a set of representatives for the right cosets of H in G,
that is G =
∐
s∈S
sH ; we suppose that 1G ∈ S. We recall that Ind
G
HV has two equivalent
descriptions [31, 43, 44, 46] (we will use both of them). In the first description it is formed
by all vectors
∑
s∈S
τ(s)ws such that ws ∈ W for every s ∈ S. In the second description, it
is formed by all functions F : G→ W such that: F (gh) = ρ(h−1)F (g), for all g ∈ G and
h ∈ H .
Proposition 2.17 (Frobenius reciprocity II). For L ∈ HomH(W,Res
G
HL(X)), define
⋄
L
by setting
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(
⋄
L
∑
s∈S
τ(s)ws
)
(x) =
1√
|S|
∑
s∈S
(Lws)(s
−1x),
for every
∑
s∈S
τ(s)ws ∈ Ind
G
HW and x ∈ X. Then
⋄
L∈ HomG(Ind
G
HW,L(X)) and the map
HomH(W,Res
G
HL(X)) −→ HomG(Ind
G
HW,L(X))
L 7−→
⋄
L
is an isometric isomorphism.
Proof. Clearly, L verifies the identity Lρ(h)w = (Lw)(h−1x), for all x ∈ X, h ∈ H,w ∈ V .
Take any
∑
t∈S τ(t)wt ∈ Ind
G
HW and fix g ∈ G. For every t ∈ T , let st ∈ S and ht ∈ H
be the unique elements such that gt = stht. Then we have:
[
⋄
L τ(g)
∑
t∈S
τ(t)wt
]
(x) =
[
⋄
L
∑
t∈S
τ(st)ρ(ht)wt
]
(x)
=
1√
|S|
∑
t∈S
[Lρ(ht)wt](s
−1
t x)
=
1√
|S|
∑
t∈S
(Lwt)(h
−1
t s
−1
t x)
=
1√
|S|
∑
t∈S
(Lwt)(t
−1g−1x)
=
[
λ(g)
⋄
L
∑
t∈S
τ(t)wt
]
(x).
This shows that
⋄
L∈ HomG(Ind
G
HV, L(X)).
For L ∈ HomG(Ind
G
HW,L(X)), define L˜ in the following way. If w ∈ W , set ws = 0
when s 6= 1G and w1G = w and then set L˜w = L
∑
s∈S
τ(s)ws. It is easy to check that
L˜ ∈ HomH(W,Res
G
HL(X)). Moreover, L˜ is just the restriction of L to the subspace
τ(1G)W in Ind
G
HW , and therefore L
∑
s∈S
τ(s)ws =
∑
s∈S
λ(s)Lws =
∑
s∈S
λ(s)L˜ws for any
choice of
∑
s∈S
τ(s)ws ∈ Ind
G
HW ; from this fact it follows that the map L 7→
√
|S|L˜ is the
inverse of L 7→
⋄
L.
It is also easy to check that 〈
⋄
L1,
⋄
L2〉HS = 〈L1, L2〉HS.
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2.4 Decomposition by transitivity of induction
Now we show how transitivity of induction may be used to decompose L(X) in terms of
induced representations. Suppose that K ≤ H ≤ G, set Y = G/H , Z = H/K and let
x0 ∈ X , z0 ∈ Z be the points stabilized by K and y0 ∈ Y the point stabilized by H . Let
S be a set of transversal of G/H and T a set of transversal of H/K. Then
G =
∐
s∈S
sH H =
∐
t∈T
tK G =
∐
s∈S
∐
t∈T
stK.
Clearly X = {stx0 : s ∈ S, t ∈ T} and Y = {sy0 : s ∈ S}.
Proposition 2.18. There exists a unique map pi : X → Y with the following properties:
• pi is surjective;
• pi(x0) = y0
• pi is G-equivariant: pi(gx) = gpi(x) for all x ∈ X and g ∈ G.
Proof. It is immediate to check that such a pi is given by: pi(stx0) = sy0.
Let V0 the trivial representation of K. Then, the transitivity of induction
L(X) = IndGKV0 = Ind
G
HL(Z) (2.13)
could be made explcit by saying that
L(X) =
⊕
y∈Y
L(pi−1(y)), (2.14)
where each pi−1(y) is a copy of Z: we identify Z with pi−1(y0) and if y = sy0, then
pi−1(y) = sZ.
If L(Z) =
⊕
ρ∈I mρWρ is the decomposition of L(Z) in irreducible representations of H ,
then L(sZ) =
⊕
ρ∈I mρsWρ, where for f ∈ L(X), (sf)(x) = f(s
−1x), for any x ∈ X and
we have
IndGHWρ =
⊕
s∈S
sWρ. (2.15)
In (2.15) if sy0 = y then sWρ is the subspace of L(pi
−1(y)) built using the isomorphism
between L(pi−1(y)) and L(Z) given by L(Z) ∋ f → sf ∈ L(pi−1(y)). In the following
Proposition, we summarize these facts in an orthogonal form.
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Proposition 2.19. For every ρ ∈ I, let
⊕mρ
j=1W
j
ρ be an explicit orthogonal decomposition
of the isotypic component mρWρ (i.e. W
1
ρ
∼= W 2ρ
∼= · · · ∼= W
mρ
ρ ). Set W iρ(pi
−1(y)) = sW iρ
if sy0 = y. Then we have the orthogonal decomposition
L(X) =
⊕
ρ∈I
mρ⊕
j=1
[⊕
y∈Y
W jρ (pi
−1(y))
]
(2.16)
where ⊕
y∈Y
W jρ (pi
−1(y)) = IndGHW
j
ρ .
Remark 2.20. In Proposition 2.19 we have replaced
⋄
L of Theorem 2.17 with the map L♯
given by (
L♯
∑
s∈S
τ(s)ws
)
(x) = (Lws0)(s
−1
0 x)
if x ∈ s0Z. Now the map L 7→ L
♯ is an injective homomorphism HomH(W,L(Z)) −→
HomG(Ind
G
HW,L(X)), which in general is not surjective (for instance, takeW = the trivial
representation of H).
Denote by Eρj : L(Z) → W
j
ρ the projection operator and by (e
ρ
j (z, z
′))z,z′∈Z the corre-
sponding representing matrix, that isEρj f(z) =
∑
z′∈Z e
ρ
j (z, z
′)f(z′). Clearly, (eρj (z, z
′))z,z′∈Z
is H-invariant: eρj (hz, hz
′) = eρj (z, z
′) for all z, z′ ∈ Z and h ∈ H .
Therefore, the projection operator sEρj s
−1 : L(pi−1(y))→Wρ,j(pi
−1(y)), where s ∈ S and
sy0 = y, is represented by the matrix (e
ρ
j (s
−1z, s−1z′))z,z′∈Z . Indeed, if x ∈ L(pi
−1(y)),
f ∈ L(pi−1(y)), then
(
sEρj s
−1f
)
(x) =
∑
z′∈Z
eρj (s
−1x, z′)f(sz′)
=
∑
x′∈π−1(y)
eρj (s
−1x, s−1x′)f(x′).
The projector operator onto IndGHWρ,j is given by
⊕
s∈S sE
ρ
j s
−1.
Suppose now that Wρ is contained in L(Z) with multiplicity dρ ≡ dim Wρ. Then, by
Corollary 2.15
Eρf =
dρ
H
∑
h∈H
χρ(h)hf (2.17)
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projects L(X) onto the isotypic component dρWρ. Then the projection L(pi
−1(y)) →
dρsWρ is given by
sEρs−1f =
dρ
|H|
∑
h∈H
χρ(h) · shs
−1f =
dρ
|H|
∑
t∈sHs−1
χρ(s
−1ts) · tf. (2.18)
Example 2.21. We apply now the above theory to the particular case G = Sn, K = Sn−k
and H = Sn−k × Sk. We have
X = Sn/Sn−k = {(i1, i2, . . . , ik) : i1, i2, . . . , ik ∈ {1, 2, . . . n}, ij 6= il for j 6= l},
Y is the family of all k-subsets of {1, 2, . . . , n} and
Z = (Sn−k × Sk)/Sn−k = {(i1, i2, . . . , ik) : i1, i2, . . . , ik ∈ {1, 2, . . . k}, ij 6= il for j 6= l}.
Alternatively, we may see X as the set of all injective functions ξ : {1, 2, . . . , k} →
{1, 2, . . . , n}: identify (i1, i2, . . . , ik) with ξ given by ξ(j) = ij . This way, Z coincides with
Sk and if A ∈ Y (A is a k-subset) then pi
−1(A) is the set of all ξ : {1, 2, . . . , k} → A.
Using the standard terminology for the symmetric group [35], we write Mn−k,1
k
=
L(Sn/Sn−k) and M
1k = L(Z). We clearly have Mn−k,1
k
= IndSnSn−k×Sk
[
S(n−k) ×M1
k
]
.
We have the natural action of Sn on X : if θ ∈ Sn and (i1, i2, . . . , ik) ∈ X then
θ(i1, i2, . . . , ik) = (θ(i1), θ(i2), . . . , θ(ik)). If (i1, i2, . . . , ik) is identified with a function ξ,
this is equivalent to multiplication on the left: ξ 7→ θξ. On X there is also a natural action
of Sk, that we denote by r: if σ ∈ Sk then r(σ)(i1, i2, . . . , ik) = (iσ−1(1), iσ−1(2), . . . , iσ−1(k)).
This is equivalent to a multiplication on the right: ξ 7→ ξσ−1. For λ ⊢ k, denote by Sλ
the corresponding irreducible representation of Sn and by χλ its character. By (2.17),
Eλ = dλ
k!
∑
σ∈Sk
χλ(σ)σ is the projector of M
1k onto dλS
λ.
Proposition 2.22. The orthogonal projection
E˜λ : Mn−k,1
k
→ IndSnSn−k×Sk
[
S(n−k) ⊗ dλS
λ
]
f 7→ E˜λf
is given by
(E˜λf)(i1, i2, . . . , ik) =
dλ
k!
∑
σ∈Sk
χλ(σ)f(iσ−1(1), iσ−1(2), . . . , iσ−1(k)). (2.19)
Proof. Let Θ be a set of representatives of the cosets of Sn/Sn−k, that is Sn =
∐
θ∈Θ θ(Sn−k×
Sk). Then E˜
λ =
⊕
θ∈Θ θE˜θ
−1, where each θE˜θ−1 acts on L(θZ). Therefore, we may fix
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θ ∈ Θ and assume that f ∈ L(θZ). If (i1, i2, . . . , ik) ∈ θZ and ξ is the corresponding
function ξ : {1, 2, . . . , k} → {θ(1), θ(2), . . . , θ(k)} then θ−1ξ ∈ Sk, and by the conjugacy
invariance of χλ, (2.18) becomes
∑
σ∈Sk
χλ(σ)f(θσ
−1θ−1(i1, i2, . . . , ik)) =
∑
σ∈Sk
χλ(σ)f(θσ
−1θ−1ξ)
=
∑
σ∈Sk
χλ(σ)f(ξ(θ
−1ξ)−1σ−1(θ−1ξ)) =
=
∑
σ∈Sk
χλ(σ)f(ξσ
−1)
=
∑
σ∈Sk
χλ(σ)f((iσ−1(1), iσ−1(2), . . . , iσ−1(k))).
For instance, when k = 2 Proposition 2.22 yields the decomposition of Mn−2,1,1 into
symmetric (i.e., f(i, j) = f(j, i)) and antisymmetric (i.e., f(i, j) = −f(j, i)) functions.
Compare with [28, 29]; see also subsection 3.2.
We end this section by giving an explicit rule to decompose the induced representation
in (2.15). It will be fundamental in the theory of Gelfand-Tsetlin bases. Assume all the
notation in Proposition 2.18. Let (σ, V ) be an irreducible representation of G and W an
H-invariant, irreducible subspace of V . That is, (ρ,W ) is an irreducible representation
in ResGHV and ρ(h) is the restriction of σ(h) to W , h ∈ H . If w0 ∈ W is K-invariant,
then, by mean of (2.3), we can form two distinct intertwining operators: Sw0 : W → L(Z)
(H-invariant) and Tw0 : V → L(X) (G-invariant). By (2.15), Ind
G
HSw0W is a well defined
subspace of L(X).
Lemma 2.23. The operator Tw0 intertwines V with the subspace Ind
G
HSw0W .
Proof. Denote by PW : V → W the orthogonal projection onto W . Suppose that x ∈ X
and x = shz0, with s ∈ S and h ∈ H . By (2.3), for any v ∈ V we have
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(Tw0v)(x) = (Tw0v)(shx0) =
√
dσ
|X|
〈v, σ(s)ρ(h)w0〉V
=
√
dσ
|X|
〈σ(s−1)v, ρ(h)w0〉V
=
√
dσ
|X|
〈PWσ(s
−1)v, ρ(h)w0〉V
=
√
|Z|dσ
|X|dρ
[
Sw0(PWσ(s
−1)v
]
(hz0)
(x = shz0) =
√
|Z|dσ
|X|dρ
·
{
s
[
Sw0(PWσ(s
−1)v
]}
(x),
that is, Tw0v ∈ sSw0W , and by (2.15) this shows that Tw0v ∈ Ind
G
HSw0W .
2.5 Gelfand-Tsetlin bases
Let G be a finite group, K ≤ G a subgroup and X = G/K the corresponding homo-
geneous space. Let L(X) =
∑
ρ∈ bGmρVρ be the decomposition of L(X) into irreducible
representations. The main result of this section is an explicit orthogonal decomposition
of the isotypic component mρVρ under a particular condition that we now describe.
Definition 2.24 (Gelfand-Tsetlin condition). A chain of subgroups G = Hm ≥ Hm−1 ≥
· · ·H2 ≥ H1 = K from K to G satisfies the Gelfand-Tsetlin condition if for every irre-
ducible Hj-representation V that contains nontrivial K-invariant vectors (and therefore V
is contained in L(Hj/K)), the decomposition of Ind
Hj+1
Hj
V into irreducibleHj+1−representations
is multiplicity free, j = 1, 2, . . .m− 1.
Remark 2.25. From Frobenius reciprocity theorem, it follows that the above condition
is equivalent to say that if W,V are irreducible representations of Hj+1 and Hj respec-
tively, and they both contain nontrivial K-invariant vectors, then the multiplicity of V in
Res
Hj+1
Hj
W is ≤ 1.
Let H1, H2, . . .Hm be as before. We denote by Bj the set of the irreducible inequivalent
representations of Hj containing nontrivial K−invariant vectors. Clearly B1 = {ιK}, with
ιK the trivial representations of K.
Definition 2.26. The Brattelli diagram is the graph whose vertex set is B = ∪kj=1Bj ;
the edge set is constituted by all the pairs {ρ, σ}, with σ ∈ Bj and ρ ∈ Bj+1, such that
Res
Hj+1
Hj
ρ contains σ (and this is equivalent to say that Ind
Hj+1
Hj
σ contains ρ.)
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A path in the Brattelli diagram is a sequence ρ1, ρ2, . . . , ρm with ρj ∈ Bj for j = 1, 2, . . .m
and {ρj, ρj+1} an edge for j = 1, 2, . . .m− 1.
Suppose that the Gelfand-Tsetlin condition holds. Let ρ be an irreducible representation
of G contained in L(X) and consider a path C : ρ1, ρ2, . . . , ρm = ρ ending in ρ. Denote
by V = Vm the space on which ρ acts. Then Res
Hm
Hm−1
Vm contains a unique subspace Vm−1
such that ResHmHm−1ρm restricted to Vm−1 coincides with ρm−1. Iterating this argument we
obtain a sequence V = Vm ⊇ Vm1 ⊇ · · · ⊇ V2 ⊇ V1 such that Res
Hm
Hj
ρm restricted to Vj
coincides with ρj (more generally, for m ≥ k ≥ j, Res
Hk
Hj
ρk restricted to Vj is ρj). As
ResHmH1 ρm restricted to V1 must coincide with ρ1 = ιK , we have that dim V1 = 1 and V1
is spanned by a K-invariant vector in V . Let C(ρ) be the set of all paths ending in ρ.
For C ∈ C(ρ) we denote by V1(C) the corresponding one dimensional space as above, and
we select a vector vC ∈ V1(C) such that ‖vC‖ = 1 (such a vector is defined modulo a
scalar multiple α ∈ C with |α| = 1). By induction on m, it is easy to prove that the set
{vC : C ∈ C(ρ)} is an orthonormal basis for V
K .
Definition 2.27. The set {vC : C ∈ C(ρ)} is called the Gelfand-Tsetlin basis for the
K-invariant vectors in (ρ, V ), associated to the chain G = Hm ≥ Hm−1 ≥ Hm−2 ≥ · · · ≥
H1 = K.
Suppose again that C : ρ1, ρ2 . . . , ρm ∈ C(ρ) and denote by V1 ≡ C the space on which
acts ρ1 = ιK . Then L(H2/H1) = Ind
H2
H1
V1 contains a unique irreducible representation V2
isomorphic to ρ2; iterating, Ind
Hm
Hm−1
Vm−1 contains a unique irreducible representations VC
isomorphic to ρm. Then
Theorem 2.28.
mρVρ =
⊕
C∈C(ρ)
VC
is an orthogonal decomposition of the isotypic component ρ. Moreover, the intertwiner
operator associated to vC by (2.3) maps Vρ into VC.
Proof. The only part to be proved is the statement about the image of the intertwining
operator associate with vC . But this follows by iterated use of Lemma 2.23.
We now present an explicit example of Gelfand-Tsetlin basis in the setting of the repre-
sentation theory of the symmetric group.
Let n be a positive integer. A composition of n is an ordered sequence a = (a1, a2, . . . , ah)
of positive integers such that a1 + a2 + · · · + ah = n. A partition of n is a composition
λ = (λ1, λ2 . . . , λh) such that λ1 ≥ λ2 ≥ · · · ≥ λh.
Set I(n) = {1, 2, . . . , n} and let a be a composition of n. A composition (or ordered
partition) of I(n) of type a is an ordered sequence A = (A1, A2, . . . , Ah) of subsets Ai ⊆
I(n), called the A−elements, such that |Ai| = ai, and Ai ∩ Aj = ∅ for all 1 ≤ i 6= j ≤
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n. Note that under such conditions
∐n
i=1Ai = I(n). In other words, the A−elements
partition the set I(n). Denote by Ωa the set of all compositions of I(n) of type a.
For A ∈ Ωa, denote by SA = {σ ∈ Sn : σ(Ai) ⊆ Ai, ∀i = 1, 2, . . . , h} the stabilizer of A
and by SAi = {σ ∈ Sn : σ(j) = j, ∀j ∈ I(n) \ Ai} its subgroup which acts non-trivially
only on Ai: SAi is clearly isomorphic to Sai , the symmetric group on ai elements. This
way, SA = SA1 × SA2 × · · · × SAh
∼= Sa1 × Sa2 × · · · × Sah , for all A ∈ Ωa.
Fix, once for all, an element A∗ = (A∗1, A
∗
2, . . . , A
∗
h) ∈ Ωa and denote, by abuse of
language, its stabilizer SA∗ by Sa = Sa1×Sa2×· · ·×Sah , which therefore will be identified
with a specific subgroup of Sn. Noting that Sn acts transitively on Ωa, we can regard Ωa
as the homogeneous space Ωa ≡ Sn/(Sa1 ×Sa2 ,× · · ·×Sah); in particular |Ωa| =
n!
a1!a2!···ah!
.
Let a and b be two positive integers and consider λ = (λ1, λ2, . . . , λk) ⊢ a + b and
µ = (µ1, µ2, . . . , µh) ⊢ a two partitions of a + b and a, respectively. We write λ  µ to
denote that h ≤ k and
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ λh ≥ µh. (2.20)
Proposition 2.29. The multiplicity of Sµ⊗S(b) in Res
Sa+b
Sa×Sb
Sλ (≡ the multiplicity of Sλ
in Ind
Sa+b
Sa×Sb
(Sµ ⊗ S(b)) is equal to {
1 if λ  µ
0 otherwise.
Proof. It is a particular case of the Littlewood - Richardson rule (see [24, 35]).
In virtue of Proposition 2.29, if (a1, a2, . . . , am) is a composition of n then
Hm = Sn = Sa1+a2+···+am
Hm−1 = Sa1+a2+···+am−1 × Sam
...
...
...
H2 = Sa1+a2 × Sa3 × · · · × Sam
H1 = Sa1 × Sa2 × · · · × Sam
(2.21)
satisfies the Gelfand-Tsetlin condition.
From the representation theory of Sn [24, 35], we know that if µ = (µ1, µ2, . . . , µk) ⊢
a1+a2+· · ·+aj then S
µ contains nontrivial Sa1×Sa2×· · ·Saj -invariant vectors (and this is
equivalent to say that Sµ is contained inMa1,a2,...,aj ) if and only if µ D (a1, a2, . . . , aj), that
is µ1 ≥ max{ai}, µ1+µ2 ≥ max{ai+aj}, . . ., µ1+µ2+· · ·+µk−1 ≥ max{ai1+ai2+· · ·+aik}
(Young’s rule).
Then the levels of the Brattelli diagram of Sa1+···+am ≥ · · · ≥ Sa1 × · · · × Sam are
Bj = {µ ⊢ (a1 + a2 + · · ·+ aj) : µ D (a1, a2, . . . , aj)}
and µ ∈ Bj is connected to ν ∈ Bj+1 when ν  µ, that is when S
µ ⊗ S(aj+1) is contained
in Res
Sa1+a2+···+aj+1
Sa1+a2+···+aj×Saj+1
Sν .
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3 Explicit computations on the symmetric group
3.1 Gelfand-Tsetlin bases in Sn−1,1
We now compute a Gelfand-Tsetlin basis for the representation Sn−1,1.
Theorem 3.1. Let (a1, a2, . . . , am) be a composition of n. Set A1 = {1, 2, . . . , a1}, A2 =
{a1 + 1, a1 + 2, . . . , a1 + a2}, . . ., Am = {am−1 + 1, am−1 + 2, . . . , am−1 + am}. Then the
Gelfand-Tsetlin basis of Sn−1,1, with respect the chain of subgroups in (2.21), is given by
vj =
√
aj
(a1 + a2 + · · ·+ aj−1)(a1 + a2 + · · ·+ aj)
1A1∪A2∪···Aj−1−
√
a1 + a2 + · · ·+ aj−1
aj(a1 + a2 + · · ·+ aj)
1Aj
for j = m,m− 1, . . . , 2.
Proof. First we make a preliminary computation. For a, b ∈ N set A = {1, 2, . . . , a} and
B = {a + 1, a+ 2, . . . , a+ b}. Then
Ma+b−1,1 =L(A
∐
B) ≡ L(A)⊕ L(B) =
[
Ma−1,1 ⊗ S(b)
]
⊕
[
S(a) ⊗M b−1,1
]
=2
(
S(a) ⊗ S(b)
)
⊕
(
Sa−1,1 ⊗ S(b)
)
⊕
(
S(a) ⊗ Sb−1,1
)
Recalling that Sa+b−1,1 = {f ∈ L(A ∪ B) :
∑
j∈A∪B f(j) = 0}, we deduce that
Res
Sa+b
Sa×Sb
Sa+b−1,1 =
(
S(a) ⊗ S(b)
)
⊕
(
Sa−1,1 ⊗ S(b)
)
⊕
(
S(a) ⊗ Sb−1,1
)
(3.22)
where
S(a) ⊗ S(b) ≡
〈
1
a
1A −
1
b
1B
〉
,
Sa−1,1 ⊗ S(b) = {f ∈ L(A ∪ B) :
∑
i∈A
f(i) = 0, f |B ≡ 0},
S(a) ⊗ Sb−1,1 = {f ∈ L(A ∪B) :
∑
i∈B
f(i) = 0, f |A ≡ 0}.
Then simple computations show that a normalized Sa×Sb-invariant vector in S
(a)⊗S(b)
is √
b
a(a+ b)
1A −
√
a
b(a + b)
1B (3.23)
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and, clearly, the other Sa×Sb-invariant vectors in S
(a)⊗S(b) are multiple of such a vector.
Now we show how to obtain the Gelfand-Tseitlin basis for Sn−1,1 associated to the chain
(2.21). First of all, by (3.22) we can write
Res
Sa1+a2+···am
Sa1+a2+···am−1×Sam
Sn−1,1 = (S(a1+a2+···+am−1) ⊗ S(am))
⊕ (Sa1+a2+···am−1−1,1 ⊗ S(am))⊕ (S(a1+a2+···am−1) ⊗ Sam−1,1). (3.24)
The first representation (that is the trivial representations) obviously contains a non-
trivial Sa1 × Sa2 × · · ·Sam-invariant vector, given by (3.23)
vm =
√
am
(a1 + a2 + · · ·+ am−1)(a1 + a2 + · · ·+ am)
1A1∪A2∪···Am−1
−
√
a1 + a2 + · · ·+ am−1
am(a1 + a2 + · · ·+ am)
1Am . (3.25)
On the other hand, it is clear that the third representation in (3.24) does not contain
any nontrivial such a vector, as it is Sam-irreducible. Therefore we analyze the second
block or, more precisely, its restriction to Sa1+a2+···am−2 × Sam−1 × Sam , that is
Res
Sa1+a2+···am−1×Sam
Sa1+a2+···am−2×Sam−1×Sam
Sa1+a2+···am−1−1,1⊗S(am) = (S(a1+a2+···+am−2)⊗S(am−1)⊗S(am))⊕
⊕ (Sa1+a2+···+am−2−1,1 ⊗ S(am−1) ⊗ S(am))⊕ (S(a1+a2+···+am−2) ⊗ Sam−1−1,1 ⊗ S(am)).
Again the first block is the trivial representation and therefore contains an invariant
vector, namely
vm−1 =
√
am−1
(a1 + a2 + · · ·+ am−2)(a1 + a2 + · · ·+ am−1)
1A1∪A2∪···Am−2
−
√
a1 + a2 + · · ·+ am−2
am−1(a1 + a2 + · · ·+ am−1)
1Am−1 , (3.26)
the last representation does not contain any nontrivial invariant vector and the interme-
diate term needs to be analyzed. Iterating this argument, we can end the proof.
We now write the spherical functions corresponding to the vectors vj (see Definition
2.10) and we deduce in some cases an explicit expression of the projector Eρi defined in
(2.12).
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Let (B1, B2, . . . , Bm) ∈ Ωa and choose σ ∈ Sn such that σ(Ai) = Bi for i = 1, 2, . . . , m,
i.e. σ is a representative of the coset of Sn/(Sa1×Sa2×· · ·×Sam) identified by (B1, B2, . . . , Bm).
Set Aj = A1 ∪A2 ∪ · · ·Aj−1, B
j = B1 ∪B2 ∪ · · ·Bj−1, aj =
√
aj
(a1+a2+···+aj−1)(a1+a2+···+aj)
,
bj =
√
a1+a2+···+aj−1
aj(a1+a2+···+aj)
and h(j) = |Aj| = |Bj| ≡ a1 + a2 + · · · aj−1.
Proposition 3.2. An explicit expression for the spherical functions φj = 〈vj , σvj〉, seen
as functions of (B1, B2, . . . , Bm) (cf. (2.7)), is given by
φj =
h(j)∑
s=max{0,2h(j)−n}
min{aj ,h(j)−s}∑
u=max{0,aj+2h(j)−s−n}
min{aj ,h(j)−s}∑
v=max{0,aj+2h(j)−s−n}
min{aj−u,aj−v}∑
z=max{0,2aj−u−v−n+2h(j)−s}
sa2j − ajh(j)(u+ v) + zh(j)
2
ajh(j)h(j + 1)
1Cs,u,v,z (3.27)
where
Cs,u,v,z = {(B1, B2, . . . , Bm) : |A
j∩Bj | = s, |Aj∩Bj | = u, |B
j∩Aj | = v and |Aj∩Bj | = z}.
Proof. The proposition follows from the explicit expression of vj in Theorem 3.1, applying
the following observations (C and D are two finite subsets of a finite set F )
• α1C · β1D = αβ1C∩D,
• (aj)
2s− ajbj(u+ v) + (bj)
2z =
sa2j−ajh(j)(u+v)+zh(j)
2
ajh(j)h(j+1)
,
• max{0,−|F |+ |C|+ |D|} ≤ |C ∩D| ≤ min{|C|, |D|},
• Aj ∩ Bj = [A
j \ (Aj ∩Bj)] ∩ Bj ⊆ I(n) \B
j,
• Bj ∩ Aj = [B
j \ (Bj ∩Aj)] ∩ Aj ⊆ I(n) \A
j,
• Aj ∩Bj = [Aj \ (Aj ∩B
j)] ∩ [Bj \ (Bj ∩A
j)] ⊆ I(n) \ (Aj ∪Bj).
Proposition 2.12, writing E1i instead of E
Sn−1,1
i , becomes
(E1i f)(B1, B2, . . . , Bm) =(E
1
i f)(σ(A1), σ(A2), . . . , σ(Am)) =
(n− 1)a1!a2! · · · am!
n!
〈f, σφi〉L(X)
=
(n− 1)a1!a2! · · · am!
n!
∑
s,u,v,z
〈
f, 1σCs,u,v,z
〉
L(X)
.
(3.28)
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Note that (B1, B2, . . . , Bm) is determined by (B2, . . . , Bm), as B1 = (B2 ∪ · · · ∪ Bm)
c.
Example 3.3. We now apply the above formulas to the particular case
H1 = Sn−2 × S1 × S1 ≤ H2 = Sn−1 × S1 ≤ H3 = Sn.
Therefore, m = 3, a1 = n− 2 and a2 = a3 = 1. We identify Sn/(Sn−2×S1×S− 1) with
{(i, j) : i, j ∈ I(n), i 6= j}. Then s = |{1, 2, . . . , n−2}∩{i, j}C |, u = |{1, 2, . . . , n−2}∩{i}|,
v = |{i, j}C ∩ {n− 1}| and z = |{i} ∩ {n− 1}|.
We determine the spherical function associated with
v2 =
√
1
(n− 1)(n− 2)
1{1,2,...,n−2} −
√
n− 2
n− 1
1{n−1}.
Clearly, n− 4 ≤ s ≤ n− 2, h(2) = n− 2 and h(3) = n− 1.
• If s = n− 2 then u = v = 0 and 0 ≤ z ≤ 1, and we have two possible cases:
– Cn−2,0,0,1 = {(n− 1, n)}
– Cn−2,0,0,0 = {(n, n− 1)}
• If s = n− 3 then 0 ≤ u ≤ 1, 0 ≤ v ≤ 1, max{0, 1− u− v} ≤ z ≤ min{1− u, 1− v},
and we have 4 possible cases
– Cn−3,1,0,0 = {(i, n− 1) : i ∈ {1, 2, , . . . , n− 2}}
– Cn−3,0,0,1 = {(n− 1, j) : j ∈ {1, 2, , . . . , n− 2}}
– Cn−3,0,1,0 = {(n, j) : j ∈ {1, 2, , . . . , n− 2}}
– Cn−3,1,1,0 = {(i, n) : i ∈ {1, 2, . . . , n− 2}}.
• For s = n− 4 we have u = v = 1 and z = 0 and the only possible case is
– Cn−4,1,1,0 = {(i, j) : i, j ∈ {1, 2, , . . . , n− 2}}
Then by Proposition 3.2 we have
φ2 = 1Cn−2,0,0,1 +
1
n− 1
1Cn−2,0,0,0 −
1
(n− 1)(n− 2)
1Cn−3,1,0,0 +
n2 − 3n+ 1
(n− 1)(n− 2)
1Cn−3,0,0,1
−
1
(n− 1)(n− 2)
1Cn−3,0,1,0 −
1
n− 2
1Cn−3,1,1,0 −
n
(n− 1)(n− 2)
1Cn−4,1,1,0 , (3.29)
24
and therefore, by (3.28) the corresponding projection is given by
E12f(i, j) =
1
n
f(i, j)+
1
n(n− 1)
f(j, i)−
1
n(n− 1)(n− 2)
∑
h 6=i,j
f(h, i)+
n2 − 3n + 1
n(n− 1)(n− 2)
∑
k 6=i,j
f(i, k)
−
1
n(n− 1)(n− 2)
∑
k 6=i,j
f(j, k)−
1
n(n− 2)
∑
h 6=i,j
f(h, j)−
1
(n− 1)(n− 2)
∑
h 6=k
h,k 6=i,j
f(h, k).
(3.30)
Simple computations show that
(E12f)(i, j) =
n− 1
n− 2
f(i) +
1
n− 2
f(j), (3.31)
where
f(t) =
1
n
∑
k 6=t
f(t, k) +
1
n(n− 1)
∑
h 6=t
f(h, t)−
1
n(n− 1)
∑
h 6=k
f(h, k).
3.2 Two decompositions of Mn−2,1,1
In this section we present two different decompositions of the module Mn−2,1,1. Since
Mn−2,1,1 = L (Sn/(Sn−2 × S1 × S1)) = S
(n) ⊕ 2Sn−1,1 ⊕ Sn−2,2 ⊕ Sn−2,1,1, (3.32)
this means that we give two different ways to decompose 2Sn−1,1.
The first decomposition is based on the chain of subgroups Sn ≥ Sn−2 × S2 ≥ Sn−2 ×
S1 × S1. Using the notation of subsection 2.4, we have L(X) =M
n−2,1,1, L(Y ) =Mn−2,2
and Z = Ω12 = S2. Clearly L(Z) =M
1,1 = S(2) ⊕ S1,1 and therefore
Mn−2,1,1 = IndSnSn−2×S2
[
S(n−2) ⊗M1,1
]
= IndSnSn−2×S2
[
S(n−2) ⊗ S(2)
]
⊕ IndSnSn−2×S2
[
S(n−2) ⊗ S1,1
]
=Mn−2,1,1S ⊕M
n−2,1,1
A .
where
Mn−2,1,1S = {f ∈ M
n−2,1,1 : f(i, j) = f(j, i), ∀i, j ∈ {1, 2, . . . n}, i 6= j}
and
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Mn−2,1,1A = {f ∈M
n−2,1,1 : f(i, j) = −f(j, i), ∀i, j ∈ {1, 2, . . . n}, i 6= j};
this is also a particular case of Example 2.21. Clearly
Mn−2,1,1S
∼=Mn−2,2 = S(n) ⊕ S
n−1,1
S ⊕ S
n−2,2.
and therefore from (3.32) we deduce that
Mn−2,1,1A = S
n−1,1
A ⊕ S
n−2,2.
The projections onto Mn−2,1,1S and M
n−2,1,1
A are given by
PS : M
n−2,1,1 → Mn−2,1,1S
f 7→ fS
where fS(i, j) =
f(i, j) + f(j, i)
2
and
PA : M
n−2,1,1 → Mn−2,1,1A
f 7→ fA
where fA(i, j) =
f(i, j)− f(j, i)
2
.
We now determine the projections onto each irreducible component. If we apply Theo-
rem 3.1 with a1 = a2 = 1, a3 = n− 2 and A1 = {n}, A2 = {n− 1}, A3 = {1, 2, . . . , n− 2},
we get an orthonormal basis for the Sn−2×S1×S1-invariant vectors in the representation
Sn−1,1, given by
vS ≡ v3 =
√
n− 2
2n
1{n−1,n} −
√
2
n(n− 2)
1{1,2,...,n−2}
and
vA ≡ v2 =
√
1
2
1{n} −
√
1
2
1{n−1}.
The corresponding matrix coefficients are
φS = 1Cn−2,0,0,2 +
n− 4
2(n− 2)
1Cn−3,1,1,1 −
2
n− 2
1Cn−4,2,2,0
where
• Cn−2,0,0,2 = {(i, j) : i, j ∈ {n− 1, n}, i 6= j}
• Cn−3,1,1,1 = {(i, j) : |{i, j} ∩ {n− 1, n}| = 1, i 6= j}
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• Cn−4,2,2,0 = {(i, j) : {i, j} ∩ {n− 1, n} = ∅, i 6= j}
and
φA = 1C1,0,0,1 +
1
2
1C1,0,0,0 +
1
2
1C0,0,0,1 −
1
2
1C0,1,0,0 −
1
2
1C0,0,1,0 − 1C0,1,1,0 (3.33)
where
• C1,0,0,1 = {(n− 1, n)}
• C1,0,0,0 = {(n− 1, j) : j 6= n− 1, n}
• C0,0,0,1 = {(i, n) : i 6= n− 1, n}
• C0,1,0,0 = {(i, n− 1) : i 6= n− 1, n}
• C0,0,1,0 = {(n, j) : j 6= n− 1, n}
• C0,1,1,0 = {(n, n− 1)}.
The corresponding projectors are given by
E1Sf(i, j) =
1
n
[
f(i, j) + f(j, i) +
n− 4
2(n− 2)
(∑
k 6=i,j
f(i, k) +
∑
k 6=i,j
f(j, k)
+
∑
h 6=i,j
f(h, i) +
∑
h 6=i,j
f(h, j)
)
−
2
n− 2
∑
k 6=h
h,k 6=i,j
f(h, k)
 (3.34)
and
E1Af(i, j) =
1
n
[
f(i, j) +
1
2
∑
k 6=i,j
f(i, k) +
1
2
∑
h 6=i,j
f(h, j)
−
1
2
∑
h 6=i,j
f(h, i)−
1
2
∑
k 6=i,j
f(j, k)− f(j, i)
]
. (3.35)
We can summarize the above analysis by saying that a function f ∈ Mn−2,1,1 can be
decomposed as f = fS(= PSf ∈ M
n−2,1,1
S ) + fA(= PAf ∈ M
n−2,1,1
A ) and these, in turn,
can be decomposed as
fS = fS,0(i, j)(∈ S
(n)) + fS,1(∈ S
n−1,1
S ) + fS,2(∈ S
n−2,2)
and
fA = +fA,1(∈ S
n−1,1
A ) + f1,1(∈ S
n−2,1,1).
27
Note that the other projectors can be easily computed as difference: for instance the
projector onto Sn−2,1,1 is equal to PA−E
1
A (and the projector onto S
(n) is just the average).
We now present a statistical interpretation of this decomposition. Suppose that we have
an election for the president and the director of an association with the following rule:
every elector chooses a pair (i, j) where i is its favorite candidate as president and j is its
favorite candidate as director. Then the data of the election is an element f ∈ Mn−2,1,1
and the projections have the following interpretations: (compare with [13, 14])
• fS(i, j) represents the vote for the unordered pair {i, j}: there is not preference for
i as president or j as director and viceversa;
• fS,0(i, j) is just the average vote;
• fS,1(i, j) is the effect of the popularity of the single inside an unordered pair;
• fS,2(i, j) is the vote of the unordered pair without the effect of the singles;
• fA(i, j) is the vote to the ordered pair without the effect of the unordered pairs;
• fA,1 is the effect of the single in the ordered pair without the effect of the unordered
pairs;
• f1,1 is the vote to the ordered pair without all the other effects.
We now describe an alternative decomposition of Mn−2,1,1. The only difference with re-
spect the previous case it is the different decomposition of the isotypic component 2Sn−1,1.
This time we use the chain of subgroups in Example 3.3. In the notations of Example 2.21,
we have the following positions: H = Sn−1×S1, K = Sn−2, X = Sn/Sn−2 = {(i, j) : i, j ∈
{1, 2, . . . , n}}, Y = Sn/Sn−1 = {1, 2, . . . , n} and Z = Sn−1/Sn−2 = {1, 2, . . . , n− 1}. The
map pi : X → Y is given by (i, j) 7→ j and therefore pi−1(j) = {(i, j) : i ∈ {1, 2, . . . , n}\{j}.
Observe that L(pi−1(j)) ∼=Mn−2,1 = S(n−1)(j)⊕Sn−2,1(j) where S(n−1)(j) (resp. Sn−2,1(j))
denotes the space of constant functions (resp. of mean value zero) on pi−1(j).
Therefore, applying the theory developed in subsection 2.4, one gets
Mn−2,1,1 =
n⊕
j=1
L(pi−1(j))
=
(
n⊕
j=1
S(n−1)(j)
)⊕( n⊕
j=1
Sn−2,1(j)
)
.
In other words
Mn−2,1,11 = Ind
Sn
Sn−1×S1
[
S(n−1) ⊗ S(1)
]
=
n⊕
j=1
S(n−1)(j)
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represents the subspace ofMn−2,1,1 of all functions that depend only on the j coordinate,
while
Mn−2,1,12 = Ind
Sn
Sn−1×S1
[
Sn−2,1 ⊗ S(1)
]
=
n⊕
j=i
Sn−2,1(j)
= {f ∈Mn−2,1,1 :
∑
i
i 6=j
f(i, j) = 0, ∀j ∈ {1, 2, . . . , n}}.
Clearly Mn−2,1,11
∼= Mn−1,1 = S(n) ⊕ S
n−1,1
1 and therefore M
n−2,1,1
2 = S
n−1,1
2 ⊕ S
n−2,2 ⊕
Sn−2,1,1. It remains to compute only the projection on Sn−1,11 (the projection onto S
n−1,1
2
has been computed in Example 3.3). It is easy to see that the projection P1 ontoM
n−2,1,1
1
is given, for f ∈Mn−2,1,1, by
P1f(i, j) =
1
n− 1
∑
h
h 6=j
f(h, j). (3.36)
and therefore the projection E11 onto S
n−1,1
1 is given by
E11f(i, j) =
1
n− 1
∑
h
h 6=j
f(h, j)−
1
n(n− 1)
∑
h,k
h 6=k
f(h, k)
as the last term is nothing but the projection onto S(n).
In order to clarify the statistical meaning of this decomposition, we first observe that
Sn−1,11 = {F ∈M
n−2,1,1 : F (i, j) = f(j),
∑
h
f(h) = 0}, (3.37)
while from (3.31) one easily gets
Sn−1,12 = {F ∈M
n−2,1,1 : F (i, j) = (n− 1)f(i) + f(j),
∑
h
f(h) = 0}. (3.38)
Therefore the isotypic component is given by
2Sn−1,1 = {F ∈Mn−2,1,1 : F (i, j) = f1(i) + f2(j),
∑
h
f1(h) =
∑
h
f2(h) = 0}.
The global projection onto the isotypic component is nothing but the best approximation
of the data with a function of the form f1(i) + f2(j), where
∑
h f1(h) =
∑
h f2(h) = 0.
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Therefore, f1(i) is the effect that candidate i is chosen as president and f2(j) that j is
chosen as director (once the average vote has been removed). On the other hand, P1f(i, j)
is the average vote of j as director (see (3.36)). Therefore E11f equals P1f , once the average
vote has been removed, while E12f is the best approximation of the form f1(i) + fj(j) (as
above), once E11f has been subtracted out. For the interpretations of the projections onto
Sn−2,2 and Sn−2,1,1, we refer to [13, 14].
3.3 The semistandard basis for the space HomSn(S
a,M b)
The present subsection is a translation, into our framework, of the results in sections 2.9
and 2.10 of [35]. See also [46], Appendix C (and the original source [24]). Suppose that
a = (a1, a2, . . . , ah) and b = (b1, b2, . . . , bk) are two compositions of n. We begin with a
description of the orbits of Sn on Ωa × Ωb.
For A ∈ Ωa and B ∈ Ωb denote by C = A∧B their intersection, namely the composition
of I(n) whose elements are the non-empty Ai∩Bj ’s ordered lexicographically (i.e. (i, j) ≤
(i′, j′) if i < i′ or i = i′ and j ≤ j′); denote by c the corresponding type of C. The following
fact is obvious:
Lemma 3.4. Let A ∈ Ωa and B ∈ Ωb and C = A ∧ B ∈ Ωc and consider the actions of
Sn on Ωa × Ωb and on Ωc. Then σ ∈ Sn fixes (A,B) ∈ Ωa × Ωb if and only if it fixes C.
In other words, SA ∩ SB = SA∧B.
We replace the notion of intersection of two partition with the following notion:
For a ∈ C(n, h) and b ∈ C(n, k) denote by Ma,b the set of all matrices (mi,j) ∈Mh×k(N)
(with non-negative integer entries) such that
∑h
i=1mi,j = bj for all j = 1, 2, . . . , k and∑k
j=1mi,j = ai for all i = 1, 2, . . . , h. We may also say that the column sums (resp. the
row sums) of the matrix (mi,j) equal the bj ’s (resp. ai’s).
With A ∈ Ωa and B ∈ Ωb, we associate the matrix m = m(A,B) ∈ Ma,b defined by
setting mij = |Ai ∩ Bj |, for all j = 1, 2, . . . , k and i = 1, 2, . . . , h. We then have
Lemma 3.5. (A,B) and (A′, B′) ∈ Ωa × Ωb belong to the same Sn−orbit if and only
if m(A,B) = m(A′, B′). In particular the set of Sn orbits on Ωa × Ωb is in one-to-one
correspondence with Ma,b.
Proof. The “only if” part is obvious: |Ai∩Bj | = |σ(Ai∩Bj)| = |σAi∩σBj | for all σ ∈ Sn.
Conversely, suppose that m(A,B) = m(A′, B′). Then the intersection compositions A∧B
and A′ ∧B′ are of the same type, say c. As Sn acts transitively on Ωc there exists σ ∈ Sn
such that σ(A ∧B) = A′ ∧ B′ and thus σ(A,B) = (A′, B′).
For a ∈ C(n, h), b ∈ C(n, k) and M ∈Ma,b we define TM :M
a →M b by setting
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(TMf)(B) =
∑
A∈Ωa:
m(A,B)=M
f(A) ∀B ∈ Ωb
or equivalently
TMδA =
∑
B∈Ωb:
m(A,B)=M
δB ∀A ∈ Ωa.
Then
Theorem 3.6. {TM :M ∈Ma,b} is a basis for HomSn(M
a,M b).
Proof. (Sketch) Theorem 2.8 may be generalized in the following way: if X and Y are
G-space then HomG(L(X), L(Y )) is isomorphic to the vector space of all G-invariant
functions on X × Y (see also [38]). The correspondence
orbit associated toM 7−→ TM
is just this isomorphism in the present setting.
It is clear that the restriction of TM to S
a belongs to HomSn(S
a,M b). In [35], section
2.10, it is presented a basis of HomSn(S
a,M b) in terms of generalized tableaux. In the
following we describe this basis in terms of the operators TM . Keeping the notation of
[35] p.79, we first observe that the correspondence θ−1
T 7→ {s}
could be expressed in the following way: {s} is the tabloid of shape b, obtained inserting
l into the row T (l), l = 1, 2, . . . , n. Therefore, if T is a generalized tableau of shape a and
content b, and θT is the isomorphism associated to T as in Definition 2.3.9 of [35], then
θ−1 ◦ θT :M
a →M b, could be described by
θ−1 ◦ θT ({t}) =
∑
s∈θ−1({T})
{s},
where the sum is over all tabloids {s} of shape b such that the number of elements in
common between the i-th row of {s} and the j-th row of {t} is equal to the number of
i in the j−th row of T . Indeed the elements S ∈ {T} are just the generalized tabloids
obtained by permuting, in all possible ways, the rows of T and therefore must go into the
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S(l)-th row. We deduce that the elements in the j-th rows of {t} must go in the rows of
{s} ∈ θ−1({T}) corresponding to the numbers in the j-th row of T .
In other words, if T is a generalized tableau with the rows weakly increasing (so that
there is only one such a tableau for each class {T}) we obtain a bijective correspondence
θ−1 ◦ θT 7→ TM where M = {mi,j} is the matrix given by
mi,j = number of i’s in the j-th row of T.
We could also say that θ−1 ◦ θT is an equivalent description of the operator TM . In
virtue of this correspondence we say that a matrix M ∈ Ma,b is semistandard if the
corresponding generalized tableau is semistandard.
Finally, Theorem 2.10.1 can be translated in the following way:
Theorem 3.7. Suppose that λ, µ are partitions of n. Then the set {TM |Sλ : M ∈
Mλ,µ,M is semistandard} is a basis for HomSn(S
λ,Mµ).
In particular, Sλ is contained in Mµ if and only if λ D µ (Young’s rule).
3.4 A Gelfand-Tsetlin decomposition of Ma,b,c
In [39], the first named author computed an orthogonal basis for the Sa×Sb×Sc-invariant
vectors in the irreducible representation Sα,β,γ. Indeed, it was computed the Gelfand-
Tsetlin basis associated to the chain of subgroups Sa+b+c ≥ Sa+b × Sc ≥ Sa × Sb × Sc.
However, the results in [39] are expressed in terms of a complicated family of orthogonal
polynomials in four variables. In the present subsection, we want to find the corresponding
decomposition of Ma,b,c in a completely different way: we use the semistandard basis in
the preceding subsection. We begin with some general notions. On the space Ma1,a2,...,ak
we define the following operators
di,jδ(A1,A2,...,Ak) =
∑
x∈Aj
δ(A1,...,Ai∪{x},...,Aj\{x},...,Ak)
while
∆i,jδ(A1,A2,...,Ak) =
∑
x∈Aj
y∈Ai
δ(A1,...,(Ai\{y})∪{x},...,(Ai\{x})∪{y},...,Ak).
The case k = 3 has been studied in [39] and we have the following results. We recall the
decomposition of Ma,b into Sa+b-irreducible subspaces:
Ma,b =
b⊕
k=max{0,b−a}
(dk2,1)
[
Ma+k,b−k ∩ ker d1,2
]
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where Ma+k,b−k ∩ ker d1,2
is isomorphic to the irreducible representation Sa+k,b−k.
Lemma 3.8. [39] Suppose that (a, b, c) is a composition of n. Then we have:
1. (d2,1)
k
[
Ma+k,b−k,c ∩ ker d1,2
]
is an eigenspace of ∆1,2 and the corresponding eigen-
value is: ab− (b− k)(a+ k + 1).
2. The following is an orthogonal decomposition into Sn-invariant subspaces:
Ma,b,c =
b⊕
k=max{0,b−a}
(d2,1)
k
[
Ma+k,b−k,c ∩ ker d1,2
]
.
3. In the permutation module
Ma,b,c = Ind
Sa+b+c
Sa+b×Sc
[
Ma,b ⊗ S(c)
]
the subspace (d2,1)
k
[
Ma+k,b−k,c ∩ ker d1,2
]
corresponds to
Ind
Sa+b+c
Sa+b×Sc
[
Sa+k,b−k ⊗ S(c)
]
.
Corollary 3.9. The subspace Ind
Sa+b+c
Sa+b×Sc
[
Sa+k,b−k ⊗ S(c)
]
of Ma,b,c may be characterized
as the eigenspace of ∆1,2 corresponding to the eigenvalue ab− (b− k)(a + k + 1).
Proof. The function k 7→ ab−(b−k)(a+k+1) is decreasing for max{0, b−a} ≤ k ≤ b.
Now suppose that (a, b, c) is a partition, that is a ≤ b ≤ c. Let (α, β, γ) be another
partition of n such that (α, β, γ) D (a, b, c) (that is α ≥ a and α + β ≥ a + b), so that
Sα,β,γ is contained in Ma,b,c. Consider the matrices
Ml =
a l α− a− l0 b− l β − b+ l
0 0 γ

M ′l =
a− 1 l α− a− l + 11 b− l β − b+ l − 1
0 0 γ

M ′′l =
a l α− a− l + 10 b− l β − b+ l − 1
0 0 γ
 .
and let
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Tl : M
α,β,γ → Ma,b,c
T ′l : M
α,β,γ → Ma,b,c
T ′′l : M
α+1,β−1,γ → Ma,b,c
be the corresponding operators. For instance, if for (D,E, F ) ∈ Ωα,β,γ and (A,B,C) ∈
Ωa,b,c, we set
m ((D,E, F ), (A,B,C)) =
|D ∩A| |D ∩B| |D ∩ C||E ∩A| |E ∩B| |E ∩ C|
|F ∩ A| |F ∩ B| |F ∩ C|
 ,
then
Tlδ(D,E,F ) =
∑
(A,B,C)∈Ωa,b,c:
m((D,E,F ),(A,B,C))=Ml
δ(A,B,C).
Note that Tl is semistandard when
1 · · ·1 2 · · ·2 3 · · ·3
2 · · ·2 3 · · ·3
3 · · ·3
a l α− a− l
b− l β − b+ l
γ
α
β
γ
max{0, b− a, β − a, b− β} ≤ l ≤ min{b− γ, α− a}.
Since any semistandard tableaux of shape (α, β, γ) and content (a, b, c) is as above, we
can say that
{
Tl|Sα,β,γ : max{0, b− a, β − a, b− β} ≤ l ≤ min{b− γ, α− a}
}
is a basis for
HomSn(S
α,β,γ,Ma,b,c).
Lemma 3.10. 1.
T ′′l d1,2 = T
′
l + (b− l + 1)Tl−1 + (β − b+ l)Tl.
2.
∆1,2Tl = alTl + (l + 1)T
′
l+1.
Proof. First of all we observe that if (D,E, F ) ∈ Ωα,β,γ then
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T ′′l d1,2δ(D,E,F ) =
∑
(D′,E′,F ′)∈Ωα+1,β−1,γ :
D⊆D′,E⊆E′,F=F ′
T ′′l δ(D′,E′,F ′)
=
∑
(D′,E′,F ′)∈Ωα+1,β−1,γ :
D⊆D′,E⊆E′,F=F ′
∑
(A,B,C)∈Ωa,b,c:
m((D′,E′,F ′),(A,B,C))=M ′′l
δ(A,B,C)
=
∑
(A,B,C)∈Ωa,b,c
ξ(A,B,C)δ(A,B,C)
where
ξ(A,B,C) = |{(D′, E ′, F ′) ∈ Ωα+1,β−1,γ : D ⊆ D
′, E ⊆ E ′, F = F ′ and
m ((D′, E ′, F ′), (A,B,C)) =M ′′l }|. (3.39)
Suppose that (D,E, F ) ∈ Ωα,β,γ and (A,B,C) ∈ Ωa,b,c and that there exists (D
′, E ′, F ′) ∈
Ωα+1,β−1,γ such that D ⊆ D
′, E ⊆ E ′, F = F ′ and m ((D′, E ′, F ′), (A,B,C)) = M ′′l . This
means that |D′ ∩A| |D′ ∩ B| |D′ ∩ C||E ′ ∩ A| |E ′ ∩ B| |E ′ ∩ C|
|F ′ ∩ A| |F ′ ∩B| |F ′ ∩ C|
 =
a l α− a− l + 10 b− l β − b+ l − 1
0 0 γ

and that there exists x ∈ D′ such that
D = D′ \ {x} and E = E ′ ∪ {x}.
Therefore
• if x ∈ D′ ∩A then m ((D,E, F ), (A,B,C)) =M ′l
• if x ∈ D′ ∩B then m ((D,E, F ), (A,B,C)) =Ml−1
• if x ∈ D′ ∩ C then m ((D,E, F ), (A,B,C)) =Ml.
In other words, m ((D,E, F ), (A,B,C)) ∈ {M ′l ,Ml−1,Ml}. On the other hand, the num-
ber ξ(A,B,C) in (3.39) is equal to
• 1 if m ((D,E, F ), (A,B,C)) =M ′l
• b− l + 1 if m ((D,E, F ), (A,B,C)) =Ml−1
• β − b+ l if m ((D,E, F ), (A,B,C)) =Ml.
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Indeed, in these three cases, D′ = D∪{x} and E ′ = E \{x}, where x belongs respectively
to E ∩ A, E ∩B and E ∩ C and the cardinalities of these sets are
• |E ∩A| = 1 if m ((D,E, F ), (A,B,C)) =M ′l
• |E ∩B| = b− l + 1 if m ((D,E, F ), (A,B,C)) =Ml−1
• |E ∩ C| = β − b+ l if m ((D,E, F ), (A,B,C)) =Ml.
This gives 1).
The proof of 2) is similar and it is left to the reader.
Recall that Sα,β,γ =Ma,b,c ∩ ker d1,2 ∩ ker d2,3 (James’ intersection kernels Theorem: see
[24, 46] and [37] for an elementary proof).
Corollary 3.11. Set Jl = Tl|Sα,β,γ . Then
∆1,2Jl = [al − (l + 1)(b− l)]Jl − (l + 1)(β − b+ l + 1)Jl+1.
Proof. From 1 in Lemma 3.10 (with l + 1 in place of l) we deduce that, for f ∈Mα,β,γ ∩
ker d1,2, we have
0 = T ′l+1f + (b− l)Tlf + (β − b+ l + 1)Tl+1f,
and therefore, by 2
∆1,2Tlf = alTlf + (l + 1) [−(b − l)Tlf − (β − b+ l + 1)Tl+1f ]
= [al − (l + 1)(b− l)] Tlf − (l + 1)(β − b+ l + 1)Tl+1f.
Since Sα,β,γ ⊂Mα,β,γ ∩ ker d1,2, we have the statement.
For a ∈ R and k ∈ N, we set
(a)k = a(a + 1) · · · (a+ k − 1), (a)0 = 1.
Theorem 3.12. For max{0, b− a, β − a, b− β} ≤ k ≤ min{b− γ, α− a}, the operator
Rk =
min{b−γ,α−a}∑
l=k
(
l
k
)
(β − b+ k + 1)l−k
(a− b+ 2k + 2)l−k
Jl
intertwines Sα,β,γ = Mα,β,γ ∩ ker d1,2 ∩ ker d2,3 with (d2,1)
k
[
Ma+k,b−k,c ∩ ker d1,2
]
, which
is isomorphic to Ind
Sa+b+c
Sa+b×Sc
[
Sa+k,b−k ⊗ S(c)
]
. In particular,
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min{b−γ,α−a}⊕
k=max{0,b−a,β−a,b−β}
RkS
α,β,γ
is the Gelfand-Tsetlin decomposition of the Sα,β,γ-isotypic component of Ma,b,c corre-
sponding to the chain of subgroups Sa+b+c ≥ Sa+b × Sc ≥ Sa × Sb × Sc.
Proof. We look at the eigenvectors of ∆1,2 of the form∑
l
ω(l)Jlf
where f ∈ Sα,β,γ and ω(l) are coefficients to determine. In virtue of Corollary 3.11, we
have
∆1,2
∑
l
ω(l)Jl =
∑
l
{ω(l) [al − (l + 1)(b− l)]− ω(l − 1)l(β − b+ l)}Jl.
Therefore we must solve the eigenvalue problem{
ω(l) [al − (l + 1)(b− l)]− ω(l − 1)l(β − b+ l) = λω(l)
l = max{0, b− a, β − a, b− β}, . . . ,min{b− γ, α− a}.
(3.40)
Since the matrix associated with the system (3.40) is upper triangular, the eigenvalues
are the diagonal coefficients:{
λk = ak − (k + 1)(b− k)
k = max{0, b− a, β − a, b− β}, . . . ,min{b− γ, α− a}.
In order to determine the eigenvectors corresponding to λk, it suffices to set ω(l) = 0 for
l < k; therefore (3.40) becomes{
ω(l) [al − (l + 1)(b− l)]− ω(l − 1)l(β − b+ l) = [ak − (k + 1)(b− k)]ω(l)
l = k, k + 1, . . . ,min{b− γ, α− a}
which is solved by ω(k) = 1 and, recursively,
ω(l) =
l(β − b+ l)
(l − k)(a− b+ l + k + 1)
ω(l − 1)
= · · · =
l(l − 1) · · · (k + 1)
(l − k)!
·
(β − b+ l) · · · (β − b+ k + 1)ω(k)
(a− b+ l + k + 1) · · · (a− b+ 2k + 2)
=
(
l
k
)
(β − b+ k + 1)l−k
(a− b+ l + 2k + 2)l−k
.
We can end the proof by invoking Corollary 3.9.
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Corollary 3.13. Sα,β,γ is contained in Ind
Sa+b+c
Sa+b×Sc
[Sa+k,b−k ⊗ S(c)] if and only if
max{β − a, b− β} ≤ k ≤ min{b− γ, α− a}
and the multiplicity is always equal to 1.
Proof. Follows immediately from the above theorem.
The operator ∆1,2+∆1,3+∆2,3 belongs to the center of HomG(L(X), L(X)) and therefore
each isotypic component is an eigenspace. Its spectrum has been determined in [39],
Theorem 4.3. This, coupled with the above theorem, gives
Corollary 3.14. The eigenvalue of the operator ∆2,3 +∆1,3 restricted to the subspace of
Ind
Sa+b+c
Sa+b×Sc
[Sa+k,b−k ⊗ S(c)] isomorphic to Sα,β,γ is
1
2
[α2 + β2 + γ2 − 2β − 4γ − a2 − b2 − c2]− ak + (k + 1)(b− k)],
for max{β − a, b− β} ≤ k ≤ min{b− γ, α− a}.
Example 3.15. Assume the notations in subsection 3.2. Then the semistandard basis of
HomSn(S
n−1,1,Mn−2,1,1) is given by the operators J0,J1, where
(J0f)(i, j) = f(i) and (J1f)(i, j) = f(j),
for all f ∈ Sn−1,1. The Gelfand-Tsetlin decomposition is given by the operators: R0 =
J0 +
1
n−1
J1 and R1 = J1. This agrees with the characterizations in (3.37) and (3.38).
Example 3.16. Now suppose that (a, b, c) = (n− 3, 2, 1) and (α, β) = (n − 2, 2), γ = 0.
Identify Ωn−2,2 with the set of all unordered pairs {i, j} where i, j ∈ I(n), i 6= j, and
Ωn−3,2,1 with the set of all ordered pairs ({i, j}, k), where {i, j} ∈ Ωn−2,2 and k /∈ {i, j}.
In particular, Sn−2,2 is the space of all functions f ∈ Mn−2,2 such that
j∑
i=1
i 6=j
f({i, j}) = 0
for all j ∈ I(n). Moreover, the semistandard basis of the space HomSn(S
n−2,2,Mn−3,2,1)
is given by the operators J0,J1 where
(J0f)({i, j}, k) = f({i, j}) and (J1f)({i, j}, k) = f({i, k}) + f({j, k}).
Now the Gelfand-Tsetlin decomposition is given by the operators R0 = J0+
1
n−3
J1 and
R1 = J1.
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3.5 Concluding remarks
The results in this section should be generalized to every isotypic component in any
permutation module Ma (a a composition of n). But we do not know if the detailed
analysis in the special cases presented in this section may be obtained in the general case
(cf. the complicated formulas in [39]). However, we indicate three lines of research that
should be followed to deal with the general case:
• The theory of Gelfand-Tsetlin basis, as developed in [33, 34] for the whole group
algebra of the symmetric group (that is, M1
k
), should be extended to any permuta-
tion module Ma. In our context, the operators
k−1∑
i=1
∆i,k should play the role of the
Young-Jucys-Murphy elements in [33, 34].
• It should developed a general theory of H −K-invariant functions on spaces with
multiplicity, along the lines of [17] and [38]. Indeed, even in the case of the Gelfand
pair (Sa+b, Sa × Sb), the spherical functions are derived in the more general context
of the Sa×Sb−Sa+k ×Sb−k-invariant functions [9, 11]. We mean that the spherical
functions inMa should be studied in the more general context of the Sa×Sb-invariant
functions, b another composition of n. See again [39].
• There should be a clear connections between the spherical functions in Ma and the
Clebesh-Gordan coefficients of the unitary group. This has been explored in [27]
in the case of the Gelfand pair (Sa+b, Sa × Sb); see also [26] (which, unfortunately,
has not been translated from the Russian) and [12]. The theory of Clebesh-Gordan
coefficients of the unitary group has been extensively developed; see [48, 49].
4 Harmonic analysis of the composition action of a
crested product
The results in this section constitute a noncommutative generalization of the theory
crested product of symmetric association schemes, developed in [4]. We refer also to
[2], Chapter 10.
4.1 Invariant partitions
In this subsection, we give a noncommutative generalization of Theorem 10.5 in [2]. More-
over, we use the algebra of bi-K-invariant function in place of the isomorphic Bose-Mesner
algebra.
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Let F be a finite group and Y = F/H a homogeneous F -space. Suppose that y0 is the
point stabilized by H and that Y =
∐
j∈J Λj is the decomposition of Y into H-orbits, with
0 ∈ J and Λ0 = {y0}. If we set Λ˜j = {(uy, uy0) : u ∈ F, y ∈ Λj} then Y × Y =
∐
j∈J Λ˜j
is the decomposition of Y × Y under the diagonal action of F ; clearly
Λj = {y ∈ Y : (y, x0) ∈ Λ˜j}. (4.41)
Let Q be a partition of Y , that is Y =
∐
B∈QB. Let ∼Q be the associated equivalence
relation, that is y ∼Q y
′ if and only if y and y′ are in the same part of Q. Define RQ by
setting
RQ(y, y
′) =
{
1 if y ∼Q y
′
0 otherwise.
Suppose that Q is F -invariant; this means that if y ∼Q y
′ and u ∈ F then uy ∼Q uy
′.
Clearly, Q is F -invariant if and only RQ is constant on the orbits of F on Y × Y ; if this
is the case, there exists J0 ⊆ J such that
RQ =
∑
j∈J0
1Λ˜j . (4.42)
Set B0 = {y ∈ Y : y ∼Q y0}, that is B0 is the part of Q containing y0. Then (4.41) and
(4.42) ensure us that
1B0 =
∑
j∈J0
1Λj . (4.43)
Let S = {s ∈ F : sB0 = B0} be the stabilizer of B0. Note that S = {s ∈ F : sy0 ∼Q y0};
in particular, H ≤ S.
Lemma 4.1. Define a relation in J by setting i ∼ j if there exists s ∈ S such that
Λi ∩ sΛj 6= ∅. Then ∼ is an equivalence relation. Moreover,
1. if i ∈ J then the cardinality of the set
{s ∈ S : sy′ ∈ Λi} (4.44)
is the same for all y′ ∈
∐
j∈J
i∼j
Λj;
2. if [i] denotes the equivalence class containing i, J / ∼ is the quotient set and Λ[i] =∐
j∈[i]Λj then
Y =
∐
[i]∈J /∼
Λ[i] (4.45)
is the partition of Y into S-orbits. Moreover, [0] = J0 and Λ[0] = B0.
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Proof. First of all, we prove 1. Suppose that i ∼ j and y′, y′1 ∈ Λj. Since Λj is an H-orbit,
there exists h ∈ H such that hy′1 = y
′. Then the bijection
{s ∈ S : sy′ ∈ Λi} → {s1 ∈ S : s1y
′
1 ∈ Λi}
s 7−→ s1 = sh
show that the cardinality of (4.44) does not depend on the choice of y′ ∈ Λj (in particular,
(4.44) is non empty for any y′ ∈ Λj with i ∼ j). Suppose that also i ∼ k and take y
′′ ∈ Λk.
There exists s1, s2 ∈ S such that s1y
′, s2y
′′ ∈ Λi, and therefore if hs2y
′′ = s1y
′, with h ∈ H ,
we have y′ = s0y
′′, with s0 = s
−1
1 hs2 ∈ S. Then the bijection
{s ∈ S : sy′ ∈ Λi} → {s
′ ∈ S : s′y′′ ∈ Λi}
s 7−→ s′ = ss0
shows that the cardinality of (4.44) does not depend on j. We have proved 1.
Now we prove that ∼ is an equivalence relation. It is reflexive because 1F ∈ S. Taking
s−1, we get immediately the symmetricity. Suppose that i ∼ j and j ∼ k. Then there
exist y′′ ∈ Λk and s
′ ∈ S such that y′ = s′y′′ ∈ Λj. Using 1, we can say that there exists
s ∈ S such that sy′ ∈ Λi. Then ss
′y′′ ∈ Λi and i ∼ k. Finally, every S-orbit is H-invariant,
because H ≤ S, and therefore it decomposes into a disjoint union of H-orbits. Then the
definition of ∼ ensures us that Λi and Λj are in the same S-orbit if and only if i ∼ j.
Now suppose that Y =
∐
C∈T C is anH-invariant partition of Y . Then 1C ∈ L(H\F/H)
for each C ∈ T . We will say that T is a right ideal partition of Y if the vector space
〈1C : C ∈ T 〉 is a right ideal in the algebra L(H\F/H). This means that f ∈ L(H\F/H)
and C ∈ T implies that 1C ∗ f ∈ 〈1C : C ∈ T 〉).
Lemma 4.2. The H-partition (4.45) is a right ideal partition of Y .
Proof. Let J0 and B0 be as in (4.43). Denote by V the subspace of L(H\F/H) spanned
by the functions {1Λ[i] : [i] ∈ J / ∼}. For every i ∈ J , denote by mi the cardinality of
the set (4.44) divided by |H|. By definition of convolution, if i ∼Q j, t ∈ F and ty0 ∈ Λj
then
1B0 ∗ 1Λi(ty0) =
1
|H|
∑
u∈F
1B0(uy0)1Λi(u
−1ty0)
=
1
|H|
∑
s∈S
1Λi(s
−1ty0)
=
1
|H|
|{s ∈ S : s−1ty0 ∈ Λi}| = mi,
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and therefore
1B0 ∗ 1Λi = mi1Λ[i] ∈ V (4.46)
for every i ∈ J , which implies that 1B0 ∗ f ∈ V for every f ∈ L(H\F/H). Another
application of (4.46) yields
1Λ[i] ∗ 1Λj =
1
mi
1B0 ∗ 1Λi ∗ 1Λj ∈ V,
for all [i] ∈ J / ∼ and j ∈ J , and therefore V is a right ideal in L(H\F/H).
The partition (4.45) will be called the right ideal partition associated to the invariant
partition Q.
Example 4.3. Let F,H, y0, J,Λj be as above (without assuming the existence of an
invariant partition) and suppose that F ′ is another finite group, acting transitively on Y ′ =
F ′/H ′, with H ′ stabilizer of y′0. Suppose also that Y
′ =
∐
j∈J ′ Λ
′
j is the decomposition
of Y ′ into H ′-orbits, with 0 ∈ J ′ and Λ′0 = {y
′
0}. The wreath product of F
′ by F is the
group F ′ ≀ F = F ′Y × F ≡ {(f, u) : u ∈ F, f : Y → F ′} with the multiplication law
(f, u)(f1, u1) = (f · uf1, uu1), where (f · uf1)(y) = f(y)f1(u
−1y) for every y ∈ Y . The
group F ′ ≀F acts on Y ×Y ′ by the composition action [10, 25]: (f, u)(y, y′) = (uy, f(uy)y′),
for all (f, u) ∈ F ′ ≀ F and (y, y′) ∈ Y × Y ′. The stabilizer of (y0, y
′
0) is the subgroup
L = {(f, u) ∈ F ′ ≀ F : u ∈ H, f(y0) ∈ H
′} and
Y × Y ′ =
[∐
j∈J ′
(
Λ0 × Λ
′
j
)]∐ ∐
j∈J\{0}
(Λj × Y
′)
 (4.47)
is the decomposition of Y × Y ′ into L-orbits [10]. Now there is a natural invariant
partition on Y × Y ′:
Y × Y ′ =
∐
y∈Y
By, (4.48)
where By = {(y, y
′) : y′ ∈ Y }. It is easy to see that (f, u)(y0, y
′
0) = (uy0, f(uy0)y
′
0) ∈
By0 ≡ Λ0 × Y
′ if and only if u ∈ H ; in other words, the stabilizer of By0 is F
′ ≀ H . It
follows that, in the present situation,
Y × Y ′ =
∐
j∈J
(Λj × Y
′) (4.49)
is the right ideal partition associated to the invariant partition (4.48).
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Example 4.4. Take F = Sn and H = Sn−2 × S1 × S1, where Sn−2 acts on {3, 4, . . . , n}.
Then the orbits of F on F/H are Λ0 = {(1, 2)}, Λ1 = {(2, 1)}, Λ2 = {(1, j) : j 6= 1, 2},
Λ3 = {(2, j) : j 6= 1, 2}, Λ4 = {(i, 1) : i 6= 1, 2}, Λ5 = {(i, 2) : i 6= 1, 2}, and Λ6 =
{(i, j) : i 6= j and i, j 6= 1, 2}. Take the invariant partition G/H =
∐n
i=1Bi, where
Bi = {(i, j) : i 6= j}. Then the stabilizer of B1 is Sn−1 × S1 (Sn−1 acts on {2, 3, . . . , n})
and the relation ∼ is given by 0 ∼ 2, 1 ∼ 4 and 3 ∼ 5 ∼ 6.
Remark 4.5. We can define another equivalence relation on J by setting i ≈ j when
there exist y ∈ Λi and y
′ ∈ Λj such that y ∼Q y
′. If {i} denotes the equivalence class
containing i and Λ{i} =
∐
j∈{i} Λj, then Λ0 = B{0} and
Y =
∐
{i}∈J /≈
Λ{i} (4.50)
is the supremum of the partitions Q and Y =
∐
j∈J Λj , that is it is the finest partition
that has both Q and Y =
∐
j∈J Λj as a refinement. Moreover, arguing as in the proofs
of lemmas 4.1 and 4.2, it may be shown that
1Λi ∗ 1B0 =Mi1Λ{i} ,
where, for y′ ∈ Λ{i}, Mi = |{y ∈ Λi : y ∼Q y
′}| (and this cardinality does not depend
on the choice of y′). Therefore, {1Λ{i} : {i} ∈ J / ≈} span a left ideal in L(H\F/H). In
general, the equivalence relations ∼ and ≈ are different. For instance, in Example 4.4 we
have 0 ≈ 2, 1 ≈ 3 and 4 ≈ 5 ≈ 6. Clearly, the equivalence relations ∼ and ≈ coincide
if and only if 1B0 is in the center of L(H\F/H). In particular, they coincide in the case
of a symmetric association scheme treated in [2, 4]. Another case where they coincide is
given by Example 4.3.
4.2 Crested products of finite groups
In the present subsection, we introduce the notion of crested product of finite groups
[2, 4]. It is a generalization of both the notion of wreath product (see example 4.3) and
direct product.
We continue to use all the notation in lemma (4.2). Moreover, we assume that N =
{u ∈ F : uB = B for all B ∈ Q}, which is a normal subgroup of F , is transitive on every
B ∈ Q (in other words, we assume that Q is the orbit partition of its stabilizer N). Let
G be another group, acting transitively on a set X/K, with K stabilizer of x0. Suppose
that X =
∐
i∈I Ξi is the decomposition of X into K-orbits, with 0 ∈ I and Ξ0 = {x0},
and that X =
∐
A∈P A is a G-invariant partition of X . Let F
diag be the group formed
by all functions f : X → F that are constant on the whole X and NP the group of all
f : X → N that are constant on each A ∈ P. Then F diag and NP are subgroups of FX ,
F diag∩NP = Ndiag and NP is normalized by F diag. Then F diag ·NP is a subgroup of FX .
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Identify {(f, g) ∈ F ≀ G : f(x) = 1F for all x ∈ X} with G and {(f, g) ∈ F ≀ G : g = 1G}
with FX . Then F ≀G ∼= FX ⋉G.
Definition 4.6. The crested product of F by G is the subgroup (F diag ·NP)⋉G of F ≀G.
The crested product (F diag · NP) ⋉ G acts on X × Y as a subgroup of F ≀ G, via the
composition action (Example 4.3). The stabilizer of (x0, y0) is the subgroup
R = {(f, k) ∈ (F diag ·NP)⋉G : k ∈ K, f(x0) ∈ H}.
As in (4.43), suppose that A0 = {x ∈ X : x ∼P x0} and define I0 ⊆ I by requiring that
1A0 =
∑
i∈I0
1Ξi . (4.51)
Now we can prove the analogous of (4.47) for a crested product, generalizing Theorem
10 in [4]. See also Lemma 4.1 in [10].
Theorem 4.7. The decomposition of X × Y into R-orbits is:
X × Y =
∐
i∈I0
j∈J
(Ξi × Λj)
∐
 ∐
i∈I\I0
[j]∈J /∼
(
Ξi × Λ[j]
) . (4.52)
Proof. First of all, we prove that all the subsets in the decomposition (4.52) are R-
invariant. Note that any (f, k) ∈ R may be written in the form (f, k) = (f1, 1G)(f2, k),
with f2 ∈ H
diag, f1 ∈ N
P and f1(x0) = 1F . Moreover, (f2, k) (Ξi × Λj) = Ξi × Λj for all
i ∈ I and j ∈ J . Then we have to prove that every subset in (4.52) is invariant under
(f1, 1G).
If i ∈ I0, j ∈ J , x ∈ Ξi and y ∈ Λj then x ∼P x0 and therefore f1(x) = f1(x0) = 1F . It
follows that
(f1, 1G)(x, y) = (x, f1(x)y) = (x, y),
and therefore Ξi × Λj is (f1, 1G)-invariant.
On the other hand, suppose that i ∈ I \ I0, [j] ∈ J / ∼, x ∈ Ξi and that y ∈ Λj ⊆ Λ[j].
Since f1(x) ∈ N ≤ S, if f1(x)y ∈ Λk then k ∼ j. Therefore f1(x)y ∈ Λ[j] and
(f1, 1G)(x, y) = (x, f1(x)y) ∈ Ξi × Λ[j].
We can conclude that Ξi × Λ[j] is invariant under (f1, 1G) too.
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Now we prove that R is transitive on every subset in the right hand side of (4.52). Note
that K is transitive on every Ξi, and therefore we can limit ourselves to consider pairs
(x1, y1), (x2, y2) with x1 = x2.
Suppose that i ∈ I0, j ∈ J and that (x, y1), (x, y2) ∈ Ξi × Λj. Taking (f, 1G) with
f ∈ Hdiag such that f(x)y1 = y2 we get (f1, 1G)(x, y1) = (x, f1(x)y1) = (x, y2), and
therefore R is transitive on Ξi × Λj .
On the other hand, suppose that (x, y1), (x, y2) ∈ Ξi×Λ[j], with i ∈ I\I0 and [j] ∈ J / ∼.
Since S is transitive on Λ[j], there exists s ∈ S such that y2 = sy1. Since N is transitive
on B0 and sy0 ∈ B0, there exists n ∈ N such that nsy0 = y0, and therefore ns ∈ H . Since
i /∈ I0, we have x ≁Q x0 and therefore we can take f = f1 · f2 ∈ N
P · Hdiag such that
f1(x) = n
−1 and f2(x) = ns. It follows that
(f, 1G)(x, y1) = (x, f(x)y1) = (x, n
−1nsy1) = (x, y2)
and R is transitive on Ξi × Λ[j] too.
Example 4.8. Let UX and EX be respectively the universal partition (the partition with
a single part) and the equality partition (every part is a singleton) of the set X ; similarly
for UY and EY . If we take P = UX and Q = EY , then the resulting crested product is
isomorphic to the direct product F ×G. Now the composition action coincides with the
direct product of permutation representations and (4.52) becomes X ×Y =
∐
iI,j∈J (Ξi×
Λj). On the other hand, if we take P = EX and Q = UY , then the resulting crested
product coincides with the whole wreath product F ≀ G. In this case, we get the usual
composition action and (4.52) becomes (4.47) (translated from the Y × Y ′ setting to the
X × Y setting.)
In particular, Example 4.8 shows that the crested product generalizes both the direct
and the wreath product [4].
Example 4.9. This is a continuation of Example 4.3. We show how to obtain a crested
product in the setting of iterated wreath products. We suppose that G,K,X, x0, I and Ξi
are as above, but we do not assume that there exists an invariant partition on X . On the
contrary, suppose that G′ is another finite group, acting on X ′ = G′/K ′, K ′ the stabilizer
of x′0 and X
′ =
∐
i∈I′ Ξ
′
i the decomposition of X
′ into K ′ orbits, with Ξ′0 = {x
′
0}. Then
the wreath product G′ ≀ G acts on X × X ′ via the composition action and we have the
invariant partition
X ×X ′ =
∐
x∈X
Ax, (4.53)
where Ax = {(x, x
′) : x′ ∈ x} (Example 4.3 in the X ×X ′ setting). The iterated wreath
product F ′ ≀F ≀G′ ≀G is isomorphic to the set of all (f ′, f, g′, g) where f ′ : X ′×X×Y → F ′,
f : X ×X ′ → F , g′ : X → G′ and g ∈ G, with the multiplication law
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(f ′, f, g′, g)(f ′1, f1, g
′
1, g1) = (f
′ · (f, g′, g)f ′1, f · (g
′, g)f1, g
′ · gg′1, gg1).
(compare with the labeling used in [21]). Then we can take (4.48) and (4.53) as invariant
partitions respectively on Y ×Y ′ and on X×X ′. Denote by P the partition (4.53). Then
the resulting crested product is
[
(F ′Y )P · (F ′ ≀ F )diag
]
⋉ (G′ ≀ G). In other words, the
resulting crested product is the subgroup of F ′ ≀ F ≀G′ ≀G formed by all (f ′, f, g′, g) such
that: g ∈ G, g′ : X → G′, f ∈ F, f ′ : X × Y → F ′, that is f is constant and f ′ does not
depend on x′ ∈ X ′. The stabilizer of (x0, x
′
0, y0.y
′
0) is the subgroup R of the crested product
formed by all (f ′, f, g′, k) such that k ∈ K, g′(x0) ∈ K
′, f ∈ H and f ′(x0, y0) ∈ H
′. Then
Lemma 4.2, Theorem 4.7, (4.47) and (4.49) yield the decomposition of X ×X ′ × Y × Y ′
into R-orbits:
X ×X ′ × Y × Y ′ =
∐
i′∈I′
j′∈J ′
(
Ξ0 × Ξ
′
i × Λ0 × Λ
′
j
)∐
 ∐
i′∈I′
j∈J\{0}
(Ξ0 × Ξ
′
i × Λj × Y
′)

∐ ∐
i∈I\{0}
j∈J
(Ξi ×X
′ × Λj × Y
′)
 .
4.3 The permutation representation of the composition action
We need some general facts on the decomposition of permutation representations. Let
G,X,K and X =
∐
i∈J Ξi be as in the preceding subsections. Suppose that L(X) =⊕
ω∈Ω aωVω is the isotypic decomposition of L(X). Then the sum of the squares of the
multiplicities is equal to the number of orbits of K on X , that is
∑
ω∈Ω
(aω)
2 = |I|. (4.54)
This is called Wielandt’s Lemma in [9, 10, 11]. See also [46, 50].
Lemma 4.10. For any orthogonal decomposition of L(X) into G-invariant subspaces
L(X) =
⊕
γ∈Γ
cγUγ, (4.55)
where every block cγUγ is the orthogonal sum of cγ invariant G-isomorphic subspaces,
we have
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∑
γ∈Γ
(cγ)
2 ≤ |I|
with equality if and only if (4.55) is the isotypic decomposition.
Proof. Starting from (4.55), we can get the isotypic decomposition in two stages.
1. First of all, we can decompose every Uγ into irreducible representations: Uγ =
mγWγ ⊕m
′
γW
′
γ ⊕ · · · ⊕m
′′
γW
′′
γ , and then replace cγUγ with cγmγWγ ⊕ cγm
′
γW
′
γ ⊕
· · · ⊕ cγm
′′
γW
′′
γ . This way, we get a decomposition
L(X) =
⊕
β∈B
bβWβ (4.56)
where each Wβ is irreducible. Clearly,
∑
β∈B(bβ)
2 ≥
∑
γ∈Γ(cγ)
2, with equality if and
only if all the Uγ ’s are irreducible.
2. We can group together the isomorphic representations in (4.56): ifWβ,Wβ′, . . . ,Wβ′′
are all the representations isomorphic to Wβ , we can replace bβWβ ⊕ bβ′Wβ′ ⊕ · · · ⊕
bβ′′Wβ′′ with (bβ + bβ′ + · · ·+ bβ′′)Wβ. This way, we get a decomposition
L(X) =
⊕
α∈A
aαVα
that must coincide with the isotypic one. Again,
∑
α∈A(aα)
2 ≥
∑
β∈B(bβ)
2, with
equality if and only if the representations Wβ ’s in (4.55) are pairwise inequivalent.
By Wielandt’s Lemma (4.54), we have
∑
γ∈Γ
(cγ)
2 ≤
∑
β∈B
(bβ)
2 ≤
∑
α∈A
(aα)
2 = |I|,
with equality if and only if (4.55) is the isotypic decomposition.
In other words, the isotypic decomposition may be characterized, among those of the
form (4.55), as the decomposition that maximizes the quantity
∑
γ∈Γ(cγ)
2.
Now we return to use all the notation in the preceding subsections. Suppose that
L(X) =
⊕
ω∈Ω aωVω and L(Y ) =
⊕
δ∈∆ bδWδ are the isotypic decompositions of L(X)
and L(Y ) into respectively G-irreducible and F -irreducible representations. Let T be
the stabilizer of A0 in G. That is, T plays, in the X-setting, the same role of S in the
Y -setting. Then A0 ∼= T/K and G/T ∼= P. Suppose that L(A0) =
⊕
γ∈Γ cγUγ is the
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decomposition of L(A0) into irreducible T -representations. By transitivity of induction,
we have
L(X) = IndGTL(A0) =
⊕
γ∈Γ
cγInd
G
T (Uγ). (4.57)
We will need this simple consequence of the theory developed in subsection 2.4.
Lemma 4.11. For each A ∈ P, choose an element lA ∈ G such that lAA0 = A (and we
always take lA0 = 1G). Then, for each copy of Uγ in cγUγ, Ind
G
T (Uγ) is the subspace of
L(X) spanned by all functions lAG, with G ∈ Uγ, A ∈ P. Moreover, for every g ∈ G we
have glAG = lgA(tG), where t = (lgA)
−1glA ∈ T (and therefore tG ∈ Uγ).
Proof. Clearly, {lA : A ∈ P} is a set of representatives for the left cosets of T in G, that
is G =
∐
a∈P lAT . Then, by definition of induced representation, Ind
G
T (Uγ) is spanned by
the functions of the type lAG. The rest of the lemma follows from the simple observation
that glAA0 = gA = lgAA0, and therefore there exists t ∈ T such that glA = lgAt.
In the Y -setting, we identify L(Q) ≡ L(F/S) with the space of all φ ∈ L(Y ) that are
constant on each part of Q. Suppose that W,W ′ are two irreducible F -representations
contained in L(Y ), with W ⊆ L(Q) and W ′ orthogonal to L(Q). Then ResFN(W ) is iso-
morphic the direct sum of dimW copies of the trivial representation of N , while ResFN (W
′)
must contain some nontrivial N -representation (by hypothesis, Q is the orbit partition
of N). Then W and W ′ are not equivalent. It follows that there exists a subset ∆0 ⊆ ∆
such that:
L(Q) =
⊕
δ∈∆0
bδWδ (4.58)
is the decomposition of L(Q) into irreducible F -representations.
We also need to determine the orbits of S on Q. Suppose that B ∈ Q and B ∩Λ[i] 6= ∅.
Then if y ∈ B and y′ ∈ B ∩Λ[i] we can take n ∈ N ≤ S such that ny
′ = y (N is transitive
on B), and therefore B ⊆ Λ[i] (because Λ[i] is an S-orbit). Setting
B[i] = {B : B ⊆ Λ[i]}
(note that B[i] is a subset of Q), then
Q =
∐
[i]∈J /∼
B[i] (4.59)
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is the decomposition of Q into S-orbits. Note that we have used the fact that N is
transitive on each B ∈ Q; in Example 4.4, N is trivial and (4.59) does not hold.
Now we are in position to get the decomposition of L(X × Y ) into irreducible represen-
tations of the crested product (NP · F diag) ⋉ G. Compare with Theorem 4.2 in [10] and
Theorem F in [5].
Theorem 4.12. The following
L(X × Y ) =
[⊕
ω∈Ω
⊕
δ∈∆0
aωbδ (Vω ⊗Wδ)
]
⊕⊕
γ∈Γ
⊕
δ∈∆\∆0
cγbδ
[(
IndGTUγ
)
⊗Wδ
]
(4.60)
is the decomposition of L(X × Y ) into (NP · F diag)⋉G-irreducible representations.
Proof. Suppose that G ∈ L(X), F ∈ L(Y ), (x, y) ∈ X×Y and (f1f2, g) ∈ (N
P ·F diag)⋉G,
with f2 ∈ F ≡ F
diag, f1 ∈ N
P . Then
[(f1f2, g)(G ⊗ F)](x, y) =(G ⊗ F)[(f1f2, g)
−1(x, y)]
=(G ⊗ F)(g−1x, [f1(x)f2]
−1y)
=G(g−1x) · F([f1(x)f2]
−1y)
=(gG)(x) · [f1(x)(f2F)](y).
(4.61)
The last expression in (4.61) is deceptive: in general, f1(x)(f2F) depends on x, and
when this is the case, (4.61) is not a tensor product. But there are two special cases in
which it is a tensor product, and we have to examine these cases in order to show that
every subspace in the right hand side of (4.60) is (NP · F diag)⋉G-invariant.
If ω ∈ Ω, δ ∈ ∆0, G ∈ Vω and F ∈ Wδ then gG ∈ Vω and f1(x)(f2F) = f2F ∈ Wδ,
because f1(x) ∈ N and N acts trivially on each Wδ ⊆ L(Q). Then (4.61) yields
(f1f2, g)(G ⊗ F) = (gG)⊗ (f2F) (4.62)
and therefore Vω ⊗Wδ is (N
P · F diag)⋉G-invariant.
On the other hand, suppose that γ ∈ Γ, δ ∈ ∆ \ ∆0, lAG ∈ Ind
G
TUγ (cf. Lemma 4.11)
and that F ∈ Wδ. If x /∈ gA and t is as in Lemma 4.11, then [lgA(tG)](x) = 0, while if
x ∈ gA and u ∈ F is the constant value of f1 on gA then (4.61) yields
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{(f1f2, g)[(lAG)⊗ F ]}(x, y) = [lgA(tG)](x) · [f1(x)f2F ](y)
= {[lgA(tG)]⊗ [uf2F ]}(x, y).
We can conclude that
(f1f2, g)[(lAG)⊗F ] = [lgA(tG)]⊗ [uf2F ] ∈ Ind
G
TUγ ⊗Wδ (4.63)
and this shows that IndGTUγ ⊗Wδ is (N
P · F diag)⋉G-invariant.
It remains to show that the representations in (4.60) are irreducible, pairwise inequiva-
lent and that their sum is L(X × Y ).
First of all, from
L(X × Y ) =L(X)⊗ L(Y )
=
[(⊕
ω∈Ω
aωVω
)⊗(⊕
δ∈∆0
bδWδ
)]⊕(⊕
γ∈Γ
cγInd
G
TUγ
)⊗ ⊕
δ∈∆\∆0
bδWδ

we deduce that (4.60) is a decomposition into mutually orthogonal invariant subspaces
(the invariance has been proved above). From (4.54), it follows that
∑
ω∈Ω
(aω)
2 = |I|,
∑
δ∈∆
(bδ)
2 = |J |,
∑
γ∈Γ
(cγ)
2 = |I0|, and
∑
δ∈∆0
(bδ)
2 = |J / ∼|.
The third equality follows from the fact that the K-orbits on A0 ≡ T/K are given by
(4.51). The fourth equality follows from (4.58) and (4.59). Then
∑
ω∈Ω
∑
δ∈∆0
(aω)
2(bδ)
2 +
∑
γ∈Γ
∑
δ∈∆\∆0
(cγ)
2(bδ)
2 = |I| · |J / ∼|++|I0|(|J | − |J / ∼|).
On the other hand, from Theorem 4.7 it follows that the number of orbits of the stabilizer
R on X × Y is equal to
|I0| · |J |+ |I \ I0| · |J / ∼| = |I| · |J / ∼| ++|I0|(|J | − |J / ∼|).
Then from Lemma 4.10 we deduce that (4.60) is the isotypic decomposition of L(X×Y )
with respect to the action of the crested product.
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Example 4.13. Now we apply Theorem 4.12 to the case of a wreath product. We use the
notations in Example 4.3. Suppose that L(Y ) =
⊕
δ∈∆ bδWδ and L(Y
′) =
⊕
δ∈∆′ b
′
δW
′
δ are
the isotypic decompositions into F and F ′-irreducible representations. Suppose also that
0 ∈ ∆,∆′ and thatW0,W
′
0 are the trivial representations. If we take the equality partition
EY on Y and the universal partition UY ′ on Y
′, then the resulting crested product of F ′ by
F is isomorphic to the ordinary wreath product F ′ ≀ F (cf. Example 4.8). Moreover, now
(4.57) (for Y ) and (4.58) (for Y ′) become respectively L(Y ) ≡ L(Y ) and L(UY ′) = W
′
0.
Then (4.60) yields the isotypic decomposition of L(Y ×Y ′) as a homogeneous F ′ ≀F -space:
L(Y × Y ′) =
[⊕
δ∈∆
bδ(Wδ ⊗W
′
0)
]⊕ ⊕
δ∈∆′\{0}
b′δ(L(Y )⊗W
′
δ)
 .
Example 4.14. In this example, we apply Theorem 4.12 to the setting of Example 4.9.
We also assume the notation and the results in Example 4.13. Moreover, we suppose that
L(X) =
⊕
ω∈Ω aωVω and L(X
′) =
⊕
ω∈Ω′ a
′
ωV
′
ω are the isotypic decompositions into G and
G′ representations and therefore (by Example 4.13)
L(X ×X ′) =
[⊕
ω∈Ω
aω(Vω ⊗ V
′
0)
]⊕ ⊕
ω∈Ω′\{0}
a′ω(L(X)⊗ V
′
ω)

is the isotypic decomposition of L(X × X ′) under the action of G′ ≀ G. Now we have
Ax0 ≡ X
′ and if V˜ ′ω ⊆ L(Ax0) denotes the subspace isomorphic to V
′
ω ⊆ L(X
′), then
L(Ax0) =
⊕
ω∈Ω′ a
′
ωV˜
′
ω is the isotypic decomposition of L(Ax0) under the action of G
′ ≀K.
Then, for L(X ×X ′) the decomposition (4.57) is:
L(X ×X ′) = IndG
′≀G
G′≀KL(Ax0) =
⊕
ω∈Ω′
a′ωInd
G′≀G
G′≀KV˜
′
ω =
⊕
ω∈Ω′
a′ω(L(X)⊗ V
′
ω).
On the other hand, for L(Y × Y ′) the decomposition (4.58) is equivalent to L(Y ) ∼=⊕
δ∈∆ bδ(Wδ ⊗W
′
0). Then the isotypic decomposition of L(X ×X
′ × Y × Y ′) under the
action of the crested product
[(
(F ′)P · (F ′ ≀ F )diag
)]
⋉ (G′ ≀G) is given by:
L(X ×X ′ × Y × Y ′) =
[⊕
ω∈Ω
⊕
δ∈∆
aωbδ(Vω ⊗ V
′
0 ⊗Wδ ⊗W
′
0)
]
⊕ ⊕
ω∈Ω′\{0}
⊕
δ∈∆
a′ωbδ(L(X)⊗ V
′
ω ⊗Wδ ⊗W
′
0)

⊕⊕
ω∈Ω′
⊕
δ∈∆′\{0}
a′ωb
′
δ(L(X)⊗ V
′
ω ⊗ L(Y )⊗W
′
δ)
 .
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In the last part of this section, we give the formulas for the spherical matrix coefficients
of the irreducible representations in Theorem 4.60 (see subsection 2.2). Suppose that
• for each ω ∈ Ω, vω1 , v
ω
2 , . . . , v
ω
aω is an orthonormal basis for the K-invariant vectors in
Vω, and φ
ω
i,i′, i, i
′ = 1, 2, . . . , aω are the corresponding matrix coefficients: φ
ω
i,i′(gx0) =
〈vωi , gv
ω
i′〉, for any g ∈ G;
• for each δ ∈ ∆, wδ1, w
δ
2, . . . , w
δ
bδ
is an orthonormal basis for the H-invariant vec-
tors in Wδ, and ψ
ω
j,j′, j, j
′ = 1, 2, . . . , bδ are the corresponding matrix coefficients:
ψδj,j′(uy0) = 〈w
δ
j , uw
δ
j′〉, for any u ∈ F ;
• for each γ ∈ Γ, uγ1 , u
γ
2, . . . , u
γ
cγ is an orthonormal basis for the K-invariant vec-
tors in Uγ, and θ
γ
h,h′, h, h
′ = 1, 2, . . . , cγ are the corresponding matrix coefficients:
θγh,h′(tx0) = 〈u
γ
h, tu
γ
h′〉, for any t ∈ T .
Note that the φωi,i′’s, the ψ
δ
j,j′’s and the θ
γ
h,h′’s are seen as functions defined respectively
on X , Y and A0. Moreover, in the notation of Lemma 4.11, we set u˜
γ
h = lA0u
γ
h ∈ Ind
G
TUγ,
that is u˜γh is the copy of u
γ
h in the subspace lA0Uγ of Ind
G
TUγ =
⊕
A∈P lAUγ . In other
words, if we think of Uγ as a subspace of L(A0), then u˜
γ
h = u
γ
h on A0 and u˜
γ
h ≡ 0 on
X \A0. In the same spirit, we set θ˜
γ
h,h′(x) = θ
γ
h,h′(x) if x ∈ A0, θ˜
γ
h,h′(x) = 0 if x ∈ X \A0,
Theorem 4.15. 1. For ω ∈ Ω and δ ∈ ∆0, the set v
ω
i ⊗w
δ
j , i = 1, . . . , aω, j = 1, . . . , bδ,
is an orthonormal basis for the R-invariant vectors in the irreducible represen-
tation Vω ⊗ Wδ. Moreover, the corresponding spherical matrix coefficients are:
φωi,i′(x)ψ
δ
j,j′(y), as functions of (x, y) ∈ X × Y .
2. For γ ∈ Γ and δ ∈ ∆ \ ∆0, the set u˜
γ
h ⊗ w
δ
j , h = 1, . . . , cγ, j = 1, . . . , bδ,
is an orthonormal basis for the R-invariant vectors in the irreducible representa-
tion (IndGTUγ)⊗Wδ. Moreover, the corresponding spherical matrix coefficients are:
θ˜γh,h′(x)ψ
δ
j,j′(y).
Proof. 1. If (f1f2, k) ∈ R, with f1 ∈ N
P , f2 ∈ H
diag and k ∈ K, then by (4.62) we have
(f1f2, k)(v
ω
i ⊗ w
δ
j ) = (kv
ω
i )⊗ (f2w
δ
j ) = v
ω
i ⊗ w
δ
j , that is v
ω
i ⊗ w
δ
j is R-invariant. The
set of all vectors of this type form an orthonormal basis for the R-invariant vectors
in Vω ⊗Wδ because their number is equal to the multiplicity of this representation
in L(X × Y ). Using again (4.62), we can compute the spherical matrix coefficients:
if (x, y) = (f1f2, g)(x0, y0) ≡ (gx0, f1(gx0)f2y0), with (f1f2, g) ∈ (N
P · F diag) ⋉ G,
then
〈vωi ⊗ w
δ
j , (f1f2, g)v
ω
i′ ⊗ w
δ
j′〉 =〈v
ω
i ⊗ w
δ
j , (gv
ω
i′)⊗ (f2w
δ
j′)〉
=〈vωi , gv
ω
i′〉〈w
ω
j , f2w
δ
j′〉
=φωi,i′(x) · ψ
δ
j,j′(y).
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2. Now for (f1f2, k) ∈ R, (4.63) yields (f1f2, k)(u˜
γ
h⊗w
δ
j )) = (ku˜
γ
h)⊗ (f2w
δ
j ) = u˜
γ
h⊗w
δ
j ,
because k ∈ T , f1 ≡ 1F on A0 and u˜
γ
h is K-invariant. Now suppose that (x, y) =
(f1f2, g)(x0, y0) ≡ (gx0, f1(gx0)f2y0) and g ≡ glA0 = lgA0t with t ∈ T . If gA0 6= A0
then lgA0tu˜
γ
k′ = 0, while if gA0 = A0 then lgA0t = t. Therefore, again by (4.63), we
have (r is the value of f1 on gA0):
〈u˜γk ⊗ w
δ
j , (f1f2, g)u˜
γ
k′ ⊗ w
δ
j′〉 =〈u˜
γ
k ⊗ w
δ
j , (lgA0tu˜
γ
k′)⊗ [rf2w
δ
j′]〉
=〈u˜γk, lgA0tu˜
γ
k′〉〈w
δ
j , rf2w
δ
j′〉
=θ˜k,k′(x) · ψ
δ
j,j′(y).
Remark 4.16. In [4], section 9, Bailey and Cameron describe more general notion of
crested product involving a set of invariant partitions. It should be interesting to extend
their theory to our noncommutative setting. Moreover, in section 11 they also suggest,
as an open problem, to develop a theory of generalized crested product along the lines of
the theory of generalized wreath product of groups and association schemes [3, 5]. It is
also an interesting open problem to develop such theory for spaces with multiplicity. Our
Examples 4.9 and 4.14 also deserve to be generalized. The most intriguing aspect of the
whole theory is the reciprocity between the decompositions 4.52 and 4.60.
5 Harmonic analysis of exponentiation and wreath
product of permutations representations
In this section, we want to obtain an explicit decomposition of the exponentiation action
of a wreath product. This is motivated by the classical Hamming scheme. Actually, we
analyze a more general notion, suggested by our recent work on finite lamplighter random
walks.
5.1 Representation theory of wreath products of finite groups
Suppose that G and F are finite groups and that G acts transitively on a set X . In this
subsection, we give a description of the irreducible representations of the wreath product
F ≀G ≡ FX ⋊G. We refer to [25, 23] for complete proofs.
Every irreducible representation of the base group FX may be written as a tensor product
in the form ⊗
x∈X
σx
53
where
X → F̂
x 7→ σx
is any map from X to F̂ , the dual of F . In other words, if f0 ∈ F
X then(⊗
x∈X
σx
)
(f0, 1G) =
⊗
x∈X
σx(f0(x))
and if
⊗
x∈X
vx ∈
⊗
x∈X
Vσx , with Vσx the space on which acts the representation σx, then[(⊗
x∈X
σx
)
(f0, 1G)
](⊗
x∈X
vx
)
=
⊗
x∈X
σx(f0(x))vx.
The group F ≀G acts on F̂X by the conjugation action: the (f, g) conjugate of
⊗
x∈X
σx is
defined by setting
(f,g)(⊗
x∈X
σx
)
(f0, 1G) =
(⊗
x∈X
σx
)
[(f, g)−1(f0, 1G)(f, g)].
Then we have:
(f,g)(⊗
x∈X
σx
)
=
⊗
x∈X
f(x)σg−1x ∼
⊗
x∈X
σg−1x. (5.64)
The inærtia group IF ≀G(σ) of σ =
(⊗
x∈X
σx
)
∈ F̂X is the stabilizer of σ with respect to
the conjugation action; (5.64) ensures us that
IF ≀G(σ) = F ≀ TG(σ) ∼= F
X ⋉ TG(σ),
where TG(σ) = {g ∈ G : σgx ∼ σx ∀x ∈ X}.
We give two general definitions. Suppose that H is a subgroup of G and that θ is an H
representation. An extension of θ to G is a representation θ˜ of G such that: ResGH θ˜ = θ.
Clearly, if θ is irreducible, θ˜ is irreducible too. On the other hand, if N is a normal
subgroup of G and η is a representation of the quotient group G/N , then the inflation η
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of η to G is defined by setting η(g) = η(gN), for all g ∈ G. In other words, we compose η
(which is a homomorphism of G/N into the unitary group of a Hermitian space) with the
quotient homomorphism: G→ G/N . Clearly, η is irreducible if and only if η is irreducible.
In our setting, each
(⊗
x∈X
σx
)
∈ F̂X has an extension σ˜ to the whole IF ≀G(σ): it is given
by setting
σ˜(f, g)
(⊗
x∈X
vx
)
:=
⊗
x∈X
σg−1x(f(x))vg−1x ≡
⊗
x∈X
σx(f(x))vg−1x, , (5.65)
for all (f, g) ∈ F ≀ TG(σ) and
⊗
x∈X
vx ∈
⊗
x∈X
Vσx .
Now let Σ be a system of representatives for the F ≀G−conjugacy classes of irreducible
representations of F̂X . For each σ ∈ Σ, denote by σ˜ its extension to IF ≀G(σ) as shown in
(5.65). For each η ∈ T̂G(σ), denote by η its inflation to IF ≀G(σ) (using the homomorphism
IF ≀G(σ)→ TG(σ) ∼= IF ≀G(σ)/F
X). That is, if U is the representation space of η, then
η(f, g)u = η(g)u ∀(f, g) ∈ IF ≀G(σ), u ∈ U. (5.66)
We are in position to enunciate the main theorem in the representation theory of wreath
products [25, 23].
Theorem 5.1. The dual of F ≀G is given by:
F̂ ≀G = {IndGIF ≀G(σ)(σ˜ ⊗ η) : σ ∈ Σ, η ∈ T̂G(σ)},
that is the above is the list of all irreducible representations of F ≀ G, and for different
values of σ, η we obtain inequivalent representations.
5.2 Exponentiations and wreath products
Let G,F,X be as in the preceding subsection and suppose also that G acts transitively
on another set Z and that F acts transitively on Y . We form the wreath product F ≀ G
with respect to the action of G on X . The group F ≀G acts on Y X via the exponentiation
of the action of F on Y : if ϕ ∈ Y X , (f, g) ∈ F ≀ G then (f, g)ϕ is defined by setting
[(f, g)ϕ](x) = f(x)ϕ(g−1x), for every x ∈ X . It also acts on Z via the infation of the
action of G on Z: if (f, g) ∈ F ≀G and z ∈ Z then (f, g)z = gz. Then we define the wreath
product of the action of F on Y by the actions of G on X and Z as the direct product of
the exponentiation and the inflation:
(f, g)(ϕ, z) = ((f, g)ϕ, gz)
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for all (f, g) ∈ F ≀ G and (ϕ, z) ∈ Y X × Z. Note that this action is transitive, simply
because FX is transitive on Y X and G is transitive on Z. The task of this section is to ob-
tain an explicit decomposition of the permutation representation of F ≀G on Y X×Z. The
study of this permutation representation is motivated by our work on finite lamplighter
random walks [41] (and for Z trivial, our results apply to the exponentiation action).
We will denote by λ the permutation representation of FX on L(Y X) and by λ˜ its exten-
sion to F ≀ G (that is, the permutation representation associated to the exponentiation).
In particular, for g ∈ G, ψ ∈ L(Y X) and ϕ ∈ Y X , we have [λ˜(1F , g)ψ](ϕ) = ψ(g
−1ϕ). If
ψx ∈ L(Y ) for all x ∈ X , then
⊗
x∈X
ψx ∈ L(Y
X) is defined by setting(⊗
x∈X
ψx
)
(ϕ) =
∏
x∈X
ψx(ϕ(x)), ∀ϕ ∈ Y
X .
Moreover, if ψ ∈ L(Y ) and f ∈ F , we set (fψ)(y) = ψ(f−1y) for all y ∈ Y , that is in
this way we denote the permutation representation of F on Y .
The following lemma is similar to (5.65), but now g ∈ G. We give the elementary proof
for completeness.
Lemma 5.2. If
⊗
x∈X
ψx ∈ L(Y
X), with ψx ∈ L(Y ) for all x ∈ X, and (f, g) ∈ F ≀G then
λ˜(f, g)
(⊗
x∈X
ψx
)
=
⊗
x∈X
f(x)ψg−1x.
Proof. For any ϕ ∈ Y X , we have:
[
[λ˜(f, g)
(⊗
x∈X
ψx
)]
(ϕ) =
(⊗
x∈X
ψx
)
[(f, g)−1ϕ]
=
∏
x∈X
ψx[f(gx)
−1ϕ(gx)]
=
∏
x∈X
ψg−1x[f(x)
−1ϕ(x)]
=
∏
x∈X
[f(x)ψg−1x] (ϕ(x))
=
[⊗
x∈X
f(x)ψg−1x
]
(ϕ).
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Suppose that Σ is as in Theorem 5.1. Fix a σ ∈ Σ and set I = IG(σ). We also
suppose that each σx, x ∈ X , appears in the decomposition of L(Y ) into irreducible
F -representations. Clearly, there exist a partition X =
n∐
i=1
Ωi of X and σ1, σ2, . . . , σn
irreducible, pairwise inequivalent F -representations such that: σx = σi for all x ∈ Ωi,
i = 1, . . . , n. Moreover, I = {g ∈ G : gΩi = Ωi, i = 1, 2, . . . , n}. Let mi be the
multiplicity of σi in the permutation representation of F on Y . If x ∈ Ωi and Vσx ≡ Vi
is the representation space of σx ≡ σi, we fix an orthonormal basis Tx,1, Tx,2, . . . , Tx,mi
in HomF (Vσx , L(Y )) (orthonormal with respect to the Hilbert-Schmidt scalar product);
we suppose that, for every 1 ≤ h ≤ mi, the operator Tx,h is the same for all x ∈ Ωi.
Denote by J the space of all functions j : X → N such that j(x) ∈ {1, 2, . . . , mi} for all
x ∈ Ωi, i = 1, 2, . . . , n. The group I acts on J in a natural way: if g ∈ I and j ∈ J ,
then gj is defined by setting: (gj)(x) = j(g−1x) (recall that I stabilizes eve! ry Ωi). For
any j ∈ J , set Tj =
⊗
x∈X
Tx,j(x). Then the set {Tj : j ∈ J} is an orthonormal basis for
HomFX
(⊗
x∈X
Vσx , L(Y
X)
)
. Note also that
Tgx,j(gx) = Tx,j(gx) if g ∈ I (5.67)
because Tx,h does not depend on x ∈ Ωi.
Lemma 5.3. For g ∈ I and T ∈ HomFX
(⊗
x∈X
Vσx , L(Y
X)
)
, define a linear operator
pi(g)T by setting
pi(g)T = λ˜(1F , g)T σ˜(1F , g
−1).
Then pi is a representation of I on HomFX
(⊗
x∈X
Vσx , L(Y
X)
)
.
Proof. We show that λ˜(1F , g)T σ˜(1F , g)
−1 ∈ HomFX
(⊗
x∈X
Vσx , L(Y
X)
)
for every T ∈
HomFX
(⊗
x∈X
Vσx , L(Y
X)
)
and g ∈ I. Indeed,
[
λ˜(1F , g)T σ˜(1F , g
−1)
]
σ˜(f, 1G) =λ˜(1F , g)T σ˜(g
−1f, 1G)σ˜(1F , g
−1)
=λ˜(1F , g)λ˜(g
−1f, 1G)T σ˜(1F , g
−1)
=λ˜(f, 1G)
[
λ˜(1F , g)T σ˜(1F , g
−1)
]
.
It is clear that pi is a representation of I.
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Lemma 5.4. For (f, g) ∈ F ≀ I and j ∈ J , we have:
λ˜(f, g)Tj = Tgjσ˜(f, g).
Proof. From Lemma 5.2 and (5.67), it follows that
[
λ˜(f, g)Tj
](⊗
x∈X
vx
)
=λ˜(f, g)
(⊗
x∈X
Tx,j(x)vx
)
=
⊗
x∈X
f(x)Tx,j(g−1x)vg−1x.
On the other hand, from (5.65) and the fact that Tx,j(x) ∈ HomF (Vσx , L(Y )), we get
[Tgj σ˜(f, g)]
(⊗
x∈X
vx
)
=
(⊗
x∈X
Tx,(gj)(x)
)(⊗
x∈X
σx(f(x))vg−1x
)
=
⊗
x∈X
Tx,(gj)(x)σx(f(x))vg−1x
=
⊗
x∈X
f(x)Tx,j(g−1x)vg−1x.
Corollary 5.5. The representation pi is equivalent to the permutation representation of
I on J .
Proof. As a particular case of Lemma 5.4, we get the identity pi(g)Tj ≡ λ˜(1F , g)Tjσ˜(1F , g
−1) =
Tgj . But {Tj : j ∈ J} is an orthonormal basis for HomFX
(⊗
x∈X
σx, L(Y
X)
)
, and therefore
the map
L(J) −→ HomFX
(⊗
x∈X
σx, L(Y
X)
)
δj 7−→ Tj
is an isomorphism of I-representations.
Theorem 5.6. Suppose that T ∈ HomI(U, L(Z × J)). For
v :=
⊗
x∈X
vx ∈
⊗
x∈X
Vσx and u ∈ U,
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define T̂ (v ⊗ u) ∈ L(Y X × Z) by setting:
[
T̂ (v ⊗ u)
]
(ϕ, z) =
[∑
j∈J
(T u)(z, j) · Tjv
]
(ϕ) ≡
∑
j∈J
(T u)(z, j) · (Tjv)(ϕ), (5.68)
for all (ϕ, z) ∈ Y X ×Z. Then T̂ ∈ HomF ≀I
((⊗
x∈X
Vσx
)⊗
U, L(Y X × Z)
)
and the map
HomI(U, L(Z × J)) −→ HomF ≀I
((⊗
x∈X
Vσx
)⊗
U, L(Y X × Z)
)
T 7−→ T̂
is a linear isometric isomorphism.
Proof. First we show that T̂ ∈ HomF ≀I
((⊗
x∈X
Vσx
)⊗
U, L(Y X × Z)
)
. If (f, g) ∈ F ≀ I
then
{
T̂ [(σ˜(f, g)⊗ η(f, g)) (v ⊗ u)]
}
(ϕ, z) =
{
T̂ [σ˜(f, g)v ⊗ η(g)u]
}
(ϕ, z) (by (5.66))
=
{∑
j∈J
[(T η(g)u)(z, j)] · Tj σ˜(f, g)v
}
(ϕ) (by (5.68))
=
{
λ˜(f, g)
[∑
j∈J
[T (u)(g−1z, g−1j)] · Tg−1jv
]}
(ϕ)
(because T ∈ HomI(U, L(Z × J) and λ˜(f, g)Tg−1j = Tjσ˜(f, g) by Lemma 5.4)
=
{∑
j∈J
[T (u)(g−1z, j)] · Tjv
}
((f, g)−1ϕ) (replacing g−1j by j)
=
[
T̂ (v ⊗ u)
] (
(f, g)−1ϕ, (f, g)−1z
)
(again by (5.68)).
This proves that T̂ commutes with F ≀ I.
Now we define the inverse correspondence T −→ T̂ . Suppose that
T ∈ HomF ≀I
((⊗
x∈X
Vσx
)⊗
U, L(Y X × Z)
)
.
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For all fixed u ∈ U and z ∈ Z, define a map
T ♯u,z :
⊗
x∈X
Vσx −→ L(Y
X)
by setting
[
T ♯u,zv
]
(ϕ) = {T [v ⊗ u]} (ϕ, z) (5.69)
for all
⊗
x∈X
vx ∈
⊗
x∈X
Vσx and ϕ ∈ Y
X . Then T ♯u,z ∈ HomFX
(⊗
x∈X
Vσx , L(Y
X)
)
. Indeed, if
f ∈ FX then η(f, 1G)u = u and therefore
[
T ♯u,zσ˜(f, 1G)v
]
(ϕ) =
{
T [(σ˜(f, 1G)v)⊗ u]
}
(ϕ, z)
= {T (σ˜(f, 1G))⊗ η˜(f, 1G)) [v ⊗ u]} (ϕ, z)
= {T [v ⊗ u]} ((f, 1G)
−1ϕ, z)
=
[
T ♯u,zv
]
((f, 1G)
−1ϕ).
It follows that there exists αu,z ∈ L(J) such that
T ♯u,z =
∑
j∈J
αu,z(j)Tj. (5.70)
Thus we can define a linear map T˜ : U → L(Z×J) by setting, for u ∈ U and z, j ∈ Z×J ,
[T˜ u](z, j) = αu,z(j), (5.71)
where αu,z is given by (5.70). In other words, from (5.69), (5.70) and (5.71) it follows
that
{T [v ⊗ u]} (ϕ, z) =
{∑
j∈J
[T˜ u](z, j) · Tjv
}
(ϕ). (5.72)
Now we prove that T˜ ∈ HomI(U, L(Y
X , J)): for any g ∈ I we have
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{∑
j∈J
[(T˜ η(g)u)(z, j)] · Tjv
}
(ϕ) =
{
T
[
σ˜(1F , g)σ˜(1F , g
−1)v ⊗ η(g)u
]}
(ϕ, z)
=
{
T
[
σ˜(1F , g
−1)v ⊗ u
]} (
(1F , g
−1)ϕ, (1F , g)
−1z
)
=
{∑
j∈J
[T˜ u](g−1z, j) · Tj σ˜(1F , g
−1)v
}(
(1F , g
−1)ϕ
)
=
{∑
j∈J
[T˜ u](g−1z, j) · Tgjv
}
(ϕ) (by Lemma 5.4)
=
{∑
j∈J
[T˜ u](g−1z, g−1j) · Tjv
}
(ϕ).
and therefore T˜ commutes with I. From (5.68) and (5.72), it is also clear that
̂˜
T = T
and that
˜̂
T = T .
Finally, we prove that T 7→ T̂ is an isometry. Suppose that by B1 (resp. B2) is an
orthonormal basis in
⊗
x∈X Vσx (resp. U). If T1, T2 ∈ HomI(U, L(J × Z)), then
〈T̂1, T̂2〉HS =
∑
v∈B1
∑
u∈B2
∑
(ϕ,z)∈Y X×Z
[T̂1(v ⊗ u)](ϕ, z) · [T̂2(v ⊗ u)](ϕ, z)
=
∑
v,u
∑
(ϕ,z)
[∑
j∈J
(T1u)(z, j) · (Tjv)(ϕ)
]
·
[∑
i∈J
(T2u)(z, i) · (Tiv)(ϕ)
]
=
∑
u,j,i,z
(T1u)(z, j) · (T2u)(z, i)〈Tj, Ti〉HS∑
u,j,z
(T1u)(z, j) · (T2u)(z, j)
= 〈T1, T2〉HS.
Remark 5.7. Using the same techniques in the proof of Theorem 5.6, one can prove that
the map T ♯ : u⊗ δz 7→ T
♯
u,z belongs to HomI(U ⊗ L(Z), L(J)) and that
HomF ≀I
((⊗
x∈X
Vσx
)⊗
U, L(Y X × Z)
)
−→ HomI(U ⊗ L(Z), L(J))
T 7−→ T ♯
is a linear isomorphism. Recall also Corollary 5.5.
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Frobenius reciprocity, as stated in Proposition 2.17, yields an explicit isometric isomor-
phism
HomF ≀I
((⊗
x∈X
Vσx
)⊗
U, L(Y X × Z)
)
−→ HomF ≀G
(
IndF ≀GF ≀I
[(⊗
x∈X
Vσx
)⊗
U
]
, L(Y X × Z)
)
.
T 7−→
⋄
T
Then by combining Theorem 5.6 and the isomorphism T 7→
⋄
T , we get the main result
of this section.
Theorem 5.8. The map
HomI(U, L(Z × J)) −→ HomF ≀G
(
IndF ≀GF ≀I
[(⊗
x∈X
Vσx
)⊗
U
]
, L(Y X × Z)
)
T 7−→
⋄
T̂
is a linear isometric isomorphism.
The following Corollary is an immediate consequence.
Corollary 5.9. The multiplicity of the irreducible representation IndF ≀GF ≀I (σ˜⊗η) in the de-
composition of L(Y X×Z) into irreducible F ≀G-representations is equal to the multiplicity
of η in the decomposition of L(J × Z) into irreducible I-representations.
Remark 5.10. If Y ≡ F and Z ≡ G, both with the left regular representation, then
Theorem 5.8 leads to a decomposition of the left regular representation of F ≀ G and
therefore Corollary 5.9 yields a formula for the dimension of the irreducible representation
IndF ≀GF ≀I (σ˜ ⊗ η): such a dimension is equal to the multiplicity of η into the decomposition
of L(J ×G) into irreducible I-representations. We want to show that this fact agree with
usual formula for the dimension of an induced representation. The action of I on J × G
has |J |· |G|
|I|
orbits, and each orbit is equivalent to the left action of I on itself: the stabilizer
of any point (j, g) ∈ J ×G is the trivial subgroup. Then the above computed multiplicity
is equal to dim η · |J | · |G|
|I|
. But the dimension of σ is just |J | (recall that J is obtained by
decomposing the left regular representation of FX). Then the formula for the dimension
of an induced representation tells us that in fact dim IndF ≀GF ≀I (σ˜⊗η) = dim η · dim σ ·
|G|
|I|
.
5.3 The case G = C2 and Z trivial
As an example, in this section we examine the case G = C2 ≡ X and Z trivial. We
set C2 = {1,−1} and U = the representation space of the nontrivial (the alternating)
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representation of C2. Suppose that L(Y ) =
⊗
σ∈R
mσVσ is the isotypic decomposition of
L(Y ) into irreducible F -representations. More precisely, we suppose that T σ1 , T
σ
2 , . . . , T
σ
mσ
is an orthonormal basis for HomF (Vσ, L(Y )). Then
L(Y × Y ) =
⊕
σ,σ′∈R
mσmσ′(Vσ ⊗ Vσ′) ≡
⊕
σ,σ′∈R
mσ⊕
j=1
mσ′⊕
j′=1
(
T σj Vσ ⊕ T
σ′
j′ Vσ′
)
(5.73)
is a decomposition into irreducible F × F -representations. We want to show how to
obtain a decomposition into irreducible F ≀ C2-representations.
When σ 6= σ′, the inærtia group of Vσ⊗Vσ′ is trivial. Moreover, just from the definition
of induced representation (or from Proposition (2.17)) it follows that
IndF ≀C2F×F (Vσ ⊗ Vσ′) = (Vσ ⊗ Vσ′)⊕ (Vσ′ ⊗ Vσ).
The multiplicity of this irreducible F ≀C2-representation into L(Y ×Y ) is clearly mσmσ′ .
With more cumbersome but more precise notation, we can define
W j,j
′
σ,σ′ =
(
T σj Vσ ⊗ T
σ′
j′ Vσ′
)
⊕
(
T σ
′
j′ Vσ′ ⊗ T
σ
j Vσ
)
which are mutually orthogonal subspaces of L(Y × Y ) isomorphic to Vσ ⊗ Vσ′ .
When σ = σ′, the inærtia group of Vσ ⊗ Vσ′ is F ≀ C2. Then there is no induction and
we only need to apply Theorem 5.6. We have J = {(i, j) : 1 ≤ i, j ≤ mσ} and the orbits
of C2 on J are {(i, j), (j, i)}, 1 ≤ i 6= j ≤ mσ and {(i, i)}, i = 1, . . . , mσ. This means
that L(J) contains mσ(mσ+1)
2
times the trivial representation of C2 and
mσ(mσ−1)
2
times the
nontrivial representation U . For i, j = 1, 2, . . . , mσ, we can define the subspaces
W i,jσ,+ =
〈(
T σi v1 ⊗ T
σ
j v2
)
+
(
T σj v1 ⊗ T
σ
i v2
)
: v1, v2 ∈ Vσ
〉
that corresponds to the choice η= the trivial representation in (5.68); that is each W i,jσ,+
is isomorphic to Vσ ⊗ Vσ as a F ≀ C2 representation. Analogously, for i 6= j we can define
W i,jσ,− =
〈(
T σi v1 ⊗ T
σ
j v2
)
−
(
T σj v1 ⊗ T
σ
i v2
)
: v1, v2 ∈ Vσ
〉
that corresponds to the choice η= the nontrivial representation in (5.68); that is each
W i,jσ,− is isomorphic to (Vσ ⊗ Vσ)⊗ U as a F ≀ C2 representation. Then the decomposition
of L(Y × Y ) into irreducible F ≀ C2-representations is precisely:
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L(Y × Y ) =
 ⊕
σ,σ′∈R
σ 6=σ′
mσ⊕
i=1
mσ′⊕
j=1
W j,j
′
σ,σ′
⊕

⊕
σ∈R

(
mσ⊕
i,j=1
W i,jσ,+
)⊕ mσ⊕
i,j=1
i 6=j
W i,jσ,−


 .
In more simple terms, every representation (Vσ⊗Vσ′)⊕ (Vσ′ ⊗Vσ), σ 6= σ
′, appears with
multiplicity mσmσ′ , every representation Vσ ⊗ Vσ appears with multiplicity
mσ(mσ+1)
2
and
every representation (Vσ ⊗ Vσ)⊗ U appears with multiplicity
mσ(mσ−1)
2
.
5.4 The case in which L(Y ) is multiplicity free
In this subsection, we examine the particular case in which L(Y ) decomposes without
multiplicity. Suppose that L(Y ) =
n⊕
h=0
Vh is the decomposition of L(Y ) into inequivalent
irreducible representations. We identify each Vh with a subspace of L(Y ); if v ∈ Vh then
v is a function defined on Y and v(y) is the value of v on y ∈ Y . Moreover, we denote
by σh the representation of F on Vh; this means that for any f ∈ F we have a unitary
operator σh(f) : Vh → Vh such that v(f
−1f0) = [σh(f)v](f0) for all v ∈ Vh, f0 ∈ F .
Let H be the set of all functions h : X → {0, 1, . . . , n}. If
⊗
x∈X
vx ∈ L(Y
X) and vx ∈ Vh(x)
for all x ∈ X , with h ∈ H , we say that
⊗
x∈X
vx is a vector of type h. Set Vh =
⊗
x∈X Vh(x).
Then Vh is the set of all vectors of type h and
L(Y X) =
⊕
h∈H
Vh
is the decomposition of L(Y X) into irreducible FX-representations. If u ∈ L(Z) and
g ∈ G then we denote by gu its g-translate, that is (gu)(z) = u(g−1z) for all z ∈ Z.
The following Lemma is a variation of Lemma 5.2, but it is more specific to the present
situation.
Lemma 5.11. If (f, g) ∈ F ≀G, h ∈ H,
⊗
x∈X
vx ∈ Vh and u ∈ L(Z) then
(f, g)
[(⊗
x∈X
vx
)⊗
u
]
=
{⊗
x∈X
[σh(g−1x)(f(x))vg−1x]
}⊗
gu.
Proof. If (ϕ, z) ∈ Y X × Z then
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{
(f, g)
[(⊗
x∈X
vx
)⊗
u
]}
(ϕ, z) =
[(⊗
x∈X
vx
)⊗
u
]
((f, g)−1ϕ, g−1z) =
=
{∏
x∈X
vx[f(gx)
−1ϕ(gx)]
}
· (gu)(z) =
=
{∏
x∈X
[σh(g−1x)(f(x))vg−1x](ϕ(x))
}
· (gu)(z) =
=
({⊗
x∈X
[σh(g−1x)(f(x))vg−1x]
}⊗
gu
)
(ϕ, z).
As in subsection 5.2, fix a σ ∈ Σ. Now it means that we have fixed an h ∈ H . Moreover,
now I = IG(σ) is just the stabilizer of h (G acts on H in the obvious way). Suppose that
η is an irreducible I-representation contained in the permutation representation on Z
and that U1 ⊕U2 ⊕ · · · ⊕Um is an orthogonal decomposition of the η-isotypic component
in L(Z). We think of each Ui as a subspace of L(Z). Suppose that S is a system of
representatives for the right cosets of I in G.
Theorem 5.12. For i = 1, 2, . . . , m, set
Wi =
⊕
s∈S
(Vsh ⊗ sUi) .
Then each Wi is F ≀G-invariant, irreducible and equivalent to Ind
F ≀G
F ≀I (σ˜⊗ η). Moreover,
W1 ⊕W2 ⊕ · · · ⊕Wm
is an orthogonal decomposition of the IndF ≀GF ≀I (σ˜ ⊗ η)-isotypic component of L(Y
X × Z).
Proof. Now J is trivial and (5.68) becomes T̂ (v ⊗ u) = v ⊗ T u. Therefore Theorem 5.6
just tells us that
m⊕
i=1
[(⊗
x∈X
Vh(x)
)⊗
Ui
]
is an orthogonal decomposition of the σ˜ ⊗ η-isotypic component in L(Y X × Z). Note
that {(1F , s) : s ∈ S} is a system of representatives for the right cosets of F ≀ I in F ≀G.
Then an application of Proposition 2.17 by mean of the identity in Lemma 5.11 ends the
proof: it suffices to notice that if s ∈ S,
⊗
x∈X
vx ∈ Vh and u ∈ Ui then
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(1F , s)
[(⊗
x∈X
vx
)⊗
u
]
=
(⊗
x∈X
vs−1x
)⊗
su
is an element of Vsh ⊗ sUi.
Corollary 5.13. The multiplicity of IndF ≀GFwrI (σ˜ ⊗ η) in L(Y
X ×Z) is equal to the multi-
plicity of η in L(Z).
Remark 5.14. The representation theoretic results in [1, 30, 41, 42] (and the exponen-
tiation of a finite Gelfand pair is studied in [10]) are all particular cases of this example.
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