Abstract. In this paper we describe a new approach to make use of a heterogeneous robot team for the RoboCup Rescue League Virtual Robot competition. We will demonstrate coordinated action between a flying and a ground robot. The flying robot is used for fast exploration and allows the operator to find the places where victims are present in the environment. Due to the fast aggregation of the location error in the flying robot no precise location of the victim is known. It is the task of the ground robot to autonomously go the point of interest and to get an accurate location of the victim, which can be used by human rescue workers to save the victim. The benefit of this approach is demonstrated in a small number of experiments. By integrating the abilities of the two robots the team's performance is improved.
Introduction
Since long it has been indicated that a heterogeneous robot team should have operational benefits [1] . For Urban Search and Rescue operations, the benefits seem even more promising [2] . Many teams [3, 4] have indicated the possibility of heterogeneous team consisting of an aerial and ground robot, but actual demonstrations are sparse [5] . Here, the benefit of coordinated action between a teleoperated robot and a semi-autonomous ground-robot is demonstrated.
Relevance
In situations where a disaster like an earthquake has occurred, searching for survivors in the area could be dangerous due to (partly) collapsed buildings that are unstable. It could also be difficult for humans to search in such a collapsed building if the available room is too small to crawl through. In such situations robots could be deployed to search the area and hopefully supply some useful information on the location and status of possible survivors. These robots could be operated by humans (by remote control), but if they are able to explore (semi) autonomously one could deploy a whole team of robots simultaneously to cover a bigger area. To investigate the possibilities of multiple robots in these situations, the Virtual Robot competition of the RoboCup Rescue League was introduced [6] .
Because deploying actual robots in actual disaster-situations is a very complex task, the virtual robots competition is done in a simulated world. Simulation should not replace experiments with real robots, but a simulated world makes complex experiments reproducible and controllable. This provides the opportunity for rapid development by focusing on only a relevant aspect. Researchers can use this simulated world as rapid development environment, and can explore the design space for behaviors and co-operation between multiple robots before they are validated on real platforms.
USARSim
Since 2006 there have been annual world competitions in a simulation environment called USARSim. It's based on the Unreal Tournament 2 engine [7] and provides the ability to have robots operate in a 3D world with the laws of physics (like gravity) already implemented.
For our research the CompWorldDay1 map 1 is used as 3D map. This map supplies a large outdoor-as well as indoor-environment (an overview of the outdoor area we operate in can be seen in Figure 1(c) ). Many obstacles like cars, buildings and construction are present, but the sky is fairly empty. This will give the aerial robot the opportunity to fly around without excessive need for 'obstacle avoidance'.
Robots are recreated in the virtual world, based on real machines that are used in the RoboCup Rescue League. For this research the AirRobot and the Pioneer 2-AT (P2AT) were used, as are depicted in figure 1(a) and 1(b).
Performance Metrics
To be able to compare the performance of the participating teams some metrics were defined. The initial 2006 metrics were specified with the following formula:
Where V ID is the number of victims identified, V ST is the number of victims for which a status was reported, V LO is the number of properly localized victims, B is an optional amount of bonus points rewarded by a referee for additional information on victims, t is a scaling factor for the accuracy of the map, M is the points assigned by a referee for the quality of the map, E is the points assigned by a referee for the exploration efforts, C the collisions between a robot and a victim and H the number of operators. Over the years these metrics have changed [8] into the proposed 2009 metrics: where V is an aggregate number indicating the effectiveness of victim detection and H ≥ 1 is guaranteed. Part of V is the accuracy of the localization of the victim; if the victim is reported more than 2.5 meters from its actual location it is counted as false alarm with a corresponding penalty. Although the AirRobot can be used to detect victims, initial tests indicated that the accuracy of localization of the AirRobot drops fast after a few turns. Although not impossible, building a map on visual clues alone is quite challenging [9] . Due to the limitations of the AirRobot, the performance of heterogeneous team will be based on the map of the ground-robot alone.
Related Work
Experiments with a heterogeneous team in rescue applications have been tried before. The 2nd place of the 2008 Virtual Robot competition was actually rewarded to a heterogeneous team consisting of one aerial and one ground robot [5] . Note that both robots were manually operated. Our approach incorporates semi-autonomous behavior as explained in section 3.1. Semi-autonomy by following an online planned path is demonstrated by many teams in the competition (e.g. [4, 3, 10, 11] ). To coordinate the actions of multiple robots by dropping RFID tags is inspired by the approach introduced by the Freiburg team [12] . The Freiburg robots avoided places where RFID tags were dropped, to optimize the exploration efforts E. Our ground robot actively searches for RFID tags, to optimize the victim detection V . In both approaches the location of the RFID tags is used to ensure that all robots use the same global locations.
Outline
In the following section we will explain the approach we took on showing improvements by using a heterogeneous team. Next we will cover the methods we used to implement this approach in section 3. We will discuss the experiments and their results in section 4 to round of with a discussion and a conclusion.
Approaches
We discuss several approaches to make the heterogeneous team operate (semi) autonomously. For the moment our approach is tested on outdoor situations only.
Exploration
The main advantages of the AirRobot are its speed and its ability to move at such height that obstacles are relatively sparse (you can fly over the obstacles instead of driving around them). This would make the AirRobot ideal for exploring a large area quickly. Furthermore the ability to explore from a high position provides a higher probability of having an unobstructed view on victims.
Unfortunately the pay-load of the robot is very limited, so in real-life situations we can not supply the robot with heavy gear. This limits not only the amount and type of sensors the robot could carry, but also the computational power available on board. For this research the payload is limited to a camera, a victim-sensor, a RFID dispenser and an inertia navigation system.
Victim Localization
Since the main goal of the Rescue League is to find victims in a disaster-area we want to use the AirRobot to search for them, because this can be done much faster from the sky than by a slow ground robot. The AirRobot uses its inertia navigation system (acceleration sensor) and therefore rapidly accumulates an error on the estimation of its location. The threshold on accurate victim localization is so sharp that GPS is also no option. This means that a victim report of the AirRobot could not be trusted, and should be verified by a ground robot.
Sharing Knowledge
Each member of the team (the ground robot and the aerial one) makes an estimation of its position. Both robots have an inertial navigation system, which gives a relative position estimate. This relative position estimate is used by the ground robot as initial estimate for a SLAM routine [13] , which returns an absolute location estimate by comparison of the current range measurements against previous measurements aggregated on a map.
To unify the location estimation of the two robots, the estimations of a specific point by the two robots are computed and used to find out the shift the aerial robot makes with respect to the ground one.
There are two ways to achieve this 'unification'. In the first one, the ground robot computes this shift and sends the 'correction' to the aerial robot for the next estimations. But this method requires a consistent connection with the aerial robot which is not always available in the disaster situations, and requires the two robots to be close to each other. The second way is by storing the shift 'correction' at the ground robot as list for every victim/RFID tag it has reached. The ground robot uses this list to correct the position it is currently heading. When the aerial robot comes back again into communication range the ground robot transmit the whole list to allow the aerial to correct its traveled path as a sort of post-processing, as described in section 3.2.
Cooperation
The two robots of our team have clearly different roles. The aerial robot is used for exploring the environment and searching for victims. This robot is teleoperated. The aerial robot sends the approximated locations of the victims to the ground one, which is also equipped with a victim sensor. So as the ground robot gets close to the victim, it can detect its exact position, and make an accurate victim report. The positions sent by the aerial robot are imprecise, and only used guide the ground robot to the neighborhood of the victim. The ground robot makes further investigation for the victim in that neighborhood (the victim sensor has a range of 6 meters). There is no guarantee that the absolute position error of the AirRobot is less than 6 meters, but because the ground robot maintains a gradual 'correction' of the aerial robot localization, this strategy is only sensitive for the accumulation of the error between two victim locations.
Methods Used
In this section we explain the details of the semi-autonomous following-behavior of the ground robot to navigate the environment. Also we discuss how the two robots calculate the correction vector for the localization estimate of the aerial robot.
Following
The follow-behavior (as used by the ground robot) is a collection of 'motions' and the rules to switch from one motion to another. The switch between two motions depends on observations of certain events in the local environment around the robot (e.g. presence of obstacles, victims, and/or other teammates). A switch should indicate when a motion is not longer adequate for this situation. This behavior is built on the motions used for the fully autonomous exploration [14] . The motion contains the reactive schemes that directly couple sensor measurements to steering commands which navigate the environment. In each moment only one motion is active, and the robot behavior switches from one motion to another, depending on the robots situation. Here we give a description of these motions.
Following: This is the default motion of the follow-behavior, in which the robot waits for the position of the next target (the victim positions). When it receives a target-position, it plans online a path from its current position to the target, based on the occupancy grid map build so far. The pathplanning in this experiment is based on a breath-first algorithm, but also an A*-algorithm is available. After the robot drove a certain distance (4 meters) it re-plans the path again on the new occupancy grid map, to incorporate information about the environment previously not visible. Avoid Teammate: This motion is called when there is potential risk of collision between two robots (when the AirRobot is still on the ground and the distance between them is less than 1 meter). There are four states the robot can have while trying to avoid a teammate: -The teammate is facing the robot from the front side: in this case the robot should turn right or left to get out of the way. -The teammate facing the robot from the back side: the same as the previous state. -The teammate is in front of the robot but not facing it: the robot waits till the teammate move a way -The teammate is behind the robot but not facing it: the robot keeps its normal behavior (return the control to the 'following' motion). Avoid Victim: This motion is used when the robot gets closer to the victim less than 1 meter. After detecting the closest part of the victim, the motion keeps the robot away of the victim. When the robot is far (more than 2 meters), the control is returned to the following motion.
As we can see the flowing of control from one motion and another depends on the situation of the robot, this is depicted in figure 2.
Updating Location Estimation Shift
Essential in our approach is calculation the difference in location estimation between the team members. Our method is by based on dropping RFID tags, equivalent with the method used by [12] , but now to find target points back. An RFID tag is small and cheap radios wave responder, which is often used for tracking and identification of logistic goods. These tags can be used as 'smart dust'; at some points the AirRobot stores its current location estimate in a RFID tag and drops this tag. When the ground robot comes close enough to this RFID tag, it can read the content the tag, and its current absolute location estimate and the read position as read from the tag (which was the location previously estimated by the aerial robot). Based on this comparison the new shift vector is calculated.
Experiments and Results
We tested our heterogeneous team on outdoor environment. We used the "P2AT" for the ground robot. The ground robot visits the places reported by the aerial robot and detect the victim locations accurately. At end of the test run, there were even some victims that the ground robot didn't have time to visit and detect their exact position. To map illustrated in Fig. 3 is the result of a short flight of 8 minutes. Full competition runs can last 20 to 40 minutes. In this experiment three tags are dropped by the AirRobot, two near a victim, and one as intermediate point.
Victims are reported as small red crosses. As can be seen, for each victim two crosses are given: the location as estimate by the AirRobot and the position as estimated by the P2AT. The difference is between the estimates is nearly 3 meters, above the threshold of the competition. Only by the ground-robot the victims are reported at the right location. As supplementary material also a video is available 2 , from the view of the ground-robot. In the video can be seen that the ground-robot is constantly reading RFID tags. Most of them are the 
Discussion
Our team works well in the outdoor environment, but care must be taken when testing the team in indoor environments. The exploration of the aerial robot becomes very restricted due to the small free space and the many obstacles around the robot. As long as the AirRobot has no obstacle sensors, it has to remain in the area already explored by the ground robots. When the ground robots are equipped with sophisticated range scanner, this is not a severe restriction, because this range scanner can have a range of 80 meters. The remaining danger are obstacles which are not straight (as most buildings), but have a larger volume at the flight height of the AirRobot than at the scan-height of the ground-robots (as most trees). These obstacles can only be avoided with obstacle sensors on board of the robot. Due to the limited payload of the AirRobot such obstacle sensors have to be carefully chosen. A possible solution could be obstacle detection based on visual clues.
Another topic of future work is to achieving the relative position estimation update via visual tracking. Currently the relative position between the two robots is quickly lost, something that is partly corrected when a RFID tag is found. If the ground-robot could visually track the AirRobot, a high frequency update of this correction could be made (when an accurate height position is available). Using a bright color for the AirRobot (e.g. orange) can make the tracking easier.
Another possibility is extending the team size further. Many questions could be studied: How to divide the work of the ground robots (going to the victims)? What's the difficulty in adding more than one flying robot? What is the ratio between the ground robots and the aerial ones? How can teams of aerial and ground robots automatically be formed?
Conclusion
In this paper a new coordinate action between an AirRobot and a ground aerial is described. The two robots coordinate their behavior partly by communicating target points and partly through the environment by dropping and finding RFID tags. Each robot has its own role. The AirRobot is used for fast and course exploration, while the ground robot automatically inspects the regions of interest and needs no further attention of the operator. Together the heterogeneous team demonstrates an attractive way to perform a rescue mission.
