The set of non-commutative probability distributions with mean one can be endowed with the structure of a unital ring, which is isomorphic to the Grothendieck λ-ring. Voiculescu's multiplicative and additive free convolution, ⊠ and ⊞, are related to each other as the logarithm is to the exponential. We show the connection of the R-and S-transform with Witt vectors, formal group laws and Faber polynomials. Finally we give a representation of the set of all complex-valued multiplicative genera in complex cobordism as elements in a non-commutative probability space.
Introduction
The reduced free product of C * -algebras, as considered by Voiculescu, leads to free non-commutative probability theory [20, 21, 22] . This article re-links the original perspective with algebraic topology by establishing the algebraic (but also combinatorial) foundations of these notions, underlying both algebraic topology and free probability theory.
Previously, we demonstrated connections between free probability theory and complex cobordism [6] , whose common algebraic roots are introduced here.
We show the connection of the R-and S-transform with Witt vectors, formal group laws and Faber polynomials from the theory of univalent functions. Then we derive the relation between Adams operators and Faber polynomials.
We show that Voiculescu's multiplicative and additive free convolution, ⊠ and ⊞, are related to each other as the logarithm is to the exponential.
The newly established connections provide links between classical objects such as Witt vectors, necklace polynomials and multiplicative functions on the lattice of non-crossing partitions. In particular it follows that this lattice is isomorphic to the ring of Witt vectors, giving rise to a new operation on the lattice itself.
The identification with the Grothendieck λ-ring permits us to define a commutative multiplication on non-commutative probability distributions with mean one, such that it becomes a commutative ring with unit. Voiculescu's free multiplicative convolution, ⊠, corresponds to the additive structure in the λ-ring. Via the logarithm, this ring structure can be defined on the set of all probability distributions of a fixed non-commutative probability space, corresponding to the ghost ring.
In order to make the article as concise as possible, we recall necessary facts in each section before we state our results or relate them to other parts of the text. Section 3 reproduces the web of algebraic relations of the Witt vectors with the rings mentioned in the heading, before being connected with the theory of univalent functions and Adams operations in Section 4.
Further, section 5.2 prepares for the last part, where we connect the original functional analytic methods, based on the concept of the reduced free product of Hilbert spaces, with complex multiplicative genera in algebraic topology.
We conclude by constructing a representation of the set of all complex-valued multiplicative genera as elements in a non-commutative probability space. It contains a C * -algebra (an extension of the Cuntz algebra) of bounded linear operators acting on a Fock space, corresponding to those genera whose reciprocal characteristic power series has radius of convergence > 1.
The abundant relations of free probability theory with Hopf algebras, (conformal) quantum field theory, algebraic topology, as started in [6] , and random matrices are discussed in subsequent publications [7, 8] .
2 Automorphisms of the formal line and formal group laws
Spaces of formal power series and infinite Lie groups
Let us make the convention that A denotes a torsion-free, associative and commutative ring with unit (unital ring), and A × the multiplicative group of units in A. Further we have the following spaces:
a n z n : the ring of formal power series with coefficients in A.
(1) ]] denotes the ring of formal power series in the commuting variables x 1 , . . . , x n with coefficients in A.
The group of automorphisms
, or equivalently the automorphisms of the formal line over A which fix the origin, can be described as the set of power series a 1 z +a 2 z 2 +. . . , with a 1 ∈ A × . Its subset Aut + (O A ) corresponds to those automorphisms with a 1 = 1.
These spaces of automorphisms carry the structure of a Lie group with corresponding Lie algebras:
whose properties are summarised in Proposition 2.1 ( [16] ). Let A be a Q-algebra, then 1. Aut(O A ) acts on itself by composition, and it is a semi-direct product of A × and Aut + (O A ).
Aut(O
+ is a projective limit of finite dimensional groups, a pro-algebraic group.
Lie(Aut(O
The exponential map exp :
is well-defined and surjective and its restriction exp :
By defining ℓ n := −z n+1 d dz for n ∈ Z, we obtain the commutation relations of the Witt algebra
Formal groups
We recall the facts from e.g. [1, 3, 12] .
The formal inverse ι of F (x, y), is the power series ι(x) = ∞ j=1 a j x j with a j ∈ A, such that F (x, ι(x)) = 0 = F (ι(x), x), which always exists and is unique.
Given group laws F, G, H over a ring A with homomorphisms f 1 : F → G and f 2 : G → H, respectively, it follows from Def. 2.3 that the composite series f 2 (f 1 (x)) gives a morphism f 2 • f 1 : F → H. The set of all morphisms from F to G is denoted by Hom A (F, G), and End A (F ) denotes the set of all endomorphisms of F .
The two basic formal group laws over a ring A are the additive group law:
and the multiplicative group law:
Let A be torsion-free, and set QA := A ⊗ Z Q. As Lazard has shown [1, 3] , to any formal group F over A there exists a f (x) ∈ Aut + (O QA ) such that F is strictly isomorphic to the additive formal group law, so that
Definition 2.4. The logarithm log F (x) of a formal group F (x, y) over a ring A, is the unique power series with coefficients in A ⊗ Z Q satisfying (4). It is of the form
with a n ∈ A, for all n ∈ N × . The inverse of log F (x), with respect to composition of power series, is denoted by exp F (x).
For example, over QA the formal groups F a and F m are strongly isomorphic with f (x) = ln(1 + x).
It follows from Prop.2.1 and Eq. (3) that the tangent space to all (strongly) isomorphic formal group laws over C is represented by the (positive) non-negative part of the Witt algebra. This is the geometric explanation for the appearance of the Landweber-Novikov algebra [1, 3, 6] .
We add the following remarks, which are corollaries of the above statements (cf. [5, 6, 8] )
• The Weil-Peterson metric is a natural metric on the space of complex formal group laws, which also carries the structure of an infinite-dimensional Kähler manifold.
• One-dimensional group laws can canonically be embedded into the Sato Grassmannian. Therefore, connections with integrable systems, e.g. KP, dKP etc., and τ -functions [16] , arise naturally.
Witt vectors, λ-rings and necklace algebras
Products of rings exist in the category of rings. Given an arbitrary index set I, the product A I = i∈I A i , is again a (commutative) ring (with unit) under component-wise addition and multiplication. The additive zero element 0 I corresponds to the infinite vector of zeros (0 i ) i∈I and the multiplicative unit 1 I to (1 i ) i∈I . This ring is, in some sense, prototypical for the other rings defined on infinite vectors or sequences with components in a fixed ring A.
We introduce the classical endofunctors W, Λ, Nr : cRing → cRing from the category of commutative unital rings cRing to itself. They are called the Witt vectors, Grothendieck λ-ring and the necklace algebras of Metropolis-Rota, respectively, [10, 12, 14] .
We have the following sets:
Each of these sets carries the structure of a commutative ring with unit.
The additive abelian group structure on Λ(A) is given by the usual multiplication of power series, with the power series f (z) = 1 being the additive neutral element. The multiplication * is defined as follows. For f (z), g(z) ∈ Λ(A) consider the formal factorisations
The ring structure on the Witt vectors W(A) is obtained from the bijection of sets
For n ∈ N × andμ, the classical Möbius function, the set of necklace polynomials in Q[x] are defined by [14, 12] :
The necklace algebra Nr(A) over A is the set A N × . For two sequences α, β ∈ Nr(A) addition is given by component-wise addition, and the multiplication * MR is defined as
where lcm(i, j) and gcd(i, j) denotes the 'least common multiple' and the 'greatest common divisor' of i and j, respectively.
Define the infinite vector-valued map
. . ), [14] .
As with Witt vectors, two operators, called the rth Verschiebung operator V r and the Frobenius operator F r exist. They are defined as follows [14, 12] : V r (α) = β, where
and F r (α) = β with 10, 12, 14] ). Let A be a Q-algebra. Then the diagram below is commutative
with the isomorphisms of commutative, unital rings given by
Further
Faber polynomials and Adams operations
The Faber polynomials appear 1903 in complex analysis in approximation theory, see [13, 17] . In slightly modified versions they re-appear later in other contexts. The reason for putting the emphasis on the complex variables approach is that the original Faber polynomials already play a profound role in diverse mathematical fields, and in particular in the theory of univalent functions, see [5, 13, 17, 19] and references therein. The explicit connection with Witt vectors reveals new perspectives.
which in complex analytic terms represents the germ of a univalent function around the point at infinity, with g(∞) = ∞ and g ′ (∞) = 1. The transformation g(z) → 1 g(1/z) gives a bijection with the locally univalent functions around the origin of the form z + a 2 z 2 + a 3 z 3 + . . . . The above series may be compared with the inverse of the Cauchy transform (26), and the canonical random variables in the Fock space (42), which permits one to set up a systematic connection between univalent functions and free probability theory.
The nth Faber polynomial F n (w) of g(z) is defined by the expansion at infinity
F n (w) depends on the coefficients b 1 , . . . , b n and the F n (w) satisfy the recursion relations
The Grunsky matrix is defined as
with the Grunsky coefficients β mn being symmetric, i.e. β mn = β nm . The relation between the Faber polynomials and the Grunsky coefficients is given by
Considering F n (0) =: F n (b 1 , . . . , b n ) leads to an alternative definition. The nth Faber polynomial
with F 0 = 1,
The so-called Schur polynomials S n are then related by − 1 n F n (b 1 , . . . , b n ). Alternatively, cf. [13] , the Faber polynomials F n (w) are given by:
The nth Adams operator Ψ n is given in terms of the operations λ j by
which corresponds to the determinant formula linking the power sums and the elementary symmetric functions [10] .
We have Lemma 4.1. The ghost components of Λ(A) are given by the series of Faber polynomials F n (0), n ∈ N. The nth Adams operator is, up to a sign, equal to the nth Faber polynomial for w = 0,
if the coefficient b j is replaced by the operation λ j .
Free probability theory
Free probability theory, as introduced by Voiculescu [22] , is a non-commutative probability theory with the additional notion of "freeness". Let us recall some necessary definitions and facts, cf. [15, 18, 20, 21, 22] and further references therein.
A pair (A, φ), consisting of a unital C-algebra A and a fixed linear functional φ : A → C with φ(1 A ) = 1, is called a non-commutative probability space. An element a ∈ A is called a random variable.
For a ∈ A, the distribution or probability law µ a of a is the induced linear functional µ a :
The complex number m k (a) := φ(a k ), (k ∈ N), is called the k-th moment of a. Analogously, for a law µ, one sets m k (µ) := µ(X k ).
By definition, for any non-commutative random variable a we have µ a (1 C ) = 1 C = m 0 (a) with a 0 := 1 A .
If the algebra A is a C * -algebra and the functional φ a state, i.e. continuous and positive (φ(a * a) ≥ 0), the pair (A, φ) is called a C * -probability space. Analogously, we have a W * -probability space if A is a von Neumann algebra and φ is weakly continuous.
Definition 5.1. Let (A, φ) be a non-commutative probability space and let 1 A ∈ A i ⊆ A for i ∈ I, be an arbitrary family of subalgebras of A. The collection (A i ) i∈I is called free if φ(a 1 a 2 · · · a n ) = 0 (24) whenever • a j ∈ A i j with i j = i j+1 for 1 ≤ j < n, and
• φ(a j ) = 0 for 1 ≤ j ≤ n.
A collection of subsets X i ⊂ A or elements a i ∈ A with i ∈ I, is called free if the collection of subalgebras A i generated by {1 A } ∪ X i , respectively {1, a i }, is free.
One should note that the requirement for freeness is that consecutive indices must be distinct, e.g. i j = i j+2 is possible.
Let {a, b} be a pair of free random variables in a non-commutative probability space, with distributions µ a and µ b , respectively. Then µ a+b and µ ab depend only on µ a and µ b , [20] .
• The distribution of µ a+b is called the additively free convolution of µ a and µ b , and it is denoted by µ a ⊞ µ b .
• The distribution of µ ab is called the multiplicatively free convolution of µ a and µ b , and it is denoted by µ a ⊠ µ b .
In fact, the binary operations ⊞ and ⊠, as induced by the sum and the product of free random variables, can be expressed by universal polynomials with integer coefficients, and therefore these operations can be generalised to arbitrary laws, a priori not being given by some random variable, [20] .
The R-and S-transform, free cumulants and the unital ring structure
Consider the following sets of distributions: The compositional inverse series of G is well-defined and it has the form
The R-transform of µ (and analogously of a) is defined as the formal power series
and the (modified) R-transform is given by
For µ ∈ Σ × , the associated moment series (analogously for a ∈ A) is given by
and since µ(X) = 0, the inverse power series M −1 µ (z), with respect to composition, is defined. The S-transform of µ, is the formal power series
It is important to point out the fact, that if we express initial coefficients {b k } in the Lagrange inversion of series of the form f (q) = 1/q + ∞ k=0 a k q k into the reverted series q = ∞ r=0 b r /f r+1 , then the b k are so-called Voiculescu polynomials. Each b k is a polynomial over N in the original coefficients. This follows from an interpretation of the products in the isobaric b k in terms of Dyck paths. Further, if the original series has coefficients that are values of a character on some group element, g, then so are the b k -polynomials, [4] .
A far-reaching combinatorial interpretation of the R-and S-transform was found by Speicher [18] and then further developed with Nica, see. [15] .
Let S be a finite set, e.g. {1, . . . , n}. A partition π of S is a collection π = {V 1 , . . . , V r } of non-empty, pairwise disjoint subsets V i ⊂ S, called the blocks of π, whose union is again S, i.e. S = r i=1 V i . Let P(S) denote the set of all partitions of S, and write P(n) if S = {1, . . . , n}. On {1, . . . , n} there exists an equivalence relation ∼ π : namely, let 1 ≤ p, q ≤ n, and set p ∼ π q : ⇔ ∃i : p, q ∈ V i , i.e. p, q are in the same block V i of π.
A partition π of S = {1, . . . , n} is called crossing if there exist p 1 < q 1 < p 2 < q 2 in S such that p 1 ∼ π p 2 , q 1 ∼ π q 2 but p 2 ≁ π q 1 . A non-crossing partition, as introduced by Kreweras [18] , is a partition π which is not crossing. The set of all non-crossing partitions of {1, . . . , n} is denoted by NC(n). These notions can be generalised to any finite, totally ordered set.
Let (A, φ) be a non-commutative probability space. The free cumulants k n , are multilinear functionals k n : A n → C (n ∈ N) which are inductively defined by the moment-cumulant formula:
where for π = {V 1 , . . . , V r } ∈ NC(n)
. . , a n ] ,
For a ∈ A and n ∈ N × , we set k n (a) := k n (a, . . . , a) and call the resulting series (k n (a)) n∈N the free cumulants of a.
It was shown in [18, 15] that the coefficients of the R-transform (28) are in fact given by the free cumulants, namely by the formal power series of free cumulants associated to µ,
If k 1 (µ) = 0 then R −1 µ (z), the inverse of the power series (32) with respect to composition, exists. Alternatively, the S-transform can be expressed as [18, 15] 
In summary, for µ ∈ Σ × we have the commutative diagram relating R µ and S µ through Eqs. (30), (32) and (33):
are abelian groups, and further he proved that the R-and S-transform induce group isomorphisms [20, 21, 22] :
In particular, for a pair of free random variables {a, b}, the following identities hold:
Therefore we have 
Proof. This follows from equations (34) and (36) and Prop. 3.1 .
The commutative unital ring structure on Λ(C) can be pulled back. 
Further, there exists a canonical unital ring structure on Σ, induced by the R-transform, with binary operations (⊞, ⊡), where ⊡ denotes the multiplication. The resulting ring with unit is isomorphic to the ghost ring zC [[z] ].
The rings (Σ × space, with the different direct summands H ⊗n being pairwise orthogonal, and with
For T ∈ B (F(H)), the vacuum expectation value is given by
which induces the vacuum state τ Ω : B (F(H)) → C.
For h ∈ H, the associated left-creation operator l(h) :
with the adjoint operator l * (h) satisfying
The operators l(h) are bounded with norm l(h) = h H , and in particular, if e is a normal vector, then l(e) is an isometry. For arbitrary h 1 , h 2 ∈ H the Cuntz relations hold:
The C * -algebra generated by the operators {l(h) | h ∈ H}, denoted by C * (l(H)), is called the extension of the Cuntz algebra.
Let e 1 , . . . , e n ∈ H be pairwise orthonomal vectors, and define E n := C * (l 1 , . . . , l n ) ⊂ B(F(H)) as the C * -algebra generated by the isometries l k := l(e k ). Further, let τ n := τ Ω | En be the restriction of the vacuum state to E n . Now (E n , τ n ) can be considered as the reduced free product of n-copies of (E 1 , τ 1 ), with the sub-algebras C * (l 1 ), . . . , C * (l n ) being τ n -free, see [20] .
LetẼ 1 denote the unital algebra of complex formal power series in the operators l 1 , l * 1 of the form ∞ m,n=0
such that a mn = 0, for almost all m. Similarly,Ẽ 2 denotes the unital algebra of operators of the form ∞ m,n=0
with complex coefficients α • , and with i 1 , . . . , i m ∈ {1, 2} and j 1 , . . . , j n ∈ {1, 2}. By the assumed orthonormality of e 1 , e 2 , the relation l * i l j = δ ij 1 holds. Defineτ 1 as the linear functional sending the expression (40) to the coefficient α 0,0 , andτ 2 as mapping the element (41) to α ∅,∅ . For the sub-algebra of convergent power series ofẼ i , i ∈ {1, 2},τ i corresponds to τ i .
The importance of the spaces (E n , τ n ) is based on the fact that they allow for canonical representations of non-commutative probability laws.
Theorem 5.5 (Voiculescu [20, 22] , [9] ). For every µ ∈ Σ, there exists a unique random variable T µ ∈Ẽ 1 , called the canonical random variable of µ, that is of the form
and whose distribution in (Ẽ 1 ,τ 1 ) is equal to µ.
, and a :
, and
then the random variables a, b ∈Ẽ 2 , are free with respect toτ 2 , and satisfy
Theorem 5.6 (Haagerup [9] ). For every ν ∈ Σ × there exists a unique power series
is inẼ 1 ,τ 1 (a) = 0, and whoseτ 1 -distribution equals ν. Further,
.
Then a, b ∈Ẽ 2 , areτ 2 -free withτ 2 (a) = 0,τ 2 (b) = 0, satisfying
The set of all convergent power series f (z) ∈ C[[z]] × , with radius of convergence > 1, is a sub-algebra ofẼ 1 , corresponding to a C * -subalgebra in (E 1 , τ 1 ).
6 Hirzebruch-Novikov multiplicative genera and C * -algebras
Let us recall some facts from algebraic topology, see [1, 3, 11] .
Fix a Q-algebra A. Consider the set of all formal power series 
when the indeterminants p k , p ′ i and p ′′ j are replaced by elements from the algebra A. The characteristic power series of a multiplicative sequence (m-sequence) {K n } is defined as the series
where f denotes a multiplicative function on the lattice of non-crossing partitions, and the transformation gives a multiplicative function on the lattice of all partitions. This should also be compared with Bukhshtaber and Novikov's results on multiplicative cohomology operations and Hirzebruch genera [3] .
We have Theorem 6.1. Every complex-valued genus ϕ, has a unique representation as an element of the noncommutative probability space (Ẽ 1 ,τ 1 ), with the canonical operator A ϕ given by
where Q ϕ is the characteristic power series and log ϕ the logarithm of ϕ, respectively.
Proof. This follows from Thm. 5.6, (43), (46) and (48), and the commutative diagram (49).
Corollary 6.2. Let ϕ be a genus such that the radius of convergence of 1/Q ϕ (z) > 1. Then the operator A ϕ can be realised by an element of the C * -algebra (E 1 , τ 1 ).
As a consequence of Thm. 6.1, additional functional analytic techniques can be introduced into algebraic topology.
