To segment a whole object from an image is an essential and challenging task in image processing. In this paper, we propose a hybrid segmentation algorithm which combines prior shape information with normalized cut. With the help of shape information, we can utilize normalized cut to correctly segment the target whose boundary may be corrupted by noise or outliers. At the same time, we introduce the use of segmentation results of the normalized cut to guide the shape model, and thus avoid searching the shape space. The proposed method was demonstrated to be effective by our experiments on both synthetic and real data.
INTRODUCTION
As a low level processing, image segmentation is an essential task in the fields of image processing and computer vision. In recent years, a lot of researchers have contributed in this field. For example, region growing techniques [1] , active contour models [2] and the methods based on the level set framework [3] or MRF models [4] have made significant progress in image segmentation. In these methods, various low level features are employed, such as color, intensity and edges. However, in some situations, for example, in medical images, due to the low contrast of images or large variation of intensity inside the object, the targeted objects may be corrupted and the above methods may cause leakage of the boundary. It is difficult to segment the whole object. To solve these problems, Shi and Malik [5] proposed the normalized cut based on the graph theory and spectral clustering [6] . Normalized cut tries to ignore the details of the image to obtain a "big picture" of the structure in an image. Although this method can get a better result than other related methods in terms of segmenting the whole object, there are still problems in accurate segmentation due to its bias of equipartition and the graph structure [7] .
It is natural to introduce prior information to get a better segmentation. Shape information of objects is widely used by researchers. Introducing shape information not only makes the computer "understand" the object, but also helps the computer to "infer" the blurred or occluded parts of the object. Wang et al. [8] put serial landmarks on the boundary of object to represent the shape. However, this approach as a shape representation suffers from problems such as inability to accurately capture high curvature locations, difficulty in handling topological changes, and finding point correspondences [9] . To overcome these problems, based on the level set methods [3] , Leventon et al. [10] and Tsai et al. [9] utilized the signed distance map to represent the shape and greatly improved the results of segmentation. Because of its good properties, we also employ this representation in this paper.
In this work, our main contribution is to improve the performance of the normalized cut by introducing the shape information. Like most shape-based methods, the proposed method can correctly segment the object, even though a part of the boundary is missing or many noisy regions accompany the object. Besides, another advantage of the proposed method is that the eigenvectors from the normalized cut can generate the parameters of the shape model directly. In [10] and [9] , considering the shape variation, they had to optimize an objective function with respect to the shape model to determine the parameters of the shape model, which increased the cost of computation. However, in our method, we can obtain the parameters easily through projecting the segmentation of the normalized cut onto the shape space.
The overview of our method is as follows. First, we extract a shape space consisting of a mean shape and principal components by using PCA (Principal Component Analysis) from a training set. Second, we obtain the eigenvectors of Laplacian matrix [11] derived from an affine matrix. Third, we project the segmentation generated from the eigenvectors onto the shape space to obtain a parametric shape model; and then, based on the constraint of the shape model, we modify the similarities of pairwise pixels, which are elements of the affine matrix. Finally, we solve the modified Laplacian matrix again and update the shape model. After several iterations of modifying the affine matrix and updating shape model, the final convergent result will segment the object from the image successfully.
PROPOSED METHOD

Normalized Cuts
In graph partition, the image is converted into an undirected weighted graph. Every pixel in the image corresponds to a vertex of a graph. And the weight on one edge is assigned according to the similarity between two corresponding pixels. The criteria of similarity are different in different applications. In general, the similarity can be defined by the distance, color, gray level, textures and so on. Considering the computation of the algorithm, we usually restrict the relationship of pixels in a neighborhood.
Unlike the edge cut algorithms [6, 12, 13] which only minimize the cut cost between classes, the normalized cut measures the total similarity within classes as well as the total dissimilarity between different classes.
Given a connected graph G = (V, E) with a vertex set V and edge set E, the goal is to find an edge cut which separates the graph into k disjoint subsets such that V = ui-and (i, j), n f V= 0. We define that an edge cut C is a set of edges whose removal makes the graph disconnected. Generally, we want to minimize the cost of a cut:
Cut(C) = Ecc we.
( 1) 1-4244-0481-9/06/$20.00 C2006 IEEE In this paper, we try to segment an object from the background region. We, therefore, focus on discussing two-way cut of a graph. For convenience, denote the two parts as A and B. Then we can reform the cost of a cut:
Cut (A B) ZpEA,qEB WpqE (2) Shi and Malik [5] pointed out that this criterion tended to cut a small segment from the graph, and based on the normalized cut, they proposed a new criterion which is a minimal cut penalizing small segments. The measure of normalized cut can be written as:
where DP = EqCV Wpq is defined as the degree of the vertex p.
From Eq. 3, the normalized cut measures both the total dissimilarity between the different groups like Eq. 2, as well as the total similarity within groups.
To minimize the normalized cut, they deduced an efficient computational technique based on a generalized eigenvalue problem. First, we define W as the affine matrix of the graph, and W(i, j) = wi; D is a diagonal matrix, in which each element along the diagonal represents the degree of correspondent vertex i, Di; x is a label vector, if vertex i is in sub-graph A, x(i) = 1; otherwise x(i) =-1.
Based on these notations, minimizing normalized cut results in the following objective function:
min NCut(A, B) = min YT(DW)y yTDy (4) with the conditions yi C {1, -b} and yTD1 = 0, where b is a constant less than 1.
Although this optimal problem is NP hard [5] , if we ignore the discrete constraint, the eigenvector of D-1 (D -W) corresponding to the smallest non-zero eigenvalue is an approximation. Then corresponding eigenvector is split into two parts by a threshold [13] . Yu and Shi [14] extended the normalized cut into k-way partition and tried to find a closer approximation through orthonormal transform.
Chung [11] proposed a "normalized" definition of the Lapla- Because of many good properties of the "normalized" Laplacian matrix [11] , the normalized cut method decomposes this matrix instead ofD 1(D -W).
Parametric Shape Model
There are several methods to represent the shape of an object, e.g. landmarks, binary images and signed distance maps. Although it is a natural and popular way to put landmarks along the boundary, it is difficult to manage the landmarks, including removing and inserting landmarks according to different features. Binary images are sensitive to the boundary marked by hand in training samples. To avoid these problems, we employ the signed distance maps to represent shape. First of all, we have to segment the whole object and align all the training samples manually. Given the boundary of an object, a signed distance map is generated by computing the nearest distance between the point and the boundary. Pixels in the object region are assigned negative distance, pixels outside are positive, and the zero level corresponds to the boundary. Fig. 1 shows some distance maps obtained from a training set. Given a training sample, we compute the distance map and reform the map into a vector V. From a training set of N samples, we obtain N corresponding vectors Vi (i = 1, . . ., N), and the mean of the set V = 1/N Zi-1Vi
Here we utilize PCA to extract the variation of the shapes. First, we subtract the mean from every sample, and then we obtain the covariance matrix:
The principle components correspond to the eigenvectors with largest eigenvalues of matrix M. Then we obtain a shape space consisting of (1) mean shape S, that is V, and (2) The shape S generated by Eq. 6 preserves the principal shape of the object. In this paper, we only consider the translation of the object. However, small variations of the shape size and orientations are included in the training samples. 
Update Shape Model and Affine Matrix
Although the normalized cut can effectively extract the salient components in an image, it was shown that it could obtain bad results even in very simple situation due to its equipartition bias and the sinusoidal structure in the eigenspace [7] . Yu and Shi [15] tried to introduce some prior information to improve the performance by clustering some pixels manually in advance. Different from them, in this paper we incorporate the shape constraint into the normalized cut, which is inspired from the method presented in [7] . Tolliver et al. [7] modified the diagonal elements of the normalized Laplacian matrix using shape to maximize the lower bound of the second smallest eigenvalue of the matrix. In our method, we use the shape information to modify the whole affine matrix instead of the diagonal elements of the Laplacian matrix. Because the affine matrix represents the similarity of all pairwise pixels, in the ideal case, the similarity of two pixels belonging to the same group is much larger than the similarity of those belonging to different groups. Under the constraint of shape information, we can increase the similarity of pairwise pixels both in the same region (inside or outside of the object); and decrease the similarity, if they are in different regions. These adjustments make the object easier to be segmented.
Details of our algorithm are described below: 1. Segment the object from the training set, and compute the distance maps of all the samples; 2 
Synthetic Data
We first tested our method on a data set including 26 letters (A -Z) and 10 numbers (0 -9). For every letter and number, there were 50 samples with size 24 x40 pixels. The training set consisted of 40 images. We added various levels of noise and outliers to the 10 remaining images and segmented them by the proposed algorithm. All of them could be segmented correctly if u-of Gaussian noise was less than 0.3 or no more than three 1-pixel width lines were added into the image. R is one of the most difficult letters to segment, because there is a hole in the letter and a narrow gap between two legs of R which is easy to be corrupted by noise. Its segmentation results with noise and outliers are shown in Fig. 2 and Fig. 3 . In Fig. 2b , we (7) where S(i) is the value of pixel i in the distance map of shape S, Ti is a positive threshold; 8. Update the affine matrix W(k+l) = (1 -A)W(k) + AW, where A is a parameter controlling the weight of shape constraint. Goto Step 4. As mentioned above, the normalized cut tends to partition the image into two parts of similar size. Therefore, if the target takes up only a small part of the image or the contrast between the target and surroundings is low, the second smallest eigenvector may not segment the target. In general, different eigenvectors contain different components of the image. Therefore we calculate several smallest eigenvectors in Step 4. In Step 5, because the eigenvectors are continuous, we have to search a threshold to minimize the normalized cut by Eq. 4; then we use the shape model as a template to match every segmentation. Obviously, Eval reaches the maximum when shape and segmentation are aligned exactly. Thus, we can find a coarse segmentation of the target, which may lose some boundary details. Through projecting the segmentation onto shape space in
Step 6, we use the shape information to constraint the segmentation, since reconstruction from the shape space will subtract the unwanted parts and restore the missing parts of the object. In Step 7, according to the recovered shape, we construct W, to adjust the similarities of pairwise pixels by combining it with the affine matrix W. We set most of the elements of the new affine matrix to 0 or 1, the minimum and maximum degrees of similarity respectively, to decrease or increase the similarity of pairwise pixels, while preserving the relationship around the boundary, where the shape information is not reliable.
EXPERIMENTAL RESULTS
To verify the performance of the proposed algorithm, we have performed the experiments on both synthetic and real data. Some para- added the Gaussian noise with u-= 0.3 to the original image, which eroded many pixels in R and cluttered the background. The segmentation of normalized cut (Fig. 2c) cannot eliminate the noisy pixels effectively. Using this noisy result (Fig. 2c) , the proposed method can recover the shape (see Fig. 2d ) of the target. The gradual effect of modification of the affine matrix can be seen in Fig. 2e and Fig. 2f . Another similar situation was shown in Fig. 3 . It is more difficult to separate the lines from R than to eliminate the noise in Fig. 2 without using the shape constraint. Due to the effect of the noise and outliers, we still can see some corruption from the final results. In  Fig. 2f , the boundary of final segmentation is not very smooth, and in Fig. 3f, Fig. 4 and Fig. 5 . From the images, we find that the corpus callosum cannot be segmented by using the second smallest eigenvector of the normalized cut directly. This is because the corpus callosum occupies only a small part of the image. As such, we have to search several segmentation results for the best match. However, the initial segmentations (see Fig. 4d and Fig. 5e ) are not satisfactory, since they include the irrelevant parts. Combining with the shape constraint, we can finally obtain much better results through several iterations (see Fig. 4g and Fig. 5g) ).
To compare with the normalized cut, we also ran the program [16] of Yu and Shi [14] to segment the corpora callosa. To get the best result, we adjusted the number of grouping classes (8 for the image in Fig. 4a and 4 for the image in Fig. 5a ) and separated the class corresponding to corpora callosa by hand. The results are shown in Fig. 4h and Fig. 5h . (e) (f) (g) (h) In the experiments on real data, our method outputs better results than the original normalized cut and our method can successfully separates corpus callosum from the extra component, which is connected to corpus callosum with similar intensity.
The computational efficiency of the normalized cut depends on the size of the affine matrix (The analysis can be found in [5] ). According to our experiments, even if the initial normalized cut only segment part of the boundary of the object, our method can converge after only three to five iterations. It means we need to decompose a sparse matrix five times at most.
CONCLUSION
This paper presents a new algorithm which uses the shape constraint to improve the performance of the normalized cut. Using the shape model, we can find the corresponding eigenvector to segment the target, even if the target is blurred or it is only a small part of the entire image which causes trouble to the conventional normalized cut method. Through projecting the coarse segmentation result onto PCA shape space, we can discard the unwanted parts and restore the missing parts of the object. With the modification of the affine matrix based on the shape constraint, we make the normalized cut more stable and robust. Our experiments have shown the robustness and accuracy of this extension.
