Introduction
To begin one should note several previous survey articles concerning various aspects of turbulence that are useful. They will be given in order of appearance. Of historical interest is Prandtl's ͓1͔ article ͑see Durand ͓2͔͒. The more modern era begins with Rotta ͓3͔ whose article was translated into English as NACA TN 1344 ͑1953͒. Clauser ͓4͔ expanded on the subject of equilibrium boundary layers, and Coles ͓5͔ in Sec. IV of Vol. II of the Stanford Conference Proceedings gave a comprehensive explanation of the wake law. A discussion of dimensional analysis, similarity methods, and scaling laws was presented by Yaglom ͓6͔. This is closely related to the first step in an asymptotic expansion. Gad-el-Hak and Bandyopadhyay ͓7͔ emphasized Reynolds number effects while Fernholtz and Finley ͓8͔ gave a complete and evenhanded presentation of experimental data up to the mid 1990s.
In writing this review I have assumed that the reader has knowledge of fluid mechanics in general, but is not an experienced researcher in wall turbulence. Thus, I hope experienced reader is not offended by the inclusion of some elementary information.
The serious analysis of turbulence begins with the well-known work of Reynolds and Boussinesq. The following time period saw experimental exploration and data correlation that resulted in scaling laws. A mixture of empiricism and inductive conjecture made significant theoretical progress. It resulted in the log law for the velocity profile in pipe flow.
An important point is that these early arguments should not be viewed as logical deductions that fail if the assumptions fail. We should view the early derivations as intuitive physical reasoning. The assumptions are really only estimates in an inductive reasoning process. The lzakson ͓9͔-Millikan ͓10͔ derivation of the log law brought a subtle but profound change in viewpoint, and at the same time it avoided any mechanical model of turbulence. We shall see that our perspective on the log law as an approximating equation should be changed. It is properly viewed as the limiting form of ''common parts. '' Composite expansions have their origin in the theory of matched asymptotic expansions for singular perturbation problems. In turbulence the parameter of interest is the Reynolds number, which is assumed to take on large values. Since the turbulence equations are not closed, there are two types of asymptotic organizations; those that include closure assumptions and those that do not. Examples of the former type are Mellor and Gibson ͓11͔, Bush and Fendell ͓12͔, Deriat and Guiraud ͓13͔, and Walker ͓14͔. The second category is emphasized in this article. Avoiding a closure assumption makes the work more universal. However, asymptotic analysis itself includes assumptions of various types. One purpose of this review is to point out where critical assumptions are made in various papers.
The first explicit asymptotic turbulence analysis noted in the literature is Bjorgum ͓15͔ who is referenced by Tennekes ͓16͔. Tennekes developed a second-order theory for pipe flow including a friction law. A comprehensive foundation to asymptotic methods was given by Yajnik ͓17͔. This was followed by the paper of Mellor ͓18͔ that included the inviscid flow outside of the boundary layer. The first paper with a general higher-order result was Afzal ͓19͔. He gives an explicit first-order overlap equation that extends Millikan's work. Continuing in this vein to higher orders is the very recent work of Buschmann and Gad-el-Hak ͓20͔.
With regard to textbooks that emphasize the asymptotic approach one should note Tennekes and Lumley ͓21͔. They have composed a modern version of turbulent wall-layer theory based on asymptotic behavior at large Reynolds numbers. Although not explicitly stated, their results are the first terms in expansions for the inner and outer regions. However, they do not compose composite expansions. An overview of formal asymptotic papers in turbulence is Gersten ͓22͔ and the textbook of Gersten and Herwig ͓23͔. Much of the later has been included in the extensively revised ''Boundary Layer Theory,'' by Schlichting and Gersten ͓24͔.
There have recently been some misinterpretations of data and misunderstandings of the theory. In fact, some proposals by Barenblatt et al ͓25-34͔, George et al ͓35-37͔, and Wosnik et al ͓38͔ conflict with the classical theory. This review will point out the essential differences compared to the classical theory. It essentially supports and consolidates the classical theory of wall turbulence.
In manipulating and presenting data I have used constants and coefficients determined or assumed by the original authors. Experiments and direct numerical simulation ͑DNS͒ have many sources of errors and much of the useful data was taken with difficult measurement techniques. All data, including DNS data, are subject to unknown systematic errors. Processing the data requires assumptions and different authors have used different methods. For example, boundary layer wake curves determined assuming ϭ0.41 will not be the same as curves where ϭ0.38 was used. No attempt has been made to optimize the correlations. On the other hand, more recent data are undoubtedly of higher quality than older results. One purpose of this review is to trace how our ideas about wall turbulence have evolved and developed. To set the stage, Sec. 2 reviews early theories for mean velocity profile. This was a time when intuition, physical arguments, and inductive reasoning prevailed. Background material for the more formal and mathematical interpretation of composite expansions is given in Sec. 3 , along with a model mathematical problem in Sec. 4 . Published experimental correlations for pipe and channel flow are reviewed in Sec. 5, while similar material for boundary layers is reviewed in Sec. 6 . The organization is changed in Sec. 7. Here the regions and layers are dealt with in succession with questions and comments addressed and alternative theories presented. The article closes with a summary section.
Early Theories for Mean Velocity Profile
In the early 20th century the object was to develop a theory for the mean velocity profile in pipe flow. The theory was to yield a formula that quantitatively fits the profiles and includes Reynolds number effects. A collateral result is the wall-friction/flow-rate relation. Most results were first produced by intuitive, ad hoc, arguments. It is only after a stage of innovation that a process of deduction can be used to construct a comprehensive theory.
Heuristic Derivation of the Log Law.
In order to set the stage for later discussions it is useful to review the development of the log law for the mean velocity profile. A good resource in English for the very early ideas is Prandtl's ͓1͔ article in Vol. III of the series Aerodynamic Theory edited by Durand ͓2͔.
I will not include all the reasoning that leads to the assumptions, but will only give the highlights. At the wall of a pipe, the no-slip condition requires zero velocity, no turbulence, and a resulting viscous dominated region. Experiments show that the viscous dominated region is very thin and that turbulence develops close to the wall. Consider a fully turbulent region, still near the wall, that is dominated by the Reynolds stress. The stress is taken as a constant at the wall value, 0 . A friction velocity u * ϭͱ 0 / is defined and replaces 0 as a more convenient parameter with which to nondimensionalize. The constant Reynolds stress is Ϫ͗uv͘ϭ 0 ϭu * 2 (2.1) By using the Boussinesq eddy viscosity concept one can relate the stress and mean strain Ϫ͗uv͘ϭ T dU dy (2.2)
Next, a mixing length and the friction velocity replace the eddy viscosity. Prandtl and Taylor ͑for vorticity͒ introduced the mixing length concept
Conceptual physical processes concerning the vertical motion and breakup of eddies motivate the use of ᐉ in preference to . The last assumption, a result of von Kármán's similarity argument, is that the mixing length is proportional to the distance from the wall ᐉϭy (2.4)
Taken together these assumptions produce the equation dU dy ϭ u * y (2.5)
Integration yields the log law Uϭ u * ln͑ y ͒ϩConst. (2.6)
It is then argued that if this equation is to apply near the wall where viscosity is a scaling parameter, then the correct nondimensional form has variables are U/u * and yu * /. Another derivation starts with the turbulent energy equation and assumes that one can neglect the lateral transfer of turbulent energy. This leaves a balance between the turbulence production and viscous dissipation Ϫ͗uv͘ dU dy ϭe (2.7)
The dissipation is estimated as a characteristic energy of the turbulent fluctuations, u * 2 , divided by a time scale for the eddy, t e : eϭu * 2 /t e (2.8)
The eddy time scale, also called the turnover time, is estimated by the size of the eddy divided by the fluctuation velocity. Since the eddies can be no larger that their distance from the wall, the time scale is t e ϳy/u * (2.9)
Inserting Eqs. ͑2.3͒ and ͑2.4͒ together with the constant stress assumption Eq. ͑2.1͒, results in Eq. ͑2.6͒. There are several variations of these arguments with dimensional analysis thrown in at different stages, however, the idea of a region of constant stress or the assumption that productionϭdissipation are always present. These arguments were considered successful as pipe flow velocity data have a large region of logarithmic behavior. This region is away from the wall and not too near the centerline. Part of the reason for the good fit is that pipe flow has only a small wake component.
It is interesting to note that Prandtl regarded this as the high Reynolds number form. For Reynolds numbers less than U ave D/Ͻ100,000 he used a friction law ͑with an assumed power-law form͒ to derive the velocity power law U/u* ϭC(y ϩ ) n with nϭ1/7 and Cϭ8.74 as constants. He noted that at higher Reynolds numbers the parameters n and C must change.
The idea that the log region is associated with a constant Reynolds stress and is a place where production equals dissipation is widely accepted. In fact, ''constant stress'' and ''log layer'' are often considered synonymous. It has troubled many researchers that the stress in a pipe actually falls linearly as one moves away from the wall and does not have a constant region. Likewise the productionϭdissipation idea is only approximately true over the layer where the log law is found.
Von Kármán Defect Law:
The Second Region. The log law was never thought to apply in the center of the pipe, although it is sometimes used there as an engineering approximation. An empirical result proposed by von Kármán ͓39͔ is the defect law, where the velocity is compared to the centerline velocity and scaled by the friction velocity
The distance variable is scaled by the pipe radius. Millikan's paper notes that this law is based on data taken by von Kármán's student Fritsch. The u * scaling is entirely reasonable because the turbulent Reynolds stress scales on u * and the Reynolds stresses produces the U(y) defect from U 0 .
In some literature, for example Schlichting ͓40͔ and George and Castillo ͓36͔, it is remarked that the defect law originated with Stanton and Pannel ͓41͔. This is erroneous. The Stanton reference contains neither velocity profiles nor mention of the defect law. However, the Stanton reference is historically significant as the source of the friction factor versus Reynolds number chart for pipe flow. Engineers call the friction factor graph a Moody chart because Moody related to lines of constant roughness to commercial materials.
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The second and very important aspect of the defect law is that it explicitly recognizes that there are two regions in turbulent layers. The defect law envisions an outer region where Y ϭy/R ͑or y/␦) is the proper variable. Prandtl asserted that the wall flow is not dependent on the pipe radius, that is y ϩ is the independent variable. The defect law is complementary to the wall law.
Izakson-Millikan Derivation of the Log Law.
A significantly different approach was taken by Millikan ͓10͔ and Isakson ͓9͔. Apparently the Isakson paper was well-known as Millikan cited it. To begin they noted that the wall region has a velocity profile of the nondimensional form
On the other hand, the outer region ͑pipe center͒ scales with a defect law
Let y ϩ ϭyu * / and Y ϭy/R. Millikan's major assumption is that there is a neighborhood where both of these laws are valid. Thus, by equating
This equation has the form f (x•y)ϭF(x)ϩG(y). From experiments it is known that G(y)ϳU 0 /u * (Re * ) is not a constant. Thus, a solution where all functions are constant is not appropriate. For these functions to be equal in some neighborhood, it is required mathematically that all functions be logarithmic.
The proof is as follows. Of the three variables y ϩ , Y, and Re * , only two can be considered independent. Let Re * be constant, and y ϩ , Y, independent. Differentiate Eq. ͑2.13͒ with respect to Y:
Noting that Re*ϭy ϩ /Y and rearranging gives
Since y ϩ and Y are independent variables, must be constant. The solutions, with 0, ϱ, are
These arguments are a very significant advance in knowledge. They make no assumptions as to the nature of turbulent motions or assumptions about the distribution of other turbulent quantities.
Empirical Composite Laws and the Wake Law
The origin of a composite velocity law ͑valid for all values of y͒ is difficult to trace. The first explicit statement that I find is Clauser ͓4͔ who writes the composite law as
Here W(Y ) is the deviation of U(y)/u * from the log law. There are actually two ideas involved. The first idea is the wake function W(Y ), previously suggested by Millikan ͓10͔, and the second idea is the proposition that the composite law is a valid expression for all y. Perhaps the second idea was ''in the air' as Rotta ͓3͔ states: ''The solution of equations ͑5.7͒ ͑equations governing the defect law͒, . . . , must be supplemented by the wall profile in order to obtain from it the complete velocity profiles.' ' The composite law includes the effect of changing the Reynolds number. For the velocity profile on a semi-log plot the Re * effect is a simple sliding of the wake component along the overlap line. Figure 1 shows the Re * effect for profiles measured in pipe flow. The wake component of the flows in Fig. 1 is given in Fig. 2 . Clauser introduced the composite law, and went on to consider boundary layers with pressure gradients. Those layers have a pressure gradient parameter ͑note that ⌬ is a boundary layer thickness͒ ␤ϭ ⌬ u * 2 dp dx (2.20)
Equilibrium layers were defined as layers with constant ␤. Quasiequilibrium layers have profiles that are the same as equilibrium layers with the local value of ␤ϭ␤(x). Coles ͓42͔ explicitly separated out pressure gradient effects by proposing a universal function w(Y ) with a local multiplicative factor that depends on the streamwise position along the flow ⌸(x):
Boundary layers that can be described by profiles where ⌸ slowly changes with x are quasi-equilibrium layers. Coles coined the term ''wake function,'' to refer to w(Y ). I will use the term ''Coles' wake function'' to refer to w(Y ), and the term ''wake function'' to refer to W(Y ). Clauser's equilibrium boundary layers have a certain profile and that implies that they are equivalent to Coles' profiles with a constant value of ⌸. A connection between ␤ and ⌸ will be discussed in Sec. 6.4. The wake law changes for different types of flows while the inner law remains the same. Figure 3 illustrates this effect with profiles from pipe, channel, and several boundary layers. Although constructed and evaluated for boundary layers, Coles' wake function can also be applied to pipe and channel flows. In those flows the wake component is smaller as one can observe in Fig. 3 .
It is worthy of note that Oberlack ͓43͔ has proposed, on the basis of Lie group analysis, that the early part of the wake region can be described by an exponential function. Lindgren et al ͓44͔ evaluated this scaling law for the KTH data.
Elements of Singular Perturbation Theory
This section reviews how the idea of a composite expansion arises in the theory of singular perturbations. Concepts used in the remainder of the article will be introduced.
Consider a general problem with dependent variable q, independent variable y, and with a nondimensional parameter ; i.e.:
We are interested in the shape of the function when values of are small, i.e., qϭq(y;0). Epsilon in a sense measures the competition between two physical processes. As becomes small, one process dominates the major part of the flow, while the other process is concentrated near a boundary. If we think of as a ratio of characteristic length scales, ϭL គinner /L គouter , then L គinner is characteristic of a physical process in the inner region while L គouter is characteristic of a physical process in the outer region. For turbulence ϭ1/Re * , Re * ϭu * ␦/.
Outer Expansion and Inner Expansion.
The scale unit for the dependent variable is q-outer. Over the major part of the region the outer variables are properly measured by dimensional scales L-outer and q-outer. The term ''properly measured'' means that the nondimensional variables are of order one as ⇒0. Of all the possibilities offered by dimensional analysis the correct choice are variables of order one as ⇒0: 
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Assume a Poincaré expansion is a valid representation as ⇒0: In the region near the boundary the result Q (0) (Y ) is wrong. This is the nature of a singular perturbation problem. The important physical processes near Y ϭ0 remain the same, but are concentrated into a smaller and smaller region. To view the boundary processes we must have a inner variable that magnifies this region as ⇒0.
Let
As noted before the ratio of inner scale to outer scale is . It is a normalized perturbation parameter. In some cases the dependent variable may no longer be order one in the inner region near the wall. As Y ⇒0 the result Q (0) ϫ(Y ) may approach infinity or, equally as serious, zero. The nondimensional scaling of q in the outer region must be changed in the inner region. To account for this possibility assume that the ratio ␥͑͒ rescales the inner dependent variable to order one; q-innerϭ␥q-outer. A Poincaré expansion of the inner variable q has the first term q ϩ(0) :
This answer is valid for small values of y ϩ , y ϩ у0, but invalid as y ϩ ⇒ϱ.
Matching.
For a small values of there is a range of y where the inner answer and the outer answer both approximate the real answer. In this region they must match. Matching the inner and outer is a limit process, not a patching process. A simple matching procedure is Van Dyke's ͓45͔ matching rule.
The m-term inner expansion of ͑the n-term outer expansion͒ ϭThe n-term outer expansion of ͑the m-term inner expansion͒. The functions produced by the earlier process are called common parts. Van Dyke's matching rule ͓for (m,n)] requires that the common parts are equal
The scale change factor S() is needed so the functions have a common basis. The functions are expressed in the same independent variable through the relation Y ϭy ϩ . It is somewhat tedious to carry the (m,n) notation once the values of m and n are chosen.
The classic singular perturbation problem is potential flow matched to a boundary layer. This is an example of matching where there is no rescaling of the dependent variable, Sϭ1, and the common parts equal a constant. The freestream speed in the boundary layer equals the wall speed in the inviscid flow.
An example where the dependent variable must be rescaled, S 1, is the Kolmogorov energy spectrum law. The independent variable is the wave number and the Reynolds number is the parameter. At low wave numbers the energy spectrum is dominated by inviscid processes. Viscous effects control the high wavenumber region. In this case the scale change ratio of the dependent variable is S()ϭ 5/3 and the common parts are ϳ(wave number) Ϫ5/3 . Van Dyke's rule does not always work. Sometimes it works for special choices of m and n but not others ͑Hinch ͓46͔͒. Sometimes terms with logarithmic gauge functions must be included in the counting of m or n ͑Van Dyke ͓45͔͒. More difficult cases require matching in an intermediate variable. The ability to match in an intermediate variable is proved in Kaplun's extension theorem ͑Lagerstrom ͓47͔͒.
Velocity profiles in turbulent wall layers are yet a different type of matching. In this case a defect function matches with a single term inner function. This will be discussed in detail subsequently.
Mathematicians also have some more elaborate techniques, Eckhaus ͓48͔, Mauss and Cousteix ͓49͔ that avoid matching. In these techniques the composite form is assumed directly.
Composite Expansion.
The question of a numerical approximation to the real solution ͑or data͒ is not answered very well by the inner or by the outer expansions. Given a value of we do not know a priori the region of good fit by either the inner or outer expansion. Also, comparing data with the common parts may not be useful. All that we really know is that the matching region becomes larger as ⇒0. The value of for which the common part is close to the real answer depends on the nature of the results.
A composite expansion ͑an idea of Latta ͓50͔͒ gives a numerical approximating equation. Another important feature of a composite expansion is that it also shows the major quantitative effect of changing . Consider an additive composite expansion made up from the sum of the inner expansion and outer expansions with the common part subtracted
Typically the composite is expressed in the inner variable by Y ⇒y ϩ . For small values of y ϩ the outer expansion Q (0) and the common part Q គcp (0,0) are equal, so the result is the correct answer for this region, q ϩ(0) . For large values of y ϩ the inner expansion and the common part cancel ͑because of the matching relation͒ so the result is the correct answer for this region, S Ϫ1 Q (0) . In the overlap region all three are equal so the common part results. The composite expansion above is for terms of order ͑0,0͒.
Equation ͑3.7͒ can be simplified by combining the difference of the outer function from its common part
We will expand the terminology wake function to mean Eq. ͑3.8͒ applied to any turbulence property. Hence, for wall turbulence the composite expansion takes the form
This is the form Clauser ͓4͔ wrote for the velocity profile on an empirical basis. The connection between the empirical law, Eq. ͑2.19͒, and the theory of composite asymptotic expansions is not typically discussed in texts, and it was certainly absent when the empirical correlations discussed earlier were initially presented. However, a little later the connection was explicitly recognized by Coles. In Coles and Hirst ͓5͔ he wrote:
''To the extent that the outer velocity boundary condition for the inner ͑wall͒ profile is the same as the inner velocity boundary 
Note that there are two ways that a finite occurs in this equation.
In the first effect the inner function g ϩ(0) (y ϩ ) and the wake function W (0) (Y ϭy ϩ ) mix in different amounts as changes. The second effect is through the higher-order inner function q ϩ(1) and the higher-order wake function W (1) . A complete higher-order theory needs to account for both effects.
A Poincaré type expansion is unique for a given set of gauge functions. On the other hand, a uniformly valid composite expansion can be formed in several ways. However, all composite expansions are asymptotically equal as ⇒0. The question, which is more accurate for a finite cannot be predicted in advance. The answer depends on the exact nature of the functions involved. The earlier additive composite expansion is the most common type and extensively studied. A multiplicative composite would be
Monkewitz et al ͓51͔ have used this type expansion. In addition to being uniformly valid, the composite expansion gives the effect of finite values of the parameter . The influence of in the composite expansion is at first more significant than the influence of in higher order terms in the inner and outer expansions. When evaluating Reynolds number effects in experimental data or DNS calculations, one should compare with composite expansions, rather than with just the inner or outer representations.
A Model Mathematical Problem for the Velocity Profile
The essential mathematical character of the turbulent velocity profile is illustrated by a mathematical model that has been previously mentioned in the text ͓56͔. The details will be presented here for the interested reader. One may skip this section without loss of continuity.
Many are acquainted with the mathematical model developed by Friedrichs to illustrate laminar boundary layer behavior. Friedrichs' problem is an ordinary differential equation with a small parameter. As the parameter approaches zero, the solution exhibits a boundary layer behavior. In this section I present a model of the two-region turbulent boundary layer. It is an adaptation of another model problem. Lagerstrom ͓47͔ constructed a model problem that illustrates streaming Stokes flow over a twodimensional body. Cole ͓52͔ and Hinch ͓46͔ give solutions using matched asymptotic expansions. A few modifications allow the problem to be interpreted as a turbulence problem for a boundary layer with dp/dxϭ0. 
This is a singular perturbation problem.
The proper asymptotic expansion for the outer region is written using a gauge function u * (Re)/U 0 that will be determined later. The gauge function is expressed as a ratio of velocities because this physical interpretation coinsides with turbulence nomenclature
Substituting into the differential equation and isolating the zeroorder group yields the governing equation and boundary condition for zero order
The solution to this nonlinear problem is
Although this is a second order equation the wall boundary conditions cannot be satisfied by F (0) . The first-order function is governed by the linear equation
The solution turns out to be the exponential integral E 1 (Y ):
Matching is needed to determine the constant B 1 .
The wall region has the rescaled independent variable In turn, the inner length is the viscosity divided by a ͑as yet undefined͒ friction velocity. The friction velocity is a parameter that makes the proper inner length scale when combined with , that is /u * . The asymptotic expansion for the wall region also has u * /U 0 as the correct gauge function
It is necessary to keep two terms. Substituting into the problem and separating out the zero-order differential equation yields
The solution has the undetermined coefficient A 0 :
Next, consider the first-order problem. It turns out to be the same differential equation and solution
Matching determines the constants. Employing the fact that for Y ⇒0, the asymptotic form of the exponential integral is E 1 ϳ Ϫln(Y)Ϫ␥ϩY, the constants are A 0 ϭ0, A 1 ϭ1, and B 1 ϭϪ1. Thus, the final answers are
The common parts are
The matching also fixes the gauge function
These results show that the free stream velocity U 0 is not a scale unit for the physical processes, but only a reference value. The scale unit for both inner and outer regions is u * . In the model mathematical problem the size of u * is fixed so that slope of f (1) on a semi-log plot is one. In turbulent boundary layers we set the size of u * so that the slope of f (1) at the wall is one. That introduces the von Kármán constant into turbulence. Figure 4 shows the behavior of the model composite expansion for several values of Re. The numerical values of Re have no numerical correspondence with Reynolds numbers of real turbulence. A comparison of the composite and the exact answer are shown for Reϭ500 in Fig. 5 . The exact answer was found by numerical integration. As the Reynolds number becomes higher ͑lower͒ the approximation becomes better ͑worse͒.
As a final point of interest the equations for the model and for actual turbulence are listed. In these equations the eddy viscosity concept has been introduced to make the turbulence equations appear to be closed. Subscripts indicate differentiation.
The complete problem is Model:
Turbulence:
Here the nondimensional eddy viscosity is represented as some unknown function of Y and the vertical velocity v has been made nondimensional by u * . This latter assumption preserves the continuity equation.
For the outer region the equations are Model:
Turbulence: Turbulence:
In summary, the model has a composite expansion with the wall-wake function structure, logarithmic common parts, and the logarithmic friction ͑gauge function͒ law.
Channel and Pipe Flow
Consider the flow in a slot formed by plane walls. The essential features of this flow are the same as those for round pipes. Assume the flow is driven by a pressure gradient and is fully developed so that the velocity and Reynolds stress are independent of the flow direction coordinate. Because of this symmetry the momentum and turbulent kinetic energy equations simplify to 0ϭϪ 1 dp dx
In this equation the notation k 2 ϭu 2 ϩv 2 ϩw 2 has been used for turbulent kinetic energy and 2h for the channel width. A viscous term, 2ٌ•͗v•s͘, has been neglected because it is of order u * 3 /(h Re * ) ͑see Tennekes and Lumley ͓21͔, Chap. 3͒. One assumes, based on experience with the Navier Stokes equations, that the mean velocity and Reynolds stress profiles are functions of y with parameters as follows:
A nondimensional form of this function must be used. Integrating the momentum equation from the wall, where the shear stress is 0 , across the channel produces
From this equation we see that 0 , the pressure gradient dP 0 /dx, and u * are all equivalent parameters for nondimensionalizing. Another parameter is the centerline velocity
Thus, at first it appears that the pressure gradient parameter can be replaced by either U 0 or u * . Experimentally it is known that, in the region of useful Reynolds numbers, the trend is
The choice of u * or U 0 as the scaling unit are not equivalent. In order to have a variable of order one in the limit Re * ⇒ϱ, the proper choice of scale must be made.
Outer Expansions.
The obvious choice for scales that produce variables of order one are Y ϭy/h, FϭU/U 0 , and Gϭ Ϫ͗uv͘/u * 2 .
Assuming Poincaré expansions explicitly separates the Y and Re * dependence
Here ⌬ i (Re * ) and ␦ i (Re * ) are sequences of gauge functions ͑as Re * ⇒ϱ;
Writing the momentum and kinetic energy equations in these variables yields groups of order one and coefficients of u * /U 0 and Re * :
Next one substitutes the expansions Eqs. ͑5.7͒-͑5.8͒ into Eqs. ͑5.9͒-͑5.10͒ and groups terms with the same gauge function. Because Re * is an independent parameter each group must be zero. Equivalently, one can discard all terms with a Reynolds number factor to get the first group. The zero-order equations are ͑assum-ing that the indeterminate form (U 0 /u * )/Re * approaches zero͒. A fact that is confirmed later
The exact solutions are
The Reynolds stress distribution is linear and the velocity profile is flat. Neither of these results is valid at the wall and therefore the problem is a singular perturbation. Physically the stress distribution is in exact balance with the pressure gradient at each point in the outer region. At this order turbulence mixes the outer region into a uniform velocity. In order to find a sharper result we must continue and find ⌬ 1 and F 1 . The first-order kinetic energy equation in outer variables is
This equation is used to determine the gauge function ⌬ 1 . In order to have a reasonable equation governing F 1 , the first group in Eq. ͑5.14͒ should be the same order as another term. One concludes that a nontrivial equation for F 1 will occur if we require that
Rearranging Eq. ͑5.7͒, inserting F 0 ϭ1, and ⌬ 1 ϭu*/U 0 shows that F 1 is ͑as Re * ⇒ϱ) the defect law
Thus, we have arrived in a formal way at the empirical law found so many years ago by von Kármán. The role of U 0 has been changed from a scale unit to a reference value from which the turbulent Reynolds stresses shape a defect. The magnitude of the defect scales with u * , which is the measure of the turbulence intensity.
From the momentum equation, Eq. ͑5.9͒, one finds ͑with ␦ 1 ϭ1/Re * ) the relation between F 1 and G 1 :
In this equation we have the first-order Reynolds stress distribution determining the defect velocity profile. The crucial experimental fact used in the arguments is that u * /U 0 ⇒0 as Re * ⇒ϱ. One might object that wall roughness will make u * /U 0 constant at very high Re * , but this is a new physical event. The important question is what is the shape or behavior of u * /U 0 (Re * ) in the region of Re * where the wall is ''physically'' smooth. That shape is a function that approaches zero.
Inner Expansions.
The answers for the outer region must be supplemented by an inner expansion. The parameters U 0 and h are replaced by scales u * and /u * . The inner wall variable is
Here we see the essential role of Re* as the ratio of outer length scale h to inner length scale /u * . Inner region Poincaré expansions are Only the zero-order terms are needed. If we had assumed for the velocity the expansion
It would turn out that f 0 ϭ0 and ␦ 1 ϭu * /U 0 . The inner momentum equation is
The sum of viscous and Reynolds stress is constant. Here is another context in which the term ''constant stress region'' is used.
Matching.
Matching the Reynolds stress is straightforward. Van Dyke's rule with mϭ0, nϭ0 can be applied. The zeroorder outer, G 0 ϭ1ϪY , rewritten in inner variables, expanded for Re * ⇒ϱ, and truncated at order-zero is the common part
The common part G 0គcp is the dominant behavior of G 0 as Y ⇒0.
It matches the inner expansion
Matching the mean velocity is more delicate. Van Dyke's rule for mϭ0, nϭ0, does not work. The rule works for nϭ1, mϭ0, but one must recognize some indeterminate forms.
For Re * ⇒ϱ this presents an indeterminate form
This expression is actually a finite zero-order term. Similarly, for the inner expansion (u * /U 0 is the
Equating Eqs. ͑5.25͒ and ͑5.26͒:
Again, as in Sec. 2.3, one uses the fact that solutions to an equation of the form f (x•y)ϭG(y)ϩF(x) are all logarithmic functions. Another solution is a constant, however, from experiments we know that u * /U 0 is not constant.
Mellor ͓18͔ gives the details of matching using an intermediate variable.
There is also an important change in viewpoint. The log law is no longer an approximation equation for the profile. It is the limiting behavior of f 0 (y ϩ ) as y ϩ ⇒ϱ, and the limiting behavior of
The log law is the common part of the inner and outer functions.
Composite Expansions: Velocity.
It is possible to form composite expansions that are uniformly valid for all y. The composite expansion is the complete approximating profile. Adding the inner and outer expansions and subtracting the common part forms an additive composite expansion. For the mean velocity we have
The last two terms are the law of the wake, which is defined as the defect law minus the common part.
Together the law-of-the-wall and the law-of-the-wake form a uniformly valid representation for the mean velocity and show the first variation with Re * . Recall that experimental pipe flow data from Zagarola and Smits ͓53,54͔ was given in Fig. 1 . These experiments cover an extremely large range in Reynolds number. Figure 1 is the composite law in the inner variable. Reynolds number dependence is shown explicitly. In these experiments a Pitot tube was used to measure the velocities. A Pitot tube should be corrected for shear and turbulence effects. I have plotted the raw uncorrected data with the values ϭ0.44 and C i ϭ6.3 (C 0 ϭ1.5). These were the original value determined by the authors for this data. There is some disagreement as to the proper corrections that should be applied ͑Perry et al. ͓55͔͒. There is also some opinion that wall roughness is important at the highest Reynolds numbers. The wake portion is displayed in the outer variable in Fig. 2 
Finally, a uniformly valid composite expansion is
A graphical schematic of this equation is in Fig. 6 . In the composite expansion for the Reynolds stress there is much greater interaction between the inner law and the wake law than in the corresponding form for the mean velocity profile. By knowing two terms in Eq. ͑5.35͒, the third is found ͑Panton ͓56͔͒. 
This is a fitted equation without any theoretical basis. The constant is the von Kármán constant and C ϩ is related to the additive constant in the log law because the stress and velocity profiles are connected through the momentum equation, Eq. ͑5.22͒. Typical values of C ϩ are from 7 to 10. The best fit for each data set is given in Panton ͓57͔. Other relations have been proposed for computational purposes by Musker ͓58͔ and by Gersten and Herwig ͓23͔, p. 379. These relations are ratios of polynomials with three arbitrary constants. The van Driest wall function will also produce a g 0 (y ϩ ) relation, however, it has the wrong behavior as y ϩ ⇒0. Turbulence researchers usually display the Reynolds stress in inner variables as in the pipe flow data in Fig. 11 . The variation has lead many researchers to conclude that the Reynolds stress does not scale on inner variables. Also shown on this figure is a composite expansion where g 0 is the fitted equation. The variation with Reynolds number is well predicted. A composite expansion explains this strong variation.
Boundary Layers
Boundary layers have similarities and differences compared to pipe and channel flows. The wall region is quite similar, however, the presence of a streamwise pressure gradient dp/dx introduces an additional parameter. Here we deal with attached twodimensional layers. The essential feature of boundary layers is that they are thin. Their thickness scale ␦ is small compared to the x-direction length scale L. They develop slowly in the streamwise direction. This development is determined by how dp(x)/dx changes along the length of the boundary layer. Profiles that develop so slowly that they are determined by local parameters are called quasi-equilibrium layers. Integral thickness are more easily determined and much less sensitive to the exact profile shape. However, the displacement thickness ␦* or momentum thickness ⌰, are not really suitable profile scales because their relation to ␦ changes slowly, but continuously, with Reynolds number. In fact as Re * ⇒ϱ, since U/U 0 ⇒1, the integral parameters behave as ␦*/␦⇒0, ⌰/␦⇒0, and ⌰/␦*⇒1. Some researchers view this behavior as anomalous, however, this is a direct result of the defect law scaling and is reasonable. At high Reynolds numbers the problem is avoided by the definition of an integral of the defect law. This was first proposed by Rotta ͓3͔ and used by Clauser ͓59͔, it is sometimes known as the Rotta-Clauser thickness. From its definition it is related to the friction velocity and the displacement thickness
Problem
Here one faces an uncertainty in determining u * . If u * is accurately and independently determined this is a good method. Ö sterlund ͓60͔ has empirically shown that velocity profile scaling with ␦ or ⌬ is consistent, but that it is inappropriate to use ⌰ ͑and presumably also ␦*͒.
For equilibrium boundary layers there is an essentially constant relation between ␦ and ⌬. Using the Coles-Lewkowicz wake function one can find that
The factor 59/60 is from the Lewkowicz ͓61͔ corner correction ͓Eq. ͑6.17͔͒ and changes slightly for other corner corrections. The factor 65/Re * is the effect of the inner wall region y ϩ Ͻ50. The sensitivity to and Reynolds number is shown in Fig. 12 . It is negligible at values of Re * Ͼ1000. The difference between ␦ and ⌬ is an issue at low Re* and will be addressed again in Sec. 7. The important assumptions in the classic description of turbulent boundary layers are: the two-region assumption, Poincaré expansions for each region, and slow development so that quasiequilibrium is valid. These situations can be described by a composite expansions for the velocity The essential task is to find these six functions.
Inner Region Expansions and Matching.
The inner regions of pipes, channels, and boundary layers are the same. Ludwig and Tillman ͑Ludwig ͓62͔ and Ludwig and Tillman ͓63͔͒ were first to verify ͑discover?͒ this experimentally. In Fig. 13 ͑taken from Ludwig and Tillman ͓63͔͒ experimental velocity profiles from several boundary layers are shown. One has a zeropressure gradient, three have adverse-pressure gradients, and one has a favorable-pressure gradient. All of these profiles approach the same inner log law curve at low values of y ϩ :
Thus, the log law, the common part of f 0គcp ϭ f (y ϩ ⇒ϱ), and the constants and C i are independent of the pressure gradient parameter ␤. This, coupled with the facts that the value f (y ϩ ϭ0) ϭ0 and the slope f Ј(y ϩ ϭ0)ϭ1, leads to the assertion that the inner region velocity profile is independent of pressure gradient.
The wall friction law is of the logarithmic form, but the outer constant changes with pressure gradient
Scaling arguments show that the same simplified differential equation as in pipe flow will be valid in the wall region Transactions of the ASME PROOF COPY 001501AMR
This relation is needed in later discussions. It says that the total stress is constant in the inner region. This is not the same as the assumption, used in early derivations of the log law, that the Reynolds stress is constant.
Outer Region Expansions.
The outer flow in boundary layers has some distinct differences compared to pipe and channel flows. Boundary layers are also governed by different equations than internal flows. The validity of the defect form for the velocity profile must be reestablished. The issue is the leading term in the expansion Eq. ͑5.7͒:
Is F 0 a constant or a function of Y? If the leading term is constant, the defect form is valid. Another way to phrase the question is to look at
Consider the order of ‫(ץ‬U/U 0 )/‫ץ‬Y . If it is order one, then the leading F 0 (Y ) term is a function of Y. If ‫(ץ‬U/U 0 )/‫ץ‬Y is of order u * /U 0 then F 0 ϭ1 and the defect form F 1 ϭ͓U(Y )ϪU 0 ͔/u * is the nontrivial outer scaling.
In the pipe flow analysis we substituted asymptotic expansions, Eqs. ͑5.7͒ and ͑5.8͒ into the kinetic energy equation, assumed all fluctuation quantities scaled with u * and found that G 0 dF 0 /dY ϭ0, hence, F 0 ϭ1. The defect form follows by algebraic rearrangement. Since boundary layers grow in the x direction, several convective terms occur in the equation. These terms, which were zero in pipe flow, must be investigated. Choosing
, and GϭϪ͗uv͘/u * 2 , we find that the kinetic energy equation becomes
As in the case of pipe flow, experiments ͑see for instance Fernholz and 
In addition, the appropriate gauge function to give a nontrivial equation for F 1 is ⌬ 1 (Re * )ϭu * /U 0 . Inserting these facts in Eq. ͑5.7͒ and rearranging gives the defect law
This defect form and ⌬ 1 scaling is tested in Fig. 16 where u * is the scale unit. Data in this figure are from Ö sterlund ͓60͔ for zero pressure gradient. The data confirm the applicability of the defect law to boundary layers.
Because boundary layers have a two-region structure, the concept of similarity can only be applied to the outer region. The theory was initially developed by Rotta ͓3͔ and Townsend ͓64,65͔ and the first experiments were reported by Clauser ͓59͔. It is interesting to observe that in a footnote Clauser acknowledges names that would later become prominent in turbulence research; The footnote reads: ''The experiments were carried out by Dr. G. 
Because ⌬/␦ approaches a constant for Re * Ͼ1000 similarity exists in either Yϭy/␦ or y/⌬. For zero-pressure-gradient layers the simplified form becomes
As a matter of interest the nonzero terms in the dimensional momentum equation that are represented by the earlier equations are U ‫ץ‬U ‫ץ‬x ϩV ‫ץ‬U ‫ץ‬y ϩ 1 dp dx ϭϪ ‫͗ץ‬uv͘ ‫ץ‬y (6.12) Of course, the zero-pressure-gradient boundary layer has no pressure term, while pipe and channel flows would have no convective terms.
In early derivations of the similarity equations ͑Rotta ͓3͔, Townsend ͓64͔, Mellor and Gibson ͓11͔͒, workers carried along terms preceded by u * /U 0 and considered u * /U 0 a given constant. In a rigorous application of asymptotic methods these terms would be neglected. Mellor and Gibson ͓11͔ solved the momentum equation by assuming a turbulence model with a eddy diffusivity that increased linearly near the wall, becoming a constant in the outer layer. This model has reproduced the velocity profiles measured by Clauser ͓59͔ for various values of ␤. In addition they numerically tested the presence or absence of the terms of order u * /U 0 . Their calculations show that this error is less than 2% of the maximum freestream velocity for all ␤ and was practically zero for ␤ϭ0.
Composite Expansions:
Velocity. The uniformly valid velocity profile is the sum of the wall-wake laws
Here I have assumed that the pressure gradient has no effect on f (y ϩ ) and quasi-equilibrium is reasonable. The wake law is by its definition simply related to the defect law 
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In addition to the velocity profile data, the wake component depends on the values chosen for and C 0 . It is somewhat sensitive to those constants. Thus, it takes very extensive measurements that proceed into the log layer to produce valid W(Y ) curves. First consider zero-pressure gradient boundary layers and the effect of Reynolds number. Figure 17 gives the wake component processed from the data of Ö sterlund et al ͓66͔ using ϭ0.38 and C 0 ϭ Ϫ2.665 which they determined. Also shown for comparison is the Coles' wake function. Coles' wake law recognizes the similarity of scaling in equilibrium profiles. He proposed that quasi-equilibrium boundary layers are different from each other by a multiplicative constant; Wϭ(⌸/)w(Y ). Coles gave a table of values for w(Y ) which was followed ͑Hinze͒ by the approximating equations. As remarked in Sec. 2 Coles' assumption cannot be completely true as the slope at Y ϭ1 is then incorrect. The proper slope is obtained by adding a corner correction
Coles' paper references previous approximations for w that were linear in Y ͑Rotta ͓3͔ and Ross and Roberson ͓67͔͒.
Coles' function gives a slope for W(Y ϭ1) of zero, whereas the correct slope is Ϫ1/. Several corner corrections functions, which must be independent of ⌸, have been proposed. Two of the most useful are by Finley et al ͓68͔
and by Lewkowicz ͓61͔
The Finley correction is simple, but will contribute a factor of /4 to the integral of W(Y ) over the layer. This integral affects the displacement thickness. On the other hand, the Lewkowicz integral effect is only Ϫ/60. When the value of ⌸ is very small, as it is in pipe and channel flow, the corner correction is a substantial part of the wake law and neither correction is very accurate. The first effect of very low Reynolds numbers, Re ⌰ Ͻ5000, is primarily a simple decrease in the strength of the wake parameter ⌸. This fact was noted by Coles's original paper. The DNS velocity profiles of Spalart ͓69͔ are necessarily at low Re * . They are shown in Fig. 18 along with the profiles predicted by the wallwake law. The component of the wake ͑⌸ϭ0.55͒ in the prediction is much too high. Simply allowing the wake parameter ⌸ to change is a simple way to approximately account for higher-order terms in the true asymptotic expansion. Two nondimensional pressure gradient parameters were previously introduced. The first is ⌸, the multiplicative factor in front of Coles' wake function. The second is ␤:
A special pressure gradient produces an ''equilibrium layer'' have constant values of ␤ and ⌸. The theory of equilibrium boundary layers shows that the freestream variation is U 0 ϳx m where mϭϪ␤/͑1ϩ3␤͒. Thus, the pressure gradient in principle can be specified by one of three parameters; m, ␤, or ⌸. Unfortunately, the relation between m and ␤, Fig. 19 , is so sensitive as to be almost useless for ␤ above 2.
The connection between ␤ and ⌸ is not simple. It requires that one specify a turbulence model in the outer region and solve some equations. The first such connection is the equation given by Mellor and Gibson ͓11͔͒:
Here the A(␤) equation is a curve fit to numerical calculations. There are not many measurements of equilibrium boundary layers. The well-known work of Clauser ͓59͔ and Bradshaw ͓71͔ is tabulated in the Stanford Conference. East et al ͓72͔ made extensive measurements on seven boundary layers with different pressure gradients, from favorable to very adverse. Only profiles at the last station were presented so one cannot judge the extent of flow for which the profiles are equilibrium. Figure 21 gives the results in defect form for flows with ␤ϭϪ0.25, Ϫ0.15, 0.00, 0.47, . For small Y it shows the overlap log law with the same slope and a level constant (C 0 ) that depends on dp/dx. The effect of pressure gradient is also displayed in Fig. 22 in the form of the wake law. Here experimental data for equilibrium boundary layers are shown for various pressure gradients. The data was taken from the Stanford conference data base which used ϭ0.41 and C 0 ϭϪ2⌸/ with ⌸ as determined by Coles. The pressure gradient parameters are ␤ϭ0.0, 0.9, 5, and 8. Different curves are associated with different x positions.
The wake form for the data of East et al ͓72͔ is shown in Fig.  23 for flows 1-4, and in Fig. 24 for flows 4 -7. The graphs also give the Coles' wake law ͑plus Lewkowicz corner correction͒ appropriate to each curve. These are not fitted curves, but are based on the beta values given by the authors.
Skare and Krogstad ͓73͔ reported measurements obtained on a boundary layer with a very strong adverse gradient, ⌸ϭ6.9, ␤ϭ20. Figure 25 shows the correlation of profiles measured at six streamwise locations. The direct connection between f 0 and g 0 , Eq. ͑6.5͒, implies that g 0 will be the same as that found in pipe and channel flow. Furthermore, the common parts will be g 0គcp ϵg 0 (y
Composite Expansions
.11͒ shows the connection between F 1 and G 0 .
Although there is just a constant difference between W គuv and G, the discussion will be given in terms of W គuv to emphasize that it is second part of a uniformly valid representation for the Reynolds stress.
There is a strong interaction between g 0 and W គuv that varies substantially with Reynolds number. This makes it necessary to ''correct'' the data for Re * effects by solving Eq. ͑6.20͒ for W គuv :
Because boundary layers, pipes and channels all have the same inner region, the g 0 (y ϩ ) pipe and channel equation, Eq. ͑5.36͒, can be inserted into Eq. ͑6.20͒. Then data for Ϫ͗uv͘ can be inserted in Eq. ͑6.20͒ to produce W គuv . Within the data scatter there is good agreement. Other data sets, KTH and Lille, were processed and are given in Panton ͓75,76͔. They do not correlate as well as the data in Fig. 26 .
A severe test of this method is shown in Fig. 27 where the Reynolds stress from Spalart's ͓69͔ very low Re boundary layer calculation is presented. The Reynolds stress results actually correlate better than the velocity profiles, and are in very reasonable agreement with the prediction using Coles' wake function. Spalart noted that the outer Reynolds stress profiles were more regular behavior than the velocity profiles and suggested that an integral thickness based on the Reynolds stress profile would be a good distance scale. The DNS data and the corresponding composite expansion are shown in inner variables in Fig. 28 . The composite was constructed using W គuv (ϭG 0 Ϫ1) calculated from Coles' velocity wake function ͓Eq. ͑6.11͔͒ and the g 0 function determined from pipe and channel flow. The trends are faithfully reproduced even for these very low Reynolds numbers, however, exact quantitative agreement would require higher-order corrections. Although the maximum at Re*ϭ150 is not high enough, the overall trends are remarkably reproduced. The strong interaction between wall and wake functions is evident.
Pressure gradient effects on W គuv are displayed for the data of East et al ͓72͔ on Figs. 29 and 30 . Estimates using the ColesLewkowicz wake function are also shown. For the East et al ͓72͔ data, ⌸ was determined from velocity intercept C 0 and ␤ from the Mellor and Gibson ͓11͔ theory. The agreement is not very good, probably reflecting the uncertainty in ␤ and ⌸. Figure 31 shows the measurements processed from the Skare and Krogstad ͓73͔ measurements. Here the calculated curve for the ColesLewkowicz wake function employed ⌸ϭ6.9 determined by the authors and ␤ϭ16.6 from the Mellor and Gibson ͓11͔ theory.
Wall Pressure.
The pressure fluctuations at the wall reflect turbulence activity throughout the boundary layer. This is apparent because the fluctuations are governed by an elliptic equation
Since the equation is linear in p, the distinct contributions can be classified by the source terms. The first term is called ''turbulence mean-shear'' ͑also called rapid pressure͒, the second ''turbulenceturbulence'' ͑slow͒. A third contribution from a harmonic component is possible. The third contribution may be needed to meet boundary conditions. In most cases the turbulence mean-shear term is most important. Another form of the pressure equation is given by Bradshaw and Koh ͓77͔:
Here S is the strain rate tensor and is the vorticity vector. The S:S term gives a positive contribution for colliding fluid while the vorticity gives a low pressure from the local solid like rotation motion. A single microphone in the wall can measure the frequency spectrum of pressure fluctuations P(). The symbol will now denote frequency. Such measurements are often contaminated by acoustic noise and the effect of freestream turbulence. Furthermore, the finite microphone diameter is insensitive to small eddies. Thus, at both high and low frequencies there are measurement difficulties.
At low frequencies the turbulence mean-shear contribution was predicted to rise as ϳ 2 by Lilley and Hodgson ͓78͔. In a separate argument Bradshaw ͓79͔ showed that unsteady irrotational fluctuations in the outer layer would cause pressure fluctuations to also rise ϳ 2 . Indications of this type of behavior was given by sailplane experiments ͑Panton et al ͓80͔͒ and confirmed by careful wind tunnel measurements of Farabee and Casarella ͓81͔ with a noise cancellation technique.
At higher frequencies there is an ''equilibrium'' range ͑com-mon part͒ where the spectrum falls as Pϳ Ϫ1 . The existence of this range was predicted by Bradshaw ͓85͔ using scaling arguments. This common part does not appear in the data until a very high Reynolds number has been reached ͓(Re * ϳ2000) according to estimates͔. It cannot be observed in DNS data because of the low Re*. It is difficult to observe experimentally because finite microphone diameters limit the resolution at high Re * . However, it has recently been observed in experimental data by Löfdahl et al ͓82͔, Naguib et al ͓83͔, Farabee and Casarella ͓81͔ and Klewicki and Miner ͓84͔ The overlap region ends when viscous effects limit the size of the fluctuations. This is a frequency normalized by the Kolmogorov time scale; /(u * 2 /). The extent of the overlap increases directly with the Reynolds number.
Klewicki and Miner ͓84͔ have directly measured the rising spectrum (ϳ 2 to 3 ) on the atmospheric boundary layer of the Utah salt flats and a large equilibrium range where Ϫ1 decrease is observed. Figure 32 displays Klewicki's measured spectrum. This boundary layer has Re * ϭ1,300,000 and is by far the best available data. The root-mean-square ͑rms͒ of the wall pressure is the integral of the spectrum function The form is theoretically correct with the logarithmic term predicted by Bradshaw ͓85͔. However, the coefficients are subject to experimental uncertainty. Willmarth and co-workers ͑see Willmarth ͓86,87͔ or Willmarth and Yang ͓88͔͒ gave significant insight into the processes that produce pressure fluctuations. They measured the space ͑flow direction͒-time correlations of wall pressure, R pp (,), and the correlation of ͗pu͘ and ͗pv͘ where u and v were measured at various positions within the boundary layer. They found that the apparent convection velocity of the maximum correlation was ϳ0.5U 0 for small spatial distance, but increased to ϳ0.8U 0 for larger distances. The small eddies near the wall move slower and dominate the short distances. At large distances from the wallthe small eddies have lost their coherence and the larger eddies, which move faster, then dominate the correlation. The ͗pu͘ and ͗pv͘ correlations confirmed that the sources of wall pressure come from throughout the boundary layer.
Taylor's idea that turbulence is a frozen pattern convected by a mean flow is very useful in explaining wall pressure behavior. A small eddy at a low convective speed can produce the same frequency as a large eddy at a high convective speed. Thus, it is not completely accurate to associate low-pass filtered pressure with large scale eddies.
The idea was refined by ͑Townsend ͓65͔͒ who observed that an eddy centered at a distance y from the wall has a length scale proportional to y. This eddy pattern is convected with the local mean velocity at the distance y. The frequency of the pressure associated with this eddy is then ϳU c (y)/y.
The space-time correlation R pp (,) can be Fourier transformed into a spectrum function (k 1 ,). Here k 1 ϭ2/ is the flow direction wavenumber for wavelength . Such a function, Karangelen et al ͓89͔, is used to quantify the contributions of different spatial wavelengths to the wall pressure. Turbulent pressure sources convect at much slower speeds than the propagation of acoustic noise. This fact was used by Wills ͓90͔ to eliminate those extraneous effects. He substituted for the frequency ϭk 1 c where c is the phase velocity of wave number k 1 . Figure 33 is Fig. 11 of Wills' paper ͓90͔. It is essentially contour levels of (k 1 ,c) in the wave number versus phase-speed plane ͑on this figure the notation c/s is cycles per second͒. Notice that the ridge where the phase speed is a local maximum (C max is where ‫/ץ‬ ‫ץ‬cϭ0͒ is around C max /U 0 ϭ0.9 at low wave numbers decreasing to C max /U 0 ϭ0.5 at high wave numbers. This ridge line can be defined as the convective velocity C max (k).
Wills' chart is important because the independent variables k and c match the physics. The k-c variables describe the dominant processes that produce the wall pressure. A collection of different size eddies that are convected at speeds characteristic of their distance from the wall. This type of chart can distinguish a slow small eddy from a fast large eddy even though they produce the same frequency.
The next question is what is proper nondimensional form of the (k 1 ,c) function and how does it vary with Re*. Since turbulence has two regions there are several possibilities. Sources of pressure in the outer region scale differently that those from the inner region. Because the mean velocity profile and the velocity fluctuations appear in Eq. ͑6.21͒, it is reasonable to chose scales relevant to those variables. For the inner region ͑wall layer and log layer͒ the inner scalings below are reasonable The outer scaling is valid for low wavenumbers. At very low K the wavelength is much longer that ␦ and the are no eddies to contribute to ⌽. The inner scaling is valid for high wave numbers. At very high k ϩ viscosity kills the eddies and there is no contribution to . The distance between these extremes grows as Re * becomes larger.
The high wave number and low wave number regions merge in an equilibrium range. The behavior of the equilibrium range is a problem of finding the common parts of functions of two independent variables with one parameter that takes on a limit. In other words we must match
as Re * ⇒ϱ. The previous matching analysis dealt with functions of a single variable. Any property of the contour map, Fig. 33 , that is a function of a single variable, for instance the trajectory of the maximum ridge, c max ϩ (k ϩ ), the maximum value of the spectrum max ϩ (k ϩ ), the integral ⌿(k ϩ )ϭ͐dc ϩ , can be handled by the usual matching methods. The overlap region of the convective velocity follows the same laws as the mean velocity ͑Panton and Linebarger ͓91͔͒:
Likewise, in the overlap region, the value of the local maximum decreases as k Ϫ2 ͑Panton ͓92͔͒: A extension of the overlap arguments to two independent variables ͑Panton and Robert ͓93͔͒ predicts that, in the equilibrium range of wave numbers, the earlier functions will be universal functions independent of K ͑or k ϩ ) and Re * . That is, they will be universal functions ⌽ (⌬C) ͑or ϩ (⌬c ϩ )). A graph of ⌽ (K,⌬C) for experiments at a reasonable high Reynolds number is shown in Fig. 34 . Figures 35 and 36 show cuts at Kϭ10 and Kϭ30 for data taken at four different Reynolds numbers. The similarity of the curves agrees with the theory presented above.
The overlap layer of the spectrum (k,c) is described by cuts at constant wave number k. Curves become self-similar if they are translated so that the maximum at the origin, ⌬cϭcϪc max and multiplied by a rescaling factor k 2 . The equilibrium range of wavenumbers begins about Kϭ10. This corresponds physically to a wavelength of about 0.6 ␦. Because of our knowledge of boundary layer velocity and Reynolds stress profiles, one would expect that the very low wavenumber spectrum, KϽ10, will be sensitive to pressure gradient while the very high end will be sensitive to wall conditions.
Discussion
The previous sections have outlined the interpretation of velocity and Reynolds stress profiles for turbulent wall layers by composite expansions. Much attention has been given to turbulence behavior in the inner or the outer regions. The interactions of the regions is described by composite expansions and this viewpoint must be considered in the interpretation of Reynolds number effects. Recently there have been experimental results with modern instruments and higher Reynolds number DNS. There have also been proposals for theories that improve and sometimes contradict the classical interpretations. The present section will discuss issues that have been raised.
Inner Region.
The inner region velocity profile u ϩ (y ϩ ) is relatively noncontroversial. It is agreed to be insensitive to pressure gradient and identical for channel, pipe, and boundary layer flows. This insensitivity to pressure gradient might be promoted by the fact that the slope at the wall du ϩ /dy ϩ is always set equal to one as a means of fixing u * . A contributing fact is that turbulence generation in the inner region are somewhat autonomous events independent of turbulence structure in the outer region.
The extent of the inner region includes the overlap layer. The nonlog region was traditionally thought to exist below y ϩ Ͻ50. However, recently there has been a slight modification proposed for boundary layer flows. Experimenters at Stockholm ͑KTH͒ and Chicago ͑IIT͒, Ö sterlund et al ͓60,94͔ and Hagib and Hites ͓95͔, indicate that y ϩ Ͻ200 is a more appropriate number. These authors show data that rises slightly above the log law in the region 50Ͻy ϩ Ͻ200. Lindgren et al ͓44͔ observe that the region 100 Ͻy ϩ Ͻ200 can be modeled by the log law with a shifted variable (y ϩ ϩa ϩ ). This type of function was proposed by Oberlack ͓43͔. As mentioned in the introduction, many researchers have commented about the apparent lack of inner scaling of the Reynolds stress ͗uv͘. Composite expansions show that this conclusion is erroneous. Because the inner stress function g 0 (y ϩ ) is monotonically increasing and the outer function G 0 (Y ) is monotonically decreasing, their interaction produces curves that shift strongly with Re * . ''Correcting'' the data for Reynolds number effects shows an excellent correlation for g 0 (y ϩ ).
Overlap Layer.
The common parts of the inner and outer expressions, the parts that match, are the same for pipe, channel, and boundary layer flows. They are
From the viewpoint of matched asymptotic expansions the common parts, the velocity log law and the constant value for the Reynolds stress, are not approximations to the data. The approximating relation is the composite expansion. This is particularly important for the Reynolds stress. The value of the von Kármán constant is not precisely known. Prandtl ͓1͔ used 0.417 ͑1/ϭ2.4͒ and he mentions that von Kármán proposed that is between 0.38 and 0.39. Schlichting ͓40͔ determined ϭ0.40 based on the Nikuradse's data. Prandtl also mentions that 0.40 is good if one wants to approximate all the way to the center of the pipe. East et al ͓72͔ in their boundary layer work employed ϭ0.38 while Clauser ͓4͔ favored ϭ0.41. Coles adopted ϭ0.41 for the Stanford conference and that gave ϭ0.41 wide popularity for a long time. Another major change occurred when Zagarola and Smits ͓54͔ determined that their superpipe data produced ϭ0.436. However, there are the issues of wall roughness and the proper correction for a Pitot tube in a turbulent shear flow. Perry et al ͓55͔ applied the standard MacMillan correction to the superpipe data and found ϭ0.39. The proper correction for a Pitot tube is not known with certainty. The value ϭ0.39 is in general agreement with the high quality boundary layer measurements of Ö sterlund et al ͓93͔ who found ϭ0. 38 . In an independent analysis of the Ö sterlund data, Buschmann and Gad-el-Hak ͓20͔ also found ϭ0. 38 
The friction velocity u * plays several roles in turbulence. The quantifying definition is its relation to the wall stress and velocity gradient.
The wall stress does not appear in a mathematical statement of the wall turbulence problem and would ordinarily be considered a dependent quantity. Nevertheless, the unique character of the matching between inner and outer velocity profiles introduces u * as a scaling parameter. Its numerical value is then fixed so that du ϩ /dy ϩ ϭ1. This character is also displayed in the model math problem, Sec. 4. The matching defines u * and relates it to the other prescribed parameters ␦ and by the equation
The constants , C 0 , and C i are theoretically unknown because the turbulence problem is not closed. The friction velocity also has other roles. It is the velocity unit (U 0 is only a reference͒ in both inner and outer regions. Moreover, u * scales the Reynolds stress and pressure fluctuations in both the inner and outer regions.
By using composite expansions with fitted equations it is possible to estimate the lowest Reynolds numbers needed to observe the common parts. For the Reynolds stress one can use Eq. ͑5.36͒ for g 0 and the exact W គuv ϭϪY while for the velocity one assumes Coles' wake law ͑including the corner correction͒ and the integration ͓Eq. ͑5.22͔͒ of g 0 to produce the inner function f 0 (y ϩ ). We might consider these estimates as lower bounds because higher-order effects ͓Eq. ͑3.10͔͒ are not included.
The common part of the velocity profile, the log function, begins to separate out at about Re * ϭ500. The Reynolds number needed to closely approach one decade of the log law is Re * ϭ3000. This is in general agreement with the conclusion of Ö sterlund et al ͓66͔ that a significant log region does not exist below Re ⌰ Ͻ6000 (Re * Ͻ1500). On the other hand, the Reynolds stress common part, g 0 ϭ1, is not as closely approached. At Re * ϭ300, the maximum Ϫ͗uv͘/u * 2 ϭ0.85 and at Re * ϭ3000 it is only 0.94. A region where Ϫ͗uv͘/u * 2 ϳ1 does not appear until a much higher, Re * ϭ10,000. This just happens to be the nature of the functions involved. The term ''constant ͑Reynolds͒ stress'' should be interpreted as the common part function and should not imply that the Reynolds stress actually has a constant value. The same type of statement applies to the phrase ''production equals dissipation.''
The interaction of the inner and outer Reynolds stress functions produces a maximum that moves outward in y ϩ as Reynolds number increases, but moves inward in terms of Y as Reynolds number increases. The trajectory defines a convection velocity with overlap behavior
The constants and C i are the same as those in the velocity law Eq. ͑7.6͒. A contour plot of the spectrum (k,c) cut at constant k yields a universal curve, (⌬c ϩ ) when k is in the overlap region. Limited experimental data supports this description. The pressure spectrum also has an overlap layer where P()ϳ Ϫ1 ͓the behavior P(k)ϳk Ϫ1 is essentially equivalent͔. This has been most notably confirmed by Klewicki and Miner ͓84͔.
Outer Region.
The distance scale for the outer region should be a unit that is insensitive to changes in the Reynolds number. In pipe and channel flow the radius or width is a good choice. A natural unit ␦ is absent in boundary layers because the region extends to infinity. Units that are special points on the profile, points that are always outside the influence of the inner region, ␦ 995 , ␦ 99 , or ␦ 95 are reasonable. However, such points are hard to precisely determine in experimental data. The integral thickness ␦*, and ⌰ are unsuitable because of Reynolds number effects. Coles' procedural definition, ␦ Coles , requires that we use his wake function and agree on the values for and C i . The Rotta-Clauser thickness ⌬ is more easily determined, however, ⌬ bears a constant relationship to ␦ only for the larger Reynolds numbers. Figure 12 shows that below Re * ϭ1000 the ratio of ⌬ and ␦ varies. This change is directly attributable to the inner region contributing to the Rotta-Clauser integral ͑neither a decrease in the wake constant or higher order effects are included in Fig.  12͒ . As a result, when Re* is less than 1000, a composite expansion expressed as a function of ⌬ will be different from one expressed as a function of ␦.
The ideal scale for the outer region should not depend on the size of the inner region as do integral thicknesses. A theoretical solution is to define the outer scale unit, ␦ out , by forcing the constant C 0 to be zero. Doing this would yield a Ŷ ϭy/␦ out such that F 1 ϭ(1/)ln Ŷ . It would mean that ␦ out /␦ϭexp(ϪC 0 ) where C 0 is the constant associated with the scale ␦. Another relation to determine ␦ out comes from the friction law.
A disadvantage of this scale is that it requires known values for and C i . The same assumptions were used for Coles procedural method of determining ␦. This ␦ out length scale idea comes originally from Townsend ͓64͔. In later versions of his book he gave up this proposal and used ␦ 995 .
The scale unit for the Reynolds stress is universally agreed to be u * . For the velocity defect law the choices u * or U 0 have been proposed. Supposedly the issue was settled by experiments of Schultz-Grunow in favor of u * ͑Hinze ͓96͔, p. 632͒ shows the data in his Figs. 7-12͒. Recently George et al ͓35,36͔ have campaigned for scaling with U 0 :
Both of these forms cannot be true because they are equated by a function of the Reynolds number
More recent and extensive data of Ö sterlund ͓60͔ is given in Fig.  16 for the u * scaling and in Fig. 37 for the U 0 scaling. Comparing these figures confirm that the u * scaling is correct. DeGraaff and Eaton ͓74͔ reach this same conclusion. From a physical viewpoint the velocity profile is the result of Reynolds stress. Thus u * , which scales the Reynolds stress, would measure the velocity defect. On the other hand the form of Eq. ͑7.10͒, with U 0 scaling, has no parameters that refer to the intensity of the Reynolds stress. This is a logical inconsistency.
Next, consider the outer scaling proposed by Zagarola and Smits ͓54͔ for pipe flow. They found that a better correlation of the defect function is obtained if u * is replaced by the difference between the centerline and the average velocity, U 0 ϪU ave . In essence this is changing the gauge function in Eq. ͑5.7͒ from 
Gauge functions in a Poincaré expansion are not unique. Indeed, Kaplan ͓97͔ in the solution of two-dimensional Stokes flow ͑a problem that also has a log overlap region͒ modified the gauge function and obtain a sharper numerical result. He changed 1 ln͑Re͒ to 1 ln͑Re͒ϩC (7.14)
Van Dyke ͓45͔ calls this procedure telescoping. One can compute the ratio of the Zagarola-Smits gauge function to the usual ⌬ 1 ϭu * /U 0 . The velocity profile assumed for this calculation was the law of the wall plus Coles' Wake law ͑all calculations with Coles' law include the corner correction of Lewkowicz͒. Integration yields
Hence, the two gauge functions are asymptotically equal. Zagarola and Smits ͓54͔ have made an empirical improvement to the gauge function. The original form
has been replaced by
This is equivalent to adding a higher order term as in the telescoping procedure. Thus, Zagarola-Smits proposal is a theoretically consistent improvement on the standard method.
Composite Expansions.
The inner function plus the wake law comprise a composite expansion. Composite expansions adequately describe the first effects of low Reynolds numbers ͑perhaps better for the Reynolds stress than for the velocity͒. The Reynolds stress wake component for channel flow and pipe flow is G 0 ϭ1ϪY while for boundary layers it is a different unknown function. Regarding the inner Reynolds stress function g 0 , experimental data and DNS for pipe and channel flows correlates very well. Similar confirmation of g 0 for boundary layers is absent. Near wall Reynolds stress measurements using X wires are plagued by instrument correction errors.
For the velocity, the law-of-the-wall is well established in the inner region. In the outer region the zero-order answer for all flows is F 0 ϭ1. Recall that the defect law is F 1 (Y ). For channel flow the velocity wake component W(Y )ϭF 1 ϪF 1គcp is lower than that for pipe flow, which in turn is lower than that for boundary layer flows. This was seen in Fig. 3 . At first it appears inconsistent that channel and pipe flows have the same wake stress function, but different wake levels, Zanoun et al ͓98͔. The Poincaré expansions explain this. Recall Eq. ͑5.17͒ for pipes and channel flows
This equation shows that the velocity defect of interest, F 1 , is related to the higher-order Reynolds stress G 1 . Although G 0 ϭ1 ϪY is the same for pipes and channels, G 1 is unknown and can be different. Hence, F 1 and the velocity wake law can be different for pipes and channels. On the other hand for boundary layers the equation is, Eq. ͑6.12͒. This relates F 1 and G 0 .
Physically the outer regions of boundary layers have a mixture of vortical and nonvortical fluid while pipes and channel flows have vortical fluid from the opposite wall, so to speak. The opposite wall effect in plane flow is different from the opposite wall effect in axisymmetric flow. There is some opinion that a high Reynolds number asymptotic state does not exist in boundary layers. This opinion is based on velocity data taken by Smith and Walker ͓99͔ that shows an apparent decrease in the value of the wake constant ⌸ as the Reynolds number increases. However, Winter and Gaudet ͓100͔ offer evidence that the decrease does not actually occur. They corrected the Smith and Walker data for effects of the wall and turbulence intensities. Figure 38 is the corrected curves for the lowest, middle, and highest Reynolds numbers produced using ϭ0. 38 . The fact that they used ϭ0.38 is important because the wake constant is sensitive to this constant. The curves show no decrease in ⌸. This is consistent with the conclusion that Winter and Gaudet observed in their own data.
In boundary layers the velocity wake component decreases for Re ⌰ Ͻ5000 (Re * Ͻ1250) and vanishes entirely near Re ⌰ Ͻ500. This is well documented and must be considered a higher-order effect because the ordinary composite expansion does not predict such behavior. The behavior of the velocity wake component at low Reynolds numbers in pipe flow is uncertain. Existing data show considerable scatter and there are unanswered questions about Pitot tube corrections.
There is an experimental difference between low Re* boundary layers and pipe flows. In principle one can get a very long pipe and run it at a low Reynolds number The Reynolds number and the flow can be fully developed and do not change with distance. On the other hand, a boundary layer is always a developing flow. A Re*ϭ2500 boundary layer will become a Re*ϭ4000 layer after the next meter in the flow direction.
Let us consider Ames channel flow DNS data in some detail ͑Kim, Moin, and Moser ͓101͔, Moser et al ͓102͔͒. The inner Reynolds stress function g 0 is shown in Fig. 39 where curves for Re*ϭ180, 320, and 590 are surprisingly well correlated. The reference line is Eq. ͑5.36͒ with constants ϭ0.39 and Cϩϭ7.5 ͑this implies that C i ϭ4.7). These constants were chosen considering the trends of much data and not fitted specifically to the AMS data where Cϩϭ7.0 is actually a better fit. The customary Reynolds stress curves together with the composite estimates are shown in Fig. 40 .
Velocity profiles for Re * ϭ590 case are shown in Fig. 41 where the DNS profile is compared with a composite expansion profile. The composite profile has an inner function computed from the g 0 function, Eq. ͑5.36͒, inserted in Eq. ͑5.22͒ and integrated
The wake function is Cole's sine function plus the Lewkowicz corner correction. The value ⌸ϭ0.1 was chosen for channel flow because that matches the value of the experiments of ComteBellot ͓103͔ at the highest Reynolds number, Re h ϭ5.1ϫ10
5 . When the wake component is so low, the corner correction is very significant. Although the curves have the same trends, and could be made much closer by a different value of C ϩ , there are evidently low Re * effects that are outside the ability of a low-order composite expansion to reproduce.
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The question of when one can observe a logarithmic portion in the velocity profile is addressed by the diagnostic function ␥(y ϩ ):
A logarithmic portion is indicated when ␥ takes on the constant value ␥ϭ1/. Figure 42 shows ␥ for the highest Re * ϭ590 Ames channel flow data along with the ␥ computed for the composite profile shown in Fig. 41 with ⌸ϭ0.1. The DNS has no log portion while the composite predicts a log portion between y ϩ ϭ65 and 95. A comparison of the ␥ predicted by the composite expansion for channel flow Reynolds numbers of 500 and 1000 is displayed on Fig. 43 . The higher Reynolds number in channel flow increases the log portion to 65Ͻy ϩ Ͻ160. Figure 44 is a low-order composite expansion prediction for boundary layer flow with ⌸ϭ0.60. In the boundary layer flow the larger wake component completely obliterates the log portion at Re * ϭ500. At Re * ϭ1000 there is a small portion that is almost flat, 60Ͻy ϩ Ͻ85, but the level is ϭ0.379 rather then the value assumed in the calculation, 0.390. At Re * ϭ5000 the curve shows a log region with a value ϭ0.3895. Very close to the 0.390 value used in the calculation. The region where Ͼ0.385 is located 60 Ͻy ϩ Ͻ270. According to this model the log region of a boundary layer begins about y ϩ ϭ60 and extends upward as the Reynolds number increases.
Based on a low-order composite expansion, a log portion should not be expected until reasonably high Re * are attained. A larger wake component compounds this effect. This is consistent with the conclusion of Ö sterlund et al ͓66͔ that significant logarithmic overlap is not seen until Re ⌰ ϭ6000 ͑Re*ϭ1500͒. and of F as Y ⇒0. In principle it is not an equation that approximates the data, the composite expansion theoretically has that role. At high enough Re * the velocity profile does show a neighborhood where the log law is a reasonable data approximation. The parabola would fit much better, however, it would have several ''constants'' that depend on the Reynolds number. In essence it would be a curve fit with no theoretical significance.
Applied Mechanics Reviews
As noted in the introduction Prandtl used a power law as an approximating equation for Reynolds numbers less than U ave D/Ͻ100,000. He assumed a friction law ͑with power law form͒ to derive the power law U/u*ϭC(y ϩ ) n with nϭ1/7 and C constant. Engineers have used a power law anchored at the center, U/U 0 ϭY n where n is a function of Reynolds number. These equations have always been regarded as curve fits.
Barenblatt asserts that a power law is theoretically wellfounded and superior the log law for approximating pipe flow velocity profiles. This idea is presented in his first book, Barenblatt ͓25͔ as a alternative to the log law. In more recent articles, his power law is claimed to be superior to the log law ͑Barenblatt et al ͓28 -30͔͒. Specifically he advocates the relation U͑ y ͒ u * ϭCy ϩn (7.24) where the coefficients are functions of the pipe Reynolds number, figure the difference between the power law and the log law is plotted as a function of y ϩ . The log law coefficients used are those recommended by Barenblatt ͓26͔; ϭ0.40 and C i ϭ5.1. The power law starts at a level higher than the log law, comes down below the log law by about u ϩ ϭϪ0.5 and then rises. Choosing different constants and C i could make the power law curves very closely tangent to the log law, however, this decreases the approximating ability at larger distances. As the Reynolds number increases, the region where the power law comes close to the log law moves outward. Thus, the region of invalidity near the wall increases in size as Reynolds number increases. But, this invalid region is in terms of y ϩ . In Fig. 46 the difference curves are plotted as a function of Y. This is essentially a wake representation and Coles wake law is shown for comparison. The power law mimics the first portion of the wake law and this approximation is better at higher Reynolds numbers. The power law does not produce a wake component that is independent of Reynolds number. The major point of Figs. 45 and 46 is that the power law mimics the outer part of the log law and the beginning of the wake law. When the center of the pipe is reached, the power law has its maximum slope. There is a region, especially at high Reynolds numbers, where the power law roughly approximates ͑Ϯ0.5͒ the data. The region of a reasonably good fit is probably larger than that of the log law. However, the log law is not an approximating formula. In principle the comparison should be made with the log law plus the wake law.
The authors of recent pipe flow measurements, Zagarola and Smits ͓54͔ and Toonder and Nieuwstadt ͓104͔, have been asked to compare their data to the power law. Neither set of authors concludes that the power law is a superior representation. Now concerning the claim that the power law has theoretical foundations. Barenblatt begins his derivation from the equation This statement could be constructed from the relation U/u * ϭ 1 (y ϩ ,Re) that comes from a dimensional analysis of the problem. The Prandtl-von Kármán heuristic derivation of the log law included assumptions of an eddy viscosity, a constant Reynolds stress equal to the wall shear, and a mixing length increasing linearly from the wall. These assumptions produced a similar equation where the right side is a constant
In the Millikan-Izackson method the fundamental assumption is the equality of the inner function and the defect law. The earlier equation is then derived, and includes the stipulation that is a constant. The only connection is the similarity in the left hand side of Eqs. ͑7.27͒ and ͑7.28͒. In any event, Barenblatt calls it complete similarity if (y ϩ ,Re * )ϭ1/. To go further he sets the right side of Eq. ͑7.27͒ equal to a power law ͑with coefficients that depend on Reynolds number͒, and calls this incomplete similarity y ϩ dU/u * dy ϩ ϭCny ϩn (7.29) This is an arbitrary assumption about the mathematical form of (y ϩ ,Re). The only rigorous theoretical assumption seems to be the dimensional analysis used to find U/u * ϭ 1 (y ϩ ,Re). Integration of Eq. ͑7.29͒ produces Eq. ͑7.24͒. The functional forms of the coefficients C(Re) and n(Re) in Eqs. ͑7.25͒ and ͑7.26͒ are arbitrary.
The Barenblatt power law is not a Poincaré expansion. Some problems are so mathematically complicated that Poincaré expansions are not useful and more general expansions are needed. Many examples are given in Barenblatt ͓28͔. However, in the case of wall turbulence, Poincaré expansions work very well.
Recall that the wake components in channel flow, boundary layer flow, and pipe flow are all different. Thus, the Barenblatt pipe power law, because it includes part of the wake region, does not directly apply to channels and boundary layers. Barenblatt et al ͓31͔ and Barenblatt et al ͓32-34͔ attempt to fit the power law to a zero pressure gradient boundary layer. The first paper analyzes the data of Nagib and Hites ͓95͔, while the second analyzes the data of Osterlund and Johansson ͓94͔. These authors have responded in Osterlund et al ͓105͔. The approach of Barenblatt and coworkers is to use the same functions and coefficient in Eqs. ͑7.24͒, ͑7.25͒, and ͑7.26͒, with a redefined Reynolds number. Thus, they are defining a length scale ⌳ for boundary layer that will give a Reynolds number, U/, to make Eq. ͑7.24͒ correct. This concept has been examined by Panton ͓106͔ and found to be very sensitive and inaccurate. The fact that pipe and boundary layers need different wake constants is actually further evidence that the power law and the log law should not be compared. In principle the log law is the asymptotic behavior of all inner layers and should apply to channels, tubes, and boundary layers. Note that Barenblatt and coworkers would need to revise the constants again for channel flows because channels have a different ⌸ than pipes or boundary layers.
7.6 Higher-Order Expansions for the Velocity. Turbulence theories are based on the asymptotic behavior at high Re * . The purpose of a higher-order estimate ͓terms of higher order in Eq. ͑3.10͔͒ is to extend the validity to lower Reynolds numbers. The values of Re * below which the zero-order estimates become inaccurate must be determined experimentally. The values are slightly different for the different types of flows such as pipe, channel, and boundary layers. For the velocity profile a higherorder expansion would look like
The notation is a little strange because the defect F (1) is the first significant outer function.
As noted previously, low Reynolds number effects come from two sources. The first is the mixing of the inner law f (0) (y ϩ ) and the wake law W(Y ϭy ϩ /Re * )ϭF (1) ϪF cp (0,1) . This first effect was demonstrated in Figs. 43-44 where mixing effects on the log region slope were explored. Below Re * ϭ2000 on Fig. 44 the interaction of the inner and wake laws gives and apparent increase in the log slope. The second effect is in the higher-order terms f ϩ(1) and F (2) and F cp (1, 2) earlier. Practically all work has centered on extensions to the overlap law
One cannot unambiguously see this equation in velocity data because of effect number one noted above. Dealing only with the overlap expression also ignores the higher-order effects from mixing f ϩ(1) and F (2) . The first issue in a higher-order overlap theory is what is the next gauge function. Tennekes ͓16͔ developed a second-order theory for pipe flow including a friction law. In doing this he assumed that the gauge function ⌬ 1 is proportional to Re * Ϫ1/3 . The most typical assumption is that ⌬ 1 ϳRe * Ϫ1 . However, Walker ͓14͔ in his second-order theory chose ⌬ 1 ϳu * /U 0 ϳ1/ln Re * . Walker's choice is the same as the gauge function sequence in the model problem.
Whatever the choice for ⌬ 1 , a second-order overlap theory is doomed to success. The theory will include more unknown constants ͑in addition to , C i , and ⌸͒, and thus it will be able to fit data to lower Reynolds numbers. Any true distinction between effect number one and effect number two will be obscured.
The first paper with a general higher-order result is Afzal ͓19͔. He gives an explicit first-order overlap equation. This equation is based on the assuming that the second gauge function is ⌬ 1 ϭ1/Re * . The result can be written
Collecting first-order and part of the second-order terms together essentially makes the coefficients functions of Reynolds number.
George and co-workers in a series of conference proceedings proposed overlap laws for pipes and channels that are logarithmic with coefficients that depend on Reynolds number. Because this is an attempt to extend the overlap laws to lower Re * , I have arbitrarily placed the discussion in this section. A summary article is George et al ͓37͔. They begin by assuming the two-region structure where the inner is and A ϩ (Re * ) equal zero. The conclusion is that the addition of a ϩ (Re * ) and A ϩ (Re * ) is essentially an arbitrary generalization of the log laws.
Using similar arguments George et al ͓35,36͔, have analyzed the zero-pressure-gradient boundary layer. Here, their inner function is the usual law-of-the-wall, but the outer defect law is scaled by U 0 :
The overlap laws they deduce are
Here the mesolayer parameters A and a ϩ are constant. However, the other ''constants'', C 0 , C i , and ␥, are unknown functions of Re * . The friction law is also a power law. The appropriateness of U 0 as a scaling unit in the outer layer was discussed in Sec. 7.3. The conclusion was that U 0 is not the correct scaling unit.
It is of interest to look more closely at the velocity overlap problem. The inner and outer independent variables are related through y ϩ ϭY Re*. For large Re* one needs to determine three overlap functions Inner:
Outer: Buschmann and Gad-el-Hak ͓20͔ have analyzed data from several recent boundary layer experiments. The Ö sterlund et al ͓94͔ experiments are prominent because they cover a much greater Reynolds number range than others. The graph of (Re*)ϭ1/A is shown in Fig. 47 and is typical of the other coefficients in Eq. ͑7.42͒. They find the same asymptotic value as do the original authors. The graph shows that rises above the asymptotic value for Re * Ͻ4-5000. Between 1000ϽRe*Ͻ2000 the constants are significantly different from their asymptotic values. Below Re * Ͻ1000, where data from many sources exist, there is a tremendous scatter in the data.
Ö sterlund et al ͓94͔ concluded that a significant log region does not exist below Re ⌰ Ͻ6000 (Re * Ͻ1500). Buschmann and Gad-el-Hak ͓20͔ find that the deviation from a log law begins at a somewhat higher Reynolds number, Re * Ͻ4-5000. The reason may be that the fitting region in y, or some other analysis procedure, may be different.
In the end, theory aside, one can rationalize variable coefficients as follows. A low-order function was found using Poincaré expansions. For an expanded range of accuracy, let the coefficients be dependent on Re * . In approximation a function of several variables there is a lot of flexibility. The Poincaré type expansion is what van Dyke would call a rational scheme because it can in principle be continued to higher orders. When one takes a Poincaré type expansion and subsequently allows the coefficients to be functions of the parameter, one gives up some nice mathematical properties, but with the greater flexibility should fit data more accurately. Lagerstrom ͓͑47͔, p. 124͒ gives an example where one cannot match two Poincaré expansions without allowing a coefficient to be a function of the parameter. Thus, it is something of a last resort to abandon the Poincaré type expansion, but there are precedents.
Another validation of the idea of allowing the coefficients to be functions of Re * is work of Afzal ͓19͔ and Buschmann and Gad-el-Hak ͓20͔ discussed earlier.
Collecting first-order and parts of the higher-order terms together makes the coefficients functions of Reynolds number.
One might conclude that below roughly Re * Ͻ1500 both type 1 ͑inner-outer mixing͒ and type 2 ͑higher-order terms͒ may occur. A higher-order overlap law may be insufficient to fit this region. In any event a complete higher-order theory accounting for both the mixing effect and the higher-order term effect is very complex and has not been constructed.
Three
Regions. There have been several proposals for a three-region structure. That is, regions where the independent variable has three distinct scalings; say Y ϭy/h, Y 1/2 ϭY ͱRe * , and y ϩ ϭY (Re * ). The first paper was Long and Chen ͓107͔. There have been several other three-layer analyses, for example Afzal and Busch ͓108͔. Recently, Sreenivasen and Sahay ͓109͔ have attached special physical significance to the behavior of the maximum Ϫ͗uv͘ and speculated that another region exist in this neighborhood Y 1/2 ϵY Re * 1/2 . In Sec. 5.5 this behavior was shown to be the result of the mixing the inner and outer Ϫ͗uv͘ functions as the Reynolds number changes. Thus, the behavior cited as the need for a third region can be explained by two interacting regions.
In singular perturbation problems the need for a intermediate layer would be indicated by the inability to match the two layers and/or the existence of a distinguished limit ͑a limit that produces a distinct balance of terms͒ in the governing equations. Apparently the matching of both Reynolds stress and mean velocity is satisfactory. Let us consider the equations governing the problem; the integrated momentum equation and the unknown Reynolds stress relation In the earlier equation an X shows that term is significant in the limit Re * ⇒ϱ with fixed and ␣ in the indicated range. The outer region is free of the viscous term, the inner is missing the last term ͑pressure gradient͒, and the intermediate limit has only terms common to both regions. This is exactly the behavior one would expect for a two-layer problem ͑Hinch ͓46͔, p. 62.͒. Terms with O would contribute to higher-order terms in the Poincaré expansions. However, because the turbulence problem is not closed, the governing relation for ͗uv͘ is unknown, one cannot definitely conclude that an intermediate region does not exist. Experimental and numerical data may never be precise enough to settle this question. On the other hand if two regions work, three are not needed.
Summary
This review has been organized to show the historical development of our concepts about wall turbulence. In particular, the interpretation of published articles from the viewpoint of composite expansions has been emphasized. Since the original sources have been cited previously, in this section the major theoretical results will be briefly summarized without references.
Composite expansions form a comprehensive theory for the mean velocity and the Reynolds stress profiles of pipe, channel, and boundary layer flows. Composite expansions also have relevance to wall-pressure fluctuations. Profile relations produced by composite expansions are uniformly valid for all y and display the first effects of varying the Reynolds number. Formulation of composite relations introduces a minimum of scaling arguments and does not require modeling assumptions.
The wake law is related to the theory of asymptotic expansions. An additive composite expansion is the sum of the inner and outer functions minus the common part. A wake law is just a combination of two parts of the composite expansion; the outer function minus the common part. As originally proposed, the velocity profile log law was an approximating equation for pipe flow. From the viewpoint of composite expansions the log law is only the common part and the composite expansion itself is the approximating equation.
Because U(y) and ͗uv͘ are connected in the momentum equation, the composite construction and the wake law concept can be expected to apply to the Reynolds stress. DNS and experiment data confirm this fact. The common part on the inner and outer Reynolds stress functions is Ϫ(͗uv͘/u * 2 ) គcp ϭ1. Wall-pressure fluctuations have a spectrum with a Ϫ1 common part. This is seen in experimental measurements when a very high Reynolds number occurs. The space-time pressure spectrum can be transformed into a wave number-phase velocity spectrum ⌽(K,C;Re * ). In this form it displays an overlap ridge located at C max (K)ϳln(K), with peak decay ⌽ϳK Ϫ2 , and an overlap curve ⌽ (⌬C) at any Kϭconstant section. The length scale in the outer region should be independent of the size of the inner region. In boundary layers this is a problem. Integral scales, including the Rotta-Clauser scale, do not have this property. The displacement and momentum thickness are never good units. For Reynolds numbers above Re*ϭ1000 the Rotta-Clauser thickness is useful as it bears a constant ratio to ␦ 99 .
Pipe and channel flows have the same zero-order Reynolds stress profiles, G 0 . However, the velocity profiles have different wake components. The reason is because the outer velocity profile W(Y ) is determined by a G 1 (Y ), a higher-order term in the Reynolds stress expansion. This term is unknown.
As the Reynolds number varies there are two ways that composite profiles change. The first is a different mixing of the leading order inner function and wake function. For example, f (y ϩ ) ϩW(Y ) for the velocity, or g(y ϩ )ϩW គuv (Y ) for the Reynolds stress. This occurs because the outer variable is a different fraction of the inner variable, Y ϭy ϩ /Re * . The second way is through higher-order terms in the asymptotic expansions. These terms contain a mixing effect as they are functions of y ϩ and Y, plus they are preceded by gauge functions that depend on the Reynolds number.
The first Reynolds number effect, the mixing f (y ϩ )ϩW(Y ), depends somewhat on the type of flow. The velocity wake component for pipes and channels is much smaller than that for a boundary layer and therefore there is less interaction at the same Reynolds number. The effect also depends on the nature of the functions. The interaction is a very strong for the Reynolds stress because a function with positive slope interacts with a function with a negative slope. This produces a peak that shifts with Reynolds number. For the velocity profile it is a more modest effect as two functions of the same slope simply add together.
The second Reynolds number effect is from truly higher-order terms in the expansions. This effect is mimicked in boundary layers by allowing the wake constant ⌸ to decrease when the Reynolds number becomes low. Other approaches to low Reynolds number effects have focused upon finding a higher-order equation for the log law ͑common part͒. The necessary first assumption here is the form of the gauge functions. In any event, some of the new terms can be collected together to make the constants in the log law functions of Reynolds number. Fitting data to a higherorder overlap function neglects the mixing interactions discussed earlier. Nevertheless, when the coefficients deviate from their asymptotic values that definitely indicates that higher-order effects are present. The Reynolds number for higher-order effects is not agreed on. For the boundary layer velocity profile some researchers use about Re*ϭ1500 while other data indicates Re*ϭ4 -5000.
Interpreting turbulence correlations as composite expansions supports and justifies the classic theories of wall turbulence. The literature shows that they explain initial Reynolds number dependence and that they offer a unified and comprehensive viewpoint of the wall-layer theory. 
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