We propose that Bayesian variable selection for linear parametrisations with Gaussian iid likelihoods be based on the spherical symmetry of the diagonalised parameter space. This reduces the multidimensional parameter space problem to one dimension without the need for conjugate priors. Combining this likelihood with what we call the r-prior results in a framework in which we can derive closed forms for the evidence, posterior and characteristic function for four different r-priors, including the hyper-g prior and the Zellner-Siow prior, which are shown to be special cases of our r-prior. Two scenarios of a single variable dispersion parameter and of fixed dispersion are studied separately, and asymptotic forms comparable to the traditional information criteria are derived. In a simple simulation exercise, we find that model comparison based on our uniform r-prior appears to fare better than the current model comparison schemes.
Introduction
The overarching problem of variable selection is to choose the best model out of a set of candidate models M M . Given measured data D, the Bayesian solution is to compute the posterior probability for each model with Bayes' theorem,
As equal priors are usually assigned to the competing models, model comparison becomes a task in finding the marginal likelihood or evidence for each model, i.e. solving the integral over all model parameters θ M of the likelihood p(D | θ M , M M ) weighted by the parameter prior p(θ M | M M ),
The preferred model will be the one with the largest evidence i.e. with the highest prior-weighted average over all parameters of the likelihood. Where computation of p(D) over the entire model set is impractical or even impossible, this is circumvented by taking ratios of two model probabilities in the form of Bayes Factors, since p(D) cancels and under the equal-model-prior assumption, they become ratios of the respective model evidences,
Finding the evidence can also be difficult since model parameter spaces A(θ M ) differ widely in size and dimension. While convenient at first sight, assigning uniform priors to parameters results in the untenable situation of strong dependence of each model's evidence and consequently of the Bayes Factors on arbitrarily chosen cutoff parameters introduced by uniform priors. In addition, the dimension K M of the parameter space often differs from model to model, compounding the problems associated with uniform parameter priors and raising the question how models with a larger number of parameters should be penalised compared to those with a smaller number. Surpassing the oversimplified minimum χ 2 and p-value criteria, various information theory-based criteria such as the Akaike Information Criterion and Bayesian Information Criterion are in common use; see [Akaike(1974) ] and [Schwarz(1978) ]. In Section 4, we will in a simple example compare our results with these criteria.
Rather than trying to solve the general case, we focus once again on the well-studied simplest case of "canonical regression" in which the likelihood is Gaussian and the models are restricted to linear function spaces as studied in the past by [Jeffreys(1967) ], [Zellner(1971) ], [Box and Tiao(1973) ] and many others. As pointed out by [Leamer(1978) ], the behaviour of the solution is controlled by the symmetries of the parameter prior. The Gaussian likelihood is easily brought into a form which is spherically symmetric with respect to its parameters, and often there is no prior information which explicitly breaks this symmetry. We here attempt to take this insight to its logical conclusion, basing our approach on the explicit assumption that the parameter prior is spherically symmetric and projecting the K M parameters of a given Gaussian model onto the radius of the K M -dimensional hypersphere.
In the Bayesian literature, conjugate priors have been used to find analytical expressions for the evidence (see e.g. [George and McCulloch(1997) ], [Raftery et al.(1997) Raftery, Madigan, and Hoeting] and [Berger et al.(2001) Berger, Pericchi, Ghosh, Samanta, and Santis]). For the present case of Gaussian likelihoods, the relevant conjugate is the Gaussian itself. Scale mixtures of such Gaussian priors, the g prior of [Zellner(1986) ] and its extensions, have become popular because they reduce the multidimensional problem to one dimension. While based on the same symmetry implicit in the g-prior, our approach includes, but is not limited to, conjugate cases. Both the g-prior and the prior of [Zellner and Siow(1980) ] will be shown to be special cases within our framework.
The goal of this article is to find, based on the assumption of symmetry in the K M -dimensional hypersphere, general analytical expressions for the evidence for Gaussian likelihoods of linear function systems and thence to calculate posteriors, characteristic functions and Bayes Factors. In Section 2, we first treat the case of a single unknown dispersion parameter σ, using it by example to introduce the new radius r of the parameter hypersphere. The central result in Eq. (37) is used both to show how g-priors and the prior of [Zellner and Siow(1980) ] can be obtained with particular choices of r-priors as well as to introduce simpler yet equally powerful new r-priors. This is followed by analytical results for various parameter posteriors and characteristic functions. In Section 3, the single variable dispersion parameter σ is replaced by a set of fixed known standard errors {σ 1 , . . . , σ N }, one for each data point. What we have in mind here is the application of the r-prior formalism to existing data with measured standard errors treating, however, the σ n not as likelihood variables but as constants. In Section 4, we test and compare our results to related model comparison criteria, concluding with a discussion in Section 5.
2 Single unknown dispersion parameter
Definition and diagonalisation
The generic model which we shall study in this section consists of a data set D = y = {y n } N n=1 ∈ R N measured at fixed sampling points x = {x n } N n=1 ∈ R N . The relevant information includes
k=1 and the dimensionality of the space K M are model-specific, H M = {g M , K M }. A given model is therefore specified by M M = {H 0 , H M } and of course the assumption that the errors between data and model are iid and Gaussian in nature.
From this point, we focus on developing a single model M and hence drop the subscript M . As stated, we limit ourselves to the class of function systems g = {g k (x)} K k=1 ∈ R K with the linear regression coefficients a = {a k } K k=1 ∈ A(a) = R K acting as parameters θ, and errors
which are assumed to be iid and normally distributed with a single unknown dispersion parameter σ,
resulting in the joint likelihood
with
As set out in Section 2.2, the coefficients a will depend on a common radius r ∈ R + in parameter space which in this section in turn depends on σ through corresponding metapriors p(r | σ, M) and p(σ | M). The evidence is hence a (K+2)-fold integral
We start with the usual process of finding the maximum likelihood and the concomitant diagonalisation of the parameters in A(a).
Using the Einstein summation convention 1 and defining the design matrix X nk = g k (x n ) and
we can write the χ 2 function as
1 Each repeated index indicates a sum, u k v k ≡ K k=1 u k v k in parameter spaces and unvn ≡ N n=1 unvn with n the datapoint index. The only exception to this convention relates to the index ℓ of an eigenvalue λ ℓ , which is not summed unless repeated separately elsewhere in the equation. In ambiguous cases such as Eq. (15), a glance at the other side of the equation usually determines whether a given index is fixed or summed.
For Gaussians, the minimum of occurs at the same pointâ as the maximum likelihood, with componentsâ
The quadratic form in (12) is "standardised" to the new parameter set b ∈ A(b) by use of the eigenvalue equation with eigenvalues λ ℓ and eigenvectors e ℓj which are orthonormalised, e uk e vk = δ uv ,
Following the notation of [Bretthorst(1988) ], the change from a to b involves a rotation by eigenvectors e jk and a scale change by the eigenvalues λ j ,
in terms of which
where, with the help of the spectral decomposition (29), we recognisê
as both the rotated and scaled counterpart of y j and as the likelihood mode in A(b). Hence Eq. (12) becomes
in terms of the usual minimum χ 2 and the radii of K-spheres in A(b) centered at 0 and atŷ respectively,
radii of spheres centered at 0 andŷ respectively. In terms of b, the likelihood can be written as
with F (σ) = (2π) −N/2 σ −N e −N y 2 /2σ 2 , or alternatively in the form
For reference purposes, we list the relations between the modes,
spectral decompositions,
and mention in passing the orthonormality χ nu χ nv = δ uv of the standardised design matrix,
2.2 Projection onto one dimension: the r-prior
As always, we wish to calculate the evidence, which in the present model family is the marginal
The K-dimensonal integral and the specification of K prior parameters b normally represents a significant challenge. In our view, the best solution is to choose a prior for b which is spherically symmetric in A(b) by introducing a radius r and a corresponding intermediate r-prior,
where δ(x) is the Dirac delta function. This choice of prior is equivalent to the assumption that the prior information available to the observer is unchanged under rotation of b in A(b). This rotational Principle of Indifference or "information isotropy" in parameter space implies that p(b | r, M) must be uniformly distributed over the surface of the K-dimensional hypersphere of radius r, for every possible value of r. Specifically, the observer has no reason a priori to prefer, or give nonuniform prior weight to, any one of the axial directions in A(b) i.e. to any specific function H k (x), and hence to any function g k (x), apart from the scales and covariances introduced by the design matrix itself during the backtransformation from b to a. The mathematical consequence of this argument is Eq. (32). A spherically symmetrical prior significantly simplifies the problem as calculations in the Kdimensional space A(b) become calculations in the one-dimensional space A(r). This can be done once and for all by calculating the likelihood with fixed (r, σ),
To simplify the calculation, we use the Laplace-type integral representation for the Dirac delta function and an integral representation of the generalised confluent hypergeometric function [Watson(1922) 
with C the contour integral along the imaginary line from (c−i∞) to (c+i∞), to obtain
leading to a closed form in terms of the generalised hypergeometric function,
withŷ kŷk a function of y through Eqs. (26) and (11). The projection in Eqs. (32) and (37) are our central result. It shows that, once the radius r is introduced, the K-dimensional parameter spaces A(a) and A(b) can always be reduced to the one-dimensional space A(r) = R + . The same answer can also be obtained via the Fourier transform
whose calculation proceeds exactly as above with the substitution of (
from which the evidence follows as
Connection of r-priors with the hyper-g and Zellner-Siow priors
Of course, invariance under b-rotation by no means precludes inclusion of pertinent information with regard to the radius r. The choice of p(r | M) leaves much room and indeed incorporates the popular choices currently in use. In our notation, the evidence for the hyper-g prior with metaparameter a > 2 is, according to [Celeux et al.(2012) Celeux, El Anbari, Marin, and Robert],
As shown in more detail in Section 5, it can be reproduced within our framework by combining the projection formula (37) with an r-prior in terms of the second confluent hypergeometric function U and a Jeffreys prior for σ (equivalent to φ −1/2 in [Liang et al.(2008)Liang, Paulo, Molina, Clyde, and Berger] ),
with C J the improper constant. Likewise, the evidence for the [Zellner and Siow(1980) ] prior
results from integrating (37) together with a Jeffreys prior for σ and a r-prior
Other choices of r-priors
There are no doubt many different r-priors, governed by available information. We shall consider the two simple examples of a gamma prior and an improper uniform r-prior. The gamma prior is equivalent to a Gamma distribution in r 2 with the scale set by σ,
and an uniform improper prior
along with a Jeffreys prior for σ in both cases. For example, the evidence with the above gamma prior is found from the integral
while the uniform r-prior results in
suggesting that the choice γ=1/2 is to be preferred except where pertinent information suggests otherwise. Indeed the γ=1/2 prior would appear to render the improper uniform prior redundant.
Posteriors
For the posteriors of the gamma and uniform r-priors, we find the joint densities to be respectively
with C N = N/(1+N ), resulting in posteriors which are Student's t-distributions,
While in previous sections, the backtransformation from b to a is trivially effected by replacements listed in Section 2.1, care must be taken for the joint densities and posteriors since they acquire a determinant from the transformation (15),
For example, the posterior for the uniform r-prior is
To find the characteristic functions of the b-posteriors, we rely on the same Fourier transform technique sketched in Eq. (39) for the joint density p(y, b | r, σ, M): once we have found the Fourier transform
the evidence is
and therefore the characteristic function for the posterior is
After integrating, we find for the gamma prior (45) and using Eq. (39)
and so the characteristic function for the posterior is
Similarly, we obtain for the uniform prior
3 Fixed error dispersion
Definition and diagonalisation
In this section, we change the information from a single variable σ to a set of widths σ = {σ n } N n=1 assumed to be known constants, so that the Gaussian error distribution becomes
The joint likelihood is
with C σ = n 2πσ 2 n −1/2 a model-independent constant and
The design matrix and data elements are now scaled individually by σ n ,
and defining z 2 = z n z n /N , G jk = X nj X nk /N and z k = z n X nk /N , we obtain
The components of the likelihood modes in A(a) and A(b) arê
and diagonalisation proceeds with the same equations as in Section 2.1 but subject to the above changed definitions. We end up with
with the minimum χ 2 and radius given by
In A(b), the likelihood is
and the evidence for fixed r changes from Eq. (37) to
Results for different r-priors
Since σ is fixed, the gamma r-prior of Eq. (45) must be adapted to include both the existing metaparameter γ and a new metaparameter α,
and the resulting evidence is
.
Using Kummer's relation (see [Abramowitz and Stegun(1964) ]),
this can also be written as
while for the uniform prior (46)
Apart from normalisation constants, the evidence for uniform prior therefore corresponds to the choice α = 1, γ = 1/2 for the gamma prior and replacing (N +1) with N . For comparison, the corresponding evidence expressions for the hyper-g and Zellner-Siow priors with their σ set to 1 are, respectively,
After substitution, we obtain after some calculation the posteriors
The posteriors are neither Gaussian in b nor symmetric aboutẑ since the respective exponents have a maximum atẑ but the power-law factors have a maximum at 0. The origin for this can, of course, be traced to our choice of prior p(b | r, M) in Eq. (32) which centers the sphere at the origin. The characteristic function for the posterior follows as
Asymptotic forms
As the argument z of all the hypergeometric functions grows with N , the asymptotic form for z ≫ 1 is, according to [Bateman et al.(1953) Bateman, Erdélyi, Magnus, Oberhettinger, and Tricomi],
will often suffice. The gamma-prior evidence Eq. (78) 
and likewise of the uniform-prior evidence (79)
We also find the asymptotic form of the evidence for the hyper-g prior (81) to be
and with the help of
approximate the Zellner-Siow evidence (82) by
Of course the asymptotic forms are not exactly normalised, so that we can use them only for model comparison with information criteria or in ratios such as Bayes Factors. This implies also that model comparison using Eq. (88) is de facto independent of α since α appears only as a constant.
Comparing model comparison schemes
Given the closed-form expressions for the evidence within each of the different approaches, model comparison using Bayes Factors can, of course, be effected simply by insertion of the relevant expression into Eq. (3). We shall not do so here, however, preferring to address by example the more general question as to which of the model comparison schemes works best. Apart from the four different forms for the evidence considered so far, we also include several schemes that have been used in the literature, namely H AIC , the Akaike Information Criterion of [Akaike(1974) ], H BIC , the Bayesian Information Criterion of [Schwarz(1978) ] and H AICc , the Akaike Information Criterion as corrected by [Hurvich and Tsai(1989) ]. All of these can be shown to be equivalent to −2 log p(y | H) in our notation. For easier comparison, we therefore list in Table 1 the different schemes together with the −2 log p(y | H) versions of the asymptotic forms (88)- (92). In the second part of Table 1 , the corresponding asymptotic forms for the evidences of Sections 2.3 and 2.4 are shown using the relation 2 F 1 (a; b; c; z) =≃ Γ(c) Γ(a) (bz) a−c e bz . K-independent constants have been omitted since they cancel anyway once one does model comparison within any one scheme.
In order to test our results and to make a fair comparison between different schemes, we define N =100 points x n = n/100 spaced evenly over the line interval [0, 1), and simulate three samples D K = {y n } generated respectively by the (K−1)th degree polynomials with the K "true" coefficients a 0 , . . . a K−1 fixed as follows:
where ε n is sampled from Eq. (61) with σ n = 0.1 ∀ n. For a given sample (say for example D 2 with K true = 2), each scheme of Table 1 is implemented with the five competing "models" M K consisting of the polynomials up to degree K−1,
and, for a given comparison scheme, the best model's dimension K best is the one with maximum evidence or minimum −2 log p(D 2 | K, H). The comparison scheme is deemed to have failed the test whenever the winning model chooses K best = K true within that scheme. Repeating this for 10 5 realisations of D 2 yields a failure rate for each of .the schemes. The results are shown in the Table 2 . The columns headed by "exact" use the exact forms of the evidence as set out in Section 3.2, while those headed N ≫1 use the asymptotic forms of Section 3.3 or the equivalent forms listed in Table 1 . In the case of the Zellner-Siow prior, we use only the asymptotic case, as the exact form is too expensive numerically. Due to the close correspondence between H u and H ′ γ , only the former is shown; for the g-prior, we set the metaparameter to a = 3. From Table 2 , it is clear that the uniform r-prior consistently returns the lowest failure rates of all schemes that were tested, ranging from 0.1% to 0.5%. The g-prior also does well, again yielding better results in its asymptotic form. The remaining schemes exhibit increasingly high failure rates, ranging from 4% for the BIC case to 25% for the AIC.
Surprisingly, the asymptotic form of H u appears to do even better than the exact one. We are unsure why this is so; it may be specific to the polynomial testing scheme used, or have more general significance. For the moment, we recommend trying both the exact and asymptotic form of H u for given data and function system. Scheme −2 log p(y | H) for fixed σ 
Discussion
We conclude with a few comments.
To summarise the present work in a few lines: we suggest that the best model comparison scheme for linear function systems with iid Gaussian errors is given by the evidence with uniform r-prior of Eqs. (48) or (79) or, for N ≫ 1, by the asymptotic formula
Related posteriors and characteristic functions such as (52), (54) and (60) permit calculation of parameter covariance matrices and other summary measures. The results of Section 4 are encouraging, and we are confident that the internal consistency of the basic assumption of spherical symmetry in parameter space, as evident throughout this article, will fare well in other numerical tests and situations. Time will tell. At this early stage, the intuition that comes with repeated use of the mathematical results is still underdeveloped. For the moment, we merely point out that intuition based on the original and widely used minimum χ 2 can be translated into the language of spherical symmetry. The key statistic is clearlyR 2 =ẑ kẑk , which is invariant under rotation, as it must be. It and χ 2 0 are two sides of the same coin, since the moment z 2 is a constant for any given dataset and
so χ 2 0 translates directly intoR 2 . Since by Eq. (63) χ 2 ≥ 0 and hence also χ 2 0 ≥ 0, a perfect fit or zero errors is the same as χ 2 0 = 0 orR 2 = z 2 . For the calculation of posteriors, the individual componentsẑ k are also needed.
Finally, we consider in greater detail the relationship between r-priors and the fixed-g and hyper-g priors, using the variable σ case of Section 2. Given the Gaussian likelihood p(y | a, σ, M) of Eq. (6), the original idea of [Zellner(1986) ] was to formulate a Gaussian prior for a with the same design matrix as the data, which contained an additional scale parameter g, p(a | g, σ, H Z ) = e −N a k G kℓ a ℓ /2σ 2 g (det G) 1/2 (2πσ 2 g) K/2 ,
which, while fully K-dimensional, implicitly assumed a spherically symmetric space in the standardised parameters b,
With the help of p(r | b) = δ(r − √ b k b k ), this can be written immediately in the form of a "Zellner r-prior", which after some calculation is 
This is, in fact, a special case of our gamma prior (45) with γ ↔ K/2 and σ 2 ↔ (gσ 2 /N ). Given the difficulties with the fixed Zellner g-prior, [Liang et al.(2008)Liang, Paulo, Molina, Clyde, and Berger] introduced the hyper-g prior, a mixture of such priors weighted by
which can in turn be written as the r-prior already quoted in Eq. (41), While all fixed-g and hyper-g priors can therefore be written as special forms of r priors, the converse is not true in general because Eq. (101) cannot be inverted. However, for the specific case of our gamma prior (45), this can be done as follows. Choosing as g-prior
we recover (45), p(r | σ, H γ ) = dg p(r | g, σ, H Z ) p(g | H γ ) = 2 r 2γ−1 e −r 2 /2σ 2 Γ(γ) (2σ 2 ) γ .
The benefit of this seemingly circular argument is that the form of Eq. (102) suggests that g is limited to a maximum of N . In terms of the conceptual sample of [Zellner(1986) ], this implies that the variance of this conceptual sample cannot be less than the design matrix of the data. Using a mixture of g-priors ensures spherical symmetry but it complicates the choice of mixture for the g-prior. For example, our gamma distribution in r results in a non-intuitive distribution (102) for g. While this gamma-based g prior does happen to be K-independent, all the alternative cases of g mixtures do exhibit a K-dependence. We can see no compelling reason to introduce K-dependence into the r-prior but would argue to the contrary that the advantage of an r-prior is precisely that the same radius r should be used for all models, irrespective of the dimensionality of their parameter space. The r-priors place the different models with their different dimensions on the same footing and, in doing so, addresses the question of fair comparison of models with different K.
