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Introduc¸a˜o
O estudo de probabilidades e´ uma das a´reas da matema´tica cujo conhecimento e´
relativamente recente. Registros histo´ricos apontam que suas ra´ızes encontram-se numa
matema´tica elementar, a teoria dos jogos de azar. Consta que na Franc¸a do se´culo XVII,
os jogos de azar tornaram-se uma atividade popular muito aceita e que segundo registros,
na˜o encontrava restric¸a˜o perante a` lei. Na medida em que os jogadores passaram a usar
jogos mais complexos e movimentar grandes quantias em dinheiro, sentiram a necessidade
de um me´todo racional para calcular com certa precisa˜o os riscos de cada jogador nos jogos.
Chevalier de Mere (1607-1684) movido por esta necessidade consultou o matema´tico Blaise
Pascal(1623-1662), que estabeleceu correspondeˆncia a respeito do assunto com outros
matema´ticos da e´poca, especialmente com Pierre de Fermat (1601-1665). Acredita-se que
a origem da teoria das probabilidades esta´ diretamente ligada a tais acontecimentos [8].
Nos dias atuais, movidos pelo desejo de prever lucros ou preju´ızos, ganham
eˆnfase estudos relacionados aos eventos cujos resultados dependem de inu´meros fatores.
Como exemplo, podemos considerar a quantia que um jogador pode ganhar ou perder
em uma sequ¨eˆncia de jogos de azar, ou ainda, a chance de um investidor obter lucros na
bolsa de valores, dado que a volatilidade dos nego´cios o impede utilizar uma estrate´gia
constante que indique qual a melhor aplicac¸a˜o.
Para o estudo dessa teoria, e´ preciso definir de forma coerente experimen-
tos aleato´rios e experimentos determin´ısticos. Experimentos determin´ısticos sa˜o aqueles
que quando repetidos em condic¸o˜es semelhantes conduzem a resultados essencialmente
ideˆnticos. A discuc¸a˜o sobre experimentos aleato´rios por sua vez, requer uma maior argu-
mentac¸a˜o [13].
Em diferentes campos da atividade pra´tica e cient´ıfica, encontramos casos onde
certos experimentos ou observac¸o˜es podem repetir diversas vezes sob condic¸o˜es uniformes,
dando cada observac¸a˜o isolada um resultado anteriormente previsto. Os jogos de azar
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proporcionam um exemplo simples de experimentos desse tipo, mas ha´ uma grande quan-
tidade de outros e mais importantes exemplos. Assim, do tipo comum de experimento
cient´ıfico que ocorre na f´ısica, na qu´ımica, na biologia, na medicina,. . . , se procura man-
ter todas as condic¸o˜es pertinentes ao experimento sobre controle, de modo a reproduzir
uma repetic¸a˜o o mais uniforme poss´ıvel. De forma semelhante, na maioria dos ramos
da indu´stria, o processo de produc¸a˜o envolve repetic¸a˜o cont´ınua de certas operac¸o˜es sob
condic¸o˜es que, tanto quanto poss´ıvel, deveriam se manter constantes. Exemplos adicionais
se encontram nas estat´ısticas demogra´ficas e sociais, onde muitas vezes observamos certas
propriedades numa sequ¨eˆncia de indiv´ıduos selecionados de maneira uniforme de alguma
populac¸a˜o dada [8].
Todavia, em tais casos e´ poss´ıvel verificar que, embora se tome o ma´ximo
de cuidado para manter as condic¸o˜es do experimento ta˜o uniformes quanto poss´ıvel,
aparecera´ uma variabilidade intr´ınseca que na˜o pode ser mantida sob controle. Devido a
esta variabilidade, o resultado do experimento variara´ de forma irregular entre sucessivas
repetic¸o˜es, e na˜o se pode predizer precisamente o resultado de uma repetic¸a˜o isolada. Em
tal caso, dizemos que se trata de um experimento aleato´rio ou uma observac¸a˜o aleato´ria.
Assim, em qualquer experimento aleato´rio, devemos esperar que o resultado varie de uma
repetic¸a˜o para outra do experimento [19].
Neste trabalho abordaremos uma introduc¸a˜o sobre varia´veis aleato´rias e cadeias
de Markov. O estudo das varia´veis aleato´rias e´ de fundamental importaˆncia uma vez
que nos permite caracterizar experimentos aleato´rios de forma nume´rica, tornando mais
simples a descric¸a˜o de problemas que envolvem um nu´mero arbitra´rio de varia´veis. Com
as cadeias de Markov podemos estudar processos aleato´rios que possuem curta memo´ria,
ou seja, situac¸o˜es em que o conhecimento do que ocorreu ate´ o penu´ltimo esta´gio, na˜o
interfere no resultado do u´ltimo esta´gio. Situac¸o˜es com essas caracter´ısticas ocorrem em
inu´meras aplicac¸o˜es, como por exemplo a ana´lise do n´ıvel econoˆmico de um cidada˜o que
depende apenas do n´ıvel econoˆmico da gerac¸a˜o anterior, ou ainda o situac¸a˜o da ru´ına de
um jogador que disputa uma sequ¨eˆncia de jogos de azar contra um oponente, onde as
u´nicas possibilidades em cada uma das partidas sa˜o de vito´ria ou derrota.
No cap´ıtulo que trata de varia´veis aleato´rias, sera´ definida a func¸a˜o de dis-
tribuic¸a˜o de probabilidade para uma varia´vel aleato´ria, estendendo a definic¸a˜o tambe´m
para um nu´mero arbitra´rio dessas. Entretanto, aqui o estudo sera´ concentrado no caso
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discreto. Depois disso, estudaremos processos estoca´sticos, sequ¨eˆncias aleato´rias e cadeias
de Markov. Nesta trabalho o estudo sera´ concentrado nas cadeias de Markov finita, esta-
ciona´ria, irredut´ıvel e aperio´dica.
A definic¸a˜o de espac¸o amostral, eventos, bem como os conceitos ba´sicos sobre
a teoria das probabilidades sera˜o vistos no primeiro cap´ıtulo deste trabalho. E´ impor-
tante salientar que sera´ adotada uma abordagem semi-rigorosa, mesmo por que o estudo
rigoroso requer amplo conhecimento sobre a teoria da medida [5]. Na˜o iremos demonstrar
as propriedades, proposic¸o˜es e teoremas que sera˜o citados neste cap´ıtulo. As
demonstrac¸o˜es formais podem ser encontradas nos livros citados nas refereˆncias
bibliogra´ficas deste trabalho.
Neste trabalho vamos considerar o conjunto dos nu´meros naturais N com o
nu´mero zero. Quando o mesmo na˜o for utilizado denotaremos por N∗.
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Cap´ıtulo 1
Probabilidade
1.1 Espac¸o Amostral e Eventos
Experimentos Aleato´rios
Conforme abordado na introduc¸a˜o do trabalho, experimentos aleato´rios sa˜o
aqueles que, repetidos em ideˆnticas condic¸o˜es, produzem resultados que na˜o podem ser
previstos com certeza. Embora na˜o saibamos qual o resultado que ira´ ocorrer num
experimento, em geral conseguimos descrever o conjunto de todos os resultados poss´ıveis
que podem ocorrer. As variac¸o˜es dos resultados, de experimento para experimento, sa˜o
devidas a uma multiplicidade de causas que na˜o se pode controlar, as quais denominada
acaso.
Experimentos Determin´ısticos
Experimentos determin´ısticos sa˜o aqueles que quando repetidos em condic¸o˜es
semelhantes conduzem a resultados essencialmente ideˆnticos.
Espac¸o Amostral
Seja um conjunto Ω formado por os resultados poss´ıveis de um experimento
aleato´rio. Definimos o conjunto Ω como espac¸o amostral.
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Evento
Dado um experimento aleato´rio cujo espac¸o amostral e´ Ω. Chamamos de evento
todo subconjunto de Ω. Evento certo e´ o pro´prio conjunto Ω, consistindo de todos os
resultados poss´ıveis e o evento nulo ou imposs´ıvel na˜o conte´m nenhum resultado poss´ıvel,
ou seja, nunca ocorre.
Em geral indica-se um evento por uma letra maiu´scula do alfabeto: A, B, C,. . . ,
X, Y, Z. Os eventos que possuem um u´nico elemento (]A = 1) sa˜o chamados de eventos
elementares.
Unia˜o de Eventos
Sejam A e B dois eventos. Enta˜o A ∪B e´ tambe´m um evento que ocorre se, e
somente se, A ou B (ou ambos) ocorre. Dizemos que A ∪B e´ a unia˜o entre o evento A e
o evento B.
Seja A0, A1, . . . , An uma colec¸a˜o finita de eventos. Enta˜o,
n⋃
i=0
Ai = A0 ∪ A1 ∪ . . . ∪ An,
e´ tambe´m um evento que ocorre se, e somente se, ao menos um dos eventos Aj ocorre.
Dizemos que A0 ∪ A1 ∪ . . . ∪ An e´ a unia˜o finita dos eventos A0, A1, . . . , An.
Seja A0, A1, A2, . . . uma sequ¨eˆncia de eventos. Enta˜o,
+∞⋃
i=0
Ai = A0 ∪ A1 ∪ A2 ∪ . . . ,
Dizemos que A0 ∪ A1 ∪ A2 ∪ . . . e´ unia˜o infinita dos eventos A0, A1, A2, . . ..
Intersec¸a˜o eventos
Sejam A e B dois eventos. Enta˜o A ∩ B e´ tambe´m um evento que ocorre se,
se somente se, A e B ocorrem simultaneamente. Em particular, se A ∩B = ∅, A e B sa˜o
chamados de eventos mutuamente exclusivos.
Seja A0, A1, . . . , An uma colec¸a˜o finita de eventos. Enta˜o,
n⋂
i=0
Ai = A0 ∩ A1 ∩ . . . ∩ An,
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e´ tambe´m um evento que ocorre se, e somente se, todos os eventos Aj ocorrem simultane-
amente.
Seja A0, A1, A2 . . . uma sequeˆncia de eventos. Enta˜o,
+∞⋂
i=0
Ai = A0 ∩ A1 ∩ A2 . . . ,
e´ tambe´m um evento que ocorre se, e somente se, todos os eventos Aj ocorrem simultane-
amente.
Complementar de um evento
Seja A um evento. Enta˜o AC e´ tambe´m um evento que ocorre se, e somente se,
A na˜o ocorre.
1.2 Probabilidade
Definic¸a˜o 1.1. O conjunto formado por todos os subconjuntos de um conjunto A e´
chamado conjunto das partes de A e denotado por P(A).
Definic¸a˜o 1.2. Seja Ω um espac¸o amostral. Seja P(Ω) o conjunto das partes de Ω. Uma
func¸a˜o P : P(Ω)→ R e´ chamada de Probabilidade se,
• 0 ≤ P [A] ≤ 1, para todo evento A ∈P(Ω);
• P [] = 0, P [Ω] = 1;
• Se A1, A2, A3, . . ., e´ uma sequ¨eˆncia de eventos tais que Ai∩Aj = ∅, para todos i 6= j,
enta˜o P
[
+∞⋃
k=0
]
=
+∞∑
k=0
P [Ak].
Considere dois eventos A e B pertencentes a um mesmo espac¸o amostral Ω.
Enta˜o as seguintes propriedades sa˜o verdadeiras.
Propriedade 1.1. P [AC ] = 1− P [A].
Propriedade 1.2. Se A ⊂ B enta˜o P [A] = P [B]− P [B − A].
Propriedade 1.3. Se A ⊂ B enta˜o P [A] ≤ P [B].
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Propriedade 1.4. P [A ∪B] = P [A] + P [B]− P [A ∩B].
Propriedade 1.5. Se B0, B1, . . . sa˜o subconjuntos de Ω tais que B0 ⊇ B1 ⊇ B2 . . ., enta˜o
B = ∩+∞i=0Bi satisfaz P [B] = limi→+∞ P [Bi].
Propriedade 1.6. ∀n ∈ N, temos
P [A0 ∪ A1 ∪ . . . ∪ An] = P [A0] + P [A1] + . . .+ P [An] +
−P [A0 ∩ A1]− . . .− P [An−1 ∩ An] +
+P [A0 ∩ A1 ∩ A2] + . . .+ P [An−2 ∩ An−1 ∩ An] +
+ . . .+ (−1)n−1P [A0 ∩ A1 ∩ A2 ∩ . . . ∩ An].
1.2.1 Espac¸os Amostrais Discretos
Considere Ω = {a0, a1, a2, . . . , an} um espac¸o amostral finito, onde todos os even-
tos elementares sa˜o mutuamente exclusivos. Assim a probabilidade de qualquer evento
B = {a′0, a′1, a′2, . . . , a′m} e´ dada por P [B] = P [{a′0, a′1, a′2, . . . , a′m}] = P [{a′0}] + P [{a′1}] +
P [{a′2}]+. . .+P [{a′m}]. Se Ω for enumera´vel, a probabilidade do evento C = {b′0, b′1, b′2, . . .}
e´ dada por P [C] = P [b′0] + P [b
′
1] + P [b
′
2] + . . . .
Como consequ¨eˆncia do exposto acima, se o resultados do espac¸o amostral finito
Ω sa˜o igualmente prova´veis enta˜o a probabilidade de um evento e´ igual ao quociente do
nu´mero de resultados do evento sob o nu´mero total de resultados do espac¸o amostral.
1.2.2 Probabilidade Condicional
Definic¸a˜o 1.3. Dados dois eventos A e B, a probabilidade condicional de A dado B e´,
P [A | B] = P [A ∩B]
P [B]
.
Esta definic¸a˜o so´ faz sentido no caso de P [B] > 0. Se P [B] = 0, temos que P [A | B] na˜o
e´ definida.
Analogamente, a probabilidade condicional de B dado A e´,
P [B | A] = P [B ∩ A]
P [A]
.
Esta definic¸a˜o tambe´m so´ faz sentido no caso de P [A] > 0. Se P [A] = 0, temos que
P [B | A] na˜o e´ definida.
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Propriedade 1.7. Dados A, B e C eventos com P [B ∩ C] > 0, enta˜o,
P [A ∩B | C] = P [A | B ∩ C]P [B | C].
Propriedade 1.8. Se A0, A1, A2, . . . , AN sa˜o eventos indepedentes tais que
Ω =
⋃N
k=0 Ak. Se P [B] > 0, enta˜o,
P [A | B] =
N∑
k=0
P [A ∩ Ak | B].
Propriedade 1.9. Seja A tal que P [A] > 0. Enta˜o,
(a) P [∅ | A] = 0, P [Ω | A] = 1, 0 ≤ P [B | A] ≤ 1.
(b) P [(B ∪ C) | A] = P [B | A] + P [C | A], se [B ∩ C] = ∅.
Definic¸a˜o 1.4. Definimos dois eventos A e B como sendo independentes se
P [A | B] = P [A] ou P [B | A] = P [B].
Podemos ainda escrever as expresso˜es acima em termos da definic¸a˜o de probabilidade
condicional 1.3. Se dois eventos A e B sa˜o independentes,
P [A ∩B] = P [A | B].P [B] = P [A].P [B | A] = P [A].P [B].
Dois eventos sa˜o independentes quando a ocorreˆncia ou na˜o ocorreˆncia de algum
evento B na˜o altera a ocorreˆncia de um evento A, ou analogamente, quando a ocorreˆncia
ou na˜o ocorreˆncia de algum evento A na˜o altera a ocorreˆncia de um evento B.
Teorema 1.1 (Teorema do Produto). Se P [A0 ∩ A1 ∩ . . . An] 6= 0, enta˜o,
P [A0 ∩A1 ∩ . . . An] = P [A0]P [A1 | A0]P [A2 | (A0 ∩A1)] . . . P [An | (A0 ∩A1 ∩ . . .∩An−1)].
Teorema 1.2 (Teorema da Probabilidade Total). Se B e´ um evento contido numa unia˜o
de eventos disjuntos A0, A1, . . . , An e P [A0] > 0, P [A1] > 0,. . ., P [An] > 0 enta˜o,
P [B] = P [A0]P [B | A0] + P [A1]P [B | A1] + . . .+ P [An]P [B | An].
Teorema 1.3 (Teorema de Bayes). Se P [A0 ∩ A1 ∩ . . . An] 6= 0, e P [B] > 0, para
i = 0, 1, 2, . . . , n, enta˜o
P [Ai | B] = P [Ai].P [B | Ai]
P [A0].P [B | A0] + . . .+ P [An].P [B | An] .
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Cap´ıtulo 2
Varia´veis Aleato´rias
2.1 Introduc¸a˜o
O resultado de uma operac¸a˜o individual de um experimento aleato´rio pode ser
expresso em forma nume´rica, isto e´, declarando os valores supostos no experimento por
um certo nu´mero de quantidades varia´veis. A referida ide´ia e´ verdadeira a` medida que
o experimento se acha diretamente relacionado com contagem ou medic¸a˜o de varia´veis
quantitativas.
Para exemplificar podemos pensar na experieˆncia do lanc¸amento de um foguete,
onde os resultados podem ser denominados “sucesso” ou “fracasso”; a experieˆncia de
controle de qualidade em uma determinada empresa, onde os resultados podem ser de-
nominados “bom” ou “defeituoso”; a experieˆncia do lanc¸amento de uma moeda, onde
os resultados sa˜o denominados “cara” ou “coroa”; ou ainda a experieˆncia de observar o
sexo de uma crianc¸a rece´m-nascida, onde os resultados sa˜o denominados “menino” ou
“menina”. Em todos os casos podemos convencionar a designac¸a˜o de “sucesso”,“bom”,
“cara” e “menino” por 1, e “fracasso”, “defeituoso”, “coroa” e “menina” por 0, respectiva-
mente. Observamos claramente que a notac¸a˜o nume´rica desses experimentos e´ conveniente
e facilita sua descric¸a˜o e manipulac¸a˜o.
2.2 Definic¸a˜o de Varia´vel Aleato´ria
Definic¸a˜o 2.1. Uma varia´vel aleato´ria num dado espac¸o amostral Ω e´ uma func¸a˜o
X : Ω→ R.
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Exemplo 2.1. Em cada um dos exemplos citados na introduc¸a˜o deste cap´ıtulo, o espac¸o
amostral Ω consiste de dois elementos a e b e podemos definir X : Ω → R, X(a) = 0 ou
X(b) = 1:
No caso da experieˆncia de lanc¸amento de um foguete, podemos definir
a = sucesso e b = fracasso, e com isso X : Ω→ R, X(sucesso) = 0 ou X(fracasso) = 1.
No caso da experieˆncia de controle de qualidade de uma determinada empresa,
podemos definir a = bom e b = defeituoso, e com isso X : Ω → R, X(bom) = 0 ou
X(defeituoso) = 1.
No caso da experieˆncia de lanc¸amento de uma moeda, podemos definir a =
cara e b = coroa, e com isso X : Ω→ R, X(cara) = 0 ou X(coroa) = 1.
No caso da experieˆncia de observar o sexo de uma crianc¸a rece´m-nascina, pode-
mos definir a = menino e b = menina, e com isso X : Ω → R, X(menino) = 0 ou
X(menina) = 1.
Exemplo 2.2. Uma moeda “na˜o-viciada” ou “honesta” e´ arremesssada treˆs vezes.
Vamos considerar “H” como sendo “cara” e “T” como sendo “coroa”. Assim o espac¸o
amostral Ω e´
constitu´ıdo pelo seguinte conjunto de pontos:
Ω = {HHH,HHT,HTH,HTT, THH, THT, TTH, TTT}.
Seja X a varia´vel aleato´ria que determina o nu´mero de caras em cada ponto
amostral. Enta˜o, X tem imagem formada pelo conjunto {0, 1, 2, 3}. A tabela abaixo
relaciona os valores da varia´vel aleato´ria X para cada ω ∈ Ω.
ω HHH HHT HTH HTT THH THT TTH TTT
X(ω) 3 2 2 1 2 1 1 0
Tabela 2.1: Valores da varia´vel aleato´ria X para cada ponto do espac¸o amostral Ω.
Exemplo 2.3. Um dispositivo mecaˆnico e´ utilizado para gerar nu´meros aleato´rios de dois
algarismos (de 00 ate´ 99, igualmente prova´veis). O espac¸o amostral e´ Ω = {00, 01, . . . , 99}.
Podemos definir uma func¸a˜o X : Ω → R tal que X(ω) e´ produto dos dois algarismos do
ponto amostral ω. Essa func¸a˜o e´ uma varia´vel aleato´ria. Lembrando que, se I ⊂ R,
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X−1(I) = {w ∈ Ω | X(ω) ∈ I}. Se, por exemplo, procurarmos por todos os poss´ıveis
nu´meros formados por dois algarismos cujo produto desses resulte em 0 e 16, temos,
X−1({0}) = {00, 01, 02, 03, 04, 05, 06, 07, 08, 09, 10, 20, 30, 40, 50, 60, 70, 80, 90}, e
X−1({16}) = {28, 82, 44}.
Definic¸a˜o 2.2. Se X e´ uma varia´vel aleato´ria e x um nu´mero real fixado, podemos definir
o evento Ax como o subconjunto de Ω consistindo de todos os pontos amostrais ω para os
quais a varia´vel aleato´ria X associa o nu´mero x, ou seja, Ax = {ω ∈ Ω | X(ω) = x}.
Introduzimos aqui a notac¸a˜o [X = x] para o conjunto Ax. Tal notac¸a˜o e´
estendida para definir outros tipos de eventos em termos de uma varia´vel aleato´ria. Para
nu´meros x, a e b fixados, definimos,
[X ≤ x] = {ω ∈ Ω | X(ω) ≤ x};
[X > x] = {ω ∈ Ω | X(ω) > x};
[a < X ≤ b] = {ω ∈ Ω | a < X(ω) ≤ b}.
Racioc´ınio ana´logo e´ estendido para eventos da forma,
[a < X ≤ b], [a ≤ X ≤ b], . . . .
Exemplo 2.4. Vamos considerar o Exemplo 2.2. Como o espac¸o amostral em questa˜o e´
finito e os eventos sa˜o igualmente prova´veis, de acordo com 1.2.1 do Cap´ıtulo 1 temos,
[X = 0] = {TTT}, assim P [X = 0] = 1
8
;
[X = 1] = {HTT, THT, TTH}, assim P [X = 1] = 3
8
;
[X = 2] = {HHT,HTH, THH}, assim P [X = 2] = 3
8
;
[X = 3] = {HHH}, assim P [X = 3] = 1
8
;
[X = x] = ∅ para x 6= 0, 1, 2, 3, assim P [X = x] = 0.
Exemplo 2.5. Consideremos o Exemplo 2.3. Enta˜o, por exemplo, P [X = 16] = 3
100
e
P [X ≤ 4] = P [X = 0] + P [X = 1] + P [X = 2] + P [X = 3] + P [X = 4],
P [X ≤ 4] = 19
100
+
1
100
+
2
100
+
2
100
+
3
100
=
27
100
.
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2.3 Func¸a˜o de Distribuic¸a˜o Acumulada
Definic¸a˜o 2.3. A func¸a˜o de distribuic¸a˜o acumulada de probabilidade F associada a uma
varia´vel aleato´ria X e´ a aplicac¸a˜o F : R→ R, tal que
FX(x) = P [X ≤ x] = P [{ω ∈ Ω | X(ω) ≤ x}], ∀x ∈ R.
Tal func¸a˜o goza das seguintes propriedades:
Propriedade 2.1. 0 ≤ FX(x) ≤ 1, ∀x ∈ R.
Demonstrac¸a˜o. O´bvia pela Definic¸a˜o 1.2.
Propriedade 2.2. FX(x1) ≤ FX(x2), ∀x1, x2 ∈ R, com x1 ≤ x2.
Demonstrac¸a˜o. Se x1 ≤ x2, enta˜o [X ≤ x1] ⊂ [X ≤ x2], uma vez que quando X(s) ≤ x1,
necessariamente X(s) ≤ x2 e, portanto, qualquer ponto do espac¸o amostral s em [X ≤ x1]
tambe´m deve estar em [X ≤ x2]. Assim P [X ≤ x1] ≤ P [X ≤ x2], conforme a Propriedade
1.3.
Propriedade 2.3. lim
y→x+
FX(y) = FX(x).
Demonstrac¸a˜o. Seja uma sequ¨eˆncia decrescente de nu´meros reais x1 > x2 > x3 > . . . >
xn > . . ., convergindo para x; enta˜o, se In = (−∞, xn], para cada n = 1, 2, 3, . . ., e I =
(−∞, x], vemos que as imagens inversas An = X−1(In), formam uma sequ¨eˆncia mono´tona
na˜o decrescente de eventos, tais que
+∞⋂
n=1
An = A = X
−1(I). Conforme Propriedade 1.5,
temos lim
n→+∞
P (An) = P (A) isto e´, lim
n→+∞
FX(xn) = FX(x); como tal se verifica para toda
sequeˆncia (xn) nas condic¸o˜es acima, decorre o resultado.
Propriedade 2.4. lim
x→∞
FX(x) = 1, ∀x ∈ R.;
Demonstrac¸a˜o. Vamos primeiro demonstrar que lim
n→∞
FX(n) = 1 e´ verdade ∀n ∈ N. Sabe-
mos que os eventos da forma [i− 1 < X ≤ i] sa˜o eventos mutuamente exclusivos ∀i ∈ Z,
e que,
Ω = . . . ∪ [−1 < X ≤ 0] ∪ [0 < X ≤ 1] ∪ . . . ∪ [n− 1 < X ≤ n] ∪ [n < X ≤ n+ 1] ∪ . . . ,
[X ≤ n] = . . . ∪ [−1 < X ≤ 0] ∪ [0 < X ≤ 1] ∪ . . . ∪ [n− 1 < X ≤ n].
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Assim, ∀n ∈ N, temos
1 = P [Ω] =
+∞∑
i=−∞
P [i− 1 < X ≤ i]
lim
n→+∞
1 = lim
n→+∞
n∑
i=−∞
P [i− 1 < X ≤ i]
1 = lim
n→+∞
P [X ≤ n]
lim
n→+∞
FX(n) = 1.
Para mostrar que limx→+∞ FX(x) = 1, dado  > 0, devemos exibir N > 0 tal que se
x > N , | FX(x) − 1 |< ε. Seja  > 0 arbitra´rio. Como FX(n) → 1 quando n → +∞,
(FX(n)) e´ uma sequ¨eˆncia de Cauchy, assim ∃n1 ∈ N tal que para todo n > n1, temos
| FX(n + 1) − FX(n) |< 2 . Ale´m disso, n2 ∈ N tal que n > n2, | FX(n) − 1 |< 2 .
Escolhemos N > max{n1, n2}. Enta˜o, se x > N , ∃n0 ∈ N, n0 ≥ N tal que x ∈ [n0, n0+1]
e assim,
| FX(x)− 1 | = | FX(x)− FX(n0) + FX(n0)− 1 |
≤ | FX(x)− FX(n0) | + | FX(n0)− 1 | .
Mas pela Propriedade 2.2, F (x) e´ na˜o decrescente, enta˜o,
| FX(x)− FX(n0) |= FX(x)− FX(n0) ≤ FX(n0 + 1)− FX(n0) =| FX(n0 + 1)− FX(n0) |,
e portanto,
| FX(x)− 1 |≤| FX(n0 + 1)− FX(n0) | + | FX(n0)− 1 | .
Como n0 ≥ N > n1, temos | FX(n0 + 1)−FX(n0) |< 2 e, do fato que n0 ≥ N > n2, temos
| FX(n0)− 1 |< 2 . Dessa forma, se x > N , | FX(x)− 1 |< .
Propriedade 2.5. lim
x→−∞
FX(x) = 0, ∀x ∈ R.
Demonstrac¸a˜o. Sabemos que
[X > n− 1] = [n− 1 < X ≤ n] ∪ [n < X ≤ n+ 1] ∪ [n+ 1 < X ≤ n+ 2] ∪ . . . ,
e que,
[X > n− 1] =
+∞∑
i=n
[i− 1 < X ≤ i].
Assim,
P [X > n− 1] =
+∞∑
i=n
P [i− 1 < X ≤ i, ]
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e,
lim
n→−∞
P [X > n− 1] = lim
n→−∞
+∞∑
i=n
P [i− 1 < X ≤ i].
Como consequ¨eˆncia,
lim
n→−∞
P ([X ≤ n− 1]C) = 1,
lim
n→−∞
(1− P [X ≤ n− 1]) = 1,
lim
n→−∞
1− lim
n→−∞
P [X ≤ n− 1] = 1,
lim
n→−∞
P [X ≤ n− 1] = 1− 1.
Portanto, lim
n→−∞
FX(n− 1) = 0, ou seja, lim
n→−∞
FX(n) = 0.
Queremos mostrar que limx→−∞ FX(x) = 0. Seja  > 0, como FX(n) → −∞, existe
N < 0 tal que FX(n) < , sempre que n < N , n ∈ N. Mas F e´ na˜o decrescente, logo, se
x < N − 1, FX(x) ≤ FX(N − 1), ou seja,
FX(x) = FX(x)− FX(N − 1) + FX(N − 1) ≤ FX(N − 1) < .
Exemplo 2.6. A func¸a˜o,
F (x) =

0, se x < 0,
x+ 1
2
, se 0 ≤ x ≤ 1
2
,
1, se x > 1
2
,
e´ representada pelo gra´fico da Figura 2.1.
Observamos que FX e´ uma func¸a˜o que satisfaz simultaneamente todas as pro-
priedades de uma func¸a˜o de distribuic¸a˜o de probabilidade de uma varia´vel aleato´ria.
Exemplo 2.7. A func¸a˜o,
F (x) =
 0, se x ≤ 01− e−ax, se x ≥ 0
e´ representada pelo gra´fico da Figura 2.2.
Tal func¸a˜o ocorre em inu´meras aplicac¸o˜es. Com base em algumas suposic¸o˜es
razoa´veis concernentes as chamadas telefoˆnicas, a varia´vel aleato´ria X = “ao tempo entre
dois telefonemas de um centro telefoˆnico”, tem a func¸a˜o exponencial negativa expressa
nesse exemplo [6].
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Figura 2.1: Gra´fico de FX .
Figura 2.2: Gra´fico de FX .
Exemplo 2.8. Considere o Exemplo 2.2. O gra´fico da func¸a˜o de distribuic¸a˜o FX(x)
associada a varia´vel aleato´ria X e´ mostrada na Figura 2.3.
Exemplo 2.9. Uma das mais importantes func¸o˜es de densidade de probabilidade no
campo da Estat´ıstica e´ a func¸a˜o de densidade normal,
f(x) =
1√
2piσ
e
−(x−µ)2
2σ2 ,∀x ∈ R.
As constantes µ e σ representam dois paraˆmetros que devem ser especificados. No caso
particular de µ = 0 e σ = 1, temos a func¸a˜o de densidade normal padronizada, conforme
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Figura 2.3: Gra´fico de F (x).
mostrada no gra´fico da Figura 2.4.
Figura 2.4: Func¸a˜o de densidade de probabilidade normal, com µ = 0 e σ = 1.
Proposic¸a˜o 2.1. Sejam X : Ω→ R uma varia´vel aleato´ria e a, b ∈ R, enta˜o
1. P [a < X ≤ b] = FX(b)− FX(a).
2. P [X > a] = 1− FX(a).
3. P [a ≤ X ≤ b] = P [X = a] + FX(b)− FX(a).
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4. P [a < X < b] = FX(b)− FX(a)− P [X = b].
5. P [a ≤ X < b] = P [X = a] + FX(b)− FX(a)− P [X = b].
Demonstrac¸a˜o. 1. Sabemos que [X ≤ a] = [X ≤ a] ∪ [a < X ≤ b] e ainda que
[X ≤ a] ∩ [a < X ≤ b] = ∅, ou seja, sa˜o eventos mutuamente exclusivos. Dessa
forma temos,
P [X ≤ a] = P [X ≤ a] + P [a < X ≤ b], ou, FX(b) = FX(a) + P [a < X ≤ b]. Logo,
P [a < X ≤ b] = FX(b)− FX(a).
2. Considerando [X ≤ a] ∪ [X > a] = Ω e [X ≤ a] ∩ [X > a] = ∅, temos,
P [X ≤ a] + P [X > a] = P [Ω] = 1, ou, FX(a) + P [X > a] = 1. Logo,
P [X > a] = 1− FX(a).
3. Seja [a ≤ X ≤ b] = [X = a] ∪ [a < X ≤ b] e [X = a] ∩ [a < X ≤ b] = ∅. Assim,
temos,
P [a ≤ X ≤ b] = P [X = a] + P [a < X ≤ b]. Logo,
P [a ≤ X ≤ b] = P [X = a] + FX(b)− FX(a).
4. Consideremos [a < X ≤ b] = [a < X < b] ∪ [X = b] e [a < X < b] ∩ [X = b] = ∅.
Enta˜o, temos,
P [a < X ≤ b] = P [a < X < b] + P [X = b], ou,
P [a < X < b] = P [a < X ≤ b]− P [X = b]. Logo,
P [a < X < b] = FX(b)− FX(a)− P [X = b].
5. Suponhamos [a ≤ X ≤ b] = [a ≤ X < b] ∪ [X = b] e [a ≤ X < b] ∩ [X = b] = ∅.
Dessa forma, temos,
P [a ≤ X < b] = P [a ≤ X ≤ b]− P [X = b]. Logo,
P [a ≤ X < b] = P [X = a] + FX(b)− FX(a)− P [X = b].
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2.4 Varia´veis Aleato´rias Cont´ınuas
Definic¸a˜o 2.4. Uma varia´vel aleato´ria e´ dita cont´ınua se a sua imagem e´ um subconjunto
ΓX ⊂ R na˜o enumera´vel.
2.5 Varia´veis Aleato´rias Discretas
Definic¸a˜o 2.5. Uma varia´vel aleato´ria e´ dita discreta se a sua imagem e´ um subconjunto
ΓX ⊂ R no ma´ximo enumera´vel.
Neste trabalho estudaremos somente as varia´veis aleato´rias do caso discreto.
Exemplo 2.10. Suponhamos que uma moeda honesta seja arremessada n vezes, e seja X
a varia´vel aleato´ria que representa o nu´mero de caras observadas apo´s n arremessos. Enta˜o
X e´ uma varia´vel aleato´ria discreta com imagem igual ao cojunto ΓX = {0, 1, 2, 3, . . . , n}.
Definic¸a˜o 2.6. Seja X uma varia´vel aleato´ria discreta. Definimos pX : R → R por
pX = P [X = x], como sendo a func¸a˜o de densidade de probabilidade de X.
Como consequ¨eˆncia imediata da definic¸a˜o, 0 ≤ pX(x) ≤ 1, ∀x ∈ R e se a
imagem de X for denotada por ΓX , se x /∈ ΓX , pX(x) = 0.
Proposic¸a˜o 2.2. Seja X uma varia´vel aleato´ria discreta e ΓX ⊂ R sua imagem. Enta˜o,∑
x∈ΓX
pX(x) = 1.
Demonstrac¸a˜o. Caso I. Seja ΓX finito, ou seja, ΓX = {x1, x2, x3, . . . , xn} com
x1 < x2 < x3 < . . . < xn. Enta˜o,
n∑
i=1
pX(xi) = pX(x1) + pX(x2) + . . .+ pX(xn)
= P [X = x1] + P [X = x2] + . . .+ P [X = xn].
Pela Proposic¸a˜o 2.1, para i = 1,com x < x1, temos,
P [X = x1] = FX(x1)− FX(x)− P [x < X < x1]
= FX(x1)− P [X ≤ x]− P [∅]
= FX(x1)− P [∅]− P [∅]
= FX(x1).
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Para i ≥ 2,
P [X = xi] = FX(xi)− FX(xi−1)− P [xi−1 < X < xi]
= FX(xi)− FX(xi−1)− P [∅]
= FX(xi)− FX(xi−1).
Logo,
n∑
i=1
pX(xi) = FX(x1) + FX(x2)− FX(x1) + FX(x3)− FX(x2) + . . .+ FX(xn)− FX(xn−1)
= FX(xn) = P [X ≤ xn] = P [Ω] = 1.
Caso II. Seja ΓX enumera´vel da forma ΓX = {. . . , x−2, x−1, x0, x1, x2, . . .} com
. . . < x−2 < x−1 < x0 < x1 < x2 < . . .. Enta˜o,
+∞∑
k=−∞
pX(xk) = lim
n→∞
[
n∑
k=−n
pX(xk)
]
= lim
n→∞
[pX(x−(n)) + pX(x−(n−1)) + pX(x−(n−2)) + . . .+ pX(x0) + pX(x1) +
+ . . .+ pX(xn)]
= lim
n→∞
{P [X = x−(n)] + P [X = x−(n−1)] + P [X = x−(n−2)] + . . .+
+P [X = x0] + P [X = x1] + . . .+ P [X = xn]}.
Pela Proposic¸a˜o 2.1, temos,
+∞∑
k=−∞
pX(xk) = lim
n→+∞
[FX(x−(n))− FX(x−(n+1)) + FX(x−(n−1))− FX(x−(n)) +
+FX(x−(n−2))− FX(x−(n−1)) + . . .+ FX(x0)− FX(x−1) + FX(x1)− FX(x0) +
+ . . .+ FX(xn)− FX(x(n−1))]
= lim
n→∞
[FX(xn)− FX(x−(n+1))]
= lim
n→∞
FX(xn)− lim
n→∞
FX(x−(n+1))
= lim
n→∞
FX(xn)− lim
n→−∞
FX(xn) = 1− 0 = 1.
No caso de ΓX possuir um maior ou menor elemento, a prova a´ ana´loga.
Proposic¸a˜o 2.3. Seja X uma varia´vel aleato´ria cuja imagem e´ ΓX ⊂ R. Enta˜o, ∀x ∈ R,
FX(x) =
∑
xi≤x
xi∈ΓX
pX(xi).
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Demonstrac¸a˜o. Suponhamos que ΓX e´ da forma ΓX = {. . . , x−2, x−1, x0, x1, x2, . . .}. Dado
x ∈ R, ∃i ∈ Z tal que xi ≤ x < xi + 1. Enta˜o,
P [X ≤ x] = P{. . . ∪ [x1 < X ≤ x2] ∪ [x2 < x ≤ x3] ∪ . . . ∪ [xi−1 < X ≤ xi] ∪
∪[xi < X ≤ x]}
= . . . P [x1 < X ≤ x2] + P [x2 < x ≤ x3] + . . .+ P [xi−1 < X ≤ xi] +
+P [xi < X ≤ x].
Caso I: Suponhamos x = xi, para algum i ∈ Z. Assim,
P [xi < X ≤ x] = FX(x)− FX(xi) = FX(xi)− FX(xi) = 0.
Utilizando a Proposic¸a˜o 2.1, temos,
P [X ≤ x] = . . .+ FX(x2)− FX(x1) + FX(x3)− FX(x2) + . . .+ FX(xi)− FX(xi−1) + 0
= . . .+ P [X = x2] + P [X = x3] + . . .+ P [X = xi]
= . . .+ pX(x2) + pX(x3) + . . .+ pX(xi)
F (x) =
∑
xi≤x
xi∈ΓX
pX(xi).
Caso II: Suponhamos que x 6= xi, para todo i ∈ Z. Enta˜o, P [xi < X ≤ x] = P [∅] = 0.
De maneira ana´loga ao Caso I, conclu´ımos que,
FX(x) =
∑
xi≤x
xi∈ΓX
pX(xi).
Observac¸a˜o 2.1. Como consequ¨eˆncia da proposic¸a˜o acima, se X e´ uma varia´vel aleato´ria
discreta, sua func¸a˜o de distribuic¸a˜o FX(x) e´ constante em cada intervalo (xi−1, xi), para
todo xi ∈ ΓX .
Exemplo 2.11. Consideremos o Exemplo 2.10. Seja i um nu´mero inteiro no domı´nio
0 ≤ i ≤ n, enta˜o, pX(i) = P [X = i] = P [i caras em n arremessos]. Sabemos que o espac¸o
amostral conte´m 2n pontos igualmente prova´veis para uma sequ¨eˆncia de n arremessos. O
evento [X = i] pode ocorrer de tantas maneiras quanto se pode escolher i dos n arremessos
para serem caras, isto e´, de
 n
i
 maneiras (todos os arremessos restantes podem ser
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coroas de somente uma maneira). Assim,
pX(i) =
 n
i

2n
para i = {0, 1, 2, 3, . . . , n}. Se i 6= {0, 1, 2, 3, . . . , n}, pX(i) = 0. Este e´ um caso particular
da chamada func¸a˜o de densidade binomial.
Exemplo 2.12. Consideremos o Exemplo 2.2. Seja a varia´vel aleato´riaX a que representa
o nu´mero de caras obtidas no lanc¸amento da moeda em cada ponto amostral. O gra´fico
da func¸a˜o de densidade de probabilidade da varia´vel aleato´ria X e´ dado pela Figura 2.5.
Figura 2.5: A func¸a˜o pX para o nu´mero de caras em treˆs arremessos de uma moeda.
2.6 Pares de Varia´veis Aleato´rias
O estudo de duas ou mais varia´veis aleato´rias definidas no mesmo espac¸o amostral
e´ importante em inu´meras aplicac¸o˜es. Por exemplo, considere a experieˆncia de selecionar
uma va´lvula dentre um conjunto Ω de va´lvulas, se X representa o tempo de vida (em
horas) da va´lvula selecionada e Y representa a pressa˜o do ga´s no interior da va´lvula,
enta˜o X e Y podem ser compreendidas como varia´veis aleato´rias definidas no mesmo
espac¸o amostral Ω.
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Em geral, se X e Y sa˜o varia´veis aleato´rias definidas num mesmo espac¸o
amostral Ω podemos admitir que estas assumem valores em eixos de nu´meros reais, os
quais sa˜o eixos coordenados do plano bidimensional comum. Dessa forma, cada ponto
do espac¸o amostral Ω define um par de nu´meros reais, x = X(ω) e y = Y (ω), onde x
e y podem ser tratados como as coordenadas de algum ponto do plano. Asssim, o par
(X, Y ) de varia´veis aleato´rias pode ser considerado com uma func¸a˜o que a cada ponto ω
no espac¸o amostral associa um ponto (x, y) no plano coordenado.
Com essa ide´ia, podemos construir correspondeˆncias entre determinados even-
tos ou subconjuntos do espac¸o amostral e determinadas regio˜es do plano (x, y). Para
nu´meros reais x1 e y1 fixados, o evento A = [X = x1;Y = y1] e´ o conjunto de to-
dos os pontos amostrais que tem para X o valor x1 e para Y o valor y1, ou seja,
A = {ω ∈ Ω | X(ω) = x1;Y (ω) = y1}. O evento B = [X ≤ x1] = {ω ∈ Ω | X(ω) ≤ x1}
correspondera´ a´ regia˜o do R2 que consiste de todos os pontos (x, y) cuja coordenada de
x e´ menor ou igual a x1, ou seja, B = {(x, y) ∈ R2 | x ≤ x1}. O evento C = [Y ≤ y1] =
{ω ∈ Ω | Y (ω) ≤ y1} correspondera´ a´ regia˜o que consiste de todos os pontos (x, y) cuja
coordenada de y e´ menor ou igual a y1, ou seja, C = {(x, y) ∈ R2 | y ≤ y1}.
Considerando o evento que consiste de todos os pontos amostrais ω, para os
quais X(ω) ≤ x1 e Y (ω) ≤ y1, temos,
B ∩ C = [X ≤ x1] ∩ [Y ≤ y1]
B ∩ C = {ω ∈ Ω | X(ω) ≤ x1} ∩ {ω ∈ Ω | Y (ω) ≤ y1}
B ∩ C = [X ≤ x1;Y ≤ y1].
Trabalhamos ate´ agora com probabilidades da forma FX(x1) = P [X ≤ x1] e
FY (y1) = P [Y ≤ y1], que sa˜o func¸o˜es de distribuic¸a˜o das varia´veis aleato´rias X e Y ,
de acordo com a Definic¸a˜o 2.3. Introduzimos aqui a notac¸a˜o FX(x), FY (y), . . ., onde o
sub´ındice de F especifica a varia´vel aleato´ria em questa˜o.
Definic¸a˜o 2.7. Dadas duas varia´veis aleato´rias X e Y sobre um mesmo espac¸o amostral
Ω. A func¸a˜o de distribuic¸a˜o de probabilidade para duas varia´veis aleato´rias e´ definida
como FX,Y : R2 → R, FX,Y (x1, y1) = P [X ≤ x1;Y ≤ y1]. Assim sendo, FX,Y e´ func¸a˜o de
duas varia´veis denominada func¸a˜o de distribuic¸a˜o conjunta das varia´veis aleato´rias X e
Y .
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Enuciamos abaixo algumas propriedades de FX,Y sem contudo demonstra´-las.
Proposic¸a˜o 2.4. Seja FX,Y a func¸a˜o de distribuic¸a˜o conjunta das varia´veis aleato´rias X
e Y . Enta˜o, sa˜o va´lidas as seguintes propriedades,
1. 0 ≤ FX,Y (x, y) ≤ 1.
2. Se x1 ≤ x2 e y1 ≤ y2, enta˜o FX,Y (x1, y1) ≤ FX,Y (x2, y2).
3. lim
x→+∞
y→+∞
FX,Y (x, y) = 1.
lim
x→−∞
FX,Y (x, y) = 0.
lim
y→−∞
FX,Y (x, y) = 0.
4. lim
x→a+
FX,Y (x, y) = FX,Y (a, y), ∀y ∈ R.
lim
y→b+
FX,Y (x, y) = FX,Y (x, b), ∀x ∈ R.
5. Dados a ≤ b e c ≤ d, enta˜o FX,Y (a, c)− FX,Y (a, d)− FX,Y (b, c) + FX,Y (b, d) ≥ 0.
Exemplo 2.13. Uma moeda “na˜o-viciada” ou “honesta” e´ arremesssada treˆs vezes. Con-
sideremos X como sendo a varia´vel aleato´ria que representa o nu´mero de caras obtidas
nas duas primeiras jogadas (X = 0, 1, ou 2) e Y como a que representa o nu´mero de caras
obtidas no terceiro arremesso (Y = 0 ou 1). Considere “H” como sendo “cara” e “T”
como sendo “coroa”. O espac¸o amostral Ω consiste nesse caso de oito pontos amostrais
igualmente prova´veis, possuindo cada uma probabilidade igual a 1
8
:
Ω = {HHH,HHT,HTH, THH, THT, TTH,HTT, TTT}.
Os valores correspondentes das varia´veis aleato´rias X e Y sa˜o dados na tabela
abaixo:
Alguns valores de FX,Y sa˜o dados abaixo:
[X ≤ 2 e Y ≤ 1] = {s1, s2, s3, s4, s5, s6, s7, s8} = Ω⇒ P [X ≤ 2 e Y ≤ 1] = 1,
[X ≤ 2 e Y ≤ 0] = {s2, s5, s7, s8} ⇒ P [X ≤ 2 e Y ≤ 0] = 1
2
,
[X ≤ 1 e Y ≤ 1] = {s3, s4, s5, s6, s7, s8} ⇒ P [X ≤ 1 e Y ≤ 1] = 3
4
,
[X ≤ 1 e Y ≤ 0] = {s5, s7, s8} ⇒ P [X ≤ 1 e Y ≤ 0] = 3
8
,
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Ω X(s) Y (s)
s1 = HHH 2 1
s2 = HHT 2 0
s3 = HTH 1 1
s4 = THH 1 1
s5 = THT 1 0
s6 = TTH 0 1
s7 = HTT 1 0
s8 = TTT 0 0
Tabela 2.2: Valores correspondentes das varia´veis aleato´rias X e Y .
[X ≤ 0 e Y ≤ 1] = {s6, s8} ⇒ P [X ≤ 0 e Y ≤ 1] = 1
4
,
[X ≤ 0 e Y ≤ 0] = {s8} ⇒ P [X ≤ 0 e Y ≤ 0] = 1
8
.
Podemos determinar os valores de FX,Y (x, y), ∀x, y ∈ R, tendo em mente os
resultados acima. Por exemplo,
FX,Y
(
3
2
,
1
2
)
= P [X ≤ 3
2
;Y ≤ 1
2
] = P [X ≤ 1;Y ≤ 0] = FX,Y (1, 0) = 3
8
,
FX,Y (7, 0) = P [X ≤ 7;Y ≤ 0] = P [X ≤ 2;Y ≤ 0] = FX,Y (2, 0) = 1
2
.
Definic¸a˜o 2.8. Sejam ω ∈ Ω, X e Y varia´veis aleato´rias, A1 e A2 eventos tais que
A1 = {ω ∈ Ω | X(ω) ≤ x} e A2 = {ω ∈ Ω | Y (ω) ≤ y}, x, y ∈ R. As varia´veis aleato´rias
X e Y sa˜o ditas independentes caso os eventos A1 e A2 sejam independentes para todo x
e y, conforme a Definic¸a˜o 1.4. Ou seja, ∀x, y ∈ R,
P [X ≤ x;Y ≤ y] = P [X ≤ x]P [Y ≤ y],
ou em termos da func¸a˜o de distribuic¸a˜o conjunta de probabilidade,
FX,Y (x, y) = FX(x)FY (y).
Exemplo 2.14. Um contador de Geiger e´ um aparelho que detecta a presenc¸a de ra-
diac¸a˜o usando a capacidade que as part´ıculas radioativas teˆm de ionizar certas mole´culas
(isto e´, retirar alguns de seus ele´trons). O aparelho consiste em um cilindro cheio de
ga´s (normalmente argoˆnio), submetido a uma tensa˜o ele´trica que mante´m a parede do
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tubo negativa em relac¸a˜o a um fio positivo que corre ao longo do seu eixo. Quando as
part´ıculas radioativas entram em contato com os a´tomos de argoˆnio, convertem alguns
deles em ı´ons positivos mais ele´trons. Sob a ac¸a˜o do campo ele´trico, os ı´ons migram para
a parede do cilindro e os ele´trons para o fio. Essa dupla migrac¸a˜o causa um pulso de
corrente que e´ transmitida a um amplificador, gerando um sinal. Quanto mais part´ıculas
radioativas houver, maior sera´ a corrente ele´trica. O primeiro modelo desse aparelho foi
apresentado em 1912 pelo f´ısico alema˜o Hans Wilhelm Geiger (1882-1945), da´ı seu nome.
Outros modelos, mais modernos, teˆm outra estrutura, mas baseiam-se no mesmo princ´ıpio
apresentado no in´ıcio do se´culo passado.
Considere um contador de Geiger que e´ bombardeado por part´ıculas subatoˆmicas.
Sejam X e Y varia´veis aleato´rias que representam os intervalos de tempo entre o primeiro
e o segundo, e entre o segundo e o terceiro sinais do contador, respectivamente. Podemos
mostrar que a func¸a˜o de distribuic¸a˜o conjunta de probabilidade relativa a X e Y e´ dada
por,
FX,Y (x, y) =
 1− e−ax − e−ay + e−a(x+y), x ≥ 0, y ≥ 00 x < 0, y < 0 ,
onde a e´ uma constante positiva. Assim a probabilidade de que o primeiro intervalo de
tempo na˜o exceda dois segundos e de que o segundo na˜o exceda um segundo e´,
P [X ≤ 2;Y ≤ 1] = 1− e−2a − e−a + e−3a.
De maneira geral observamos que,
FX,Y (x, y) =
 (1− e−ax)(1− e−ay), x ≥ 0, y ≥ 00 x < 0, y < 0 ,
e segue que FX,Y (x, y) pode ser escrita como FX(x).FY (y), de acordo com a Definic¸a˜o 2.8,
onde,
FX(x) =
 1− e−ax, x ≥ 00 x < 0 ,
FY (y) =
 1− e−ay, y ≥ 00 y < 0 .
Nesse caso X e Y sa˜o varia´veis aleato´rias independentes.
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Definic¸a˜o 2.9. Sejam X e Y varia´veis aleato´rias discretas. Definimos func¸a˜o de densi-
dade conjunta de probabilidade como pX,Y : R2 → R, tal que,
pX,Y (x, y) = P [X = x;Y = y].
Analogamente ao caso de uma varia´vel aleato´ria a func¸a˜o pX,Y tem as pro-
priedades descritas na proposic¸a˜o abaixo.
Proposic¸a˜o 2.5. Seja pX,Y a func¸a˜o de densidade conjunta de probabilidade e sejam ΓX
e ΓY os conjuntos imagem das varia´veis aleato´rias X e Y , respectivamente. Enta˜o sa˜o
va´lidas as seguintes propriedades,
1. 0 ≤ pX,Y (x, y) ≤ 1, ∀x, y ∈ R.
2.
∑
x∈ΓX
y∈ΓY
pX,Y (x, y) = 1.
3. FX,Y (x, y) =
∑
i≤x
i∈ΓX
∑
j≤y
j∈ΓY
pX,Y (i, j), ∀x, y ∈ R.
Exemplo 2.15. Consideremos o arremesso de uma moeda como descrito no Exemplo
2.13. Alguns valores de pX,Y :
[X = 0;Y = 0] = {s8} ⇒ P [X = 0;Y = 0] = pX,Y (0, 0) = 1
8
,
[X = 1;Y = 0] = {s7, s5} ⇒ P [X = 1;Y = 0] = pX,Y (1, 0) = 1
2
,
[X = 2;Y = 0] = {s2} ⇒ P [X = 2;Y = 0] = pX,Y (2, 0) = 1
8
,
[X = 0;Y = 1] = {s6} ⇒ P [X = 0;Y = 1] = pX,Y (0, 1) = 1
8
,
[X = 1;Y = 1] = {s3, s4} ⇒ P [X = 1;Y = 1] = pX,Y (1, 1) = 1
4
,
[X = 2;Y = 1] = {s1} ⇒ P [X = 2;Y = 1] = pX,Y (2, 1) = 1
8
.
Exemplo 2.16. Em muitos estudos experimentais desejamos saber se duas varia´veis
aleato´rias sa˜o independentes, ou seja, a ocorreˆncia de uma na˜o interfere no resultado
da ocorreˆncia da outra. Este exemplo ilustra um me´todo utilizado para estudar esse
problema.
Suponhamos que um labora´torio colheu informac¸o˜es de 1000 ratos que foram
submetidos a aplicac¸o˜es de uma determinada droga, a qual suspeita-se ser responsa´vel
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pela ocorreˆncia de um tipo de tumor. Desse grupo de 1000 ratos, alguns receberam uma
dosagem forte, outros uma dosagem fraca e alguns nenhuma dosagem da referida droga.
A Tabela 2.3 mostra a quantidade de ratos que receberam a droga e a dosagem aplicada
relacionado com a presenc¸a do tumor.
Tumor presente Tumor ausente
Dosagem Forte 10 90 100
Dosagem Fraca 15 485 500
Nenhuma Dosagem 12 388 400
37 963 1000
Tabela 2.3: Presenc¸a de tumor nos ratos.
Consideremos as varia´veis aleato´rias X e Y e suponha que os resultados obti-
dos na Tabela 2.3 sa˜o utilizados como estimativas das probabilidades dos eventos a elas
relacionados.
X =

0, se o rato recebeu uma dosagem forte,
1, se o rato recebeu uma dosagem fraca,
2, se o rato na˜o recebeu nenhuma dosagem.
Y =
 0, se o rato apresenta tumor,1, se o rato na˜o apresenta tumor.
Para que as varia´veis aleato´rias X e Y fossem independentes, seria necessa´rio
que a identidade P [X = x;Y = y] = P [X = x]P [Y = y] fosse verdadeira. Se isso acontece,
mostramos enta˜o que na˜o existe relac¸a˜o entre a aplicac¸a˜o de droga e o aparecimento de
determinado tipo de tumor nos ratos.
Com as informac¸o˜es dadas, temos condic¸o˜es de determinar,
pX,Y (0, 0) = P [X = 0;Y = 0] ≈ 10
1000
= 0, 010,
pX,Y (1, 0) = P [X = 1;Y = 0] ≈ 15
1000
= 0, 015,
pX,Y (2, 0) = P [X = 2;Y = 0] ≈ 12
1000
= 0, 012,
pX,Y (0, 1) = P [X = 0;Y = 1] ≈ 90
1000
= 0, 090,
28
pX,Y (1, 1) = P [X = 1;Y = 1] ≈ 485
1000
= 0, 485,
pX,Y (2, 1) = P [X = 2;Y = 1] ≈ 388
1000
= 0, 388.
Assim temos,
pX(0) = P [X = 0] =
100
1000
= 0, 10,
pX(1) = P [X = 1] =
500
1000
= 0, 50,
pX(2) = P [X = 2] =
400
1000
= 0, 40,
qY (0) = P [Y = 0] =
37
1000
= 0, 037,
qY (1) = P [Y = 1] =
963
1000
= 0, 963.
Com os dados obtidos, verificamos que as varia´veis aleato´rias X e Y na˜o sa˜o
independentes, pois,
pX,Y (0, 0) ≈ 0, 010 6= pX(0)qY (0) ≈ (0, 10)(0, 037) = 0, 0037,
pX,Y (1, 0) ≈ 0, 015 6= pX(1)qY (0) ≈ (0, 50)(0, 037) = 0, 0185,
pX,Y (2, 0) ≈ 0, 012 6= pX(2)qY (0) ≈ (0, 40)(0, 037) = 0, 0148,
pX,Y (0, 1) ≈ 0, 090 6= pX(0)qY (1) ≈ (0, 10)(0, 963) = 0, 0963,
pX,Y (1, 1) ≈ 0, 485 6= pX(1)qY (1) ≈ (0, 50)(0, 963) = 0, 4815,
pX,Y (2, 1) ≈ 0, 388 6= pX(2)qY (1) ≈ (0, 40)(0, 963) = 0, 3852.
Conclu´ımos que P [X = x;Y = y] 6= P [X = x]P [Y = y]. Logo a aplicac¸a˜o da
droga em estudo influencia na ocorreˆncia ou na˜o de tumor nos ratos. Portanto as varia´veis
aleato´rias X e Y sa˜o dependentes.
Sabemos de acordo com a Definic¸a˜o 1.3, que se A e B na˜o sa˜o dois eventos
necessariamente independentes, a probabilidade conjunta de A e B e´
P [A ∩B] = P [A | B]P [B] = P [B | A]P [A],
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onde P [A | B] e´ a probabilidade condicional de A, dado que B tenha ocorrido e P [B | A]
e´ a probabilidade condicional de B, dado que A tenha ocorrido.
Se A e B sa˜o dois eventos da forma A = [Y ≤ y], B = [X ≤ x], temos,
P [Y ≤ y | X ≤ x] = P [A | B].
Isso motiva a definic¸a˜o que segue.
Definic¸a˜o 2.10. Dadas duas varia´veis aleato´rias discretas X e Y , tais que X, Y definidas
em Ω e sejam x, y ∈ R. Enta˜o a func¸a˜o de distribuic¸a˜o condicional de probabilidade da
varia´vel aleato´ria Y dado que o evento [X ≤ x] tenha ocorrido e´ G(y | x) = P [Y ≤ y |
X ≤ x].
Definic¸a˜o 2.11. Se X e Y sa˜o varia´veis aleato´rias discretas, enta˜o para qualquer (x, y)
na imagem de (X, Y ), definimos a seguinte probabilidade condicional,
P [Y = y | X = x] = P [X = x e Y = y]
P [X = x]
,
como sendo a func¸a˜o de densidade condicional de probabilidade de [Y = y] dado que
[X = x] tenha ocorrido.
Exemplo 2.17. No Exemplo 2.16 verificamos que no experimento que consite em aplicar
determinada dosagem de um droga que, inicialmente suspeitava-se ser responsa´vel pelo
aparecimento de tumores em ratos, conclu´ımos que esses eventos sa˜o dependentes. Em
outras palavras, mostramos atrave´s da definic¸a˜o de varia´veis aleato´rias independentes que
essas varia´veis aleato´rias na˜o satisfazem a identidade,
P [X = x;Y = y] = P [X = x]P [Y = y].
Motivados pela Definic¸a˜o 2.11, podemos pensar em verificar tal resultado atrave´s
da func¸a˜o de densidade condicional de probabilidade. Ou seja, verificamos a seguinte
relac¸a˜o: “Condicionado a` aplicac¸a˜o ou na˜o de determinada droga em ratos, qual e´ a
interfereˆncia no aparecimento ou na˜o de um tumor?”.
Para verificar que as varia´veis aleato´rias X e Y sa˜o independentes, basta
mostrar que P [Y = y | X = x] = P [Y = y], de acordo com a Definic¸a˜o 1.4.
Analisando os dados obtidos do Exemplo 2.16, temos,
PX,Y [Y = 0 | X = 0] = P [X = 0;Y = 0]
P [X = 0]
=
0, 010
0, 10
= 0, 10 6= 0, 037 = P [Y = 0],
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PX,Y [Y = 0 | X = 1] = P [X = 1;Y = 0]
P [X = 1]
=
0, 015
0, 50
= 0, 030 6= 0, 037 = P [Y = 0],
PX,Y [Y = 0 | X = 2] = P [X = 2;Y = 0]
P [X = 2]
=
0, 012
0, 40
= 0, 030 6= 0, 037 = P [Y = 0],
PX,Y [Y = 1 | X = 0] = P [X = 0;Y = 1]
P [X = 0]
=
0, 090
0, 10
= 0, 90 6= 0, 963 = P [Y = 1],
PX,Y [Y = 1 | X = 1] = P [X = 1;Y = 1]
P [X = 1]
=
0, 485
0, 50
= 0, 970 6= 0, 963 = P [Y = 1].
Conclu´ımos que P [Y = y | X = x] 6= P [Y = y]. Logo as varia´veis aleato´rias X
e Y sa˜o dependentes.
2.7 Va´rias Varia´veis Aleato´rias
De forma semelhante como definimos a func¸a˜o de distribuic¸a˜o de probabilidade de
duas varia´veis aleato´rias, podemos defin´ı-la para n varia´vel aleato´rias.
Definic¸a˜o 2.12. Sejam X1, X2, ..., Xn varia´veis aleato´rias definidas no mesmo espac¸o
amostral Ω. Enta˜o a func¸a˜o de distribuic¸a˜o de probabilidade de va´rias varia´veis aleato´rias
e´ definida como,
FX1,X2,...,Xn(x1, x2, . . . , xn) = P [X1 ≤ x1;X2 ≤ x2; . . . ;Xn ≤ xn], ∀x1, x2, . . . , xn ∈ R.
De maneira ana´loga, estendemos a Definic¸a˜o 2.9 de duas varia´veis aleato´rias
para va´rias varia´veis aleato´rias discretas.
Definic¸a˜o 2.13. A func¸a˜o de densidade de probabilidade de va´rias varia´veis aleato´rias
discretas X1, X2, . . . , Xn e´ definida como,
pX1,X2,...,Xn(x1, x2, . . . , xn) = P [X1 = x1;X2 = x2; . . . ;Xn = xn], ∀x1, x2, . . . , xn ∈ R.
Definic¸a˜o 2.14. A func¸a˜o de densidade de probabilidade condicionada das varia´veis
aleato´rias X1, X2, . . . , Xn e´ definida como,
pX1,X2,...,Xn(xn | x1, x2, . . . , xn−1) =
pX1,X2,...,Xn(x1, x2, . . . , xn)
pX1,X2,...,Xn−1(x1, x2, . . . , xn−1)
, ∀x1, . . . , xn ∈ R.
Definic¸a˜o 2.15. As varia´veis aleato´rias discretas X1, X2, ..., Xn sa˜o ditas mutuamente
independentes se,
pX1,X2,...,Xn(x1, x2, . . . , xn) = pX1(x1)pX2(x2) . . . pXn(xn), ∀x1, . . . , xn ∈ R.
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Podemos notar que e´ poss´ıvel a cada par de varia´veis aleato´rias no conjunto
ser independente ou dependente aos pares, sem que todo o conjunto seja mutamente
independente.
Exemplo 2.18. Suponhamos que duas moedas sejam arremesadas, e que X1 represente
o nu´mero de caras na primeira moeda arremessada (0 ou 1), que X2 represente o nu´mero
de caras na segunda moeda arremessada (0 ou 1), e que X3 represente o nu´mero de
vezes em que os dois resultados sa˜o iguais (0 ou 1). Observamos que os pares (X1, X2),
(X1, X3) e (X2, X3), sa˜o, cada um, independentes, mas que o conjunto (X1, X2, X3) na˜o
e´ mutuamente independente.
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Cap´ıtulo 3
Noc¸o˜es de Cadeia de Markov
3.1 Introduc¸a˜o
Iniciaremos este cap´ıtulo definindo processos estoca´sticos e apresentado exemplos
do caso discreto e do caso cont´ınuo. Abordaremos tambe´m sequ¨eˆncias aleato´rias e iremos
caracteriza´-las como um processo estoca´stico de paraˆmetro discreto. Ale´m disso, iremos
definir cadeias de Markov e estudar o caso em que sa˜o estaciona´rias, com espac¸o de esta-
dos finito, irredut´ıveis e aperio´dicas. Com isso, poderemos definir a matriz de transic¸a˜o
de um passo da cadeia de Markov e, com aux´ılio de me´todos alge´bricos, verificar o com-
portamento da cadeia para um nu´mero arbitra´rios de passos.
As cadeias de Markov recebem esse nome em homenagem ao matema´tico russo
Andrei Andreyevich Markov (1856-1922), que desenvolveu importantes resultados na teo-
ria de probabilidade. Ale´m disso, o referido matema´tico demonstrou o Teorema do Limite
Central, ale´m de trabalhos sobre limites de integrais e teoria da aproximac¸a˜o.
Tambe´m para esclarecimento, a palavra estoca´stico vem do franceˆs stochastique
e do grego stoktastiko´s. Dizemos do que esta´ relacionado ao acaso, pertencente ou relativo
ao azar. Padro˜es estoca´sticos sa˜o aqueles que surgem por meio de eventos aleato´rios. Por
exemplo, o lanc¸ar de dados resulta em nu´meros estoca´sticos, pois qualquer uma das 6 faces
pode ficar para cima. Ale´m disso e´ importante salientar a diferenc¸a entre aleatoriedade
e estocasticidade. Normalmente os eventos estoca´sticos sa˜o aleato´rios. Todavia, podem
eventualmente na˜o ser. E´ perfeitamente poss´ıvel, embora improva´vel, que uma se´rie
de 10 arremessos de dados gere uma sequ¨eˆncia na˜o aleato´ria 6,5,4,2,1,2,4,3,5,6 ou uma
sequ¨eˆncia na˜o aleato´ria 1,1,1,1,1,1,1,1,1,1. A sequ¨eˆncia na˜o aleato´ria e´ estoca´stica, pois
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surgiu atrave´s de um evento aleato´rio: lanc¸amento de dados.
3.2 Processos Estoca´sticos
Definic¸a˜o 3.1. Um processo estoca´stico consiste de um espac¸o amostral Ω, (com uma
func¸a˜o de probabilidade P ), um conjunto na˜o-vazio T e uma famı´lia de aplicac¸o˜es
Xt : Ω→ R, t ∈ T . Definimos Γ =
⋃
t∈T Im(Xt).
Exemplo 3.1. Como exemplos de processos estoca´sticos podemos considerar a variac¸a˜o
de tra´fego em um certo cruzamento que envolve a formac¸a˜o e a dissipac¸a˜o de conges-
tionamento; a variac¸a˜o dia´ria no tamanho do estoque de uma determinada empresa; o
comportamento de part´ıculas sujeitas a impactos aleato´rios; variac¸a˜o da qualidade de
produtos em uma fa´brica ou a variac¸a˜o de lucros na bolsa de valores.
Podemos pensar em um processo estoca´stico como um modelo matema´tico
utilizado para o estudo de fenoˆmenos aleato´rios que tem como resultados func¸o˜es. Em
outras palavras, para cada ω ∈ Ω, podemos considerar a aplicac¸a˜o X : T → R, onde
X(ω) = Xt(ω). Tais func¸o˜es esta˜o definidas sobre um conjunto arbitra´rio T e sa˜o chamadas
de realizac¸o˜es. Os elementos do conjunto T sa˜o chamados de paraˆmetros e o conjunto
T e´ chamado de espac¸o de paraˆmetros. Os elementos de Γ sa˜o chamados de estados
e conjunto Γ e´ chamado de espac¸o de estados.
O espac¸o de paraˆmetros T de um processo estoca´sticos pode ser:
Cont´ınuo: Quando o conjunto T encontra-se em uma situac¸a˜o na qual as medidas sa˜o
tomadas continuamente. Por exemplo, podemos considerar o registro dos carros que
passam em um cruzamento num determinado tempo, ou uma medida como temperatura
ou voltagem. (T = {t : t ≥ 0}).
Discreto: Quanto T e´ um subconjunto enumera´vel. Por exemplo, podemos considerar o
estoque de uma companhia que so´ e´ registrado uma vez por meˆs ou os ganhos totais de
uma pessoa em um jogo de azar que so´ sa˜o registrados apo´s cada partida.
Exemplo 3.2. O Produto Interno Bruto - PIB representa a soma (em valores moneta´rios)
de todos os bens e servic¸os finais produzidos numa determinada regia˜o (pa´ıses, estados,
cidades), durante um per´ıodo determinado (meˆs, trimestre, ano, etc). Consideremos os
resultados da soma de todas as riquezas produzidas no Brasil por ano a partir de 1960.
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Podemos associar tal situac¸a˜o a um processo estoca´stico. De fato, consideremos o seguinte
espac¸o amostral,
Ω =

E1 = {(1960, 15), (1961, 15), . . . , (2006, 1067), . . .},
E2 = {(1960, 16), (1961, 16), . . . , (2006, 1068), . . .},
E3 = {(1960, 17), (1961, 16), . . . , (2006, 1069), . . .},
...

.
Os elementos de Ω sa˜o eventos formados por um conjunto de pontos ω da forma (x, y), onde
x representa os anos observados e y representa o valor total do PIB brasileiro em bilho˜es
de do´lares. Podemos definir uma famı´lia de varia´veis aleato´rias Xt : Ω → R, t ∈ N da
seguinte forma: para cada ω ∈ Ω, Xt(ω) representa o valor total do PIB no ano (1960+t).
Abaixo descrevemos as realizac¸o˜es para dois eventos desse processo estoca´stico.
 X0(E1) = 15, X1(E1) = 15, . . . , X48(E1) = 1067, . . .X0(E2) = 16, X1(E2) = 16, . . . , X48(E2) = 1068, . . .
 .
Este exemplo caracteriza um processo estoca´stico cujo espac¸o de paraˆmetros
e´ o conjunto T = N, e o espac¸o de estados sa˜o os valores que o PIB brasileiro pode
assumir. Assim, tal situac¸a˜o e´ um processo estoca´stico com paraˆmetro discreto. A Figura
3.2 mostra o gra´fico que representa uma realizac¸a˜o do processo estoca´stico, considerando
o evento E1. E´ importante salientar que o referido gra´fico representa a evoluc¸a˜o real do
PIB do Brasil a partir do ano de 1960.
Exemplo 3.3. Em determinada ocasia˜o observou-se a quantidade de pessoas numa fila
de espera para atendimento em uma ageˆncia banca´ria. Esta situac¸a˜o ilustra um processo
estoca´stico. O espac¸o amostral Ω e´ o conjunto de eventos da forma E =
⋃
t∈R+(t, xt),
onde t representa o tempo e xt o nu´mero de pessoas na fila no tempo t. Podemos definir
uma famı´lia de varia´veis aleato´rias Xt : Ω→ R, t ∈ R+, da forma Xt(E) = xt.
Tal situac¸a˜o caracteriza um processo cujo espac¸o de paraˆmetros e´ o conjunto
de tempo t em minutos, tal que t ≥ 0, e o espac¸o de estados e´ um subconjunto de N, que
representa a quantidade de pessas ou o comprimento da fila. Este processo e´ um processo
estoca´stico com paraˆmetro cont´ınuo. A Figura 3.2 mostra o gra´fico que representa uma
realizac¸a˜o desse processo.
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Figura 3.1: PIB do Brasil de 1960 a 2006.
Figura 3.2: Uma realizac¸a˜o de uma processo de fila de espera iniciando com quatro
pessoas.
3.3 Sequ¨eˆncias Aleato´rias e Cadeias de Markov
Definic¸a˜o 3.2. Seja {Xn;n ∈ N} uma sequ¨eˆncia de varia´veis aleato´rias definidas no
mesmo espac¸o amostral Ω. A` esta sequ¨eˆncia da´-se o nome de sequ¨eˆncia aleato´ria.
Uma sequ¨eˆncia aleato´ria nada mais e´ do que um processo estoca´stico com
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paraˆmetro discreto. Abordaremos o caso em que cada varia´vel aleato´ria e´ discreta.
Exemplo 3.4. Considere a sequ¨eˆncia de arremessos de uma moeda e para n ∈ N,
Xn : Ω→ R,
como a varia´vel aleato´ria que assume o valor 1 se o n + 1-e´simo arremesso for cara ou 0
quando o n + 1-e´simo arremesso for coroa. O espac¸o amostral Ω e a famı´lia de varia´veis
aleato´rias desse experimento podem ser ilustrados da forma abaixo.
Ω =

E1 = {(1, 0), (2, 0), (3, 0), . . .},
E2 = {(1, 0), (2, 1), (3, 0), . . .},
E3 = {(1, 0), (2, 0), (3, 1), . . .},
...

.

X0(E1) = 0, X1(E1) = 0, X2(E1) = 0, . . .
X0(E2) = 0, X1(E2) = 1, X2(E2) = 0, . . .
X0(E3) = 0, X1(E3) = 0, X2(E3) = 1, . . .
...

.
A referida experieˆncia carateriza um processo estoca´stico com paraˆmetro discreto.
Definic¸a˜o 3.3. Uma sequ¨eˆncia aleato´ria {Xn;n ∈ N}, onde Xn sa˜o varia´veis aleato´rias
discretas, e´ dita ser uma cadeia de Markov se,
P [Xn+1 = j | Xn1 = in1 , Xn2 = in2 , . . . , Xnk−1 = ink−1 , Xnk = i] = P [Xn+1 = j | Xnk = i],
∀i, j, in1 , . . . ink−1 ∈ Γ,∀n1 < n2 < . . . < nk ≤ n,
se essas probabilidades estiverem definidas.
De acordo com o que foi demonstrado na refereˆncia [18], para verificarmos que
{Xn;n ∈ N} e´ uma cadeia de Markov basta mostramos que,
P [Xn+1 = j | X0 = i0, X1 = i1, . . . , Xn = i] = P [Xn+1 = j | Xn = i],
∀i, j, i0, i1, . . . , in−1 ∈ Γ,∀n ∈ N,
desde que essas probabilidades estejam definidas.
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Exemplo 3.5. Considere uma sequ¨eˆncia de arremessos de uma moeda honesta, e seja
Xn o nu´mero total de “caras” nos n primeiros arremessos. Se Xn−1 e´ conhecido, ou seja,
suponha que Xn−1 = k, enta˜o Xn sera´ k ou k + 1. Observamos ainda que na˜o importa
a ordem com que apareceram as “caras” ou “coroas” nos n − 1 primeiros arremessos,
interessa apenas saber o total de “caras” obtidas ao longo da sequ¨eˆncia de arremessos ate´
alcanc¸ar o penu´ltimo estado. Em outras palavras, o resultado pretendido depende apenas
do penu´ltimo esta´gio, ou ainda, o processo na˜o depende do valor de n. Assim,
P [Xn = xn | X1 = x1; . . . ;Xn−1 = xn−1] = P [Xn = xn | Xn−1 = xn−1],
e, se xn−1 = k,
P [Xn = xn | X1 = x1; . . . ;Xn−1 = xn−1] =
 12 se xn = k ou k + 1,0 para qualquer outro valor de xn.
Conclu´ımos que essa e´ uma cadeia de Markov.
Exemplo 3.6. Num canha˜o de um tanque de guerra em combate em uma a´rea de
conflito da Terra, observa-se que cada tiro disparado acerta ou erra seu alvo com uma
probabilidade que depende do sucesso ou erro do tiro imediatamente anterior disparado.
A referida situac¸a˜o ilustra uma cadeia de Markov, pois o sucesso ou fracasso do u´ltimo
tiro depende apenas do penu´ltimo tiro disparado, na˜o importando o que aconteceu ao
longo da sequ¨eˆncia de tiros. Tal situac¸a˜o e´ uma cadeia de Markov com espac¸os de estados
{0, 1}, sendo 0 acerto e 1 erro.
Exemplo 3.7. Consideremos uma sequ¨eˆncia de jogos independentes de um jogador contra
o seu oponente. Seja {Xn;n ∈ N} a sequ¨eˆncia aleato´ria que representa o capital do jogador
apo´s as partidas. Suponhamos que o capital inicial do jogador seja k reais e que o capital
inicial de seu oponente seja N − k, onde N representa o total de recursos dispon´ıveis
para o jogo. Com isso, 0 ≤ Xi ≤ N , para todo i ∈ N, ou seja, o espac¸o de estados
de {Xn, n ∈ N} e´ Γ = {0, . . . , N}. A sequ¨eˆncia {Xn, n ∈ N} representa uma cadeia de
Markov, pois, assim como no Exemplo 3.5, o capital do jogador apo´s a n-e´sima jogada
depende do seu capital apo´s (n − 1)-e´sima jogada, na˜o interessando o seu capital nas
jogadas anteriores.
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Definic¸a˜o 3.4. Uma cadeia finita de Markov e´ aquela em que Γ ⊂ R e´ finito. Caso
contra´rio, e´ dita na˜o finita.
Exemplo 3.8. No Exemplo 3.5, para cada n ∈ N, Im(Xn) corresponde ao poss´ıvel
nu´mero total de caras obtidas nos n primeiros lanc¸amentos da moeda, logo Im(Xn) =
{0, . . . n}. Dessa forma Γ = N e temos uma sequ¨eˆncia na˜o-finita de Markov.
No Exemplo 3.6, Γ ⊂ R representa o resultado quando do disparo de um tiro de
canha˜o. Existem apenas duas possibilidades para tal resultado, acerto ou erro, Γ = {0, 1},
portanto finito. Logo a sequ¨eˆncia ilustra uma cadeia finita de Markov.
No Exemplo 3.7, Γ ⊂ R representa o capital de um jogador apo´s um sequ¨eˆncia
de jogos independentes. Como N representa o total de recursos dispon´ıveis no jogo,
Γ = {0, 1, 2, . . . , N}, portanto finito. Logo a sequ¨eˆncia ilustra uma cadeia finita de
Markov.
Definic¸a˜o 3.5. Dado i ∈ Γ, definimos
Ai = {m ∈ N;P [Xm = i] > 0].
Vamos trabalhar com cadeias de Markov tais que Ai 6= , para todo i ∈ Γ.
Definic¸a˜o 3.6. Uma cadeia de markov {Xn;n ∈ N} e´ estaciona´ria quando, ∀i, j ∈ Γ,
P [Xm+1 = j | Xm = i],
na˜o depende de m ∈ Ai.
Exemplo 3.9. No Exemplo 3.5, o resultado do nu´mero total de caras numa sequ¨eˆncia
de n lanc¸amentos de uma moeda na˜o depende de n, uma vez que nesse caso interessa
somente saber o nu´mero total de caras, e este depende apenas do resultado de um esta´gio
imediatamente anterior ao u´ltimo. Da mesma forma, no Exemplo 3.6, as probabilidades
de acerto ou erro dependem unicamente do penu´ltimo tiro disparado. No Exemplo 3.7,
as probabilidades de vito´ria ou derrota do jogador em uma partida depende apenas do
sucesso ou fracasso da penu´ltima partida. As treˆs situac¸o˜es representam uma cadeira de
Markov estaciona´ria, pois satisfazem a Definic¸a˜o 3.6.
Como consequ¨eˆncia, se
P [X1 = j | X0 = i],
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existe,
P [Xm+1 = j | Xm = i] = P [X1 = j | X0 = i], ∀m ∈ Ai.
Definic¸a˜o 3.7. Seja {Xn;n ∈ N} uma cadeia de Markov estaciona´ria. Definimos as
probabilidades de transic¸a˜o de um passo da cadeia como,
pij = P [Xm+1 = j | Xm = i], m ∈ Ai, ∀i, j ∈ Γ.
Definic¸a˜o 3.8. Seja {Xn;n ∈ N} uma cadeia de Markov estaciona´ria e suponha que
Γ = {0, . . . , N}. Enta˜o definimos P = (pij) como sendo a matriz de transic¸a˜o de um
passo da cadeia.
Exemplo 3.10. Considere o Exemplo 3.6. Suponha que as observac¸o˜es de campo de
batalha possibilitem uma estimativa das probabilidades de transic¸a˜o de um passo da
cadeia de Markov,
p00 = P [Xn+1 = 0 | Xn = 0] = 3
4
,
p01 = P [Xn+1 = 1 | Xn = 0] = 1
4
,
p10 = P [Xn+1 = 0 | Xn = 1] = 1
2
,
p11 = P [Xn+1 = 1 | Xn = 1] = 1
2
.
Assim, a matriz de transic¸a˜o de um passo cadeia de Markov e´ dada por,
P =
 p00 p01
p10 p11
 =
 34 14
1
2
1
2
 .
Exemplo 3.11. Vamos supor que o n´ıvel econoˆmico de um cidada˜o e´ classificado em treˆs
categorias: rico (R), classe me´dia (M) e pobre (P). Tambe´m supomos que dos filhos de
um homem rico, 95% sa˜o ricos e 5% de classe me´dia; dos filhos de um indiv´ıduo de classe
me´dia, 10% sa˜o ricos, 70% de classe me´dia e 20% pobres; e no caso dos filhos de um
cidada˜o pobre, 30% sa˜o de classe me´dia e 70% sa˜o pobres. Admitindo que cada cidada˜o
tem um filho, podemos formar um cadeia de Markov observando uma famı´lia atrave´s de
gerac¸o˜es sucessivas. A matriz de probabilidade de transic¸a˜o de um passo do processo e´,
P =

0, 95 0.05 0
0.10 0.70 0.20
0 0.30 0.70
 ,
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onde as linhas representam a classe social de uma gerac¸a˜o e as colunas representam a
classe social da gerac¸a˜o imediatamente posterior, ou seja, as linhas representam a classe
social do pais e as colunas representam a classe social dos filhos.
Exemplo 3.12. Consideremos o Exemplo 3.7. Seja p a probabilidade de o jogador ganhar
um real em uma partida do jogo, e seja q = 1− p a probabilidade de o jogador perder um
real. A matriz de transic¸a˜o de um passo do processo de Markov estaciona´rio e´ dada por,
P =

1 0 0 0 0 0 . . . 0
q 0 p 0 0 0 . . . 0
0 q 0 p 0 0 . . . 0
0 0 q 0 p 0 . . . 0
...
...
. . . q 0 p
. . . 0 0 1

.
Notamos que P tem ordem N + 1.
Proposic¸a˜o 3.1. Seja P = (pij) como na Definic¸a˜o 3.8. Enta˜o P e´ estoca´stica, isto e´,
pij ≥ 0, ∀i, j ∈ Γ e
N∑
j=0
pij = 1, ∀i ∈ Γ.
Demonstrac¸a˜o. Sejam i, j ∈ Γ, enta˜o, para m ∈ Ai, temos,
pij = P [Xm+1 = j | Xm = i]
Dessa forma, para cada i ∈ Γ,
N∑
j=0
pij =
N∑
j=0
P [Xm+1 = j | Xm = i].
Para cada j ∈ Γ, definimos Bj = [Xm+1 = j]. Notamos que Bk ∩Bj = ∅, ∀k, j ∈ Γ, k 6= j
e Ω =
N⋃
j=0
Bj. Definindo B = [Xm = i], temos,
N∑
j=0
pij =
N∑
j=0
P [Xm+1 = j;Xm = i]
P [Xm = i]
=
N∑
j=0
P [Bj ∩B]
P [B]
,
ou seja,
N∑
j=0
pij =
1
P [B]
P
[
N⋃
j=0
(Bj ∩B)
]
=
1
P [B]
P
[
B ∩
(
N⋃
j=0
Bj
)]
=
1
P [B]
P [B] = 1.
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3.4 Equac¸o˜es de Chapman-Kolmogorov
Seja {Xn;n ∈ N} uma cadeia de Markov estaciona´ria. Para i, j ∈ Γ e m ∈ Ai,
queremos estudar as probabilidades da forma P [Xm+n = j | Xm = i], ∀n ∈ N∗. Em
outras palavras, desejamos analisar o comportamento da cadeia quando da passagem do
esta´gio i para o esta´gio j em n passos.
Teorema 3.1. Seja {Xn, n ∈ N} uma cadeia de Markov estaciona´ria. Dados i, j ∈ Γ, n ∈
N∗, P [Xm+n = j | Xm = i] na˜o dependem de m ∈ Ai.
Demonstrac¸a˜o. Sejam i, j ∈ Γ, m ∈ Ai. Vamos provar por induc¸a˜o em n que o resultado
e´ va´lido. Para n = 1 o resultado e´ verificado, uma vez que P [Xm+1 = j | Xm = i] e´
uma cadeia de Markov estaciona´ria. Suponha que P[Xm+n = j | Xm = i]︸ ︷︷ ︸
Hipo´tese de Induc¸a˜o
na˜o depende de
m ∈ Ai, onde n ∈ N. Temos que provar que P [Xm+n+1 = j | Xm = i] na˜o depende de
n. Definimos A = [Xm+n+1 = j], B = [Xm = i] e, para cada k ∈ Γ, Bk = [Xm+n = k].
Notamos que Ω = ∪Nk=0Bk, e que,
(A ∩Bj ∩B) ∩ (A ∩Bk ∩B) = ∅, se j 6= k.
Com essa notac¸a˜o, temos,
P [Xm+n+1 = j | Xm = i] = P [A | B].
Enta˜o,
P [Xm+n+1 = j | Xm = i] = P [A | B] = P [A ∩ Ω | B] = P
[
A ∩
(⋃
k∈Γ
Bk
)
| B
]
,
Assim,
P [Xm+n+1 = j | Xm = i] =
P
[
A ∩ (⋃k∈ΓBk) ∩B]
P [B]
=
P
[(⋃
k∈Γ(A ∩Bk)
) ∩B]
P [B]
,
e,
P [Xm+n+1 = j | Xm = i] =
∑
k∈Γ
P [(A ∩Bk) ∩B]
P [B]
=
∑
k∈Γ
P [A ∩Bk | B].
Logo,
P [Xm+n+1 = j | Xm = i] =
∑
k∈Γ
P [Xm+n+1 = j;Xm+n = k | Xm = i].
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Queremos usar a fo´rmula,
P [A ∩Bk | B] = P [A | B ∩Bk]P [Bk | B].
Para isso, devemos ter P [B] > 0 e P [B ∩Bk] > 0. Defina
J = {k ∈ Γ, P [B ∩Bk] = 0}.
Assim,
P [A ∩Bk | B] =
∑
k∈Γ
k∈J
P [A ∩Bk | B] +
∑
k∈Γ
k/∈J
P [A ∩Bk | B].
Seja k ∈J , enta˜o P [Bk ∩B] = 0, mas P [A ∩Bk | B] = P [A∩Bk∩B]P [B] = 0, pois
A ∩Bk ∩B ⊂ Bk ∩B e 0 ≤ P [A ∩Bk ∩B] ≤ P [Bk ∩B] = 0. Enta˜o,
P [Xm+n+1 = j | Xm = i] =
∑
k∈Γ
k/∈J
P [A ∩Bk | B].
Observamos que, se k /∈J , P [B ∩ Bk] > 0, e assim P [Bk] > 0. De fato, caso contra´rio,
como B ∩ Bk ⊂ B, ter´ıamos 0 < P [B ∩ Bk] ≤ P [Bk] = 0, o que e´ absurdo. Como
{Xn, n ∈ N} e´ cadeia de Markov, temos,
P [A | Bk ∩B] = P [Xm+n+1 = j | Xm+n = k] = P [A | Bk].
Enta˜o temos,
P [Xm+n+1 = j | Xm = i] =
∑
k∈Γ
k/∈J
P [A ∩Bk | B] =
∑
k∈Γ
k/∈J
P [A | Bk ∩B]P [Bk | B]
=
∑
k∈Γ
k/∈J
P [A | Bk]P [Bk | B] =
∑
k∈Γ
k/∈J
pkjP [Bk | B].
Se k ∈ J , P [Bk ∩ B] = 0, entretanto, ∃mk ∈ N tal que P [Xmk = k] > 0. Enta˜o
P [Xmk+1 = j | Xmk = k] esta´ bem definido e e´ igual a pkj. Nesse caso,
P [Xmk+1 = j | Xmk = k]P [Xm+n = k | Xm = i] = pkjP [Xm+n = k | Xm = i] = 0.
Observamos que,
P [Xm+n+1 = j | Xm = i] =
∑
k∈Γ
k/∈J
pkjP [Bk | B] + 0,
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enta˜o,
P [Xm+n+1 = j | Xm = i] =
∑
k∈Γ
pkj P [Xm+n = k | Xm = i]︸ ︷︷ ︸
na˜o depende de m
. (3.1)
Portanto, o soma´to´rio na˜o depende de m.
Definic¸a˜o 3.9. Seja {Xn;n ∈ N} uma cadeia de Markov estaciona´ria. Definimos a
probabilidade de transic¸a˜o de n-passos dessa cadeia como,
p
(n)
ij = P [Xm+n = j | Xm = i], para m ∈ Ai, ∀i, j ∈ Γ.
Se Γ = {0, 1, . . . , N}, a matriz de probabilidade de n-passos dessa cadeia e´ definida como
P (n) =
(
p
(n)
ij
)
.
De acordo com a equac¸a˜o 3.1 temos, para todo i, j ∈ Γ, para todo n ∈ N,
p
(n+1)
ij =
∑
k∈Γ
pkjp
(n)
ik .
A igualdade acima e´ conhecida como Equac¸a˜o de Chapman-Kolmogorov.
Proposic¸a˜o 3.2. Seja {Xn;n ∈ N} uma Cadeia de Markov estaciona´ria com Γ =
{0, 1, . . . , N}, enta˜o P (n) = P n, ∀n ∈ N∗.
Demonstrac¸a˜o. Vamos mostrar por induc¸a˜o que o resultado e´ verdadeiro.Suponha que
i, j ∈ Γ e que m ∈ Ai. Para n = 1 temos,
P (1) = (p
(1)
ij ) = (P [Xm+1 = j | Xm = i]) = (pij) = P = P 1.
Para n = 2 temos,
P 2 = (p
(2)
ij ) =
(
N∑
k=0
pkjp
(1)
ik
)
=
(
N∑
k=0
pkjpik
)
= P.P = P 2.
Vamos supor que o resultado e´ va´lido para n, enta˜o,
P (n) = P n = P.P. . . . .P︸ ︷︷ ︸
n vezes
.
Mostremos que o resultado e´ va´lido para n+ 1. Com isso temos,
P (n+1) = (p
(n+1)
ij ) = (P [Xm+n+1 = j | Xm = i]) =
(
N∑
k=0
pkjP [Xm+n = k | Xm = i]
)
=
(
N∑
k=0
pkjp
(n)
ik
)
= P.P n = P n+1.
Logo, P (n+1) = P n+1.
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Definic¸a˜o 3.10. Seja {Xn;n ∈ N} uma cadeia de Markov estaciona´ria com Γ = {0, . . . , N}.
Sendo pi = P [X0 = i], ∀i ∈ Γ, definimos,
p0 = (p0, p1, . . . , pN),
como sendo o vetor de probabilidade inicial. Definimos tambe´m
p
(n)
i = P [Xn = i] e p
(n) = (p
(n)
0 , p
(n)
1 , . . . , p
(n)
N ),
onde p(n) e´ denominado vetor de probabilidade de n passos.
Proposic¸a˜o 3.3. Consideremos {Xn, n ∈ N} uma cadeia de Markov estaciona´ria, p(0) e
p(n) como na Definic¸a˜o 3.10, enta˜o,
p(n) = p0P n, ∀n ∈ N∗.
Demonstrac¸a˜o. Vamos provar por induc¸a˜o que o resultado e´ va´lido. Para n = 1,
p(1) = (p
(1)
0 , p
(1)
1 , . . . , p
(1)
N ) e
p
(1)
k = P [X1 = k], ∀k ∈ {0, . . . , N}.
Definimos B = [X1 = k], e para cada j ∈ {0, . . . , N}, Bj = [X0 = j]. Enta˜o Bi ∩ Bj = ∅,
se i 6= j, Ω = ⋃Nj=0Bj.
p
(1)
k = P [B ∩ Ω] = P
[
B ∩
(
N⋃
j=0
Bj
)]
= P
[
N⋃
j=0
Bj ∩B
]
=
N∑
j=0
P [Bj ∩B] .
Queremos usar a fo´rmula P [Bj ∩ B] = P [B | Bj]P [Bj]. Seja J = {j ∈ Γ;P [Bj] = 0},
enta˜o,
p
(1)
k =
N∑
j∈Γ
j∈J
P [Bj ∩B] +
N∑
j∈Γ
j /∈J
P [Bj ∩B].
Se j ∈J , P [Bj] = 0 e como Bj ∩B ⊂ Bj, temos P [Bj ∩B] ≤ P [Bj], ou seja,
0 ≤ P [Bj ∩B] ≤ 0⇒ P [Bj ∩B] = 0.
Com isso,
p
(1)
k = 0 +
N∑
j∈Γ
j /∈J
P [Bj ∩B] =
N∑
j∈Γ
j /∈J
P [B | Bj]P [Bj],
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ou seja,
p
(1)
k =
N∑
j∈Γ
j /∈J
P [X1 = k | X0 = j]P [X0 = j] =
N∑
j∈Γ
j /∈J
pjkpj.
Para o caso de j ∈J , pj = 0 e podemos escrever,
p
(1)
k =
N∑
j∈Γ
j /∈J
pjkpj +
N∑
j∈Γ
j∈J
pjk.0 =
N∑
j∈Γ
pjpjk,
ou seja,
p(1) = p0P.
Vamos supor que o resultado e´ va´lido para n. Enta˜o,
p(n) = p0P n.
Temos de mostrar que o resultado e´ va´lido para n+ 1. Primeiro, observamos que,
p
(n+1)
k = (p
(n+1)
0 , p
(n+1)
1 , . . . , p
(n+1)
N ),
com
p
(n+1)
k = P [Xn+1 = k],∀k ∈ {0, . . . , N}.
Seja, k ∈ Γ fixado. Definimos para cada j ∈ Γ, Bnj = [Xn = j]. Enta˜o Bni ∩ Bnj = ∅, se
i 6= j, Ω = ⋃Nj=0Bnj . Dessa forma, se Bn+1 = [Xn+1 = k], temos
p
(n+1)
k = P [Xn+1 = k] = P [B
n+1] = P [Bn+1 ∩ Ω] = P [Bn+1 ∩ (∪Nn=0Bnj )]
=
N∑
j=0
P [Bn+1 ∩Bnj ].
Definindo J n = {j ∈ Γ;P [Bnj ] = 0}, temos,
p
(n+1)
k =
∑
j∈Γ
j /∈J n
P [Bn+1 ∩Bnj ] +
∑
j∈Γ
j∈J n
P [Bn+1 ∩Bnj ]
=
∑
j∈Γ
j /∈J n
P [Bn+1 | Bnj ]P [Bnj ] + 0
=
∑
j∈Γ
j /∈J n
P [Xn+1 = k | Xn = j]p(n)j .
Se j ∈J n, enta˜o p(n)j = 0, e
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p
(n+1)
k =
∑
j∈Γ
p
(n)
j pjk.
Dessa forma,
p(n+1) = p(n)P = (p0P n)P,
ou seja,
p(n+1) = p0P n+1.
Queremos estudar (p
(n)
ij ) para o caso em que n se torna suficientemente grande,
ou seja, quando os passos do processo sa˜o repetidos n vezes. Para isso, introduzimos as
definic¸o˜es abaixo e posteriormente dois teoremas, cujas demonstrac¸o˜es na˜o sera˜o apresen-
tadas neste trabalho. (Ver, por exemplo a refereˆncia [12]).
Definic¸a˜o 3.11. Seja {Xn;n ∈ N} uma cadeia de Markov estaciona´ria com Γ = {0, . . . , N}.
Se dados j, k ∈ Γ,
p
(n)
jk > 0 e p
(m)
kj > 0,
para algum m,n ∈ N∗, dizemos que os estados j e k se comunicam. Se todos os estados
se comunicam dizemos enta˜o que a cadeia e´ irredut´ıvel. Caso contra´rio ela e´ dita na˜o-
irredut´ıvel.
Exemplo 3.13. O Exemplo 3.6 ilustra uma cadeia de Markov irredut´ıvel, pois a definic¸a˜o
acima e´ satisfeita, ou seja, todos os estados se comunicam.
Considere o Exemplo 3.7. Quando o jogador perde todo o seu dinheiro para
o seu oponente, este na˜o tem mais chance de iniciar uma nova partida, fazendo com
que o jogo termine. De forma semelhante, quando o jogador ganha todos os recursos
dispon´ıveis, o jogo tambe´m termina. Podemos ver que em ambas situac¸o˜es os estados
na˜o se comunicam com os demais, fazendo com que a cadeia de Markov em questa˜o seja
na˜o-irredut´ıvel.
Definic¸a˜o 3.12. Uma cadeia de Markov e´ dita pero´dica se ∃j ∈ N com
P n+j = P n,∀n ∈ N∗.
Caso contra´rio ela e´ dita aperio´dica.
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Proposic¸a˜o 3.4. Seja {Xn;n ∈ N} uma cadeia de Markov estaciona´ria, irredut´ıvel e tal
que Γ = {0, . . . , N}. Enta˜o, se pii > 0, para algum i ∈ Γ, {Xn;n ∈ N} e´ aperio´dica [18].
Exemplo 3.14. Vamos considerar que exista um equipamento que e´ classificado dentre
uma das treˆs condic¸o˜es: (a) funcionamento, (b) em reparo ou (c) inoperante aguardando
mais trabalho. Tal equipamento e´ observado somente quando da mudanc¸a de estados. Seja
Xn = 0, caso a n-e´sima mudanc¸a de estado o coloque em condic¸o˜es de funcionamento,
Xn = 1, caso a n-e´sima mudanc¸a de estado o coloque em uma condic¸a˜o de reparo e
Xn = 2, caso a n-e´sima mudanc¸a de estado o coloque inoperante.
As hipo´teses a serem consideradas sa˜o: Se o equipamento estiver parado para
fim de reparo, a mudanc¸a de estado seguinte sera´ para a condic¸a˜o de funcionamento; Se o
equipamento estiver inoperante aguardando mais trabalho, a mudanc¸a de estado seguinte
o colocara´ em funcionamento; Se na˜o houver trabalho para fazer, a equipe de reparo sera´
desfeita de modo a na˜o permitir que nenhuma transic¸a˜o ocorra da condic¸a˜o de reparo
para inoperante; Se estiver funcionando, podera´ mudar para a condic¸a˜o de inoperante ou
podera´ estragar e ser posto em reparo, supondo essas possibilidades igualmente prova´veis.
Seja {Xn;n ∈ N} uma cadeia de Markov nessas condic¸o˜es. Enta˜o a matriz de
transic¸a˜o de um passo e´ dada por,
P =

0 1
2
1
2
1 0 0
1 0 0
 .
Assim, P (2) e´ dada por,
P (2) = P 2 =

1 0 0
0 1
2
1
2
0 1
2
1
2
 .
Da mesma forma, P (3) e´ dada por,
P (3) = P 3 =

0 1
2
1
2
1 0 0
1 0 0
 .
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Em geral, podemos observar que,
P (2n) =

1 0 0
0 1
2
1
2
0 1
2
1
2
 , n ∈ N∗,
e
P (2n−1) =

0 1
2
1
2
1 0 0
1 0 0
 , n ∈ N∗.
Portanto, de acordo com a Definic¸a˜o 3.12, esta cadeia de Markov e´ perio´dica.
Teorema 3.2. Seja {Xn;n ∈ N}, uma cadeia de Markov estaciona´ria, aperio´dica e com
Γ = {0, . . . N}. Enta˜o os limites Vj = limn→+∞ p(n)j existem ∀j ∈ Γ. Ale´m disso Vj =
limn→+∞ p
(n)
ij , para qualquer i ∈ Γ.
Observac¸a˜o 3.1. Consideremos V = (V0, . . . ,VN), enta˜o V e´ dito estaciona´rio no seguinte
sentido,
lim
n→+∞
p
(n)
j =
N∑
k=0
lim
n→+∞
(p
(n−1)
k )pkj
Vj =
N∑
k=0
Vkpkj,
ou seja,
V = V P.
Como consequ¨eˆncia, usando o princ´ıpio da induc¸a˜o podemos mostrar que V = V P n, ∀n ∈
N.
Teorema 3.3. Se {Xn;n ∈ N} e´ uma cadeia de Markov estaciona´ria, aperio´dica, irre-
dut´ıvel e com Γ = {0, . . . , N}, V dado acima e´ o u´nico vetor estaciona´rio que satisfaz,
N∑
j=0
Vj = 1, Vj ≥ 0.
V e´ dito vetor de probabilidade.
Observac¸a˜o 3.2. Considere a matriz de transic¸a˜o de n-passos de um processo de Markov,
P (n) =

p
(n)
00 p
(n)
01 . . . p
(n)
0N
p
(n)
10 p
(n)
11 . . . p
(n)
1N
...
...
...
p
(n)
N0 p
(n)
N1 . . . p
(n)
NN

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lim
n→+∞
P (n) = lim
n→+∞

p
(n)
00 p
(n)
01 . . . p
(n)
0N
p
(n)
10 p
(n)
11 . . . p
(n)
1N
...
...
...
p
(n)
N0 p
(n)
N1 . . . p
(n)
NN
 =

V1 V2 . . . VN
V1 V2 . . . VN
...
...
...
V1 V2 . . . VN
 =

V
V
...
V

lim
n→+∞
P (n) =

V
V
...
V
 .
Como consequ¨eˆncia,
lim
n→+∞
P n =

V
V
...
V
 .
Exemplo 3.15. No Exemplo 3.5 ha´ pelo menos dois vetores estaciona´rios de probabili-
dade V1 = (1, 0, . . . , 0) e V2 = (0, 0 . . . , 1). Isso ocorre por que a cadeia correspondente e´
na˜o-irredut´ıvel.
Exemplo 3.16. Considere a matriz P do Exemplo 3.10. Queremos conhecer a matriz
de transic¸a˜o de n passos quando n se torna suficientemente grande, ou seja, queremos
saber o que acontece com as probabilidades de transic¸a˜o quando temos uma sequ¨eˆncia de
muitos tiros de canha˜o. Para isso, vamos utilizar me´todos de A´lgebra Linear. Sabemos
que se a referida matriz e´ diagonaliza´vel pois podemos escreveˆ-la da forma,
P = ADA−1 34 14
1
2
1
2
 =
 1 1
1 −2
 1 0
0 1
4
 23 13
1
3
−1
3
 ,
onde A e´ a matriz formada pelos autovetores associados aos autovalores de P e D e´ uma
matriz diagonal cujas entradas na˜o nulas sa˜o os autovalores da matriz P [3]. Sabemos
tambe´m que,
lim
n→+∞
P (n) = lim
n→+∞
P n = lim
n→+∞
ADnA−1
Dessa forma, temos,
lim
n→+∞
P n = lim
n→+∞
A
 1n 0
0
(
1
4
)n
A−1 = lim
n→+∞
A
 1 0
0
(
1
4
)n
A−1
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lim
n→+∞
P n = lim
n→+∞
 1 (14)n
1 −2 (1
4
)n
 23 13
1
3
−1
3

lim
n→+∞
P n = lim
n→+∞
 23 + 13 (14)n 13 − 13 (14)n
2
3
− 2
3
(
1
4
)n 1
3
+ 2
3
(
1
4
)n
 =
 23 13
2
3
1
3
 .
Podemos observar que conforme o nu´mero de tiros aumenta, as probabilidades de
transic¸a˜o de um passo do processo se estabilizam. Em outras palavras, a informac¸a˜o de
acerto ou erro do tiro anterior na˜o influeˆncia no sucesso ou fracasso do tiro seguinte, pois,
lim
n→+∞
p
(n)
00 = lim
n→+∞
p
(n)
10 =
2
3
e lim
n→+∞
p
(n)
01 = lim
n→+∞
p
(n)
11 =
1
3
.
Para esclarecimento, com esse resultado percebemos que a medida em que
temos uma sequ¨eˆncia de muitos tiros, a probabilidade de acertar um tiro dado que o
anterior foi correto e´ igual a probabilidade de acertar um tiro dado que o anterior foi
perdido. De forma ana´loga, a probabilidade de errar um tiro dado que o anterior foi
correto e´ igual a probabilidade de errar um tiro dado de o anterior tambe´m foi perdido.
Exemplo 3.17. Considere a matriz P do Exemplo 3.10. Da mesma que forma que no
exemplo anterior, queremos conhecer o que acontece com as probabilidades de transic¸a˜o
da cadeia de Markov quando temos n suficientemente grande. Em outras palavras, procu-
ramos a matriz de transic¸a˜o
(
p
(n)
ij
)
quando n se torna suficientemente grande, ou seja,
apo´s sucessivas gerac¸o˜es.
Com me´todos semelhantes aos utilizados no exemplo anterior, temos que a
referida matriz e´ diagonaliza´vel, pois,
P =

0, 95 0.05 0
0.10 0.70 0.20
0 0.30 0.70
 = ADA−1
=

−0.063 −0.577 −0.485
0.638 −0.577 0.485
0.766 −0.577 0.727


0.45 0 0
0 1 0
0 0 0.9


−0.158 0.790 −0.632
−0.944 −0.472 −0.314
−0.916 0.458 0.458
 .
onde A e´ a matriz formada pelos autovetores associados aos autovalores de P e D e´
uma matriz diagonal cujas entradas na˜o nulas sa˜o os autovalores da matriz P . Sabemos
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tambe´m que,
lim
n→+∞
P (n) = lim
n→+∞
P n = lim
n→+∞
ADnA−1
lim
n→+∞
P n = lim
n→+∞
A

(0.45)n 0 0
0 (1)n 0
0 0 (0.9)n
A−1 =

0.54 0.27 0.19
0.54 0.27 0.19
0.54 0.27 0.19
 .
Observamos que conforme o nu´mero de gerac¸o˜es se torna suficientemente grande,
as probabilidades de transic¸a˜o para outras classes sociais independem do fato de o in-
div´ıduo ter nascido rico, classe me´dia ou pobre. Por exemplo, a probabilidade de um
indiv´ıduo ser filho de um indiv´ıduo pobre e se tornar rico e´ a mesma probabilidade de
outra indiv´ıduo ser filho de um indiv´ıduo classe me´dia e se tornar rico.
Exemplo 3.18. Considere o Exemplo 3.7. Procuramos nessa situac¸a˜o uma forma de
se conhecer qual a probabilidade de o jogador esgotar seus recursos, dado que ele inicie
a sequ¨eˆncia de jogos com um determinado capital. Em outras palavras, ao iniciar o
jogo com um capital 0 < k < N , procuramos saber a probabilidade sk para que o
jogador fique arruinado, ou seja sk = P [Xn = 0 | X0 = k]. Podemos observar que na˜o
importa o que acontec¸a com o jogador apo´s um nu´mero digamos n de rodadas em um jogo,
invariavelmente ele comec¸a o jogo ganhando ou perdendo o seu capital inicial. Em caso de
vito´ria na primeira rodada, com probabilidade p anteriormente estabelecida, ele prossegue
o jogo com capital k+1 reais, ja´ em caso de derrota, com probabilidade q = 1−p, se k > 1
o jogador prossegue o jogo com capital k − 1 reais; se k = 1 o jogador estara´ arruinado.
Seguindo tal racioc´ınio temos que a probabilidade para que o jogador seja arruinado pode
ser escrita como sk = qsk−1 + psk+1, para 0 < k < N . Sabendo-se que a probabilidade
de o jogador perder um Real em uma rodada do jogo e´ q = 1− p⇒ 1 = p+ q, podemos
escrever,
(p+ q)sk = qsk−1 + psk+1 ⇒ psk + qsk = qsk−1 + psk+1
qsk − qsk−1 = psk+1 − psk ⇒ q(sk − sk−1) = p(sk+1 − sk)
sk − sk−1 =
(
p
q
)
(sk+1 − sk), ou ainda,
sk+1 − sk =
(
q
p
)
(sk − sk−1) para 0 < k < N.
Desenvolvendo a expressa˜o repetidamente temos,
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k = 1⇒ (s2 − s1) =
(
q
p
)
(s1 − s0)
k = 2⇒ (s3 − s2) =
(
q
p
)
(s2 − s1) =
(
q
p
)2
(s1 − s0)
k = 3⇒ (s4 − s3 =
(
q
p
)
(s3 − s2) =
(
q
p
)3
(s1 − s0)
...
para algum k ⇒ (sk+1 − sk) =
(
q
p
)k
(s1 − s0).
Como s0 = P [Xn = 0 | X0 = 0] e´ um evento certo, uma vez que a ru´ına do
jogador sera´ certa caso ele inicie o jogo sem dinheiro algum, enta˜o s0 = 1. Nesse caso
temos (sk+1 − sk) =
(
q
p
)k
(s1 − 1), para 0 ≤ k < N . Tomando algum i de tal modo que
0 < i ≤ N , podemos escrever,
(si − s0) = (si − si−1) + (si−1 − si−2) + (si−2 − si−3) + . . .+ (s1 − s0)
(si − s0) =
(
q
p
)i−1
(s1 − s0) +
(
q
p
)i−2
(s1 − s0) + . . .+
(
q
p
)0
(s1 − s0)
(si − s0) =
[(
q
p
)i−1
+
(
q
p
)i−2
+
(
q
p
)i−3
. . .+
(
q
p
)0]
(s1 − s0)
(si − 1) =
[(
q
p
)i−1
+
(
q
p
)i−2
+
(
q
p
)i−3
+ . . .+ 1
]
(s1 − 1)
(si − 1) =
i−1∑
j=0
(
q
p
)j
(s1 − 1).
Vemos que
i−1∑
j=0
(
q
p
)j
pode ser vista com uma progressa˜o geome´trica finita da
forma
h∑
l=0
arl, com r < 1. Dessa forma escrevemos,
h∑
l=0
arl =
1− rl+1
1− r . Aqui a = 1,
r = q
p
< 1, uma vez que 1 = p+ q, com p 6= q. Enta˜o,
(si − 1) =
i−1∑
j=0
(
q
p
)j
(s1 − 1) =
1−
(
q
p
)i−1+1
1−
(
q
p
)
 (s1 − 1)
(si − 1) =
1−
(
q
p
)i
1−
(
q
p
)
 (s1 − 1), 0 ≤ i ≤ N.
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Considerando i = N e sabendo que sN = P [Xn = 0 | X0 = N ], representa a
probabilidade de o joagador ser arruinado na n-e´sima rodada, dado que ele iniciou o jogo
com todo recurso dispon´ıvel N , observamos que sN sera´ um evento imposs´ıvel, uma vez
que trata-se de um evento improva´vel. Dessa maneira, a expressa˜o acima obtida e´ escrita
da seguinte forma,
(sN − 1) =
1−
(
q
p
)N
1−
(
q
p
)
 (s1 − 1)⇒ (s1 − 1) = −
 1−
(
q
p
)
1−
(
q
p
)N
 .
Conhecendo (si − 1) =
[
1−( qp)
i
1−( qp)
]
(s1 − 1) e substituindo (s1 − 1) temos,
(si − 1) =
1−
(
q
p
)i
1−
(
q
p
)
 .
−
 1−
(
q
p
)
1−
(
q
p
)N

 = −
 1−
(
q
p
)i
1−
(
q
p
)N
 ,
ou ainda, substituindo i por k, obtemos a probabilidade de um jogador que incia uma
partida dispondo de um capital k de recursos eventualmente ser arruinado,
sk − 1 = −
 1−
(
q
p
)k
1−
(
q
p
)N
⇒ sk = 1−
 1−
(
q
p
)k
1−
(
q
p
)N

sk =
1−
(
q
p
)N
− 1 +
(
q
p
)k
1−
(
q
p
)N =
(
q
p
)k
−
(
q
p
)N
1−
(
q
p
)N , com p 6= q.
Para o caso onde a probabilidade do jogador ganhar um real em uma partida
ser igual a probabilidade de o jogador perder um real em determinada partida, ou seja,
quando p = q, sk = 1− kN .
Podemos considerar a situac¸a˜o hipote´tica em que o jogador disputa com um ad-
versa´rio provido de infinitos recursos, ou seja, N → +∞. Desejamos obter uma expressa˜o
que represente a probabilidade de o jogador ser arruinado disputando o jogo contra um
jogador muito rico. E´ necessa´rio enta˜o, considerar dois casos:
Caso 1) p > q:
lim
N→+∞
sk = lim
N→+∞
(
q
p
)k
−
(
q
p
)N
1−
(
q
p
)N = (qp
)k
.
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Assim, quando a probabilidade de o jogador ganhar um real em uma partida
for maior que a probabilidade de o jogador perder um real, temos que probabilidade de
o mesmo ser arruinado quando a disputa se da´ com um adversa´rio provido de infinitos
recursos e´
(
q
p
)k
, onde k e´ o seu capital inicial.
Caso 2) p < q :
lim
N→+∞
sk = lim
N→+∞
(
q
p
)k
−
(
q
p
)N
1−
(
q
p
)N = limN→+∞
( qp)
k−( qp)
N
( qp)
N
1−( qp)
N
( qp)
N
lim
N→+∞
sk =
1
( qp)
N−k − 1
1
( qp)
N − 1 =
limN→+∞ 1
( qp)
N−k − limN→+∞ 1
limN→+∞ 1
( qp)
N − limN→+∞ 1 =
0− 1
0− 1 = 1.
Na situac¸a˜o em que o jogador disputa com um adversa´rio muito rico e que a
probabilidade de ganhar um real em uma partida do jogo e´ menor do que a probabilidade
de o jogador perder um real, vemos que ele inevitavelmente sera´ arruinado, ou seja, perdera´
todos os seus recursos para o seu oponente.
Como ja´ mencionado, este exemplo na˜o ilustra uma cadeia de Markov irre-
dut´ıvel, ou seja, nem todos os estados se comunicam. Portanto na˜o e´ poss´ıvel utilizar
os me´todos alge´bricos estudados neste trabalho para sua resoluc¸a˜o, exigindo assim uma
outra abordagem para o problema.
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Considerac¸o˜es Finais
O objetivo deste trabalho foi realizar um estudo sobre as cadeias de Markov e
os me´todos alge´bricos utilizados para a resoluc¸a˜o de problemas. Para isso, a atenc¸a˜o
voltou-se a`s cadeias de Markov estaciona´rias, com espac¸os de estados finito, irredut´ıveis
e na˜o-perio´dicas.
Durante o texto utilizamos uma abordagem semi-rigorosa acerca da teoria de
probabilidade, baseada nas noc¸o˜es de evento e espac¸o amostral. Concentramo-nos apenas
nas varia´veis aleato´rias discretas, uma vez que a inclusa˜o do caso cont´ınuo exigiria mais
tempo de estudo. O mesmo se pode dizer das cadeias de Markov que na˜o sa˜o estaciona´rias,
que possuem espac¸o de estados na˜o finito, na˜o-irredut´ıveis e perio´dicas.
Para futuros trabalhos, sugerimos a continuac¸a˜o do estudo de processos es-
toca´sticos, bem como os casos na˜o abordados nesse trabalho.
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