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EFFECTIVE BOUNDS ON MULTIPLICATIVELY
DEPENDENT ORBITS OF INTEGER POLYNOMIALS
MODULO S-INTEGERS
RAY LI AND IGOR E. SHPARLINSKI
Abstract. We obtain effective bounds on the heights of alge-
braic integers whose orbits contain multiplicatively dependent val-
ues modulo S-integers. Our method is based on a new upper bound
on the so-called S-height of polynomial values over the ring of in-
tegers of K. Our results provide an effective variant of a recent
result of A. Be´rczes, A. Ostafe, I. E. Shparlinski and J. H. Silver-
man (2019) on multiplicative dependence modulo a finitely gen-
erated subgroup by eliminating the use of non-effective results by
K. F. Roth and G. Faltings.
1. Introduction
1.1. Background. For a polynomial f(X) ∈ K[X ] and n > 0, we
write f (n)(X) for the nth iterate of f , that is, f (0)(X) = X and
f (n)(X) = f ◦ f ◦ . . . ◦ f︸ ︷︷ ︸
n times
(X), n > 1.
The orbit of α ∈ K is the set {α, f(α), f (2)(α), . . .}. In case the set is
finite we say that α is preperiodic and we use PrePer(f) to denote the
set of preperiodic points α ∈ K.
A famous theorem of Northcott [18] says that for any number field
K, for any nontrivial polynomial f(X) ∈ K[X ] the set PrePer(f) is
finite. Namely there are only finitely many α ∈ K such that
(1.1) f (m)(α) = f (n)(α)
for two distinct iterations of f (that is, for m 6= n).
Coupled with modern counting results on the number of algebraic
numbers of bounded height and degree, see [3,4,23,24], one can obtain
various effective and rather explicit versions of this result.
Several generalisations of the finiteness result of Northcott [18] have
recently been considered in [6, 19, 20], where Equation (1.1) has been
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replaced by various restrictions of multiplicative type on the ratios
f (m)(α)/f (n)(α) or even the ratios of the powers f (m)(α)r/f (n)(α)s.
For example, it is shown in [6, Theorems 1.3 and 1.4] that if f(X) ∈
K[X ] of degree d > 2 is not of the form f(X) = aX(X−b)d−1 with a ∈
K∗ and b ∈ K, then for any finitely generated multiplicative subgroup
Γ ∈ K∗, there are only finitely many α ∈ K for which
(1.2) f (n)(α)/f (m)(α) ∈ Γ
for some integers m > n > 0.
1.2. New results. Unfortunately the method of [6] relies on the re-
sults of Faltings [10,11] and thus is not effective. We consider the more
general equation
(1.3) f (n)(α) = af (m)(α)
for some integers m > n > 0 and an S-integer a ∈ oS (see Equa-
tion (1.6) for a definition). Note that Equation (1.2) is a special case
of Equation (1.3). However, Equation (1.3) is no longer symmetric in
m and n.
In Theorem 2.2 (see also Theorem 2.4) we show that in the case where
f(X) ∈ o[X ], where o is the ring of integers of K, and α ∈ o, one can
obtain an effective bound on the size of α. In fact, we trace the explicit
dependence on S. This is an effective version of [6, Theorem 1.4].
Furthermore, we also provide an effective variant of [6, Theorem 1.7]
which states that, under mild additional constraints, there are only
finitely many α ∈ K that satisfy the following relation of multiplicative
dependence modulo S-units among values in an orbit
f (n+k)(α)r · f (k)(α)s ∈ o∗S
for some n, k > 1 and (r, s) 6= (0, 0). That is, we give an effective upper
bound on the height of α ∈ o that satisfy
(1.4)
(
f (m)(α)
)r
= u
(
f (n)(α)
)s
for some integers m > n > 1, (r, s) 6= (0, 0) and an S-unit u ∈ o∗S , see
Equation (1.5) for a definition.
As in [6], the key to proving Theorem 2.2 is an upper bound on the S-
height of polynomial values , see Equation (1.7) for a precise definition,
which we believe is of independent interest and may find other appli-
cations. Recall that in [6] this upper bound is provided by [15, The-
orem 11(c)] which is unfortunately not effective. Here we modify the
argument of [6] to use an effective variant of [15, Theorem 11(c)] which
we provide by extending [8, Theorem 2.2] to number fields.
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We note that obtaining such extensions in terms of the norm in o can
be done by following the arguments in [8]. However, such a generalisa-
tion is not sufficient for our purpose, so we add some additional ideas
and ingredients in order to obtain a bound in terms of the S-height
(see Equation (1.7)).
1.3. General notation and conventions. We set the following no-
tation which we use for the rest of this paper. We refer to [7] for a
background on valuations, height and other notions we introduce be-
low.
Throughout this paper, we assume that K is a number field of degree
d, with class number h, regulator R and ring of integers o.
We use M to denote the set of places of K and write
M =M∞ ∪M0,
where M∞ and M0 are the set of archimedean (infinite) and non-
archimedean (finite) places of K respectively.
We always assume that S is a finite set of places containingM∞ and
use S0 = S ∩M
0 to denote the set of finite places in S. We also define
s = #S and t = #S0.
As usual, o∗S denotes the group of S-units, that is
(1.5) o∗S = {u ∈ K
∗ : |u|v = 1 ∀v ∈M \ S}.
In particular, o∗ = o∗M∞ is the group of units which, by the Dirichlet
Unit Theorem, is a finitely generated group of rank #M∞ − 1.
Similarly, oS denotes the ring of S-integers, that is
(1.6) oS = {a ∈ K : |a|v 6 1 ∀v ∈M \ S}.
We use N(a) for the norm of the ideal a, we also write N(α) to mean
N([α]), where [α] is the principal ideal in o generated by α ∈ o. In
particular, N(α) > 0 for α 6= 0.
For x > 0 it is convenient to introduce the functions
log+ x = max{log x, 0} and log∗ x = max{log x, 1},
with log+ 0 = 0, log∗ 0 = 1. We are now able to define the logarithmic
height of α ∈ K as
h(α) =
∑
v∈M
ℓv
d
log+|α|v,
where
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• |α|v is the absolute value extending the valuation on Q. That
is, for a finite place v corresponding to a prime ideal p | p
|α|v = p
−ordp α/ev ,
where ordp α is the p-adic order of α.
• ℓv denotes the local degree of the valuation v, that is
ℓv = [Kv : Qv],
where Kv and Qv are the completions at v.
Finally, for a set T ⊆M we use
(1.7) hT (α) =
∑
v∈T
ℓv
d
log+|α|v
to denote the T -height of α ∈ K.
We also recall the identity,
(1.8)
∑
vi∈M∞
ℓvi
d
= 1.
which is a special case of [7, Corollary 1.3.2] applied to the archimedean
valuation of Q.
Let PK denote the set of all prime ideals of o. For α ∈ K
∗ define
supp(α) = {p ∈ PK | ordp(α) > 0}
and
P(α) = max
p∈supp(α)
N(p)
with the convention that P(α) = 1 if supp(α) = ∅.
We use A with or without subscripts or arguments for fully explicit
constants, while c and C are used for not explicit but effective constants
depending on their arguments.
2. Main Results
2.1. Height of S-parts of polynomials in number fields. We start
with an effective version of [6, Theorem 1.4] where we also make the
dependence on S completely explicit. This result is proven by extend-
ing [8, Theorem 2.2] to number fields. We note that it is also indi-
cated in [8] that such an extension to number fields should be possible.
However, if one follows closely the argument of the proof of [8, Theo-
rem 2.2] this leads to such an extension in terms of the norm, while for
our purpose we need it in terms of the height, which requires bringing
in additional tools.
First we need to define some notation stemming from the use of [13].
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Suppose we are working with a finite set of places S and the prime
ideals {p1, · · · ,pt} correspond to the places in S0. Then define
(2.1) P = max
i∈[1,t]
N(pi), Q = N(p1 · · ·pt), L =
t∑
i=1
log∗ logN(pi)
with the convention that for S = M∞ we set P = Q = 1, L = 0.
Also define the functions
(2.2) A1(u, v) = v
2v+3.527v log(2v)u2v
and
(2.3) A2(u, v) = (2048u)
vv3.5
which stem from [13] which underlies our argument.
We recall the definition of hS in Section 1.3 and also that d = [K : Q].
Theorem 2.1. Let f(X) ∈ o[X ] be a polynomial with at least 3 distinct
roots. Let L be a splitting field of f over K, let D = [L : K] and let
hL denote the class number of L. Let S be a finite set of s places of
K containing all infinite places and let t = #S0. Then for all α ∈ o,
f(α) 6= 0 we have
(2.4) hS(f(α)
−1) < (1− η1(K, f,S))(h(f(α)) + 1),
where
η1(K, f,S)
−1 = c1(K, f)A1(dD, sD)max{1, t}
× PD(log∗ P + L )
t∏
i=1
log(N(pi))
D,
and, for t > 0, we have
(2.5) hS(f(α)
−1) < (1− η2(K, f,S))(h(f(α)) + 1),
where
η2(K, f,S)
−1 = c1(K, f)A2(dDhL, tD)tP
D
t∏
i=1
log(N(pi))
D,
where c1(K, f) > 0 is effectively computable.
Note that Equation (2.5) omits the vv term in Equation (2.2). This
is necessary for the proofs of Theorems 2.4 and 2.5.
We also note that, using the recent improvement [12, Corollary 4] in
place of Lemma 3.1, we can replace the main dependence on P by a
dependence on the third largest value of N(pi), i = 1, . . . , t.
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2.2. Effective bounds on points with multiplicatively depen-
dent orbits. We recall that d = [K : Q].
Theorem 2.2. Let f(X) ∈ o[X ] be a polynomial with at least 3 distinct
roots and for which 0 is not periodic. Let S be a finite set of places of
K containing all infinite places and let t = #S0. Then for any α ∈ o
such that Equation (1.3) holds for some non-negative integers m > n
and a ∈ oS we have
h(α) < c2(K, f)η1(K, f,S)
−1,(2.6)
and, for t > 0,
h(α) < c2(K, f)η2(K, f,S)
−1,(2.7)
where η1(K, f,S), η2(K, f,S) are as in Theorem 2.1 and c2(K, f) is an
effectively computable constant.
With Theorem 2.2 we can also prove the following effective variant
of [6, Theorem 1.7].
Theorem 2.3. Let f(X) ∈ o[X ] be a polynomial of degree at least 3
without multiple roots and for which 0 is not periodic. Let S be a finite
set of places of K containing all infinite places. Then for any tuple
(m,n, α, r, s) for which Equation (1.4) holds with n > 1 we have
h(α) < c3(K, f,S)
for some effectively computable c3(K, f,S).
Note that we have assumed m,n 6= 0, otherwise there are trivially
infinitely many solutions of the form
(
f (m)(u)
)0
= u−1
(
f (0)(u)
)
.
Theorem 2.3 almost directly follows from the proof of [6, Theo-
rem 1.7] but instead using Theorem 2.2 in place of [6, Theorem 1.3].
2.3. Applications to the existence of large prime ideals in fac-
torisations. For α ∈ K, define the function
λ(α) = log∗ h(α).
We obtain an effective lower bound on the largest norm of a prime
ideal appearing with a higher order in f (m)(α) than in f (n)(α).
Theorem 2.4. Let f(X) ∈ o[X ] be a polynomial with at least 3 distinct
roots and for which 0 is not periodic. Let α ∈ o, m,n ∈ Z, m > n > 0
such that f (m)(α), f (n)(α) 6= 0. Then
P
(
f (m)(α)
f (n)(α)
)
> c4(K, f)
λ
(
f (m)(α)
)
log∗ λ
(
f (m)(α)
)
log∗ log∗ λ (f (m)(α))
,
where c4(K, f) > 0 is an effectively computable constant.
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Using standard properties of height, such as Equation (4.1) below, we
see that Theorem 2.4 implies that if, in addition, α is not preperiodic,
then
P
(
f (m)(α)
f (n)(α)
)
> c5(K, f)
m log∗m
log∗ log∗m
,
where c5(K, f) > 0 is an effectively computable constant.
Finally, we obtain a result on the existence of primitive divisors
within small sets of iterates.
Theorem 2.5. Let f(X) ∈ o[X ] be a polynomial with at least 3 distinct
roots and for which 0 is not periodic. Then there exists an effectively
computable constant c6(K, f) > 0 such that, letting
k(m,α) = ⌊c6(K, f) log λ(f
(m)(α))⌋,
for every m ∈ Z, m > 0, and every α ∈ o, f (m)(α) not a unit, there
exists a prime ideal p that divides f (m)(α) but does not divide any
element in the set
{f (max(0,m−k(m,α)))(α), f (max(0,m−k(m,α))+1)(α), · · · , f (m−1)(α)}.
If, in addition, α is not preperiodic, then, using Equation (4.1), The-
orem 2.5 also holds for
k(m,α) = ⌊c7(K, f) logm⌋
for some effectively computable c7(K, f) > 0.
3. Proof of Theorem 2.1
3.1. Preliminaries. As in the proof of [8, Theorem 2.10], the main
tool is [13, Theorem 3]. We state the special case for 2 variables where
it is easy to state a sufficient condition for F to be triangularly con-
nected. We maintain the dependence on S; however, we omit the ex-
plicit dependence on K and F .
Let R be the regulator of K.
In Lemma 3.1 below, which is a simplified version of [13, Theorem 3],
we have made use of the inequality (see [9])
RS 6 hR
t∏
i=1
log N(pi),
where h is the class number of K and RS is the S-regulator of K (see [9]
for a definition, it is the natural generalisation of the regulator to S-
units). In particular, we absorb h, R into the constant C1(K, F ).
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We recall that a binary form (that is, a homogeneous polynomial)
F ∈ K[X, Y ] is called decomposable over K, if F factors into linear
factors over K.
Lemma 3.1. Let F ∈ K[X, Y ] be a decomposable form over K which
has at least 3 pairwise non-proportional linear factors. Let S be a finite
set of s places of K containing all infinite places and let t = #S0. Let
P,Q,L be as defined in Equation (2.1). Let β ∈ K \ {0}. Then all
solutions (x1, x2) ∈ o
2
S of
F (x1, x2) = β
satisfy
h(x1), h(x2) < C1(K, F )A1(d, s) (log
∗Q+ h(β))
× P (1 + L / log∗ P )
t∏
i=1
logN(pi),
(3.1)
and, for t > 0,
h(x1), h(x2) < C2(K, F )A2(dh, t) (log
∗Q+ h(β))
× (P/ log∗ P )
t∏
i=1
logN(pi),
(3.2)
where A1 is defined as in Equation (2.2), A2 is defined as in Equa-
tion (2.3), d = [K : Q], h is the class number of K and C1(K, F ),
C2(K, F ) are effectively computable constants.
We refer to [13] for a fully explicit statement. For the case t > 0 see
also the recent improvement [12, Corollary 4].
To adapt the proof of [8, Theorem 2.10] to number fields, we need
a well known fact on the approximation of archimedean valuations by
units. To obtain explicit bounds, we first need [9, Lemma 1] in the case
where S =M∞ (see also [13, Lemma 2] for an alternative bound when
the unit rank is at least 2).
Lemma 3.2. Let K be a number field with unit rank at least 1. Then
there exists a fundamental system of units ε1, . . . , εr such that
max
16i6r
h(εi) 6 A3(K)R,
where
A3(K) =
(r!)2
2r−1dr
(
δK
d
)1−r
,
where d = [K : Q] and δK is any positive constant such that every
non-zero algebraic number α ∈ K which is not a root of unity satisfies
h(α) > δK/d.
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A result of Voutier [22] states that we can take
δK =


log 2
d
if d = 1, 2,
1
4
(
log log d
log d
)3
if d > 3,
in Lemma 3.2.
In the following result, little effort has been made to optimise the
right hand side as it suffices for our results that it is effectively com-
putable in terms of K. In fact, it is essentially established in the proof
of [9, Lemma 2] (see also [13, Lemma 3]); however, for the sake of
completeness, we give a short proof.
Lemma 3.3. For every α ∈ o \ {0} and for every integer n > 1 there
exists an ε ∈ o∗ such that
(3.3)
∣∣∣∣log|εnα|v − 1d log(N(α))
∣∣∣∣ 6 12A3(K)nd2R
for all v ∈M∞ with A3(K) as in Lemma 3.2 and d = [K : Q].
Proof. For this proof let M∞ = {v1, . . . , vr+1}. Since the case r =
0 is trivial, we henceforth assume that r > 1. Let ε1, . . . , εr be a
fundamental system of units satisfying the inequalities of Lemma 3.2.
We note that by the Dirichlet Unit Theorem (see, for example, [17,
Theorem I.7.3]), the columns of the (r + 1)× r matrix M with
Mi,j = ℓvi log|εj|vi
(where as before ℓv = [Kv : Qv] for v ∈ M) form a basis for the
hyperplane in Rr+1 of vectors whose coordinates sum to 0.
Let v be the column vector of dimension r + 1, where
(v)i = ℓvi log
(
N(α)−1/d|α|vi
)
, i = 1, . . . , r + 1.
Then there exists a unique vector x = (x1, . . . , xr)
T such that
Mx = v.
For each i = 1, . . . , r, we write
xi = nyi + zi, yi, zi ∈ Z, zi ∈
(
−
n
2
,
n
2
]
.
Let ε = ε−y11 · · · ε
−yr
r . Then, for all vi,
log|εz11 · · · ε
zr
r |vi = log|ε
nα|vi −
1
d
log(N(α)).
For each j = 1, . . . , r, by Lemma 3.2, we have
|zj log|εj |vi | 6
n
2
dh(εj) 6
n
2
dA3(K)R
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and summing over j = 1, . . . , r yields the desired statement. 
We now have all the tools we need for the proof of Theorem 2.1.
3.2. Concluding the proof. We will first prove Equation (2.4) holds
assuming that f splits in K.
Let F (X, Y ) be the homogenisation of f , that is,
F (X, Y ) = Y df(X/Y ),
where d = deg f . Then F is a decomposable form in K with F (x, 1) =
f(x).
Suppose x ∈ o and f(x) 6= 0. Let b = F (x, 1) = f(x). We can write
[b] uniquely in the form
(3.4) [b] = p1
b1 . . .pt
bta,
where a is an ideal coprime to p1, . . . ,pt and bi = ordpi b, i = 1, . . . , t.
Decompose each bi (uniquely) as
bi = dhqi + ri,
where h is the class number of K and qi, ri ∈ Z>0, ri < dh.
For each i ∈ [1, t], define pi ∈ o to be any generator of pi
h (which is
a principal ideal).
Now let
(3.5) c = F
(
x
pq11 . . . p
qt
t
,
1
pq11 . . . p
qt
t
)
=
b
pdq11 . . . p
dqt
t
,
so that
(3.6) [c] = p1
r1 . . .pt
rta.
We now apply Lemma 3.3 to c and let ε ∈ o∗ be any unit satisfying
Equation (3.3) where α is replaced by c and n by d.
Multiplying the arguments of F by ε we get
F
(
εx
pq11 . . . p
qt
t
,
ε
pq11 . . . p
qt
t
)
= εdc
and applying Lemma 3.1 we obtain the inequality
h(ε/pq11 . . . p
qt
t ) < C1(K, f)A1(d, s)
(
log∗Q+ h(εdc)
)
× P (1 + L / log∗ P )
t∏
i=1
log N(pi).
(3.7)
We separately lower bound h(ε/pq11 . . . p
qt
t ) and upper bound h(ε
dc).
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— Lower bound on h(ε/pq11 . . . p
qt
t ): Since ε/p
q1
1 . . . p
qt
t is an S-integer
h(ε/pq11 . . . p
qt
t ) =
∑
vi∈M0∩S
ℓvi
d
log+|ε/pq11 . . . p
qt
t |vi
+
∑
vi∈M∞
ℓvi
d
log+|ε/pq11 . . . p
qt
t |vi .
(3.8)
From Equation (3.5), we have that for all vi
d log|ε/pq11 . . . p
qt
t |vi − log
(
|εdc|vi
)
= log
(
|b|−1vi
)
.
If vi ∈M
0 ∩ S, by direct calculation we get
(3.9) log+|ε/pq11 . . . p
qt
t |vi >
1
d
log+(|b|−1vi )−
h
evi
log ρi
(where ρi is the prime in Z that pi lies over and evi is the ramification
index of vi, i = 1, . . . , t.).
If vi ∈M
∞, using the bound of Lemma 3.3 and dividing by d we get
log|ε/pq11 . . . p
qt
t |vi >
1
d
(
log
(
|b|−1vi
)
+
1
d
log(N(c))
)
−
1
2
A3(K)d
2R.
Hence
log+|ε/pq11 . . . p
qt
t |vi >
1
d
log+
(
|b|−1vi
)
−
1
2
A3(K)d
2R.(3.10)
Substituting Equation (3.9) and Equation (3.10) into Equation (3.8)
and using the trivial bound evi > 1 and Equation (1.8) we obtain
(3.11) h(ε/pq11 . . . p
qt
t ) >
1
d
hS(b
−1)− h logQ−
1
2
A3(K)d
2R,
where again we let
Q = N(p1 · · ·pt) > ρ1 . . . ρt.
— Upper bound on h(εdc): Since εdc ∈ o we have
h(εdc) =
∑
vi∈M∞
ℓvi
d
log+|εdc|vi.
From Equation (1.8) and Equation (3.3) we obtain
h(εdc) 6
1
d
log(N(c)) +
1
2
A3(K)dd
2R.
Since ri < dh, from Equation (3.6) we get that
(3.12) h(εdc) 6
1
d
log(N(a)) +
dh
d
logQ +
1
2
A3(K)dd
2R,
where again we let Q = N(p1 · · ·pt).
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By definition ordpi a = 0 for all finite valuations in S. Substituting
Equation (3.4) into Equation (3.12) we obtain the upper bound
h(εdc) 6 hM\S(b
−1) +
dh
d
logQ +
1
2
A3(K)dd
2R.(3.13)
— Combining the bounds: Substituting Equation (3.11) and Equa-
tion (3.13) into Equation (3.7) we obtain
hS(b
−1) < C3(K, f)A1(d, s)
(
log∗Q+ hM\S(b
−1)
)
× P (1 + L / log∗ P )
t∏
i=1
log N(pi),
where C3(K, f) is an effectively computable constant.
Noting that logQ 6 t logP we can simplify to get
hS(b
−1) < C3(K, f)A4(d,S)
(
1 + hM\S(b
−1)
)
,
where
A4(d,S) = A1(d, s)max{1, t}P (log
∗ P + L )
t∏
i=1
log N(pi).
Using
h(b) = h(b−1) = hM\S(b
−1) + hS(b
−1)
we now arrive to
(3.14) hS(b
−1) <
C3(K, f)A4(d,S)
1 + C3(K, f)A4(d,S)
(1 + h(b)) ,
concluding the proof of Equation (2.4) in the case where f splits in K.
— Proving Equation (2.4): Now, suppose that f does not split in K.
Let L be the splitting field of f over K and let T be the set of places
in L lying over S.
Then Equation (3.14) holds in L where we replace S by T . For ease
of notation, we introduce the subscript L when talking about constants
defined in terms of L (some of them also depend on S). In particular,
dL = [L : Q], sL = #T and so on. Let D = [L : K].
We note that
dL = Dd, tL 6 Dt, sL 6 Ds,
PL 6 P
D, LL 6 DL + C4(K, f),∏
q∈T0
log N(q) < C5(K, f)
∏
p∈S0
(logN(p))D,
(3.15)
where C4(K, f), C5(K, f) are effective constants that depend on D and
the number of prime ideals of K with norm less than ee.
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We also note that heights are independent of extension in the sense
that if b ∈ K, then
h(b) = hL(b), and hS(b
−1) = hT (b
−1).
Using Equation (3.14) with K replaced by L and other parameters
replaced by the upper bounds in Equation (3.15) we conclude the proof
of Equation (2.4).
— Proving Equation (2.5): This is the same proof as above, except
using Equation (3.2) in place of Equation (3.1) in the derivation of
Equation (3.7).
4. Proofs of Theorems 2.2 and 2.3
4.1. Dynamical canonical height function. We introduce the dy-
namical canonical height function which is useful in the proofs of The-
orems 2.2 and 2.3.
The following result is standard and proofs of its statements can be
found in [21, Section 3.4]; see also [14, Remark B.2.7] and [25, Propo-
sition 3.2] regarding the effectiveness of the result.
Lemma 4.1. For a fixed f ∈ K(X) with d = deg f > 2 there exists a
function hˆf : K→ [0,∞) such that:
(a) There is an effectively computable constant C6(K, f) such that
|hˆf (α)− h(α)| < C6(K, f),
for all α ∈ K.
(b) For all α ∈ K we have
hˆf(f(α)) = dhˆf(α).
(c) For all α ∈ K we have
hˆf(α) = 0 ⇐⇒ α ∈ PrePer(f).
As a consequence, there exists an effectively computable constant
C7(K, f) such that for all ℓ ∈ Z, ℓ > 0 and α ∈ K, h(α) > C7(K, f),
(4.1) dℓC7(K, f)h(α) > h(f
(ℓ)(α)) > dℓC7(K, f)
−1h(α).
4.2. Proof of Theorem 2.2. We first prove Equation (2.6). Suppose
α satisfies Equation (1.3). Let d = deg f . We assume that
(4.2) h(α) > max
{
d+ 1
d− 1
C6(K, f), 2η1(K, f,S)
−1
}
with C6(K, f) as in Lemma 4.1 (a) and η1(K, f,S) as in Theorem 2.1.
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The first term in the maximum on the right hand side of Equa-
tion (4.2), along with Lemma 4.1 (a) and (b), ensures that
h(f(α)) > hˆf(f(α))− C6(K, f) = dhˆf(α)− C6(K, f)
> dh(α)− (d+ 1)C6(K, f) > h(α).
(4.3)
The second term in the maximum in Equation (4.2) and Theorem 2.1,
along with Equation (4.3), implies that
hM\S(f
(l)(α)−1) > η1(K, f,S)h(f
(l)(α))− 1
>
η1(K, f,S)
2
h(f (l)(α)),
(4.4)
for any iterate f (l)(α) with l > 1.
For any α ∈ o, we write IS(α) to mean the S-free part of [α], that
is, the ideal
IS(α) =
[α]∏
p∈S0
pordp α
.
We now write [f (m)(α)] = a · b where
a = IS(f
(m)(α)) and b =
∏
p∈S0
pordp f
(m)(α).
Observe that Equation (1.3) implies that a | f (n)(α). Setting
k = m− n > 0,
we write
f (k)(f (n)(α)) = f (m)(α)
which, with the above observation, implies that a | f (k)(0).
Since 0 is not a periodic point, we have f (k)(0) 6= 0 and combining
the above observation with the notation in Lemma 4.1 we obtain
hM\S(f
(m)(α)−1) 6 hM\S(f
(k)(0)−1)
6 h(f (k)(0)−1) = h(f (k)(0))
< dkhˆf (0) + C6(K, f).
(4.5)
On the other hand, Equation (4.4) along with Lemma 4.1 (a) implies
that
(4.6) hM\S(f
(m)(α)−1) >
η1(K, f,S)
2
(dmhˆf(α)− C6(K, f)).
Comparing Equation (4.5) and Equation (4.6), since k 6 m, we
obtain
hˆf (α) < 2η1(K, f,S)
−1hˆf (0) +
2η1(K, f,S)
−1 + 1
dm
C6(K, f).
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As hˆf(0) < C6(K, f) we obtain the upper bound
h(α) <
(
2η1(K, f,S)
−1 + 1
)(
1 +
1
dm
)
C6(K, f),
as required.
The proof for Equation (2.7) is the same, except with η2 instead of
η1 throughout.
4.3. Proof of Theorem 2.3. First we establish the result when one of
r or s is equal to 0. We obtain an explicit dependence on S which may
be interesting in its own right. In particular, this gives a somewhat
explicit version of [16, Proposition 1.5(a)].
More generally, an explicit version of Lemma 4.2 for f(z) ∈ K(z)
can be derived from the proof of [16, Proposition 1.5(a)]. The key
ingredient of the proof is Siegel’s Theorem for curves of genus 0 which
can be made fully explicit using Baker’s method (see, for example, the
end of [2, Theorem 4.3]).
Lemma 4.2. Let f(X) ∈ o[X ] be a polynomial with at least 3 distinct
roots. Suppose that α ∈ o satisfies
f(α) ∈ o∗S .
Then
h(α) <
η1(K, f,S)
−1
d
+
(
1 +
1
d
)
C6(K, f),
with η1(K, f,S) as in Theorem 2.1, d = deg f and C6(K, f) as in
Lemma 4.1.
Proof. If f(α) ∈ o∗S , then hS(f(α)
−1) = h(f(α)−1) = h(f(α)). Substi-
tuting into Theorem 2.1 we obtain
(4.7) h(f(α)) < η1(K, f,S)
−1.
By Lemma 4.1 we have the inequality
h(f(α)) > hˆf(f(α))− C6(K, f) = dhˆf(α)− C6(K, f)
> dh(α)− (d+ 1)C6(K, f).
(4.8)
The result now follows from substituting Equation (4.8) into Equa-
tion (4.7). 
We now prove Theorem 2.3. Theorem 2.3 essentially follows from
the proof of [6, Theorem 1.7] (in the case where α ∈ RSf,Γ) upon
replacing the use of [6, Theorem 1.2] with Lemma 4.2 and the use
of [6, Theorem 1.3] with Theorem 2.2. We use the same cases as in the
proof of [6, Theorem 1.7] and just indicate the changes necessary.
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As in [6], we can effectively bound the height of elements of PrePer(f)
(see Lemma 4.1 (a) and (c)), hence we assume α /∈ PrePer(f) from now
on.
First, if r = 0 or s = 0, we then have that f (n)(α) ∈ o∗S for some n >
1. Lemma 4.2 bounds the height of f (n−1)(α). From this, Lemma 4.1
provides an effective upper bound on h(α) as required.
By replacing (r, s) by (−r,−s) we may assume that r > 0.
If, in addition, s < 0, then, as in [6], we can conclude that f (m)(α) ∈
o∗S and bound h(α) as above.
If either s > 2 or r > 2, then the argument in [6] applies directly
(noting that as deg f > 3, we can always apply one of [5, Theorem 2.1]
or [5, Theorem 2.2] to obtain effective results).
Finally, the case r = s = 1 is just a consequence of Theorem 2.2,
which concludes the proof.
5. Proof of Theorem 2.4
5.1. The case where m is much larger than n.
Lemma 5.1. Let f(X) ∈ o[X ] be a polynomial with at least 3 distinct
roots. Let α ∈ o, m,n ∈ Z, m > n > 0 such that f (m)(α), f (n)(α) 6= 0.
Let
L = log∗
(
h
(
f (m)(α)
)
h (f (n)(α)) + 1
)
.
Then
P
(
f (m)(α)
f (n)(α)
)
> C8(K, f)
L log∗ L
log∗ log∗ L
,
where C8(K, f) > 0 is an effectively computable constant.
Proof. For any X > 0, let SX =M∞ ∪M6X, where
M6X = {|·|vp | N(p) 6 X}.
If X > 1, then, since at most d prime ideals lie over each prime p ∈ Z,
using an explicit bound on the prime counting function [1, Theorem 4.6]
we derive
tX = #
(
SX ∩M0
)
6 6dX/ logX,
sX = #S
X 6 d+ 6dX/ logX.
(5.1)
Let
X = P
(
f (m)(α)/f (n)(α)
)
.
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Then
(
f (n)(α)/f (m)(α)
)
∈ oSX . Therefore,
hM\SX (f
(m)(α)−1) 6 hM\SX (f
(n)(α)−1)
6 h(f (n)(α)−1) = h(f (n)(α)).
(5.2)
Suppose that X > 1, hence tX > 0. Then Theorem 2.1 implies that
(5.3) hM\SX (f
(m)(α)−1) > η2(K, f,S
X) · h(f (m)(α))− 1.
Combining Equation (5.2) and Equation (5.3) we obtain
(5.4)
h
(
f (m)(α)
)
h (f (n)(α)) + 1
< η2(K, f,S
X)−1.
We note that
A2(dDhL, tXD) 6 C9(K, f)
X/ logX(5.5)
for some effectively computable constant C9(K, f).
Substituting Equation (5.1) and Equation (5.5) into Equation (5.4)
we obtain
h
(
f (m)(α)
)
h (f (n)(α)) + 1
< (C10(K, f) log
∗X)C10(K,f)X/ log
∗X ,
where C10(K, f) > 0 is effectively computable. Taking logs, we obtain
log∗
(
h
(
f (m)(α)
)
h (f (n)(α)) + 1
)
< C11(K, f)X
log∗ log∗X
log∗X
,
where C11(K, f) > 0 is effectively computable. The desired result fol-
lows after some simple calculation.
In the case where X = 1, the same procedure but using Equa-
tion (2.4) instead of Equation (2.5) shows that
h
(
f (m)(α)
)
h (f (n)(α)) + 1
< C12(K, f),
where C12(K, f) is an effectively computable constant, as required. 
5.2. The case where m and n are of comparable sizes.
Lemma 5.2. Let f(X) ∈ o[X ] be a polynomial with at least 3 distinct
roots and for which 0 is not periodic. Let α ∈ o, m,n ∈ Z, m > n > 0
such that f (m)(α), f (n)(α) 6= 0. Then
P
(
f (m)(α)
f (n)(α)
)
> C13(K, f)
λ
(
f (n)(α)
)
log∗ λ
(
f (n)(α)
)
log∗ log∗ λ (f (n)(α))
,
where C13(K, f) > 0 is an effectively computable constant.
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Proof. Define SX and X as in the proof of Lemma 5.1.
Then
(
f (n)(α)/f (m)(α)
)
∈ oSX .
If X = 1, hence SX = M∞, applying Theorem 2.2 with S = M∞
and α = f (n)(α) yields an effective upper bound on h(f (n)(α)) in terms
of K and f , as required.
Otherwise, #(SX ∩M0) > 0. Hence, applying Theorem 2.2 with
S = SX and α = f (n)(α), we obtain
h(f (n)(α))
c2(K, f)
< η2(K, f,S
X)−1.(5.6)
We can now proceed as in the proof of Lemma 5.1, except with Equa-
tion (5.6) in place of Equation (5.4), to obtain the desired result. 
5.3. Concluding the proof. We now prove Theorem 2.4.
If h(f (n)(α)) > C7(K, f), with C7(K, f) as in Equation (4.1), then a
combination of Lemma 5.1, used for
m− n >
λ(f (n)(α))
log d
,
and of Lemma 5.2 otherwise implies the result.
Otherwise, h(f (n)(α)) 6 C7(K, f). The result now follows from
Lemma 5.1.
6. Proof of Theorem 2.5
If p | f (m)(α) and p | f (n)(α) with m > n, then, writing
f (m)(α) = f (m−n)
(
f (n)(α)
)
,
we see that p | f (m−n)(0).
Fix a k ∈ Z, k > 0 and let Sk be the finite set of places containing
M∞ and all finite places corresponding to a prime dividing a value in
the set
{f (1)(0), f (2)(0), · · · , f (k)(0)}
(Sk is finite since 0 is not periodic).
With the above observation, to prove the desired statement for
k(m,α) = k,
it suffices to show that
hSk(f
(m)(α)−1) < h(f (m)(α)).
The case where Sk contains no finite places is trivial. Hence, we as-
sume that Sk contains at least one finite place. Then, by Theorem 2.1,
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we have that
(6.1) h(f (m)(α))− hSk(f
(m)(α)−1) > η2(K, f,Sk)h(f
(m)(α))− 1.
We note the following inequalities for Sk which are consequences of
Lemma 4.1 and simple calculation (for the last inequality note that∑t
i=1 log(N(pi)) < C14(K, f)d
k):
t < C14(K, f)d
k, P < eC14(K,f)d
k
,
t∏
i=1
log(N(pi)) < e
C14(K,f)dk
for an effectively computable C14(K, f). Hence,
(6.2) η2(K, f,Sk)
−1 < eC15(K,f)d
k
.
Substituting Equation (6.2) into Equation (6.1), the required statement
holds for any k such that
log h(f (m)(α)) > C15(K, f)d
k.
If h(f (m)(α)) is sufficiently large, then Theorem 2.5 follows imme-
diately. Otherwise, h(f (m)(α)) is bounded and we may pick c6(K, f)
small enough such that k(m,α) = 0.
Acknowledgement
The authors are grateful to Attila Be´rczes for supplying a proof of a
version of Theorem 2.1 in terms of the norm of the S-part of f(α) and
Alina Ostafe for her encouragement and comments on an initial draft
of the paper.
This work was supported, in part, by the Australian Research Coun-
cil Grant DP180100201.
References
[1] T. M. Apostol, Introduction to analytic number theory, Springer-Verlag, Berlin,
Heidelberg, 1976. 16
[2] A. Baker, Transcendental number theory, Cambridge Univ. Press, 1975. 15
[3] F. Barroero, ‘Counting algebraic integers of fixed degree and bounded height’,
Monatsh. Math., 175 (2014), 25–41. 1
[4] F. Barroero, ‘Algebraic S-integers of fixed degree and bounded height’, Acta
Arith., 167 (2015), 67–90. 1
[5] A. Be´rczes, J.-H. Evertse and K. Gyo¨ry, ‘Effective results for hyper- and su-
perelliptic equations over number fields’, Publ. Math. Debrecen, 82 (2013),
727–756. 16
[6] A. Be´rczes, A. Ostafe, I. E. Shparlinski and J. H. Silverman, ‘Multiplicative de-
pendence among iterated values of rational functions modulo finitely generated
groups’, Internat. Math. Res. Notices, (to appear). 1, 2, 4, 6, 15, 16
[7] E. Bombieri and W. Gubler, Heights in Diophantine geometry, Cambridge
Univ. Press, 2006. 3, 4
20 R. LI AND I. E. SHPARLINSKI
[8] Y. Bugeaud, J.-H. Evertse and K. Gyo¨ry, ‘S-parts of values of univariate poly-
nomials, binary forms and decomposable forms at integral points’, Acta Arith.,
184 (2018), 151–185. 2, 3, 4, 7, 8
[9] Y. Bugeaud and K. Gyo¨ry, ‘Bounds for the solutions of unit equations’, Acta
Arith., 74 (1996), 67–80. 7, 8, 9
[10] G. Faltings, ‘Endlichkeitssa¨tze fur abelsche Varieta¨ten u¨ber Zahlkorpern’, In-
vent. Math., 73 (1983), 349–366. 2
[11] G. Faltings, ‘Finiteness theorems for abelian varieties over number fields’,
Arithmetic geometry, Storrs, Connecticut, 1984, Springer, New York, 1986.
2
[12] K. Gyo¨ry, ‘Bounds for the solutions of S-unit equations and decomposable
form equations II’, Preprint, 2019, available at https://arxiv.org/abs/
1901.11289. 5, 8
[13] K. Gyo¨ry and K. Yu, ‘Bounds for the solutions of S-unit equations and de-
composable form equations’, Acta Arith., 123 (2006), 9–41. 4, 5, 7, 8, 9
[14] M. Hindry and J. H. Silverman, Diophantine geometry: An introduction,
Springer-Verlag, New York, 2000. 13
[15] L.-C. Hsia and J. H. Silverman, ‘A quantitative estimate for quasi-integral
points in orbits’, Pacific J. Math, 249 (2011), 321–342. 2
[16] H. Krieger, A. Levin, Z. Scherr, T. Tucker, Y. Yasufuku and M. E. Zieve,
‘Uniform boundedness of S-units in arithmetic dynamics’, Pacific J. Math,
274 (2015), 97–106. 15
[17] J. Neukirch, Algebraic Number Theory, Springer-Verlag, Berlin, Heidelberg,
1999. 9
[18] D. G. Northcott, ‘Periodic points on an algebraic variety’, Ann. of Math., 51
(1950), 167–177. 1
[19] A. Ostafe, M. Sha, I. E. Shparlinski and U. Zannier, ‘On multiplicative de-
pendence of values of rational functions and a generalisation of the Northcott
theorem’, Michigan Math. J., 68 2019, 385–407. 1
[20] A. Ostafe, L. Pottmeyer and I. E. Shparlinski, ‘Perfect powers in value sets
and orbits of polynomials’, Preprint , 2019, available at https://arxiv.org/
abs/1907.12057. 1
[21] J. H. Silverman, The arithmetic of dynamical systems, Springer-Verlag, New
York, 2007. 13
[22] P. M. Voutier, ‘An effective lower bound for the height of algebraic numbers’,
Acta Arith., 74 (1996), 81–95. 9
[23] M. Widmer, ‘Counting points of fixed degree and bounded height’, Acta Arith.,
140 (2009), 145–168. 1
[24] M. Widmer, ‘Integral points of fixed degree and bounded height’, Int. Math.
Res. Notices , 2016 (2016), 3906–3943. 1
[25] U. Zannier, Lecture notes on Diophantine analysis , Publ. Scuola Normale Su-
periore, Pisa, 2009. 13
MULTIPLICATIVELY DEPENDENT ORBITS MODULO S-INTEGERS 21
Department of Pure Mathematics, University of New South Wales,
Sydney, NSW 2052, Australia
E-mail address : rayli.main@gmail.com
Department of Pure Mathematics, University of New South Wales,
Sydney, NSW 2052, Australia
E-mail address : igor.shparlinski@unsw.edu.au
