The refractive index n of gaseous helium can be measured by optical interferometry so accurately that it can be used to establish a pressure standard which is expected to be superior to the current standard based on the height of a mercury column. The new standard requires knowledge of the dynamic polarizability of helium atom with accuracy significantly higher than obtainable in the best experiments, but possible to achieve computationally. Calculations of this quantity are presented at relativistic and quantum electrodynamics levels of theory including relativistic nuclear recoil effects. The uncertainties of the results are carefully estimated. Our recommended value of the dynamic polarizability at the He-Ne laser wavelength of 6329.908Å, equal 1.391 811 97(14) a.u., has uncertainty about two orders of magnitude smaller than that of the most precise measurements and is sufficiently accurate to establish a new pressure standard. Purely ab initio values of the refraction coefficient n are computed using our polarizability and literature values of magnetic susceptibility and dielectric virial coefficients. It is shown that n − 1 can be predicted by theory as a function of pressure and temperature with uncertainty of 1 ppm for pressures up to 3 MPa.
I. INTRODUCTION
Future metrology standards are expected to be partly based on physical quantities computed from first principles since some observables, such as properties of the helium atom and properties of bulk helium resulting from interactions between helium atoms, can now be theoretically predicted with accuracy rivaling and sometimes exceeding the best experimental determinations. Examples include the ionization and excitation energies [1] as well as the static polarizability of the helium atom [2] , or the virial coefficients describing departures of helium from the ideal gas behavior [3] . High accuracy theoretical values can also be used to calibrate experimental apparatuses. An example of a possible metrology standard utilizing theory input it the standard of temperature based on acoustic gas thermometry [4] . One of the metrology standards scheduled to be replaced in the near future is the current standard of pressure which employs a mercury column, i.e., the pressure p is obtained from the measurement of the column height h: p = ρgh, where ρ is the density of mercury and g is the gravitational acceleration. Replacement of this standard is desirable for several reasons: the toxicity of mercury, the possibility of improving the accuracy [although the uncertainty of the current standard is a fairly high 2.6 parts per million (ppm)], and finally one would prefer a more portable equipment than the current 3 m tall instrument containing 250 kilograms of mercury [5] . It has been recently proposed [5, 6] that a pressure standard can be based on optical interferometry measurements of the refractive index n of helium gas. For the ideal gas, n = 1 + 2π(α + χ)ρ, where α is the polarizability and χ is the diamagnetic susceptibility (also called magnetizability) of the helium atom, whereas ρ is the particle density (number of particles per unit volume). Combining this expression with the ideal gas equation, p = kT ρ, where k is the Boltzmann constant and T is temperature, we obtain p = (n − 1) kT 2π(α + χ) .
The quantities n, α, and χ depend on the radiation wavelength λ, which is close to 6330Å
for the envisaged apparatus [7] . For a nonideal gas, one has to add small terms on the righthand side of Eq. (1) containing the second and possibly third power of n − 1 and appropriate dielectric and density virial coefficients [8] .
The quantity n − 1 can be measured directly via optical interferometry. The simplest apparatus consists of a Fabry-Perot cavity of length L. One first performs a measure-ment when the cavity is empty and the laser is tuned to achieve the resonance condition 2L = mλ = mc/f 0 , where m is an integer number and f 0 denotes frequency. Then the measurement is repeated with the cavity filled with helium. The wavelength required for the resonance remains the same, which means that the laser has now to be tuned to another frequency f p = v/λ = c/(nλ), where c and v are the speeds of light in vacuum and in helium, respectively. Thus, n is determined by the frequency ratio. One can also interpret this experiment as measuring the apparent (optical) length of the cavity L ′ = mc/(2f v ) equal to nL. This problem is equivalent to the measurement of the displacement L ′ − L = (n − 1)L, which needs to be determined to within at least 1 ppm to achieve a useful standard. Since n − 1 ≈ 3 · 10 −5 and L ≈ 0.15 m, the distance (n − 1)L = 4.5 µm has to be determined to 4.5 picometer uncertainty, which is achievable using Fabry-Perot-based metrology [9] . Actually, the envisaged apparatus will use variable length cavities, one pressurized and three empty, constructed in such a way that the end of each cavity can be displaced by exactly the same amount. Measurements will be performed at the same time for the filled and empty cavities, one for the initial length of the cavities and another one for the extended cavities. This eliminates the problem of the change of length under pressure. Several factors contribute to uncertainties, but can be controlled so that this method does allow one to reach a better than 1 ppm accuracy in the determination of n − 1 [6] .
The product kT in Eq. (1), also needed to determine pressure, is currently known with an uncertainty of 0.9 ppm near the triple point of water [10] and is the subject of active research in metrology community which may further improve its accuracy.
The realization of the new standard requires also the knowledge of α and χ. The static value of α can be measured with accuracy of about 9 ppm [8] , clearly insufficient for the projected accuracy of the standard and the only option at the present time is to obtain this quantity from theory. Since χ is five orders of magnitude smaller than α, it does not need to be known very accurately and it can be computed using the nonrelativistic ground-state wave function from the expression χ = −e 2 r 2 /3m e c 2 , where e and m e are the electron charge and mass and r 2 is the expectation value of the square of the electron-nucleus distance. The virial coefficients needed when Eq. (1) is extended beyond the ideal gas case are known accurately enough from theory [3, 11] . The goal of the present work was to compute the dynamic polarizability of helium with accuracy of 0.2 ppm which is sufficient for the initial implementation of the standard and for its improved future versions. We also analyze the values of the refractive index determined purely from theory as functions of p and T . Such values can be used to calibrate gas refractometers or to correct errors in interferometric length measurements [12] .
An abridged account of our work has recently been published [13] . In the present paper, we present details of the derivations of the formulas used, discuss convergence of our calculations in basis set size, and demonstrate how the estimates of uncertainties were obtained. We also present results for the 3 He isotope to enable corrections of measurements for such impurity. We have computed some new contributions relative to Ref. 13 , representing the QED correction to the polarizability dispersion at the order 1/c 3 . These contributions turned out to be larger than we have estimated in Ref. 13 and therefore our new value of α(λ) at λ=6329.908Å is slightly outside the uncertainty range given in Ref. 13 . Finally, we discuss in detail the expansion of n in powers of ρ, investigating several terms that are usually not considered but might give nonnegligible contributions at 0.1 ppm level.
Many calculations of the helium atom polarizability have been published, but none of them has achieved the required accuracy of 0.2 ppm. In order to discuss literature results we start from defining the various contributions to this quantity. Since the angular frequency ω of the laser radiation used in the envisaged pressure standard is about 10 times smaller than the first resonance of the helium atom, the frequency dependence of α can be efficiently calculated from the power series expansion:
where α 0 is the static dipole polarizability. We will later see that this series indeed converges so quickly that only a few lowest terms are needed even with our very high accuracy goal in mind. The coefficients α k , k > 0, describing the dispersion of the dynamic polarizability, will be referred to as the polarizability dispersion coefficients, or dispersion coefficients for short. We shall use the atomic unit a 3 0 , where a 0 is the Bohr radius a 0 = 2 /(m e e 2 ), as the unit of polarizability and the inverse of the atomic unit of time, t 0 = 3 /(m e e 4 ), as the unit of frequency. For comparison with experiments, it is convenient to convert the frequency to the wavelength, so that
where For the light systems like helium, each α k can be expanded in powers of the fine structure constant e 2 /( c)
k being proportional to the lth power of this constant. Since the fine structure constant is equal to c −1 expressed in atomic units, to avoid notational clash with polarizability, we will use c −1 to denote the fine structure constant and from now on c will be treated a dimensionless parameter equal to 137.0359991 [10] . Thus, each α
We shall refer to α (2) k as the relativistic corrections. The corrections α
k , etc., are due to radiative as well as higher-order relativistic effects predicted by quantum electrodynamics (QED), and will be referred to as the QED effects.
The nuclear mass dependence of the nonrelativistic polarizability α (0) k can be taken into account exactly, but for the relativistic and QED corrections one has to use an expansion in powers of the ratio of the electron mass m e to the nuclear mass m α , i.e., in powers of 1/M = m e /m α . Apparently, no derivation of these effects has been published, so it will be included in the present paper. Since 1/M is of the order of 10 −4 , keeping the linear term is entirely sufficient and the relativistic corrections can be represented in the form
where α [14] and is accurate up to 9 digits, which is more than sufficient for our 0.2 ppm accuracy goal.
Calculations of the relativistic correction α [18] . The result of this calculation, equal to 0.183(1) µa 3 0 , confirms that the considered effect is indeed very small. The change in the total polarizability resulting from using the improved value of the second electric field derivative of Bethe logarithm amounts to −0.010 µa was approximated by the electric-field derivative of the one-loop contribution to the Lamb shift [2, 19] . The error of this approximation was assumed to be at 40% level [2] . Later, Pachucki found [1] that the error of an analogous approximation, applied to excitation energies of helium atom, is only about 5%. Therefore, in the present work we reduced the estimated error of α (40) 0 from 40% to 25%, which we believe is still conservative. This results in a contribution to the total uncertainty amounting to 0.14 µa 3 0 or 0.1 ppm, which dominates our uncertainty budget. The dispersion coefficients α k (k=2, 4, 6) were calculated thus far only by Bhatia and Drachman (BD)-first at the nonrelativistic level [20] and then with the inclusion of the leading relativistic correction [16] . These authors did not provide any estimates of the uncertainty of the obtained results. Their relativistic corrections do depend on the nuclear mass but the recoil effect, α The plan of this paper is as follows. In Sec. II, we review theory of helium dynamic polarizability at the nonrelativistic level. In Sec. III, we derive the relativistic corrections to this quantity, in particular their nuclear mass dependence (relativistic nuclear recoil effects). In Sec. IV we define an approximate QED correction to the polarizability dispersion computed in this work. The numerical details such as the functionals used to optimize wave functions and the choice of basis sets are discussed in Sec. V. Section VI A presents our results for the polarizability and in Sec. VI B we compare these results with experiment. Section VI C presents expressions defining the virial expansion for the refractive index while in Sec. VI D we compare such first-principles expansion to experimental data.
II. NONRELATIVISTIC LEVEL OF THEORY
The frequency-dependent dipole polarizability α(ω) of an atom in a quantum state ψ is defined by the expression
where z is the operator of the dipole coupling with the external electric field oscillating with the frequency ω, R(ω) is the frequency dependent reduced resolvent of the Hamiltonian H (possibly relativistic),
Q = 1 − |ψ ψ|, and E is the energy of the state ψ. For the helium atom,
where z i is the z coordinate of the vector pointing from the nucleus to the ith electron. The frequency-dependent resolvent satisfies the identity
where R = Q (QH −E) −1 is the static reduced resolvent of H. Iterating Eq. (8), one obtains the power series expansion
which converges for ω smaller than the first resonance frequency. When this expansion is inserted into the definition (6), one obtains the following expression for the dispersion coefficients α k :
At the nonrelativistic level of theory the resolvent R in Eq. (10) is replaced by the reduced resolvent
of the nonrelativistic Hamiltonian
and the wave function ψ by the eigenfunction ψ 0 of this Hamiltonian corresponding to the eigenvalue E 0 . The projector Q 0 in Eq. (11) is defined as
includes the finite nuclear mass effect exactly, i.e., to infinite order in 1/M. In Eq. (12) and in all further equations we use atomic units unless otherwise stated.
The basis-set-independent formula (13) corresponds to the matrix definition of Eq. (5) from the paper of Bhatia and Drachman [16] , based on pseudospectral expansion and given in the reduced Rydberg units. Atomic structure calculations are often performed in such units obtained by replacing the electron mass m e with the reduced mass µ e = m e /(1 + m e /m α ) in the definition of the reduced bohr or reduced hartree. However, when the mass- 
where (15) is the infinite-nuclear-mass Breit-Pauli operator [21] , and
is the electron-nucleus Breit (orbit-orbit) interaction of the order of 1/(Mc 2 ) [22] . Note that we wrote the last term in B 1 and the whole B 2 in a manifestly hermitian form. Commuting the appropriate operators, one can show that these forms are equivalent to those used in Refs. 21 and 22. The complete Breit-Pauli Hamiltonian contains also terms of the order of
2 ) but these are completely negligible for helium polarizability at the current accuracy goals and need not be considered in this work.
The total atomic Hamiltonian in the Breit-Pauli approximation can now be written as
where H 0 is the Hamiltonian of Eq. (12) with M=∞, i.e., it is the infinite nuclear mass
Hamiltonian, and
From now on H 0 will always denote the infinite nuclear mass Hamiltonian. The infinitenuclear-mass relativistic correction α 
A. Infinite nuclear mass
To obtain expressions for α (20) k , we start from Eq. (10) with R interpreted as the reduced resolvent of the Hamiltonian H = H 0 + B 1 and ψ as an eigenfunction of this Hamiltonian, and subsequently extract terms linear in B 1 . Expanding R and ψ redefined in such a way in powers B 1 (or 1/c 2 ) one obtains:
and
where ψ 0 is the ground-state wave function of H 0 , R 0 is the reduced resolvent of H 0 , B 1 =
When Eqs. (19) and (20) are inserted into Eq. (10), the last two terms in Eq. (20) do not contribute and after extracting the terms linear in B 1 one obtains:
where we used the fact that all integrals are real. Relativistic corrections α (20) k , k ≥ 8, give a negligible contribution for the relevant frequencies. 
The linear part α (21) 0 (B 2 ) can be derived in the same way as the term α (20) 0 . We interpret Eq. (10) as based on the Hamiltonian H = H 0 + B 2 , expand R and ψ in powers of B 2 , and extract terms linear in B 2 . In this way we obtain
To obtain the bilinear part α 
where
The sum of Eqs. (26) and (27) represent the rigorous definition of the recoil correction
0 (H 1 B 1 ) can be obtained with sufficient accuracy from the finite difference expression and is negligible for our purposes. In practice we computed α
We also considered the relativistic recoil correction to the polarizability dispersion α
2 . Its linear part α 2 (H 1 B 1 ), which is quite complicated, it is more convenient to use the finite difference formula similar to Eq. (28),
where now α turned out to be so small that recoil corrections to higher dispersion coefficients can be assumed to be negligible.
IV. QED AND FINITE NUCLEAR SIZE CORRECTIONS
An accurate calculation of the QED contribution α
to the dispersion coefficient α 2 is very complicated and is beyond the scope of this work. An estimate of the size of this correction can be obtained, however, using the approximation employed by Pachucki and
Sapirstein [14] in their calculations of the QED correction to the polarizability. In this approximation, the electric-field dependence of the Bethe logarithm is neglected and the QED correction to the polarizability is calculated in the same way as the leading relativistic correction of the order of 1/c 2 , except that the 1/c 2 components of the Breit-Pauli operator are replaced by the effective QED operators of the order of 1/c 3 . These operators are [14] :
where ln k 0 is the atomic (electric-field independent) Bethe logarithm and P r is the operator distribution defined via its matrix elements as [23, 24] 
with γ denoting the Euler-Mascheroni constant and θ(x) the Heaviside step function.
When the operator B 1 in Eqs. (21) and (22)- (24) is replaced by the sum of the operators and α (30) k , k > 2. Pachucki and Sapirstein assumed [14] that the error of their approximation applied to α (30) 0 is 10%. We now know [2, 18] that this error is actually much smaller and amounts to only about 0.6%. We conservatively assume that the error of the PachuckiSapirstein approximation applied to α (30) k , k=2, 4, 6, is also less than 10%. In view o the smallness of this QED effect, this level of accuracy is more than sufficient for the purpose of the present work.
Although the static relativistic recoil correction α is already quite small (it enters at the 0.1 ppm level) we also considered the static QED recoil correction α (31) 0 , since the smallness of the former results from some cancellations of large contributions, see Sec. VIA.
This correction can be computed by differentiating the corresponding energy expression [25, 26] with respect to the electric field. We performed calculations of approximate value of
neglecting the electric field dependence of Bethe logarithm and found it to be about 10 times smaller than the effect of relativistic recoil α to our recommended value of the static polarizability but included it in the total error budget of our calculation.
We have also computed the correction for finite nuclear size. This is a nonrelativistic effect but it can be easily obtained as a byproduct of the relativistic or QED calculation.
This correction is defined as the second electric-field derivative of the following expression for the corresponding energy shift [27] 
where r α = 1.676 fm [28] is the nuclear charge radius of 4 He.
V. COMPUTATIONAL DETAILS
To evaluate the expressions for the nonrelativistic polarizabilities, α
k , and the relativistic corrections, α (2i) k , i = 0, 1, we need an accurate representation of the helium ground-state wave functions ψ 0 and ψ. These functions were obtained by minimizing the conventional Rayleigh-Ritz functional for the Hamiltonians H 0 and H, respectively. We also need several auxiliary functions. The functions φ
. . , 7, were obtained recursively by minimizing the following Hylleraas functionals
whereas the functions ξ
. . , 7, were obtained using the functionals
The analogous functions
. . , 7, defined with the full nonrelativistic Hamiltonian H = H 0 + H 1 , were computed using the functionals obtained from Eqs. (35) and (36), respectively, by dropping the subscripts 0.
The trial functions used in all minimization processes were expanded as linear combinations of the so-called Slater geminals
where P 12 is the electron permutation operator while Y (r 1 , r 2 ) is equal to z 1 in the calculations of φ k . Therefore, we expanded the trial functions ξ in a basis of S symmetry only. We included the projector P 0 in the quadratic term of Eq. (36) to make the optimized functions orthogonal to ψ 0 . This projector would impose exact orthogonality if ξ and ψ 0 were expanded in the same basis. In practice, orthogonality violation is so small that there is no need to perform projection after optimization. We have chosen the basis of Slater geminals as it leads to higher accuracy and shorter expansions, when compared to the Gaussian-geminal basis [29] , and simpler integral expressions [30] [31] [32] when compared to the Hylleraas basis set.
The linear coefficients c i were obtained using standard linear algebra algorithms, while to determine the nonlinear parameters we employed two strategies: the full optimization (FO), when all nonlinear parameters defining the basis set are fully optimized and the stochastic optimization (SO), when the nonlinear parameters for basis function are chosen in a quasistochastic way.
In each step of the FO procedure, parameters of one basis function were optimized using the Powell's method [33] , while other functions were kept fixed. After all functions were optimized in this way, the process was repeated and many passes over all functions were done until the convergence was reached. Using this procedure, we obtained a 600-term basis set of S symmetry resulting in the ground-state energy E 0 =−2.903 724 377 034 119 574 for the infinite nuclear mass Hamiltonian, differing only by 2.4×10 −17 from the most accurate literature value [34] . The wave function ψ 0 corresponding to this energy, and the nuclear mass dependent function ψ expanded in the same basis set, were used in full optimizations of all auxiliary functions and in calculations of the relativistic corrections. Similarly, the basis sets for auxiliary functions optimized with infinite nuclear mass were used without further reoptimizations in calculations with finite nuclear masses, except as noted later.
The SO approach [35] [36] [37] [38] generates nonlinear parameters pseudorandomly from an intervals whose positions and sizes are optimized. In the simplest implementation, the parameters α i , β i , γ i of each basis function are pseudorandomly generated with a uniform distribution
. The parameters were constrained
, where I is the ionization potential of helium. This ensures that the wave function for r 1 , r 2 → ∞ falls off sufficiently rapidly to represent a bound state. If a randomly generated geminal fails to fulfill these requirements, it is rejected and another one is generated until the conditions are met. One can achieve a considerably higher accuracy by using two boxes with 50% of parameters in each box. While the 12 parameters characterizing these boxes, i.e., A 
where E 0 is still the eigenvalue of ψ 0 obtained from Rayleigh-Ritz minimization. The func-
for k > 1 were obtained directly from φ
0 and the resolvent power of Eq. (38), rather than from Eq. (35) . We proceeded similarly in the case of functions ξ For the ratio of alpha particle and electron masses, we assumed the recent CODATA value [10] : M=m α /m e =7294.2995361.
VI. NUMERICAL RESULTS AND DISCUSSION
A. Polarizability Table I shows the basis set convergence of the nonrelativistic polarizability coefficients
k for k=0,2,4,6, using basis sets up to N = 600 (1200) for the FO (SO) approach. As expected, the full optimization gives a faster convergence. This happens despite the fact that the auxiliary basis sets were 50% larger for the stochastic optimizations. Note also that the two approaches used a different strategy concerning the ground-state functions used in the optimization: always of size 600 in FO, but variable and equal to 2/3 of the size of the auxiliary basis in SO. In the iterative process, the size of all auxiliary basis sets was the same for all functions ψ (1) a.u., where the numbers in parentheses are estimated uncertainties at the last digit. These coefficients will not be needed for the experiments that motivated the present work, but may be of interest for other applications. Table III presents the basis set convergence of the relativistic corrections α (20) k for k=0,2,4,6. As can be seen, the convergence is much slower than in the case of the nonrelativistic calculations. This is due to the fact that the relativistic corrections contain the operator B 1 and the functionals used by us to optimize wave functions do not. Therefore, the functionals are not sensitive to wave function values in some areas of the configuration space relevant for α (20) k . Since the relativistic operators are highly singular, we cannot use them to optimize auxiliary functions. Table III shows that the SO procedure leads now to a faster convergence than FO. This can be explained by the fact that the randomly chosen exponents cover space more uniformly and are less biased towards an accurate representation of the nonrelativistic auxiliary functions than the FO exponents. Consequently, SO bases can also be effective in describing those parts of the wave function that are important for the evaluation of the expectation values of relativistic operators. One should, however, also take into account that in each row of Table III the SO auxiliary bases were 50% larger than the FO ones. Thus, we used the SO results to propose the recommended values of the relativistic corrections and to estimate the corresponding uncertainties. Nevertheless, the agreement between FO and SO results is still very good, to about 6, 5, 3, and 3 digits for k = 0, 2, 4, 6, respectively, more than sufficient for the accuracy goals of the present work.
Also, for k = 0 the FO result is within the estimated uncertainty of the SO result.
In Table IV , our recommended values of the terms α k . However, since the effects of the order of 1/(Mc 2 ) are very small, the differences between our relativistic corrections and those of BD are mainly due to the differences in the basis sets used in the calculations rather than to the treatment of the nuclear mass dependence. In Table VI we compare our nonrelativistic and relativistic A k coefficients with the results of Bhatia and Drachman [16] . The uncertainties of our results are the same as in Tables   II and IV, Table VI we compare our results with the coefficients obtained from
Eqs. (12) and (13) is free from this error. In Table VII we used its recent value [40] which is somewhat more accurate than that of Ref. 2. Table VII . The remaining uncertainties are expected to be smaller. Since we add uncertainties in squares, the overall uncertainty amounts also to 0.14 µa is not anomalously small due to strong internal cancellations. We performed preliminary calculations of α can therefore be assumed negligible. In order to reduce the present uncertainty estimate one should first of all compute the other than one-loop contributions to the correction α (40) 0 . However, since the accuracy level achieved so far is sufficient for the purpose of the new pressure standard, such computation is not necessary at the present time.
Most of uncertainties in
Table VII compares also our final results to those of Bhatia and Drachman [16] (after conversion errors are corrected). The dispersion parts, α(λ) − α(0), agree to 4 significant digits which means that BD's error from this term would amount to 0.2 ppm of the final result. The total polarizabilities α(6329.908Å) obtained by us and by BD differ much more significantly, by 22 ppm, and this discrepancy originates almost completely from the static polarizability, mainly due to the QED effects neglected by these authors. The second source of the discrepancy is our significantly improved value of the static relativistic correction. Table IX Table IX . The agreement of our value with the experimental result by Schmidt et al. [8] , obtained using a microwave cavity resonator [44] , is very good, with the discrepancy of 0.6×10 −6 cm 3 /mol, eight times smaller than the experimental uncertainty and ten times larger than the theoretical one. Thus, the current theory is almost two orders of magnitude more accurate than the best experiment in the static case.
B. Comparison with experiment
We have not listed in the table older experimental results determined from dielectric constant measurements since these values are of low accuracy. In particular, the value obtained by Kirouac and Bose [45] , equal to 0.5210(2) cm 3 /mol, and the one obtained by Hout and Bose [46] , equal to 0.5196(2) cm 3 /mol, agree to only two significant digits both with our value and with the value of Ref. 8 and are incompatible with either result. This comparison shows the scale of progress in experimental determinations of polarizabilities.
In Table IX we also compare results of our calculations to experimental dynamic polarizabilities. Whereas the theoretical value is as accurate as for the static case, all the experiments are now two orders of magnitude less accurate than the best experiment for the computed by Bruch and Weinhold [47] with account of the nuclear motion. We assigned the uncertainty assuming that the relativistic corrections enter at the fifth significant digit. As one can see, the experimental results for dynamic polarizabilities are not accurate enough to be sensitive to A µ . The agreement with the values of Achtermann et al. [41, 42] is only to three significant digits and the discrepancy between our and their result is ten times larger than their uncertainty. The agreement with the result of Birch [43] is even worse, but due to the larger uncertainty assigned in this work, our result is now only five times outside this uncertainty. These facts show how critical are theoretical results for the new standard of pressure since it requires the knowledge of the dynamic rather than static polarizabilities.
C. Refractive index
In the low density limit, the dependence of p on n, α, χ, and kT is given by Eq. (1) derived for an ideal gas. To derive an equation accounting for the nonideality effects, we can start from the density expansions for the relative dielectric permittivity ε r and relative magnetic permeability µ r :
where ρ is the particle density, expressed here in atomic units a
0 . Eq. (39) truncated at the term linear in ρ is the well-known Clausius-Mossotti relation that is discussed in most textbooks on electricity and magnetism. Its magnetic analog, Eq. (40), is much less known, but can be found in Ref. 48 and has been used in recent experimental work [8, 49] .
Equations (39) and (40) provide the definitions of the electric (b ε , c ε , . . . ) and magnetic (b µ , c µ , . . . ) virial coefficients. Since n 2 = ε r µ r by definition, these virial coefficients determine also the virial expansion of n n = 1 + a n ρ + b n ρ 2 + c n ρ
To find the relation between the refractivity virial coefficients b n , c n , . . . and the dielectric b ε , c ε , . . . and magnetic virial coefficients one first solves Eqs. (39) and (40) for ε r and µ r by expansion in powers of density
and then expand the square root of the product of the obtained expansions. The result is a n = 2π(α + χ) (44)
where we neglected all contributions to c n containing magnetic quantities. This is a very reasonable approximation for helium since χ is about five orders of magnitude smaller than α and the magnetic permeability virial coefficients b µ and c µ (unknown) can be expected to be also much smaller than the dielectric ones b ε and c ε . Equation (41) can be used with the polarizability, susceptibility, and virial coefficients computed from first principles to predict the dependence of n on ρ which can then be confronted with experiments.
If Eq. (41) is squared, one obtains Eq. (4) of Schmidt et al. [8] except for small terms neglected by these authors and for a missing numerical factor in one of their terms. To see this equivalence, one needs to note some differences between the symbols used: our ρ denotes particle density whereas that of Ref. To generalize Eq. (1), we first solve Eq. (41) for ρ by expanding it in powers of n − 1,
When n−1 is measured and the remaining quantities entering Eq. (47) are known from theory or experiment, the value of ρ can be computed from this equation and then substituted into the virial equation of state
again assuming that the virial coefficients B(T ) and C(T ) are known, allowing the determination of pressure. Thus, Eqs. (47) and (48) provide the required generalization of Eq. (1).
D. Comparison of refractivity virial coefficients with experiment
The refractivity virial coefficients are compared with experiments in Table X. In the case of the coefficient a n , experimental results are usually presented in terms of a r ≡ 2 3 a n . If density is expressed in mol/cm 3 and a n in cm 3 /mol then a r = A ε + A µ . We will use the conversion factor 1cm Table X is in excellent agreement with our result, as it differs from it by only 1.4±9.1 ppm.
One may add that to achieve such agreement, Schmidt et al. had to measure the refractive index n with an uncertainty of a few parts per billion [8] .
Similarly as in the case of static a r , we expect the comparisons of frequency-dependent a r 's with experiments to follow those made for A ε . To compute our a r (6329.908Å), we neglected the frequency dependence of A µ , which is negligible for the helium atom [47] . Our value, listed in Table X , can be compared with the experimental determinations of Achtermann et al. [41, 42] and Birch [43] . The values from these papers, listed in Table X , are identical to those listed in Table IX since A µ , as noted earlier, does not affect the significant digits. One may note that the poor agreement of these measurements with older ab initio calculations was discussed already by Bhatia and Drachman [16] and by Stone and Stejskal [12] . In
Ref. 13 , we also compared to values published by Leonard [50] , mistakenly taking from this paper a theoretical value cited by this author.
In order to compute b n and c n from Eqs. (45) and (46), we need in addition to the values of α and χ, the values of the dielectric virial coefficients b ε and c ε . We will neglect the term χb µ in Eq. (45) since χ is very small and b µ is expected to be smaller than b ε . Note that b n and c n are dependent on temperature, in contrast to a n .
The dielectric virial coefficients b ε (T ) have been reported in several papers [11, [51] [52] [53] , including their frequency dependence [11, 53] . Our values of b n can be compared with the values inferred from the measurements of Achtermann et al. [42] , performed at T = 303 and 323 K using the wavelength λ=6329.9Å.
These authors determined the coefficient b r defined as
Using their values of a r = 0.5213(1) cm 3 /mol and b r = −0.068(10) cm 6 /mol 2 , one finds that b n = 0.000(15)cm 6 /mol 2 for both temperatures considered (Achtermann et al. noted that "the term 2b n /3 is zero"). We list in Table X The values of b n do decrease with temperature, but our calculations indicate that they will cross zero only around 415 K.
Using the value c ε = −1.34(36) cm 6 /mol 2 computed by Heller and Gelbart [55] , we evaluated also the coefficient c n . Apparently, this coefficient has not been measured thus far for helium.
Although the values of b n and c n are not very accurate, the contributions involving these coefficients are rather small around T = 273.16 K. Thus, the current accuracy of our firstprinciples virial expansion is sufficient to predict n -1 with a 1 ppm uncertainty for pressures up to 3 MPa, i.e., for the helium densities up to about 0.001 mol/cm 3 . To extend this range of pressure, more accurate values of the dielectric viral coefficients as well as some information about the magnetic coefficient b µ will be required.
VII. CONCLUSIONS
The frequency dependent polarizability of the helium atom has been computed as the expansion in powers of angular frequency ω. We conservatively estimate that the static polarizability and the dispersion coefficients have uncertainties better than 1 ppm. Results are given both for For the static case, the uncertainty of our polarizability is almost two orders of magnitude smaller than the uncertainty of the best experiment. For the dynamic case, relevant for the pressure standard, uncertainty of our polarizability is the same, but experiments are four orders of magnitude less accurate than this value.
Combining our values with literature calculations, we constructed a first-principles virial expansion for the refraction coefficient. We estimate that it can predict n − 1, to 1 ppm accuracy up to the pressure of 3 MPa. To increase this limit, more accurate ab initio values of the density and dielectric virial coefficients will be needed. a N is the basis set size used for ψ 0 , whereas for auxiliary functions 3N/2 functions were used. A µ (0) = −0.000 007 922 4 cm 3 /mol, see text, the quoted value is independent of this correction.
c We took the polarizability listed in Table 1 of Ref. 43 (at the wavelength of 6329.9Å) and assumed it has the same relative uncertainty as the refractivity in Table 2 of that reference. (25) a We neglected the frequency dependence of χ, a negligible effect for the helium atom [47] .
