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概 要
本研究では電子ホログラフィ方式の３次元テレビの実現を目指した，専用計算機
システムの構築を目的としている．本方式を用いて３次元テレビを実現するために
は幾つかの困難が伴う．１つは計算機合成ホログラム（物体の３次元情報から数値
計算でシミュレートして作成した干渉縞）の作成に膨大な時間がかかるということ，
もう１つはホログラムを表示するためのデバイスが十分でないことである．
本研究では１つ目の課題を解決するために専用計算機システムを用いている．今
回開発したホログラフィ専用計算機HORN-6（HOlographic ReconstructioN-6）は，
計算回路を実装するためのデバイスであるFPGA (Field Programmable Gate Array)
の外部にあるメモリとの通信を可能にし，今までの専用計算機では最大で１万点で
構成される物体像を扱うのが限界であったが，HORN-6では最大 100万点で構成さ
れる物体像まで扱うことができるようになった．処理速度は従来の専用計算機とほ
ぼ同じで，さらにネットワークを用いた専用計算機クラスタシステムを構築するこ
とで，さらなる高速化を実現した．今回開発した HORN-6クラスタシステムでは，
４台のパソコンを用いて最大 16枚のHORNボードを並列化できる．その結果 10万
点で構成される物体像のホログラムを約 0.1秒で，100万点で構成される物体像の
ホログラムを約１秒で作成できた．これは市販されているパソコンの CPU（Intel
3.16GHz-Core2Duo）に比べて，およそ 1,000倍程度の高速化を達成できたことに
なる．
また３次元テレビを実現するためのシステムとして，ホログラム表示専用ボード
を別途作成し，HORNボードと一体化したリアルタイム再生システムを構築した．
このリアルタイム再生システムは，物体点データの通信とホログラムの通信を一方
向化することで通信のロスを無くした，キーボードで立体像を操作できるインタラ
クティブなシステムである．１万点で構成される物体像であれば秒間 30フレーム以
上の速さで動かすことができる．これは現在のテレビと同じフレームレートであり，
滑らかに再生することができる．また液晶ディスプレイには 50万画素の高精細反射
型液晶ディスプレイを搭載しており，3 cm£3 cm£3 cmの大きさの立体像を再生す
ることに成功している．
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Study on a special-purpose computing system to realize
a three-dimansional television
Yasuyuki Ichihashi
Abstract: We have developed the HORN-6 special-purpose computer for holog-
raphy to realize three-dimensional (3-D) television. We designed and constructed
the HORN-6 board to handle an object image composed of one million points and
constructed a cluster system composed of 16 HORN-6 boards. Using this HORN-6
cluster system, we succeeded in creating a computer-generated hologram (CGH) of
a 3-D image composed of 1,000,000 points at a rate of 1 frame per second (fps),
and a CGH of an image composed of 100,000 points at a rate of 10 fps, which is
near video rate, when the size of a CGH is 1,920 £ 1,080. The calculation speed
is approximately 1,000 times faster than that of a personal computer with an Intel
3.16-GHz Core2Duo CPU.
Moreover, we have developed a one-unit system, including creating and displaying
a hologram for real-time reproduction of a 3-D image via electroholography. We
have constructed this one-unit system by connecting a special-purpose computer for
holography and a special display board with a reﬂective liquid crystal display as a
spatial light modulator. Using this one-unit system, we succeeded in reproducing a
3-D image composed of 10,000 points at a speed of 30 fps, which is the video rate.
In addition, we were able to control a three-dimensional image in real-time using
our system, and the size of that reconstructed image is 3 cm £ 3 cm £ 3 cm.
Key words : electroholography, computer-generated hologram, special-purpose
computer, cluster system, real-time holography
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第1章 はじめに
1.1 緒言
2008年 1月 6日，総務省は実物が目の前にあるかのように見える立体映像を映し
出す「立体テレビ」の開発に，民間企業と共同で乗り出すという方針を明らかにし
た [1]．また総務省では，ユビキタスネット社会をさらに発展させていくための総合
的な ICT (Information and Communication Technology)政策のビジョンを検討する
ため，2008年 10月から「ICTビジョン懇談会」を開催してきた．その中で，2009
年 6月に公表された資料の中に，2025年までの３次元映像技術に関する国の長期的
なビジョンが描かれている [2]．
その資料の中で，立体映像表示技術は大きく２つに分けられている．１つは複数
視差方式で，もう１つはホログラフィ方式である．複数視差方式についてはさらに
２つに分類していて，眼鏡が必要であったり（眼鏡式 [3,4]），水平方向の視差を限
定することで立体映像を見せている方式（レンチキュラ方式 [5–9]，パララックス
バリア方式 [10–12]）については，技術的に比較的平易であり，ハリウッドの３Ｄ映
画 [13–15]の例を見ても分かるように，国際的に市場も急成長しつつあると述べら
れている．一方で，同じ複数視差方式でも裸眼で立体像の観察が可能で，かつ大画
面 ¢高精細なものや視差が上下方向に広がったものを，次世代３次元方式と位置づ
けている．この条件に当てはまる方式として，東京大学 [16]やNHK放送技術研究
所 [17]などで研究されているインテグラルフォトグラフィ（Integral Photography）
方式 [18]や、東京工業大学などで研究されている超多眼方式 [19]などが挙げられる．
現在は実写での再生 [20]やリアルタイム再生 [21]を目指して研究が進められている．
また立体ディスプレイの開発も行われつつある [22]．しかしこれらの手法は視域や
視差を限定したり，あるいは輻輳（立体像を見るときの眼の眼球運動）や水晶体の
焦点距離の調節などにおいて自然な条件を満たさないため，眼の疲れなど観察者に
対して負担をかけることがある．それに対して，ホログラフィ方式というのは，完
全な３次元像を再生できる究極の技術として位置づけられる [23,24]が，国の方針に
2020年以降に実用化を目指すとあることからも分かるように，その実現には大きな
困難がある．
ホログラフィは光の干渉，回折を利用して３次元像を記録，再生する技術である．
その情報を記録する媒体をホログラムといい，様々な方式，媒体を用いることで，多
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様なホログラフィの技術が確立されている [25]．特にホログラフィは美術の分野で
既に活用されており，千葉大学のサイエンスプロムナードでも多くの作品が展示さ
れている．しかし，これらはいずれも静止画であり，一部動画のように見えるもの
もあるが，基本的には単純な動作しか記録できず，インタラクティブな性質を持つ
ものではない．そこで我々はこの３次元像を記録するホログラムを電子的に作成し,
液晶ディスプレイ（LCD: Liquid Crystal Display）などの電子デバイスに作成した
ホログラムを表示することで，立体像を再生する方式を用いている．すなわち電子
ホログラフィの技術を用いて３次元テレビの実現を目指している [26–28]．しかしホ
ログラムの持つ情報量は非常に大きく，以下の様な問題点が出てくる．
1. ホログラムの計算量が膨大であるためインタラクティブなシステムの実現が困
難である．
2. ホログラムを表示するための適切な空間光変調器（SLM: Spatial Light Mod-
ulator）の実現が困難である．
本研究では以上の問題点のうち１つ目の方の問題点を解決するために，ホログラ
フィ専用計算機の開発と表示デバイスとの一体型システムの構築を目指してきた．
専用計算機は特定の計算処理に特化したハードウェアで，CGHの計算に特化した
ハードウェアを作ることで大幅な高速化が期待できる．さらにそれらをネットワー
クを使って並列化し，ホログラフィのための専用計算機クラスタシステムを構築し
た [29, 30]．
また専用計算機でCGH作成した後，表示デバイスにそのデータを送るためには，
パソコンなどの情報機器を間に置く必要がある．さらに専用計算機の制御，３次元
像データの送信もパソコンで行っているため，テレビのようなシステムを実現する
ためには，その部分の通信がネックとなってしまう．そこで計算結果を直ちに表示
デバイスに送信できるようなシステムを開発した [31, 32]．
以下これらのシステムの詳細について述べていく．
1.2 論文の構成
この論文は，全部で６つの章から構成される．第１章では研究背景と目的につい
て述べた．第２章ではホログラフィの原理と計算機合成ホログラムについて，第３
章ではホログラフィ専用計算機とクラスタシステムについて，第４章では外部メモ
リを実装したホログラフィ専用計算機について，第５章では一体型リアルタイム再
生システムについて述べる．第６章では全体のまとめと今後の展望について述べる．
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第2章 ホログラフィ
ホログラフィはハンガリーで生まれた物理学者，Dennis Gaborが 1948年に発明
した [1]．Gaborは当時イギリスのThomson Houston社で電子顕微鏡の研究を行っ
ており，電子顕微鏡のレンズにある大きな球面収差を補正する方法としてホログラ
フィを発明した．レンズに球面収差があると像が不鮮明になり分解能が下がる．電
子レンズの球面収差を少なくすることは原理的に不可能で，またこのような像を後
で補正することも当時の技術では不可能であった．そこでGaborは電子顕微鏡の像
を記録するときに，像の明るさと共にその位相の分布も記録しておくことで，後で
その像を光で見るとき，その収差と逆の収差を持つレンズを使えば，収差が補正さ
れて鮮明な像となり分解能が上がると考えた．しかし写真は像の光の強さを記録す
ることはできるが，位相を記録することはできない．そこでGaborは光の干渉を利
用して位相を干渉縞として記録する方法を提案した．その干渉縞が記録されたもの
がホログラムであり，これに光を照射しホログラムから再生された光をレンズで受
けて，その収差を電子レンズの収差と逆にしておけば，収差が補正され分解能が高
くなる．
Gaborはこの論文をNatureに発表し [1]，水銀灯を使って原理的な実験に成功し
たが，当時の光源では鮮明な像を得ることができなかった．1960年になってレーザ
（laser）が発明され，これを使った新しい方法で実験を行った Emmett Leithらが
1963年に鮮明な像を得ることに成功した [2]．これ以降電子顕微鏡の像の改良のみ
ならず，種々の光学的特性が明らかとなり，ホログラフィが新しい光学技術として
注目を浴びるようになった．その後Gaborはこの功績により 1971年度のノーベル
物理学賞を与えられた．
図 2.1: D. Gabor の顔写真（世界のノーベル物理学賞受賞者の経歴図鑑より引
用:http://physics.pateo.net/）
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2.1 ホログラフィの原理
ホログラフィは光の干渉，回折を利用して３次元像を記録，再生する技術である．
その３次元像のモデルとして，物体表面に点光源を配置してその点光源からの光線
を追跡する方法や [3]，一般的なCG（Computer Graphics）などと同様にポリゴン
モデルを用いて計算する手法などがある [4]．以下は点光源モデルを元にホログラム
の記録，再生の原理について述べていく．
2.1.1 ３次元像の記録
図 2.2はフレネルホログラム作成時の光学系の配置図である．なおフレネルホログ
ラムとは，ホログラムから見てフレネル近似の領域に物体があるホログラムのこと
である．フレネルの近似式が成立する領域はある有限の範囲であり，詳しくは種々
の光学の本を参照されたい [5–7]．
x
y
z
o
R
O
Object
Photographic Plate
Light Source
Beam Splitter
(Reference Light)
(Object Light)
θr
図 2.2: ホログラムの作成
7
図 2.2において，ビームスプリッタ（beam splitter）を用いて光源（light source）
から出る光を，物体に照射するための光と，光源から直接乾板（photonic plate）に
照射する光の 2光束に分けている．そのとき物体から散乱した光を物体光O（object
light）といい，光源からの直接光を参照光R（reference light）という．この２つの
光を同時に乾板に記録したものがホログラムである．乾板の透過度が露出光の光度
に比例するとすれば，ホログラムの透過分布は次式のようになる [5–7]．
jO +Rj2 = jOj2 + jRj2 +OR¤ +O¤R (2.1)
なおO，Rはいずれも複素数で，¤は共役な複素数を表している．ここで乾板上の座
標を x®，y®として xy平面上に置き（z® = 0とする），O，Rの乾板上の光強度を
O(x®; y®)，R(x®; y®)とおく．乾板の感光特性やコントラストの反転などを考慮に入
れると，ホログラムの透過度は
t(x®; y®) = t1(x®; y®) + t2(x®; y®) + t3(x®; y®) + t4(x®; y®) (2.2)
となる．ただし，
t1(x®; y®) = ¯fc¡ jR(x®; y®)j2g (2.3)
t2(x®; y®) = ¡¯jO(x®; y®)j2 (2.4)
t3(x®; y®) = ¡¯R¤(x®; y®)O(x®; y®) (2.5)
t4(x®; y®) = ¡¯R(x®; y®)O¤(x®; y®) (2.6)
で表される．ここで ¯や cは感光材料の種類や記録方法によって決まる定数である．
続いてフレネルキルヒホッフの式を使って式 (2.2)の中のO(x®; y®)やR(x®; y®)の
値を計算する．入射角 µrで入射する平行光線を参照光に使ったとすると，R(x®; y®)
は次式のように表される．
R(x®; y®) = R0e
jkx® sin µr (2.7)
jは虚数単位を，kは波数を，R0は振幅を表す．また位相の項は省略した．
次に，z = z0上の光分布 o(xi; yi; z0)からの回折光を物体光とすると，その物体光
の任意の xy平面上（z = z®とする）での光分布O(x®; y®)は，フレネルキルヒホッ
フの式を用いて次の様に表せる．
O(x®; y®) =
1
j¸
ZZ 1
¡1
o(xi; yi; z0)
ejkr
r
dxidyi (2.8)
r =
p
(x® ¡ xi)2 + (y® ¡ yi)2 + (z® ¡ z0)2 (2.9)
本節の冒頭でも述べたように，この説明ではフレネルホログラムでの記録，再生を
元にしている．そこで式 (2.9)において，(x® ¡ xi); (y® ¡ yi) ¿ (z® ¡ z0)として近
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似をすると次式のようになる．
O(x®; y®) =
1
j¸(z® ¡ z0)e
jk(z®¡z0)
ZZ 1
¡1
o(xi; yi; z0)e
jk
(x®¡xi)2+(y®¡yi)2
2(z®¡z0) dxidyi (2.10)
式 (2.10)は畳み込み演算（convolution）の形をしており，畳み込み演算の記号を使っ
て書き替えると次式のようになる．
O(x®; y®) = o(x®; y®; z0)¤fz®¡z0(x®; y®) (2.11)
fz®¡z0(x®; y®) =
1
j¸(z® ¡ z0)e
jkf(z®¡z0)+ x
2
®+y
2
®
2(z®¡z0)g (2.12)
さらに，物体光の z® = 0の xy平面上，すなわち乾板上での光分布O(x®; y®)は，式
(2.11)，(2.12)より次のようになる．
O(x®; y®) = o(x®; y®; z0)¤f¡z0(x®; y®) (2.13)
f¡z0(x®; y®) =
j
¸z0
e
¡jkfz0+x
2
®+y
2
®
2z0
g
(2.14)
以上より式 (2.7)，(2.13)，(2.14)を式 (2.2) » (2.6)に代入することでホログラムの
透過度分布が求まる．
2.1.2 ３次元像の再生
再生像を作るためにホログラムに再生光 P（reconstruction light）を照射すると,
ホログラムの回折像,すなわち再生像ができる．今，図 2.3のように再生光が入射角
µpで入射する平面波であるとすると，再生光は
P (xi; yi) = P0e
jkxi sin µp (2.15)
で表される．この再生光を式 (2.2)の透過度を持つホログラムに照射すれば，その回
折像Eは式 (2.11)，(2.13)と同様に，フレネルキルヒホッフの式の近似式より
E(xi; yi) = [P (xi; yi)t(xi; yi)]¤fzi(xi; yi) (2.16)
となる．式 (2.2)からも分かるように t(x; y)は 4つの項からなるが，t1(x; y)は一様な
光度で直進する光束に関係し，t2(x; y)は雑音に関係する項である．t3(x; y)，t4(x; y)
には式 (2.5)，(2.6)からわかるようにO(x; y)の因子があり，回折像に関係のある項
である．
そこで，まず t3(x; y)に関係する項から計算を始める．式 (2.2)，(2.5)，(2.7)，(2.13)
» (2.16)より，
E3(xi; yi) = ¡¯[P (xi; yi)R¤(xi; yi)O(xi; yi)]¤fzi(xi; yi)
= ¡¯P0R0[ejkxi(sin µp¡sin µr)fo(xi; yi)¤f¡z0(xi; yi)g]¤fzi(xi; yi) (2.17)
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図 2.3: ホログラムの作成
そして式 (2.17)を簡単にするために，フーリエ変換と逆変換を続けて行うと，
E3(xi; yi) = ¡¯P0R0F¡1
("
±
µ
fx ¡ sin µp ¡ sin µr
¸
¶
¤fo¯(fx; fy)¢F¡z0(fx; fy)g
#
¢Fzi(fx; fy)
)
(2.18)
= ¡¯P0R0F¡1
(
o¯
µ
fx ¡ sin µp ¡ sin µr
¸
; fy
¶
¢F¡z0
µ
fx ¡ sin µp ¡ sin µr
¸
; fy
¶
¢Fzi(fx; fy)
)
(2.19)
となる．ただし，
o¯(fx; fy) = Ffo(xi; yi)g; fx = xi
¸zi
; fy =
yi
¸zi
とする．ここで
Fzi(fx; fy) = Fffzi(xi; yi)g = ejkzie¡j¼¸zi(f
2
x+f
2
y ) (2.20)
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の関係を用いると，
E3(xi; yi) = ¡¯P0R0e¡jk(z0¡zi)+j¼z0

sin µp¡sin µr
¸
2
F¡1
(
o¯
µ
fx ¡ sin µp ¡ sin µr
¸
; fy
¶
¢ e¡j¼¸(z0¡zi)(f2x+f2y )
¢e¡j2¼z0(sin µp¡sin µr)fx
)
(2.21)
となる．
さらに式 (2.21)において，zi = z0のとき，
E3(xi; yi) = ¡¯P0R0ej¼z0

sin µp¡sin µr
¸
2(
o(xi; yi)e
j2¼
sin µp¡sin µr
¸
xi
)
¤±(xi ¡ z0(sin µp ¡ sin µr))
= ¡¯P0R0ej2¼

sin µp¡sin µr
¸
h
xi¡ z0(sin µp¡sin µr)2
i
o(xi ¡ z0(sin µp ¡ sin µr); yi) (2.22)
となる．つまり z = z0の面内に再生像ができることが分かる．しかし，再生像の z
軸方向の位置には変化がないが，x軸方向の位置は z0(sin µp ¡ sin µr)の分だけ移動
する．µp = µrのとき，すなわち参照光と同じ波面を再生光として使った場合，再生
像の位置はホログラムを作成したときの物体の位置と同じになる．以上がホログラ
ムの真の像（true image），すなわち虚像（virtual image）についての説明である．
式 (2.2)中の第 4項 t4(xi; yi)についても同様に取り扱いができる．式 (2.21)に対
応する式は，
E4(xi; yi) = ¡¯P0R0e¡jk(z0+zi)¡j¼z0

sin µp+sin µr
¸
2
F¡1
(
o¯¤
µ
¡fx + sin µp + sin µr
¸
;¡fy
¶
¢ e¡j¼¸(z0+zi)(f2x+f2y )
¢ej2¼z0(sin µp+sin µr)fx
)
(2.23)
となり，さらに式 (2.23)において，zi = ¡z0のとき，
E4(xi; yi) = ¡¯P0R0e¡j¼z0

sin µp+sin µr
¸
2(
o(xi; yi)e
j2¼
sin µp+sin µr
¸
xi
)
¤±(xi + z0(sin µp ¡ sin µr))
= ¡¯P0R0ej2¼

sin µp+sin µr
¸
h
xi+
z0(sin µp+sin µr)
2
i
o(xi + z0(sin µp + sin µr); yi) (2.24)
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となる．これは，ホログラムの共役像（conjugate image），すなわち実像（real image）
が zi = ¡z0で再生されることになる．共役像はホログラムを隔てて真の像と反対側
にできる実像であるため，光が実際に集光して，その位置に衝立を置くと像が投影
される．式 (2.22)，(2.24)を見ると，各式の負の符号は再生像の位相が物体から出た
光のそれと比べると，逆位相になっていることを示す．しかし，人間の眼は位相を
関知しないので，両者を区別することはできない．
2.2 電子ホログラフィ
第 1 章で述べたように，静止画のホログラフィの技術の発達は著しいが，それを
動画にするのは幾つかの困難を伴う．今までに述べたように，ホログラムは光の干
渉縞を記録して作るので，露光中に振動を与えることも，また被写体が動くことも
できない．
そこで，動画として実写映像を使うにしてもCGを使うにしても，それらの情報
を電子データとして扱うことで，ホログラムを数値計算によりシミュレートするこ
とができる．そして作成したホログラムを動画として表示すれば，ホログラフィ技
術を用いた動画を容易に作ることができる．このように数値計算によりホログラム
を作成し，空間光変調器（SLM）として高精細液晶ディスプレイ（LCD）などの電
子デバイスを用いて立体像を再生する手法を電子ホログラフィという [8]．
図 2.4に電子ホログラフィの光学系を示す．まずPC（Personal Computer）内部の
メモリに物体点データ（object data）を用意する．そしてCPU（Central Processing
Unit）やGPU（Graphics Processiong Unit），専用計算機などの演算装置（calculator
unit）を用いてホログラムの数値計算を行う．なお計算の詳細については次節で述べ
る．計算が終了したらLCDコントローラ（LCD controller）へホログラムデータを
出力し，高精細な反射型液晶ディスプレイ（high-deﬁnition reﬂective LCD）にホロ
グラムが表示される．次に再生用の光源を用意する．なお図中ではレーザ（Laser）
となっているが，直接再生像を観察する際には，安全のため LED（Light-Emitting
Diode）を用いている．そして対物レンズ（objective lens）とピンホール（pinhole）
で点光源を作る．対物レンズとピンホールを組み合わせたものをスペイシャルフィ
ルタ（spatial ﬁlter）といい，これは空気中の埃などが原因となって生じた散乱光や
反射光などの，レーザ光中の乱れた光を取り除く働きがある．ピンホールの直径Dp，
対物レンズの焦点距離を F，レンズ入力ビームの半径を a，そのビームの波長を ¸
とおくと，次の様な関係式が成り立つ．
Dp =
F¸
a
(2.25)
仮に参照光の波長が¸ = 0.6328 ¹m，対物レンズの焦点距離がF = 10,000 ¹m，ビー
ムの半径が a = 300 ¹mのとき，ピンホールの直径はDp ¼ 21 ¹mのものを選べばよ
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い．このようにして作った点光源を，コリメータレンズの焦点上に置くことで，コ
リメータレンズを通過した光は平行光になる．これを参照光とし，ビームスプリッ
ター（beam splitter）で反射した光はLCDに照射される．ホログラムの位置に対し
て光が透過した先にできる像が実像であるが，反射型の液晶ディスプレイを用いて
いるので，参照光が来る方向にも実像ができる．そして像が作られるところに視野
レンズ（output lens）を置けば，そこで３次元像を観察することができる．なお我々
の構築した光学系では，SLMに画素間隔が 6.4 ¹mの反射型 LCoS（Liquid Crystal
on Silicon）を用いており，LCoSと視野レンズの距離はおよそ 1 mとしている．
ところで，このときの再生像の大きさの限界は，ホログラムを表示するディスプ
レイの空間周波数，すなわち画素間隔の大きさによってきまる．ホログラムの干渉
縞の間隔は参照光と物体光とのなす角に反比例し，参照光に対して物体光が大きな
角度を持つと干渉縞の間隔は非常に狭くなる．例えば参照光と物体光のなす角度が
30度以上の場合，1 m先での再生領域は光軸を中心として約半径 60 cm程度にな
るが，そのときの干渉縞の縞間隔は 1 ¹m以下となるため，本研究で使用している
LCoS（画素間隔 6.4 ¹m）では表示できない．干渉縞の縞間隔と表示可能な角度に
ついて以下に述べる．
LCD
Controller
Personal
Computer
Calculator Unit
Object Data
High-Definition
Reflective LCD Beam Splitter
Collimator Lens
Objective
Lens
Output Lens
Laser
Reconstruction
ImageReference
Light
Pinhole
図 2.4: 電子ホログラフィの光学系
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図 2.5: 干渉縞の形成
図 2.5はホログラム面付近の波動をあらわしたものである．図 2.5のA1，A2は光
の進む向きで，実線は波面を，破線群は 2つの光が干渉して強め合っているところ
をそれぞれ表している．破線郡がホログラム面と交わった位置で，写真乾板などで
は強い感光作用が起きる．よって縞間隔は図 2.5の dとなり，A1，A2の波長を ¸と
すると．dは
d =
¸
sin µ1 + sin µ2
(2.26)
で表せる．ここで物体光と参照光の角度をそれぞれ µo，µrとし，参照光をホログラ
ム面に垂直に入射するために，µ1 = µo，µ2 = µr = 0とする．さらに µo »= sin µoを満
たす範囲の値とすると，干渉縞の空間周波数 fhは
fh =
1
d
=
sin µo
¸
»= µo
¸
(2.27)
となる．干渉縞を画素構造をもつホログラム面に表示する場合，干渉縞は画素で標
本化される．LCDの画素間隔を pとすると標本化周波数 fcは
fc =
1
p
(2.28)
である．標本化定理より干渉縞の空間周波数は
fh · 1
2
fc (2.29)
を満たさなければならない．したがって式 (2.27)，式 (2.28)，式 (2.29)から物体光と
参照光の角度差の上限は
Ám · ¸
2p
(2.30)
となる．本研究では画素間隔 p = 6.4 ¹mの LCDを用いたため，式 (2.30)より光源
の物体光と参照光のなす角度の限界は約 2.8度となる．そのため 1 m先での再生領
域は，光軸を中心として約半径 5 cm程度の大きさである．
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2.3 計算機合成ホログラム
ホログラフィの原理については 2.1節で示した通りである．その際ホログラム上
の光強度分布は式 (2.1)の通りに表せる．式 (2.1)に式 (2.7)や式 (2.13)，(2.14)を代
入すれば計算によりホログラムを求めることができる．これを計算機合成ホログラ
ム（CGH: Computer-Generated Hologram）という．そこで実際にその式を求めて
みる．
2.3.1 ホログラムの光強度の計算式
まず式 (2.1)をホログラム上のある１点の光強度 I(x®; y®)を求める式にすると，
I(x®; y®) = jO(x®; y®) +R(x®; y®)j2
= jO(x®; y®)j2 + jR(x®; y®)j2 +O(x®; y®)R¤(x®; y®)
+O¤(x®; y®)R(x®; y®) (2.31)
となる．R(x®; y®)やO(x®; y®)については式 (2.7)や式 (2.13)，(2.14)と同様である．
O(x®; y®)を点光源の集まりと考えると，その中の任意の物体点 (xi; yi; zi)を点光源
としたときの球面波Eiは次式で表される．
Ei(r) =
Ai
ri
ejkri (2.32)
riは物体点 (xi; yi; zi)からの距離，kは物体光の波数を表している．式 (2.32)よりホ
ログラム面上の点 (x®; y®; 0)での光分布Ei(x®; y®; 0)は
Ei(x®; y®; 0) =
Ai
r®i
ejkr®i (2.33)
ただし
r®i =
q
(x® ¡ xi)2 + (y® ¡ yi)2 + z2i (2.34)
である．式 (2.31)における O(x®; y®)は式 (2.33)を物体点数だけ重ね合わせたもの
である．そこで式 (2.31)より１つの点光源からの Ii(x®; y®)は次式のようになる．
Ii(x®; y®) = jEi(x®; y®; 0) +R(x®; y®)j2
= jEi(x®; y®; 0)j2 + jR(x®; y®)j2 + Ei(x®; y®; 0)R¤(x®; y®)
+E¤i (x®; y®; 0)R(x®; y®)
=
µ
Ei
r®i
¶
+R20 +
EiR0
r®i
ejk(r®i¡x® sin µr) +
EiR0
r®i
ejk(r®i¡x® sin µr)(2.35)
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2.1.2節でも説明したように，式 (2.35)の第１項と第２項はホログラフィの再生に関
係なく，第３項は真の像（虚像），第４項は共役像（実像）を表している．そこで
式 (2.35)の第１，２項を無視して整理すると次式のようになる．
Ii(x®; y®) =
2EiR0
r®i
cosfk(r®i ¡ x® sin µr)g (2.36)
したがって，N 点で構成される物体像から作られるホログラム上の光強度は次のよ
うになる．
I(x®; y®) =
N¡1X
i=0
2EiR0
r®i
cosfk(r®i ¡ x® sin µr)g (2.37)
式 (2.37)から分かるように，CGHの計算には三角関数や平方根の計算が含まれる．
その計算量は物体点数N と，CGHの画素数M に比例しており，
CGHの計算量 = N £M
と表される．仮に物体点が１万点，画素サイズが 1,920× 1,080（約 200万画素）の
場合，およそ 200億回もの三角関数や平方根の計算しなければならない．また物体
点数が 10万点になれば，その計算量は 2,000億回にもなる．
2.3.2 フレネル近似を用いた光強度の計算式
前節でも述べたように，CGHの計算量は非常に膨大である．そこで本研究室では
次に示す手順でCGH計算の高速化を図ってきた．
式 (2.37)において，2.2節で述べた光学系を元に式を変形する．参照光はホログラ
ムに対して垂直方向に入射するものとし（µr = 0），図 2.4にあるように物体点はあ
る一定範囲にまとまっているものとする．距離が十分に長ければ r®iの変化は小さい
ので，参照光の振幅とあわせて余弦関数の前の係数を１と見なせるので，式 (2.37)
は次のようになる．
I(x®; y®) =
N¡1X
i=0
cos(kr®i) (2.38)
さらに式 (2.38)は式 (2.34)で示したように開平計算を含むため，計算負荷が大きい．
そこでホログラムの画素間隔を pとして，座標系を pを単位量として規格化する．ま
たホログラムと物体点の距離が十分長いと仮定して（本研究では1 mに設定），物体
点は 2.2節でも述べたように，1 m離れたところでホログラムの中心から半径 5 cm
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以内にしか再生できないので，x; yの値は zに比べて十分小さくなる．これにより
式 (2.34)は，式 (2.9)，(2.10)と同様に
r®i =
q
(px® ¡ pxi)2 + (py® ¡ pyi)2 + pz2i
= pjzij
s
1 +
(x® ¡ xi)2 + (y® ¡ yi)2
z2i
¼ pjzij
½
1 +
(x® ¡ xi)2 + (y® ¡ yi)2
2jzij2
¾
= pjzij+ p
2jzij
©
(x® ¡ xi)2 + (y® ¡ yi)2
ª
(2.39)
のように近似できる．また式 (2.38)において波数 kと参照光の波長 ¸は次のような
関係にある．
k =
2¼
¸
(2.40)
そこで式 (2.38)に式 (2.39)，(2.40)を代入すると，
I(x®; y®) =
N¡1X
i=0
cos
µ
2¼
·
pjzij
¸
+
p
2¸jzij
©
(x® ¡ xi)2 + (y® ¡ yi)2
ª¸¶
(2.41)
となる．式 (2.41)の大括弧の中をΘで表すと，
I(x®; y®) =
N¡1X
i=0
cos (2¼Θ)
Θ(x®; y®) =
pjzij
¸
+
p
2¸jzij
¡
x2®i + y
2
®i
¢
(2.42)
(x®i = x® ¡ xi; y®i = y® ¡ yi)
となる．つまり任意の物体点 iにおけるΘを求め，その余弦関数の値をすべての点
の分だけ足し合わせれば，ホログラムの任意の画素での光強度 I(x®; y®)が求まる．
2.3.3 漸化式を用いた光強度の計算式
前節でフレネル近似を用いた CGHの計算手法について説明した．そして，フレ
ネル近似の手法で得られた計算式 (2.42)において，隣の画素との差分を取ることで
漸化式の形にすることができる [9,10]．ホログラム上の任意の点 (x®; y®)から x軸方
向に n(= 1; 2; 3 ¢ ¢ ¢ )だけ離れた点 (x® + n; y®)の位相をΘnとおくと，式 (2.42)より
Θn = Θ(x® + n; y®)
=
pjzij
¸
+
p
2¸jzij
©
(x®i + n)
2 + y2®i
ª
=
pjzij
¸
+
p
2¸jzij
¡
x2®i + y
2
®i
¢
+
p
2¸jzij
¡
2x®in+ n
2
¢
(2.43)
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となる．同様にしてΘn¡1も求まる．
Θn¡1 = Θ(x® + n¡ 1; y®)
=
pjzij
¸
+
p
2¸jzij
©
(x®i + n¡ 1)2 + y2®i
ª
=
pjzij
¸
+
p
2¸jzij
¡
x2®i + y
2
®i
¢
+
p
2¸jzij
©
2x®i(n¡ 1) + (n¡ 1)2
ª
(2.44)
ここで式 (2.43)と式 (2.44)の差分を取ると，
Θn ¡Θn¡1 = p
2¸jzij
¡
2x®in+ n
2
¢¡ p
2¸jzij
©
2x®i(n¡ 1) + (n¡ 1)2
ª
=
p
2¸jzij (2x®i + 1) +
p
¸jzij(n¡ 1) (2.45)
Θn = Θn¡1 +
p
2¸jzij (2x®i + 1) +
p
¸jzij(n¡ 1) (2.46)
となる．式 (2.46)はΘについての漸化式になっており，Θ0を求めると，
Θ0 =
pjzij
¸
+
p
2¸jzij
¡
x2®i + y
2
®i
¢
(2.47)
となって，これは式 (2.42)と一致する．ここで，さらに新しい変数として次の２つ
を導入する．
∆0 =
p
2¸jzij (2x®i + 1) (2.48)
Γ =
p
¸jzij (2.49)
式 (2.48)，(2.49)を式 (2.46)に代入すると，
Θn = Θn¡1 +∆0 + (n¡ 1)Γ (2.50)
となる．ここで∆n¡1について次のように定義する．
∆n¡1 = ∆0 + (n¡ 1)Γ (2.51)
すると式 (2.50)は次のように表せる．
Θn = Θn¡1 +∆n¡1 (2.52)
式 (2.52)はΘnがひとつ前の点の値Θn¡1，∆n¡1から求まることを意味している．さ
らに式 (2.51)より∆n ¡∆n¡1を求めると，
∆n ¡∆n¡1 = (∆0 + nΓ)¡ f∆0 + (n¡ 1)Γg = Γ (2.53)
∆n = ∆n¡1 + Γ (2.54)
18
Basic Phase Unit
Additional Phase Unit
Intensity Unit
( )
( )12
2
2
0
22
0
+=∆
++=Θ
ai
i
aiai
i
i
x
z
p
yx
z
pzp
λ
λλ
∑ Θ= N
j
nyxI )2cos(),( piαα
11 −− ∆+Θ=Θ nnn
Γ+∆=∆
−1nn
iz
p
λ
=Γ
Calculated by BPU
(Basic Phase Unit)
Calculated by APU
(Additional Phase Unit)
図 2.6: 漸化式を用いたCGHの計算手順
となり，式 (2.54)は∆についての漸化式になっている．
以上をまとめるとホログラムの計算手順は図 2.6のようになる [11]．まず３次元像
の任意の点 (xi; yi; zi)の座標データを元に，任意のホログラム点 (x®; y®)の位相 µ0を
初期位相計算部（BPU: Basic Phase Unit）により求める．そして点 (x®; y®)の計算
結果を元に点 (x® + 1; y®)の位相を加算位相計算部（APU: Additional Phase Unit）
により求める．以降それを繰り返すことで µ0 » µnまでの位相を求めることができ
る．そして求められた位相の余弦関数（cosine）の値を，物体点数N の数だけ足し
合わせることで，全てのホログラム点の光強度を求めることができる．
2.3.4 その他の高速化手法
今までは CGHを計算する式において，近似することで開平計算をなくし，さら
に差分を取ることで乗算の回数を減らした．ただ光強度の部分については，余弦関
数の計算量は変わらないままである．そこで余弦関数の値をテーブル化する手法に
ついて述べる．それとは別に漸化式の計算手法では，数値計算をする上での値の扱
い方を変えることで，さらなる高速化が期待できるので，その手法についても述べ
たい．
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余弦関数のテーブル化
テーブル化とは予め各種関数の計算結果を求めておいて，それをメモリなどに格
納し，アドレスを参照するだけで計算結果が求まる手法である．そのためライブラ
リで用意されている数学関数を用いるのに比べて，大抵の場合計算の負荷は小さく
なる．しかし欠点として普通に計算するのと同じだけの精度を維持しようと考えた
場合，メモリの量が膨大となり実現不可能なテーブルとなってしまう．そこで実際
には必要と思われる精度を導き出して，それを元にテーブルを作る必要がある．
ホログラム作成において，余弦関数のテーブル化に何ビットの精度があれば良い
のか検証する実験は既に行われており [12]，その結果アドレスが 8 bitで出力値も
8 bitのテーブルを用意すれば良い事が分かっている．図 2.7に実際にテーブル化し
て使用する際のC言語のソースコードを示す．前半部がコサインテーブルを作って
いるところで，後半部が求めた位相からコサインテーブル参照して計算を行ってい
るところである．ソースコード中の cos table[ ]は 256個の配列として宣言されてお
り，後半部では位相（32 bitの整数型）をビットシフトして上位 8 bitの値でテーブ
ルを参照している．
浮動小数点数と固定小数点数
計算機での数値表現の方法には２つある．ひとつは浮動小数点数（ﬂoating point
number）というもので，数値を指数部と仮数部に分けた形式である．これにより幅
広い数値を表すことができる．もうひとつは固定小数点数（ﬁxed point number）で，
小数点の位置は決まっていて，整数部と小数部に分けられる（符号付ならば当然符
号部もある）．なお浮動小数演算についての詳細は [13]を参照されたい．
ソフトウェアで前述した高速化アルゴリズムを用いる場合，計算式に則ってプロ
グラム言語を用いてソフトウェアを作成すればよい．実際には Cや FORTRAN等
の言語でソースを作り，コンパイルして CPUが実行できるようにする．適当にメ
モリ領域が割り当てられ CPU内でソースに書いてある計算が実行される．その際
に固定小数点演算か浮動小数点演算か，いずれを意識してソフトウェアを作るかで，
その動作速度は大きく異なる．浮動小数点数における演算では，固定小数点数に比
べて表現できる数値の範囲が非常に大きい．しかし固定小数点数に比べて演算処理
に手間がかかる．一方，固定小数点数における演算では，プログラム作成者が小数
点の位置を意識して作らねばならず，また表現できる数値の範囲が浮動小数点数に
比べて狭いため，浮動小数点数以上にオーバーフローに注意を払う必要がある．い
ずれにしても浮動小数点数を用いる場合に比べて非常に手間がかかるが，計算速度
は浮動小数点数に比べて大きく向上する場合が多い．
図 2.6を見て分かるように，位相計算のほとんどが加算で構成されている．浮動
小数点数の場合加算の際には小数点の位置を考慮する必要があり，その計算負荷は
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#include <stdio.h>
#include <math.h>
int I[SIZE_Y][SIZE_X]={0}; // CGHの光強度
int *xj, *yj; // x座標, y座標
double *zj; // z座標
int object_num; // 物体点数
signed char cos_table[256]; // コサインテーブル用の配列
#define k (6.4 / 0.633)
#define sqr(a) ((a)*(a))
#define calc_cgh(xj,yj,zj,xa,ya)  ( 2.0 * PI * (k) * (sqrt( sqr((xa)-(xj)) + sqr((ya)-(yj)) + sqr(zj) )) )
// CGHの計算式
（省略）
void makeCostable(void){ // コサインテーブルの作成
int n;
for(n=0;n<256;n++){
cos_table[n] = (signed char)(127*cos((double)n*3.141592/128.0));
}
}
（省略）
void make_cgh(void){ // CGHの計算
int j,xa,ya;
for(ya=0;ya<SIZE_Y;ya++){
for(xa=0;xa<SIZE_X;xa++){
for(j=0;j<object_num;j++){
I[ya][xa]+=cos_table[ (unsigned char)(calc_cgh(*(xj+j),*(yj+j),*(zj+j),xa,ya) * 0x100) ];
}}}
}
（省略）
（注意）物体点データの取得やメモリの確保についての記述は省略した
図 2.7: 余弦関数のテーブルを作成して実際に使用しているソースの一部
加算であっても小さくない．これは浮動小数点数を用いて計算する場合，漸化式の
手法を用いても，フレネル近似の手法に比べてそれほど高速にはならないことを意
味している．
一方，固定小数点数の場合では加算の計算コストは乗算に比べて非常に小さく，
フレネル近似から漸化式の手法に変えた場合，大きな高速化が期待できる．その際，
図 2.6中にある加算位相計算部において加算を続けるため，オーバーフローが発生
しないか気をつける必要がある．しかし図 2.6中の光強度計算部の余弦関数の中を
見ると，Θと 2¼の積になっている．Θの整数部をΘ®，小数部をΘ¯ とおくと，余
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弦関数の周期性より
cos (2¼Θ) = cos f2¼ (Θ® +Θ¯)g
= cos (2¼Θ®) + cos (2¼Θ¯) (2.55)
= cos (2¼Θ¯)
となる．従って，固定小数点数では Θの最上位ビットが小数第 1位になるように
変数を設定すれば，加算位相計算部においてオーバーフローを気にする必要がな
い [14–16]．また [14–16]から分かるように，固定小数点数は専用計算機などのハー
ドウェアでの計算に適している．詳しくは第 3章で述べる．
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第3章 専用計算機クラスタシステム
計算機合成ホログラム（CGH）の作成には膨大な時間がかかる．2.3節で述べた
様々な手法を用いても，汎用計算機（CPU）では簡単な立体像のCGHを作成する
のに，１秒程度の時間がかかる．また，立体映像ではないが，通常のテレビ放送で
は秒間 30枚の静止画を流すことで，動画のように見せている．これを考慮すると
CGHを 0.03秒以内に作成しなければならない．そこで専用計算機を導入すること
で，さらなるCGH計算の高速化を行い，３次元テレビの実現を目指す．
3.1 ホログラフィ専用計算機
私の所属する研究室では，1992年頃からホログラフィ専用計算機HORN（HOlo-
graphic ReconstructioN）を開発してきており，これまでに１号機HORN-1（1993）か
ら５号機HORN-5（2004）[1–6]，新アルゴリズムを搭載したPCI-HORN（2003）[7]，
通信システムにUSB（Universal Serial Bus）を採用し，計算結果を直接 LCDに出
力するUSB-HORN with LCD（2004）を開発してきている [8]．
3.1.1 専用計算機ボード
HORN-5で用いられた専用計算機ボード（HORNボード）を図 3.1に，その内
部の大まかなブロック図を図 3.2示す．このボードは FPGA（Field Programmable
Gate Array）とよばれる，プログラム可能なLSI（Large Scale Integrator）を搭載し
図 3.1: 専用計算機ボード（HORNボード）
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図 3.2: 専用計算機ボードブロック図
ている．FPGAはASIC（Application Speciﬁc Integrated Circuit）などの専用 LSI
に比べると一般に処理速度は遅いが，内部を書き換え可能なため，細かいデバッグ，
バージョンアップが可能である．この大規模 FPGAボードは本研究室で開発され，
通信用 FPGAとして Xilinx社製の XC2V1000-5FG456Cを 1つ，計算用 FPGAと
してXC2VP70-5FF1517Cを 4つ搭載している．また各計算用 FPGAは外部メモリ
との通信がそれぞれ可能である．外部メモリは DDR SDRAM（Double-Data-Rate
Synchronous Dynamic Random Access Memory）を使用している．
このボードの主な仕様を表 3.1に示す．なお FPGAは回路の大きさを表す単位と
してゲートという単位が用いられる．これは回路内に存在する２入力 NANDゲー
トの数である．表 3.1には 100万ゲート相当や 700万ゲート相当と書かれているが，
これはそれだけの数の２入力NANDを実装できるという意味である．また Sliceは
４入力ファンクションジェネレータ，および２つの記憶エレメントで構成されてい
る．４入力ファンクションジェネレータは４入力 LUT（Look Up Table）やシフト
レジスタ，分散RAM（Random Access Memory）などとしても使える．記憶エレメ
ントはDフリップフロップやラッチとして使用できる．このように Sliceでは様々な
論理回路を構成することができる．Block RAMは FPGA内部に設けられた専用の
RAMで，Slice部分にある分散RAMよりも大規模で高速なRAMである．18 Kbit
を単位としており，Single/Dual Port RAMとして利用することができる．また場合
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表 3.1: 大規模 FPGAボードの仕様
デバイス XC2V1000-5FG456C
回路規模 100万ゲート相当
通信用 FPGA Slice 5,120
Block RAM 720 Kbit
搭載数 1
デバイス XC2VP70-5FF1517C
回路規模 700万ゲート相当
計算用 FPGA Slice 33,088
BlockRAM 5,904 Kbit
搭載数 4
パッケージ 200pin SO-DIMM
DDR SDRAM 容量 256 MByte
搭載数 4
によってはBlock RAMを論理回路の一部として利用することも可能である．
図 3.2を見て分かるように，通信用 FPGA（PCI-FPGA）はホスト PCと計算用
FPGA（FPGA0»3）の間の通信の制御を行っている．このボードはPCのPCIバス
（Peripheral Component Interconnect Bus）スロットに搭載することが可能であり，
ホストPCとの通信（データの送受信や計算用FPGAの制御）はPCIバスを通して
行われる．PCIバスの動作にも幾つか規格があり，このボードはバス幅 64bit，動作
周波数 66MHzでの動作にも対応している．今回は汎用的な PCの性能に合わせて，
バス幅 32bit，動作周波数 33MHzで動作するような回路を通信用FPGAに実装して
いる．またPCIバスではアドレスバスとデータバスは同じバスで，１つのバスを時
分割で使用している．従って通信を行う際にはアドレスを送信し，次にデータを送
信するため，最低でも２サイクル以上の動作が必要になる（実際にはアイドル状態
もあるためさらにサイクル数がかかる）．しかし連続したアドレスのデータが来る
ことが分かっていれば，毎回アドレスを確認する必要はなく，先頭アドレスを送っ
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たあとはずっとデータを送り続ければ良い．これをバースト転送といい，今回の通
信用 FPGAの回路はバースト転送に対応している．また PCIバスの通信は基本的
にCPU側に管理されているため（PIO方式: Programmed Input/Output），ホスト
PCから専用計算機ボードへのバースト転送は実行できるが，専用計算機からボード
へのバースト転送は実行できないようになっている．そこで専用計算機ボードがバ
スマスタとなって通信を実行できるような機能も実装されている．このようにPCI
バス上のデバイスがCPUを介さずにメモリへアクセスすることを，DMA（Direct
Memory Access）転送といい，これによりボードからもホスト PCのメインメモリ
へバースト転送が行える [9]．
計算用FPGAは主に計算をするための回路を実装するためのものである．通信用
FPGAから計算用FPGAへはブロードキャスト通信が可能で，並列計算時において
通信の損失を最小限に抑えることができる．また計算用 FPGAは通信用 FPGAの
およそ８倍の内部メモリ（Block RAM）を持つが，それでも納まりきらない場合は，
外部メモリとの通信回路を実装することで，余分なデータを外部メモリに保存してお
くことができる．ただし各外部メモリは完全に独立しているので，並列計算を行う際
には，その計算結果の独立性に注意する必要がある．また計算用FPGAの回路規模
は通信用FPGAの約７倍で，表 3.1には記述されていないが，328個の 18bit£18bit
の乗算器ブロックを持っている．
コンフィギュレーション
FPGAに回路を実装することをコンフィグレーションという．HORNボードを用
いる際には，まず通信用FPGAへPCIバスコントローラ回路をコンフィグレーショ
ンする．通信用 FPGAへコンフィグレーションする場合は，Xilinx 社の専用ダウ
ンロードケーブルを用いて，HORNボード上のPROM（Programmable Read Only
Memory）に回路を書き込む．これにより，電源投入時に PROM から FPGA に自
動的に回路データが送信されてコンフィグレーションが行われる．PROMは電源を
切ってもデータを保持することができるので，一度PROMへ回路を書き込んでしま
えば，ボードをPCIバスに挿してPCの電源を入れるだけで通信用FPGAへのコン
フィグレーションが行われる．通信用FPGAの主となる機能は，既に述べたように
PCI バスコントローラの役割であるが，さらに計算用FPGAのコンフィグレーショ
ンを行う回路も含まれる．計算用 FPGAへのコンフィグレーションは，ホスト PC
からPCIバスを通して，さらに通信用FPGAのコンフィギュレーション用回路を経
て行われる．このような通信用FPGAを経由したコンフィグレーションをスレーブ
SelectMAP 方式という．
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3.2 ホログラフィ専用計算機 HORN-5とその拡張
ホログラフィ専用計算機HORN-5は 2004年に我々の研究室でつくられた [6]．そ
の結果，市販されている PC（Intel Petium4 2.8GHz，Intel C++ compiler 8.0）と
比較して，１枚のHORN-5を用いて約 360倍の高速化に成功している．さらに４枚
のHORN-5をPCIバスで並列化して用いれば，同様のPCと比較して約 1,200倍の
高速化が，さらに４枚のHORN-5を搭載したPC４台をネットワークで並列化すれ
ば，約 4,000倍の高速化が達成できている．
その計算速度は，1万点で構成される物体像を約 100fps（frames per second）の速
度で再生できる（このときCGHのサイズは約 150万画素）．つまり 10万点で構成さ
れるような，より複雑な物体像であってもリアルタイム再生が期待できる．HORN-5
は１万点程度の物体像をリアルタイムで再生することを目的に作られたので，10万
点以上の物体像を計算するには，扱える物体点数を増やす必要がある．そこで，前
節でそのハードウェア的な概要については述べたので，本節ではその内部である計
算回路について主に触れていき，それからどのようにハードウェアを改良していっ
たのかを述べていく．
3.2.1 漸化式の手法を用いた計算回路の作成
漸化式を用いたCGH計算の手法については 2.3.3節で述べた通りである．また計
算回路を作る上で，浮動小数点数と固定小数点数の２通りのやり方があり，固定小
数点数を用いてハードウェア化する際の利点についても 2.3.4節で述べた．そこで図
2.6に基づいてCGH計算回路の詳細について述べていく．
初期位相計算部
Θ0 =
pjzij
¸
+
p
2¸jzij
¡
x2®i + y
2
®i
¢
(3.1)
∆0 =
p
2¸jzij (2x®i + 1) (3.2)
Γ =
p
¸jzij (3.3)
初期位相計算部（BPU）の式を改めて式 (3.1)»(3.3)に示す．式 (3.1)»(3.3)の全
てにおいて p
¸jzij という項が共通しているが，ハードウェアで割り算を行うのは非常
に効率が悪い．そこでホスト PCの側で予め p
¸jzij の値を求めておいて，ハードウェ
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アではその値を用いて加減乗算のみを実行させるようにする．そこで新しく次の様
な変数を導入する．
Á =
pjzij
¸
(3.4)
½ =
p
2¸jzij (3.5)
式 (3.4)や式 (3.5)の中にある定数に関しては，画素間隔p＝6:4¹m，波長¸＝0:633¹m
（赤色の光の波長）となる．ホログラムから再生像までの距離（約１m）を pで規格
化した値は jzij = 15; 625となり，Áは非常に大きな値となる．一方で ½は１よりも
非常に小さな値になる．つまりホスト PCで Áや ½の値を計算する際には，倍精度
浮動小数点演算によりそれらの値を求め，ハードウェア内部では固定小数点数とし
て，漸化式の手法で CGHを計算すればよい．そもそもこのアルゴリズムはソフト
ウェア上で最適な演算を行うよう工夫されており，基本的な演算は 32 bitでまとま
るようになっている．これはCPUのアーキテクチャに合わせたものである [10,11]．
そこで，以上の条件を元に実際に xや y，Áや ½のビット数を決める．またBPUで
は x，y，Á，½の値を元に，最初の画素の位相Θ0を求めると共に，次の画素で位相
を計算するために必要な∆0，Γを算出する．図 3.3に BPU内での初期値のビット
数を，図 3.4，3.5にBPUでの計算時のビット数を，図 3.6にBPUの回路図を示す．
なお回路図の中の＜Ａ,Ｂ,Ｃ＞は，Ａは符号部のビット数を，Ｂは整数部のビット
数を，Ｃは小数部のビット数を表している．整数部のビット数が¡（マイナス）に
なっているのは，そのビット数分だけ小数部の上位ビットが削られていることを意
味している．小数部が負の場合も同様に整数部の下位何ビットかが削られている．
図 3.3において，小数点（decimal point）の位置を表した赤い線よりも左側が整
数部（integer portion），右側が小数部（fractional portion）になっていて，内部の
処理には２の補数を用いている．また薄紫色の部分は有効桁数を，赤色の部分は有
効範囲外の桁数を表している．有効範囲外の桁数というのは，小数点の位置から有
効桁になるまでの間の桁が全部 ‘０’で埋められている部分である．後の乗算におい
てその部分の値の計算は意味がなくなるため，このようにカットすることができる．
x，y関連のビット数が 14 bitになっているのも，図 3.3の (x2®i + y2®i)まで計算した
ときに，32 bitを超えた部分は意味がなくなるので 14 bitになっている．また 14 bit
の精度があれば，x，y方向において約 10 cm£10 cmの領域で計算が行える．これ
は 2.2節で述べた LCDの再生領域（中心から約半径５ cm）と照らし合わせても十
分である．なおこれらは以降の図についても同様である．
まず図 3.3について簡単に説明する．加算をする場合は繰り上がりがあるかもし
れないので，元の数に１ bit追加する．また２乗など掛け算を行う場合には，それ
ぞれのビット数を足せばよい．そのため 14 bitの x，yは 29 bitの有効な桁を持つ
(x2®i + y
2
®i)になる．Áに関しては 32 bitすべてが小数部になっており，½に関しては
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小数第１位から第５位までは０で，小数第６位から 32 bitの有効な値を持つ．これ
は 2.3.4でも述べたように，コサインテーブルを用いる際に，その周期性により小数
部だけが必要だからである．
次に図 3.4の１段目の計算では，29 bitの (x2®i + y2®i)と 32 bitの ½をかけるので
演算結果は 61 bitになる．しかし整数部は必要なく，小数部も次の Áとの加算に必
要な分だけあればよいので，２段目で 32 bitになっている．そして Áと加算を行う
ことで通常は 33 bitの精度が必要になるが，同様に整数部は必要ないので 32 bitの
Θ0が求まる．
最後に図 3.5の１段目の計算では，xは２倍した後に１を加算しているので，図
3.3の 14 bitから 15 bitになっている．そして 15 bitの (2x®i + 1)と 32 bitの ½の乗
算を行うと，結果は 47 bitになが，やはり整数部は必要ないので小数部 32 bitが残
る．また Γの初期値は式 (3.3)を見ても分かるように，½の値を２倍しただけで，整
数部は同様に必要ないので，小数第１位を含んだ 32 bitの値となる．注意したいの
は，元々½は小数部の上位５ bitが ‘０’であるので，Γの値も上位５ bitは必ず ‘０’
になっているが，小数点の位置を合わせるためにこのようにしている．
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図 3.3: BPUの初期値
31
Fractional PortionInteger Portion
32 bit
Decimal Point
( )22
2 iii
yx
z
p
ααλ
+× 37 bit24 bit
( )22
2 iii
yx
z
p
ααλ
+
( )22
0
2 iii
i
yx
z
p
zp
ααλ
λ
++
=Θ
32 bit
図 3.4: BPUのビット数（Θ0の場合）
Fractional PortionInteger Portion
15 bit
32 bit
32 bit
Decimal Point
( )12 +ixα
( )12
2
+× i
i
x
z
p
αλ 15 bit
( )12
20
+=∆ i
i
x
z
p
αλ
iz
p
λρ ==Γ 2 32 bit
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図 3.6: BPUの回路図
加算位相計算部
Θn = Θn¡1 +∆n¡1 (3.6)
∆n = ∆n¡1 + Γn¡1 (3.7)
Γn = Γn¡1 (3.8)
加算位相計算部（APU）の式を改めて式 (3.6)»(3.8)に示す．また図 3.7に APU
のビット数を，図 3.8にAPUの回路図を示す．APUはBPUで計算されたΘ0，∆0，
Γの値を元に，それらの加算を繰り返すことで隣接した画素の位相を計算できる．し
かし，後述する IUでの計算においてそれほどビット数を必要としないため，ここで
はそれに合わせてビット数を減らして計算を行う．HORN-5の計算回路の中でAPU
が大部分を占めることを考えると，余分なビット数は削除したほうが効率がよい．ま
た既に述べたように，加算の際には整数部はいらないので，加算の前後でビット数
は変わらない．
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図 3.7: APUのビット数
図 3.8: APUの回路図
光強度計算部
図 3.9に光強度計算部（IU）のビット数を，図 3.10に IUの回路図を示す．IUは
APUで計算されたΘの値を元にコサイン演算を行い，その結果を物体点の数だけ
繰り返し加算する必要がある．コサイン演算は 2.3.4節で述べたようにテーブル化し
て用いる．HORN-5では最大で 16; 384(= 214)点の物体点の位相を加算しなければ
ならないので，８ bitに 14 bitを加えた 22 bitの桁数を与えておけば，I の計算で
オーバーフローすることはない．以上のようにしてハードウェア上での，各計算の
ビット数を決めることができる．
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3.2.2 メモリ利用効率向上のためのビット数の削減
10万点の物体点を処理できる HORN-5を開発する上で，最大の問題となるのは
メモリの消費量である [12]．従来のHORN-5では，最大で 16,384点（= 214）の物
体点を扱うことができる．その際に必要となるメモリの量は，BPUの初期値によっ
て決まる．すなわち
メモリ総量 = (xのビット数+ yのビット数
+Áのビット数+ ½のビット数)£物体点数 (3.9)
となる．図 3.3より x，yで 14 bit，Áと ½でそれぞれ 32 bitである．従って必要と
なるメモリの総量は
(14bit + 14bit + 32bit + 32bit)£ 16; 384 = 1; 472Kbit (3.10)
となる．一方でHORNボードに搭載されているFPGAの内部メモリ（Block RAM）
の容量は，表 3.1より 5,904 Kbitであり，十分扱える量である．しかし，実際に 10万
点を扱えるようにするためには，最大で 131,072点（= 217）の物体点をメモリに保
存できなければならない．すると必要となるメモリの量は式 (3.9)を参考にすると，
(14bit + 14bit + 32bit + 32bit)£ 131; 072 = 11; 776Kbit (3.11)
となり，FPGAのBlock RAMの容量の倍以上を消費する．
そこでHORN-5で 10万点の物体点を扱えるように，FPGA内部のメモリの利用
方法，および各パラメータのビット数を見直す必要がある．FPGA内部のメモリは
物体点データを格納するだけでなく，コサインテーブルの値を格納する役割を持っ
ていた．なのでコサインテーブルをFPGA内部のメモリを使うのではなく，余って
いる論理ブロックを使うことで代用できる．また BPUの初期値のビット数に関し
ては，再生実験を行うことにより，どれだけビット数を削ることができるかを検討
した．
再生実験を行うにあたって，まず各パラメータにどれだけのビット数を割り当て
られるのか考える必要がある．メモリの総量が決まっている場合，式 (3.9)を参考に
して，
(xのビット数+ yのビット数+ Áのビット数+ ½のビット数)
= メモリ総量¥物体点数 (3.12)
となる．従って各パラメータに割り当てられるビット数の総量は，
(xのビット数+ yのビット数+ Áのビット数+ ½のビット数)
= 5; 904Kbit¥ 131; 072
= 46:125bit (3.13)
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となる．簡単のために全てのビット数を同じにすると，全て 11 bitになる．
次に元のビット数からどのように削るかを考える．xと yと ÁはAPUでの計算に
与える影響を考えると，基本的に下の方のビットから削減することになる．一方，½
はその値の持つ意味を考えると下から削ることはできない．本研究で用いる光学系
では，2.2節で述べたようにホログラムと再生像の間を約 1 m離している．物体像
の z座標が 1 mの半分の 78,125 (= 50 cm) であるとして，その時 ½の値の有効範囲
は次のようになる．
½ =
p
2¸jzij
=
6:4¹m
2£ 0:633¹m£ (156; 250¥ 2)
¼ 2¡13:92 < 2¡13 (3.14)
本研究ではホログラムを計算する際にフレネルの近似式を用いており，ホログラ
ム近傍での物体像について考慮する必要はないため，ホログラムからの距離が50 cm
の領域まで計算できれば十分である．以上のことを考慮すると，各パラメータのビッ
ト数は図 3.11のようになる．
しかしこのビット数は，APUで加算を繰り返した際の誤差を考慮しておらず，こ
の精度で作成したホログラムで，正しく物体像を再生できる保証はない．そこで各
パラメータの精度を 11 bit，10 bit，9 bitに落としたホログラムを作成し，通常の漸
化式の計算で作成したホログラムからの再生像との比較実験を行った．なお再生実
験は動画を再生して行ったので，その１コマを図 3.12に示す．またこの写真は表示
デバイスとして画素間隔 6.4 ¹mの LCDパネルを，光源として赤色レーザ（波長：
37
633 nm）を用いて再生した像を撮影した．物体点数は 11,646点である．これを見る
と 9 bitのときには明らかに画質が落ちていることが分かる．また 10 bitのときは
写真では分かりにくいが，通常の漸化式で計算したものに比べるとやや荒さが目立
つ．11 bitは写真で見ても違いは分からず，実際の再生像を肉眼で見てもそれほど
差異はなかった．これにより物体点の精度を 11 bitに落としても問題ないことが分
かった．
(a) 漸化式 (b) 11 bit
(c) 10 bit (d) ９ bit
(e) CGデータ
図 3.12: 物体点データのビット数を変化させたときの再生像の比較
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3.2.3 各計算ユニットの改良
前節で求めたビット数を元に，改良した各ユニット内部の演算ビット数，および
回路図を示す．まず BPUでのビット数を考えると図 3.13，3.14のようになる．最
初の x®iと y®iの２乗の計算は，xi,yiが 11 bitであっても x®,y®が 14 bitであるた
め，その差の有効桁は 14 bitになり，２乗して加算を行うことで 29 bitになる．次
に ½との乗算があるが，½は上位 12 bitが ‘0’である．そのため x®i，y®iの２乗との
掛け算は整数部が 17 bit，小数部が 23 bitとなり合わせて 40 bitになる．整数部は
必要ないので，結局小数部の 23 bitだけを取り出すことになる．その後 Áとの加算
を行うが，Áも小数部 11 bitしか持っておらず，加算の際のオーバーフローも考慮
する必要はないので，Θは 23 bitになる．次に∆の計算となるが，x座標は上述し
たのと同じ理由により，物体点の精度を落とす前と同じ 15 bitになる．一方 ½は 12
bit分の間をあけて 11 bitの有効な値がある．この乗算を行うと整数部は 3 bit，小
数部は 23 bitになる．結局符号部も含めると∆は 24 bitになる．Γは ½の２倍とな
るが，元々½は 11 bitしかないため，２倍しても左に 1 bitシフトするだけで，小数
第１位から小数第 11位までは無効な値である．これを元に回路を作ると図 3.15の
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図 3.16: (x2®i + y2®i)と ½の乗算のビット数
ようになる．なお x®i，y®iの２乗を計算した後加算した際のビット数が図 3.13と異
なるが，これはその後の計算に必要なビット数を考慮して，余分なビット数を省い
た結果である．図 3.16に (x2®i + y2®i)と ½の乗算のビット数を示す．既に述べたよう
に，(x2®i + y2®i)と ½の乗算の結果のうち，必要なのは下位 23 bitのみで，上位の 17
bitは必要ない．そこで図 3.16に示したように筆算の形で書き下すと，下位 23 bitの
結果に (x2®i+ y2®i)の 24 bit目（図中の a23）は使われていないことが分かる．従って
その分のビット数を x2®iと y2®iの加算の段階で削減することができる．
続いて図 3.17に改良したAPUのビット数を，図 3.18に改良したAPUの回路図
を示す．図 3.17を見ると，Θと∆の加算に関しては改良前より 1 bit減っており，Γ
に関しては改良前の半分のビット数に減っていることが分かる．いずれも物体点の
精度が 11 bitに変わったことが影響している．また∆と Γは小数点の位置が異なる
ため，図 3.18にあるように Γの上位 11 bitに ‘0’を挿入して，小数点の位置を合わ
せる必要がある．
最後に図 3.19に改良した IUのビット数を，図 3.20に改良した IUの回路図を示
す．IUに関してはほとんど変わっていないが，物体点が 16,384から 131,072に増え
たため，Iの計算でオーバーフローしないために 25 bitの精度が必要になるので，そ
の分 IUではビット数が増えている．
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図 3.17: 改良したAPUのビット数
図 3.18: 改良したAPUの回路図
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3.2.4 HORN COREとパイプライン段数
CGHの計算は図 2.6で示したように独立して行うことが可能である．つまり最初
の画素を計算して後，隣接する画素の位相を計算すると同時に，次の物体点に関し
て最初の画素の計算を行うことができる．このように一連の処理を途中で分割し，
その前後の処理を同時にできるようにすることをパイプライン化という．図 3.21に
その回路図を示す．図 3.21を見て分かるように，１段目に BPUを，２段目以降に
APUを直列に配置してCGH計算を並列に行う．このとき最終的な出力となる画像
ファイルは，白黒の２値化されたデータなので，その画像ファイル１画素につき白
か黒かの 1 bit分の情報でよい．そこで BPU１個とAPU31個をまとめて１つのモ
ジュールにし，32bit分の情報をまとめて出力できるようにした．これが図 3.21の
APU32 initである．同様に 32個のAPUも１つのモジュールとしてまとめてあり，
APU32がそうである．そしてこれらの回路をFPGAの回路規模や，作成するCGH
のサイズなどを考慮して，APU32 initを１個，APU32を９個搭載する回路を構成
した．これにより同時に 320個の画素を計算できる，すなわち 320段のパイプライ
ンを搭載したHORN CORE 320を作成した．
図 3.21: HORN CORE 320の回路図
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3.2.5 HORN制御部
この節ではHORN-5を制御するコントローラ，及びPC側からアクセスするため
のメモリマップについて説明する．なおこの点については従来のHORN-5とそれほ
ど差がないので，この節でまとめて説明することにする．
HORNコントローラ
図 3.22に HORNコントローラ（HORN CTRL 3）の回路図を示す．HORNコ
ントローラは通信用 FPGAと計算用 FPGA間の通信を制御する部分と，CGH計
算部分，そしてこの２つの部分の通信を仲介するメモリ部分（Object Data RAM，
Intensity RAM，Flag & Trigger Registers）から成っている．また DCM（Digital
Clock Manager）では入力されたクロック信号（HORNの場合はPCIバスから供給
される 33MHzのクロックを用いている）から，逓倍した周波数のクロック信号を提
供するモジュールである．
この回路のPCLK動作部分には，前述したPCIバスから供給される 33MHzのク
ロックを用いている．PCLKの部分は次に説明するメモリマップを構成するために
必要な回路になっている．具体的には点データ用の RAMと物体点数等いくつかの
パラメータを記憶するレジスタ，そしてHORN COREを動作させたりするトリガ，
HORN COREのステートレジスタやフラグ等がセレクタによって機能している．
図 3.22: HORNコントローラの回路図
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そして，この回路の DCLK動作部分には HORN COREを動作させるステート
マシンが実装されており，フラグを立てればHORN COREは自動的に計算を行う．
その後１行分の計算結果を Intensity RAMに書き込み終わったら待機状態になり，
CGH１行分の計算終了フラグを立てて，PCLK部分の動作を待つ．PCLK部分は
このフラグを受け取ると，次の行を計算するように HORN COREの計算開始フラ
グ立てて，かつ Intensity RAMから計算結果を読み出して，ホスト PC側にデータ
が渡るように通信用FPGAにデータを送る．つまり，HORNボードからホストPC
へのデータの送信と，CGHの計算を同時に実行できるので，通信時間を計算時間に
隠蔽することができる．なお条件によるが，既に述べたように CGHの計算量は膨
大なため，HORN-5では大抵の場合で通信時間<計算時間が成立している．
物体点データや計算結果等ホストPCとHORN-5でやり取りされるデータはDual
Port RAMに格納される．Dual Port RAMは２つの通信用ポート持つという特徴が
あるため，異なる動作速度の回路の間でもでも通信ができる．また Intensity RAM
は２つ用意されており，計算結果の書き込みと読み出しにおいて，データがぶつか
らないようになっている．
メモリマップ
図 3.23に改良した HORN-5のメモリマップを示す．なお図中では省略されてい
るが，FPGA1»3も FPGA0と同様のレジスタを持つ．HORNボードには計算用の
FPGAが４つ実装されているが，このメモリマップでは４つのデバイスをまとめて
１つのメモリとして扱っている．そして，メモリアクセス時のオフセット値を変え
ることで，各 FPGAの各レジスタにアクセスすることができる．図 3.23のメモリ
マップの左側にあるDirectionは，そのアドレスに書き込んだ時に，実際にアクセス
される FPGAが書いてある．大まかな配置として，下位のアドレスは各 FPGAご
とに命令やデータを送信するための領域が配置されており，上位に物体点データ用
メモリがマッピングされていて，一度にすべてのFPGAに書き込めるようになって
いる．
続いて各 FPGAにアクセスするための領域の詳細について述べる．まず HORN
Flagについて説明する．HORN Flagの下位 16 bitはPC側から書き込む領域になっ
ており，HornStartやNextStart等のHORNコントローラを動かすためのレジスタ
が格納されている．また上位 16 bitはPC側から読み込む領域になっており，CGH
１行分の計算が終了したことを知らせる CalcEndのフラグがマッピングされてい
る．Object Numberは計算する物体点数を，また Y Range Maximumと Y Range
MinimumはCGHを計算したい行の最大値と最小値を設定するためのレジスタであ
る．State Debug Portは HORN STATEを出力する．HORN STATEとは HORN
COREの動作を制御するためのステートマシンの状態変数である [13]．Free Debug
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図 3.23: 改良したHORN-5のメモリマップ
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PortはHORN CORE内部のデバッグしたい値を自由にマッピングできるようにし
た．LEDは FPGAの外部に接続されている発光ダイオードを制御するためのレジ
スタであり，ここに 4 bitの任意の値を書き込むことで，データの送受信を目視で確
認することができる．なおこの 3つのレジスタは主にデバッグ用であり，CGH計算
には直接関与しない部分である．X Range MinimumはCGH計算を開始するXの値
である．主にCGHを分割して計算する際のオフセットを設定するために使われる．
Pipeline CycleはCGH１行の計算において，HORN CORE内のパイプラインを何
回使用するかを設定する．例えば 1,920画素を 320段のパイプラインで計算するには
1920¥ 320 = 6となり，Pipeline Cycleは 6になる．Pipeline Cycleを６よりも小さ
い値に設定すると，すべての CGHを計算できないので注意が必要である．HORN
IDは固定値として 16進数で “88”を格納している．これは PC側から HORNボー
ドを認識するために必要なものである．Intensityは計算結果の光強度を格納するメ
モリがマッピングされている．
3.3 専用計算機クラスタシステム
クラスタ（cluster）とは，ワークステーションや PCをネットワークでつなげて
１つにまとめたシステムのことである．実際にはその利用形態により，可用性（壊
れにくさ）を目指したタイプ，沢山のジョブを実行させるタイプ，並列プログラム
を実行させるタイプがある．ホログラムの計算では，各画素の計算が独立している．
そこで本研究室ではHORN-5をクラスタ化することで，さらなる高速化を実現して
きた．
図 3.24に本研究で用いるクラスタシステムの概観図を，表 3.2にクラスタシステム
を構成するPCの仕様を示す．このクラスタシステムは１台のサーバPC（Host PC）
と，４台の計算用PC（PC for the Calculation）からなる．そして各計算用PCは４
枚までHORNボードを搭載できる．つまりこのシステムでは最大で 16枚のHORN
ボードを同時に操作することができる．図 3.24にあるようにサーバPCがトップに
あり，そこからギガビットイーサネットに対応したハブを経由して，各計算用PCと
HORNボードに様々な命令を出す．また物体点データはサーバPCのハードディス
クの共有領域に格納されていて，各計算用PCはNFS（Network File System）を用
いて，サーバ PCのハードディスクの共有領域をマウントしてデータを読み込んで
いる．
ここでCGHを計算する際の専用計算機クラスタの動作についてまとめると，
1. サーバホストから計算開始の命令を出す．
2. 各計算ホストは，計算開始命令を受け取るとネットワークを通じて物体点ファ
イルを読み込む．その際に計算に必要なパラメータも読み込む．
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3. 各計算ホストは物体点ファイルのデータを HORNボード送信用に変換する．
その後物体点データや計算用パラメータをHORNボードに送信する．
4. HORNボードからの計算終了信号を受け取ったら，すべての物体点データ（動
画の場合には時系列順に物体点データが用意されている）を計算し終わるま
で，１から繰り返す．
となる．なおクラスタシステムそのものの性能については [14]を参照されたい．
Host PC Gigabit Switching Hub
Gigabit LAN
PCI Bus Slot PC for the Calculation
HORN Boards
図 3.24: 専用計算機クラスタシステム
表 3.2: 専用計算機クラスタシステムを構成する PCの仕様
XXXXXXXXXXXXX
Host PC PC for the calclation
Main processor Intel Pentium 4 2.8GHz Intel Pentium 4 3.4 GHz
Memory (DDR-SDRAM) PC3200 512 MBytes£2 PC3200 512 MBytes£4
Operation system Fedora Core 1 Fedora Core 1
Compiler mpich-1.2.7 gcc-4.3.2
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3.4 性能評価
10万点を計算できるように改良したHORN-5について，その性能がどのように変
化したかを本節で述べる．また実際に改良したHORN-5を用いて再生実験を行った．
3.4.1 回路面積と動作速度
表 3.3に従来の HORN-5と改良した HORN-5の回路面積と動作速度を示す．な
お開発環境として，デザインツールにXilinx社の ISE8.2.03iを，シミュレーション
ツールにMentor Graphics社のModelSimSE 5.7dを用いている．またターゲットデ
バイスは計算用FPGA（XC2VP70-5FF1517C）を指定して回路を作成した．表中の
括弧の中の割合は，各デバイスの使用率を表しており，回路面積は 33,088[Slices]が，
Block RAMは 328個が最大値である．
表 3.3を見ると，Block RAMをすべて物体点データの格納用に用いて，コサイン
テーブルを論理回路上の余っている部分に作ったので，その分従来のHORN-5より
も回路面積や Block RAMの数が増えている．しかし物体点の計算精度を落とした
ことにより，計算回路そのものの回路規模が小さくなったため，回路面積の増加率
は全体の 8 %程度に抑えることができた．また動作速度に関しても 166MHz以上の
速度が出ている．従来のHORN-5も実際の動作速度は 166MHzであり，速度を落と
さずに 10万点の計算ができるように改良することができた．
3.4.2 CGHの計算時間
サイズが 1,920£1,080で，物体点数が 10万点の物体像のCGH１枚を計算するの
にかかる時間を測定した．その結果を表 3.4に示す．表の単位は秒で，横の項目は
は計算PCの台数を，縦の項目は計算PC１台当たりに搭載されているHORNボー
表 3.3: 従来のHORN-5と改良したHORN-5の回路面積と動作速度
従来のHORN-5 改良したHORN-5
最大動作速度 [MHz] 168.549 167.000
回路面積 [Slices] 26,551 (80%) 29,359 (88%)
Block RAM 262 (79%) 322 (98%)
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表 3.4: CGHの計算時間
計算 PCの台数
ボードの枚数 １ ２ ３ ４
１ 1.019111 0.512778 0.341861 0.256750
２ 0.547111 0.274111 0.182361 0.137333
３ 0.400333 0.200778 0.133500 0.100028
４ 0.332639 0.166000 0.110694 0.083806
[sec]
ドの枚数を表している．表 3.4を見ると，計算PCの台数，あるいはHORNボード
の枚数に比例して計算時間が短縮されている．
さらに詳しく見るために，表 3.4を元に高速化率を求める．高速化率とは，計算
PC１台でボードの枚数が１枚のときの計算時間を 1として，その何倍速くなった
のかを比率で表したものである．表 3.5にその高速化率を示す示す．表 3.5を見る
と，計算用PC４台で各PCに４枚のHORNボードを搭載したとき，すなわち 16枚
表 3.5: CGHの計算時間の高速化率
計算 PCの台数
ボードの枚数 １ ２ ３ ４
１ 1.000 1.987 2.981 3.969
２ 1.863 3.718 5.588 7.421
３ 2.546 5.088 7.634 10.188
４ 3.064 6.140 9.207 12.161
51
表 3.6: CGHの計算時間のフレームレート
計算 PCの台数
ボードの枚数 １ ２ ３ ４
１ 0.981 1.950 2.925 3.895
２ 1.828 3.648 5.484 7.282
３ 2.498 4.993 7.491 9.998
４ 3.006 6.025 9.035 11.933
[fps]
のHORNボードを用いたときに，単純に 16倍の性能になるのではなく，PC１台で
ボードが１枚のときの 12倍の性能しか出ていない．その原因はHORNボードが増
えたときに，計算速度が比例して向上していないためである．実際ボードが１枚の
ときと比較して，ボード４枚のときの高速化率は，計算用 PCが何台のときでも約
３倍程度にしかなっていない．この原因として考えられるのは，１つに物体点デー
タからHORN送信用のデータを作る際に，その部分の並列化ができないために，そ
こで余分な時間がかかっているということ，もう１つは，PCIバスを通じてホスト
PCから物体点を送る際，すべてのボードに同時に物体点を送ることができていな
いため，計算時間と比較して通信時間に無視できないロスが生じていることが考え
られる．いずれの原因も単にHORNボードだけの問題ではないため，計算結果を理
論値に近づけるためには，クラスタシステム全体において改善を行わなければなら
ない．
また実際に動画を作る際にはフレームレートが重要になってくる．フレームレー
トとは１秒間に表示される静止画の数である．テレビ放送などの動画にしても，１
秒間に約 30枚の静止画の表示を切り替えることで動画のように見せている．なお，
このときのフレームレートは 30 fpsのように表す．そこで表 3.4を元に，10万点の
物体点を計算したときのフレームレートを求めてみた．表 3.6にその結果を示す．表
3.6を見ると，16枚の HORNボードを用いた際には 10 fps以上の性能が出ており，
10万点で構成される物体像も滑らかに再生できることが分かる．
さらに図 3.25に物体点数が変化したときの，CGH作成にかかる時間のグラフを
示す．なお測定したのは，計算ホスト１台で HORNボードが１枚のとき（紺色），
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図 3.25: 物体点数が変化したときのCGHの計算時間
計算ホスト１台でHORNボードが４枚のとき（桃色），計算ホストが４台でHORN
ボードが３枚のとき（橙色），計算ホストが４台でHORNボードが４枚のとき（緑
色）の時間である．グラフは基本的に右上がりになっており，物体点数に比例して
計算時間も増加している．さらに物体点数が増えるごとに傾きが大きくなっており，
物体点数が増えるほど計算効率が上がっている．その理由としてパイプラインの遅
延（レイテンシ）が，物体点数が多ければ多いほど隠蔽されるためである．
3.4.3 再生結果
改良したHORN-5を用いて，恐竜の動画（11,646点），チェス盤の動画（44,647
点），メリーゴーランドの動画（95,949点）のCGHを作成し，実際に再生した動画
のスナップショットを，図 3.26»図 3.28に示す．なおいずれもオリジナルの動画で
ある．光源には半導体レーザ（波長: 640nm）を用いている．またCGH表示用のデ
バイスには Aurora社の ASI6201という反射型 LCD （画素数: 1,920£1,080，画素
間隔: 6.4¹m）を用いている．
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(a) 動画の一部
(b) CGデータ
図 3.26: 恐竜の再生像（11,646点）
54
(a) 動画の一部
(b) CGデータ
図 3.27: チェスの再生像（44,647点）
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(a) 動画の一部
(b) CGデータ
図 3.28: メリーゴーランドの再生像（95,949点）
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3.5 まとめと考察
10万点の物体像を計算できるようにHORN-5を改良し，CGHを１秒間に 10枚以
上作成することに成功した．また再生像を見て分かるように，物体点数を増やすこ
とで，さらに複雑な立体像を再生することができた．
しかし 16枚のHORNボードを用いても，実際の計算性能は 16倍にはならず，お
よそ 12倍程度になっている．表 3.5を見ると，HORNボードの枚数に計算性能が比
例していないことが分かる．そこで CGHの計算時間についてさらに考察する．計
算用PCからHORNボードへの物体点データの送信時間を Twrite，CGHの計算時間
を Tcalc，計算したCGHのデータを計算用PCへ戻す時間を Treadとおくと，それぞ
れの理論値は次の式で求まる．
Twrite =
D £N
W
(3.15)
Tcalc =
M £ (N + P )
4P £ F (3.16)
Tread =
D £M
R
(3.17)
ここで，Dは転送データのbit数を，Nは物体点数を，WはPCIバスの書き込み速度
を，MはCGHの画素数を，PはHORN COREのパイプライン段数を，FはHORN-
5の動作速度を，RはPCIバスの読み込み速度を表している．また式 (3.15)»(3.17)
はいずれもボード１枚のときの理論値である．
まず計算する物体点数が 10万点と仮定して理論値を求めると次のようになる．
Twrite =
64£ 100; 000
(75:8£ 8£ 106) ¼ 10:554 [msec] (3.18)
Tcalc =
(1; 920£ 1; 080)£ (100; 000 + 320)
1; 280£ (166£ 106) ¼ 979:027 [msec] (3.19)
Tread =
1£ (1; 920£ 1; 080)
81:9£ 8£ 106 ¼ 3:165 [msec] (3.20)
ここで，W = 75:8 [Mbyte/sec]，R = 81:9 [Mbyte/sec]については実測値を用い
た [13]．また Twriteにおいて，実際のDは 44bitであるが，PCIバスの通信は基本
的に 32 bit単位で行われるので，44 bitのデータを送るのと 64 bitのデータを送る
のは同じだけのコストがかかる．3.2.5節でも述べたように，HORN-5ではCGHの
計算と，計算した光強度の通信を同時に行っている．実際には計算も通信も１ライ
ン（= 1; 920画素）ごとに行っているので，Treadも Tcalcも 1,000分の 1になるが，
(Tread < Tcalc)の関係性は変わらない．従って常に Treadは Tcalcに隠蔽されている．
一方で，ボードが１枚の時の処理時間は (Twrite+Tcalc) = 989:581 [msec]となるが，
ボードが４枚のとき，CGHの計算は並列化できるのに対して，物体点データの送信
は並列化できていない．すなわちボード４枚の処理時間は (4£ Twrite + Tcalc ¥ 4) =
57
286:973 [msec]になる．この比率を求めると約 3.4倍となる．表 3.5では 3.1倍ほど
の高速化ができていたが，理論値を求めた３つの要素以外に，物体点データを PC
側で処理する時間なども考慮すると，大体理論どおりの性能が出ているのではない
かと考えられる．
さらに大きな問題点として，10万点の物体像を計算することはできるようになっ
たが，さらにそれを越える点数を計算できるようにするためには，さらに各パラメー
タのビット数を削らなければならない．しかし図 3.12を見ても明らかなように，こ
れ以上 bit数を削減するのは不可能である．そこで，さらに計算できる物体点数を
増やすためには，FPGA外部のメモリも利用する必要がある．
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第4章 外部メモリ実装型専用計算機
HORN-6
前節で述べたように，HORN-5を 10万点の物体点を扱えるように改良した．しか
し，さらに多くの物体点数を計算できるようにするためには，表 3.1に示されてい
る FPGA外部のメモリを使用する必要がある．DDR SDRAMの容量は 256 Mbyte
もあるので，理論上では最大で 1,000万点の物体点を格納できる．今回は外部メモ
リを実装したホログラフィ専用計算機HORN-6を開発し，最大 100万点までの物体
点を計算できるようにした [1]．以下でその詳細について述べる．
4.1 DDR SDRAMコントローラ
4.1.1 DDR SDRAMについて
半導体メモリは，メモリセルと呼ばれる情報記憶部分をシリコン基板上に複数持
つデバイスである．半導体メモリには多くの種類があり，用途によって使い分けられ
ている [2,3]．RAMは半導体メモリのひとつであり，自由かつ高速に情報を読み書き
することができるため，計算機システムにおいてデータを一時的に記憶するのに適
している．RAMは，SRAM（Static RAM）とDRAM（Dynamic RAM）に分類で
きる．SRAMはフリップフロップで情報を記憶するRAMであり，電源を供給する
だけで記憶した値を保持することができる．一方，DRAMはコンデンサの電荷で情
報を記憶するRAMである．コンデンサに蓄えた電荷は時間がたつと失われてしま
うため，DRAMでは記憶保持のために定期的に充電する作業が必要である．しかし，
DRAMには集積度を上げて大容量化しやすい，ビットあたりの単価が安い，という
利点があるため，DRAMは各種コンピュータ，ワークステーション，バッファメモリ
などに幅広く使われている．今回の研究で用いたDDR SDRAM（Double-Data-Rate
Synchronous DRAM）はDRAMの一種である．以下DDR SDRAMの構造と，DDR
SDRAMで使われている主な技術について述べる．
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DDR SDRAMの構造
DRAMのメモリセルの構造を図 4.1に示す．DRAMのメモリセルは，１つのト
ランジスタと１つの情報記憶用コンデンサから構成されている．このコンデンサに
蓄えられた電荷のありなしで，各メモリセルは ‘0’ または ‘1’ のデジタル情報を記
憶する．DDR SDRAMの構造の例として，図 4.2に 256MbitのDDR SDRAMのブ
ロック図の例を示す [4]．DDR SDRAMの内部には，メモリセルが多数並んで構成
図 4.1: DRAMのメモリセルの構造
図 4.2: 256 Mbit DDR SDRAMのブロック図の例
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されたメモリセルアレイのバンクが４つあり，各バンクは独立に制御を行うことが
できる．そのほかに，DDR SDRAMの内部には各種制御回路やDLL（Delay Locked
Loop）回路などもある．DDR SDRAMのメモリセルは，バンクアドレス，ロウア
ドレス，カラムアドレスの３つのアドレスで指定することができる．ロウアドレス
がメモリセルのワード線に対応し，カラムアドレスがビット線に対応している．
ダブルデータレート
DDR SDRAMは，クロックの立ち上がりと立ち下がりの両方のタイミングでデー
タを送受信する．この方法によって，クロックの立ち上がりだけでデータを転送す
る従来の SDRAMと比べて，２倍の転送速度でデータを送受信することができる．
差動クロック
DDR SDRAMでは，外部クロック入力に差動クロックを用いている．差動クロッ
クとは，図 4.3のようにクロック用の信号線を２本使用する方式である．/CKはCK
と同じ周期で位相がCKと逆のクロック信号である．そして，DDR SDRAMはCK
と/CKが交差するタイミングで動作する．差動クロックを用いることによって，ク
ロックの立ち上がりと立ち下がりの特性差による悪影響を減らすことができる．
ソースシンクロナス
DDR SDRAMは，ソースシンクロナス方式を用いてデータを送受信する．ソース
シンクロナスとは，データ送信側がデータと一緒にタイミング信号を送信し，デー
タ受信側はこのタイミング信号をもとにデータを取り込む方式である．チップ間の
データ送受信のモデルを図 4.4に示す．データを送信するときには，送信器がデータ
を送信してから受信器がデータを受信するまでに，必ず遅延が発生する．クロック周
波数が高くなるとこの遅延時間が無視できなくなり，データ受信側はどのタイミン
グでデータを取り込めば良いのか決定することが困難になる．そこで，データ送信
側はデータ送信回路に類似した回路を使ってタイミング信号を一緒に送信し，デー
図 4.3: 差動クロック 図 4.4: チップ間のデータ送受信のモデル図
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タ受信側はこのタイミング信号を利用してデータを取り込む．データとタイミング
信号はほぼ同じ時間だけ遅れて受信側に到達すると考えることができるため，この
送受信方式を利用すると遅延の影響を低減することができる．なお DDR SDRAM
におけるタイミング信号の仕様は [5]を参照されたい．
4.1.2 DDR SDRAMコントローラの設計
専用計算機からDDR SDRAMを制御して利用するために，HORNプロジェクト
以外の専用計算機でもDDR SDRAMコントローラ回路を開発してきた [6]．しかし
従来のDDR SDRAMコントローラでは連続アクセスを利用していないため，デー
タ転送時のオーバーヘッドが大きく，HORNに組み込んでもDDR SDRAMの通信
速度がボトルネックになることは明白であった．（なお転送速度の評価については節
で詳細を述べる）そこで，転送速度の向上を目的として，DDR SDRAMコントロー
ラを新たに開発し，HORNプロジェクトに組み込めるように設計した．今回使用す
るDDR SDRAMの仕様を表 4.1に示す．また基本的な設計方針は [5]と同様である．
今回作成したDDR SDRAMコントローラは，設計および動作テストを容易にする
ために，階層化設計を行った．図 4.5のように物理層，ステート制御層，アプリケー
ションインターフェース層の 3層に分けて設計されている．なお階層間は，開始パ
ルスと完了パルスを用いてハンドシェイクする方針で設計した．階層間の接続では
回路のレイテンシに依存したインターフェースをなるべく用いないようにした．以
下で各階層の特徴について，およびクロック生成回路について述べていく．
図 4.5: DDR SDRAMコントローラの階層化設計
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表 4.1: DDR SDRAMの仕様
メーカー バッファロー
型番 DN333-256M
規格 PC2700 200Pin S.O.DIMM
CASレイテンシ CL=2.5
メモリチップ SAMSUNG K4H560838D-TC/LB3 £８
バンクアドレス ２ bit
ロウアドレス 13 bit
カラムアドレス 10 bit
データ幅 64 bit (８ bit£８チップ)
動作周波数 83.333 » 166.666 MHz
物理層
物理層は，DDR SDRAM関連信号の生成と送受信を行う．具体的には，次のこと
を行う．
² DDR SDRAMへのデータの書き込み
² DDR SDRAMからのデータの読み込み
² ダブルデータレート信号とシングルデータレート信号の変換
² FPGA外部の信号遅延を処理し，外部信号を内部クロックに同期させる
物理層のインターフェースを図 4.6に示す．上位層からは，DDR SDRAMの動作に
必要なコマンド情報，アドレス情報，データ情報を入力する．そして，上位層には
DDR SDRAMから読み込まれたデータと，書き込みおよび読み込み完了パルスが
返される．上位層と接続する信号は，FPGAの内部クロックに同期している．一方，
DDR SDRAMと接続する信号は 1/4クロック・サイクル時間の単位で制御される信
号であり，各部の遅延も考慮されたタイミングとなっている．
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DDR SDRAMへのアクセスを行う場合は，上位層から DDR SDRAMに送信し
たいコマンド情報，アドレス情報，データ情報を入力する．今回はバースト長（１
つのリードまたはライトコマンドで読み書きするデータの個数）を２にして設計し
たため，データ情報には 64 bitのデータを同時に２つ入力する．すると，物理層は
上位層からの入力に対応した信号をDDR SDRAMに送信する．ライトコマンドの
送信が要求された場合には，物理層は図 4.7のタイミング図で表される信号をDDR
SDRAMに送信してデータを書き込み，上位層に書き込み完了パルスを返す．また，
リードコマンドの送信が要求された場合には，物理層は図 4.8のタイミング図で表さ
れる信号をDDR SDRAMに送信し，DDR SDRAMからデータを読み込んだ後，読
み込み完了パルスと一緒にデータを上位層に返す．リードまたはライトコマンドの
送信要求が連続して入力された場合には，入力に対応した信号を生成して出力する．
信号送信部分の回路のブロック図を図 4.9に示す．FPGAは，送信用DCMで生成
される 4種類のクロック（txclk0，txclk90，txclk180，txclk270）を使い，タイミン
グの仕様に合わせて適切なタイミングで信号を送信する．例えば，コマンドはCKの
図 4.6: 物理層のインターフェース
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図 4.7: ライト時の物理層のタイミング
図 4.8: リード時の物理層のタイミング
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図 4.9: 物理層の信号送信部の回路のブロック
図 4.10: 物理層の信号受信回路のブロック
立ち下がりから送信を開始して次の CKの立ち下がりで送信を終了することになっ
ているため，txclk180を使って送信する．DQは txclk270と txclk90を使い，DDR
フリップフロップを用いて送信する．DQSには txclk0と txclk180を用いる．DQと
DQSは，ライト時以外はハイインピーダンスにする．
次に，信号受信回路について述べる．リード時には，データと一緒にDQS信号が
送られてくる．このDQS信号を利用すると，データをより確実に取り込むことがで
きる．DDR SDRAMでは，リード時のDQS信号はデータと同じタイミングで変化
する．よって，データの有効ウィンドウ内（データが変化せずに確定しているタイ
ミング）でデータを取り込むためには，DQS信号をCKの 1/4クロックサイクル時
間ほど遅らせた後，その信号の立ち上がりと立ち下がりの両エッジでデータを取り
込む必要がある．設計した信号受信回路のブロック図を図 4.10に示す．この回路で
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は，受信したDQS信号をグローバルバッファ（BUFG）とクロック専用配線を通し
た後，128個のフリップフロップに分配している．この回路構成にすることで，結
果的にリード時のDQSを適切な時間だけ遅らせて，フリップフロップに分配するこ
とに成功した．
配置配線ツールのレポートによると，信号受信回路の各部の遅延は表 4.2の通りと
なった．なお，遅延時間に幅があるのは，128個のフリップフロップの位置などに差
があるためと考られる．133.0 MHz動作時のCKのクロックサイクル時間は 1=133:0
MHz= 7:519 nsであり，DQとDQSの遅延時間の差はこのクロックサイクル時間の
1/4よりもやや長くなった．よって，この分配されたDQS信号が変化するタイミン
グでデータを取り込めば，データを確実に取り込むことができると仮定して設計し
た．図 4.10のグローバルバッファ（BUFG）の配置は，設計ツールを用いて手動で
設定している．これによって，遅延時間を間接的に指定（固定）することができる．
また，今回用いるメモリモジュール（SO-DIMM）では，DDR SDRAMのチップが
８チップ搭載されているためDQS信号は８本あるが，リード時には最も配置配線が
有利な１本だけを利用し，他の７本のDQS信号は使用していない．
図 4.10のように，分配したDQS信号の立ち上がりと立ち下がりでフリップフロッ
プにデータを取り込むと，ダブルデータレート信号を２つのシングルデータレート
信号に変えることができる．次の段で，これらの信号を内部クロックに同期させて
いる．ここでは，信号がDDR SDRAMから送信されてからFPGAのパッドに入力
されるまでの遅延は，大きくても 1 ns以下であると仮定した上で，内部クロックへ
同期させている．
上記のようにデータを取り込むと，正しくデータを取り込むことができた．100
GByte以上のデータを読み込んだ場合にも，ビット誤りは全く発生しなかった．
表 4.2: 信号受信回路の各部の信号遅延
hhhhhhhhhhhhhhhhhhhhhhh
最小 最大
DQがFPGAのパッドに入力されてから
フリップフロップに到達するまで (A)
1.593 1.655
DQがFPGAのパッドに入力されてから
フリップフロップに到達するまで (B)
1.593 1.655
(A)と (B)の差 1.979 2.525
単位: [ns]
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ステート制御層
ステート制御層は，DDR SDRAMの内部状態を管理する．そして，ステート制御
層はどのコマンドの送信が必要かを判断し，必要に応じてバンクアクティブ，プリ
チャージ，オートリフレッシュなどの各種コマンドの送信を物理層に要求する．こ
のステート管理と制御によって，上位層からはDDR SDRAMの状態を意識するこ
となく，DDR SDRAMのデータにアクセスできるようになる．
ステート制御層のインターフェースを図 4.11に示す．上位層からは，24 bitのア
ドレス，128 bitの書き込みデータと，書き込み要求パルス，読み込み要求パルスを
入力する．読み込みまたは書き込みパルスの入力後しばらくすると読み書きが完了
し，上位層にメモリから読み込まれたデータと，書き込み，読み込み完了パルスが
返される．また，上位層にはステート制御層がデータ受け入れ可能であることを示
すための L2ready信号も送られる．下位の物理層には，DDR SDRAMの動作に必
要なコマンド情報，アドレス情報，データ情報が送られる．
上位層から入力するアドレスは，DDR SDRAMのバンクアドレス，ロウアドレ
ス，カラムアドレスをまとめてひとつにしたアドレスであり，上位から，バンクア
ドレス（2 bit)，ロウアドレス (13 bit)，カラムアドレス（最下位ビットを除く 9 bit）
の順で連結されている．なお，今回のDDR SDRAMコントローラでは，送信する
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図 4.11: ステート制御層のインターフェース
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カラムアドレスの最下位ビットを常に ‘0’ としている．
ステート制御層では，上位層から入力されたデータはいったん FIFO（First-In
First-Out）に蓄えられる．この FIFOは，入力されたデータを７個まで蓄えること
ができる．FIFO内のデータが４個以上になると L2ready信号が ‘1’ から ‘0’ に変化
し，上位層に対してこれ以上データを入力しないように知らせる．また，ステート
制御層の内部にはステートマシンがあり，各種制御を行っている．
ステート制御層の制御の流れについて述べる．まず，バンクが閉じている状態で
リードまたはライト要求が入力された場合，ステート制御層はメモリバンクの指定
の行をアクティブにした後，読み書きを行う．そして，バンクはアクティブのまま
にしておく．バンクがアクティブな状態で次にリードまたはライト要求が入力され
た場合，前と同じ行アドレスのときはそのまま読み書きを行うが，前と違う行アド
レスのときは現在のバンクを閉じ，指定バンクの指定のロウアドレスをアクティブ
化した後で読み書きを行う．このように，ステート制御層の処理内容は１つ前にア
クセスしたアドレスやDDR SDRAMの内部状態に依存するため，読み書きに必要
なクロック数は不定である．
ステートマシン内部には，１クロックごとに１ずつ加算されるリフレッシュ用の
カウンタがある．このカウンタが 1,024以上になったら，バンクを閉じてオートリ
フレッシュを行い，カウンタをリセットする．この制御はほかの制御よりも優先し
て行う．なお，今回用いたDDR SDRAMの分散リフレッシュ間隔は 7.8 ¹sであり，
これは 133.0 MHz動作時には 1,037クロックサイクル時間に相当する．
電源投入時には，ステート制御層は次の手順でDDR SDRAMの初期設定を行う．
1. 226クロック（約 0.5秒）待ち，FPGA内部のクロックを安定させる．
2. ４クロック経過後，PALLコマンドを入力して全バンクをプリチャージする．
3. ４クロック経過後，EMRSコマンドを入力してDLLを有効にする．
4. ４クロック経過後，MRSコマンドを入力してDLLをリセットする．
5. ４クロック経過後，PALLコマンドを入力して全バンクをプリチャージする．
6. ４クロック経過後，REFコマンドを入力してリフレッシュを行う．
7. 16クロック経過後，再びREFコマンドを入力してリフレッシュを行う．
8. 16クロック経過後，MRSコマンドを入力してDDR SDRAMの動作設定を行
う．設定内容は，バースト長 = 2，/CASレイテンシ = 2.5クロック，バース
トシーケンス = シーケンシャルである．
9. 204クロック経過後，通常動作を開始する．
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アプリケーションインターフェース層
アプリケーションインターフェース層は，専用計算機がDDR SDRAMを容易に
利用できるようにするための機能を実装している．具体的には，FPGAの内部RAM
とDDR SDRAMの間で 128 Kbitのデータを一括転送したり，指定したアドレスの
部分をDDR SDRAMと送受信するためのインターフェースを提供したりする．
ステート制御層は１クロック当たり 128 bitのデータを読み書きできるが，その
レイテンシは不定である．専用計算機の計算部では，一定のクロック数でデータを
読み書きできたほうがデータを扱いやすい．また，計算部で使うビット幅でメモリ
のデータとアクセスできたほうが便利である．そこで，DDR SDRAMと計算部と
の間に内部RAMを置き，ここにデータを一旦ためることによって，専用計算機が
DDR SDRAMのデータを扱いやすいようにした．
アプリケーションインターフェース層のインターフェース，およびブロック図を図
4.12に示す．アプリケーションインターフェース層は，８つの内部 RAMと接続さ
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図 4.12: アプリケーションインターフェース層のインターフェースとブロック図
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れている．この内部RAMのうちの４つはライト用のメモリ（wbuf）であり，DDR
SDRAMに書き込むデータを格納する．残りの４つはリード用のメモリ（rbuf）であ
り，DDR SDRAMから読み込んだデータが格納される．転送時に８つの内部RAM
のうちどれを使用するかは，bufno信号を用いて指定する．各 RAMの容量は 128
Kbitである．
upperaddr信号と addrconv信号は，内部RAMのデータをDDR SDRAMのどの
部分と，どのように転送するかを指定するための信号である．ただしHORNシステ
ムでは連続したアドレスへのアクセスしか行わないので，addrconv信号は使用しな
い（常に ‘0’ である）．
upperaddr，addrconv，bufnoを指定して，書き込み（wblk start）または読み込
み開始パルス（rblk start）を入力すると，しばらく時間が経過した後で転送が完了
し，完了パルス（done）が出力される．バスアービトレーション（いつ，どの内部
RAMとアクセスするかの制御）は，専用計算機の制御部が行う．詳細は 4.2.2節を
参照されたい．
クロック生成回路
クロック生成回路では，DCMを用いてDDR SDRAMと FPGA内部とのクロッ
クのずれを補正している．また，クロック生成回路ではDCMを用いて４つの送信用
クロックを生成している．DCMは，クロックに関するさまざまな制御を行うFPGA
内の回路リソースである．今回用いる計算用 FPGA内には８個のDCMがある．
DCMの基本的な接続方法を図 4.13に示す [10]．DCMを動作させるためには，ま
ず，DCMのCLKIN端子に外部からクロック信号を入力する．DCMは，CLKINと
同じ周波数のクロック信号をCLKOUTに出力する．CLKOUTから出力された信号
は，FPGA内の複数の同期エレメント（フリップフロップや内部RAMなど）にほ
ぼ同じ遅延で分配される．また，分配されたクロック信号のひとつはDCMにフィー
clkfb DCM
clkin
clkout
クロック
分配用配線
（遅延）
同期
エレメント
（クロックを
使用する
回路）
フィードバック
図 4.13: DCMの基本的な接続方法
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図 4.14: DCMを用いたクロック生成 ¢送信回路
ドバックされる．DCMは，CLKIN信号とフィードバックされたクロック信号を比
較し，両者のクロックの立ち上がりエッジが一致するように CLKOUTの出力タイ
ミングを自動調整する．この働きによって，同期エレメントに入力されるクロック
は，CLKINのクロックタイミングと一致することになる．つまり，DCMによって
見かけ上のクロック分配遅延をゼロにすることができる．また，DCMにはクロック
分配遅延の補正のほかにも，3.2.5節でも述べたようにクロックの分周および逓倍を
行ったり，指定した位相だけずれたクロックを出力したりする機能もある．
続いてDCMを用いたクロック生成 ¢送信回路のブロック図を図 4.14に示す．こ
のような回路構成にすると，PCIのバスクロックを利用しつつ，DDR SDRAMと
FPGA内部とのクロックのずれを低減することができる [7,8]．以下，この回路の動
作原理について説明する．
まず，FPGAに入力された 33 MHzのクロック（PCIのバスクロック，周期は 30
ns）をPCI用DCMに入力する．そして clk0信号はPCIバスとの通信部のクロック
信号として使われ，clkfxは送信用DCM，内部用DCMの入力クロック信号として
使われる．なお今回のシステムでは PCIバスクロックを４倍して，133 MHzのク
ロック信号として動作させている．
次に送信用DCMから出力されたクロックを用いて，‘1’，‘0’，‘1’，‘0’ ¢ ¢ ¢ と繰り
返し周期的に変化する信号を生成し，FPGAの外部に出力する．図中のCK，/CK，
SD LP10 Oが出力された信号であり，CKと/CKは互いに逆相である．SD LP10 O
74
信号はチップ外の配線を通った後でFPGAに再度入力され，送信用DCMにフィー
ドバックされる．すなわち，チップ外部の配線を通る大きなフィードバックループが
形成される．このとき，DCMの働きにより，最初に外部から入力されたクロックと
図中の SD LP10 I信号が変化するタイミングが一致する．一方，CKと/CKは，差
動クロックとしてDDR SDRAMに送信される．類似した遅延エレメントを通過す
る信号は類似した遅延時間を持つと考えることができるため，SD LP10 Iが変化す
るタイミングとDDR SDRAMに入力される差動クロックのタイミングは同じと考
えることができる．以上から，最初に外部から入力されたクロックのタイミングと
DDR SDRAMに届くクロックのタイミングは同じとみなすことができる．よって
クロックがFPGAを通過してDDR SDRAMに到達するまでの遅延時間を見かけ上
ゼロとみなすことができる．また，FPGAの内部で用いるクロックに対しては，内
部用DCMを用いて FPGA内部のクロック分配遅延を減らしている．送信用DCM
と内部用DCMを用いることによって，DDR SDRAMと FPGA内部とのクロック
のずれを減らすことができる．
クロックの送信部分では，DDRフリップフロップを使って固定の ‘0’ および固定
の ‘1’ の２つの信号を切り替えながら出力している．クロック信号は，図 4.9に示し
たデータ送信回路と類似した遅延エレメントを通してFPGA外部に出力される．こ
の送信方法によって，クロック信号とデータ信号とのずれも抑えている．また，送
信用DCMは，位相が 1/4クロックずつずれた４つのクロックを出力している．こ
のクロックはデータ送信で使用する．
4.1.3 転送速度
設計したDDR SDRAMコントローラの転送速度を測定した．その結果を表 4.3に
示す．転送速度は，16 GByteのデータを転送する時間をもとに算出した．転送速度
測定のための専用回路を設計し，これをFPGAにコンフィギュレーションして測定
を行った．なお，測定用システムではアプリケーションインターフェース層の機能
表 4.3: 設計したDDR SDRAMコントローラの転送速度
`````````````````
読み込み速度 書き込み速度
従来の設計 282 (13.9%) 294 (14.5%)
連続アクセス可能な設計 1,993 (98.2%) 1,985 (97.8%)
単位: [Mbyte/sec]
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を一部簡略化している．また，理想転送速度は以下の式で計算される．
メモリバンド幅£動作周波数 =転送速度
(64 bit£ 2)£ (133£ 106)¥ 8 ¼ 2; 029 Mbyte=sec (4.1)
表 4.3を見ると，連続したアドレスにアクセスした場合には，2 GByte/sec近くの
転送速度を達成した．これは理想転送速度のおよそ 98%である．
一方，ホログラフィ専用計算機で必要とする転送速度は次の通りである．
計算に必要なビット数£動作周波数 =実効速度
(14 bit + 14 bit + 32 bit + 32 bit)£ (133£ 106)¥ 8
¼ 1; 459 Mbyte=sec (4.2)
なおここでいう計算に必要なビット数は，図 3.3による．式 (4.1)，(4.2)より転送速
度がCGH計算の実効速度を上回っている，すなわちDDR SDRAMを使用したとし
ても，HORN COREでの演算に影響はないことが分かる．ただしメモリバンド幅
128 bitに対して，要求される座標データのビット数が 92 bitなので，転送の際には
工夫が必要になるが，それについては次節以降で述べる．
4.2 HORN-6の計算回路の構成
図 4.15にHORN-6全体のブロック図を示す．なお図 4.15では本来４つある計算
用FPGA（FPGA for Calculation）のうち，３つのFPGAについては省略している．
DDR-SDRAM
Controller
HORN Core
HORN
Controller
PCI
Communications
DCM
FPGA for CalculationFPGA for Communications
PCI
Controller
PCI Local Bus
CLK
32bit
DDR-SDRAM
図 4.15: HORN-6全体のブロック図
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また HORN-6においても図 3.24と同様に，クラスタシステムを構築することがで
きる．用いている PCなどの仕様は 3.3節を参照されたい．
通信用の FPGA（FPGA for Communication）については，後述するメモリマッ
プが変更されている．そして計算用 FPGA（FPGA for Calculation）の方では，通
信用 FPGAのメモリマップの変更に合わせた PCI通信部（PCI Communications）
の変更，DDR SDRAMコントローラを追加したことによるステートマシンの変更，
計算できる物体点数がさらに増えたことによる CGH計算回路の変更がある．以上
の変更点について順次述べていく．
4.2.1 計算回路におけるHORN-5からの変更点
図 4.16にHORN-6における IUの回路図を示す．１つ目の変更点として，積算器
（accumlater）のビット数が 28 bitになったことが挙げられる．従来の HORN-5で
は１万点まで計算できればよかったので，Θが 8 bitであるのに対して，積算器では
14 bit (16; 384点 = 214) まで余裕を見積もれば十分であった．同様に，10万点の計
算が可能なHORN-5では 17 bit (131; 072点 = 217)まで必要であった．HORN-6は
図 4.16: HORN-6の IUの回路図
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256 MbyteのDDR SDRAMを使うことができる．従って，格納できる最大の物体
点数は，
256Mbyte£ 10242 £ 8¥ 92bit ¼ 23; 342; 213点 (4.3)
となる．しかし，HORN-6の計算性能，そしてホログラムの表示デバイスの性能（200
万画素）を考慮すると，2,000万点の物体像を計算できるようにしてもメリットはなく，
むしろ計算回路はその分作成が困難になってしまう．そこで今回は100万点まで計算
できるように設計した．その結果，図4.16にあるように，20 bit (1; 048; 576点 = 220)
までビット数を確保した．もし今後 100万点以上の物体点数を計算したい場合には，
その都度この部分のビット数を増やせばよい．
また 10万点計算できるようにHORN-5を改良した際には，メモリの利用効率向
上のためコサインテーブルを論理回路部分に作成していたが，HORN-6では従来の
HORN-5と同様に，FPGAの内部メモリ（Block RAM）にコサインテーブルを作成
している．
4.2.2 HORN制御部の変更点
HORN-6のメモリマップ
図 4.17にHORN-6のメモリマップを示す．この図の見方は図 3.23と同様である．
図 3.23 との大きな違いとして，１つの FPGA あたりのマッピングされている
領域が増えていることである．HORN-5 のときは “0x0000”»“0x3FFC”だったの
が，HORN-6では “0x00000”»“0x1FFFC”となっている．これはDDR SDRAMコ
ントローラを実装したことにより，その分制御，通信が必要になったためである．
“0x02000”»“0x1FFFC”がその追加された部分になる．ddrmem upperaddr，
ddrmem addrconv，ddrmem bufno，ddrmem wblk start，ddrmem rblk startの各種
信号は，4.1.2節のアプリケーションインターフェース層のところで述べた信号に繋
がっている．idle信号はDDR SDRAMコントローラのステートマシンがアイドル
状態か動作中なのかを示す．例として，idle信号が “0xFFFFFFFF”のときアイド
ル状態である．wbuf2，wbuf3，rbuf2，rbuf3は PC側からアクセスできる，DDR
SDRAMとの通信用バッファである．なお０番目，および１番目に当たるバッファ
は，FPGA内部の計算回路との通信に用いる．
またもう１つの大きな違いとして，“0x00000”»“0x1FFFC”の間にある各種アク
セスを，個別のFPGAだけでなく，すべてのFPGAと行えるようになったところで
ある．つまり全てのFPGAに対して計算開始命令を同時に送ったり，送信用のバッ
ファ（wbuf）にアクセスしたりすることができる．ただし，ハードウェアの都合上全
ての FPGAからデータ読み出すことはできないため，読み込み操作を ALL FPGA
の領域で行った場合には，何も起こらないようになっている．
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図 4.17: HORN-6のメモリマップ
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HORN-6のDDR SDRAMコントローラ
HORN-6では DDR SDRAMコントローラを実装することで，物体点データを
DDR SDRAMに格納し，100万点までの物体点数を計算できるようになっている．
まず物体点データをDDR SDRAM送信する手順について述べる．
1. wbuf2に 128 Kbit分のデータを書き込む．
2. ddrmem bufnoで ‘2’ を指定．
3. ddrmem upperaddrで ‘0’ を指定．
4. ddrmem wblk startを ‘1’ にして，DDR SDRAMコントローラ内のwbuf2か
らDDR SDRAMへ 128 Kbit分のデータを書き込む．
5. idle信号が “0xFFFFFFFF”（待機状態）になるまでの間に，wbuf3に次の 128
Kbitのデータを書き込む．
6. idle信号が “0xFFFFFFFF”になったら，ddrmem bufnoで ‘3’ を，ddrmem
upperaddrで ‘1’ を指定する．
7. ddrmem wblk startを ‘1’ にして，DDR SDRAMコントローラ内のwbuf3か
らDDR SDRAMへ 128 Kbit分のデータを書き込む．
8. idle信号が “0xFFFFFFFF”（待機状態）になるまでの間に，wbuf2に次の 128
Kbitのデータを書き込む．
9. idle信号が “0xFFFFFFFF”になったら，ddrmem bufnoで ‘2’ を，ddrmem
upperaddrで ‘2’ を指定する．
10. ddrmem wblk startを ‘1’ にして，DDR SDRAMコントローラ内のwbuf2か
らDDR SDRAMへ 128 Kbit分のデータを書き込む．
11. 以下 bufnoは ‘2’ と ‘3’ を交互に，ddrmem upperaddrは 1ずつ値をインクリ
メントしてDDR SDRAMにデータを転送する．
以上のようにして，全ての物体点データを転送し終えるまで繰り返す．なおPCIの
転送速度が約 80 Mbyte/secであるのに対して，DDR SDRAMの転送速度は連続ア
クセスなので約 1,900 Mbyte/secである．そして PCIバスから FPGAに書き込む
バッファと，DDR SDRAMに転送するときに使うバッファは，常に重ならないよう
になっているので，２つの転送を同時に行うことができる．基本的には（PCIの転
送速度 < DDR SDRAMの転送速度）なので，DDR SDRAMへの転送時間は隠蔽
できる．
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図 4.18: DDR SDRAMと計算回路の通信用バッファ
次にCGHを計算するために，物体点データを読み込むときの手順について説明す
る．手順自体はDDR SDRAMと書き込みをするときと同じで，DDR SDRAMから
読み出したデータを書き込むバッファと，計算回路がデータ読み込むバッファが重
ならないように通信を行えばよい．ここで，式 (4.1)，(4.2)でも示したように，DDR
SDRAMの転送速度がCGH計算の実効速度を上回っているので，PCIバスとDDR
SDRAMの通信のときと同様に，DDR SDRAMの転送時間を計算時間に隠蔽する
ことができ，またHORN COREのAPUパイプラインの動作を止めることなく計算
ができる．そのためには一度に転送するデータ（128 Kbit）の中に，92 bitの物体点
データを上手く格納する必要がある．ここで，128 bitの 3/4が 96 bitなので，その
96 bitの中に１点分のデータを格納することを考える．なお１点分のデータのビッ
ト数は 92 bitであるが，簡単にするために，x，y座標についてのビット数を 16 bit
として考える．
図 4.18に物体点データを格納した際の，DDR SDRAMと計算回路の通信用バッ
ファの構造を示す．図 4.18の中で，アドレス１つにつき 128 bitの幅がある．x，y
のデータは 16 bit，½，Áのデータは 32 bitのビット数を持つものとするアドレス
“0x000”の先頭から 96 bitに１番目の物体点データ (x0; y0; ½0; Á0) が格納されてい
て，残り 32 bitに次の物体点データの x座標と y座標のデータ (x1; y1)が格納されて
いる．そして次のアドレス “0x001”の先頭から 64 bitに，２番目の物体点データの
½と Áのデータ (½1; Á1) が格納されている．残りの 64 bitには３番目のデータの x座
標，y座標と ½のデータ (x2; y2; ½2)が格納されている．さらに次のアドレス “0x002”
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図 4.19: リードバッファからデータを読み出す手順
の先頭から 32 bitには，３番目の物体点データの Áのデータ (Á2) と，残りの 96bit
に４番目の物体点データの全て (x3; y3; ½3; Á3) が格納されている．つまり３つのア
ドレスに４つの物体点データを格納することができる．１つのバッファのサイズは
128 Kbitなので，アドレスは “0x000”»“0x3FF”まで 1,024個のアドレスがある．つ
まり格納できる物体点数は 1,365点である．なお最後の 32 bitは “NO DATA”とし
て全て ‘0’ の値を格納している．
続いて，そのリードバッファからデータを読み出す手順について，図 4.19を元に
説明する．DDR SDRAMに物体点データを格納するときは，３つのアドレスに４
点分の物体点データを格納している．リードバッファも図 4.18に示すように，DDR
SDRAMと同じ構造で物体点データを保存している．
パターン１では，まず先頭アドレス（例えば図 4.18の “0x000”）から 128 bitの
データを読み出すと，先頭から 96 bitに１点目の物体点データ (x0; y0; ½0; Á0) が格
納されているので（青枠部分），それを HORN COREに入力する．そして２点目
の物体点データの x座標と y座標のデータ (x1; y1) も読み出されるが（赤枠部分），
そのデータはこのサイクルでは必要ないのでレジスタに保存しておく．
パターン２では先ほどレジスタに格納したデータ (x1; y1) と（左側の赤枠部分），
次のアドレスから読み出したデータ（青枠部分）のうち，先頭から 64 bit分のデー
タ (½1; Á1) をHORN COREに入力する．残りの 64 bit分のデータ (x2; y2; ½2) はレ
ジスタに保存する（右側の赤枠部分）．
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図 4.20: リードバッファからHORN COREへ物体点データを送信する回路の状態
遷移図
パターン３でも同様に，レジスタ内のデータと先頭 32 bitのデータを合わせて
HORN COREに入力する．
パターン４では，パターン３でレジスタ内に格納した 96 bitのデータを HORN
COREに入力し，リードバッファからデータの読み込みを行わない．
データを読み出す手順は以上の通りであるが，実際には，連続してデータを読み
出すためには，図 4.18を見て分かるように 128 Kbitの境目で，パターン１を連続で
行うようにしなければならない．またどのパターンであっても全ての物体点データ
を転送し終わったら，再び次の計算に移るためにパターン１の状態で待機していな
ければならない．
その状態遷移図を図 4.20に示す．基本的には青色の矢印の通りに状態が変化し，
パターン１の状態の時だけ内部変数（Count）が+1される．また全てのパターンに
おいて，INPUT ENABLE信号が ‘0’ になるとパターン１に戻るようになっている．
なお，HORN COREから物体点データを読み込むときは，INPUT ENABLE信号
が ‘1’ になり，計算をしていないときは ‘0’ になる．
83
4.3 性能評価
DDR SDRAMコントローラを実装したホログラフィ専用計算機HORN-6につい
て，その性能を本節で述べる．また実際にHORN-6を用いて作成したCGHを元に
再生実験を行った．
4.3.1 回路面積と動作速度
表 4.4にHORN-6の回路面積と動作速度を示す．また参考までに 2004年に開発さ
れたHORN-5 [9]のデータについても示す．なお開発環境として，デザインツール
に Xilinx社の ISE9.2.04i（HORN-5は ISE8.2.03i）を，シミュレーションツールに
Mentor Graphics社のModelSimSE 6.4（HORN-5はModelSimSE 5.7d）を用いて
いる．またターゲットデバイスは計算用FPGA（XC2VP70-5FF1517C）を指定して
回路を作成した．表中の括弧の中の割合は，各デバイスの使用率を表しており，回
路面積は 33,088[Slices]が，Block RAMは 328個が最大値である．
表 4.4を見ると，最大動作速度は 136.295 MHzとなっており，133 MHzでの動作に
は問題ないことが分かる．従来のHORN-5は 166 MHzで動作させていたが，DDR
SDRAMとの通信をするため全体を 133 MHzで統一した．
また回路面積はHORN-5よりも若干増加している．これは IU部分でアキュムレー
タのビット数が増えたのと，DDR SDRAMコントローラを実装したためと考えら
れる．
FPGAの内部メモリ（Block RAM）については，HORN-6は物体点データを全て
DDR SDRAMに格納するので，大幅に減らすことができた．なおHORN COREの
パイプライン段数が 320段なので，328個のBlock RAMのうち，160個はコサイン
テーブルで使われている．
表 4.4: HORN-6の回路面積と動作速度
HORN-6 従来のHORN-5（参考）
最大動作速度 [MHz] 136.295 168.549
回路面積 [Slices] 28,949 (87%) 26,551 (80%)
Block RAM 209 (63%) 262 (79%)
84
4.3.2 CGHの計算時間
サイズが 1,920£1,080で，物体点数が 10万点の物体像のCGH１枚を計算するの
にかかる時間を測定した．その結果を表 4.5に示す．表の単位は秒で，横の項目は
は計算PCの台数を，縦の項目は計算PC１台当たりに搭載されているHORNボー
ドの枚数を表している．表 3.4を見ると，計算 PCの台数，HORNボードの枚数に
比例して，計算時間が短縮されている点ではHORN-5と同様である，しかし動作速
度が 133 MHzと遅くなったため，10万点で 0.1秒を切るのは，計算用 PC４台で
HORN-6ボード４枚のとき，すなわち 16枚のボードを並列化したときのみである．
さらに詳しく見るために，表 4.5を元に高速化率を求める．高速化率とは，計算
PC１台でボードの枚数が１枚のときの計算時間を１として，その何倍速くなった
のかを比率で表したものである．表 4.6にその高速化率を示す示す．表 4.6の一番右
下の部分を見ると，16枚のHORNボードを用いたときに 12倍の性能しか出ていな
い．この原因はHORN-5クラスタシステムのときと同様であり，解決方法について
も同じである．
また実際に動画を作る際にはフレームレートが重要になってくる．フレームレー
トとは１秒間に表示される静止画の数である．テレビ放送などの動画にしても，１
秒間に約 30枚の静止画の表示を切り替えることで動画のように見せている．なお，
このときのフレームレートは 30 fpsのように表す．そこで表 4.5を元に，10万点の
物体点を計算したときのフレームレートを求めてみた．表 4.7にその結果を示す．表
4.7を見ると，16枚のHORNボードを用いた際には 10 fpsに以上の性能が出ており，
10万点で構成される物体像も滑らかに再生できることが分かる．
さらに図 4.21に物体点数が変化したときの，１秒間に作成できる CGHの枚数，
すなわちフレームレートを示す．なお測定したのは，計算ホスト１台でHORNボー
表 4.5: CGHの計算時間
計算 PCの台数
ボードの枚数 １ ２ ３ ４
１ 1.266539 0.633449 0.422218 0.316770
２ 0.672119 0.336182 0.224083 0.168149
３ 0.484680 0.243752 0.161630 0.121357
４ 0.396826 0.198554 0.132303 0.099296
[sec]
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表 4.6: CGHの計算時間の高速化率
計算 PCの台数
ボードの枚数 １ ２ ３ ４
１ 1.000000 1.999433 2.999727 3.998296
２ 1.884397 3.767415 5.652102 7.532241
３ 2.613145 5.196014 7.836057 10.436488
４ 3.191673 6.378813 9.573016 12.755184
表 4.7: CGHの計算時間のフレームレート
計算 PCの台数
ボードの枚数 １ ２ ３ ４
１ 0.789553 1.578659 2.368445 3.156868
２ 1.487832 2.974576 4.462636 5.947106
３ 2.063218 4.102530 6.186985 8.240165
４ 2.519996 5.036413 7.558407 10.07090
[fps]
ドが１枚のとき（桃色），計算ホスト１台でHORNボードが４枚のとき（黄緑色），
計算ホスト４台でHORNボードが４枚のとき（水色）のフレームレートである．参
考までにCPUでCGHを計算したときのフレームレートも示す（紺色）．
グラフで見るとCPUでの結果はほとんど差が見られないが，それはCPUでの計
算時間が１万点のときで 40秒以上，100万点のときでは 4,000秒以上も時間がかかる
ためである．なおCPUは表 3.2の計算用PCと同様である．また専用計算機の性能
については図 3.25と同様の傾向が見られるが，今回のHORN-6では最大で約 100万
点まで計算できる．物体点数が 100万点のときのフレームレートは，HORN-6ボー
ドを 16枚用いてちょうど 1 fpsであり，100万点のCGHを１秒間に１枚作ることが
できる．
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図 4.21: 物体点数が変化したときのCGHの計算時間
4.3.3 再生結果
今回開発したHORN-6を用いて，恐竜（11,646点），チェス（44,647点），メリー
ゴーランド（95,949点），噴水（978,416点）のCGHを作成し，実際に再生した立
体像のスナップショットを，図 4.22»図 4.25に示す．光源にはHe-Neレーザ（波長:
633nm）を用いている．またCGH表示用のデバイスには，3.4.3節と同様の反射型
LCDを用いている．
図 4.22»図 4.24については，図 3.26»図 3.26のときと同じ動画なので，再生像は
ワンショットのみを示す．撮影技術の向上により，以前よりもはっきりした再生像を
掲載することができた．しかし，直接目で見たときの再生像については同じである．
また図 4.25には 100万点の再生像を示した．噴水を綺麗に再生することができたが，
CGデータにあるような細かいオブジェクトを全て視認することはできなかった．
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(a) CGデータ (b) 再生像
図 4.22: 恐竜の再生像（11,646点）
(a) CGデータ (b) 再生像
図 4.23: チェスの再生像（44,647）
(a) CGデータ (b) 再生像
図 4.24: メリーゴーランドの再生像（95,949）
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(a) CGデータ (b) 再生像
図 4.25: 噴水の再生像（978,416）
4.4 まとめと考察
外部メモリを実装したホログラフィ専用計算機HORN-6を開発し，100万点の物
体像のCGH（200万画素）を１秒間に１枚作成することに成功した．また今回実際
100万点の物体像を再生して撮影することに成功した．
CGHの計算に関することについては，HORN-5のときと変わらないので，詳細
については 3.5節を参照されたい．
また今回は 100万点まで扱えるようにHORN-6を開発したが，メモリの容量を考
えると，理論上は 1,000万点の物体点データまで扱うことができる．しかし図 4.25
を見ても分かるように，100万点でも完全に再生することは困難を伴う．そもそも
ホログラムの表示デバイスが 200万画素で，１画素あたりの情報量を１ビットにし
ているので，200万画素のデバイスで，100万画素の噴水を表示しているということ
になる．そのため細かい部分は暗くなって表示できない．また，奥行き方向にも長
いことに再生が困難な原因があると考えられる．
従って，リアルタイム性を抜きにして，HORN-6で 1,000万点の物体像を扱える
ようにしたとしても，1,000万点の物体像を再生するのは今の光学系では困難であ
る．今後は計算性能だけでなく，大規模な光学系の構築についても研究を進めてい
きたい．
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第5章 一体型リアルタイム再生シス
テム
第 3，4章でも触れたように，専用計算機をネットワークを用いて並列化すること
で，CGHの計算時間を大幅に高速化することができる．しかし上述したシステムで
は専用計算機でCGHを作成した後，専用計算機からクライアントPCのメインメモ
リへ，そしてクライアントPCのメインメモリからサーバPC（ホストPC）のメイ
ンメモリへホログラムデータを集め，さらにそれをビデオ信号として出力し，LCD
コントローラを経由して反射型LCDにホログラムが表示される．特にホストPCと
専用計算機の間では双方向の通信が行われており，これはインタラクティブなシス
テムを構築する上では大きな障害である．
そこで１つのボードにCGHの計算用チップと反射型LCDの２つを搭載するシス
テムが作られた [1–3]．システムの性能としては，1,000点で構成される物体像を秒
間２フレーム程度の速度で再生することができた．そこで既に述べたホログラフィ
専用計算機HORN-5 [4]と組み合わせることで，より高性能なシステムの構築を目
指した [5, 6]．
5.1 ホログラフィ専用表示ボード
図 5.1にホログラフィ専用表示ボードの概観図を示す．ホログラフィ専用表示ボー
ドは，LCDボードに，LVDS（Low Voltage Diﬀerential Signaling ）ボード，電源
ボードの２枚のドーターボードを追加した構成になっている．電源ボードはその名
の通り，電源を供給するためのボードであり，他の 2枚のボードへ電源供給を行っ
ている．本章では LCDボードと LVDSボードについて述べる．
5.1.1 LCDボード
LCDボードは，LCDとそれを制御する LCDコントローラ，データをバッファす
るためのRAMなどから構成されている．
搭載しているLCDパネルはColorado Micro Display社のCMD8X6Dである [10]．
CMD8X6Dにはデータの通信方法や入出力特性が明記された仕様書が付属しており，
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図 5.1: ホログラフィ専用表示ボードの概観図
ホログラムの表示に特化した LCDコントローラを自由に設計することができる．
CMD8X6D は 0.47インチの高精細 SVGA（800£600）ディスプレイである．表
5.1にCMD8X6Dの仕様を，図 5.2にそのブロック図を示す．
CMD8X6Dは図 5.2に示すように，デジタル信号のピクセルデータなどをホスト
システムと通信するインターフェース，受信したピクセルデータの階調をコントロー
ルする LUT，DAC(Digital Analog Converter)，800£600画素のピクセルアレイと，
その行列を制御する回路などから構成される．表 5.2に各ブロックの詳細を示す．
図 5.3にホストシステムと CMD8X6Dの間のインターフェースとなる，Display
Interfaceの 28本の信号線について示す．各信号線の役割は表 5.3の通りである．
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表 5.1: CMD8X6Dの仕様
リフレッシュレート 最大 360Hz
解像度 800£600
画素ピッチ 12¹m
階調 ６ bit£３（RGB）
コントラスト比 100：１
図 5.2: CMD8X6Dのブロック図
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表 5.2: CMD8X6Dの各ブロックの詳細
Display Interface ： ホストシステムとのインターフェースで，ピクセルモードと
コントロールモードの２つのモードがある．ピクセルモー
ドでは，１クロック毎に４並列 6 bitのピクセルデータを受
信する．コントロールモードでは，READ/WRITEの操作
をサポートするためにコントロールレジスタとLUTへ送る
9 bitのアドレスと 8 bitのデータ，READ/WRITEを制御
信号を通信する．
DAC，LUT ： Display Interfaceで受信した４並列のピクセルデータの入
力のそれぞれに，独立したLUTとDACが用意されている．
ピクセルアレイはアナログ信号で駆動するため，これらに
よってデータをデジタルからアナログに変換する．LUT は
動的にアップデートでき，用途に応じて最適化できる．ま
た，ピクセルアレイに要求される電圧反転に対応している．
詳細は節で述べる．
Pixel Array ： 画像を表示するための 800£600画素と，参照電圧発生のた
めの隠された列から構成される．ピクセルアレイの全ての要
素は，ボード上のDACから送られる電圧値に個々にチャー
ジされ，Display Interfaceを通して受信した 6 bitの値を与
えられる．それぞれのピクセルに与えられたアナログの値
によって液晶材料を挟んで発生させる電圧を決め，階調の
レベルを確定する．
Control Register ： ピクセルデータの初期化やデバイスの電源モード選択，カ
バーガラス電圧発生やLEDの発光制御などの，様々な機能
をサポートしてディスプレイを操作するためにアクセスさ
れる．
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図 5.3: Display Interfaceの信号線
表 5.3: Display Interfaceの信号線の詳細
RESET ： active row のリセット信号
DPMODE ： コントロールモードとピクセルモードを選択する．
¢0：Control Mode
¢１ 1Pixel Mode
DPCLK ： モジュール全体の動作クロック
DPCSEL ： active high のチップセレクト
DPD0–DPD23 ： データ通信線．２つのモードによって各信号線の役割が異
なる．コントロールモードではコントロールレジスタに書
き込む際のアドレスとデータやWrite/Readフラグを通信
する．ピクセルモードでは，ピクセルアレイへ送るピクセ
ルデータ (6bit=pixel£ 4pixel = 24bit) を通信する.
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表 5.4: カラーオペレーションのための電圧値
Field Non Inverted Frame Voltage Inverted Frame Voltage
Color Clear Hold View Clear Hold View
Red +4.79 V +1.99 V -4.79 V -1.99 V
Green +3.02 V +2.94 V +1.69 V -3.02 V -2.94 V -1.69 V
Blue +3.99 V +1.75 V -3.99 V -1.75 V
5.1.2 CMD8X6Dの制御
(1) Pixel Arrayオペレーション
Pixel Arrayは，各々のユニットセルに供給されたピクセルデータを格納し，新し
いフレームがロードされると同時にピクセルデータをリフレッシュする．１つ１つの
ピクセルが図 5.4のような独立した回路を持つ．カバーガラスに電圧を印加しておき，
セルに格納されている電圧との電位差によって液晶の配向を制御する．ディスプレ
イを保護するために，印加される電圧の時間平均が０Vになるように１フレームご
とに電位が反転するように設計されている．ピクセルデータは連続的にロードされ，
定められた時間だけ１色を表示させる．カラーオペレーションにおける２フレーム，
すなわち計６フレームは，+R1，-B1，+G1，-R2，+B2，-G2 となる．Pixel Array
のオペレーションはClear，Hold，Viewの３つのPeriodを用いて行う．図 5.5にカ
ラーオペレーションのためのフレームタイミングを，表 5.4にその電圧値を示す．
また，それぞれの Periodにおける主な動作を以下に示す．
Liquid Crystal
Pixel Mirror
Data
Address
Cover Glass
図 5.4: 各ピクセルの回路図
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(a) COLOR FRAME1
(b) COLOR FRAME2
図 5.5: カラーオペレーションのためのフレームタイミング
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Clear Period
² ピクセルストレージキャパシタを初期電圧にリセットするためにFrame Clear
をセット
² カバーガラス電圧にクリア値をセット
Hold Period
² DACをイネーブルにする
² フレームに対する LUTの値を読み込む
² カバーガラス電圧にホールド値をセット
² ピクセルロードシーケンスへ導くために Frame Startをセット
² ピクセルロードシーケンスにおいて，非表示列と 800£600画素の配列にピク
セルデータを送る
View Period
² DAC をディセーブルにする
² カバーガラス電圧をビュー値にセット
² 適当な LED をイネーブルにする
(2) コントロールモード
コントロールモードでは，ホストシステムはコントロールレジスタとLUTの読み
書きを行う．主に以下のような動作を行う．
² レジスタの値の初期化
² フレーム操作に必要なパラメータの書き込み
² ピクセルロードシーケンスのイニシエータ
² フレームシーケンスとパラメータの動的なマネジメント
² 電源のマネジメント
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表 5.5»5.7にコントロールレジスタ，DAC，LUTなどの，各ブロックにアクセスす
るためのアドレスマップとその機能を示す．なお表 5.5中の信号線はその性質上リ
セットの必要がないため，不定値で示されている．図 5.3よりコントロールモード
おいて，DPD0–DPD5，DPD10，DPD11はデータ線，DPD12–DPD20はアドレス
線，さらにDPD8はWRITEのイネーブル信号線，DPD9はREADのイネーブル信
号線として割り当てられる．これらの信号を用いて，表 5.5»5.7に示したアドレス
マップに対するRead/Write が行われる．Readサイクル，Writeサイクルの一例を
図 5.6，5.7に示す．
図 5.6: Readサイクルの例
図 5.7: Writeサイクルの例
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表 5.5: CMD8X6Dのアドレスマップ１
ADDRESS (Hex) NAME DESCRIPTION RESET
VALUE
000h to 03Fh pixel 0 lut Look-up-table contain-
ing 64 8-bit locations
used to map the 6-bit
Pixel0 Bit[5:0] input
values to 8-bit values
delivered to the on-chip
DAC.
xxh
040h to 07Fh pixel 1 lut Look-up-table contain-
ing 64 8-bit locations
used to map the 6-bit
Pixel1 Bit[5:0] input
values to 8-bit values
delivered to the on-chip
DAC.
xxh
080h to 0BFh pixel 2 lut Look-up-table contain-
ing 64 8-bit locations
used to map the 6-bit
Pixel2 Bit[5:0] input
values to 8-bit values
delivered to the on-chip
DAC.
xxh
0C0h to 0FFh pixel 3 lut Look-up-table contain-
ing 64 8-bit locations
used to map the 6-bit
Pixel3 Bit[5:0] input
values to 8-bit values
delivered to the on-chip
DAC.
xxh
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表 5.6: CMD8X6Dのアドレスマップ２
ADDRESS (Hex) NAME DESCRIPTION RESET
VALUE
100h dac power control Register used to con-
trol power mode of the
CMD8X6D internal pixel
DACs.
00h
101h frame start Register used to signal
the start of a frame se-
quence for loading of
pixel data.
00h
102h unused register 102 Unused register. 00h
103h reserved register 103 Reserved register. Value
must be E1h.
E1h
104h load 3xl Register used to trigger
the serial transmission of
illumination control and
coverglass data to the
CMD3XL circuit.
00h
105h watchdog control Register used to deﬁne
the watchdog timer set-
tings.
00h
106h coverglass voltage lsbs Register pair used to de-
ﬁne 10-bit value trans-
mitted to the CMD3XL
00h
107h coverglass voltage msbs for DAC generation of
the coverglass voltage.
00h
108h led enable Register used to de-
ﬁne the Red, Blue, and
Green LED Enable val-
ues transmitted to the
CMD3XL.
00h
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表 5.7: CMD8X6Dのアドレスマップ３
ADDRESS (Hex) NAME DESCRIPTION RESET
VALUE
109h reserved register 109 Reserved register. Value
must be 80h.
80h
10Ah reserved register 10A Reserved register. Value
must be 03h.
03h
10Bh led pwm control Register used to con-
trol the state of the
3XL PWM output pin
for pulse width modu-
lation of power to the
LEDs.
00h
10Ch frame clear Register used to clear the
pixel array at the start of
each frame.
00h
10Dh 3xl clock rrequency Register used to set
the 3XL CLK frequency
for the synchronous se-
rial interface between
the CMD8X6D and the
CMD3XL.
08h
10Eh 3xl power control Register used to deﬁne
the 3XL power mode
value transmitted to the
CMD3XL.
01h
10Fh reserved register 10F Reserved register. Value
must be 08h.
08h
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(3) ピクセルモード
ピクセルモードにおいて図 5.3内の DPD0–DPD23は，１ピクセルにつき 6 bit
のピクセルデータを，４並列で受信するように割り当てられる．すなわち DPD5–
DPD0がPIXEL0 BIT[5:0]，DPD11–DPD6がPIXEL1 BIT[5:0]，DPD17–DPD12が
PIXEL2 BIT[5:0]，DPD23–DPD18が PIXEL3 BIT[5:0]に割り当てられる．
ピクセルロードオペレーションは，DPMODEが “High”のときにクロックの立下
りに同期して連続的に行われる．１度ピクセルロードシーケンスが始められたら，
それを中断したり無効なデータを入れたりしてはならない．また，ピクセルロード
シーケンスを行うとき以外にデバイスをピクセルモードにしてはならない．
CMD8X6Dへのピクセルの書き込みは，ピクセルアレイの左上から連続して行う．
１度に並列で受け取る４ピクセルのうち，PIXEL0が左側でPIXEL3が右側になる．
各行はピクセルアレイの一番上にロードされた最初の行から順番に入れられる．図
5.8に，ピクセルアレイにピクセルデータを書き込むときのタイミングチャートを
示す．
プロセスは，コントロールモード内で frame startレジスタへ ‘１’を書き込むこ
図 5.8: ピクセルデータを書き込むときのタイミングチャート
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とで始まる．これにより行と列のポインタが ‘０’にリセットされる．CMD8X6Dを
ピクセルモードにするために，DPMODE pinを “High”にセットする前には最低で
も１クロック必要である．また，最初の４ピクセルを書き込む前に，CMD8X6Dが
モードを変えられるようにDPMODE pinを “High”にした後に１クロックが必要と
なる．それからホスト側は，１ラインのデータとして，４ピクセルのピクセルデー
タを 204クロックの間だけ書き込む．その際にはDPD0–DPD23を通してデータが
送られる．始めの４クロックのグループは非表示部分の列を駆動するための値が含
まれる．これらは VMAXへの電圧データと周辺部の遮蔽強度を与える．それに続
く 200クロックのグループは画像の最初の一行目のピクセルデータが含まれる．も
し 204クロックのグループが書き込まれた後にもDPMODEが “High”のままであっ
た場合，その後のデータは無視される．DPMODE pinは，次の行の書き込みのた
めに，“High”にセットされる前に少なくとも７クロックの間は “Low”にセットされ
ていなければならない．残りの 599行の書き込みに関しては，frame startレジスタ
への書き込みを除いて上記の説明と同様に行われる．
5.1.3 LCDコントローラ
ここまで，CMD8X6Dの仕様と制御方法を説明した．本節ではそれに合わせて設
計した，専用 LCDコントローラについて説明する．
LCDボードには ALTERA社製の FPGAである，ACEX EP1K100QC208-1（10
万ゲート相当）が搭載されており [7, 8]，そこに LCD コントローラを実装する．表
5.8にその仕様を示す．表 5.8において上から順に，標準ゲート数，最大システムゲー
ト数，ロジックエレメント数，最大RAMビット数，最大 I/Oピン数，スピードグ
レードを表している．
ロジックエレメントはアルテラ社の FPGAを構成する論理ブロックの単位であ
る．標準ゲート数は，ロジックエレメント及び内蔵されているDSP（Digital Signal
Processor）を標準的に用いた際のASIC相当のゲート数を，最大システムゲート数
は，ロジックエレメントや内臓DSPを全てメモリとして使用した際のASIC相当の
ゲート数を表している．また最大 I/Oピン数は 333となっているが，パッケージが
208pinの物を使用しているため，実際に開発に使用できるピン数は 147ピンである．
またスピードグレードは¡1のときの動作速度については，参考文献 [7]を参照され
たい．
また，LCDボード上にはHORNから送られてきたCGHデータをバッファするた
めの SDRAMが４つ搭載されている．SDRAMはNEC製のD4564163G5-A10B-9JF
を用いている [9]．これらの SDRAMは，２つずつのペアになってダブルバッファリ
ングを行っている．２つの SDRAMで１フレームをバッファする際，CGHデータが
１度に 24 bit幅で送られてくるので，上位 12 bitと下位 12 bitを分けてそれぞれが
104
表 5.8: EP1K100QC208-1の仕様
Typical Gates 100,000
Maximam System Gates 257,000
Logic Elements 4,992
Total RAM bits 49,152
Maximum user I/O pins 333
Speed Grade ¡1
表 5.9: D4564163G5-A10B-9JFの仕様
Memory Density 64 Mbits
Organization £ 16
Bank 4
Interface LVTTL
Minimum Cycle Time 10 ns
格納するようになっている．表 5.9にその仕様を示す．表 5.9において上から順に，
メモリ容量，メモリの構成，バンク数，インタフェースの信号レベル，最小サイク
ル時間を表している．D4564163G5-A10B-9JFの場合メモリの構成は，1 Mwords £
16 bits £ 4 banks = 64 Mbits となり，データ幅 16 bitのメモリということになる．
そのため 24 bit幅の CGHデータ 12 bitずつにわけて格納している．また最小サイ
クル時間の逆数が最大動作周波数となり，この SDRAMは最大 100 MHzで動作す
ることが分かる．
次に，自作した LCDコントローラの主な機能を示す．LCDにデータを表示する
までの流れは以下の通りである．
1. １ライン分（800 pixels）のピクセルデータを受け取り，SDRAMの１つに格
納する．
2. １フレーム分（600 lines）のピクセルデータが SDRAMに格納されたら，ピク
セルデータのCMD8X6Dへの送信を始める．
3. 2. と同時に，次のフレームのピクセルデータの受け取りを，CMD8X6Dにデー
タを送信している SDRAMと別のRAMで開始する．
4. 以降は，2.，3. の動作を繰り返し行い続ける．
続いて図 5.9に LCDコントローラのブロック図を示す．また各ブロックの機能は
以下の通りである．
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Arbiter ： 全体を管理するモジュール．External Interface からの
受信や，Display Interface への送信といったピクセル
データの管理，および２セット搭載されている RAMの
READ/WRITEの切り替えを行う．
Display Interface ： LCD側のインターフェース．１ピクセルにつき６ bitの
データ幅のピクセルデータを，４ピクセル分まとめて
24bit幅でLCDへ送る．また，LCDのコントロールモー
ド時における制御を行うマイコンの役割を担う ROMを
持つ．
External Interface ： 外部からピクセルデータを受け取るインターフェース．後
述するLVDSボードから 24 bit幅（6 bit/pixel £ 4 pixel）
のデータを受け取る．
RAM Controller ： ボードに搭載された SDRAM を制御するコントローラ
また，LCDを仕様書通り正常に動作させるために，Display Interface内のマイコ
ンによって，表 5.5»5.7に示すアドレスに値が書き込まれる．そのための手順を表
5.11に示す．なお表 5.11のコードは赤色のカラーパレットのものである．青色，緑
色についてもほぼ同様である [11]．
最後に，表 5.12にこの LCDコントローラの論理合成結果を示す．ここで，論理
合成ツールにQuatus2 6.0 sp1 Web Editionを用いた．表中の iclkとはこのモジュー
ルの動作クロックで，eclk は外部との通信に同期を取るクロック，すなわち LVDS
Receiver側のインターフェースでデータを受け取る際に同期をとるクロックである．
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表 5.11: Display Interfaceから実行されるコード
START OF A RED POSITIVE COLOR FIELD - CLEAR PERIOD
write CMD8X6D DAC Power Control register = 0x1
write CMD8X6D LED Enable register = 0x0
write CMD8X6D Load 3XL register = 0x1
- WAIT (dac up time)
write CMD8X6D Frame Clear register = 0x1
- WAIT (frame clear delay high)
write CMD8X6D Frame Clear register = 0x0
- WAIT (frame clear delay high /16)
write CMD8X6D Coverglass Voltage LSBs register = :rcgv clearlevel pos 0 (low byte)
write CMD8X6D Coverglass Voltage MSBs register = rcgv clearlevel pos 1 (high byte)
write CMD8X6D Load 3XL register = 0x1
- WAIT (rcgc time pos)
START OF THE RED POSITIVE HOLD PERIOD
write the CMD8X6D LUTs (64 8-bit positive red values at two cycles per write)
write CMD8X6D Coverglass Voltage LSBs register = rcgv holdlevel pos 0 (low byte)
write CMD8X6D Coverglass Voltage MSBs register = rcgv holdlevel pos 1 (high byte)
write CMD8X6D Load 3XL register = 0x1
- WAIT (hold settle high)
write CMD8X6D Frame Start register = 0x1
Loop (0 <= Row < 600)
f (START OF A RED ROW)
- WAIT (row blanking time)
change to pixel mode (assert DPMODE high)
- WAIT (one DPCLK) -
drive freserved register 207, reserved register 207, red shield value, red shield value g
drive freserved register 207, reserved register 207, red shield value, red shield value g
drive freserved register 207, reserved register 207, red shield value, red shield value g
drive freserved register 207, reserved register 207, red shield value, red shield value g
Loop (0 <= Column < 200)
f
drive fpixel[Row,Column], pixel[Row,Column + 1], pixel[Row,Column + 2], pixel[Row,Column + 3]g
g
change to memory mode (assert DPMODE low)
- WAIT (one DPCLK)
g
- WAIT (rcgh time pos)
START OF THE RED POSITIVE VIEW PERIOD
write CMD8X6D DAC Power Control register = 0x0
write CMD8X6D Coverglass Voltage LSBs register = rcgv viewlevel pos 0 (low byte)
write CMD8X6D Coverglass Voltage MSBs register = rcgv viewlevel pos 1 (high byte)
write CMD8X6D Load 3XL register = 0x1
- WAIT (led start red)
write CMD8X6D LED Enable register = 0x1
write CMD8X6D Load 3XL register = 0x1
-WAIT (led on time + 3xl clock period ¡¡ 5)
While (Not End of rcgv time pos)
f
write CMD8X6D LED PWM register = 0x01
- WAIT (led high red)
write CMD8X6D LED PWM register = 0x00
- WAIT (led low red)
g
write CMD8X6D LED PWM register = 0x0
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Board LCD
LCD Controller
図 5.9: LCDコントローラのブロック図
表 5.12: LCDコントローラの論理合成の結果
Logic Elements 1,161/4,992 (23%)
PINs 141/147 (96%)
Memory [bits] 17,530/66,176 (26%)
PLLs 0/1 (0%)
Maximum Frequency (iclk) [MHz] 71.43
Maximum Frequency (eclk) [MHz] 196.08
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5.1.4 LVDSボード
LVDSボードは，HORN-5ボードから LVDSケーブルを通して送られてきたデー
タを受信して，表示ボードへ転送する役割を果たす．LVDSとは，信号の振幅を数
100 mV程度に下げた（Low Voltage）入出力信号レベルの仕様で，数 100 Mbit/sec
の高速な信号伝送を理論上実現できる．低振幅にすることで雑音の影響を受けやすく
なるが，その問題を差分伝送（Diﬀerential Signaling）で解決している．今回 LVDS
を採用したのは，HORN-5と表示ボード間の通信に十分な通信速度を得られるため
である．
また，HORN-5ボードから LVDSケーブルを通じて送られてくるCGHデータを，
受信する役割を担う LVDS Receiverは，LVDSボード上の FPGA に実装される．
FPGAはXilinx社製の Spartan-IIE XC2S100E PQ208-6を用いており，ゲート数は
10万ゲート相当である [12]．表 5.13はターゲットデバイスがSpartan-IIE XC2S100E
で，LVDS Receiverを設計したときの論理合成結果である．
LVDS Receiverの役割は，HORN-5の計算結果であるピクセルデータをLVDSケー
ブルから受け取り，LCDコントローラへ送信することである．しかし，LCDコン
トローラの仕様により，ピクセルデータを送る前に必ず１ラインの転送開始を示す
“0x400000”という値を付けなければならない．この値は，LCDコントローラが１
ラインのデータを受信する際に，そのデータの先頭を認識するために必要となる．
LVDS Receiverでは，この値を生成して LCDコントローラに送ることも行ってい
る．さらに，ピクセルデータは１画素につき，６ bitのピクセルデータを一度に４
並列にして送ることが要求される．そこで LVDS Receiverでは，5.2節にて後述す
る，LVDS Transceiverから１クロックにつき 4 bitずつ送られてくるCGHデータを
受け取り，4 bitの中の各 1 bitを 6 bitに拡張した，24 bitを新たなデータの単位と
して，LCDボード上の LCDコントローラへ送っている．この 24 bitは，上位ビッ
トは４画素の中で最も右側の画素，下位ビットが最も左側の画素になるように並ん
表 5.13: LVDSレシーバーの論理合成の結果
Slices 29/1,200 (2%)
Flip Flops 50/2,400 (2%)
LUTs 41/2,400 (1%)
bonded IOBs 61/146 (41%)
Maximum Frequency [MHz] 225.887
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でいる．なおLVDS転送時には，１画素につき 1 bitの情報（白か黒か）が割り当て
られている．また，LVDS Receiverは，LVDSケーブルを通じて LVDS Transceiver
から送られてくるクロック信号の立ち上がりに同期して動作する．
5.2 一体型リアルタイム再生システムの詳細
本節では，はじめに研究の目的である，リアルタイムの立体動画表示を目指して構
築した，システムの全体像について述べる．さらに，専用計算機HORN-5に加えた
改良と，HORN-5から専用表示ボードへとデータを送信するために設計した，LVDS
Transceiverについて説明する [13, 14]．
5.2.1 リアルタイム再生システム
図 5.10に従来のシステムとリアルタイム再生システムのデータフローを示す．従
来より研究室で構築していたシステムは，Host PCから HORN-5へ計算に必要な
データとパラメータを送信した後，計算されたピクセルデータを一旦Host PCへ戻
して，PC上でビットマップ画像のホログラムを作成し，そのホログラムをLCDへ
送信して立体像を再生していた．すなわち，Host PCとHORN-5の間で双方向の通
信が行われていた．今回新たに構築したシステムは，HORN-5で計算されたピクセ
Object Data
Results
PC HORN-5Board LCD
CGH
(a) 従来のシステム
Object
Data
PC HORN-5Board LCD
CGH
(b) リアルタイム再生システム
図 5.10: 各システムのデータフロー
110
ルデータを，LCDに直接送信，表示させることができる，一方向通信型のシステム
となっている．これにより，連続したフレームを計算，直接表示させることができ
るリアルタイムシステムが実現した．
ここで，リアルタイム再生システムのブロック図を図 5.11に示す．またリアルタ
イムシステムにおける，CGH作成からホログラム表示までの流れを以下に示す．
1. Host PCで必要なパラメータを計算し，HORN-5へ転送する．
2. CGHの計算に必要なデータ（物体点データなど）を，適切な形式にしてHORN-
5へ転送する．
3. HORN-5により１ライン分の計算を行い，計算結果をメモリに格納する．
4. メモリに格納された計算結果の LCDボードへ送信する．それと並行して次の
ラインの計算を行う．
5. 2.»4.を１フレーム分（600ライン）だけ繰り返して，LCDにCGHを表示する．
6. 1.»5.を繰り返すことで，次々に CGHを切り替えて表示し，立体動画像が再
生される．
Data flow of the
intensity of the CGH
Data flow of the 3-D 
image
PCI Local Bus
LVDS
Transceiver
LVDS
Receiver
LCD
Controller
LVDS 
Cable
HORN-5 Board
Special-Purpose Display Board Liquid Crystal 
Display
Calculation Unit 
of the CGH
Field Programmable 
Gate Arrays
図 5.11: リアルタイム再生システムのブロック図
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5.2.2 リアルタイム再生システムに合わせたHORN-5の改良
リアルタイムシステムの構築のために，HORN-5の仕様に改良，変更を加える必
要がある．以下では，LBUSコントローラの開発，HORN-5の出力に関する改良，パ
イプライン段数の変更および動作周波数の向上について述べる．
LBUSコントローラの開発
図 5.11を見て分かるように，HORN-5ボードとホログラフィ専用表示ボードとを
接続できる LVDSバスは，ボードの左端にある計算用 FPGA（DDR FPGA0とお
く）にのみ接続されている．そこで，残りの計算用FPGAによって得られた計算結
果を，LVDSバスを通じて外部に出力する際には，これらの計算結果をボードの左
端にあるFPGAに集める必要がある．この問題を解決するため，本研究では隣接す
る FPGA間を接続する LBUSを利用した．
LBUSは隣接する FPGA間で接続されている，144 bit幅のバスである．従来の
HORN-5では，図 3.21»3.23を見て分かるように，HORN COREのDual Port RAM
の出力は 32 bitとなっており，その上位モジュールであるHORN CONTROLも同
じように 32 bit幅，すなわち 32画素分の光強度をまとめて出力している．そこで，
この出力をLBUSを通じて右端のFPGAから順に左端のFPGAまで送ると，左端の
FPGAとその右隣のFPGAの間におけるデータ幅は，最大で 96 bitとなる．LBUS
のデータ幅が 144 bitであることを考えると，LBUSを利用して各 FPGAの計算結
果（CGHの光強度）の送信は可能と言える．なお各 FPGAから送られてきた光強
度データは，左端のFPGAにおいて各FPGA専用に作られたDual Port RAMに一
旦保存される．
HORN-5の出力に関する改良
図 5.11 の LVDS Transceiver と計算回路を接続するために，HORN CORE と
HORNコントローラに変更を加えた．LVDS Transceiverは，CGHデータを４ピ
クセル分ずつまとめた転送を行うため，それに合わせて計算回路の出力データの幅
を変更した．従来のHORN-5では，HORN COREのDual Port RAMの出力のデー
タ幅は 32 bitとなっており，その上位モジュールであるHORNコントローラも同じ
ように 32 bitであった．それを LVDS Transceiverに合わせて，出力のデータ幅を 4
bitに変更した．
さらにデータを出力する側のポートは，クロックに LVDS Transceiverと同じク
ロックを接続し，LVDS Transceiverのステートマシン内で動作するカウンタをアド
レスに接続することで，データを取り出すタイミングの同期をとっている．
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図 5.12: LBUSコントローラ周辺のブロック図
次に出力時の制御方法について述べる．各FPGAで計算した光強度データの流れ
に関しては，5.2.1節で述べた通りである．そのとき，HORN-5が CGHの計算中，
あるいはLVDS Transceiverがデータの転送中であることを互いに検出し合い，デー
タ送受信の同期をとるための２つの制御信号を追加した．１つはHorn End信号で，
HORN-5自身がCGH計算を終了したことをLVDS Transceiverへ知らせる．もう１
つは NextReady信号で，LVDS Transceiverが表示ボードへのデータ転送が終了し
たことをHORN-5へ知らせる．これによりHORN-5は次のラインの計算を始める．
本システムでは４つの計算用FPGAを利用するため，これらの制御信号についても
４つの計算用FPGAで互いに検出し合うようにした．一方，Host PC側には，１フ
レーム分の表示が終了したことを知らせるためのFrame End信号を送信する．これ
を受けてHost PCから次のフレームの物体点データと計算命令が送信される．
LBUSおよび LBUSコントローラ周りのブロック図を図 5.12に示す．なお図 5.12
では４つのうち２つの FPGAを省略している．
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パイプライン段数の変更
従来のHON-5では，サイズが 1,920£1,080のLCDに表示するCGHを作成するた
めに，パイプライン段数を 320段として計算回路を設計した．それに対し，今回のシ
ステムではサイズが 800£600のLCDを使用している．パイプライン段数はLCDの
列の数を考慮して決めており，今回の場合は４つの計算用FPGAを用いて計算を行
うため，800画素を４分割した 200画素を計算できる 224段とした．なおパイプライ
ン段数の変更は 32の倍数で行う必要がある．すなわち，本システムにおけるHORN
COREは，図 3.21に示したAPU32 initが１個，APU32が６個で構成される．
動作周波数の向上
従来の HORN COREでは，33 MHzの PCIバスのクロック信号を DCMで６倍
した 166 MHzの信号を，クロック信号DCLKとして用いている．従来のHORN-5
では，HORN COREのパイプライン段数は 320段であり，その段数で動作周波数を
200 MHzに上げて配置配線を行うと，配置配線が終了せず，正常な回路の作成が不
可能であった．しかし今回の HORN COREではパイプライン段数が 224段になっ
ており，回路面積に余裕があるため，動作周波数を 200 MHzにして配置配線をして
も，正常な回路を作ることができる可能性がある．そこで，今回は配置配線をする
際の動作周波数の制約を５ nsに設定して，回路の作成を試みた．なお５ nsは 200
MHzの逆数であり，デザインツールを使ってタイミング制約をかける際には，動作
周波数ではなく周期を用いる．
5.2.3 LVDS Transceiver
リアルタイムシステムを構築するためには，HORN-5ボードから表示ボードへピ
クセルデータを送るために，LVDS Receiverの受信側インターフェースの仕様に合
わせて，光強度データを送信するための LVDS Transceiver が必要となる．LVDS
Transceiverの主な動作は以下の通りである．
1. HORNの計算終了フラグ（Horn End）を受け取る．
2. HORNへ次の計算開始フラグ（Next Ready）を送る．
3. HORN の計算結果が格納されているDual Port RAMから１ライン分（800ピ
クセル）のピクセルデータを引き出して LVDS Boardへ送信する．
4. 1 フレーム分 (600 ライン) のピクセルデータを LVDS Board へ送信し終えた
らHORNからの次の計算終了フラグを待つ．
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図 5.13: LVDS Transceiverのシミュレーション波形
LVDS Transceiverは図 5.11，5.12に示すように，左端の FPGA（DDR FPGA0）
に実装されている．LVDS TransceiverがLVDS Boardへ１ラインを送信する時のシ
ミュレーション波形を図 5.13に示す．ただし，実際に使用している LCD は１ライ
ンにつき 800ピクセルの画素を持つが，図 5.13では紙面の都合上，１ラインを４ピ
クセルとしてシミュレーションしている．
HORN-5から計算終了フラグ（Horn End）を受信すると，HORN-5へ次のライン
の計算開始フラグ（Next Ready）を送信する．その後に，HORN-5の計算結果であ
るピクセルデータを１クロックにつき４ bit(画素)ごとに，１ライン分（800画素）
だけ送信することになるが，その前に必ず１ラインの転送開始を示す “0x400000”と
いう値を付けなければならない．この値は，LCDコントローラが１ラインのデータ
を受信する際に，そのデータの先頭を認識するために必要となる．この値は LVDS
Transceiverによって生成されるが，LVDS Receiverでは，LVDS Transceiverがピク
セルデータを LCDコントローラに送信する前に，“0x400000”という値を送信する
猶予を与えるステートも備わっている．図 5.13中の LVDS Transceiverの clk信号
は，LVDS Receiverの動作クロックであり，このクロックに同期して４ bitのピクセ
ルデータが 24bitに拡張される．また，eclk信号は LVDSケーブルを通じて LVDS
Receiverへ送られ，さらにそこから LCDコントローラへと送られて，LCDコント
ローラがピクセルデータを受信するときに同期をとるためのクロックとなる．イネー
ブルが立ち上がった状態で “0x400000”と 800ピクセルのピクセルデータを送信し終
えると，イネーブルが下がる．イネーブルを下げた後に eclk信号を１パルス与える
ことで１ラインのデータ転送が終了する．なお，最後の eclk信号を与えるとき，ピ
クセルデータの信号値は適当な値で良い．このサイクルを 600ライン分だけ繰り返
すと，LCDに画像が表示される．
5.2.4 ソフトウェアの設計
構築したシステムで，実際に再生像をリアルタイムに動かすための，専用のソフ
トウェアを作成した．元となるCGデータを動かすのと同時に，Host PCに接続さ
れたディスプレイに，ウィンドウを表示して物体を描画することで，再生像の様子
を確認できるようにした．図 5.14は，ソフトを起動して，ウィンドウに物体を描画
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図 5.14: ソフトウェアの動作している様子
しているときの様子である．このソフトはLinux上でOpenGLのライブラリを用い
て開発した．なお PCの環境は表 5.17に示すものと同じである．
このソフトでは，キーボードから特定のキーが入力されると，それに応じて再生
像を平行移動や回転させたり，あるいは別の物体点データを読み込んだりすること
ができる．その際には，新たに物体の各点の座標を計算し，それを新たなフレーム
の物体点データとしてHORNへ送信する．これにより，入力に応じて即座にCGH
の計算 ¢表示を行って，再生像を出力するリアルタイムシステムとして動作する．こ
のソフトウェアの主な操作方法を表 5.14に示す．
表 5.14: ソフトウェアの操作方法
", #, Ã, ! 上下左右に平行移動
4, 6 y軸（横軸）周りの回転
2, 8 x軸（縦軸）周りの回転
9 次のフレームに進む
7 前のフレームに戻る
ECS ソフトウェアを終了させる
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5.3 性能評価
ホログラフィ専用表示ボードとホログラフィ専用計算機HORN-5によって構築さ
れる，一体型リアルタイム再生システムについて，その性能を本節で述べる．また
実際に本システムを用いて立体動画像の再生実験を行った．
5.3.1 回路面積と動作速度
表5.15にリアルタイム再生システムの回路面積と動作速度を示す．また参考までに
2004年に開発されたHORN-5 [4]のデータについても示す．なお開発環境として，デ
ザインツールにXilinx社の ISE10.1.03i（HORN-5は ISE8.2.03i）を，シミュレーショ
ンツールにMentor Graphics社のModelSimSE 6.4（HORN-5はModelSimSE 5.7d）
を用いている．またターゲットデバイスは計算用FPGA（XC2VP70-5FF1517C）を
指定して回路を作成した．表中の括弧の中の割合は，各デバイスの使用率を表して
おり，回路面積は 33,088[Slices]が，Block RAMは 328個が最大値である．表 5.15
中の数値は配置配線後の結果である．
表 5.15を見ると，最大動作速度は 200.802 MHzとなっており，200 MHzでの動
作には問題ないことが分かる．従来のHORN-5は 166 MHzで動作させていたので，
およそ 1.2倍の高速化になる．
また回路面積はHORN-5のおよそ半分程度となっている．これは単純にパイプラ
イン段数が減ったのが原因と考えられる．
FPGAの内部メモリ（Block RAM）については，パイプライン段数が減ったこと
によって，コサインテーブルに使われていた Block RAMも減少した．しかし計算
できる物体点数を３万点にまで拡張したので，その増加分が前述した減少分を上ま
わったため，合計では使用率が増加した．
表 5.15: リアルタイムシステムの回路面積と動作速度
リアルタイム再生システム 従来のHORN-5（参考）
最大動作速度 [MHz] 200.802 168.549
回路面積 [Slices] 14,731 (44%) 26,551 (80%)
Block RAM 288 (87%) 262 (79%)
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5.3.2 リアルタイム再生時のフレームレート
構築したリアルタイムシステムを用いて，立体動画を再生する際のシステムの性
能を，フレームレートを用いて検証する．フレームレートを算出するにあたり，１
フレームを表示するのに要する時間を測定するために，ロジックアナライザを用い
て実際の信号変化を観測する．ロジックアナライザは，Agilent Technologies社製の
MSO6032Aを用いた．このサンプリングレートは最大２ Gサンプル/sで，2 + 16
チャネルのミックスド・シグナル・オシロスコープ (MSO)である．HORN-5ボード
上のFPGAに，それぞれ用意されているデバッグ用の出力ピンに，観測したい内部
信号を出力して観測する．デバッグ用ピンには，表 5.16の 5つの信号を出力した．
図 5.15にロジックアナライザで観測された各信号の波形を示す．図 5.15中の信号
は上から順に，Horn Start，Horn End，Next Ready，Enable，Frame Endである．
ロジックアナライザで観測された，表 5.16中の各信号の波形から，動画のフレー
ムレートを算出する時の手順を説明する．図 5.15において，１フレーム（800£600
ピクセル）を処理するのに要する時間 Tframe，HORN-5が１ライン（800ピクセル）
分のCGHデータを計算するのに要する時間 Tcalc，LVDS TransceiverがHORN-5の
計算結果である１ライン分のCGHデータを，LCDコントローラへ転送するのに要
する時間 Ttrans，フレーム間でHost PCがHORN-5に，次のフレームのパラメータ
と，Horn Start信号を送るまでに要する時間 Tcomをそれぞれ測定する．動画のフ
レームレートは Tframeの逆数から算出できる．また，Tcalc，Ttrans，Tcomを測定し，
それぞれの測定値と物体点数との依存関係を調べることで，このシステムの性能を
測ることができる．なお，測定は表 5.17に示した PCの環境で行った．
表 5.16: デバックに用いた信号
Horn Start HORN-5の計算開始時に “High”になる信号
Horn End HORN-5が 1ライン (800ピクセル)の計算を終了
した時に “High”になる信号
NextReady HORN-5 が次のラインの計算を開始する時に
“High”になる信号
ENA LVDS Transceiverがデータを LCDボードへ転送
中である間，“High”になる信号
Frame End HORN-5が 1フレーム (800× 600ピクセル)の計
算をすべて終えた時に “High”になる信号
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図 5.15: ロジックアナライザで観測した信号の波形
以上の条件の下で，物体点数を１点から 32,768点までの間で変えていき，それぞ
れの点数について，Tframe，Tcalc，Ttrans，Tcomを測定した．さらにフレームレート
を 1/Tframeより算出した．その測定結果と算出したフレームレートを表 5.18に示
す．また，図 5.16に表 5.18を元に作成したグラフを示す．
表 5.17: 測定時の PCの環境
OS Fedora Core 1
CPU Intel Pentium4 2.53 GHz
Memory 512 MByte
Compiler gcc 3.3.2
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表 5.18: 各時間の測定結果
物体点数 Tframe[ms] Tcalc[ms] Ttrans[ms] Tcom[ms] フレームレート [fps]
1 28.96 0.86 28.96 0.009 34.53
2 28.95 0.87 28.95 0.010 34.55
4 28.95 0.88 28.95 0.010 34.54
8 28.95 0.88 28.95 0.011 34.54
16 28.93 0.91 28.93 0.012 34.56
32 28.95 0.95 28.95 0.014 34.54
64 28.96 1.06 28.96 0.020 34.54
128 28.96 1.24 28.96 0.030 34.53
256 28.93 1.63 28.93 0.050 34.56
512 28.96 2.40 28.96 0.090 34.54
1,024 28.94 3.91 28.94 0.171 34.56
2,048 28.96 7.00 28.96 0.332 34.53
4,096 28.96 13.12 28.96 0.656 34.53
5,000 28.97 15.83 28.97 0.796 34.52
8,192 28.93 25.37 28.93 1.320 34.56
10,000 30.31 30.31 28.46 1.612 32.99
16,384 49.65 49.65 28.70 2.650 20.14
20,000 60.48 60.48 28.69 3.210 16.53
30,000 90.66 90.66 28.97 4.969 11.03
32,768 98.47 98.46 28.48 5.420 10.16
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図 5.16より，物体点数が１点から約 9,500点までの間は，一定のフレームレート
で動画を再生できていることがわかる．その値は，表 5.18からおよそ 34.5 fpsとな
る．それよりも大きな物体点数の物体を再生しようとすると，Tframeが物体点数に
比例して増加し，フレームレートは減少していく．
この変化を考察するために，物体点数が変化したときのCGHの計算時間 Tcalcと，
LCDボードへのデータの転送時間 Ttransのグラフを図 5.17に示す．
式 (3.16)からも分かるように，CGHの計算は物体点数に依存するため，Tcalcは
物体点数に比例して増加する．一方，LCDボードへの転送時間 Ttransは，物体点数
によらずほぼ一定の値である．これは，転送時間は LCDの画素数のみに依存して
いるためである．つまり 800£600画素分の一定したデータしか転送しないので，転
送時間は基本的にほぼ一定となる．そして 5.2節でも述べたように，CGHの計算と
LCDボードへの転送は同時に行われている．
すると，計算する物体点数が少ない場合には，Tcalc < Ttransの関係が成立するの
で，TcalcはTtransに隠蔽されてフレームレートに影響しない．すなわちフレームレー
トは Ttransによって決まるので，物体点数が少ないところでは一定のフレームレー
トになっている．
逆に，計算する物体点数が増えてくると，Tcalc > Ttransの関係が成立するので，
Ttransは Tcalcに隠蔽されてフレームレートに影響しない．すなわちフレームレート
は Tcalcによって決まるので，物体点数が多いところではフレームレートは物体点数
に比例する．
一般的に動画の滑らかさを図る指標として，日本のテレビの放送のフレームレー
トを参考にした場合，そのフレームレートはおよそ 30 fpsである．このフレームレー
トをビデオレートという．図 5.16でも示したように，今回はこのビデオレートを用
いて，本システムのフレームレートおける性能を評価した．これにより，システムが
最大限の性能を発揮できるのは，物体点数が１点のところから，フレームレートが
30 fpsを下回る直前の点数の間である．図 5.16，5.17を参照すると，本システムが
最大性能を発揮できる限界の物体点数は，およそ 11,000点であることが確認できる．
121
15
20
25
30
35
40
0 5,000 10,000 15,000
The Number of Object Points
Fr
am
e R
ate
 [fr
am
e/s
ec
]
Actual Measurement
Video Rate
図 5.16: 物体点数が変化したときのフレームレート
0
10
20
30
40
50
60
0 5,000 10,000 15,000
The Number of Object Points
Tim
e [
ms
ec
]
Tcalc
Ttrans
図 5.17: 物体点数が変化したときの Tcalcと Ttrans
122
5.3.3 再生結果
今回構築したリアルタイム再生システムを用いて，恐竜の再生像（6,215点），地
球の再生像（10,061点）を，リアルタイムに再生している動画のスナップショット
を，図 5.18，5.19にそれぞれ示す．なおいずれもオリジナルの動画である．光源に
はHe–Neレーザ（波長: 633nm）を用いている．また，いずれの図についても長方
形の非常に明るい部分があるが，これは光源からの直接光のうち，CGHを表示して
いる液晶ディスプレイに当たって反射したものである．
図 5.18(a)と図 5.18(b)，あるいは図 5.19(a)と図 5.19(b)の組み合わせは，連続し
た動画になっている．表 5.14に示したコマンドのうち，‘９’のコマンドを入力する
と，次のフレームの物体点データを読み込み，恐竜だったら歩く，地球だったら自
転するといった動作を行う．また図 5.18(c)と図 5.18(d)，図 5.19(c)と図 5.19(d)の
４つの図は，表表 5.14に示したコマンドのうち，‘８’や ‘６’のコマンドを入力して，
y軸方向，あるいは x軸方向に回転させたものである．このように，ソフトウェア
を作成してリアルタイム操作を実現することに成功した．
5.4 まとめと考察
本研究では，ホスト PCを介さずに専用計算機から直接 LCDへと計算結果を送
信することで，計算処理系と表示用光学系が一体となったシステムの構築を行った．
またリアルタイムに再生像を操作するためのソフトウェアを開発し，今回構築した
一体型システムに実装してリアルタイム再生を実現した．結果として，11,000点程
度の物体点で構成される立体像を，秒間 30フレーム（ビデオレート）で再生するこ
とに成功した．
5.3.3節では，本システムを用いて再生した動画像の一部を示したが，恐竜の鮮明
さに比べると，地球の方はやや不鮮明に見える．3.4.3節や 4.3.3節では，約 200万
画素のLCDを用いて再生していた．しかし今回のシステムでは約 50万画素のLCD
を用いているので，単純に CGHからの回折光量が減ってしまうため，全体的に暗
くなってしまう．
そこで，今後は本システムを並列に用いて，大規模なリアルタイム再生システム
の構築を目指したい．本システムを並列化することで，ホログラムを表示できる画
素数が増える．その結果２つの事が可能になる．１つはより大きなホログラムを表
示できるよにすることで，再生像の大きさを大きくしたり，鮮明さを上げることが
期待できる [15]．もう１つは白色LEDなどを光源として用いて，ダイクロイックミ
ラーで赤，緑，青の波長ごとに光を分割し，それぞれの色専用にディスプレイを用意
して，再びそれらの光線を統合することで，フルカラーの立体像を再生できる [16]．
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(a) 動画１ (b) 動画２
(c) 回転１ (d) 回転２
図 5.18: 恐竜の再生像（6,215点）
(a) 動画１ (b) 動画２
(c) 回転１ (d) 回転２
図 5.19: 地球の再生像（10,061点）
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第6章 おわりに
6.1 結言
本研究では専用計算機システムを用いて３次元テレビの実現を目指した．ホログ
ラフィ専用計算機HORN-5の計算能力を生かすために，HORN-5を改良して従来よ
りも多くの物体点数（10万点）を扱えるようにした．さらに外部メモリを実装した
HORN-6を開発し，100万点の物体像まで扱えるようになった．計算能力において
は最終的に 10万点の物体像で秒間 10枚，100万点の物体像で１秒間に１枚のCGH
を作成することができる．また物体点数を増やすだけでなく，３次元テレビにより
近いシステムとして，ホログラフィ専用計算機とホログラムの表示デバイスを搭載
したボードを合わせた，一体型リアルタイム再生システムを構築し，約１万点の物
体像をテレビと同じ 30 fpsで再生することに成功した．
6.2 今後の展望
今回HORN-6を開発する上で，安定した動作を実現するためにクロック信号の統
一などを行ってきた．そのため動作周波数については改良の余地が残されている．
またCGHの計算精度を考慮すると，図 3.3に示した入力パラメータのうち，Áに
ついては省略することができる（詳細は付録Aを参照されたい）．その結果を用いれ
ば，図 4.18，4.19に示したような転送の制御において，その構造が非常に単純にな
り，それに伴う各種制御も簡単になる．図 4.18，4.19の箇所でも述べたように，128
bitの使い方を工夫することで，DDR SDRAMからのデータ転送速度がHORNパイ
プラインの計算実効速度を上回るため，HORNパイプラインの動作を停止させるこ
となくCGHの計算を実行できる．しかし 1,024サイクルで 1,365点分のデータの転
送を行えるようにしたため，if文等を用いた制御が煩雑になってしまった（２進数
での制御の煩雑さ，空白となっているNODATA部分の処理など）．Áが無くなると，
必要な物体点データは x; y; ½の３つになる．各々のビット数は従来と同じであれば
14 bit，14 bit，32 bitなので，全体で 64 bitとなる．一方DDR SDRAMのビット
幅は 128 bitであるため，この場合 1,024サイクルで 2,048点分のデータを転送でき
る．これによりレジスタやメモリの節約が可能となるだけでなく，図 4.20に示した
ような転送時の制御が不要になる．
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Host PC
Network 
Hub
4 PCs for the calculation
with HORN-6s
LCD
Computer Graphics
Reconstruction Image
図 6.1: 専用計算機クラスタとリアルタイム再生システムを組み合わせた専用計算機
システム
またリアルタイム再生システムの方については，液晶ディスプレイの高精細化が
最優先事項として考えられる．また LCDコントローラの入力として DVI（Digital
Visual Interface）端子が用いられていることが多いため，DVI出力端子を備えたボー
ドを用いてのHORNの開発も今後行っていきたい．
最終的には，図 6.1に示すように，これらのシステムを統合し，並列化すること
で，100万点を越えるような物体像を，リアルタイムに再生できるようなシステム
を実現したい．
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付 録A CGH計算に必要な計算精度
について
図 2.6より漸化式を用いたCGHの計算式を示す．
² 初期位相計算部
Θ0 =
pjzij
¸
+
p
2¸jzij
¡
x2®i + y
2
®i
¢
(A.1)
∆0 =
p
2¸jzij (2x®i + 1) (A.2)
Γ =
p
¸jzij (A.3)
² 加算位相計算部
Θn = Θn¡1 +∆n¡1 (A.4)
∆n = ∆n¡1 + Γ (A.5)
² 光強度計算部
I(x®; y®) =
N¡1X
i=0
cos (2¼Θn) (A.6)
漸化式を用いた CGHの計算式において，固定小数点数を用いたときの精度は既
に 3.2節で述べた通りである．そして専用計算機で計算を行う際には，x，yについ
ては 14 bit，Á，½については 32 biずつ精度を割り当てている．なお，Á，½は専用
計算機で zのパラメータを計算し易いように変形したものである．
Ái =
pjzij
¸
(A.7)
½i =
p
2¸jzij (A.8)
zは x，yに比べて非常に大きな値であり，その逆数である rhoは 1よりも非常に
小さな値となる．式 (A.6)の COS演算において，COS関数の周期性を考慮すると
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Θnの小数部のみが必要となるため，rhoの値は重要である（なお上位十数ビットが
削れることに関しては 3.2節で述べた通りである）．
一方phiは zの値を十数倍したものであり，zと同様に非常に大きな値である．従っ
て，同様にCOS関数の周期性を考慮した場合，phiの整数部を削ることはできるが，
phiの小数部はCOS演算の際に必要となる．その結果 zのパラメータ Áと ½だけで
64 bitの精度を割り当てている．
ここで，phiの値について検証したい．まず式 (A.7)において，画素間隔を p =
6:4¹m，参照光の波長を ¸ = 0:633¹mとする．このとき z 方向のオフセットを 1
mとすると，座標は画素間隔 pで規格化されるので，オフセットの値は 156; 250(=
(6:4£ 10¡6)¡1)となる．従ってオフセットを加算する前の zの値を ³とおくと，
Ái =
6:4
0:633
£ j³ i + 156; 250j (A.9)
となる．さらに ³ iの整数部を ai，小数部を biとおくと，
Ái ¼ 10ai + 10bi + 1; 579; 779 (A.10)
となる．
ここで式 (A.1)に式 (A.7)，(A.8)を代入すると，
Θ0 = Ái + ½i £
¡
x2®i + y
2
®i
¢
(A.11)
となる．さらに式 (A.10)，(A.11)を式 (A.6)に代入すると，
I(x®; y®) =
N¡1X
i=0
cos
³
2¼
n
Ái + ½i £
¡
x2®i + y
2
®i
¢o´
¼
N¡1X
i=0
cos
¡
2¼ (10ai + 10bi + 1; 579; 779) + ½i ¢
¡
x2®i + y
2
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¢¢
¼
N¡1X
i=0
cos
¡
2¼ ¢10ai + 2¼ ¢10bi + 2¼£106 + ½i ¢
¡
x2®i + y
2
®i
¢¢
(A.12)
となる．なお式 (A.12)において絶対値記号をはずす際には，その符号を考慮しな
ければならないが，今後の議論では特に符号は問題にならないため無視して展開を
行った．
ところで，COS関数の周期性より nを整数，jµj < 1とすると，
cos (µ + 2¼ ¢n) = cos µ (A.13)
という性質がある．この式 (A.13)の性質を式 (A.12)に当てはめてみると，まず第１
項目と第３項目は 2¼の積がそれぞれ整数であるため，省略することができる．従っ
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て計算に必要なのは第２項と第４項（½）になる．ところで第２項の数字の持つ意味
について考えると，biはそもそもオフセットを加算する前の zの小数部であり，10bi
はそれを 10倍したものなので，biの小数第１位は整数となって省略される．即ち
第２項では zの小数第２位以下の値の影響を考慮していることになる．また x，y，
zにおいて，専用計算機で用いる際には 2.3節で述べたように，液晶ディスプレイ
（LCD）の画素間隔で規格化している．つまり x，y，zの 1という値は 6.4¹m分の
大きさがある．逆に言うと，x，y，zの小数部の誤差は 6.4¹m以下の大きさである
ことが分かる．従って小数第２位以下の値の影響というのは 0.64¹m以下の大きさ
であるが，これは波長と同じレベルの誤差であり，極めて小さいことが分かる．以
上により式 (A.12)において，計算に必要なのは第４項のみであり，第１項から第３
項は省略することができる，即ち Áの項目については省略することができることが
分かる．
これを考慮すると第 6章で述べたように，通信速度の向上，計算回路の高性能化
が見込まれる．なお今回は理論的な検証だけに止まり，実際に数値シミュレーショ
ンを行ったわけではないため，今後は CGHからシミュレーションを行って再生像
の精度を検証することが望まれる．
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