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Rohit Konda, Aaron D. Ames, and Samuel Coogan
Abstract—Verifying set invariance has classical solutions
stemming from the seminal work by Nagumo, and defining
sets via a smooth barrier function constraint inequality results
in computable flow conditions for guaranteeing set invariance.
While a majority of these historic results on set invariance
consider flow conditions on the boundary, this paper fully
characterizes set invariance through minimal barrier functions
by directly appealing to a comparison result to define a flow
condition over the entire domain of the system. A considerable
benefit of this approach is the removal of regularity assumptions
of the barrier function. This paper also outlines necessary and
sufficient conditions for a valid differential inequality condition,
giving the minimum conditions for this type of approach. We
also show when minimal barrier functions are necessary and
sufficient for set invariance.
I. INTRODUCTION
In the context of dynamical systems, safety has become
synonymous with set invariance, the property that state
trajectories of a system are contained within a given subset of
the state space; e.g., see the textbook [1]. Intuitively, invari-
ance can be established by ensuring that a system’s vector
field evaluated on the boundary of the candidate invariant set
is always sub-tangent to the set so that trajectories cannot
escape. The main technical challenge of this approach is in
defining an appropriate notion of sub-tangency applicable
to general sets and finding conditions that extend over the
entire set so they can be used for controller synthesis. Recent
work on (control) barrier functions provided conditions for
set invariance [2], [3], subject to regularity assumptions on
the set. The question this paper addresses is: Are these the
strongest possible conditions for set invariance?
The main result of this paper is necessary and suffi-
cient conditions on set invariance that are minimal in that
they are the least restrictive conditions needed to ensure
set invariance. To obtain this result, we begin considering
comparison results for scalar systems which lead to a notion
of a minimal solution. This motivates the introduction of a
minimal barrier function which leverages a comparison result
for scalar systems. Minimal barrier functions are necessary
and sufficient for set invariance and, importantly, they do
not require the regularity conditions imposed by the original
formulation of barrier functions. Finally, minimal control
This research was supported by NSF Awards # 1544332 and #1749357.
R. Konda is with the School of Electrical and Computer
Engineering, Georgia Institute of Technology, Atlanta, GA 30332.
rkonda6@gatech.edu
A. D. Ames is with the Dept. of Mechanical and Civil Engineering,
California Institute of Technology, Pasadena, CA. ames@caltech.edu
S. Coogan is with the School of Electrical and Computer Engineering
and the School of Civil and Environmental Engineering, Georgia Institute
of Technology, Atlanta, GA 30332. sam.coogan@gatech.edu
barrier functions are introduced wherein state dependent
input constraints and controller synthesis are considered.
There is a long and rich history of establishing conditions
for set invariance, starting with the seminal work by Nagumo
[4] continuing with Bony [5], Brezis [6], and others [7],
[8]. The modern literature has predominately focused on
extending these classical results to when S = {x : h(x) ≥
0}, a subset of the domain D ⊂ Rn, is defined by a smooth
output function h : D → R. The most visible example of this
is barrier certificates, which were first introduced to verify
safety properties of hybrid systems in [9]. Directly invoking
Nagumo’s theorem gives the familiar condition : ∂h∂xf(x) ≥ 0
on the boundary of S implies invariance of S, for the state
flow f . Extensions of barrier certificates have been plenty,
see e.g. [10], [11], but a major assumption is regularity of
h: specifically that the gradient ∂h∂x on the boundary does not
vanish and corresponds to the exterior normal vector of S.
This assumption is necessary, as a simple counterexample is
given by h(x) = x3 and x˙ = −1. This example is further
detailed in Example 1 and also appears in [9].
The alternative approach is to enforce a flow constraint
over the entire domain: ∂h∂xf(x) ≥ −φ(h(x)) ∀x ∈ D for a
scalar function φ. From the conception of the Lyapunov-like
flow constraint with φ ≡ 0, as in [9], significant work has
been undertaken to expand the class of functions φ sufficient
to guarantee invariance of S, e.g. see [12], [13]. With a view
towards obtaining tighter conditions for φ, a new form of
(control) barrier functions was recently introduced in [3],
where φ is required to be an extended class K function,
i.e., it is strictly increasing and φ(0) = 0. Importantly, these
conditions are necessary and sufficient for set invariance in
the case when S is compact and 0 is a regular value of h.
Yet the question remains: can these assumptions, espe-
cially with respect to the regularity of h, be relaxed further
and still guarantee set invariance? Answering this question
is important as it allows for the verification for a larger
set of invariance specifications for a given system including
significant classes of non-regular sets, such as points, limit
cycles, subspaces, etc. This leads to the main contribution of
the paper: the largest possible set of functions, µ, in which
to lower bound the flow via ∂h∂xf(x) ≥ −µ(h(x)) ∀x ∈ D.
A. Overview of Contributions
In this paper, we introduce novel conditions for ensuring
invariance of a set defined via a smooth barrier function. A
major objective of this paper is to characterize conditions,
that are, in a certain sense, the minimum conditions required
on the resulting differential inequality to certify invariance
for a smooth barrier function h(x). The remainder of this
paper is organized as follows:
Section II: introduces standard definitions associated with
solutions of autonomous systems and positive invariance.
Additionally, we present two main theorems for minimal
barrier functions.
• Theorem 1 establishes that h˙ = ∂h∂x (x)f(x) ≥
−µ(h(x)) globally for x ∈ D is sufficient for estab-
lishing invariance of S = {x : h(x) ≥ 0} when µ(·) is
a minimal function, that is, solutions of the initial value
problem w˙ = −µ(w), w(0) = 0 remain positive for
all time. Notably, µ need not be Lipschitz continuous.
The proof of Theorem 1 relies on a comparison result
tailored for non-Lipschitz vector fields with potentially
nonunique solutions.
• Theorem 2 presents necessary and sufficient conditions
for verifying that a function µ is a minimal function.
These conditions recover as a special case the instance
when µ is locally Lipschitz.
We also give several examples on the application of minimal
barrier functions, including Example 3, which delineates an
instance when a Lipschitz vector field for the comparison
system is impossible. Lastly, we compare minimal barrier
functions to prior work in zeroing barrier functions.
Section III: presents a discussion on regularity and outlines
necessary conditions on the existence for minimal functions.
More concretely, the main result is:
• Under regularity conditions on S, namely, twice-
differentiability of h, compactness assumptions of level
sets of h, and the requirement that ∂h∂x (x) 6= 0 for all
x such that h(x) = 0, Theorem 3 proves that a locally
Lipschitz minimal function µ always exists satisfying
the barrier function ∂h∂xf(x) ≥ −µ(h(x)) for all x if S
is invariant.
Section IV: considers the case of control systems and con-
troller synthesis through the introduction of minimal control
barrier functions. Systems with state dependent input con-
straints are considered in this case, and several results are
presented on guaranteeing continuity properties of a viable
controller.
Section V: presents concluding remarks.
Appendix also contains discussion on nonautonomous ver-
sions of minimal barrier functions, presents certain stability
results using MBFs, recalls several classic tangent conditions
for verifying invariance and outlines their connection to min-
imal barrier functions, and discusses conditions for existence
of a continuous comparison function.
II. MINIMAL BARRIER FUNCTIONS
We study the system
x˙ = f(x) (1)
with state x ∈ D where D ⊆ Rn is assumed to be an open
set and f : D → Rn is assumed to be continuous.
The Lie derivative of h along the vector field f is denoted
Lfh : D → R and defined by Lfh(x) :=
∂h
∂x (x)f(x). We
denote standard Euclidean norm by ‖·‖. For a set S ⊆ D, we
refer ∂S as the boundary of S, S◦ as the interior of S, and S
as the closure of S with the standard topological definitions.
In general, continuity of f ensures solutions exist for
(1), but they need not be unique. A solution x(t) to (1)
with the initial condition x(0) = x0 ∈ D defined for
t ∈ [0, τ) is called maximal if it cannot be extended for
time beyond τ [14]. Given a maximal solution x(t) defined
on [0, τ), we write τmax[x(·)] to denote the right (maximal)
endpoint τ of its interval of existence and we write I[x(·)] =
[0, τmax[x(·)]) to indicate the (maximal) interval of existence
of x(t).
To avoid cumbersome notation, we often write simply
τmax instead of τmax[x(·)] when x(t) is clear, e.g., I[x(·)] =
[0, τmax). Further, we write t ≥ 0 instead of t ∈ I[x(·)] when
clear from context. The system (1) is forward complete if
τmax[x(·)] =∞ for all maximal solutions x(t).
Throughout this paper, we will study invariance of sets
defined as S = {x ∈ D : h(x) ≥ 0} for a continuously
differentiable function h : D → R.
A set S ⊆ D is positively invariant for (1) if, for any
x0 ∈ S, all solutions x(t) with x(0) = x0 satisfy x(t) ∈ S
for all t ∈ I[x(·)].
A set S ⊆ D is weakly positive invariant for (1) if, for
any x0 ∈ S, there exists at least one maximal solution x(t)
with x(0) = x0 satisfying x(t) ∈ S for all t ∈ I[x(·)].
If solutions are unique for (1) for every x0 ∈ D, then the
definitions of positive invariance and weak positive invari-
ance coincide. While we are almost exclusively interested
in positive invariance in this paper, we will occasionally
reference the weaker formulation.
By studying sets S defined by inequality constraints of a
smooth function h, we can develop Lyapunov-like conditions
on the time evolution of the scalar value h over the whole
domain D. In particular, we observe that if h(x(t)) ≥ 0 can
be assured for all t ≥ 0 and for all initial conditions x0 ∈ S,
then S is positively invariant. In contrast, previous results
on barrier functions (for example, [9]) focus on extending
Nagumo’s Theorem, directly verifying that the flow of the
system is sub-tangent to the set S.
First we recall some standard notions of solutions for first
order differential equations.
Consider the initial value problem
w˙ = g(w) w(0) = w0 (2)
where g : W → R is a continuous function defined on an
open set W ⊆ R and w0 ∈ W . Again, continuity of g
guarantees existence but not uniqueness of solutions to (2).
The following definitions appear in, e.g., [15, Section 2.2].
• A differentiable function w(t) defined on some interval
[0, τ) is a solution of (2) if w(t) ∈ W for t ∈ [0, τ),
w(0) = w0, and w˙(t) = g(w(t)) for all t ∈ [0, τ).
• A solution w˜(t) is a minimal solution of (2) on [0, τ) if,
for any other solution w′(t) defined on [0, τ), w˜(t) ≤
w′(t) for all t ∈ [0, τ).
The existence of minimal solutions is guaranteed by the
fact that g(w) is continuous on the domain W [16, Thm
1.3.2], while uniqueness of minimal solutions is guaranteed
by properties of the standard ordering on R.
Minimal solutions are fundamental for establishing com-
parison results in scalar differential inequalities. In particu-
lar, the following proposition presents a comparison result
similar to the one outlined in [17, Thm 6.3] for which a
solution to a differential inequality is bounded below by the
minimal solution of the corresponding comparison system.
For completeness, a proof is provided that follows closely to
the proof of [17, Thm 6.3].
Proposition 1. [17, Thm 6.3] Let w˜(t) be a minimal solution
to the the initial value problem (2) with domain [0, τ) and
g being continuous. If η(t) is any differentiable function
defined on [0, τ) such that η˙(t) ≥ g(η(t)) for all t ∈ [0, τ)
and η(0) ≥ w0, then η(t) ≥ w˜(t) for all t ∈ [0, τ).
Proof. We initially show η(t) ≥ w˜(t) on any compact
time interval [0, τf ] with τf < τ . Let {ǫn} be a strictly
monotonically decreasing sequence with limn→∞ ǫn = 0 and
ǫn > 0 for all n. We have that for all n,
η˙(t) ≥ g(η(t)) > g(η(t))− ǫn ∀t ∈ [0, τf ] (3)
and
η(0) ≥ w0 > w0 − ǫn. (4)
Let {rn} denote a sequence of solutions that satisfy the initial
value problem
r˙n(t) = g(rn(t))− ǫn rn(0) = w0 − ǫn (5)
for each n. By [17, Thm 6.2], the minimal solution for (5)
exists on [0, τf ] for large enough n, and to simplify notation,
we assume this holds for all n.
We first claim that η(t) > rn(t) for all t ∈ [0, τf ] for
any n. Suppose for contradiction that η(t) ≤ rn(t) for some
t ∈ [0, τf ] for some n. Then
T := inf{t ∈ (0, τf ] : η(t) ≤ rn(t)} (6)
is well defined and T ∈ (0, τf ] since η(0) > w0 − ǫn. This
fact coupled with continuity of rn(t) and η(t) shows that
rn(T ) = η(T ) and η(t) > rn(t) for t ∈ [0, T ). Moreover,
η˙(T ) > r˙n(T ) and since rn(T ) = η(T ), this implies that
η(t) < rn(t) on the interval (T − ε, T ) for some ε > 0.
However, this contradicts the definition of T , proving the
claim. Thus, letting n → ∞, we have η(t) ≥ r(t) for t ∈
[0, τf ] with r(t) = limn→∞ rn(t).
Now we claim that limn→∞ rn converges uniformly to
some function r on [0, τf ] and that r is the minimal so-
lution to (2). Note that because {ǫn} is strictly monotone,
r˙n+1(t) > r˙n(t) for t ∈ [0, τf ] and rn+1(0) > rn(0), it holds
that rn+1(t) > rn(t) for t ∈ [0, τf ]. By similar reasoning,
rn(t) is also bounded above by any solution of (2), and in
particular by w˜(t), so the limit r(t) exists for all t ∈ [0, τf ].
Solving for the solution gives
rn(t) = w0 +
∫ t
0
g(rn(s))ds − ǫn(1 + t). (7)
Hence for n < m,
‖rn(t)− rm(t)‖ ≤(ǫn − ǫm)(1 + τf ) + (8)∫ τf
0
‖g(rn(s))− g(rm(s))‖ds
Because g is continuous, it is uniformly continuous on the
compact set
{z : min
t∈[0,τf ]
r1(t) ≤ z ≤ max
t∈[0,τf ]
w˜(t)}. (9)
Together with the proposed Cauchy criterion (8), this
implies uniform convergence of {rn} to r. Furthermore
letting n→∞ gives
r(t) = w0 +
∫ t
0
g(rn(s))ds, (10)
so r is a solution for (2). As established previously, r is
upper bounded by any solution to (2), so r( is necessarily
the minimal solution for (2), i.e. r(t) = w˜(t) and η(t) ≥
r(t) = w˜(t) holds for all t ∈ [0, τf ].
Finally we show the result holds over [0, τ) with τ
potentially being∞. Suppose for contradiction, η(t) < w˜(t)
for some t ∈ [0, τ) and let
T := inf{t ∈ [0, τ) : η(t) < w˜(t)}. (11)
Consider some τf such that T < τf < τ . Since the minimal
solution w˜(t) also exists on [0, τf ], the preceding argument
implies η(t) ≥ w˜(t) on [0, τf ], contradicting the definition
of T and proving η(t) ≥ w˜(t) for all t ∈ [0, τ).
Motivated by our interest in using scalar differential equa-
tions as barrier functions, we are especially interested in
scalar systems for which minimal solutions remain nonneg-
ative when initialized at the origin.
Definition 1. A continuous function µ : R→ R is a minimal
function if the minimal solution w˜(t) defined on t ∈ [0, τ)
for the initial value problem w˙ = −µ(w), w(0) = 0 satisfies
w˜(t) ≥ 0 for all t ∈ [0, τ).
With minimal functions introduced, we can now describe
a corresponding barrier function condition.
Definition 2. For the system in (1), a continuously differ-
entiable function h : D → R is a minimal barrier function
(MBF) if there exists a minimal function µ that satisfies
Lfh(x) ≥ −µ(h(x)) ∀x ∈ D, (12)
where Lfh(x) =
∂h
∂x (x)f(x) denotes the Lie derivative.
The notion of a minimal barrier function allows us to then
establish invariance of S.
Theorem 1. Consider the system (1) and a nonempty S =
{x ∈ D : h(x) ≥ 0} for some continuously differentiable
h : D → R. If h is a MBF as in Definition 2, then S is
positively invariant.
Proof. Let x(t) be a solution defined on [0, τmax) to (1) with
any x(0) = x0 ∈ S. Observe that h(x(0)) ≥ 0. Consider
the comparison system w˙ = −µ(w) with w(0) = 0. We
first show that w˜(t) is defined on [0, τmax) as well. Suppose
that w˜(t) is only defined on [0, τ∗) for τ∗ < τmax. Since
µ is a minimal function, w˜(t) ≥ 0 and limt→τ∗ w˜(t) = ∞
[16, Corollary 1.1.2]. By Proposition 1, h(x(t)) ≥ w˜(t) for
t ∈ [0, τ∗), implying limt→τ∗ h(x(t)) = ∞ and diverges.
Since x(t) ∈ D for t ∈ [0, τ∗], h(x(t)) is a well-defined
continuous map from t ∈ [0, τ∗] to R. Contradiction ensues,
as the image of [0, τ∗] under the continuous map h is
compact and therefore bounded, and the claim is shown.
Now, Proposition 1 gives that h(x(t)) ≥ w(t) ≥ 0, implying
that x(t) ∈ S for all t ∈ [0, τmax). Therefore S is positively
invariant.
The main theoretical component for Theorem 1 comes
directly from the differential inequality in Proposition 1,
rather than using the classical argument by Nagumo. In this
regard, MBFs highlight the strong connection between set
invariance and differential inequalities.
A. Necessary and sufficient conditions for minimal functions
Relaxing the standard Lyapunov condition Lfh ≥ 0 for all
x ∈ D has been studied in a number of works, see e.g. [13],
[3]. By considering a larger class of comparison functions to
lower bound the flow, i.e. Lfh(x) ≥ −φ(h(x)), it becomes
possible to ensure invariance without requiring stability,
allowing for a larger design space when constructing valid
barrier functions.
We remark that minimal functions, by definition, represent
the largest possible class of comparison functions, and in
a certain sense, are the most general class of functions
that can be used in a barrier function condition. However,
since minimal functions are implicitly defined through the
resulting nonnegative solutions, checking if a function is
indeed minimal is not immediately apparent. Thus the next
theorem presents verifiable conditions on µ to ensure that it
is a minimal function. It is important to note that since the
next theorem is necessary and sufficient, it represents the
tightest possible conditions for a minimal function. The crux
of the theorem comes from uniqueness results in [18].
Theorem 2. A continuous function µ : R→ R is a minimal
function if and only if one of the following cases is satisfied:
1) µ(0) < 0
2) µ(0) = 0 and there exists ε > 0 such that µ(w) ≤ 0
for all w ∈ [−ε, 0)
3) µ(0) = 0 and for every ε > 0, there exists some w′, w′′
in [−ε, 0] such that µ(w′) > 0 and µ(w′′) < 0
4) µ(0) = 0 and there exists k > 0 such that for all ε
with 0 < ε < k, µ(w) ≥ 0 on [−ε, 0] and −1/µ(w) is
not integrable on [−ε, 0], i.e.
∫ −ε
0
− dwµ(w) is divergent
Proof. Let the system be w˙ = −µ(w) and the corresponding
minimal solution be w˜(t) for the initial condition w(0) = 0.
We use a.e. for abbreviation for almost everywhere. First we
show the sufficient direction.
Case 1) Since µ(0) 6= 0, the minimal solution w˜(t)
is unique by [18, Thm 1.2.7]. Because µ(0) < 0 and µ
is continuous, there exists ε > 0 such that µ(w) < 0
everywhere on [−ε, 0] Suppose for contradiction, there exists
τ > 0 where w(τ) = b < 0. Integration of the system gives∫ w(τ)=b
w(0)=0
−
dw
µ(w)
= τ − 0. (13)
The integral on the left is negative since b < 0 and µ(w) < 0
on [−ε, 0], but τ > 0, giving a contradiction.
Case 2) [18, Thm 2.2.2] First we show that any solution
w(t) is monotone. Suppose for contradiction, that w(t) is not
monotone. Then there exists two times t1 6= t2 ∈ [0, τ ] such
that w∗ = w(t1) = w(t2) and w˙(w
∗) > 0 and w˙(w∗) <
0. But this is a contradiction, since w˙(t) = −µ(w(t)) is a
function of w(t).
Since any solution w(t) is monotone, and we assume that
µ(w) ≤ 0 for all w ∈ [−ε, 0], w(t) is a non-decreasing
function. Therefore, there does not exist a time τ in which
w(t) < w(0) = 0, and any solution w(t) ≥ 0 for all t ≥ 0,
including specifically w˜(t).
Case 3) [18, Thm 2.2.2] Suppose for contradiction, there
exists τ > 0, where w(τ) = b < 0. By assumption, µ(w(t))
switches sign on [b, 0], and thus w(t) is not monotone
on [0, τ ]. However, solutions must be monotone, giving a
contradiction.
Case 4) [18, Thm 2.2.2] Suppose for contradiction, there
exists a τ > 0 where w(τ) = b ∈ [−ε, 0) for some ε < k.
Let τ¯ < τ be the greatest point such that w(τ¯ ) = 0. Take
a monotonic sequence τ¯ < tk < τ converging down to τ¯ .
Integration of the ODE gives
lim
tk→τ¯+
∫ b
w(tk)
−
dw
µ(w)
= lim
tk→τ¯+
τ − t. (14)
Since w(t) is monotone, the set of w in [b, 0] in which
w˙ = −µ(w) = 0 is a measure zero set. Thus, it must
be that µ(w) > 0 a.e. on w ∈ [b, 0] and there exists a
set G = [b, 0] \ Z such that µ(w) > 0 for all w ∈ G,
where Z is a measure zero set. Let Gk = [b, w(t
k)] ∩ G.
Then the integral
∫
Gk
− dwµ(w) converges to the improper
integral
∫ b
0 −
dw
µ(w) via the monotone convergence theorem.
By assumption, −1/µ(w) is not integrable on [b, 0], since
−b < k and
∫ b
0 −
dw
µ(w) diverges. However, limtk→τ¯+ τ − t
is bounded above by τ and therefore converges, giving a
contradiction.
Now we consider the necessary direction. Assume all
conditions do not hold. Then either µ(0) > 0 or µ(0) =
0, −1/µ(w) is integrable on [−ε, 0], and µ(w) > 0 on
[−ε, 0] \ Z for some ε > 0 and some measure zero set Z .
If µ(0) > 0, there exists a [−ε, 0] where µ(w) > 0. Note
also the minimal solution w˜(t) is unique by [18, Thm 1.2.7].
Choose a point b ∈ U−ε and integrate to get
∫ b
0 −
dw
µ(w) = τ .
Because µ(w) > 0 on [b, 0], we can set τ to the value of the
integral. Therefore this equation defines the solution where
w(τ) = b < 0.
Now consider the second condition, which follows from
[18, Thm 1.4.3]. Let Gt = [w(t), 0] \ Z . The integral of the
ODE is
∫
Gt
− dwµ(w) = t for −ε ≤ w(t) < 0. Since −1/µ(w)
is integrable on [−ε, 0] by assumption, the integral converges
and defines a family of solutions wc(t) satisfying{
wc(t) = 0 t ≤ c∫
Gt
− dwµ(w) = t− c t > c
(15)
for c ∈ R+ ∪ {∞}. Since µ(w) > 0 on Gt, taking c = 0
gives the minimal solution in which wc(t) < 0 for t > 0.
Case 1 and Case 2 are similar in vein to the standard
Lyapunov condition, as Lfh ≥ −µ(h) ≥ 0 on h ∈ [−ε, 0]
for some ε > 0. Case 3 considers the case when µ
changes sign infinitely often. Case 4 relaxes the usual locally
Lipschitz condition to a one-sided nonintegrability condition
to handle a more general class of comparison functions.
Uniqueness functions have also appeared in the literature
as a means for establishing invariance [19]–[21]. Essentially,
g is a uniqueness function if any continuously differentiable
η(t) satisfying η(0) = 0 and η˙(t) = g(η(t)) for all t must
necessarily be the unique solution η(t) ≡ 0 [7]. It can be
seen that all continuous uniqueness functions are minimal
functions, but µ(w) = −w
2
3 is an example of a minimal
function that is not a uniqueness function. In this way,
the definition of minimal functions captures the essential
philosophy of barrier functions: invariance is certified by
the nonexistence of solutions to the comparison system in
(2) that become strictly negative, and nonunique nonnegative
solutions are not relevant to establishing invariance.
But, if a minimal function is a priori known to induce
unique solutions, then only the condition that µ(0) ≤ 0 needs
to be checked. More specifically, it can be verified that all
locally Lipschitz minimal functions with µ(0) ≤ 0 do indeed
satisfy the hypotheses of Theorem 2.
Corollary 1. Any locally Lipschitz continuous function µL :
R→ R with µL(0) ≤ 0 satisfies the hypotheses of Theorem
2 and therefore is a minimal function.
Proof. Notice that if, for any ε > 0, there exists a positive
measure set P ⊂ [−ε, 0] where µL(w) ≤ 0 for all w ∈ P ,
then µL has to satisfy one of the cases 1–4 of Theorem 2
and is necessarily a minimal function. Thus, assume µL is
not a minimal function so that µL(0) = 0 and there exists a
constant a > 0 such that µL(w) > 0 a.e. for w ∈ [−a, 0].
Since µL is locally Lipschitz, there exists a neighborhood U
around 0 such that µL is Lipschitz on U . Choose 0 < k ≤ a
such that
[−k, 0] ⊂ [−a, 0] ∩ U. (16)
Since µL is Lipschitz on [−k, 0],
‖µL(w)‖ ≤ L‖w‖ (17)
for all w ≤ k for some Lipschitz constant L. Because µL >
0 a.e. on [−k, 0], it follows that 1/µL(w) > 1/(Lw) a.e.
on [−k, 0]. Then 1/µL(w) is not integrable since 1/(Lw) is
not integrable on any [−ε, 0] for ε ≤ k and µL then satisfies
Case 4 of Theorem 2. Therefore one of the cases of Theorem
2 must hold.
B. Examples
The following examples and anti-examples demonstrate
the utility of the proposed formulation of minimal barrier
functions. We begin with an anti-example that highlights the
importance of considering minimal solutions to differential
inequalities when constructing comparison systems.
Example 1. Consider x˙ = f(x) = −1 for x ∈ R and
let h(x) = x3. Take µ(w) = 3(w1/3)2. Then Lfh(x) =
−µ(h(x)) for all x ∈ R.
Although the function µ satisfies µ(0) ≤ 0, it is not locally
Lipschitz and Corollary 1 does not apply. Moreover, µ does
not satisfy any of the conditions of Theorem 2. Indeed, S =
R≥0 is not positively invariant on R.
Further, even though the comparison system w˙ = −µ(w)
with the initial condition w(0) = 0 has a solution w(t) ≡ 0,
it also has the minimal solution w˜(t) = −t3. Considering
x(t), the solution to x˙ = f(x) with x(0) = 0, we see that
h(x(t)) = w˜(t), i.e., the barrier function h evaluated along
solutions of the system x˙ = f(x) just match the minimal
solution of the comparison system.
The following example examines the case where the set S
has corners, but still can be verified using a minimal barrier
function.
Example 2. Consider the system
x˙1 = −ax1 + bx2 (18)
x˙2 = cx1 − dx2 (19)
where a, b, c, d ≥ 0. Let a barrier function be h(x) = x1x2
so that S is the union of the first and third quadrants of the
plane. Lfh(x) = −ax1x2+bx22+cx
2
1−dx1x2 ≥ −ax1x2−
dx1x2 = (−a−d)h(x) so that (12) is satisfied with µ(w) =
(a+ d)w and S is positively invariant.
In the next example, it is necessary to consider a non-
Lipschitz minimal function to establish forward invariance
with a given barrier function. Even though the vector field of
the system is Lipschitz, and the barrier function h is smooth,
the resulting dynamics for Lfh, as a function of h, may not
be Lipschitz.
Example 3. Consider x˙ = −|x| for x ∈ R and let
h(x) =
{
exp(−1/x) if x ≥ 0
− exp(1/x) if x < 0
(20)
so that S = {x : h(x) ≥ 0} = R≥0 is indeed invariant. Now
we calculate
Lfh(x) =
{
− exp(−1/x)/x if x ≥ 0
exp(1/x)/x if x < 0.
(21)
The function h is invertible with inverse
h−1(w) =
{
−1/ln(w) if 0 ≤ w < 1
1/ln(−w) if −1 < w < 0.
(22)
Define a minimal function candidate
µ(w) =
{
−w ln(w) if 0 ≤ w < 1
w ln(−w) if −1 < w < 0
(23)
and observe that Lfh(x) = −µ(h(x)). We check that µ is a
minimal function. Indeed, µ(h) is continuous with µ(0) = 0
and µ(h) > 0 over D \ {0}. Corresponding to Case 4 in
Theorem 2, we check that the improper integral∫ −a
0
−1/µ(w)dw = − ln(‖ ln(−w)‖)|−a0 (24)
diverges to ∞ for any a ∈ (0, 1). Therefore µ is a valid
minimal function. Observe that µ is not locally Lipschitz at
0. Indeed, it can be established that there exists no locally
Lipschitz minimal function satisfying (12) since any such
function must be lower bounded by µ constructed above and
be non-positive at the origin.
C. Comparing to Zeroing Barrier Functions
In this section, we compare MBFs to zeroing barrier
functions (ZBFs) in [22], which use extended class K func-
tions for the class of comparison functions, and is a major
inspiration for the work in this paper. A function α : R→ R
is extended class K if it is strictly increasing with α(0) = 0.
We remark that if α is an extended class K function, then −α
is a minimal function, as guaranteed by Case 2 in Theorem
2.
In [22], the development of ZBFs requires utilizing
Nagumo’s Theorem and therefore requires the assumption
that ∂h∂x does not degenerate to a zero vector on the boundary
of the set. By directly invoking a differential inequality, as in
Proposition 1, we can dispense with this assumption, which
is discussed further in Section III.
Moreover, it is not possible to simply restrict the ZBF to
be defined only on {x ∈ D : h(x) ≥ 0} = S. Indeed, this
contradicts the hypotheses in Theorem 1 that requires (12) to
hold for all x ∈ D, and ignoring this requirement can result
in the following scenario.
Example 4. Consider again Example 1, and take
α(w) =
{
3w2/3 if w ≥ 0
−3w2/3 if w < 0
(25)
so that Lfh(x) = −α(h(x)) for all x ∈ S, although notably
the equality does not hold for x ∈ R\S. and thus Theorem 1
is not applicable since it requires (12) to hold for all x ∈ D.
Notice that α is an extended class K function on R and
that −α is a minimal function. While it is tempting to use
w˙ = −α(w) as a comparison system with w(0) = h(x(0)),
we obtain the false conclusion that S is positively invariant.
A considerable benefit of using the more general class
of minimal functions over extended class K functions for a
comparison system is that using an extended class K function
necessitates that Lfh > 0 on D \ S. While this type of
robustness is sometimes desirable, it does not hold in general.
Example 5. Consider x˙ = x for x ∈ R and h(x) = x, with
the corresponding S = {x : x ≥ 0}. Therefore, Lfh(x) =
x = h(x). In particular, Lfh(x) < 0 whenever h(x) < 0,
and thus there does not exist an extended class K function
α satisfying Lfh(x) ≥ −α(h(x)) for all x ∈ R. However,
µ(w) = −w is a minimal function satisfying Lfh(x) ≥
−µ(h(x)) for all x ∈ R, thus proving invariance of S.
III. DISCUSSION ON REGULARITY
Arguably, the most common approach for establishing
positive invariance of a set S is to verify, in some appropriate
sense, that the velocity field of the system points inwards
to S at each point on the boundary of S. First formalized
by Nagumo in [4] and independently discovered by others,
there has since been a volume of work dedicated to making
this basic approach precise in various contexts, e.g. [21], [1],
[12]. We consider the important specialization of Nagumo’s
Theorem to the case where S = {x : h(x) ≥ 0} for a smooth
function h : D → R.
For a continuously differentiable function h : D → R for
an open set D ⊆ Rn, λ ∈ R is a regular value of h if
∂h
∂x (x) 6= 0 for all x ∈ {x ∈ D : h(x) = λ}.
We now recall a version of Nagumo’s Theorem, vital to
the construction of barrier functions in [9], [22], etc.
Proposition 2 ( [1, Sec 4.2.1]). Consider the system (1)
under the added condition that solutions are unique, and
a nonempty set S = {x ∈ D : h(x) ≥ 0} for some
continuously differentiable h : D → R. Further assume that
0 is a regular value of h. Then S is positively invariant if
and only if
Lfh(x) ≥ 0 (26)
for all x ∈ {x ∈ D : h(x) = 0}.
Proposition 2 provides a powerful result for establishing
invariance of S provided that 0 is a regular value of h. In
this case, we can equivalently state the condition in (26) as
Lfh(x) ≥ −φ(h(x)) ∀x ∈ D (27)
where φ : R→ R is any function with φ(0) ≤ 0. Notice that
0 being a regular value allows us to discount much of the
structure of µ defined for Theorem 2. However, as shown in
Theorem 3, under further mild conditions, the existence of
a locally Lipschitz comparison function is guaranteed.
We first provide a construction for a minimal function
given a candidate barrier function, provided one exists.
Lemma 1. Given a system of the form (1) and a candidate
barrier function h(x), let Γ : W → R be defined as
Γ(w) = inf
x:h(x)=w
Lfh(x) (28)
where W = {h(x) : x ∈ D} is the range of h. If there exists
some minimal function that satisfies condition (12), and if
Γ is continuous, then −Γ is also a minimal function that
satisfies condition (12).
Proof. Let µ be a minimal function satisfying (12) so that
µ(h(x)) ≥ −Lfh(x) ∀x ∈ D. It follows from the definition
of Γ that
µ(w) ≥ −Γ(w) (29)
for all w ∈ W . Since µ is a minimal function, µ satisfies
one of the cases in Theorem 2.
If, for every ε > 0, there exists a positive measure set
P ⊂ [−ε, 0] where µ(w) ≤ 0 for w ∈ P , then −Γ(w) ≤
µ(w) ≤ 0 on P and therefore −Γ has to satisfy one of the
cases 1–4 of Theorem 2 so that−Γ is a minimal function. We
can then consider the alternative condition that −Γ(w) and
µ(w) > 0 a.e. on [−k, 0] for some k. Because µ(h(x)) ≥
−Γ(h(x)) for all x ∈ D and Γ 6= 0 a.e., then it must be
that 1/µ(h(x)) ≤ −1/Γ(h(x)) a.e. Because 1/µ(h(x)) is
nonintegrable and positive a.e., −1/Γ(h(x)) is nonintegrable
as well. So −Γ must necessarily satisfy one of the cases if
there exists a minimal function that does.
Therefore, showing that −Γ(w) is a minimal function is
equivalent to the existence of a minimal function under the
assumption of continuity of Γ(w). Thus, we will only focus
our attention on Γ(w).
To analyze what conditions on the barrier function are
necessary for the continuity properties of Γ, we introduce
some tools from topology and optimization.
First we describe a generalized inverse of h(x) as a point-
to-set mapping h−1 : W ⇒ D, where h−1(w) = {x ∈
D : h(x) = w} and W ⊂ R is the range of h, i.e., W =
{h(x) : x ∈ D}. We use W ⇒ D in place of W → 2D for
ease of notation. The function Γ(w) can now be defined as
Γ(w) = inf{Lfh(x) : x ∈ h−1(w)}.
We now introduce some necessary definitions for h−1 to
be continuous as a point-to-set map:
• h−1 is lower semicontinuous (l.s.c) at w0 if for each
open set G s.t. G∩h−1(w0) 6= ∅, there exists a neigh-
borhood U(w0) s.t. w ∈ U(w0) =⇒ h−1(w)∩G 6= ∅
[23].
• h−1 is upper semicontinuous (u.s.c) at w0 if for each
open set G s.t. h−1(w0) ⊂ G, there exists a neighbor-
hood U(w0) s.t. w ∈ U(w0) =⇒ h−1(w) ⊂ G [23].
• h−1 is continuous at w0 if it is both upper and lower
semicontinuous at w0.
If h−1 always maps to a single point, then definitions of
lower and upper semicontinuity coincide with the standard
definitions of continuity for functions [23].
The next theorem gives the necessary conditions for a
locally Lipschitz minimal function to exist.
Theorem 3. Let h : D → R be a twice continuously
differentiable function, assume f in (1) is locally Lipschitz,
and suppose Λδ := {x ∈ D : −δ ≤ h(x) ≤ δ} is compact
for all δ ≥ 0. Further assume that 0 is a regular value of h.
Then there exists a locally Lipschitz function µL such that
µL(0) ≤ 0 and
Lfh(x) ≥ −µL(h(x)) ∀x ∈ D. (30)
Proof. Let ρ(x,A) = inf{‖x−y‖ : y ∈ A} denote the point-
to-set distance from x ∈ D to some set A ⊆ Rn. Because 0
is a regular value of h, Lyusternik’s Theorem [24] applies, so
that for all x ∈ h−1(0), there exists a neighborhoodN1(x) ⊂
R
n of x, a neighborhood N2(x) ⊂ R of 0, and a constant
K(x) > 0 such that
ρ(x′, h−1(w)) ≤ K(x)‖h(x′)− w‖ (31)
for all x′ ∈ N1(x) and all w ∈ N2(x).
Next, notice that
⋃
x∈h−1(0)N1(x) is an open cover of
h−1(0), and h−1(0) = Λ0 is assumed to be compact. By
compactness of h−1(0), there exists a finite subcover, i.e., a
finite set of points {xi}Ni=1 ⊂ h
−1(0) such that
h−1(0) ⊂
N⋃
i=1
N1(xi) =: C. (32)
It is shown in Proposition 6 that h−1 is u.s.c at 0 under the
assumptions of the theorem statement. By definition of upper
semicontinuity, since C is an open set that covers h−1(0),
there exists a neighborhood V of 0 such that
w ∈ V =⇒ h−1(w) ⊂ C. (33)
For some i ∈ {1, . . . , N}, there also exists a neighborhood
X of the point xi and a neighborhood W of 0 such that
the solution for h(x) = w exists for any w ∈ W and some
x ∈ X , due to 0 being a regular value [25]. Then, for all
w ∈W , h−1(w) is nonempty. Let
L1 = max
i∈{1,...,N}
K(xi) (34)
and let
U =
N⋂
i=1
N2(xi) ∩ V ∩W. (35)
Observe that U is a neighborhood of 0 since it is a finite
intersection of neighborhoods of 0. Therefore,
ρ(x′, h−1(w)) ≤ L1‖h(x
′)− w‖ (36)
for all x′ ∈ C and all w ∈ U .
Because f and ∂h∂x are locally Lipschitz, so is Lfh, and
thus Lfh is Lipschitz on some compact set Uc ⊃ U with
some Lipschitz constant L2. Now we show that Γ defined
in (28) is Lipschitz on U . Choose w1, w2 ∈ U . Now choose
x1 ∈ h−1(w1) such that Lf (x1) = Γ(w1). This is possible
since Lfh is continuous and h
−1(w1) ⊂ Λ‖w1‖ is compact,
so an extremal point exists. Next, choose x2 ∈ h−1(w2) such
that
‖x1 − x2‖ = ρ(x1, h
−1(w2)) (37)
which is also possible since h−1(w2) is also compact and
‖x1 − x2‖ is continuous in x2 for a fixed x1. Note that
Γ(w2)− Γ(w1) ≤ Lfh(x2)− Lfh(x1) (38)
≤ ‖Lfh(x2)− Lfh(x1)‖ (39)
≤ L2‖x1 − x2‖ (40)
≤ L2ρ(x1, h
−1(w2)) (41)
≤ L1L2‖h(x1)− w2‖ (42)
≤ L1L2‖w1 − w2‖. (43)
The inequality (38) holds from properties of inf and (40)
is due to Lfh being Lipschitz with a Lipschitz constant
L2 on Uc ⊃ U . Note that we previously chose x2 to give
the inequality in (41). Finally, since w1 and w2 are chosen
from U , we apply Lyusternik’s theorem for the inequality in
(42). A similar argument establishes that Γ(w1)− Γ(w2) ≤
L1L2‖w1 − w2‖ i.e,
‖Γ(w1)− Γ(w2)‖ ≤ L1L2‖w1 − w2‖, (44)
and thus Γ is Lipschitz on U with a Lipschitz constant L1L2.
Because Λδ is assumed to be compact for all δ ≥ 0 and
Lfh is continuous, Γ is bounded on [−δ, δ] for all δ ≥ 0
as well. Therefore, there exists a locally Lipschitz function
µL : R→ R such that µL(w) ≥ −Γ(w) for all w ∈W and,
for some neighborhood U ′ ⊂ U of 0, µL restricted to U ′ is
equal to Γ. Furthermore, Lfh(x) ≥ Γ(h(x)) ≥ −µL(h(x))
for all x ∈ D, so the barrier condition (12) is satisfied. Since
S is assumed to be invariant, Lfh(x) ≥ 0 for all x ∈ h−1(0),
so µL(0) = −Γ(0) ≤ 0. Therefore µL is locally Lipschitz
and µL(0) ≤ 0.
Ensuring smoothness properties of the comparison func-
tion is useful in generating constraint-based controllers,
which is further discussed in Section IV.
Moreover, we have the following immediate corollary.
Corollary 2. Given the assumptions in Theorem 3, S =
{x ∈ D : h(x) ≥ 0} is positively invariant if and only if h
is a minimal barrier function.
Proof. Sufficiency comes from Theorem 1, so we only show
the necessary direction that S being invariant implies that h
is a minimal barrier function. If the assumptions of Theorem
3 are satisfied and if S is invariant, there exists a µL such
that µL is locally Lipschitz with µL(0) ≤ 0 and Lfh(x) ≥
−µL(h(x)) for all x ∈ D. By Corollary 1, µL is a minimal
function and hence, h is a minimal barrier function.
Notice that no regularity assumption is made on h in
Theorem 1. Removal of this assumption is due to the
structural conditions on µ. On the other hand, Corollary 2
shows that essentially any candidate barrier function h with 0
a regular value and S being compact has a locally Lipschitz
comparison function. Therefore we can use Theorem 1
without loss of generality from Proposition 2 for compact
sets, and this allows for considering a significant class of
sets S that are not regular. For example, proving invariance
of points, cycles, or any other lower dimensional manifold
is possible with the theory of minimal barrier functions. In
such cases, 0 cannot be a regular value of the barrier function
h because the set S = {x : h(x) ≥ 0} has measure zero. In
addition, Examples 2 and 3 provide other cases that can be
considered with MBFs for which 0 is not a regular value.
IV. MINIMAL CONTROL BARRIER FUNCTIONS
A major benefit for using differential inequalities defined
over the whole domain rather than just a boundary-type
condition is that it is more amenable to controlled invariance.
In constraint-based control, it is desirable to have constraints
on the controller that are applied at every point on the domain
rather than just a condition on the boundary of S. If a
boundary-type condition is directly applied for controlled
invariance, the constraints are only active on a measure zero
set, which may introduce discontinuities in the controller and
render it sensitive to model and sensor noise.
Extensions of minimal barrier functions to control formu-
lations is direct. In this section, we instead consider a control
affine system of the form
x˙ = f(x) + g(x)k(x) (45)
with state x ∈ D, where D ⊆ Rn is assumed to be an open
set, a feedback controller k : D → Rm, and f : D → Rn and
g : D → Rn×m are both assumed to be continuous. We also
assume that k(x) ∈ U(x) for all x ∈ D, where U : D ⇒ Rm
is a point-to-set map defining state-based input constraints.
Point-to-set maps are denoted with ⇒ for ease of notation.
Further define U as the viable set of continuous controllers
U = {k continuous : k(x) ∈ U(x) ∀x ∈ D}. (46)
A practical way of representing U is through a set of q
inequalities
U(x) = {u ∈ Rm : ei(x, u) ≤ 0 i = 1, . . . , q} (47)
where ei(x, u) : D × Rm → R are scalar-valued functions
that define state based input constraints. We assume U can
be written in this form for the rest of the section.
We further assume ei(x, u) are strictly quasiconvex [26]
in u for a fixed x and continuous in both x and u. A strictly
quasiconvex function e : D → R satisfies
e(u1) < e(u2) =⇒ e(θu1 + (1− θ)u2) < e(u2) (48)
for θ ∈ (0, 1). We use strictly quasiconvex functions to
generalize linear input constraints in the form A(x)u  b(x)
to a certain class of convex input constraints.
A set S ⊆ D is positively controlled invariant if there
exists a continuous controller k within the possible class of
controllers U such that S is positively invariant with respect
to the closed loop system x˙ = f(x)+g(x)k(x) [1, Def 4.4].
We now state the corresponding definition of minimal
barrier functions for control affine systems.
Definition 3. For the control affine system in (45), a con-
tinuously differentiable function h : D → R is a minimal
control barrier function (MCBF) if there exists a minimal
function µ such that for all x ∈ D,
sup
u∈U(x)
[Lfh(x) + Lgh(x)u] ≥ −µ(h(x)) (49)
where Lfh(x) =
∂h
∂xf(x) and Lgh(x) =
∂h
∂xg(x) denote
corresponding Lie derivatives.
The set of viable controls is described by the point-to-set
map K : D ⇒ Rm given by
K(x) = {u ∈ U(x) : Lfh(x) + Lgh(x)u ≥ −µ(h(x))}.
(50)
Verification of the existence of controllers with certain
properties can be treated as a selection problem, which has
been extensively studied in topology [27]. Specifically, the
feedback controller k is a selection of K if k(x) ∈ K(x)
for all x ∈ D. Note that for a controller k to render the
set S invariant, it must necessarily be a selection from the
point-to-set map K .
Additionally, the controller k must come from the set of
continuous viable controllers U in order to guarantee exis-
tence of solutions for the closed loop system. Furthermore,
continuity of k is also necessary to apply the differential
inequality in Proposition 1 and to satisfy the proposed
definition of positive controlled invariance.
Theorem 4. Given the control affine system (45), consider
a nonempty S = {x ∈ D : h(x) ≥ 0} for some continuously
differentiable h : D → R. If h is a MCBF as in Definition 3
and there exists a continuous controller k ∈ U such that k
is a selection of K , then S is positively controlled invariant.
Proof. The proof is analogous to the proof of Theorem 1.
To guarantee existence of a continuous controller k, K
being nonempty is not sufficient, and additional conditions
on K must be assumed. The next theorem gives sufficient
conditions on the existence of a continuous controller k that
is a selection of K and therefore can be used to satisfy
Theorem 4 to render S positively invariant.
With U characterized as in (47), we also denote the strict
interior KI : D ⇒ Rm as
KI(x) = {u ∈ R
m : ei(x, u) < 0 i = 1, . . . , q,
Lfh(x) + Lgh(x)u > −µ(h(x))}.
(51)
where the input constraints are described with a strict in-
equality.
Proposition 3. Given U is defined as in (47), if KI(x) as
defined in (51) is nonempty for each x, then there exists a
continuous controller k that is a selection of K .
Proof. Define e0 : D × Rm → R according to
e0(x, u) = −Lfh(x)− Lgh(x)u − µ(h(x)). (52)
Notice that e0 is also continuous in x and u and strictly
quasiconvex in u for each fixed x. The viable control map
K defined in (50) can then be described as
K(x) = {u ∈ Rm : ei(x, u) ≤ 0 for all i = 0, . . . , q}.
(53)
Because KI(x) is assumed to be nonempty for each x, and
all ei are continuous and strictly quasiconvex in u for each
fixed x, the closure KI(x) = K(x) for all x ∈ D [26,
Lemma 5], [28], and therefore K is a l.s.c map [28, Thm
13]. Furthermore, since all ei are continuous in x and u and
strictly quasiconvex in u for each fixed x, it holds that K(x)
is a closed, convex set in Rm for all x ∈ D. Because K is
a l.s.c point-to-set map that maps to closed, convex subsets,
there exists a continuous controller k that is a selection of
K [29, 1.11 Thm 1].
Proposition 3 is based on the well known Michael’s
selection theorem [27]. Proposition 3 considers the converse
direction of Theorem 4, namely what conditions on h are
necessary for there to exist a controller to render S invariant.
Usually, a controller k is selected from K based on some
optimality criteria. A common approach for safety based
control is to first obtain a nominal controller knom : D →
R
m that is not verified for either guaranteeing invariance or
satisfying input constraints. The nominal controller is then
used within a quadratic optimization program (QP) in which
kˆ is selected from K , while minimizing the distance from
knom(x) at each x, that is,
kˆ(x) = argmin
u∈K(x)
‖u− knom(x)‖
2 (54)
Synthesizing controllers in this fashion can allow for
real-time control synthesis that satisfies both performance
objectives and safety constraints. For a review of applications
of this framework, see [22].
Properties of the controller kˆ can be analyzed as a selection
of K , and conditions on K can be formulated to guarantee
continuity of kˆ. In [30] and [31], Lipschitz continuity of
controllers for quadratic programs regarding a minimum
norm controller of knom ≡ 0 for all time was explored.
In [31], conditions for pointwise continuity were given, but
in this paper, we show continuity of the controller over the
whole domain.
The next theorem gives practical conditions on when the
quadratic program in (54) gives a continuous controller.
First we formulate conditions for a controller kˆ defined
below by a general nonlinear optimization program to be
continuous.
kˆ(x) = argmin
u∈K(x)
ℓ(u, knom(x)) (55)
where ℓ : Rm × Rm → R+ is some loss function.
Lemma 2. Consider kˆ defined by the optimization prob-
lem (55). If K defined in (50) is a continuous, nonempty
point-to-set-map, the nominal controller knom is continuous,
ℓ(u1, u2) is continuous in u1 and u2, and there exists a
unique minimizer u ∈ K(x) of ℓ(·, knom(x)) for each x ∈ D,
then the controller kˆ is continuous.
Proof. Since knom is a continuous function, it trivially in-
duces the continuous singleton point-to-set map k′nom(x) =
{knom(x)}. Since k′nom and K are continuous point-to-set
maps, the Cartesian product
K × k′nom : D ⇒ R
m × Rm (56)
is a continuous point-to-set map as well [23, Sec 6.4, Thm
4, 4’]. Define
V (x) = inf{ℓ(u1, u2) : (u1, u2) ∈ K(x)× k
′
nom(x)} (57)
and let the optimal selection function be
Φ(x) = {(u1, u2) ∈ K(x)× k
′
nom(x) : ℓ(u1, u2) = V (x)}.
(58)
By assumption of a unique minimizer u1 for a fixed u2 =
knom(x), Φ is a singleton point-to-set map. We show that
Φ is a u.s.c map. Since K × k′nom is a continuous point-to-
set map and ℓ is a continuous function, V is a continuous
function [23, Max Thm 4.2]. The point-to-set map
∆(x) = {(u1, u2) ∈ K(x)× k
′
nom(x) : (59)
V (x) − ℓ(u1, u2) ≤ 0}
is a closed point-to-set map, since V is continuous in x and
ℓ is continuous in u1 and u2 [28, Thm 10]. Notice that
Φ(x) = (K(x)× k′nom(x)) ∩∆(x). (60)
Because K is assumed to be continuous map and ∆ is a
closed map, Φ is an u.s.c map [23, Sec 6.1 Thm 7]. Since
Φ is an u.s.c singleton point-to-set map, it directly induces
a continuous function Φ′ defined by Φ(x) = {Φ′(x)} [23].
Take
kˆ(x) = (p ◦ Φ′)(x) (61)
where p is the projection function from (u1, u2) to u1. It
follows that the optimal controller kˆ is a continuous function
since Φ′ is continuous.
Now we can formulate more specific conditions for a
controller defined by a quadratic program as in (54).
Theorem 5. Given U is defined as in (47) with
⋃
x∈D U(x)
being compact and knom is continuous in x, if KI(x) as
defined in (51) is nonempty for each x, the controller kˆ
defined by the quadratic program in (54) is continuous.
Proof. It is shown in the proof of Proposition 3 that K is
an l.s.c point-to-set map that maps to convex sets in Rm.
As all ei are continuous, K is a closed mapping [28, Thm
10], and since K is assumed to map into the compact set⋃
x∈D U(x), K is u.s.c [23, Sec 6.1 Thm 7]. Therefore K
is a continuous point-to-set map. Since K maps to a convex
set and ℓ(u, knom(x)) =
∥∥u− knom(x)∥∥2 is strictly convex
in u for a fixed knom(x) for each x ∈ D, there exists at
most one solution to the quadratic program. Because K is a
continuous, nonempty point-to-set map, knom is continuous
in x, and ℓ is continuous in u1 and u2 and there is a unique
minimizer of ℓ(·, knom(x)) for each x ∈ D, by Lemma 2, kˆ
is a continuous controller that is a selection of K .
If our viable control set K(x) is compact and strictly
feasible everywhere, Theorem 5 ensures that the optimal
controller kˆ is continuous. Since kˆ(x) ∈ K(x) for all x ∈ D
as well, kˆ is applicable to Theorem 4, guaranteeing positive
invariance of S.
The next example verifies that a program with a quadratic
cost and linear constraints returns a continuous controller.
Example 6. Consider a system x˙ = u for the domain
D = (−1,∞), a barrier function h(x) = x, and a minimal
function µ(w) = w. Furthermore, let the input constraints be
a state-independent box constraint U(x) = {u ∈ R : −1 ≤
u ≤ 1} and the desired nominal controller be knom(x) ≡ 0.
Then we can define the following quadratic program to
generate an optimal controller
kˆ(x) = argmin
u∈Rm
∥∥u∥∥2
s.t. u ≥
−Lfh(x)− µ(h(x))
Lgh(x)
= −x
u ≥ −1
−u ≥ −1.
Solving for the explicit controller gives
kˆ(x) =
{
−x 0 ≥ x > −1
0 x ≥ 0
(62)
Notice all of the assumptions for Proposition 5 are satisfied,
and indeed the resulting controller k is continuous in x. We
also observe that there is no feasible solution on the interval
{x < −1}.
V. CONCLUSION
This paper presents minimal barrier functions, which stem
from scalar differential inequalities, to give the minimum
assumptions for utilizing a continuously differentiable bar-
rier function. We have characterized a class of comparison
systems viable for verifying invariance of sets defined via
a barrier function inequality and have proposed equivalent
computable conditions. By formulating necessary and suffi-
cient conditions for minimal barrier functions, the relation
to Nagumo’s theorem is also elucidated. We then directly
extend minimal barrier functions to control formulations and
propose relevant conditions for the existence of valid contin-
uous controllers. By characterizing this relationship with the
classical approach of verifying set invariance and rooting the
proposed formulation directly in differential inequalities, this
paper aims to provide a theoretical foundation for minimal
barrier functions. Possible extensions include generalizing
minimal barrier functions to hybrid systems.
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APPENDIX A
EXTENDING TO TIME-VARYING BARRIER FUNCTIONS
In this appendix, we extend the above results to nonau-
tonomous systems and/or nonautonomous barrier functions.
This is crucial when either the vector field of the system or
the set under inspection is a function of time. In this section,
we study the time varying system
x˙ = f(t, x) (63)
where f : [0,∞) × D → Rn is continuous in t and in
x. A solution x(t) is defined on a maximum time interval
I[x(·)] = [t0, τmax) such that x(t) ∈ D and (63) is satisfied
for t ∈ I[x(·)] with an initial condition x(t0) = x0 ∈ D for
t0 ≥ 0, and the solution cannot be extended for time beyond
τmax.
Consider S ⊆ [0,∞)×D so that St := {x ∈ D : (t, x) ∈
S} is nonempty for all t ≥ 0. S is positively invariant for
(63) if for all t0 ≥ 0 the condition x(t0) ∈ St0 implies all
corresponding solutions x(t) satisfy x(t) ∈ St for all t ∈
[t0, τmax) [1]. S is weakly positively invariant for (63) if for
all t0 ≥ 0 the condition x(t0) ∈ St0 implies the existence of
a solution x(t) that satisfies x(t) ∈ St for all t ∈ [t0, τmax).
We assume that S = {(t, x) ∈ [0,∞) × D : h(t, x) ≥ 0}
for a function h that is continuously differentiable in both
arguments.
Given a scalar initial value problem w˙ = g(t, w), w(t0) =
w0 with g : [0,∞) ×W → R continuous in t and w and
for open set W ⊆ R, t0 ≥ 0, and w0 ∈ W , solutions and
minimal solutions are defined analogously to the definitions
in Section II.
We slightly modify the definition of minimal barrier
functions for time varying formulations.
Definition 4. A continuous function µ : [0,∞) × R → R
is a time varying minimal function if any minimal solution
w˜(t) defined on t ∈ [t0, τ) to the initial value problem w˙ =
−µ(t, w), w(t0) = 0 satisfies w(t) ≥ 0 for all t ∈ [t0, τ) for
any t0 ∈ [0, τ).
A sufficient condition for time varying minimal functions
is that solutions to w˙ = −µ(t, w) are unique for any
initial conditions and that µ(t, 0) ≤ 0 ∀t ≥ 0. Finding
necessary and sufficient conditions analogous to Theorem
2 is challenging since separation of variables is not possible
to get an explicit integral expression.
The following definition parallels Definition 2 for the time
varying case.
Definition 5. For the system in (63), a continuously differ-
entiable function h : [0,∞) × D → R is a time varying
minimal barrier function (TMBF) if there exists a time
varying minimal function µ that satisfies
∂h
∂t
(t, x) + Lfh(t, x) ≥ −µ(t, h(t, x)) ∀(t, x) ∈ [0,∞)×D.
(64)
Theorem 6. Consider the system (63) and a nonempty S =
{(t, x) ∈ [0,∞) × D : h(t, x) ≥ 0} for some continuously
differentiable h : [0,∞) × D → R. If h is a TMBF as in
Definition 5, then S is positively invariant.
Proof. Analogous to the proof of Theorem 1.
Remark 1. Time varying systems and/or barrier functions can
also be handled by transforming to a time invariant system
by appending an indicator state θ˙ = 1 for time. Then it
is possible to apply the standard formulations of minimal
barrier function. However, for certain specifications, it is not
possible to find a time invariant minimal function and a time
varying minimal function is necessary.
The following examples illustrate scenarios in which a
time varying formulation is necessary. We first look at a
system with a time varying vector field and a time invariant
barrier function.
Example 7. Consider x˙ = f(t, x) = xt for x ∈ R and
let h(x) = x so that S = {x : x ≥ 0}. Along solutions,
Lfh(x) = xt = h(x)t. Take µ(t, w) = −wt so that
Lfh(x) = −µ(t, h(x)). The function µ is smooth in both
t and w, so w˙ = −µ(t, w) has unique solutions. Since
µ(t, 0) = 0, µ is a time varying minimal function, and h
is a time varying minimal barrier function by Theorem 6 so
that S is positively invariant.
It can be seen that a time invariant minimal function does
not exist for this system and barrier. For µ(w) to be a
minimal function, ∂h∂x (x)f(t, x) = xt ≥ −µ(h(x)) = −µ(x)
for all t ≥ 0 and all x ∈ R, but there does not exist a smooth
function µ satisfying wt ≥ −µ(w) for all t ≥ 0. Specifically,
the inequality does not hold for any w ∈ R−.
Now we consider a case where the barrier function is
time varying but the vector field is time invariant. These
formulations are important, for example, when considering
barrier functions as an approach to verify reachability [32].
Example 8. Consider x˙ = f(x) = x3 + x for x ∈ R and
let h(t, x) = e−tx − e−2t. At t = 0, S0 = {x : x ≥ 1},
and St increases to {x : x ≥ 0} as t → ∞. Along
solutions, Lfh(t, x) = e
−tx3 + 2e−2t = e−t(h(x)et +
e−t)3 + 2e−2t = h3e2t + 3h2 + 3he−2t + e−4t + 2e−2t.
Let µ(t, h) = −Lfh(t, x) where Lfh(t, x) is understood
to be a function of t and h as just computed. Then µ(t, h)
can be verified to be a valid minimal function. However, like
Example 7, no time-invariant minimal function exists for this
system and barrier function.
APPENDIX B
CONVERTING TO A LYAPUNOV FUNCTION
We now relate minimal barrier functions to (set based)
Lyapunov functions. Notice that the flow constraint in condi-
tion (12) is similar to the standard Lyapunov flow constraint.
And indeed, as h is a scalar function defining a positively
invariant set S, we can also utilize h to verify stability
properties of S as well.
First we recall some notions of stability for dealing with
general sets in A ⊂ Rn rather than just points. Let ρ(x,A) =
inf{‖y−x‖ : y ∈ A} denote the distance from x to a set A.
A closed, invariant set A ⊂ D is (uniformly) stable if
for any δ > 0, there exists ǫ > 0 such that for any
x0 that satisfies ρ(x0, A) < ǫ, the solution x(t) satisfies
ρ(x(t), A) < δ for t ∈ I[x(·)] [33, Def 1.6.1].
A set A ⊂ D is asymptotically stable if it is uniformly
stable and there exists a δ > 0 such that for all x0 with
ρ(x0, A) < δ, ρ(x(t), A) → 0 as t→∞ [33, Def 1.6.26].
The next theorem is similar to Proposition 1 in [34], but
is specific to minimal barrier functions and also considers
uniform stability of S.
A continuous function α : R+ → R+ is of class K if it is
strictly increasing and α(0) = 0.
Proposition 4. Let h be a minimal barrier function for (1)
and S = {x ∈ D : h(x) ≥ 0}. Assume there exists class K
functions α, β and a constant δ > 0 such that
− β(ρ(x,S)) ≤ h(x) ≤ −α(ρ(x,S)) ∀x ∈ Sδ \ S (65)
where Sδ = {x ∈ D : h(x) ≥ −δ}. If there exists a minimal
function µ for h such that (12) is satisfied and µ(w) ≤ 0 for
all −δ ≤ w < 0, then S is uniformly stable. Furthermore
if the system (1) is forward complete and µ(w) < 0 for all
−δ ≤ w < 0, then S is asymptotically stable.
Proof. Define a Lyapunov function candidate
Vh(x) =
{
0 if x ∈ S
−h(x) if x ∈ D \ S.
(66)
Notice that for all x ∈ Sδ ,
α(ρ(x,S)) ≤ Vh(x) ≤ β(ρ(x,S)). (67)
Additionally, since Vh(x) is continuous, Vh(x) is upper
bounded by β(ρ(x,S)), and for δ > 0, there exists γ > 0
such that the set
Sγ = {x ∈ D : ρ(x,S) < γ} (68)
is a subset of Sδ .
We first prove that Vh(x) satisfies the hypotheses of [33,
Corollary 1.7.5], namely, that Vh(x) is upper and lower
bounded by class K functions as in (67) over Sγ and that
Vh(x(t)) ≤ Vh(x0) for any x0 ∈ Sγ and all t ∈ I[x(·)],
which implies that S is uniformly stable. If x0 ∈ S, then
Vh(x(t)) = Vh(x0) = 0 for all t ∈ I[x(·)], as x(t) ∈ S
for all t ∈ I[x(·)], which is verified by h(x) being a
barrier function for S with the minimal function µ(w). If
x(t) ∈ Sγ \ S for all t ∈ I[x(·)], then Vh(x(t)) ≤ Vh(x0)
for all t ∈ I[x(·)] because
V˙h ≤ µ(−Vh) ≤ 0, (69)
where the first inequality holds since Vh = −h on Sγ \ S
and the second follows by hypothesis. Finally, if x(τ) ∈ S
at some time τ > 0, then Vh(x(t)) = 0 for all t > τ , so
Vh(x(t)) ≤ Vh(x0) for all t ∈ I[x(·)] as well. So for any
x0 in Sγ , Vh(x(t)) ≤ Vh(x0) for all t ∈ I[x(·)]. Therefore
Vh satisfies all the required hypotheses and S is uniformly
stable.
Second, under the further assumptions of the proposition
regarding asymptotic stability, we claim that Vh satisfies all
of the hypotheses of [33, Theorem 1.7.8], proving that S is
indeed asymptotically stable. In particular, these hypotheses
are that there exists an open invariant set B with Sγ ⊂ B,
where Sγ is as defined in (68) and γ > 0, such that: H1)
limt→∞ Vh(x(t)) = 0 for any x0 ∈ B; H2) Vh(x(t)) <
Vh(x0) for all t ≥ 0 and any x0 ∈ B \ S; H3) Vh(x) is
upper and lower bounded by class K functions as in (67)
over B.
We first claim S◦δ = {x ∈ D : h(x) > −δ} is an open
invariant set and observe that there exists a γ > 0 where
Sγ ⊂ S◦δ . By assumption, we have Lfh(x) ≥ −µ(h(x)) > 0
for x ∈ D such that −δ ≤ h(x) < 0. Invoking Case 1 in
Theorem 2 below, Sδ is invariant, and in fact, S◦δ is invariant
as well, due to the fact that Lfh(x) > 0 on h(x) ∈ [−δ, 0),
showing the claim.
If x0 ∈ S◦δ \ S, then Vh(x(t)) < Vh(x0) for all t > 0,
since
V˙h ≤ µ(−Vh) < 0, (70)
where the first inequality holds since Vh = −h on S◦δ \ S
and the second follows by hypothesis, and thus H2) holds.
Moreover, we claim that limt→∞ Vh(x(t)) = 0 for all
x ∈ S◦δ . If x0 ∈ S, then Vh(x(t)) = 0 for all t ≥ 0
because S is invariant. If x0 ∈ S◦δ \ S, using Proposition
1 with the comparison system w˙ = −µ(w) and the initial
condition w0 = h(x0), h(t) ≥ w˜(t), for the minimal
solution w˜(t). In addition, as the system (1) is assumed
to be forward complete, both solutions w˜(t) and h(x(t))
are defined for all t ≥ 0. Since w0 < 0 and µ(w) <
0 on [w0, 0), limt→∞ w˜(t) must be non-negative. Thus
limt→∞ h(x(t)) ≥ 0 and limt→∞ Vh(x(t)) = 0 as well and
H1) holds. Hypothesis H3) holds by the assumption (67),
and therefore Vh satisfies all the necessary hypotheses and
S is asymptotically stable.
Remark 2. Notice that if Sδ = {x ∈ D : 0 ≥ h(x) ≥ −δ} is
compact for some δ ≥ 0, the condition in (65) holds. This
is due to the fact that γ(w) = inf{x∈D:0≥h(x)≥−w} ρ(x,S)
is well defined for w ≤ δ, so there exists a class K function
that lower bounds γ(w), and similarly for the upper bound.
Remark 3. The explicit requirement of forward completeness
of solutions is only needed if S is not compact. If S is
compact, this necessarily means that there exists a δ > 0 such
that S◦δ is compact as well, since its assumed that h(x) <
−α(ρ(x,S)) outside of S. Because it can be shown that S◦δ
is invariant, the system (1) is automatically forward complete
in the domain S◦δ .
Intuitively, Lfh(x) ≥ 0 on h ∈ [−δ, 0] for δ ≥ 0
implies stability of the set S, and Lfh(x) > 0 implies
asymptotic stability. In the special case where S is a point,
we recover the classic Lyapunov condition from Proposition
4. Therefore, minimal barrier functions can be regarded as a
direct extension of Lyapunov functions.
APPENDIX C
COMPARISON BETWEEN BOUNDARY CONDITIONS
In this appendix, we recall a few versions of results from
Nagumo’s theorem and we then compare minimal barrier
functions with these alternative approaches.
The following result by Nagumo (and independently dis-
covered by Brezis) gives a tangent condition on the flow of
the system relative to the set S that is necessary and sufficient
for positive invariance.
Theorem 7 (Nagumo’s Theorem [6]). Given the system (1)
under the further condition that f(x) is locally Lipschitz,
consider a nonempty S ⊆ D assumed to be closed relative
to D. Then S is positively invariant if and only if
lim
ǫ↓0
ρ(x+ ǫf(x),S)
ǫ
= 0 for all x ∈ S (71)
where ρ(x,S) = inf{||y − x|| : y ∈ S} for x ∈ D.
Another condition which uses normal vectors instead of
tangent spaces is given below. A vector n is an outer normal
to S at x if n 6= 0 and if the closed ball with the center
x+n and radius ‖n‖ has exactly one point in common with
S which is x.
Proposition 5 ( [5]). Given the system (1) under the further
condition that f is locally Lipschitz, consider a nonempty
S ⊆ D assumed to be closed relative to D. Then S is
positively invariant if and only if
n · f(x) ≤ 0 ∀x ∈ S, ∀n ∈ N(x) (72)
where N(x) is the set of outer normal vectors to S at x.
In Theorem 7 and Proposition 5, it is assumed that the
vector fields are locally Lipschitz. Interestingly, uniqueness
functions are also used in [21], [8] to relax locally Lipschitz
assumptions for the flow of the system for unique solutions,
and in [20] to relax an inequality similar to (72).
Extensions of invariance results from the standard
Nagumo’s theorem usually relax three conditions, specifi-
cally a smoothness assumption of the boundary of S, a tan-
gent condition on the flow of the system at the boundary, and
a uniqueness assumption on the dynamics of the system (1)
[21]. By adding a smoothness condition for differentiability
of the minimal barrier function, a comparison argument can
be utilized to relax some of the uniqueness assumptions for
the resulting comparison system.
APPENDIX D
CONTINUOUS COMPARISON FUNCTIONS
In this appendix, conditions for a continuous comparison
function are outlined. In other words, we are interested in
showing when there exists a φ such that
Lfh(x) ≥ −φ(h(x)) (73)
and φ(0) ≤ 0 and φ is continuous. This is important when
defining a constraint based controller, where it is desired that
the resulting controller defined by an optimization program
is continuous. See section IV for further details.
Proposition 6. Let h : D → R be a continuously differen-
tiable function. If 0 is a regular value of h and Λ := {x ∈
D : −δ ≤ h(x) ≤ δ} is compact for all δ ≥ 0, then there
exists a continuous function φ such that φ(0) ≤ 0 and
Lfh(x) ≥ −φ(h(x)) ∀x ∈ D (74)
Proof. We first claim that h−1 is a continuous point-to-set
map on some open set U containing 0. LetW = {h(x) : x ∈
D} and S = {x ∈ D : h(x) ≥ 0}. Define two point-to-set
maps h+, h− : W ⇒ D according to
h+(w) = {x ∈ D : −h(x) + w ≤ 0}, (75)
h−(w) = {x ∈ D : h(x) − w ≤ 0}, (76)
and observe that h−1(w) = h+(w) ∩ h−(w) for all w ∈W .
Because 0 is assumed to be a regular value of h and ∂S is
nonempty, h+(w) and h−(w) are both nonempty for all w
in some neighborhood V of 0. The functions −h(x)+w and
h(x)−w are both continuous on W ×D, so h+ and h− are
closed on V [28, Thm 10], and so is h−1 due to [23, 6.1
Thm 5]. Since h−1(w) is assumed to map into the compact
set Λ for w ∈ [−δ, δ], h−1(w) is also u.s.c on V ∩ [−δ, δ]
[23, 6.1 Corollary to Thm 7].
Because 0 is a regular value of h and h is continuously
differentiable, ∂h∂x is constant rank in a neighborhood N (x)
of each x ∈ h−1(0). Defining G =
⋃
x∈h−1(0)N (x) gives
an open cover of h−1(0) ⊂ G and since h−1 was shown
to be u.s.c at 0, there exists a neighborhood V ′ of 0 where
h−1(w) ⊂ G for w ∈ V ′ by definition of u.s.c. Therefore
for any w ∈ V ′, w is a regular value of h. Now define
h+I (w) = {x ∈ D : −h(x) + w < 0}, (77)
h−I (w) = {x ∈ D : h(x) − w < 0}. (78)
We now show h+I (w) ⊇ h
+(w) for all w ∈ V ′. Let w ∈
V ′ and let x∗ ∈ h+(w). If h(x∗) > w, then by definition,
x∗ ∈ h+I (w). If h(x
∗) = w and w ∈ V ′, then w is a regular
value of h and there exists a direction d ∈ Rn satisfying
∂h
∂x (x
∗)d > 0. Let
F (a) = h(x∗ + ad) (79)
and notice that F is continuous, so lima→0+ F (a) = w and
for a > 0 sufficiently close to 0, F (a) > w. Therefore, x∗ is
a limit point of h+I (w), and thus x
∗ ∈ h+I (w). A symmetric
argument implies h−I (w) ⊇ h
−(w) for all w ∈ V ′. Then,
since −h(x)+w and h(x)−w are both continuous onW×D,
h+I (w) ⊇ h
+(w), and h−I (w) ⊇ h
−(w), it holds that h+
and h− are both l.s.c on V ′ [28, Thm 13]. Because h+ and
h− are l.s.c, h+I (w) and h
−
I (w) are nonempty on V , and
h−1(w) is assumed to be compact for w ∈ [−δ, δ], h is a
l.s.c. point-to-set map on V ∩V ′∩ [−δ, δ] [35, Thm 3], [26].
Finally, we have h−1 is both u.s.c and l.s.c on any open set
U ⊂ V ∩ V ′ ∩ [−δ, δ] and is therefore continuous on U .
Now we prove Γ is continuous on U . Since h is assumed
to be continuously differentiable, and f in (1) is assumed
to be continuous, Lfh is also continuous. Because h
−1 is
a continuous point-to-set map on U , and Lfh is continuous
everywhere,
Γ(w) = − sup{−Lfh(x) : x ∈ h
−1(w)} (80)
is continuous on U [28, Thm 7].
Because Λδ is assumed to be compact for all δ ≥ 0 and
Lfh is continuous, Γ is bounded on [−δ, δ] for all δ ≥ 0
as well. Therefore, there exists a continuous function φ :
R → R such that −φ(w) ≤ Γ(w) for all w ∈ W and, for
some neighborhood U ′ ⊂ U of 0, φ restricted to U ′ is equal
to Γ. Furthermore, Lfh(x) ≥ Γ(h(x)) ≥ −φ(h(x)) for all
x ∈ D. Since S is assumed to be invariant, Lfh(x) ≥ 0
for all x ∈ h−1(0), so −φ(0) = Γ(0) ≥ 0. Therefore φ is
continuous and φ(0) ≤ 0.
