Abstract-An air vehicle detects a target at some position using its own sensor hut delays attack. While the target is detected the air vehicle takes several looks at the target in order to classify it. Once the classification of the target is done the same air vehicle or another vehicle attacks it. During the process of classification the target has moved from its initial location. Since the target has moved away where should the UAVs look for it? This is a prediction and a search problem. Prediction uses the past information and search looks for the target in the predicted locations. As time increases the diNerence between prediction and search becomes blurrier. Therefore the research objective now becomes more challenging. We need to explore innovative modeling and estimation techniques that result in more robust estimation and more robustness to model uncertainties. We can rely on terrain based state prediction to determine the likelihood of the new target position, hut the probability density function (pdl) of the target position will propagate, as the target moves. The propagation of the pdf for the target position can he nonlinear, non-Gaussian, and terrain dependent. The effects of such terrains are captured by something called Hospitahility maps. A hospitahility map provides a likelihood or a "weight" for each point on the terrain's surface for the target to move and maneuver at that location. We introduce the idea of a time varying Hospitability map by making the vehicles searching for the targets part of it.
. .
gins with the formulation of our research problem, followed by development of mathematical model to study the distribution of probability density function using Fokker Planck 0226 . k a n c h a e c m o t e s .udayton. edu information (similar to the Kalman filter technique) and the search looks for thc target in the predicted locations. As time increases the difference between prediction and search becomes blurrier. Therefore the research objective now becomes more challenging. We need to design and explore innovative modeling techniques that use both prediction and search simultaneously or alternately.
Because the time separation between two looks may be significant, traditional prediction simply based on historic kinematic information will not work. The target kinematics information kdiluted quickly as the radius of the possible target location, starting at the first look increases. However, the previous kinematics at least provides a center location for the possihk target location.
One possible. approach is to rely on terrain based state prediction to determine the likelihood of the new target position. 
Process
We assume that the sensor of the UAV returns nothing other than the position of the target and hence we cannot make any aisumptions of its velocity and heading. The hest we can do is model the target movement as a diffusion process in all directions following a Wiener process. Consider first the one dimensional case in which the target is moving only in one direction (we shall later extend the discussion to the two dimensional case) where we have
where dx is the white Brownian motion process dt is the time increment and N(0,l) ia a normally distributed random variable. Let p ( x , t ) represent the probability density of the target at time t . Once a UAV detects a target this information can be obtained. With this information in mind we can depict the evolution of p(x, t ) with time as a result of random motion of the target. The equation of change in
where P ( A x , At) is the probability that the target will move a distance Ax in time At. Expanding the above integral using a Taylor series we get
Since P is a probability density function we have
since it is an average jump, and the variance over a time interval At is 1 Az'P(Ax, At)dAz = 02At
Similarly
Combining the above result we obtain a p
at 2 a x 2 This is correct to order At so by letting this interval become small we conclude that the density obeys the equation 
B. Solution of Fokker-Plunck Equation
This section is mainly concerned with the solution of the Fokker-Planck equation (4). One way of finding the solution to such differential equations is using a finite difference approximation. In this process the continuous time and solving for P i , j , k + l we get
The above solution is valid for the rectangular region 0 < 3: < a and 0 < y < b and also under the assumption that the initial probability density is known.
C. Hospitability Maps as Measurement
Once the propagation of probability density function for the target location is done we apply the hospitablity map (Hmap) at every time instance to constrain the pdf propagation to the regions of higher hospitability, This is done by the following update equation
(7)
where the "-' * is used to denote the not yet updated pdf and "+" is used to denote the updated pdf, c is a normalizing constant and H;,j is the ith, j t h cell of the hospitability map. This updated pdf is used in the propagating to the next time instance.
Iv. H-MAPS WHEN APPLIED TO PPP SEARCH ALGORITHM

A. The PPP Search Algorithm
In this section we apply the H-maps concept developed to the Past Present and Predicted Future (PPP) search algorithm described in [la]. To briefly summarize, the PPP search algorithm is a cooperative search method via surrogate optimization. Surrogate optimization [14], [I51 is a non-gradient-based nonlinear programming method that optimizes a function that serves as a surrogate for the objective function (the actual function to minimize). In short, the PPP method assumes that there exists a potential like filed where, to each target corresponds a Gaussian peak. If we call this field M , the method perfonns maximization by letting M he the objective function in the context of surrogate optimization. In this manner, the surrogate M that is formed based on the UAV sensor information is an approximation of the real map M , where finding each peak then corresponds to finding the static targets. 
B. H-maps Applied to PPP Algorithm
Consider a simple case of an H-map as shown in Figure  I . The square region represents the search area of the networked UAVs. The red color region on this square area represents a road network present in the search area. If a mobile target is found any where in th,is search area, we assume the only possible way it can take during its motion is the red color region. The important issues to be discussed here are the sensor information given by the UAV on the H-maps and when is this method applicable.
For convenience, we concentrate on discrete time models within a two-dimensional plane, since the setup fits nicely within the simulation environment. We assume whatever constraints exist for vehicles to be not dynamic, but rather kinematic in favor of focusing on high-level mechanisms originating from the group of vehicles. We will assume there are m vehicles and that the ith one obeys a discrete time kinematic model given by Assume that the networked UAV has prior information of the target location and the geographical conditions existing near the target, in particular the H-maps, through a global positioning satellite or another vehicle. Let the search area be a n x n rectangular map with four UAVs placed at four comers of the rectangle prior to the search'. The target environment can be modeled as a two dimensional plane, the upper right quadrant of a Cartesian coordinate system with axis (z1,zZ).We assume to have two types of prior information about the target, in order to handle the static and mobile cases separately. We may set up a Gaussian profile map which is known to all vehicles to represent static targets. The Gaussian profile encodes the possible target locations 2: = [zkl, zi2]T, i = 1 , . . . ,n offered by the prior information as centers of Gaussian peaks where we assume to know the number n of the static targets, . .
(9)
We encode the uncertainty of the prior information with the peak width U,, and the distance of the real (but unknown) target position of the center of the peak in terms of vi.
Furthermore, we can intentionally encode the priority level of each target as the height q of each peak. Thereby, we expect the vehicles to find the most important target first and the whole search performance should coincide with the uncertainty level about the prior information. All the vehicles are provided with sensors which sample a real target map Mt(zl,zz) (Figure 2 target. In addition we assume there is only one mobile target initially located somewhere in the area of high hospitability, and we assume to have probabilistic information about this target in the form of a probability density function. Such information could be easily obtained by, e.g., assuming that initially the target locations normally distributed, with the variance equal to the sensor uncertainty and the mean set to the location of the most recent target sighting. We discretize not only the vehicle's movement, but also the proposed map as shown in Figure 2 (a). We will let the vehicles move from cell to cell (i.e., the center of one cell to another) rather than move along a smooth curve, and therefore we will start with the assumption that all vehicles move with constant speed and in discrete time index. Also we assume that maximum tum angles are f135 degrees, i.e., fo, becomes a saturation function. location it does not find the target there since it has moved. It then searches at the highest probable point in the H-map During its search the UAV senses for the mobile target, and if not found it reduces the H-map to e at that instance, and then resets to its previous value as it continues searching. This process of searching for the highest probability point continues until target is found.
As stated earlier the UAVs have a priori information of the initial target location in the form of the pdf M p d . In Figure 4 a UAVl is assigned the task of tracking and killing the moving target. Figure 4 shows the path taken (13) where e is a small value but not equal to zero. In this manner, the H-map changes with time by making the UAV location into regions of low hospitability. This allows us to correctly propagate Mpd and keep its integrity as a pdf. More importantly, regions visited by UAV do not remain with a zero probability of the mobile target being there forever. Instead, this probability increases after the UAVs move else where.
V. SIMULATION RESULTS
Assume that a target is located at the middle of the junction shown in Figure 1 a) . The experimental set up contains four UAVs initially placed at the comer of the rectangular search map. Figure 3 shows the propagation of probability density function and the zeroing of the pdf at time T = 20, 40, 60 and T = 80 seconds.
The propagation of the pdf is along the Hospitability map (shown in Figure 1 ) as expected. The spread of the probability density function is similar to the prediction that a human being could make, but in an automated manner. by the UAVs. AAer a time interval of 28 seconds one of the UAVs in this case UAV, reaches the initial position of the target but could not find it there. Rather than searching through the entire map it starts searching only within the region where the target has the capability to move. This is shown in Figure 4 . The other three UAV's are in so-called drive search [20] mode and continuously searching for static targets. This behavior seems to be very natural and sensible from a human point of view. However, the UAV must be able to do it autonomously.
---Monte Carlo simulations were run for different numbers , of UAVs in so called converging mode [20] , for different physical parameters and complexity of H-maps. These results are compared with exhaustive search where we assume to have n = 0 static targets in order to specifically assess the methods goodness in finding mobile targets. The simulation was run for the road map shown in Figure l(b) with the target placed at the junction of the roadway. In each test a target is placed randomly at this intersection, and the target moves in a random direction but the motion is continuous. The first column in Table explains The working of this scenario can be explained as follows.
With the target initial location known, the nearest UAV to the target, reaches the target. During its motion if the UAV enters the H-map region it restrict its search only in this region and at the same time if a target is not found it reduces the H-map to 6 at that instance, thereby lowering the probability of finding the target there. This generalization can be valid since we are considering that the target moves at a much smaller velocity when compared to the UAV, It is assumed the target moves at one tenth the velocity of the UAV. Once it reaches the presumed target initial [SI S. Ganapathy and K. M. Passino, "Agreement strategies for cooperative control of uninhabited autonomous vehicles:' in Pmc. American 
