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In this paper, we investigate the uniqueness problems of difference polynomials of
meromorphic functions that share a value or a fixed point. We also obtain several results
concerning the shifts ofmeromorphic functions and the sufficient conditions for periodicity
which improve some recent results in Heittokangas et al. (2009) [10] and Liu (2009) [11].
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1. Introduction
A function f (z) is called meromorphic if it is analytic in the complex plane C except at possible isolated poles. If no poles
occur, then f (z) reduces to an entire function. In what follows, we assume that the reader is familiar with the basic results
and notation of Nevanlinna theory [1,2].
We say that twomeromorphic functions f (z) and g(z) share a small function a(z) IM (ignoringmultiplicities) when f −a
and g − a have the same zeros. If f − a and g − a have the same zeros with the same multiplicities, then we say that f
and g share a CM (counting multiplicities). We denote by Np
(
r, 1f−a
)
the counting function of the zeros of f − a, where an
m-fold zero is countedm times ifm ≤ p and p times ifm > p. We use σ(f ) to denote the order of a meromorphic function
f (z). Denote by S(f ) the family of all meromorphic functions a(z) that satisfy T (r, a) = o(T (r, f )), where r →∞ outside a
possible exceptional set of finite logarithmic measure. For convenience, we set Sˆ(f ) := S(f ) ∪ {∞}.
Let f (z) be a transcendental meromorphic function, n be a positive integer. Many authors have investigated the value
distributions of f nf ′. In 1959, Hayman [3] proved that f nf ′ takes every non-zero complex value infinitely often if n ≥ 3. The
case n = 2 was settled by Mues [4] in 1979. Bergweiler and Eremenko [5] showed that ff ′ − 1 has infinitely many zeros.
Laine and Yang [6, Theorem 2] investigated, corresponding to the above results, the value distribution of difference
products of entire functions, and obtained the following result.
Theorem A. Let f be a transcendental entire function of finite order, and c be a non-zero complex constant. Then, for n ≥
2, f n(z)f (z + c) assumes every non-zero value a ∈ C infinitely often.
Recently, Liu and Yang [7, Theorem 1.2] improved Theorem A and obtained the next result.
Theorem B. Let f be a transcendental entire function of finite order, and c be a non-zero complex constant. Then, for n ≥
2, f n(z)f (z + c)− p(z) has infinitely many zeros, where p(z) is a non-zero polynomial.
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As regards the uniqueness problems for entire functions, Fang and Hua [8] and also Yang and Hua [9] obtained some results.
One of them can be stated as follows.
Theorem C. Let f and g be non-constant entire functions, and let n ≥ 6 be an integer. If f nf ′ and gng ′ share 1 CM, then either
f (z) = c1ecz, g(z) = c2e−cz , where c1, c2 and c are constants satisfying (c1c2)n+1c2 = −1, or f = tg for a constant t such that
tn+1 = 1.
In this paper, we consider the uniqueness problems concerning the difference polynomials of entire functions, and obtain the
following results.
Theorem 1.1. Let f and g be transcendental entire functions of finite order, and c be a non-zero complex constant; let n ≥ 6 be
an integer. If f nf (z + c) and gng(z + c) share z CM, then f = t1g for a constant t1 that satisfies tn+11 = 1.
Theorem 1.2. Let f and g be transcendental entire functions of finite order, and c be a non-zero complex constant; let n ≥ 6 be
an integer. If f nf (z + c) and gng(z + c) share 1 CM, then fg = t2 or f = t3g for some constants t2 and t3 that satisfy tn+12 = 1
and tn+13 = 1.
Remark. Let f (z) = ez, g(z) = e−z . It is easy to verify that f nf (z + c) and gng(z + c) share 1 CM for any positive integer n
and constant c. This implies that the former case of Theorem 1.2 may occur.
Recently, Heittokangas et al. [10] investigated the periodicity of meromorphic functions that share three small periodic
functions with their shifts and obtained many results. Some improvements can be found in [11]. Here, we just recall the
following two results.
Theorem D ([10, Theorem 7]). Let f be a transcendental meromorphic function of finite order, let c ∈ C, and let a1, a2, a3 ∈ Sˆ(f )
be three distinct periodic functions with period c. If f (z) and f (z + c) share a3 CM, and if
lim sup
r→∞
N2
(
r, 1f−a1
)
+ N2
(
r, 1f−a2
)
T (r, f )
<
1
2
,
then f (z) = f (z + c) or f (z) = f (z + 2c) for all z ∈ C.
Theorem E ([10, Theorem 8]). Let f be a transcendental meromorphic function of finite order, c ∈ C, and let a1, a2, a3 ∈ Sˆ(f )
be three distinct periodic functions with period c. If f (z) and f (z + c) share a3 IM, and if
N
(
r,
1
f − a1
)
+ N
(
r,
1
f − a2
)
= S(r, f ),
then f (z) = f (z + c) or f (z) = f (z + 2c) for all z ∈ C.
In this paper, we will continue to improve the conditions of the above two theorems and obtain the following results.
Theorem 1.3. Let f be a transcendental meromorphic function of finite order, c ∈ C, and let a1, a2, a3 ∈ Sˆ(f ) be three distinct
periodic functions with period c. If f (z) and f (z + c) share a3 IM, and if one of the following conditions is satisfied:
(i) N
(
r,
1
f − a1
)
+ N
(
r,
1
f − a2
)
<
1
8
T (r, f ), (1.1)
(ii) N2
(
r,
1
f − a1
)
+ N2
(
r,
1
f − a2
)
<
1
6
T (r, f ), (1.2)
then f (z) = f (z + c) or f (z) = f (z + 2c) for all z ∈ C.
Corollary 1. Let f be a transcendental meromorphic function of finite order, c ∈ C, and let a1, a2, a3 ∈ Sˆ(f ) be three distinct
periodic functions with period c. If f (z) and f (z + c) share a3 IM, and if
N
(
r,
1
f − a1
)
+ N
(
r,
1
f − a2
)
<
1
6
T (r, f ), (1.3)
then f (z) = f (z + c) for all z ∈ C.
In [10], Heittokangas et al. also obtained an analogue of the Brück conjecture [12], which can be stated as follows.
Theorem F. Let f be a meromorphic function of order σ(f ) < 2, and let c ∈ C. If f (z) and f (z + c) share the values a ∈ C and
∞ CM, then
f (z + c)− a
f (z)− a = τ
for a non-zero constant τ .
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We also consider a problem related to the above theorem, and have the following results.
Theorem 1.4. Let f be a non-constantmeromorphic function of finite order, n ≥ 7 be an integer, and let F = f n. If F and F(z+c)
share a(z) ∈ S(f ) \ {0} and∞CM, then f (z) = ωf (z + c), for a constant ω that satisfies ωn = 1.
Corollary 2. Let f be a non-constant entire function of finite order and n ≥ 5 be an integer, and let F = f n. If F and F(z + c)
share a(z) ∈ S(f ) \ {0} CM, then f (z) = ωf (z + c), for a constant ω such that ωn = 1.
2. Some lemmas
Before proceeding to the actual proofs, we recall a few lemmas that play an important role in the reasoning. The first of
these lemmas is a difference analogue of the logarithmic derivative lemma, given by Halburd and Korhonen [13, Corollary
2.2] and Chiang and Feng [14, Corollary 2.6] independently. Making use of [15, Lemma 2.1], we have T (r + |c|, f ) =
(1 + o(1))T (r, f ) for all r outside of a possible exceptional set with finite logarithmic measure, provided that f is of finite
order. This implies [16, Theorem 2.1], which can be stated as follows.
Lemma 2.1. Let f be a non-constant meromorphic function of finite order, and c ∈ C, δ < 1. Then
m
(
r,
f (z + c)
f (z)
)
+m
(
r,
f (z)
f (z + c)
)
= o
(
T (r, f )
rδ
)
= S(r, f ),
where S(r, f ) = o(T (r, f )) for all r outside of a possible exceptional set E∗ with finite logarithmic measure.
Lemma 2.2 ([17, Theorem 1.56]). Let fj (j = 1, 2, 3) be meromorphic functions that satisfy
3∑
j=1
fj(z) ≡ 1.
If f1 is not a constant, and
3∑
j=1
N2
(
r,
1
fj
)
+
3∑
j=1
N(r, fj) < (λ+ o(1))T (r), r ∈ I∗,
where 0 ≤ λ < 1 and T (r) = max1≤j≤3{T (r, fj)}, and I∗ has infinite linear measure, then either f2(z) ≡ 1 or f3(z) ≡ 1.
Lemma 2.3 ([14, Theorem 2.1]). Let f be a meromorphic function of finite order σ(f ) and let c be a fixed non-zero complex
number. Then for any ε > 0, we have
T (r, f (z + c)) = T (r, f (z))+ O(rσ(f )−1+ε)+ O(log r).
Lemma 2.4 ([18, Theorem 1]). Let f and g be two meromorphic functions. If f and g share 1 IM, and if
lim sup
r→∞
N∗(r, f )+ N∗(r, g)+ N∗
(
r, 1f
)
+ N∗
(
r, 1g
)
T (r, f )+ T (r, g) < 1,
where N∗(r, f ) = 2N2(r, f )+ 3N(r, f ), then f = g or fg = 1.
The following lemma is essential in our proof, and is due to Heittokangas et al.; see [10, Theorems 6 and 7].
Lemma 2.5. Let f be a non-constant meromorphic function of finite order, and c ∈ C. Then
N
(
r,
1
f (z + c)
)
≤ N
(
r,
1
f (z)
)
+ S(r, f ), N(r, f (z + c)) ≤ N(r, f )+ S(r, f ),
N
(
r,
1
f (z + c)
)
≤ N
(
r,
1
f (z)
)
+ S(r, f ), N(r, f (z + c)) ≤ N(r, f )+ S(r, f ),
outside of a possible exceptional set E with finite logarithmic measure.
3. Proof of Theorems 1.1 and 1.2
Proof of Theorem 1.1. From the condition of Theorem 1.1, we have
f nf (z + c)− z
gng(z + c)− z = e
h(z), (3.1)
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where h(z) is a polynomial. Set
F1 = f
nf (z + c)
z
, F2 = −e
h(z)gng(z + c)
z
, F3 = eh(z),
T (r) = max
1≤j≤3
{T (r, Fj)}, S(r) = o(T (r)).
Then
F1 + F2 + F3 = 1. (3.2)
In the following, we will evaluate the counting functions of Fj (j = 1, 2, 3):
N2
(
r,
1
F1
)
≤ 2N
(
r,
1
f
)
+ N
(
r,
1
f (z + c)
)
≤ 2
n
(
nN
(
r,
1
f
)
+ N
(
r,
1
f (z + c)
))
+
(
1− 2
n
)
N
(
r,
1
f (z + c)
)
. (3.3)
By Lemma 2.5, we obtain
N
(
r,
1
f (z + c)
)
≤ N
(
r,
1
f
)
+ S(r, f ) ≤ 1
n
N
(
r,
1
f nf (z + c)
)
+ S(r, f ), (3.4)
outside of a possible exceptional set E of finite logarithmic measure.
N
(
r,
z
f nf (z + c)
)
= N
(
r,
1
f nf (z + c)
)
+ S(r, f )
= nN
(
r,
1
f
)
+ N
(
r,
1
f (z + c)
)
+ S(r, f ). (3.5)
Suppose that there exists an infinite logarithmic measure I such that
T
(
r,
z
f nf (z + c)
)
= o(T (r, f )), r ∈ I.
Then, by Lemma 2.3, we have
nT (r, f (z)) ≤ T (r, f (z))+ O(rσ(f )−1+ε)+ S(r, f (z)),
which contradicts the assumption n ≥ 6. So there exists a set E1 with finite logarithmic measure such that S(r, f )must be
S
(
r, zf nf (z+c)
)
, r 6∈ E1.
From (3.3)–(3.5), we have
N2
(
r,
1
F1
)
≤ 2
n
N
(
r,
z
f nf (z + c)
)
+
(
1− 2
n
)
1
n
N
(
r,
z
f nf (z + c)
)
+ S(r, f )
≤ 3n− 2
n2
N
(
r,
z
f nf (z + c)
)
+ S
(
r,
z
f nf (z + c)
)
≤ 3n− 2
n2
T (r)+ S(r), r 6∈ E ∪ E1. (3.6)
By the same reasoning, we obtain
N2
(
r,
1
F2
)
≤ 3n− 2
n2
T (r)+ S(r), r 6∈ E ∪ E2, (3.7)
where E2 is a set with finite logarithmic measure. It is obvious that F1 is not a constant. Since n ≥ 6, we obtain
3∑
j=1
N2
(
r,
1
Fj
)
+
3∑
j=1
N(r, Fj) ≤ 89T (r)+ S(r), r 6∈ E∗∗,
where E∗∗ is a set with finite logarithmic measure. From Lemma 2.2, we know that F2 = 1 or F3 = 1.
Case 1. If F2 = 1, then we obtain from (3.1) and (3.2) that
f nf (z + c)
z
+ eh(z) = 0. (3.8)
Since n ≥ 6, from (3.8) we know that Case 1 cannot occur.
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Case 2. If F3 = 1, from (3.2), we have
f nf (z + c) = gng(z + c).
Set f (z)/g(z) = G(z); then we have
G(z)n = 1
G(z + c) . (3.9)
If G is non-constant, then by Lemma 2.3 and (3.9), we have
nT (r,G) ≤ T (r,G)+ O(rσ1−1+ε)+ S(r,G),
where σ(G) = σ1 is a finite value, which contradicts the assumption that n ≥ 6. Thus G(z) = t1 for a constant t1. From (3.9),
we have f = t1g and tn+11 = 1. This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. By arguments similar to those of the proof of Theorem 1.1, we have
f nf (z + c)gng(z + c) = 1 or f nf (z + c) = gng(z + c). (3.10)
Set H(z) = f (z)g(z). By a reasoning similar to that mentioned at the end of the proof of Theorem 1.1, we know that H(z)
must be a constant. From (3.10), we obtain the conclusions of Theorem 1.2.
4. Proof of Theorem 1.3
Case 1. Suppose that N
(
r, 1f−a1
)
+ N
(
r, 1f−a2
)
< 18T (r, f ). Suppose that a1, a2, a3 ∈ S(f ). Define
g(z) = f (z)− a1(z)
f (z)− a2(z)
a3(z)− a2(z)
a3(z)− a1(z) .
Then
g(z + c) = f (z + c)− a1(z)
f (z + c)− a2(z)
a3(z)− a2(z)
a3(z)− a1(z) ,
and
T (r, f ) = T (r, g)+ S(r, g).
We know from (1.1) that
N
(
r,
1
g
)
+ N(r, g) < 1
8
T (r, g)+ S(r, g). (4.1)
Noting that
N∗(r, g) = 2N2(r, g)+ 3N(r, g),
we have
N∗(r, g)+ N∗
(
r,
1
g
)
≤ 7
(
N
(
r,
1
g
)
+ N(r, g)
)
<
7
8
T (r, g)+ S(r, g). (4.2)
Assume that g(z0) = 1; then either f (z0) = a3 or f (z0) = ∞. In the former case, since f (z) and f (z + c) share a3 IM, we
have g(z0+ c) = 1; in the latter case, we conclude that a1(z0) = a2(z0), and hence g(z0+ c) = 1. Similarly, if g(z0+ c) = 1,
then g(z0) = 1. Therefore, g(z) and g(z + c) share 1 IM. By the second fundamental theorem and (4.1), we have
T (r, g) ≤ N(r, g)+ N
(
r,
1
g
)
+ N
(
r,
1
g − 1
)
+ S(r, g)
<
1
8
T (r, g)+ N
(
r,
1
g(z + c)− 1
)
+ S(r, g). (4.3)
Thus
T (r, g) <
8
7
T (r, g(z + c))+ S(r, g). (4.4)
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By Lemma 2.5 and (4.1), we get
N
(
r,
1
g(z + c)
)
+ N(r, g(z + c)) ≤ N(r, g)+ N
(
r,
1
g
)
+ S(r, g)
<
1
8
T (r, g)+ S(r, g), r 6∈ E. (4.5)
Hence,
N∗(r, g(z + c))+ N∗
(
r,
1
g(z + c)
)
≤ 7
(
N
(
r,
1
g(z + c)
)
+ N(r, g(z + c))
)
<
7
8
T (r, g)+ S(r, g), r 6∈ E. (4.6)
From (4.2) and (4.4)–(4.6), we have
N∗(r, g)+ N∗
(
r,
1
g
)
+ N∗
(
r,
1
g(z + c)
)
+ N∗
(
r,
1
g(z + c)
)
<
14
8
T (r, g)+ S(r, g),
and
T (r, g)+ T (r, g(z + c)) >
(
1+ 7
8
)
T (r, g)+ S(r, g), r 6∈ E.
By Lemma 2.4, we know that g(z) = g(z + c) or g(z)g(z + c) = 1. The latter possibility yields g(z) = g(z + 2c). Therefore,
we obtain f (z) = f (z + c) or f (z) = f (z + 2c).
It remains to consider the case where one of aj (j = 1, 2, 3) is infinite. Without loss of generality, we suppose that
a1 = ∞, while a2(z), a3(z) ∈ S(f ). Take d ∈ C \ {a2(z), a3(z)} and define h(z) := 1f (z)−d , b2 := 1a2(z)−d and b3 := 1a3(z)−d .
Then b2(z), b3(z) ∈ S(f ) are two distinct periodic functions with period c . Hence h(z) and h(z + c) share b3 IM and satisfy
that
N
(
r,
1
h− b2
)
+ N
(
r,
1
h
)
<
1
8
T (r, h).
Using the arguments above, we obtain h(z) = h(z+ c) or h(z) = h(z+2c), which implies that the assertion of Theorem 1.3
follows. This completes the proof of Case 1.
Case 2. Suppose that N2
(
r, 1f−a1
)
+N2
(
r, 1f−a2
)
< 16T (r, f ). Using an argument similar to that mentioned in Case 1, we
have
N2(r, g)+ N2
(
r,
1
g
)
<
1
6
T (r, g)+ S(r, g), (4.7)
N∗(r, g)+ N∗
(
r,
1
g
)
≤ 5
(
N2(r, g)+ N2
(
r,
1
g
))
<
5
6
T (r, g)+ S(r, g) (4.8)
and
N∗(r, g(z + c))+ N∗
(
r,
1
g(z + c)
)
≤ 5
(
N2
(
r,
1
g(z + c)
)
+ N2(r, g(z + c))
)
. (4.9)
By the same arguments as were used for Case 1, we obtain f (z) = f (z+ c) or f (z) = f (z+ 2c). The proof of Theorem 1.3
is completed.
Proof of Corollary 1. Under the condition (2) of Theorem 1.3, we have g(z) = g(z + c) or g(z)g(z + c) = 1, where g is
defined in the proof of Theorem 1.3. If g(z)g(z + c) = 1, then g(z)2 = g(z)g(z+c) . From Lemma 2.1, we get m(r, g) = S(r, g).
Therefore, we know from (1.3) that
2T (r, g) = 2N(r, g)+ S(r, g)
≤ 2N
(
r,
1
f − a1
)
+ 2N
(
r,
1
f − a2
)
+ S(r, g)
≤ 1
3
T (r, g)+ S(r, g). (4.10)
This is a contradiction. Thus, the latter case cannot hold, and we must have g(z + c) = g(z), that is, f (z + c) = f (z).
Corollary 1 follows.
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5. Proof of Theorem 1.4
Since F(z) and F(z + c) share a(z) and∞ CM, we obtain that
F(z)− a(z)
F(z + c)− a(z) = φ(z), (5.1)
where φ(z) = eα(z), α(z) is a polynomial. From (5.1) we have
F(z)
a(z)
+ φ(z)− φ(z)F(z + c)
a(z)
≡ 1. (5.2)
Set F1(z) = F(z)a(z) , F2(z) = φ(z), F3(z) = −φ(z) F(z+c)a(z) . Then
F1 + F2 + F3 = 1,
and
T (r) = max
1≤j≤3
{T (r, Fj)}, S(r) = o(T (r)).
From (5.1) and the condition of Theorem 1.4, then
N(r, F1) = N(r, f )+ S(r, f ), N
(
r,
1
F1
)
= N
(
r,
1
f
)
+ S(r, f ), (5.3)
N(r, F2) = N
(
r,
1
F2
)
= 0. (5.4)
By Lemma 2.5, we get
N(r, F3) = N(r, F(z + c))+ S(r, f ) ≤ N(r, F)+ S(r, f ) = N(r, f )+ S(r, f ),
N
(
r,
1
F3
)
= N
(
r,
1
F(z + c)
)
+ S(r, f ) ≤ N
(
r,
1
F
)
+ S(r, f ) = N
(
r,
1
f
)
+ S(r, f ), r 6∈ E. (5.5)
From (5.3)–(5.5), we have
3∑
j=1
N2
(
r,
1
Fj
)
+
3∑
j=1
N(r, Fj) ≤ 2N
(
r,
1
F1
)
+ 2N
(
r,
1
F3
)
+ 2N(r, f )+ S(r, f )
≤ 4N
(
r,
1
f
)
+ 2N(r, f ) ≤ 6T (r, f )+ S(r, f )
≤ 6
n
T (r)+ S(r), r 6∈ E. (5.6)
Noticing that n ≥ 7, we get from Lemma 2.2 that F2 = 1 or F3 = 1. Next we consider two cases.
Case 1. F2 = 1. Then from (5.1), we have F(z) = F(z + c), that is, f (z)n = f (z + c)n, so we have f (z) = ωf (z + c), for a
constant ω with ωn = 1.
Case 2. F3 = 1. Then
F(z + c) = − a(z)
φ(z)
. (5.7)
From (5.1), we have
F(z) = −a(z)φ(z). (5.8)
From (5.7) and (5.8), we know that
F(z)F(z + c) = a(z)2 and N
(
r,
1
F(z + c)
)
= S(r, f ).
From F(z)F(z + c) = a(z)2, then F(z)2 = a(z)2F(z)F(z+c) . From Lemma 2.2, we getm(r, F) = S(r, f ). Therefore
2T (r, F) = 2T (r, f n) = N
(
r,
F(z)
F(z + c)
)
+ S(r, f ) = S(r, f ),
and this is a contradiction. The proof of Theorem 1.4 is completed.
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