We make several improvements on time lower bounds for concrete problems in NP and PH. 
Introduction
In this paper, we study the power of indirect diagonalization to give class separations and lower bounds on explicit problems in NP and the polynomial hierarchy, deriving several improvements on existing lower bounds and some brand new bounds as well.
Put bluntly, a separation by "indirect diagonalization" is a proof-by-contradiction simulation. Suppose we wish to show C D, for classes C and D. An indirect diagonalization argument begins by assuming C ⊆ D. If sufficiently strong, this assumption allows us to derive a sequence of new complexity class inclusions. After some iterations, the new inclusions become so wonderful that they are not only unlikely but are also provably impossible, contradicting a known separation, e.g., a time hierarchy theorem.
One limitation to this sort of attack is that, at present, there are not too many known class separations to begin with, so a number of strong assumptions are sometimes necessary to reach a contradiction. The major goal of our work is to investigate how one might circumvent this difficulty, by employing a host of known class separations in some sophisticated way. Loosely speaking, one family of prior lower bound approaches for nondeterministic time (in general, alternating time) is of the following kind:
1. Assume (for contradiction) that for some k ≥ 1, Σ k TIME[n] is in class D whose languages are characterized by some deterministic machine model running in time n c .
2. Prove that D-machines in time t can be "sped up" to lie in Σ TIME[t 1−ε ] for some ε > 0 and some ≥ k.
3. Prove using (1) that a sufficiently large number of the alternations in the sped-up computation of (2) can be "removed", at the cost of a small "slowdown" in time (the slowdown will be exponential in c). (2) sufficiently exceeds the amount of slowdown in (3), conclude a contradiction to some known time hierarchy theorem.
If the amount of speedup in
Introduced in a paper by Kannan [10] , this proof strategy has been quite successful, leading to a number of lower bounds on nondeterminism and alternation in several machine models [12, 6, 9, 7, 18] . Here, we propose a strategy that, given an assumption like (1) , inductively derives a countably infinite number of inclusions to obtain a contradiction, where each successive inclusion uses all of the (finitely many) previous ones.
To illustrate, in the RAM lower bounds we suppose that NTIME[n] ⊆ DTISP[n c , n o(1) ] for some c ∈ (1, 2) and in turn we derive an inclusion of the form
where f 2 is a function of c. If f 2 (c) < 1, then the inclusion contradicts a known separation (cf. Theorem 2 in the following section). Otherwise, we may assume this inclusion as well. 1 We use this inclusion to derive
, where f 3 (c) < f 2 (c) for appropriate c. Again if f 3 (c) < 1 we would be done, otherwise we proceed to get an inclusion for Σ 4 TIME[n], Σ 5 TIME[n], etc. Our construction and choice of c will ensure that the sequence f 2 (c), f 3 (c), f 4 (c), . . . is monotonically decreasing, and eventually drops below 1. Moreover, the c such that the sequence drops below 1 will be larger than the lower bound exponents previously obtained, cf. Table 1 .
The most dramatic improvements occur with higher levels of the polynomial hierarchy: for example, with Σ 2 -SAT the lower bound goes from n 2 time to n 2.761 . Note 1.6616 2 ≈ 2.761; in fact, the exponent in the Σ 2 -SAT lower bound for deterministic RAMs is exactly the square root of the exponent in the bound for co-nondeterministic RAMs. Similarly, the exponent in the lower bound for Σ 2 -SAT on deterministic off-line machines is the square of the exponent for SAT.
Preliminaries

Notation and the model
We will often use ε here and there to denote (as is standard) a non-zero quantity that is sufficiently small for the current context. As is typical with most such works, we implicitly assume floors and ceilings are applied to fractions wherever appropriate.
We assume familiarity with basic notions such as alternation [2] , and classes specifying resource bounds such as DTIME[t], NTIME[t], SPACE[s], DTISP[t] (simultaneous deterministic time and space), and Σ k TIME[t] and Π k TIME[t] (time with k alternations; Σ denotes starting in an existential state, whereas Π-machines start in a universal state). Our default machine model will be random access Turing machines. When we specify a class without further qualification, we will be referring to classes defined with respect to this model. By "random access Turing machine", we mean Turing machines with a read-only input tape, a full-access work tape, and two write-only index tapes (one for input, one for work). To access the ith cell of the input or work tape, one writes i to the respective index tape; hence an arbitrary access of a tape with t cells takes O(log t) time. After the ith cell is accessed, the respective index tape is reset to blanks.
A word of apology to the precise reader: we will say "k alternations" to refer to the k quantifier blocks of an alternating machine in Σ k or Π k , which really only alternate k − 1 times from one quantifier mode to another.
Existing tools
We will use the fact that satisfiability of Boolean formulas (specified in conjunctive normal form) is complete under very tight reductions for a small complexity class. Define NQL := c≥0 NTIME[n(log n) c ] = NTIME[n · poly(log n)]. Hence NQL means "nondeterministic quasilinear time". This theorem has a corollary significant for our purposes. Let DTIME[t] in the following be characterized by some deterministic machine model running in time O(t), for which the machines have random access to the input.
Theorem 1 (FOLLOWS
That is, if one can show NTIME[n] is not doable in t time, then one can name an explicit problem (SAT) not in t time, modulo polylogarithmic factors. Thus our proofs will attempt to establish that NTIME[n] is not in some deterministic class with time bound n 1+ε , implying that SAT is not solvable in n 1+ε−o(1) time with respect to that class.
Furthermore, as observed by Van Melkebeek and Raz, the results of this work apply to any problem Π such that SAT reduces to Π under highly efficient reductions. Examples of such problems include Vertex Cover, Independent Set, Travelling Salesman, 3-SAT, and MAX-2-SAT. (The typical reductions from SAT to these problems use gadgets, where there is an explicit and simple correspondence between each clause of the original formula and each gadget of the reduced instance.) Table 1 . Time lower bounds of this paper. Of course, for RAMs, the given bounds hold assuming at most n o(1) worktape is used. The previous bounds are in parentheses. Each of them either appear in [7] (the RAM bounds), [13] (the TM bounds), or can be derived from that work.
Model of computation
Corollary 2 (CF. VAN MELKEBEEK AND RAZ [13] ) Our lower bounds apply to any problem Π such that SAT reduces to Π under reductions computable in n 1+o (1) time, where any particular bit of the reduction is computable in n o (1) time.
We will also use some well-known separation results. The following uses the fact that a random-access machine using k alternations in time t can be simulated by a twotape machine using k alternations in time O(t), found in Chandra and Stockmeyer's original conference paper on alternation [3] .
We call it the "No Complementary Speedup" Theorem, as it intuitively says that a bounded-alternation machine cannot be sped-up by a "complementary" machine with the same number of alternations. Another useful proposition says we can reduce alternations in a computation while slightly increasing the time, provided a close time relationship exists between smaller alternation classes.
Lemma 1 (ALTERNATIONS FOR TIME LEMMA) Let d > 1 be rational, k and be non-negative integers with k > , and let t(n) ≥ n be time constructible.
Proof. Let M be a Σ k machine with O(t) runtime. W.l.o.g., for each i ∈ [k] we may assume that the state of M immediately prior to the ith alternation (switch between modes) is a special state q i . On an input x, consider the set S of nodes in M (x)'s configuration tree just before the k − th alternation occurs. (Note we can easily recognize membership in S at runtime, by the assumption.) By the hypothesis of the theorem, we can replace each -alternation computation subtree starting at a node of S with an -alternation computation tree that begins with the opposite quantifier. The input to the nodes of S (the current configuration) is of size O(t), and the original runtime of a computation subtree rooted at such a node was O(t). Hence by the hypothesis, each new computation subtree takes O(t d ) time, and our replacement reduces the number of alternations overall by 1.
The following simulation lemma will also be used, the proof of which we defer to the appendix.
Lemma 2 (FORTNOW AND VAN MELKEBEEK [7] , THE-OREM 5.1) For every natural number k ≥ 2, and time constructible t and space constructible s,
Intuition
It should be helpful for us to first make a few high-level remarks on how our method works. If nondeterministic time t can be simulated in deterministic time t c , then it is straightforward that Σ k time t is simulated in Σ k−1 time t c . The fundamental observation behind our results is that, if we further assume nondeterministic time t can be efficiently simulated by deterministic time t c in space t o(1) , this not only implies that Σ k time t can be efficiently simulated in Σ k−1 but also that the simulation time is faster than t c , if c is sufficiently small. Moreover, as k increases, the implied simulation gets faster. For a concrete example of this, Lipton and Viglas showed NTIME[n] DTISP[n √ 2−ε , n o(1) ], by employing a chain of reasoning akin to the following: assume not, then by the machinery presented in the previous section,
2 (Note that our development in later sections will simply drop the o(1) terms from derivations to keep things clean.) What if c ≥ √ 2? Then the resulting derivation
is not yet a contradiction, but it is at the very least a lemma that
+o (1) ].
An inductive approach naturally arises: derive increasingly better Π k simulations of Σ k using the previous simulations obtained, and take c to be the largest constant that still im-
for some k. This particular attack turns out to yield better lower bounds than previous approaches, as we will see throughout the paper.
New lower bound for SAT and related NPcomplete sets
Initiated in work of Fortnow [6] in 1997, an intriguing thread of lower bound research has opened up, with roots going back to Kannan [11] , which essentially seeks to prove a "poor man's" version of L = NP (or even,
. More precisely, while it is well-known that L = NP is equivalent to NTIME[n] DTISP[n k , log n] for all k ≥ 1, proving such a large lower bound on nondeterministic linear time (and therefore, SAT) appears quite difficult and still out of reach.
Nevertheless, it is still interesting to ask what we can prove about the matter-to find the largest k for which the separation provably holds. Of course, when one starts to consider fixed time bounds, the model of computation becomes a possible issue. We use the robust random access Turing machine model discussed in Section 2.1, which is time-equivalent to other random access models within polylogarithmic factors.
Lipton and Viglas [9] found a method employing alternation and a variation on the technique in Savitch's theorem to obtain the lower bound
By Corollary 1, this implies Satisfiability cannot be solved in n √ 2−ε time and sublinear (i.e. n o(1) ) space, for all ε > 0. The best lower bound known prior to our work was n φ−ε time and n o(1) space by Fortnow and Van Melkebeek [7] in 2000, where φ ≈ 1.618 is the golden ratio. We shall employ tools developed in that and previous work with an inductive argument to improve the lower bound to n 1.6616... . This inductive strategy is strictly different from (in a sense, orthogonal to) one used by Fortnow and Van Melkebeek. We then use a second inductive argument similar to Fortnow and Van Melkebeek's to boost this bound to n 1.7327 , which is slightly larger than n Note these exponents were derived using numerical computation. We do not yet know closed-form expressions for them, and our experience of trying to obtain one suggests that an explicit formula for these constants are beyond our current analytical understanding. Namely, it appears that any attempt to characterize the constants in an interesting way requires the use of polylogarithm functions (those of the form
, which are infamously difficult to compute exactly.
First SAT Lower Bound
We begin by showing the n 1.6616 lower bound. To ensure that our method is fully elucidated to the reader, our application of it will be more detailed here than in subsequent sections. Before we begin the proof of the theorem, let us first observe some properties of the f function.
Theorem 3 For every k ≥ 2 and rational c such that
c < f (k), NTIME[n] DTISP[n c , n o(1) ].
Corollary 3 Satisfiability is not solvable by deterministic random access machines using
Lemma 3 f (k) is monotone increasing and converges to a value greater than 1.6616.
Proof of Lemma 3. As
is evident that f (k) is monotone increasing. Observe that
As this sum converges, thus f (k) converges. Computation of f (12) suffices to show f (k) > 1.6616.
Proof of Theorem 3. By induction. Let k be the smallest integer such that c < f(k ). We first prove the theorem when k = 2. Assume for contradiction that
for rational c > 1. Define an expression e(k) in terms of c inductively:
e(i) .
Inclusion ( * ) implies
where the last inclusion follows from Lemma 2.
, then e(2) < 1, inclusion ( * * ) contradicts the "No Complementary Speedup" Theorem, and this would conclude the base case. Otherwise, observe that c ≥ 2 1/2 implies e(2) ≥ 1. In fact,
Claim 1 For all i, e(i) ≥ 1 ⇐⇒ c ≥ f (i).
Proof of Claim 1. First, we claim e(i) = 
by definition of c i−1 . Hence
. Therefore,
From the proof of the above claim it follows that, for a fixed c, e(i) strictly decreases as i increases. Given Claim 1 and our choice of k , we have that k is the smallest integer such that e(k ) < 1. Therefore, e(i) ≥ 1 for all i ≤ k − 1, and we may assume the following induction hypothesis.
Induction Hypothesis: Assume for all
We now prove the theorem for k . The alternations-fortime lemma (Lemma 1) and induction hypothesis imply that Σ TIME[n] ⊆ Σ −1 TIME[n e( −1) ] for ∈ {2, . . . , k − 1}. We therefore have by padding (which is possible since each e(i) ≥ 1)
But we also have
where the penultimate inclusion follows from Lemma 2, and the last inclusion follows by definition of e(k). As c < f(k ), Claim 1 implies e(k ) < 1, therefore the above contradicts the "No Complementary Speedup" Theorem. This finishes the proof of Theorem 3.
The mechanics of the above proof also demonstrate a new time-space tradeoff for SAT.
Corollary 4 If SAT is in DTISP[t, s] then ts
For example, SAT is not in n 
From n
1.661 to n
1.732
In the above, the DTISP[t,
] inclusion is unconditional, whereas all other derived inclusions actually depend on the assumption
Here we show how to use this assumption to get DTISP[n c , n (1) ] for some ε > 0. This allows us to push the SAT lower bound above n √ 3 .
Lemma 4 Let
Proof. By induction on k. The k = 1 case is trivial since
. By padding and the inductive hypothesis (note d k ≥ 2 for all k) we have
] where we only guess O(n) bits (i.e. n 1−o(1) configurations) in the universal quantifier:
The second and third lines of the above corresponds to an NTIME computation that takes an input of length O(n) (the input x plus the list of configurations) and runs in n d k /c+o(1) time. Hence it can be replaced with a Π 2 n 1+o(1) -time computation, i.e. it is equivalent to
for some deterministic linear time relation R and constant c > 0.
(Note ε must satisfy If we apply the above to our inductive argument from before, we see an interesting result: instead of having LiptonViglas' n √ 2 lower bound as a base case, we now have something resembling Fortnow-Van Melkebeek's n φ lower bound as a base case, with φ being the golden ratio. In particular, we know that if
2 ≥ c/(c − 1) and Corollary 5 implies
Employing an analogous argument as before and omitting o(1) factors, we have
etc.
Claim 2
The exponent e k derived for
.
Proof. By induction on k.
We can simplify the expression to get
. Now,
< 1 if and only if .
A straightforward application of the methods of Tourlakis [18] further yields a lower bound on non-uniform machines for SAT (we employ the usual notation of C/f (n) to denote class C augmented with advice strings of length f (n) on inputs of length n). We omit the details.
Solving tautologies with nondeterminism
A similar lower bound improvement can be derived for solving Boolean tautologies and related problems with nondeterministic time and small space. The best lower bound prior to ours was n 1.324 time with n o(1) space [7] .
Theorem 5 For every k ≥ 2 and rational c such that c < 1.337, coNTIME[n] NTISP[n c , n o(1) ].
As with Lemma 2, one can show that for k ≥ 2, The above method makes it also possible to strengthen time lower bounds for a type of Turing machine that is a hybrid between a random access machine and a one-tape machine. The model has:
• an input tape that is read-only, random access,
• a small storage of n o(1) bits that is read-write, random access, and
• an unbounded one-dimensional tape that is read-write with sequential (two-way) access.
It is important to observe that lower bounds on these machines are not as straightforward as one might think, e.g. these machines can recognize palindromes in linear time and logarithmic space. 3 Previously, an n √ 3/2−ε ≈ n
1.22
time lower bound for SAT was provable for this machine model, using a simulation due to Maass and Schorr [12] (independently re-discovered recently by Van Melkebeek and Raz [13] ). An n 4 √ 3/2−ε ≈ n 1.1 bound proved by Kannan [10] in 1983 for a more restricted machine model can be easily seen to hold for the above as well. Our improvement pushes the lower bound to greater than n 5/4 . Letting DTIME 1 [t] denote the relevant time class for the aforementioned machine model, the lower bound is the following.
Proof. Our main tool is another simulation lemma, found in the work of Van Melkebeek and Raz.
Lemma 5 (VAN MELKEBEEK AND RAZ [13] )
Now we prove the theorem: suppose NTIME(n) ⊆ DTIME 1 Simplifying as in previous cases, one can derive the recurrence for e to be e(1) = c, e(k + 1) = k+1 k · 2k−1
2k+1 · e(k) 2 . Let c k ∈ (1, 2) be such that e(k) = 1 when c = c k . As k → ∞, c k > 1.2684, so the theorem follows.
To complete the rest of Table 1 for this machine model, we simply observe that the same analysis holds, except that the "base case" for e changes. For example, the proof of the lower bound for Σ 2 TIME[n] results in the expression e(2) = 2 , yielding a n 
Lower bounds for bounded nondeterminism
In the remainder of the paper, we investigate how indirect diagonalization ideas using alternation can be further extended to prove lower bounds on bounded nondeterministic computation. Define NTIBI[t(n), b(n)] to be the class of languages recognized by t(n) time (the TI) random access Turing machines that use at most b(n) nondeterministic bits (the BI). More precisely, when given an input x, a characteristic machine for this class guesses b(|x|) bits on a special tape and then runs deterministically for t(|x|) time using the input tape, the special tape, and some number of worktapes. 4 We prove the separation: 
