In Sabot and Tarrès (2015) , the authors have explicitly computed the integral
1 Introduction: the Sabot -Tarrès -Zeng integral.
Let us describe the integral appearing in Sabot and Tarrès (2015) . Let W = (w ij ) 1≤i,j≤n be a symmetric matrix such that w ii = 0 for all i = 1, . . . , n and such that w ij ≥ 0 for i = j. For x = (x 1 , . . . , x n ) ∈ R n define the matrix M x = 2 diag(x 1 , . . . , x n ) − W. For instance if n = 3 we have Denote by C W the set of x ∈ R n such that M x is positive definite. It is easy to see that C W is an open non empty unbounded convex set. This is not a cone in general. Frequently we consider the undirected graph G with set of vertices {1, . . . , n} and with set of edges E = {{i, j} ; w ij > 0} and we speak of the graph G associated to W.
The Sabot-Tarrès-Zeng integral is, for y 1 , . . . , y n > 0
Sabot and Tarrès (2015) give a probabilistic proof of this remarkable result. Another proof is in Sabot, Tarrès and Zeng (2016), based on the Cholesky decomposition. This integral leads naturally to consideration of laws on R n that we call ST Z n distributions with densities proportional to e − x,y (det M x ) −1/2 1 CW (x). In the present paper we derive, using a different approach than the two methods mentioned above, a more general integral GST Z n in Theorem 2.2. In particular, we give a new proof of (1) . This integral GST Z n enables us to create a new set (called the GST Z n family) of distributions on R n which is stable by marginalization and, up to a translation, stable by conditioning. The bibliography concerning the appearance of the ST Z n and GST Z n laws in probability theory is already very rich and we suggest to look at Sabot and Zeng (2017) and Disertori, Merkl and Rolles (2017) for many references. An unpublished observation of 2015 of the first author has been used and reproved in these two publications and some facts of the present paper can be found in them. However, we use here only elementary methods to get our results.
Let us recall that in literature, the generalized inverse Gaussian distributions G(a, b, q) are one dimensional laws with density proportional to e 
Its density is proportional to for s > −a 2 . A less known case -but the important one for the present paper-is for q = 1/2 with the reciprocal inverse Gaussian distribution. A random variable X with a reciprocal inverse Gaussian distribution RIG(a, b) = G(a, b, 1/2) has Laplace transform
for s > −a 2 , with mean ab+1 2a 2 , with variance ab+2 4a 4 and with density proportional to
This law is considered for instance in Barndorff-Nielsen and Koudou (1998). Also GST Z n distribution has some properties which are multivariate versions of properties known for the univariate RIG law. These are reasons for attaching the name multivariate (n-dimensional) RIG to GST Z n distributions. A particular case of the family GST Z 2 appears in Barndorff-Nielsen, Blaesild and Seshadri (1992) under the name of RIG. The family ST Z 2 appears in Barndorff-Nielsen and Rysberg (2000). Section 2 proves and comments on the GST Z n integral, Section 3 gives some examples, Section 4 details the properties of the GST Z n laws. Section 5 mentions a striking consequence (Corollary 5.2) of the GST Z n integral:
Section 6 considers the particular case of the ST Z n integral when the graph G associated to W is a tree. We generalize the ST Z n integral by computing in this case
obtaining a new proof of a result of Massam and Weso lowski (2004) . Section 7 proves that the densities of the GST Z n distributions are continuous when G is connected.
2 The GST Z n integral
The integral and its various forms
It is useful to recall a classical formula, which is in fact the particular case n = 1 of Theorem 2.2 below and the starting point of an induction proof.
Lemma 2.1. If a > 0 and b ≥ 0 then
Various proofs of Lemma 2.1 exist in the literature. An elegant one considers the equivalent formulation a √ 2π
and proves (5) by the change of variable x = ϕ(t) = t − b at which preserves the Lebesgue measure on R. This idea seems to be due to George Boole (1848). Theorem 2.2. Let a 1 , . . . , a n > 0 and b 1 , . . . , b n ≥ 0. Then with a * = (a 1 , . . . , a n ) and b * = (b 1 , . . . , b n ) we have
Comments.
• Inserting t = √ 2x in (4) we see that (4) is the particular case n = 1 of (6).
• Remarkably, the right hand side of (6) does not depend on W.
• Another presentation of (6) is
For n = 1 this is nothing but (5) after the change of variable x = t 2 /2.
• Another variation: from (13), writing for short
• One more variation of (6) and (13) is obtained by considering a positive definite matrix A = (a ij ) 1≤i,j≤n in the formula
Proof of Theorem 2.2
Proof. We prove it by induction on n. As mentioned above, Lemma 2.1 is the case n = 1. Assume that the result is true for n. Consider
where c = (c 1 , . . . , c n ) * with c i ≥ 0 for all i. We now assume that (x, x n+1 ) ∈ C W 1 . From the positive definiteness of M 1 we see that
x c > 0 by writing
Equality (8) leads to the computation of (M 1 ) −1 as follows:
Before writing down GST Z n+1 we observe that
Also observe that the convex set C W 1 is parameterized by (x, t) in C W × (0, ∞) and that, from (8) we have det
With this parameterization we have
We now write GST Z n+1 as follows
In this chain of equalities (9) is a consequence of Lemma 2.1 applied to the pair
Here a comment is in order: a famous lemma of Stieltjes implies that M
−1 x
has non negative coefficients when x ∈ C W . Let us detail the proof in this particular case:
Since A has non negative coefficients this implies that
This implies that all the eigenvalues of A are in (−1, 1) and therefore the series of matrices S = ∞ k=0 A k converges to (I n − A) −1 . Since A has non negative coefficients the same is true for S and for M −1
x c ≥ 0 and therefore (4) is applicable. Equality (10) is a consequence of the induction hypothesis where the pair (a, b) is replaced by (a, a n+1 c + b). The induction hypothesis is extended.
Examples
The following examples consider various graphs associated to W where the calculations about M x are relatively explicit.
The case n = 2.
We take
and C W is the convex set of R 2 limited by one branch of a hyperbola
3.2 The complete graph for n ≥ 3
We consider the case where w ij = c for all i = j. Denote by J n the (n, n) matrix with all entries equal to 1. Therefore W = c(J n − I n ).
The eigenvalues of A are 0 with multiplicity (n − 1) and
c+2xi . This implies that the eigenvalues of I n − A are 1 with multiplicity n − 1 and 1 − 
The daisy
We consider the case where
It is easy to see by induction that
It is elementary to write M −1 x explicitly. If we write for simplicity
,j≤n then for i = j and distinct from 0 we have
A presentation of (6) is obtained by writing
which suggests that the natural exponential family (NEF) concentrated on C W ⊂ R n generated by the unbounded measure
is interesting to study. For n = 1 if b 1 > 0 this is nothing but a RIG distribution mentioned in (3). If b 1 = 0 it is a Gamma family with shape parameter 1/2. For n > 1 and b = 0 this family is considered in Sabot, Tarrès and Zeng (2016). Given W and a ∈ (0, +∞) n , b ∈ [0, +∞) n we consider the probability on [0, +∞) n defined by
We say that P (a; b, W ) is a GST Z n distribution. Theorem 2.2 proves that it is indeed a probability. From time to time we will use the notation f (a; b, W )(x) for the density of P (a; b, W ).
In this section, we show that if X has a GST Z n distribution then (X 1 , . . . , X k ) has a GST Z k distribution. Finally we show that up to a translation factor, the conditional distribution of (X k+1 , . . . , X n ) knowing (X 1 , . . . , X k ) has also a GST Z n−k distribution. Thus the class GST Z n has a remarkable stability by marginalization and conditioning. We begin with the calculation of the Laplace transform of P (a; b, W ). Introducing the following function:
we remark that P (a; b, W )(dx) can be written as
Under the form (16) we see that for fixed b ∈ [0, ∞)
is a natural exponential family, parameterized by a and not by its natural parameter (s 1 , . . . , s n ) = (a 2 1 , . . . , a 2 n ), and generated by µ(b, W ). From the fact that the mass of (16) is one, the Laplace transform of µ(b, W ) is defined for s ∈ (0, ∞) n by
We deduce from this the value of the Laplace transform of P (a; b, W ) itself.
Proof. This formula comes immediately from
The marginals of the GST Z n distribution
For stating the next results we need the following notations:
• For sequences (a 1 , a 2 , . . . , a n ) and (b 1 , b 2 , . . . , b n ) we denotẽ
With this notation sometimes we write P (ã n ;b n , W ) for P (a; b, W ).
• If for k = 2, 3, . . . , n we take c k ∈ R k−1 defined as the kth column of W n but restricted to be above the diagonal, namely c k = (w 1k , w 2k , . . . , w k−1,k ) * .
• If k = 1, 2, 3, . . . , n we write W n by blocks as follows
• We define the killing symbol K from R n to R n−1 by
In general for k < n we have
. . , a n ) * Proof. For k = n − 1, this is claiming that (X 1 , . . . , X n−1 ) ∼ P (ã n−1 ,b n−1 + a n c n , W n−1 ). Such a formula is essentially formula (9) when replacing n by n + 1. We now prove the result by induction on n − k. Suppose that (X 1 , . . . , X k ) ∼ P (ã k , B k , W k ) is true. Then as for the passage from n to n − 1 we can claim that (X 1 , . . . ,
and the induction is extended.
• Proposition 4.2 could have been proved with the Laplace transform of Proposition 4.1, but is seems that after all induction is simpler.
• A reformulation of Proposition 4.2 is the explicit form of the integral
• The one dimensional margins are the classical RIG distributions (3). More specifically the distribution of X k is
w kj a j ).
In other terms the two parameters of the distribution of X k 's are the k components of the vectors a and b + W a. From this remark, building a joint distribution P (a; b, W ) for random variables (X 1 , . . . , X n ) with arbitrary RIG margins is very easy, with some flexibility offered by the choice of W .
• Since the one dimensional distribution RIG(a, b) has variance ab+2 4a 4 , then for knowing the covariance matrix of P (a; b, W ), for i = j we have only to observe from Proposition 4.1 that Cov(X i , X j ) = − w ij 4a i a j .
• Inserting b = 0 in Proposition 4.2 makes that (X 1 , . . . , X n ) has an ST Z n distribution. If we also do k = n − 1 we see that B n−1 = a n c where c = (w i,n )
. As a consequence, we see that any GST Z n−1 distribution is a projection of some ST Z n distribution. This explains why Sabot, Tarrès and Zeng (2016) indeed observe that one dimensional margins of an ST Z n distribution are RIG ones.
Conditional distributions under GST Z n
Let us begin by some general observations about exponential families on a product E × F of two Euclidean spaces generated by the distribution π(dx)K(x, dy). Let Θ ⊂ E × F be the interior of the set
We assume that Θ is the product of two open subsets of E and F respectively:
We fix (t 0 , s 0 ) ∈ Θ and we consider a random variable (X, Y ) valued in E × F with density
We are interested in the Laplace transform of the conditional distribution of Y |X. For computing this, we consider the marginal density of X with respect to π :
where we have introduced the auxiliary function
defined on Θ F ×E. As a consequence, the conditional distribution of Y |X is e − s0,y K(X, dy)/g(s 0 ; X) and its Laplace transform is for s + s 0 ∈ Θ F the ratio
Suppose now that we are able to identify a density on F having (18) as Laplace transform. In this case the problem of computation of the density of Y |X will be solved. We are going to apply this program to E = R k , F = R n−k , to a probability on R n defined by its density
and finally to t 0 = (a
We prove in Section 7 that f is continous on R n when b 1 , . . . , b n is not zero and when the graph associated to W is connected. We have that condition (17) is fulfilled with Θ E = (0, ∞) k and Θ F = (0, ∞) n−k . Of coursẽ X k = (X 1 , . . . , X k ) and (X k+1 , . . . , X n ) replace X and Y . Also s is now (s k+1 , . . . .s n ) and s + s 0 is described by
We now deduce the crucial function g(s 0 ; x) from Proposition 4.2 where the marginal law of (X 1 , . . . , X k ) is computed. We get
where the function G(a; b, W ) has been introduced in (15). Remember that the right hand side of (19) depends of a k+1 , . . . , a n also through B k =b k + W * k,n−k (a k+1 , . . . , a n ) * . Let us adopt the notation
Here is now the Laplace transform of (X k+1 , . . . , X n ) givenX k
It is our intention to prove the existence of α = (α k+1 , . . . , α n ), β = (β k+1 , . . . , β n ), γ = (γ k+1 , . . . , γ n ) and of a matrix W such that
which is saying that the conditional distribution of (X k+1 − γ k+1 , . . . , X n − γ n ) givenX k is a GST Z n−k distribution. The next proposition gives the complete result:
Then the conditional distribution of (X k+1 − γ k+1 , . . . , X n − γ n ) givenX k is P (α, β, W).
Proof. We have to analyse the dependency on s of the three quantities P, Q, R defined above by (21), (22), (23). However for simplification, we do not write the factors which do not depend on s.
More specifically we introduce the following equivalence relation among non zero functions f or g depending on s and possibly of other parameters like a, b, W by writing f ≡ g if f (s)/g(s) does not depend on s. For instance
A patient analysis of this function P QR as a function of A k (s) gives Proposition 4.3.
A convolution property of the GST Z n
The following proposition is a generalization of the following additive convolution:
(see Barndorff -Nielsen and Koudou 1998, Barndorff-Nielsen and Rydberg 2000 and Barndorff -Nielsen, Blaesild and Seshadri 1992) with definitions in (2) and (3):
) with independent components, and if X and Y are independent, then
Proof. Just compute the Laplace transform, using Proposition 4.1 and (2).
Questions
Here are some unsolved problems linked to GST Z n laws
X ?. This random matrix is concentrated on a manifold of dimension n. This is a natural question since in one dimension if X ∼ RIG(a, b) then the distribution of 1/X is known and is IG(b/2, 2a). However the Laplace transform of
X ) ) defined when s is a positive definite matrix of order n, is not known in general. If b = 0 then X has an ST Z n distribution and Theorem 2.2 shows that L(s) is known for s of rank one.
• Since in one dimension IG and RIG distributions are particular cases of the generalized inverse Gaussian laws, the natural extension of the GST Z n is to consider the probability densities on R n proportional to
extending our familiar GST Z n from 1/2 to an arbitrary real number q. But the corresponding integral extending Theorem 2.2 is untractable. However, in a particular case, namely if b = 0 and if the graph G associated to W is a tree, Proposition 6.1 below computes the integral on C W of the function (24). Related distribution has been analyzed in Massam and Weso lowski (2004).
• If X has a density proportional to (24) and if the conditional distribution of B given X is N (0, M X ), what is the distribution of B? If q = 1, Theorem 2.2 is helpful and gives the density of B under the constraint B 1 , . . . , B n > 0 showing that these variables are independent and exponentially distributed. But even for n = 2 we do not know the distribution of (B 1 , B 2 ) under the constraint B 1 > 0, B 2 < 0.
• Probabilistic interpretations of the one dimensional laws IG and RIG are known, as hitting time and time of last visit of an interval [a, ∞) by a drifted Brownian motion t → mt + B(t) (in the respective cases m > 0 and m < 0). How to extend this to GST Z n laws? A (non elementary) answer to this problem is given in Sabot and Zeng (2017).
Of course the exact solution of this question cannot be found. However for any x ∈ C W denote by
Then formula (13) enables us to compute the Laplace transform of f (x)1 CW (x). The trick is to observe that the first member of (13) 
Then for y = (y 1 , . . . , y n ) ∈ R n + we have
In particular
Proof. Enough is to multiply both sides of (13) 
Proof. Denote
Consider the Laplace transforms L f (y), L g (y), L h (y) defined for y 1 , . . . , y n > 0. They are given respectively by (25) with θ = 0 , by the Sabot-Tarres-Zeng integral (1) and by
As a consequence L f = L g L h which implies that f is the convolution product of g and h and proves (26).
Comments. Applying formula (26) even to the case n = 2 is surprizing, since the left hand side is explicitly known: recall that if
Therefore if M x = 2x 1 −w −w 2x 2 formula (26) gives the following double integral on the domain
an identity which seems difficult to check directly.
6 Another generalization of the Sabot-Tarrès-Zeng integral: the case of a tree
In this section we consider another generalization of a specialization of the Sabot -Tarres -Zeng integral (1): we assume that the graph G associated to W is a tree but we replace in (1) the power −1/2 of det M x by the real number q − 1 > −1. For stating our result we need to introduce the MacDonald function on (0, ∞) :
It is useful to display a property of this integral
We denote by s(i) the number of neighbours of i in the tree, namely the size of {j : w ij > 0}.
Proposition 6.1. If G is a tree and if q > 0 then
• For y 1 , . . . , y n > 0 another presentation is
• Of course, inserting q = 1/2 gives back the Sabot -Tarres -Zeng-integral in the case where G is a tree. To check this we use Lemma 2.1 above which says
For q = 3/2 we use Watson (1966) page 90 formula 12 for getting
and we obtain
• We give a proof of Proposition 6.1, while another proof could be extracted from Massam and Weso lowski (2004) , where the authors consider the NEF generated by the unbounded measure
and independence properties of distributions from this NEF. Bobecka (2015) has a multivariate generalization.
Proof. We proceed by induction on n. This is correct for n = 1 since in this case s(1) = 0 and since the empty product i<j is one. Suppose that the formula (28) is true for n and let us extend it to n + 1. We use the same notation as in Section 2.2: we keep the notations a, W and M x for the matrices of order n as before and we consider the block matrices M 1 et W 1 defined by (7). We now use a different factorisation of M 1 by writing
Since the graph G 1 which is associated to W 1 is a tree, without loss of generality we assume that the vertex n + 1 has only one neighbour which is n. In other terms, we may assume that the vector c of R n has the form c = (0, . . . , 0, w n,n+1 ) * .
This choice implies also that the graph G associated to W is still a tree. Formula (29) implies that C W 1 is the set of (x, x n+1 ) ∈ R n+1 such that x n+1 > 0 and such that in the matrix
4xn+1 ) * belongs to C W . The Jacobian of the transformation (x, x n+1 ) → (y, x n+1 ) is one. Therefore we can write
The last written integral is expressed with (27) as e wn,n+1anan+1 a q n a q n+1 w q n,n+1 K q (a n a n+1 w n,n+1 ), and the preceeding one is (28), from the induction hypothesis. To conclude, observe that the number of neighbours of n + 1 in G 1 is one, and that the number of neighbours of n in G 1 is the number s(n) of neighbours of n in G plus one.
7 Continuity of the density of the GST Z n laws 
is continuous on R n .
Proof. The continuity of f is clear outside of the boundary of C W , namely outside of the set ∂C W of x ∈ R n such that M x is positive semidefinite and det M x = 0. In the sequel we fix x ∈ ∂C W and we prove the continuity of f at this point x.
First step. We show that if t = (t 1 , . . . , t n ) * ∈ R n is such that M x t = 0 and if t i0 > 0 for some i 0 , then t i > 0 for all i = 1, . . . , n. To see this, we use the notation t + i = max(0, t i ) , t (t 1 , . . . , t k , 0, . . . , 0) with t 1 , . . . , t k > 0. Let us show that k = n. Since t i0 > 0 we have k > 0. Suppose that k < n. We now split M x in blocks
where A is a (k, k) matrix. Clearly since M x t + = 0 we get B * (t 1 , . . . , t k ) * = 0. Since all t j > 0 for j = 1, . . . , k this implies that B = 0. This contradicts the fact that G is connected, and finally k = n.
Second step. We show that every principal minor of M x of order n − 1 is not zero. Suppose for instance that the cofactor C i0 (x) of 2x i0 is zero. This implies that there exists a non zero t ∈ R n such that M x t = 0 and t i0 = 0. From the first step, this is impossible.
Third step. Consider a sequence (x k ) ∞ k=1 in C W converging to x and let us show that f (x k ) converges to zero. This is equivalent to show that
x k b + log det M x k → ∞ Recall that we have assumed that there exists i 0 such that b i0 > 0. Recall also that all coefficients of M −1 x k are non negative. As a consequence
As polynomials in x k we have that C i0 (x k ) converges to C i0 (x) and det M x k converges to det M x . Since C i0 (x k ) > 0 from the second step and since det M x = 0, we have shown that E k tends to infinity and the proof is done.
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