A method is presented to solve the Bogoliubov-de Gennes equations with arbitrary distributions of vortices. The real-space Green's function approach based on Chebyshev polynomials is complemented by a gauge transformation which allows to treat finite as well as infinite, ordered as well as disordered vortex configurations. The new tool gives unprecedented access to vortex lattices at very low magnetic fields and glassy phases. After describing in detail the method and its implementation, we use it to address a series of problems related to d-wave superconductivity on the square lattice. We investigate the effect of the band structure on the vortex by following the self-consistent solution through a Lifshitz transition; we then study the evolution from the vortex lattice to the isolated-vortex limit with decreasing field and show that a new emerging lengthscale controls this transition; finally, we perform a statistical study of the vortex-core local density of states in the presence of positional disorder in the vortex lattice.
I. INTRODUCTION
The vortices in superconductors provide excellent opportunities in the exploration of disordered elastic systems. 1, 2 Understanding the collective response of the vortex lattice to driving forces and to pinning remains a stimulating challenge nowadays. 3 Vortices are also fascinating quantum objects. As topological defects in the superconducting order, they bind low-energy electronic states in their core, which can be studied experimentally by local spectroscopic probes. [4] [5] [6] The interplay between quantum and classical aspects is one of the important questions at these mesoscopic lengthscales: little is known about the role of the vortex-core bound states in the collective behavior of the vortex lattice 7 and, reciprocally, not much is understood about the influence of the neighboring vortices on the energy spectrum in a given vortex core. Although, in the clean limit, the energy spectrum of the vortex core may contain key information about the superconducting ground state, the interpretation of experimental spectra turns out to be controversial in many important cases, due to a lack of exact theoretical results. At present, a reliable analytical solution for the vortex-core energy spectrum only exists for a single isolated vortex in an isotropic superconductor with s-wave pairing symmetry, for energies much smaller than the superconducting gap. 8 Several approximate solutions have been developed for the vortex lattice in d-wave superconductors, [9] [10] [11] [12] [13] [14] [15] [16] but these approaches target the low-energy states in-between vortices and are not applicable in the cores. Our understanding of the vortex-core states relies almost exclusively on numerical solutions of the Bogoliubov-de Gennes equations, or their semiclassical approximation, the Eilenberger equations 17 which may be used away from the quantum regime k F ξ ∼ 1. Our focus here is on the microscopic Bogoliubov-de Gennes equations, for which powerful and accurate methods are highly valuable.
The published numerical methods apply either to the isolated vortex or to ideal vortex lattices at rather high fields. For the isolated vortex in a continuum model, a projection on the basis of angular-momentum eigenstates reduces the calculation to a set of one-dimensional eigenvalue problems. This has been solved for three-dimensional s-wave 18 and two-dimensional s-and d-wave 19, 20 order parameters. The accuracy and spectral resolution of these calculations are set by the size of a normalization volume and by the largest angular momentum retained. In a discrete tight-binding model, the isolated vortex can be studied in finite systems by exact diagonalization, 21, 22 recursion methods, 23, 24 or by solving a Dyson equation. [25] [26] [27] The accuracy is again limited by the system size. Ideal vortex lattices have been studied in discrete models by taking advantage of the Bloch theorem. [28] [29] [30] [31] [32] [33] There, the limitations come from the size of a magnetic unit cell accommodating two vortices: the achievable cell sizes correspond to magnetic fields often larger than usual laboratory fields. The purpose of this paper is to present a method giving access to problems unreachable with the other approaches, in particular low fields and disordered vortex lattices as occur in the vortex-glass phases. 34, 35 The method computes the normal and anomalous Green's functions directly in real space by means of their expansion on Chebyshev polynomials, 36, 37 and uses an asymmetric single-valued singular gauge transformation to describe arbitrary vortex configurations in terms of a short-ranged and continuous phase field. The method has several advantages from a computational viewpoint: it is straightforward to implement, memory inexpensive, and trivially parallel. The main drawback is that all energy scales are treated with the same accuracy, which may become a problem if the superconducting gap to bandwidth ratio is small.
The main obstacle when considering infinite (ordered or disordered) vortex configurations in real space is to obtain a good Ansatz for the phase of the superconducting order parameter. For a single vortex in two dimensions, the phase at a given point is given by the angle formed by this point, the vortex center, and some arbitrary reference axis going through the vortex center. 8 The phase winds by 2π along any trajectory encircling the vortex once and defines a branch-cut along the reference axis. As it carries a phase jump of exactly 2π, this cut is irrelevant. Most importantly, the phase is a number of order one irrespective of the disarXiv:1609.07285v1 [cond-mat.supr-con] 23 Sep 2016 tance to the core. In a multi-vortex configuration, the angles associated with each vortex add up to build the local phase. This sum obviously won't converge for an infinite number of vortices. The difficulty is usually circumvented by means of a gauge transformation which removes the phase of the order parameter and introduces half the gradient of this phase in the kinetic energy. The phase gradient decreases as the inverse of the distance to the vortex, such that the infinite-vortex sum, although still formally divergent, can be regularized in a way similar to the Madelung energy in crystals. More annoying is the halved phase gradient: on a lattice, this quantity is replaced by the halved phase difference between neighboring sites, which is a small number everywhere except on the bonds crossing the reference axis, where it takes a value close to π. With this choice of gauge, the Hamiltonian has an inconvenient line of discontinuity attached to each vortex. This order-one contribution again leads to divergences for an infinite number of vortices. A solution is to use a bipartite gauge transformation in which a full phase gradient from half of the vortices is transferred to the kinetic energy, 13 rather than a half gradient from all vortices. We propose here to use a variant that does not require to partition the vortices in two families, and is therefore more convenient for disordered vortex configurations.
The method is ideally suited for two-dimensional lattice models and gives access to system sizes of typically a million sites, two orders of magnitude larger than with the usual hamiltonian methods. The possibility to treat large systems will be essential for investigating the transition from the quantum regime to the semiclassical limit at mesoscopic scales. Here we focus on the quantum limit, but we use large systems in order to achieve high energy resolution. We also study self-consistently low magnetic fields with inter-vortex distances as large as 100 lattice spacings. The paper is organized as follows. Sec. II gives a pedagogical and self-contained account of the method, going through the Chebyshev expansion (II A), the order-parameter Ansatz for multi-vortex configurations (II B), the asymmetric singular gauge transformation for infinite vortex configurations (II C and II D), the self-consistency equations (II E), and finally discussing some issues regarding accuracy and implementation (II F). In Sec. III, the method is applied to three problems connected with two-dimensional d-wave superconductivity on the lattice: the evolution of the vortex core and spectroscopy across a Lifshitz transition (III A); the magnetic field scale above which the vortex-core states feel the orientation of the vortex lattice (III B); and the amount of disorder in the vortex lattice needed to wash out this information (III C). The main results are summarized in Sec. IV.
II. NUMERICAL METHOD
The mean-field theory of inhomogeneous superconductivity can take the form of a Schrödinger-like eigenvalue problem (Bogoliubov-de Gennes equations) or the form of a Dyson-like equation (Gorkov equations). Both formulations are equivalent, the Green's function G(z) solution of the Gorkov equations at complex energy z being the resolvent of the Bogoliubov-de Gennes Hamiltonian H: G αβ (z) = 〈α|(z − H) −1 |β〉. α and β are single-particle state indices and z − H is to be understood as z1 1 − H. In practice, we will only be interested in retarded Green's functions evaluated immediately above the real-energy axis, i.e., z = E + i0. The solution boils down to an inversion of the operator z − H.
A. Expansion of Green's function on Chebyshev polynomials
The method introduced in Ref. 36 performs the inversion of z − H recursively, by means of Chebyshev polynomials. The polynomials are defined as T n (x) = cos(n arccos x) for x in the interval [−1, 1]. Any sufficiently smooth complex-valued function F (x) has a representation F (x) = ∞ n=0 c n T n (x) for x ∈ [−1, 1] with the coefficients c n = (2 − δ n0 )/π π 0 dϑ F (cos ϑ) cos(nϑ). The strength of this representation is a better convergence than other expansions, e.g., Taylor or Fourier. The expansion needed for our purposes is
/a is a rescaled dimensionless Hamiltonian whose spectrum falls entirely within the interval [−1, 1] where T n (H) is meaningful. Thus a is an upper bound for the width of the spectrum of H and b is the center of this spectrum. Likewise,Ẽ = (E − b)/a. The Bogoliubov-de Gennes Hamiltonian has a symmetric spectrum, so one can set b = 0 (Appendix A; see, however, Sec. II F). The requirement to rescale the whole energy spectrum within the range [−1, 1] means that the spectral resolution is set by the largest energy scale, which is the main weakness of the method. The equation (1) reduces the calculation of the Green's function to the evaluation of the matrix elements 〈α|T n (H)|β〉. This task is greatly simplified thanks to a recursion relation obeyed by the Chebyshev polynomials: T n (x) = 2x T n−1 (x) − T n−2 (x) with T 0 (x) = 1 and T 1 (x) = x. The evaluation of T n (H) breaks down into a sequence of elementary operations of the form H|ψ〉. Starting with |ψ 0 〉 = |β〉 and |ψ 1 〉 =H|β〉, the series of coefficients 〈α|T n (H)|β〉 ≡ 〈α|ψ n 〉 follows from the recursion scheme |ψ n 〉 = 2H|ψ n−1 〉−|ψ n−2 〉. The method applies to any problem with a bounded energy spectrum and such that H|ψ〉 can be computed. In fact, H|ψ〉 is the only time-consuming operation for this algorithm, whose overall performance therefore depends on how efficiently this operation can be implemented. A procedural implementation, as opposed to a straight matrix-vector multiplication, is preferable for sparse Hamiltonians. 36 The memory cost is limited to the storage of three state vectors.
We specialize now to a superconductor on a discrete tightbinding lattice. A state vector |α〉 is represented by complex Bogoliubov-de Gennes amplitudes u α (r ) and v α (r ) at each lattice site r . The Hamiltonian connects the amplitudes at two sites r and r via the 2 × 2 block
Up to a gauge transformation to be discussed later, the diagonal matrix elements are given by t r r = t 
is the Peierls phase with A the vector potential and e = |e| the magnitude of the electron charge. 38 ∆ r r is the superconducting order parameter, which must be solved selfconsistently as described below. The property t r r = t * r r is sufficient to enforce the hermiticity of H. In the usual (i.e., symmetric) gauges, the property ∆ r r = ∆ r r also holds; it does not hold in the asymmetric gauge discussed below. We denote |r 〉 the state representing an electron localized at site r , which has u(r ) = 1, v(r ) = 0, and u(r ) = v(r ) = 0 for r = r . A hole localized at r has v(r ) = 1 and all other components equal to zero and is denoted |r 〉. The local density of states (LDOS) at each site is related to the Green's function G r r (z) = 〈r |(z − H)
We see that the calculation of the LDOS mimics the evolution of an electron injected at point r : starting with the state |r 〉, at each iteration the wave function is spread over neighboring sites by the application of H and the resulting amplitude u(r ) at the starting point is measured to get the corresponding coefficient of the Chebyshev expansion. The system size needed in order to obtain the matrix element 〈r |T n (H)|r 〉 without boundary errors is therefore proportional to n and to the range of the hopping amplitudes. The order parameter is given by ∆ r r = −V r r 〈ψ r ↑ ψ r ↓ 〉, where V r r is the pairing interaction and ψ r σ annihilates a spin-σ electron at position r . It can be related to the anomalous Green's function F r r (z) = 〈r |(z − H) −1 |r 〉 and evaluated in the same way as the LDOS. Unlike the expression (4) for the LDOS, the expression relating ∆ r r to F r r depends on the gauge, and will be derived in Sec. II E.
B. Ansatz for the order parameter
For large systems or systems lacking symmetries, the selfconsistent calculation of ∆ r r can be prohibitive. On the other hand, the fine details of ∆ r r are often irrelevant for the LDOS, which is the quantity we are ultimately interested to compare with experimental data. This underlines the need for a good starting Ansatz, either to lower the number of cycles necessary in order to reach self-consistency, or to ignore self-consistency altogether. We express the order parameter as 
where ∆ A is our Ansatz, ∆m sc and ∆p sc being the selfconsistent corrections to the modulus and phase, respectively. A good Ansatz should respect the symmetries of the problem and be such that the differences between the LDOS calculated using ∆ A and ∆ are unimportant. From here on, we specialize to a two-dimensional lattice of sites r = (x, y). We consider a distribution of vortices at positions R = (X , Y ). The vortices can sit on, or inbetween lattice sites. The order parameter is written as a superposition of contributions from each vortex in the form The order parameter has no Peierls phase for symmetric gauges, but a phase e −i r r appears self-consistently in the asymmetric gauge (Sec. II C). The function S(r , r ) describes the modulus and phase of the order parameter for a single vortex at the origin:
+∆ϕ(r ,r )+∆ϕ c (r ,r ) . (7) p(r) gives the profile of the order-parameter modulus, which vanishes for r = 0 and approaches unity at large r over a lengthscale given by the coherence length ξ. The self-consistent profile is not in general a radial function even for an isolated vortex, such that ∆m sc in Eq. (5) contains, among other things, the deviations from cylindrical symmetry. In the limit of large inter-vortex distances |R − R | ξ, p(r) coincides with the profile of an isolated vortex. At larger fields, the profiles from several vortices overlap in the product in Eq. (6) , such that the function p(r) must be adjusted in order to match the self-consistent solution at best. An isolated vortex in the Ginzburg-Landau theory is characterized by p(r) = tanh(r/ξ). It was noticed in the pioneering calculations 18, 20 that this functional form fails to describe the self-consistent solution at low-temperature. Here we will use the empirical two-parameter function 27 p(r) = 1
and adjust the parameters ξ 0 and ξ 1 to minimize ∆m The second factor in Eq. (7) gives the order-parameter phase for a single vortex at the origin. It is expressed in terms of a geometric angle defined in the interval ] − π, π] with the cut along the negative x axis [ Fig. 1(a) ]:
By convention, we set arg(0) = 0 and arg(−|x|) = π. This choice of sign corresponds to a positive magnetic field along the z axis with a supercurrent circulating counter-clockwise around the vortex. For an s-wave gap, r = r in Eq. (7), the corrections ∆ϕ(r , r ) = ∆ϕ c (r , r ) = 0 drop, and the vortex phase is simply ϕ(r ). For a nonlocal gap the average 1 2 [ϕ(r ) + ϕ(r )] returns a value close to zero for bonds crossing the cut, instead of the desired value close to ±π. This is corrected by ∆ϕ(r , r ), which adds a phase ±π on the appropriate bonds [ Fig. 1(c) and (d) ]. ∆ϕ(r , r ) is a long-range correction extending from the vortex core to infinity. On the contrary, ∆ϕ c (r , r ) is a short-range core correction adjusting the phase on the bonds touching the vortex core [ Fig. 1(b) ]; it is zero for vortices sitting inbetween lattice sites. All in all, the phase is given within 1% by the geometric angle measured from the middle of the bonds. The complicated writing in Eq. (7) will prove useful below.
The Ansatz (6)-(9) works perfectly for any finite distribution of vortices. For infinite distributions, the sum of phases does not converge as discussed in the Introduction, and a change of gauge is necessary. For an s-wave order parameter, the symmetric choice g = h = −φ/2, where φ(r ) is the phase of ∆ r r , removes the phase from the off-diagonal terms and puts a phase [φ(r ) − φ(r )]/2 on the diagonal ones. This is analogous to a usual gauge transformation A → A+ ħ h 2e
∇φ [see Eq. (3)], except that φ is not a pure gauge, but carries a singularity attached to each vortex: ∇ × ∇φ(r ) = −2πẑ R δ(r − R). The problem here is that the halved phase difference appearing in the diagonal terms is discontinuous at the branch cut of each vortex. For a d-wave order parameter, there is also a discontinuity remaining in the off-diagonal terms. are the phases associated with half of the vortices and φ A + φ B = φ. This attaches half of the vortices to the particles, the other half to the holes, and solves the problem, leading to real offdiagonal terms (for s-wave order) without discontinuity in the diagonal ones. For ideal vortex lattices, the partition of vortices in two groups is natural, by means of a magnetic unit cell containing two of them. Each vortex sublattice builds into the hopping term the analogous of a Peierls phase with a gradient whose spatial average cancels exactly the spatial average of r r . The Bogoliubov quasiparticles therefore feel an effective magnetic field that is zero on average, and the phase of the diagonal terms is periodic in space. 13 In the case of nonlocal pairing, a local gauge transformation cannot remove the phase of ∆ r r entirely, but it is sufficient that it removes the 2π phase winding, leaving a non-topological phase in the off-diagonal terms.
For arbitrary vortex configurations, we have found more convenient to use the asymmetric singular gauge
This attaches all vortices to the particles and none to the holes. The spatial average of the Peierls-like phase built in this way into the hopping term is equal to the spatial average of −2 r r . As a result, the particles and holes now feel effective magnetic fields that are opposite on average. Performing the unitary transformation, one finds that the phase of the hopping term for particles is the sum of a Peierls phase − r r and the function (11) where we have introduced the notation δ = r − r . This function is periodic for vortex lattices. The phase difference in the square brackets decreases as the inverse of the distance to the vortex, such that the expression must be regularized for infinite sums. The phase of the off-diagonal term is
The discontinuity of the halved phase difference is exactly compensated by the correction ∆ϕ, such that the first two terms in the curly braces form together a continuous function whose sum is just half the sum in Eq. (11) . Hence, in the asymmetric singular gauge, our Ansatz for the order parameter can also be expressed in terms of the function Φ δ (r ), (12) and the transformed Hamiltonian is simply 
We underline the non-gauge invariant quantities expressed in the asymmetric gauge. The phase field (11) together with the Ansatz (12) and the Hamiltonian (13) provide a convenient framework to treat finite as well as infinite, ordered as well as disordered vortex configurations. 39 In this real-space formulation, it is also straightforward to add various ingredients like pinning potentials, charge density waves, antiferromagnetic order, etc.
As the diagonal matrix elements 〈r |T n (H)|r 〉 are invariant under the unitary transformation (10), the expression (4) for the LDOS holds in the asymmetric gauge, that is, if G is computed using the Hamiltonian (13). For completeness and later reference, we note that the function Φ in (11) relates simply to the gauge-invariant superfluid velocity given by mv s = (ħ h/2)∇φ + eA, where m is the electron mass, φ is the order-parameter phase, and A is the vector potential. To see this, write ∇φ(r )
, and use Eq. (11) to get
The superfluid current density follows as j = −2e|∆|
D. Phase field for infinite vortex configurations
We proceed to the evaluation of the phase field (11) for infinite vortex configurations, starting with ideal vortex lattices. The phase field for disordered vortex configurations will be constructed by displacing vortices in an ideal lattice.
The asymptotic behavior of the phase difference for a vortex at a large distance R from the points r and r + δ is
Due to this slow decay, the sum in (11) is formally divergent. In practice, the divergent contributions from vortices at R and −R cancel. Since all common vortex lattices have inversion symmetry, we can group the vortices in pairs:
The function Λ decays as 1/R 2 and its sum is convergent:
The actual convergence of the sum (11) is faster than 1/R 2 , because the other spatial symmetries of the vortex lattice will in general suppress these 1/R 2 terms as well. In fact, if R is written as R(cos ϑ, sin ϑ), the term of order 1/R n in the expansion of ϕ(r + δ − R) − ϕ(r − R) contains one contribution proportional to cos(nϑ) and another proportional to sin(nϑ). In a continuum limit, both contributions vanish upon integrating on ϑ. This shows that short-range physics dominates the sum in (11) .
For each lattice point r , we denote R 0 the vortex closest to r and we compute the phase field as
The notation · · · means that the result must be recast in the interval ] − π, π]; this operation is needed-and was implicit in Eq. (11)-because the phase halved enters in Eq. (12) . The symbol R stands for a sum on half the vortices grouped in pairs (R, −R), excluding the vortex at R 0 .
can be evaluated exactly, as summarized in Table I for the most common vortex lattices. The magnetic field distribution has the periodicity of the vortex lattice. It is the sum of its average value and a periodic modulation which averages to zero: B(r ) = [B + δB(r )]ẑ. Likewise, we can write the Peierls phase as =¯ + δ . Only¯ carries a nontrivial gradient, while δ is periodic. In the present study, we will neglect the periodic modulation of the field. This is justified at high fields when the inter-vortex distance d is small compared with the penetration depth λ. In the opposite limit λ d,
Type of vortex lattice
Square along ( , however, it disappears in the low-field regime and δ is a correction to a small effect. For a vector potential A(r ) = B(− y, 0, 0) corresponding to a uniform field Bẑ, the Peierls phase is
where B = Φ 0 /S with Φ 0 = πħ h/e the flux quantum and S the surface of the vortex unit cell, namely S = d (9) and ensures that the function Φ in (11) is periodic. An example is shown in Fig. 2(a) .
Disordered vortex configurations are generated from a perfect vortex lattice by removing and adding individual vortices. If the numbers of vortices removed and added are equal, the average magnetic field is unchanged and the function Φ has no long-range gradient. 
E. Self-consistency
The self-consistent order parameter and the anomalous function F r r (z) = 〈r |(z − H) −1 |r 〉 are related by
is the Fermi function. Note that in general F r r (z) = F r r (z); the equality holds only for translation-invariant systems. Owing to the symmetry of the Bogoliubov-de Gennes Hamiltonian, though, the relation F r r (z) = F r r (−z) always holds (Appendix A). IfH is defined with b = 0, this same symmetry of H also implies 〈r |T n (H)|r 〉 = (−1) n+1 〈r |T n (H)|r 〉. The latter, together with the expansion (1), allows one to rewrite the order parameter as
The first term of the sum in (1) drops because 〈r |T 0 (H)|r 〉 = 〈r |r 〉 = 0. The coefficients D n carry the explicit temperature dependence according to
The energy integration must be cut to the spectral range of H, or to a lower cutoff given by the pairing interaction. The second line follows after integrating by parts. The integral is now cut by the temperature and can therefore be extended again to ±∞, unless k B T ∼ a. is symmetric, the self-consistency cycles will therefore preserve this symmetry.
The expressions (18) and (19) make an explicit use of the fact that the spectrum ofH is symmetric. These expressions are therefore not valid if the numerical calculation is performed with b = 0. More complicated formulas apply (Appendix A) to the cases where setting b to a finite value is an advantage (see Sec. II F). Equation (18) must still be corrected to comply with the choice of gauge (10) . Under this gauge transformation, the anomalous matrix elements change according to 〈r |T n (H)|r 〉 → e i g(r ) 〈r |T n (H)|r 〉. At the same time, the order parameter changes according to ∆ r r → ∆ r r e i g (r ) . A factor exp{i[g(r )− g(r )]} must therefore appear in the right-hand side of (18) . Hence, in the asymmetric gauge the self-consistency equation is
Again, this only applies if b = 0. The expression appropriate in the case b = 0 is given in Appendix A. Two comments are in order. For an ideal vortex lattice the function Φ is periodic, but the Peierls phase is not. The Ansatz (12) is therefore non-periodic: it becomes periodic once multiplied by e i . The self-consistent expression (20) has the same property (Appendix A) so that the periodicity of ∆e i is preserved during the cycles to self-consistency. The non-periodicity of ∆ balances the non-periodicity of H such that all gauge-invariant quantities, in particular the LDOS, display the periodicity of the vortex lattice. Secondly, while ∆ r r is symmetric under the exchange of coordinates, in the asymmetric gauge we have
This property is obvious in the Ansatz (12) , which is verified where ∆ϕ c = 0, is not obeyed by the self-consistent solution.
F. Accuracy and some implementation notes
Four parameters determine the accuracy of the calculation. Beside the energies a and b (Sec. II A), these are the order N of the Chebyshev expansion and the size M of the system. Ideally, the size of the system must be such that the last Chebyshev coefficient 〈r |T N (H)|r 〉 is not perturbed by the system's boundaries. The optimal shape of the system depends on how the Hamiltonian diffuses the wave function. On a square lattice, for instance, the state |r 〉 spreads with a diamond-like shape if there are only nearest neighbor hoppings. In such a case, it is better to define the system with a diamond shape as in Fig. 3 and E max = (ξ
mark the limits of the electronic spectrum, with ξ min and ξ max the extrema of the tight-binding band. While the use of a ∆ and b = 0 is in principle also mandatory for the calculation of the LDOS, in practice it is sufficient to choose values of a and b that fit the electronic excitation spectrum, i.e., a N = E max − E min and b N = (E max + E min )/2. The reason is that the Hamiltonian does not mix appreciably electron and hole states for energies larger than a few times ∆. In the example of Fig. 4 , the repeated action of H on the state |r 〉 (which spans the whole band) does not visit the hole states with energies below E min , because the superconducting gap is sufficiently far from the band bottom. For the LDOS, one can therefore choose a N with a little security margin (a = 1.1a N was used for Fig. 4 ) and b = b N . The use of a N rather than a ∆ does not change qualitatively the LDOS but improves the resolution as seen in the inset of Fig. 4(a) .
Increasing M and/or N also improves the resolution. As the calculation of H|ψ〉 scales like M 2 , the total computing time scales like N M 2 : optimal performance requires to take N as large as possible and M as small as possible. The choice N = 4M ensures that the LDOS is not perturbed by boundary effects, but higher values of N are sometimes acceptable. Figure 4(b) shows that the substantial loss of resolution observed at low energy when reducing M from 350 to 150 with N = 4M can be largely recovered by taking N = 8M . This also leads, however, to oscillations of the LDOS at higher energy (not shown in the figure) .
If the Chebyshev expansion is stopped at order N , the approximate LDOS displays so-called Gibbs oscillations close to the LDOS singularities. 40 Figure 4(c) shows these oscillations at the lower band edge. The oscillations are removed by filtering the approximate LDOS with a kernel. The choice of a Lorentzian kernel is most natural because it enforces the positivity of the calculated LDOS; it is equivalent to introducing a scattering rate Γ in the propagators, i.e., replacing i0 by iΓ in Eq. (1). The convolution with a kernel amounts to multiplying the Chebyshev coefficients 〈r |T n (H)|r 〉 by a n-dependent factor. 40 For a Lorentz kernel, we thus obtain the explicit expression of the LDOS as
Note that the correction factor (last in the curly braces) is not unity for Γ = 0 but 1 − n/N , which is the Fejér kernel: a delta-function like Lorentz kernel has the good virtue of turning a truncated Chebyshev expansion into a causal function. Unless explicitly stated, all LDOS calculations reported in this paper use the Fejér kernel. While relatively large system sizes are required in order to converge the LDOS, 36 the calculation of the selfconsistent order parameter can usually be performed in smaller systems. 37 The matrix element in Eq. (18) implies the conversion of a hole at r into an electron at r . This process has a spatial cutoff of the order of the coherence length. As a result, this matrix element saturates when the system size exceeds a few times the coherence length. An expansion order N much larger than 4M is needed, however, and the Jackson kernel turns out to be preferable. To see this, let's denote ∆ Fig. 4 with a pairing strength set to −0.7975|t 1 | to reproduce the gap of 0.2|t 1 |. The gap value is converged to better than 0.1% for M 50. Figure 5(b) shows the convergence as a function of increasing N for M = 100 and the different behaviors obtained with different kernels. Without correction of the truncation error, the calculated gap converges with oscillations to the exact value. With the Jackson kernel, which modifies the coefficients (19) according to 40 
D
the exact value is approached from below without oscillations. The Fejér kernel also leads to convergence from below, but at a much slower rate. Finally, with the Lorentz kernel the gap converges to a lower value because the scattering rate Γ is pair breaking. In the present example, N = 2000 and the Jackson kernel ensure a 0.1% convergence.
All calculations of the self-consistent order parameter reported in this paper use the Jackson kernel and values of M and N that ensure at least 0.1% convergence. When studying systems with broken translational symmetry, we build the system of size M such that the site/bond where the LDOS/gap is being calculated sits at the center, i.e., we use a different system for each site. In this way the systematic errors associated with the system's boundaries are comparable for all sites.
III. APPLICATIONS
In this section, we present three studies illustrating the potential of the method. The first study deals with isolated vortices and does not require the asymmetric gauge, yet it reveals the sensitivity of the vortex core to the band structure and allows us to validate the model (8) . The other two studies deal with infinite ordered and disordered vortex lattices and make use of the asymmetric gauge.
We first investigate the self-consistent order parameter for an isolated d-wave vortex as the chemical potential is tuned across a Lifshitz transition. Variations of the orderparameter profile have been previously studied as a function of temperature, 41 magnetic field, [42] [43] [44] [45] and more recently confinement, 46 but the relation between the shape of the vortex core and the Fermi-surface topology in the quantum regime has not been considered so far. Our calculations show that the order parameters for isolated vortices have different shapes for open and closed Fermi surfaces. The LDOS in and around the vortex does not show signatures revealing unambiguously the d-wave symmetry of the order parameter.
Next, still for a d x 2 − y 2 pairing symmetry, we consider the influence of nearby vortices on the LDOS in one vortex core. In a perfect vortex lattice, it is known that the LDOS not only depends on the field, but also on the vortex-lattice orientation with respect to the microscopic lattice. 29, 31 It is not clear how these dependencies disappear as the field is lowered and the vortex spectra converge to the isolatedvortex limit. Another question is how the differences due to different orientations at the same field disappear when disorder is introduced in the vortex positions and the distinction between orientations looses significance. We provide here a first answer to these questions.
A. Reshaping of the vortex core across a Lifshitz transition
The BCS expression ξ = ħ hv F /(π∆) suggests that the vortex core may show anomalies at a Lifshitz transition, where the Fermi velocity has a singularity. In order to explore the dependence of the self-consistent vortex-core order parameter on v F , we consider a tight-binding model on the square lattice typical for the cuprates, with hopping amplitudes t 1 = −250 meV and t 2 = 75 meV, and we vary the chemical potential µ between −500 meV and 0. The Lifshitz transition occurs at µ = −300 meV. Figures 6(a) and 6(b) show the corresponding evolution of the Fermi surface and average Fermi velocity, respectively. We assume d x 2 − y 2 pairing symmetry and adjust the nearest-neighbor attraction V to keep the maximum gap along the Fermi surface fixed to ∆ = 40 meV: in this way, we preclude changes of the vortex core associated with variations of ∆. The evolution of V is also shown in Fig. 6(b) . It is qualitatively consistent with the relation ∆ ∼ exp{−1/[|V |N (0)]} since the Fermi-level DOS has a maximum at the Lifshitz point. The evolution of the self-consistent order parameter for an isolated vortex is displayed in Fig. 6(c) . The calculations were performed within the square system [ Fig. 3(b) ] of size M = 100 with a Chebyshev expansion order N = 10 000, a = 2.6 eV − 2µ, and b = 0.
For each value of the chemical potential, we fit the function (8) the four bonds surrounding each lattice site, while the lower orange surface is the difference between the model and the self-consistent solution. The order parameter does not reach zero at the vortex center because the latter sits on a lattice site, while the order parameter lives on nearest-neighbor bonds.
One observes a clear change, not only in the size, but also in the shape of the vortex-core profile across the Lifshitz transition. While the formula ξ = ħ hv F /(π∆) would predict a monotonic increase of the core size on increasing µ, with a weak anomaly at the Lifshitz point, the size ac-tually increases on both sides of this point where it has a minimum. To be more quantitative, we define the size ξ c of the core as the "width at half height" given by the condition p(ξ c ) = 1/2. The solution is ξ c = ξ 1 W (ξ 0 /ξ 1 ) where W is the Lambert function. One sees in Fig. 6 (c) that this quantity indeed has a minimum close to the Lifshitz point. Because ξ 1 ξ 0 and W (x) = x for x → 0, we have ξ c ≈ ξ 0 . The shape of the core also changes at the Lifshitz point: on the right, where the Fermi surface is hole-like, the minimum at the vortex center is sharp, on the left it is more rounded. The model (8) (8) has cylindrical symmetry, the self-consistent solution presents a weak anisotropy. The gap relaxes faster to its bulk value along the diagonals of the square lattice than along the (10) and (01) directions. The same behavior is found in the semiclassical approximation. 47 Consequently, the model overestimates the data along (10) and underestimates it along (11). The anisotropy is similar on both sides of the Lifshitz point where it is minimal, such that the core is nearly isotropic there. The figure also shows that the induced s * -wave component 21 varies strongly across the transition. Small for the hole-like Fermi surfaces (∼ 6% at µ = 0 and ∼ 2% at µ = −275 meV), it reaches ∼ 40% at µ = −500 meV. Figure 7 shows the vortex LDOS calculated at three representative values of the chemical potential. The zero-energy LDOS extends from the vortex center along the antinodal directions, 24, 27 both for electron-like and hole-like Fermi surfaces. This is to be contrasted with the result in the semiclassical limit 43, 47 -as well as in the quantum limit for a halffilled square lattice without second-neighbor hopping 24 where the zero-energy LDOS extends along the nodal directions. It also hurts the widespread belief that the LDOS should extend farther along the directions where the gap is smallest. Weak arms pointing along the nodal directions only show up on a logarithmic scale. Above 15 meV (0.3∆) the LDOS has the same starlike spatial pattern as in the semiclassical approximation 47, 48 when the chemical potential is close to the Lifshitz point; for lower and higher band fillings the patters are different. The spectral traces change considerably with varying the chemical potential. At µ = 0, while two dispersing features are seen along (11) like in the Carolide Gennes-Matricon vortex, 8 four structures show up along (10) like in the semiclassical model. 47 At µ = −275 meV, the LDOS looks globally more isotropic, although is falls off more quickly along (11) as seen in the spatial maps. The coherence peak at negative energy is taller due to the van Hove singularity at −25 meV in the bare dispersion. At µ = −500 meV, the main peculiarity is that the zero-energy peak is skewed toward positive energy. We attribute this to the strong s * -wave component in the order parameter, which destroys locally the d-wave symmetry and is not captured by the model (8) .
The LDOS in and around d-wave vortices is not universal, as exemplified by the differences between the traces of Fig. 7 . The figure also demonstrates that the variations are mostly due to changes in the band structure, not to changes in the order parameter. This is established in two steps. The three traces along (10) compare the LDOS for the fully selfconsistent order parameter with the LDOS calculated using the model (8) . When the model is in qualitative agreement with the self-consistent result (small s * -wave component), the two sets of traces only differ by tiny quantitative details. At µ = −500 meV, where the model misses the large s * -wave component, the differences are bigger but the traces remain qualitatively similar. It appears that qualitative properties of the order parameter, like an induced s * -wave component, do play a role in the LDOS, but quantitative details such as the differences displayed in orange in Fig. 6 don't. Along (11) , the three traces plotted with dotted lines were all calculated with identical order parameters. They nevertheless exhibit the same typical variations with changing µ as the fully self-consistent traces, which proves that these variations are linked with changes in the band structure. An examination of the spatial maps leads to the same conclusion: the core size defined by the contrast of the LDOS maps is not uniquely linked with the core size ξ c in Fig. 6 , but shows different trends at different energies. At E = 0, the core appears smallest near the Lifshitz point and increases both for open and closed Fermi surfaces like ξ c . But at E = 20 meV the trend seems rather to follow the Fermi velocity like ξ. These trends also display polarity: for instance, for µ = −500 meV the core appears much larger in the LDOS at E = −15 meV than at E = +15 meV. These observations confirm the disconnection between the spatial patterns of the LDOS and the spatial structure of the order parameter. A similar conclusion has been recently drawn from studies of the vortex-core structure in LiFeAs. 33, 49 In summary, the self-consistent order parameter of an isolated vortex in a superconductor of d x 2 − y 2 symmetry varies across a Lifshitz transition. Part of this variation can be tracked by the two-parameter model (8) , but the emergence of a local s * -wave component goes beyond the model. The simple correlation implied by the BCS formula between the vortex-core radius and the Fermi velocity is broken in the quantum regime. The LDOS around the vortex is not tightly linked with the quantitative details of the order parameter, but depends on band-structure properties in a way which has not been fully clarified so far. Last but not least, there is no clear-cut signature of the d x 2 − y 2 -wave symmetry of the order parameter in the LDOS. The latter statement will be further illustrated in the next subsection.
B. New emerging length for quasibound vortex-core states
Previous studies of ideal vortex lattices with d-wave order parameter have shown that the LDOS in the core changes significantly with increasing the field. 29, 31 At a given field, the LDOS also depends on the orientation of the vortex lattice. 31 The interpretation is that the vortex-core states are not exponentially localized and connect the various cores to form bands. 13, 29 It is natural to ask whether there is a new emerging lengthscale, between the coherence length and the penetration depth, associated with the overlap of the core states. The magnetic field being uniform in our calculations, the penetration depth is in effect infinite. We examine the existence of a new lengthscale by asking the following question: how far apart must the vortices be, for the LDOS in each core to be independent of the vortex-lattice orientation? We find that the sensitivity of the LDOS to vortex-lattice orientation increases exponentially with reducing the inter-vortex distance, over a characteristic length unrelated to the parameter ξ 0 , which determines the gap modulus near the core, but possibly connected with the parameter ξ 1 . The microscopic model is the same as in the previous section, with µ = t 1 and ∆ = 41.3 meV: the van Hove singularity of the bare DOS is at −50 meV and the largest gap on the Fermi surface is 40 meV. We consider two orientations of the vortex lattice with respect to the microscopic lattice, 0
• and 45
• . For both orientations, we compute the selfconsistent order parameter at various inter-vortex distances d between 20a and 100a. The corresponding field range is 35-1.5 Tesla for a lattice parameter typical of the cuprates. Such low fields are unreachable by conventional numerical techniques, but relatively easy to access with the real-space method. We fit the Ansatz (12) to the self-consistent solution and obtain the field dependence of the parameters ξ 0 and ξ 1 displayed in the insets of Fig. 8 . The s * -wave component is smaller than 1.6% at all fields and the difference between the fit and the self-consistent data is below 6%.
The field dependencies of ξ 0 and ξ 1 are well described by the exponential form
with lengths that are typically 21a for ξ 0 and 37a for ξ 1 . We see that ξ 1 ξ 0 in the whole field range, such that the vortex-core size is ξ c ≈ ξ 0 .
We first observe that the core size increases with increasing the field. This trend suggests that the cores grow and eventually merge as the critical field is approached, which contradicts the idea that the cores shrink due to the overlapping currents. 50 Several measurements 42, 51, 52 and calculations 42, 43 have indeed reported a decrease of the core size with increasing field. We note that these measurements have probed the low-field regime (below 1.5 T) for s-wave superconductors like NbSe 2 , which are far from the quantum limit. Likewise, all calculations have been done for s-wave superconductors within the semiclassical approximation. Our results show that the behavior of the core size in a d-wave superconductor, in the quantum limit and at high field, is opposite to the behavior in a s-wave superconductor, in the classical limit and at low field.
Next we calculate, for the two vortex-lattice orientations, the LDOS in the core and at the most symmetric point inbetween the cores, as a function of field. The result is displayed in Fig. 8 . For d = 100a the LDOS depends very little on the orientation, while significant differences appear for d < 50a. We quantify these differences by computing the correlation (E i are discrete energies) Figure 8 shows that decreases exponentially from unity as the vortices get closer until d ≈ 30a (16 T). For shorter distances, the LDOS curves are qualitatively different and the correlation is less meaningful. The exponential behavior extends over two decades with the same characteristic length in the core and in-between the vortices: = 38a. This length is 50 times longer than ξ 0 of the isolated vortex, and two times longer than ξ 1 .
In order to better understand the meaning of , we return to the isolated vortex and study the behavior of the LDOS at long distances from the core, using a large system (M = 500). Figure 9 shows the spatial dependence of the LDOS N (r , E) along the directions (10) and (11) at various energies. We overlook particle-hole asymmetry by averaging the LDOS at positive and negative energies. For convenience, we also normalize N (r , E) to its zero-field (no vortex) value N 0 (E). Because in the calculation we keep the position r fixed at the system center and move the vortex with respect to this position, the boundary errors affect in the same way all points in the graph. Looking at zero energy first, one sees the LDOS being larger along (10) than along (11) at short distances, with an inversion for r > 4a. Both tails extend far from the core: there is no sign that they have converged at r = 200a. The stronger tail in the nodal direction explains why the parameters ξ 0 and ξ 1 of the vortex lattice are more sensitive to the field for the 45 very large distances in the nodal and antinodal directions (as a matter of fact, in all directions with the longest tails about 10
• off the nodal direction, see Fig. 7 ). This indeed reveals the existence of nodal excitations degenerate with the zero-energy core states everywhere in the bulk of the superconductor, but it also underlines that the gap nodes do not show up in the form of a star in real space around the vortex. The reason is that the LDOS probes the centerof-mass coordinate of the Cooper pairs, while the nodes are a property of the relative coordinate. The nodes are visible in real space when probing nonlocal properties. 27 At finite energy, the LDOS appears to reach an asymptotic value at some finite length of the order of . No particular meaning has been associated yet with the length ξ 1 in the model (8) . The profile p(r) is mostly sensitive to ξ 1 in the region r 2ξ 0 ξ 1 , which is well outside the core. Since ξ 1 probes the order parameter far from the core, while probes the LDOS in the same region, it is tempting to connect the two lengths. The fact that seems to set the field dependence of ξ 1 (Fig. 8) points to the same direction. The relation ≈ 2ξ 1 may be a consequence of the fact that the LDOS depends on the order parameter squared. Consequently, ξ 1 may be interpreted as half a characteristic dimension of the vortex, which describes the localization of states at finite energies. A systematic study of and its possible relation with ξ 1 is left for a future work.
C. Vortex-core LDOS in disordered vortex lattices
In superconductors with short coherence length, the vortices are easily pinned by defects leading to glassy vortex phases. 34, 35 In Bi-based cuprates, for instance, the disorder can be such that the short-range coordination between vortex positions has no obvious symmetry at high fields. 53, 54 Disordered vortices have also been observed in the iron pnictides. 55 This raises the question of how severely the vortex-core spectra are affected by disorder in the vortex lattice. For strong enough disorder, the information about the initial vortex-lattice orientation is lost and the average vortex-core spectrum should no longer depend on this orientation. In this section, we build on the results of the previous section to study how the spectra in the 0
• orientations progressively become identical as disorder is increased. Starting from the ideal lattices, we introduce a disorder δR = dρ(cos τ, sin τ) in the vortex positions, where d is the initial distance between vortices, ρ is a random number with Gaussian distribution of variance η, and τ is a uniform random number between 0 and 2π. η measures the strength of disorder, the mean displacement being dη 2/π. We mimic the vortex repulsion by constraining the inter-vortex distance to be larger than 18a. For each disorder strength and both lattice orientations, we generate 30 vortex configurations and, for each configuration, we compute the vortex-core spectrum in 121 vortices. The resulting 3630 spectra are averaged and the correlation between the averages is calculated. The results are summarized in Fig. 10 .
The energy dependence of the standard deviation shows that the effect of disorder on the LDOS is limited to low energies 30 meV and is maximal for zero-energy states, as expected given their large spatial extension. Less expected is the non-monotonic behavior of the standard deviation, with a minimum near ±6 meV. It appears that positional disorder transfers spectral weight across a well-defined energy. This energy increases slowly with increasing field and disorder, from 5 to 7 meV for d = 50a over the range of disorder considered, respectively from 6 to 8 meV for d = 30a. As spectral weight is removed at low energy, the average zero-energy peak is suppressed with increasing disorder, while at the same time the orientation dependence disappears. At η = 0.1, the spectral differences between the two orientations are bigger than the disorder-induced variations, such that the average spectra remain orientation dependent. At η = 0.5, the disorder-induced variations are a substantial fraction of the signal and orientation dependence is lost. The correlation indicates a transition from a weak-disorder regime, where increases linearly with η, to a strong-disorder regime characterized by an exponential suppression of the orientation dependence over a characteristic disorder strength of the order of 10%.
The data shown in Fig. 10 were compiled from the LDOS calculated exactly at the vortex centers, i.e., at the lattice points where the phase is singular and the order parameter is zero. An inspection reveals that a small number of these spectra exhibit a split zero-energy peak. Figure 11 shows the zero-energy LDOS in a region containing 18 vortices. Two nearby vortices at the center form a pair in which one has a split peak and the other not. Zooming in [Fig. 11(b) ], we see that the split peak occurs because the maximum of the zero-energy LDOS is spatially dissociated from the vortex center: where the zero-energy LDOS has its maximum, the peak is not split (spectrum #2). In the second vortex of the pair, the LDOS maximum is spread over four sites and a peak subsists at the center (spectrum #7). The dissociation of the maximum zero-energy LDOS from the vortex center is due to an asymmetric distribution of supercurrent around the core, 26 as illustrated in Fig. 11(c) . For an isolated vortex or an ideal vortex lattice, the supercurrent averages to zero around each vortex and there is no resultant Lorentz force. Positional disorder breaks this symmetry, so each vortex endures a net force F = J × B, where J stands for a spatial average of the current density j over the core. Hence F is a measure of the strength and direction of the current asymmetry. Figure 11 (c) shows that F is twice as large in the vortex where the dissociation takes place compared with the partner in the pair. The reason appears in Fig. 11(a) : a vortex-deficient zone in the direction of the force, with no equivalent for the partner. In response to the Lorentz force, the electronic structure gets polarized in the direction of the force, leading to the separation of the geometric and electronic vortex centers. The possibility to infer exact vortex positions from the observed LDOS maxima will require a systematic study of the LDOS polarization as a function of the force.
IV. SUMMARY AND CONCLUSION
The vortex cores hold keys to understand the superconducting state, especially its phase coherence and interaction with competing orders. Scanning tunneling spectroscopy provides an access to the LDOS, where much of this information is stored. While the measurements are usually performed in low magnetic fields and the vortex positions are often disordered, the calculations reported so far considered either isolated vortices or ideal vortex lattices at high fields. These results may not be relevant to interpret some of the experiments. The method described here opens new doors and improves our capability to simulate experiments realistically. We have demonstrated this by reporting for the first time self-consistent Bogoliubov-de Gennes calculations for fields as low as 1.5 Tesla, as well as LDOS calculations for infinite disordered vortex configurations. Thanks to a good energy resolution and excellent scalability, the method is ideally suited for two-dimensional lattice models. We have obtained several new results for isolated vortices in d-wave superconductors and in the quantum limit: the vortex LDOS is not universal and depends largely on the band structure, which also affects the vortex-core profile; the representation of this profile requires at least two characteristic lengths, which show different behaviors compared with the canonical BCS coherence length; consideration of the vortex LDOS alone does not allow to determine unambiguously the order-parameter symmetry; the LDOS is delocalized in all spatial directions at zero energy, while at finite energy it is confined by a third characteristic length different from those describing the vortex profile. The observation of this new emerging scale was not possible with previous methods, as it requires very large systems and/or vortex lattices at fields lower than 10 Tesla. For two square vortex lattices, we have found that in the quantum limit, unlike in the semiclassical limit, the vortex cores grow with increasing field. Disorder in the vortex positions leads to a redistribution of spectral weight around a characteristic energy inside the gap. The net result is a broadening of the average zero-energy LDOS peak and disappearance of its dependence on vortex-lattice orientation. This disappearance crosses over from linear at weak disorder to exponential at stronger disorder, defining a characteristic positional disorder at 10% of the inter-vortex distance. Lastly, we showed that a sufficiently asymmetric distribution of supercurrent can dissociate the geometric and electronic vortex centers in response to the Lorentz force polarizing the LDOS.
The numerical method used here has a broad scope and is straightforwardly generalized to include, e.g., multiple bands, impurity potentials, competing orders like antiferromagnetism or charge-density waves. NbSe 2 is an interesting material to consider, being a charge-density wave superconductor in which vortices have been extensively studied by STM, 6 and sitting in an intermediate regime between the quantum and semiclassical limits. The interplay between charge-density wave and vortex-core structure 56 has so far not been studied theoretically. Other interesting problems where the real-space Chebyshev-expansion approach offers obvious advantages include the evolution of the vortex-core structure and spectroscopy on approaching a surface or a grain boundary, 57 or the Josephson vortices pinned at step edges. 58 We have complemented the toolbox of this approach with an Ansatz order parameter for infinite disordered vortex configurations; we hope this will stimulate further studies. To conclude this appendix, we show that in a vortex lattice, the self-consistency equation (20) warrants the property that ∆e i has the periodicity of the vortex lattice. We proceed by recurrence, noting that the property is satisfied by the Ansatz (12) , because the function Φ is periodic. If the order parameter has the required periodicity, a shift by a vortex-lattice vector R changes it according to ∆ r +R,r +R = ∆ r r e i( r r − r +R,r +R )
. The key point is that the phase r r − r +R,r +R is a gradient which we can write as r r − r +R,r +R = T R (r ) − T R (r ).
Indeed, the Peierls phase is the sum of a linear term determined by the average magnetic field and given by Eq. (17), and a periodic contribution which drops in the difference. Using (17), we get T R (r ) = πY x/S. The hopping amplitude, hence the whole Hamiltonian H, transforms in the same way as the order parameter. Based on this, it is straightforward to check that the Bogoliubov-de Gennes amplitudes in the asymmetric gauge transform as u α (r + R) = u α (r )e −iT R (r ) and v α (r + R) = v α (r )e −iT R (r ) . Consequently, a shift of the Chebyshev coefficient by R gives 
