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Forward self-similar solutions to the viscoelastic
Navier-Stokes equation with damping
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Abstract
Motivated by [10], we prove that there exists a global, forward self-similar solution
to the viscoelastic Navier-Stokes equation with damping, that is smooth for t > 0, for
any initial data that is homogeneous of degree −1.
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1 Introduction
The Oldroyd model for an incompressible, (linear) viscoelastic fluid in R3 is given by the
following system of equations:
∂tu + (u · ∇)u = µ∆u − ∇p + ∇ · FFt,
∂tF + (u · ∇)F = ∇uF,
∇ · u = 0,
in R3 × (0,∞) (1.1)
where u : R3 × (0,+∞) → R3 represents the fluid velocity, F : R3 × (0,+∞) → R3×3
represents the local deformation tensor of the fluid, p : R3 × (0,+∞) → R represents the
fluid pressure, and µ > 0 is the viscosity constant. The ith-component of ∇ · FFt equals
to ∇ j(FikF jk). The system (1.1) is also called as the viscoelastic Navier-Stokes equation.
A straightforward calculation implies that for any smooth solution (u, p, F) to (1.1), that
decays sufficiently rapid near infinity, the energy satisfies
d
dt
{1
2
∫
R3
(|u|2 + |F|2) dx
}
= −µ
∫
R3
|∇u|2 dx, t > 0. (1.2)
There have been several interesting works on the initial value problem of (1.1) by [9,14,15]
asserting both the existence of short time smooth solution and the global existence of smooth
solution for small initial data. For large (rough) initial data, the global existence of weak
solutions to (1.1) has recently been achieved by [7, 8] in dimension two, but remains open
in dimension three. In pursuing global weak solutions of (1.1), the authors of [14] proposed
the following viscoelastic Navier-Stokes equations with damping approximating (1.1):
∂tu + (u · ∇)u = µ∆u − ∇p + ∇ · FFt,
∂tF + (u · ∇)F = ν∆F + ∇uF,
∇ · u = 0,
in R3 × (0,∞) (1.3)
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where ν > 0 is a damping constant. Following the scheme by [1] on the Navier-Stokes
equation, it is not hard to establish the existence of global weak solutions (uν, pν, Fν) to
(1.3). It is a challenging open problem to show that (uν, pν, Fν) converges to a global weak
solution of (1.1) as ν → 0. Nevertheless, the system (1.3) itself is an interesting system that
deserves to be studied, besides that better understanding of (1.3) may be useful for (1.1).
We would like to mention a few basic facts on smooth solutions (u, p, F) of (1.3):
(i) If (u, p, F) has sufficiently rapid decay at infinity, then
d
dt
{1
2
∫
R3
(|u|2 + |F|2) dx
}
= −
∫
R3
(µ|∇u|2 + ν|∇F|2) dx, t > 0. (1.4)
(ii) If ∇ · F = 0 at t = 0, then ∇ · F = 0 for all t > 0. This follows by taking divergence
of (1.3)2 and applying (1.3)3, which yields (see also [6] and [14]):
∂t(∇ · F) + (u · ∇)(∇ · F) = µ∆(∇ · F).
Here (∇ · F) j = ∇iFi j denotes the divergence of jth-column vector of F.
(iii) Under the condition ∇ · F = 0, it follows that
(∇ · FFt)i = ∂ jF jkFik + F jk∂ jFik = ((Fk · ∇)Fk)i,
where Fk denotes the kth-column vector of F, so that (1.3) is closely related to the
incompressible MHD system.
Similar to the Navier-Stokes equation, (1.3) is invariant under both translations and
scalings: For any z0 = (x0, t0) ∈ R3 × (0,∞) and λ > 0, if (u, p, F) is a solution of (1.3),
then
(
uz0,λ, pz0,λ, Fz0,λ
)
is also a solution of (1.3), where
uz0,λ(x, t) := λu(x0 + λx, t0 + λ2t),
pz0,λ(x, t) := λ2 p(x0 + λx, t0 + λ2t),
Fz0,λ(x, t) := λF(x0 + λx, t0 + λ2t).
A solution (u, p, F) to (1.3) is called to be self-similar, if
u = u(0,0),λ, p = p(0,0),λ, F = F(0,0),λ, for every λ > 0.
In this case, the value of (u, p, F) is determined by that at time t = 1:
u(x, t) = 1√
t
U( x√
t
), p(x, t) = 1
t
P( x√
t
), F(x, t) = 1√
t
G( x√
t
), (1.5)
where (U, P,G)(y) = (u, p, F)(y, 1).
By simple calculations, the profile (U, P,G) of a self-similar solution satisfies in R3:
−∆U − 12 U − 12 (x · ∇)U + (U · ∇)U − (Gk · ∇)Gk + ∇P = 0,
divU = 0, divG = 0
−∆G j − 12G j − 12 (x · ∇)G j + (U · ∇)G j − (G j · ∇)U = 0, j = 1, 2, 3.
(1.6)
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Here G j stands for the jth-column of G.
The initial condition of (1.3) is given by
u(x, 0) = u0(x), F(x, 0) = F0(x), x ∈ R3, (1.7)
for some given functions u0 : R3 → R3, with ∇ · u0 = 0, and F0 : R3 → R3×3, with
∇ · F0 = 0.
When (u, F) is self-similar, then (u0, F0) must be homogeneous of degree −1, i.e.,
(u0(x), F0(x)) = 1|x|
(
u0
( x
|x|
)
, F0
( x
|x|
))
, x ∈ R3 \ {0}.
Thus it is natural to assume
|u0(x)| + |F0(x)| ≤ C∗|x| , x ∈ R
3 \ {0}, (1.8)
for some constant C∗ > 0 and look for self-similar solutions (u, F) satisfying
|u(x, t)| + |F(x, t)| ≤ C(C∗)|x| , x ∈ R
3 \ {0}, or ‖u‖L3,∞ + ‖F‖L3,∞ ≤ C(C∗).
Here Lq,r, 1 ≤ q, r ≤ ∞, denotes the (q, r)-Lorentz space.
Concerning the Navier-Stokes equation, the existence and uniqueness of self-similar so-
lutions with sufficiently small C∗ were established via the contraction mapping argument,
see [2, 3] for details. For large C∗, Jia and ˇSvera´k in their recent important work [10] have
constructed a self-similar solution for every u0 that is homogeneous of degree −1 and locally
Ho¨lder continuous. The crucial ingredients in [10] are the “local-in space near the initial
time” regularity techniques that ensure priori estimates of self-similar solutions. Based on
it, they showed the existence of global self-similar solutions to the Navier-Stokes equation
by Leray-Schauder’s degree theorem (see [19]). The result of [10] was subsequently ex-
tended by Tsai [23] and Bradshaw-Tsai [25] to forward discretely self-similar solutions,
and Korobkow-Tsai [24] to forward self-similar solutions in the half space.
In this paper, we aim to extend the ideas by [10] on the Navier-Stokes equation to
establish the existence of self-similar solutions of (1.3) for initial data (u0, F0) satisfying
(1.8) with large C∗. Our main theorem is
Theorem 1.1. Let u0, F0 ∈ Cγloc
(
R
3\{0}) for some γ ∈ (0, 1), with div u0 = 0 and div F0 = 0,
be homogeneous of degree −1. Assume (1.8) holds, then the system (1.3) and (1.7) has at
least one self-similar solution (u, p, F) that is smooth in R3 × (0,∞) and locally Ho¨lder
continuous in R3 × [0,∞)\{(0, 0)}.
Since the values of µ and ν in (1.3) don’t play any role in this paper, we will assume
throughout this paper that
µ = ν = 1.
We take a slightly different approach from [10] to prove Theorem 1.1 by applying the Leray-
Schauder fixed point theorem (see [5] Theorem 11.6). To this end, we introduce a family of
viscoelastic Navier-Stokes equations with damping as follows. For 0 ≤ σ ≤ 1, consider
∂tu − ∆u + ∇p = −σ[∇ · (u ⊗ u) − ∇ · FFt],
∂tF − ∆F = σ[∇uF − (u · ∇)F],
∇ · u = 0, ∇ · F = 0
in R3 × (0,∞) (1.3)σ
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It is clear that (1.3)σ reduces to the Stokes equation for u and the heat equation for F when
σ = 0, and becomes (1.1) when σ = 1. We will translate the problem (1.3)σ and (1.7) into
the fixed point problem:
w = T (w, σ) : X → X, 0 ≤ σ ≤ 1,
where X is a suitable Banach space, and w = (v,H) is defined through
u(x, t) = (et∆u0)(x) + v(x, t); F(x, t) = (et∆F0)(x) + H(x, t),
with (u, F) and (v,H) being self-similar solutions of (1.3)σ and (3.26) respectively. To prove
T (·, 1) has a fixed point w ∈ X, we will verify that
(i) T : X × [0, 1] → X is a compact operator and T (w, 0) = 0 for all w ∈ X.
(ii) There exists a constant C such that
‖v‖X ≤ C,
for all (v, σ) ∈ X × [0, 1] satisfying v = T (v, σ).
The main part of this paper is to verify the second condition. To achieve this, we will
extend the “local-in space near the initial time” regularity technique, first developed by [10]
on the Navier-Stokes equation, to the system (1.3)σ or more precisely (2.1) below. We
will first prove (v,H) is Ho¨lder continuous under some smallness condition (the so called
ǫ-regularity criteria), then use this “ǫ- regularity” theorem to obtain the local in space near
the initial time smoothness for the so called local Leray weak solutions, from which we can
establish the priori estimate of (v,H). Finally, by the Leray-Schauder’s fixed point theorem,
we obtain the existence of global forward self-similar solutions to (1.3).
Notations. For a better presentation, we list some notations here.
z = (x, t), z0 = (x0, t0), Br(x0) =
{
x ∈ R3 : |x − x0| < r
}
,
Qr(z0) = Br(x0) × (t0 − r2, t0), −
∫
Qr(z0)
f dz = 1|Qr(z0)|
∫
Qr(z0)
f dz,
(
u
)
z0,r
= −
∫
Qr(z0)
udz, (p)x0 ,r(t) = −
∫
Br(x0)
p(x, t)dx,
Br = Br(0), Qr = Qr(0), B = B1, Q = Q1,
(u)r = (u)0,r, (p)r(t) = (p)0,r(t), H =
{
u ∈ L2(R3,R3) : divu = 0
}
,
V =
{
u ∈ H1(R3,R3) : divu = 0
}
, v ⊗ w = (viw j)1≤i, j≤3,
A · B = Ai jBi j, |A| =
√
A · A, Au = (Ai ju j) ∈ R3, for A, B ∈ R3×3 and u ∈ R3,
∇u = ∂u
∂x j
= (ui j) for u : R3 → R3.
2 ǫ-regularity
Our goal in this section is to prove an ǫ-regularity criteria, similar to that by Caffarelli-
Kohn-Nirenberg on the Navier-Stokes equation [1], for a family of generalized viscoelastic
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Navier-Stokes equations with damping. First we will introduce the perturbations of (1.3)σ
as follows. For any σ ∈ [0, 1], consider
∂tv − ∆v + ∇p = −σ
[
v · ∇a + a · ∇v + v · ∇v] + σ∇ · (HHt + MHt + HMt),
∂tH − ∆H = −σ
[
a · ∇H + v · ∇H + v · ∇M] + σ[∇aH + ∇vH + ∇vM],
divv = 0, divH = 0,
(2.1)
in Q, where a ∈ Lm(Q,R3), with ∇ · a = 0, and M ∈ Lm(Q,R3×3), with ∇ · M = 0, for m > 5
are given1.
We will study the regularity of suitable weak solutions of the system (2.1) under a
smallness condition. For this, we will first recall the definition of weak solutions of the
system (2.1), which is consistent with the notion introduced by [1] and [10] on the Navier-
Stokes equation.
Definition 2.1. A triple of functions (v, p,H) : Q → R3×R×R3×3 is called a suitable weak
solution to the system (2.1), if the following statements hold:
(a) v,H ∈ L∞t L2x(O) ∩ L2t V(O) for any O ⊂ Q, p ∈ L
3
2
loc(Q), and (v,H) ∈ L3loc(Q).
(b) (v,H, p) satisfies the system (2.1) on Q in the sense of distributions.
(c) (v,H, p) satisfies the following local energy inequality
d
dt
∫
B
φ
(|v|2 + |H|2) + 2∫
B
φ
(|∇v|2 + |∇H|2)
≤
∫
B
(φt + ∆φ)(|v|2 + |H|2) − 2σv ⊗ ∇φ · HHt
+
∫
B
[
σ(|v|2 + |H|2)(v + a) + 2pv] · ∇φ
+ 2σ
∫
B
(
a ⊗ v − MHt − HMt) · (∇vφ + v ⊗ ∇φ)
+ 2σ
3∑
i, j,k=1
∫
B
(
vk Mi j − aiHk j − viMk j
) · (∇kHi jφ + Hi j∇kφ), (2.2)
for any φ ∈ C∞0 (B × (−1, t]), with φ ≥ 0.
Following the scheme in [1], it is not difficult to prove the existence of suitable weak
solutions to the system (2.1) under suitable initial and boundary conditions. Note also that
by the local energy inequality above and the known multiplicative inequalities, any suitable
weak solution (v, p,H) to (2.1) satisfies
v,H ∈ W2,15
4 ,loc
(Q), and p ∈ W1,05
4 ,loc
(Q).
Extending the arguments by [4,10,12,13] on the Navier-Stokes equation, we will prove
the main theorem of this section.
1For applications in later sections, (a, M) will be chosen to be a mild solution of (1.3)σ under suitable initial
data.
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Theorem 2.1. Let (v,H, p) be a suitable weak solution to the system (2.1) in Q, with a ∈
Lm(Q,R3), div a = 0, and M ∈ Lm(Q,R3×3), divM = 0, for some m > 5. Then there exist
ǫ0 = ǫ0(m) > 0 and α0 = α0(m) ∈ (0, 1), independent of 0 ≤ σ ≤ 1, such that if(
−
∫
Q
|v|3
) 1
3
+
(
−
∫
Q
|H|3
) 1
3
+
(
−
∫
Q
|p| 32
) 2
3
+
(
−
∫
Q
|a|m
) 1
m
+
(
−
∫
Q
|M|m
) 1
m ≤ ǫ0, (2.3)
then (v,H) is Ho¨lder continuous in Q 1
2
with exponent α0, and∥∥∥v∥∥∥Cα0par(Q 1
2
) +
∥∥∥H∥∥∥Cα0par(Q 1
2
) ≤ C(m, ǫ0). (2.4)
For the next lemma, we introduce the quantity
Y
(
v,H, p,QR(z0)) := ( −∫
QR(z0)
|v − (v)z0,R|3
) 1
3
+
(
−
∫
QR(z0)
|H − (H)z0,R|3
) 1
3
+ R
(
−
∫
QR(z0)
|p − (p)x0 ,R(t)|
3
2
) 2
3
.
Lemma 2.1. For m > 5, suppose that div a = 0, div M = 0, and
‖a‖Lm(Q) + ‖M‖Lm(Q) ≤ η; |(v)1 | + |(H)1| ≤ L,
for some small absolute number η > 0 and some positive number L. Then for any θ ∈ (0, 13 ),
there exist an ǫ = ǫ(θ, L,m) > 0,C = C(L,m) > 0, and α = α(m) > 0 such that if (v,H, p)
is a suitable weak solution to (2.1) with 0 ≤ σ ≤ 1, satisfying
Y(v,H, p,Q) +
{
|(v)1 | + |(H)1|
}{
−
∫
Q
(
|a|m + |M|m
)} 1
m
< ǫ, (2.5)
then
Y(v,H, p,Qθ) ≤ Cθα
{
Y(v,H, p,Q) +
[
|(v)1| + |(H)1|
][
−
∫
Q
|a|m + |M|m
] 1
m
}
. (2.6)
Proof. Suppose the lemma were false. Then there exist σi ∈ [0, 1] and a sequence of
suitable weak solutions (vi, pi,Hi) of (2.1), with σ = σi, a = ai, and M = Mi, such that
‖ai‖Lm(Q) + ‖Mi‖Lm(Q) ≤ δ, |(vi)1| + |(Hi)|1 ≤ L, ∇ · ai = 0,
ǫi ≡ Y(vi,Hi, pi,Q) +
{
|(vi)1| + |(Hi)1|
}{
−
∫
Q
|ai|m + −
∫
Q
|Mi|m
} 1
m i→∞−−−→ 0,
Y(vi,Hi, pi,Qθ) > C(L,m)θαǫi.
Set
ui =
vi − (vi)1
ǫi
, qi =
pi − (pi)1(t)
ǫi
, Fi =
Hi − (Hi)1
ǫi
, f i = (vi)1 ⊗ ai
ǫi
,
gi =
Mi(Hi)t1 + (Hi)1(Mi)t
ǫi
, hij =
(vi)1 ⊗ Mij
ǫi
, lij =
ai ⊗ (Hij)1
ǫi
( j = 1, 2, 3).
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Then it is straightforward to verify that (ui, qi, Fi) solves the system:
∂tui − ∆ui + ∇qi = −σi
[
ui∇ai + (ai + (vi)1 + ǫiui)∇ui + div( f i)]
+σi∇ ·
[
ǫiFi(Fi)t + (Mi + (Hi)1)(Fi)t + Fi(Mi + (Hi)1)t + gi],
∂tFi − ∆Fi = −σi
[(ai + (vi)1 + ǫiui)∇Fi + ui∇Mi +∑3j=1 ∇ j(hij)]
+σi
[∇ui((Hi)1 + ǫiFi) + ∇aiFi + ∇ui Mi +∑3j=1 ∇ j(lij)],
divui = divai = 0, divFi = divMi = 0.
(2.7)
Moreover, by direct calculations, we have that
{
−
∫
Q
|ui |3
} 1
3
+
{
−
∫
Q
|Fi|3
} 1
3
+
{
−
∫
Q
|qi|
3
2
} 2
3
+
{
−
∫
Q
| f i|m
} 1
m
+
{
−
∫
Q
|gi|m
} 1
m
+
3∑
j=1
{
−
∫
Q
|hij|m
} 1
m
+
3∑
j=1
{
−
∫
Q
|lij|m
} 1
m ≤ 1, (2.8)
and
Y(ui, Fi, qi,Qθ) > C(L,m)θα. (2.9)
Since (vi, pi,Hi) is a suitable weak solution of (2.1), it follows that (ui, qi, Fi) is also a
suitable weak solution of (2.7). Hence the following local energy inequality holds:
d
dt
∫
B
φ
(
|ui|2 + |Fi|2
)
+ 2
∫
B
φ
(
|∇ui |2 + |∇Fi |2
)
≤∫
B
{
(|ui |2 + |Fi|2)[(φt + ∆φ) + σi(ai + (vi)1 + ǫiui)∇φ] − (2σiǫiFi(Fi)t − qi)ui∇φ
+ 2σi
[
uiai + (Mi + (Hi)1)(Fi)t + Fi(Mi + (Hi)1)t + f i − gi] · ∇(uiφ) (2.10)
+ 2σi
[
aiFi + ui((Hi)1 + ǫiFi) + uiMi − Miui] · ∇(Fiφ) + 2σi 3∑
j=1
(hij − lij)∇ j(Fiφ)
}
,
for any φ ∈ C∞0 (B1(0) × (−1, t]), with φ ≥ 0.
We define
Ei(r) = esssup−r2<t≤0
1
2
∫
Br
(
|ui|2 + |Fi|2
)
+
∫ 0
−r2
∫
Br
(
|∇ui |2 + |∇Fi |2
)
, 0 ≤ r ≤ 1.
By the known interpolation inequalities we have
∥∥∥ui∥∥∥L 103 (Qr) +
∥∥∥Fi∥∥∥
L
10
3 (Qr)
≤ CE
1
2
i (r). (2.11)
For any 12 < r1 < r2 ≤ 1, by choosing suitable test functions φ ∈ C∞0 (Qr2 ) in the local
energy inequality (2.10), applying the uniform bounds (2.8) and Ho¨lder’s inequalities, we
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have that
Ei(r1) ≤ C(r2 − r1)2
+
C
r2 − r1
∫
Qr2
{
(|ui |2 + |Fi|2)(L + |ai| + |Mi| + ǫi|ui|)+
(| f i| + |gi | + |qi|)|ui | + (|hi | + |li|)|Fi |
}
+C
∫
Qr2
{[|ai ||ui| + (L + |Mi|)|Fi| + | f i| + |gi|]|∇ui|+
[(|ai| + ǫi |ui|)|Fi| + (L + |Mi|)|ui | + |hi| + |li|]|∇Fi |}
≤ C(L)(r2 − r1)2
+C
∥∥∥(| f i| + |gi| + |hi| + |li|)∥∥∥L2(Qr2 )Ei(r2) 12
+C
∥∥∥(|ai| + |Mi)|∥∥∥L5(Qr2 )
∥∥∥(|ui| + |Fi|)∥∥∥L 103 (Qr2 )
∥∥∥(|∇ui | + |∇Fi|)∥∥∥L2(Qr2 )
≤ C(L)(r2 − r1)2
+
[
C(‖ai‖Lm(Q) + ‖Mi‖Lm(Q)) + 18
]
Ei(r2). (2.12)
If we choose η > 0 so that Cη < 116 , then a standard iteration argument shows that
Ei(34) ≤ C(L,m, η). (2.13)
Indeed, it follows from (2.12) that there exists 0 < θ < 14 such that
Ei(r1) ≤ θEi(r2) + C(L)(r2 − r1)2
, ∀ 1
2
< r1 < r2 ≤ 1.
By taking r2 = 1, r1 = 34 and ρk = r2 − 2−k(r2 − r1) for k ≥ 0, we have by iterations that
Ei(ρ0) ≤ θkEi(ρk) + C(L,m, η)1 − 4θ ,
this implies (2.13) by sending k → ∞. Observe that by (2.7), we have that
sup
i≥1
∥∥∥(∂tui, ∂tFi)∥∥∥L 32 ((− 916 ,0),W−1,3(B 34 )) ≤ C. (2.14)
Thus, by Aubin-Lions’ compactness lemma, we may assume that after passing to a subse-
quence, 
σi → σ ∈ [0, 1]; ui → u, Fi → F in Lp(Q 3
4
); qi ⇀ q in L 32 (Q 3
4
),
( f i, gi) ⇀ ( f , g), (hij, lij) ⇀ (h j, l j), j = 1, 2, 3, in Lm(Q 34 ,R
3×3),
(vi)1 → λ ∈ R3, (Hi)1 → µ ∈ R3×3, (ai, Mi) ⇀ (a, M) in Lm(Q 3
4
).
for 1 ≤ p < 103 . Passing to the limit in (2.7), we see that (u, p, F) satisfies the generalized
linear Stokes equations in Q 3
4
:
∂tu − ∆u + ∇q = −σ
[
u∇a + (a + λ)∇u + div f ]
+σ∇ · [(M + µ)Ft + F(M + µ)t + g],
∂tF − ∆F = −σ
[(a + λ)∇F + u∇M + ∇ jh j]
+σ
[∇uµ + ∇aF + ∇uM + ∇ jl j],
divu = diva = 0, divF = divM = 0.
(2.15)
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By Lemma 2.2 below, we know that there exists 0 < β = β(m) < 1 such that
|u(x1, t1) − u(x2, t2)| + |F(x1, t1) − F(x2, t2)| ≤ C(|x1 − x2| + |t1 − t2| 12 )β,
for all (x1, t1), (x2, t2) ∈ Q 3
4
.
Since (ui, Fi) → (u, F) in L3(Q 3
4
), it follows that
(
−
∫
Qθ
|ui − (ui)θ |3
) 1
3
+
(
−
∫
Qθ
|Fi − (Fi)θ|3
) 1
3 ≤ C(L,m, η)θβ, (2.16)
for i sufficiently large.
Taking divergence of (2.7)1 and using divui = 0, we see that qi satisfies
∆qi = −σidiv2
[
ui ⊗ ai + (ai + (vi)1 + ǫiui) ⊗ ui + f i] (2.17)
+σidiv2
[
ǫiFi(Fi)t + (Mi + (Hi)1)(Fi)t + Fi(Mi + (Hi)1)t + gi],
in Q 3
4
.
Write qi = q1i + q
2
i , where q
1
i is defined by
q1i = σi(−∆)−1div2
{[
ui ⊗ ai + (ai + (vi)1 + ǫiui) ⊗ ui + f i] χB 3
4
− [ǫiFi(Fi)t + (Mi + (Hi)1)(Fi)t + Fi(Mi + (Hi)1)t + gi] χB 3
4
}
in Q 3
4
,
where χB 3
4
is the characteristic function of B 3
4
. Then it is easy to check that
∆q2i = 0 in Q 34 .
Since (ui, Fi) → (u, F) in L3(Q 3
4
), we have that
∥∥∥q1i − q1∥∥∥L 32 (Q 3
4
)
i→∞−−−→ 0,
where
q1 = σ(−∆)−1div2
{[
u ⊗ a + (a + λ) ⊗ u + f − (M + µ)Ft − F(M + µ)t − g]χB 3
4
}
.
It follows from Lemma 2.2 that u and F are bounded in Q 1
2
. Hence by Calderon-Zygmund’s
Lm-estimate we have that∥∥∥q1∥∥∥Lm(Q 1
2
) ≤ C
(
‖a‖Lm(Q 1
2
) + ‖M‖Lm(Q 1
2
) + L + ‖ f ‖Lm(Q 1
2
) + ‖g‖Lm(Q 1
2
)
)
,
which, by Ho¨lder’s inequality, yields
θ
(
−
∫
Qθ
|q1| 32
) 2
3 ≤ Cθ
(
−
∫
Qθ
|q1|m
) 1
m ≤ C(L,m, η)θ1− 5m .
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Therefore, for i sufficiently large, we have
θ
(
−
∫
Qθ
|q1i |
3
2
) 2
3 ≤ C(L,m, η)θ1− 5m .
Since q2i (t) is harmonic in B 34 for all −
9
16 ≤ t ≤ 0, the standard estimate implies that
θ
(
−
∫
Qθ
|q2i − (q2i )θ(t)|
3
2
) 2
3 ≤ Cθ 23
(
−
∫
Q 3
4
|q2i |
3
2
) 2
3 ≤ Cθ 23 .
Putting these estimates together, we obtain
θ
(
−
∫
Qθ
|qi − (qi)θ(t)| 32
) 2
3
≤ θ
(
−
∫
Qθ
|q1i |
3
2
) 2
3
+ θ
(
−
∫
Qθ
|q2i − (q2i )θ(t)|
3
2
) 2
3
≤ C(L,m, η)θmin{ 23 ,1− 5m }, (2.18)
for i sufficiently large. This, together with (2.16), shows that
Y(ui, Fi, qi,Qθ) ≤ C(L,m, η)θmin{β,
2
3 ,1− 5m },
for i sufficiently large, which contradicts to (2.9) if α ∈ (0, 12 ) is chosen to be sufficiently
small. This completes the proof. 
Now we need to prove the uniform regularity of the following non-homogeneous gen-
eralized Stokes systems (2.15) for 0 ≤ σ ≤ 1.
Lemma 2.2. For any m > 5, let a ∈ Lm(Q1,R3), with diva = 0, and M, f , g, h j, l j ∈
Lm(Q1,R3×3) for j = 1, 2, 3, with divM = 0, λ ∈ R3, µ ∈ R3×3, be such that
∥∥∥|a| + |M| + | f | + |g| + 3∑
j=1
(|h j | + |l j)|
∥∥∥
Lm(Q1) + |λ| + |µ| ≤ L, (2.19)
for some positive L > 0. Let (u, F) ∈ L∞t L2x(Q1) ∩ L2t V(Q1) and p ∈ L
3
2 (Q1) satisfy
( ∫
Q1
|u|3) 13 + ( ∫
Q1
|F|3) 13 + ( ∫
Q1
|p| 32 ) 23 ≤ L, (2.20)
and solve the system (2.15), for some σ ∈ [0, 1], on Q1 in the sense of distributions. Then
(u, F) is Ho¨lder continuous in Q 1
2
with an exponent 0 < β = β(m, L) < 1, and∥∥∥u∥∥∥Cβpar(Q 1
2
) +
∥∥∥F∥∥∥Cβpar(Q 1
2
) ≤ C(m, L). (2.21)
Proof. The proof, similar to [10] Lemma 2.2, is based on some standard bootstrapping
arguments. We will sketch it here. Set
N := u ⊗ a + (a + λ) ⊗ u + f − (M + µ)Ft − F(M + µ)t − g.
Then N ∈ L
mq
m+q (Q1) and
‖N‖
L
mq
m+q (Q1)
≤ C(L)
∥∥∥(|u| + |F|)∥∥∥Lq(Q1).
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Taking divergence of (2.15)1 gives
−∆p = σdiv2N in Q1.
For R ∈ [34 , 1], set
p1 = σ(−∆)−1div2(NχBR ),
and p2 = p − p1. Then
∆p2 = 0 in BR.
Assume (u, F) ∈ Lq(Q1) for q ≥ 3. Direct calculations yield∥∥∥p1∥∥∥L mqm+q (QR) ≤ C
∥∥∥N∥∥∥
L
mq
m+q (QR)
≤ C(L)
∥∥∥(|u| + |F|)∥∥∥Lq(Q1),
and ∥∥∥p2∥∥∥
L
3
2
t C2x (Q(1−δ)R)
≤ C(δ, L),
for any small 0 < δ < 1.
Let η be a smooth cutoff function such that η = 1 in Q(1−2δ)R and η = 0 outside Q(1−δ)R.
Decompose u by letting u = u1 + u2 + u3, where
u1(·, t) =
∫ t
−∞
e(t−s)∆
[ − ∇(p1η) − σdiv(Nη)](·, s) ds,
u2(·, t) = −
∫ t
−∞
e(t−s)∆∇(p2η)(·, s) ds.
By the standard estimates on heat kernel (see [11]), we have that u1 ∈ Lγ(Q(1−δ)R) for any
γ ≥ 1 satisfying 1
γ
> 1q +
1
m
− 15 , and∥∥∥u1∥∥∥Lγ(Q(1−δ)R) ≤ C∥∥∥(|p1| + |N|)∥∥∥L mqm+q (QR),
and ∥∥∥u2∥∥∥L∞(Q(1−δ)R) ≤ C∥∥∥p2∥∥∥L 32t C2x (Q(1−δ)R) ≤ C(δ, L).
Since u3 solves the heat equation in Q(1−2δ)R, it follows that∥∥∥u3∥∥∥L∞(Q(1−3δ)R) ≤ C(∥∥∥u∥∥∥Lq(QR) + ∥∥∥u1∥∥∥Lq(QR) + ∥∥∥u2∥∥∥Lq(QR)) ≤ C(δ, L)(1 + ∥∥∥(|u| + |F|)∥∥∥Lq(QR)).
Putting these estimates together, we obtain∥∥∥u∥∥∥Lγ(Q(1−3δ)R) ≤ C(L, δ)(1 + ∥∥∥(|u| + |F|)∥∥∥Lq(QR)),
for γ > 1 as long as 1
γ
> 1q +
1
m
− 15 .
To estimate F. Decompose F by letting F = F1 + F2, where F1 is defined by
Fi j1 (·, t) = −σ
∫ t
−∞
e(t−s)∆∇k
[((ak + λk)Fi j + uk Mi j + hi jk )η
− (uiµk j + aiFk j + uiMk j + li jk )η](·, s) ds, 1 ≤ i, j ≤ 3.
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Thus F2 satisfies the heat equation in Q(1−2δ)R.
Similar to the estimate of u1, we have that F1 ∈ Lγ(Q(1−δ)R) for any γ > 1 with 1γ >
1
q +
1
m
− 15 , and ∥∥∥F1∥∥∥Lγ(Q(1−δ)R) ≤ C(L)(1 + ∥∥∥(|u| + |F|)∥∥∥L mqm+q (QR)
)
.
Similar to the estimate of u3, we have that F2 ∈ L∞(Q(1−3δ)R) and∥∥∥F2∥∥∥L∞(Q(1−3δ)R) ≤ C(L, δ)(1 + ∥∥∥|u| + |F|∥∥∥Lq(QR)).
Combining these two estimates yields∥∥∥F∥∥∥Lγ(Q(1−3δ)R) ≤ C(L, δ)(1 + ∥∥∥(|u| + |F|)∥∥∥Lq(QR)),
for γ > 1 as long as 1
γ
> 1q +
1
m
− 15 .
By repeating these arguments for finitely many times, it follows that (u, F) ∈ Lγ(Q 3
4
)
for any finite γ > 3. The interior Ho¨lder continuity of (u, F), along with uniform estimate
(2.21), then follows from the standard estimates for the Stokes equations and heat equations.
The completes the proof. 
By translation and dilation and iterations, Lemma 2.2 implies
Lemma 2.3. Let (u, p, F), a, M, η, L, ǫ(θ, L,m), C(L,m), α = α(m) be the same as in
Lemma 2.2. Let β = α2 and θ0 ∈ (0, 12 ) be such that C(L,m)θα−β ≤ 1 for θ ≤ θ0. Then there
is ǫ1 = ǫ1(θ0, L,m) > 0 such that if, for Qr(z0) ⊂ Q1,
r|(u)z0 ,r| + r|(F)z0 ,r| <
L
2
,
rY(u, p, F,Qr(z0)) + rL
(
−
∫
Qr(z0)
|a|m + |M|m
) 1
m ≤ ǫ1,
(2.22)
then for any k ≥ 0 it holds that
r|(u)z0 ,θkr| + r|(F)z0 ,θkr| ≤ L,
rY
(
u, p, F,Qθkr(z0)
)
+ rθk
{
|(u)Q
θk (z0)| + |(F)Qθkr(z0)|
}{
−
∫
Q
θkr(z0)
|a|m + |M|m
} 1
m ≤ ǫ1,
Y
(
u, p, F,Qθk+1r(z0)
) ≤ θβ{Y(u, p, F,Qθkr(z0))
+rθk
(
|(u)Q
θkr(z0)| + |(F)Qθkr(z0)|
)(
−
∫
Q
θkr(z0)
|a|m + |M|m
) 1
m
}
.
(2.23)
Proof. By translation and dilation, it suffices to show this Lemma for z0 = 0 and r = 1. It
is easy to see that the conclusion for k = 0 follows from Lemma 2.1. Observe that by the
triangle inequality we have
∣∣∣(u)θk+1 ∣∣∣ + ∣∣∣(F)θk+1 ∣∣∣ ≤ θ− 53 k∑
j=0
Y(u, p, F,Qθ j ) +
∣∣∣(u)Q1 ∣∣∣ + ∣∣∣(F)Q1 ∣∣∣. (2.24)
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By induction, we may assume that (2.23) holds for k = 1, · · ·, k0. Then we see that
Y(u, p, F,Qθk+1) ≤ θβ
{
Y(u, p, F,Qθk ) + θkL
( −∫
Q
θk
|a|m + |M|m) 1m }
≤ θβ
{
Y(u, p, F,Qθk ) + θk(1−
5
m
)L
( −∫
Q1
|a|m + |M|m) 1m }
≤ θβY(u, p, F,Qθk ) + θ(k+1)β1ǫ1,
holds for k = 1, · · · , k0, where β1 = min{β, 1 − 5m }. Iterations of the above inequalities yield
that
Y(u, p, F,Qθk+1) ≤ θ(k+1)βY(u, p, F,Q1) + (k + 1)θ(k+1)β1ǫ1 (2.25)
holds for k = 1, · · · , k0.
We now show that (2.23) holds for k = k0 + 1. Combing (2.24) with (2.25), we have
∣∣∣(u)θk0+1 | + |(F)θk0+1 | ≤ θ− 53 k0∑
j=0
(
θ jβǫ1 + jθ jβ1ǫ1) + L2
≤ θ− 53 ǫ1
[ 1
1 − θβ +C(β1, θ)
]
+
L
2
≤ L,
provided ǫ1(θ, L,m) is chosen to be sufficiently small.
While for (2.23)2, we have that
Y(u, p, F,Qθk0+1) + θk0+1
(
|(u)θk0+1 | + |(F)θk0+1 |
)(
−
∫
Q
θk0+1
|a|m + |M|m
) 1
m
≤ θβǫ1 + Lθk0+1
(
−
∫
Q
θk0+1
|a|m + |M|m
) 1
m
≤ θβǫ1 + θ(1−
5
m
)(k0+1)L
(
−
∫
Q1
|a|m + |M|m
) 1
m
≤ θβǫ1 + θ(1−
5
m )(k0+1)ǫ1 < ǫ1.
Now we rescale (u, p, F) by letting(
v, q,H
)
(x, t) =
(
θk0+1u, θ2(k0+1) p, θk0+1F
)(
θk0+1x, θ2(k0+1)t
)
,
and (
b,N
)
(x, t) = θk0+1
(
a, M
)(
θk0+1x, θ2(k0+1)t
)
,
for (x, t) ∈ Q1. Then (v, q,H) is a suitable weak solution of (2.1) on Q1 for σ ∈ [0, 1], with
a, M replaced by b,N. Moreover,
Y(v, q,H,Q1) +
{
|(v)1| + |(H)1 |
}(
−
∫
Q1
|b|m + |N|m
) 1
m
= θk0+1
(
Y(u, p, F,Qθk0+1) + θk0+1
{
|(u)θk0+1 | + |(H)θk0+1 |
}(
−
∫
Q
θk0+1
|b|m + |N|m
) 1
m
)
≤ ǫ1,
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{
|(v)1| + |(H)1|
}
= θk0+1
{
|(u)θk0+1 | + |(F)θk0+1 |
}
≤ L,
and ∥∥∥b∥∥∥Lm(Q1) + ∥∥∥N∥∥∥Lm(Q1) = θ(k0+1)(1− 5m )(∥∥∥a∥∥∥Lm(Q
θk0+1 )
+
∥∥∥N∥∥∥Lm(Q
θk0+1 )
)
≤ δ.
Thus by Lemma 2.1 we get
Y(v, q,H,Qθ) ≤ θβ
[
Y(v, q,H,Q1) +
{
|(v)1| + |(H)1|
}{
−
∫
Q1
|b|m + |N|m
} 1
m
]
,
which, after rescaling, gives (2.25)3 for k = k0 + 1. The proof is completed. 
Proof of Theorem 2.1. By choosing ǫ0 sufficiently small, we can apply Lemma 2.3 in Q 1
2
(z0)
for any z0 ∈ Q 1
2
to conclude that for some β ∈ (0, 1) depending on m, L such that
(
−
∫
Qρ(z0)
|u − (u)z0 ,ρ|3
) 1
3
+
(
−
∫
Qρ(z0)
|F − (F)z0 ,ρ|3
) 1
3 ≤ Y(u, p, F,Qρ(z)) ≤ C(θ, β)ρβ,
for any ρ ≤ 12 . By Campanato’s Lemma, we conclude that u, F are Ho¨lder continuous in
Q 1
2
with the desired estimates. 
3 Existence of self-similar solutions
3.1 Local in space near initial time estimate of local weak solutions
In this subsection, we will apply the “ǫ-regularity” Theorem 2.1 to obtain the local in space
near initial time estimate of local Leray weak solutions of (1.3)σ. To this end, we first
introduce the definition of local Leray weak solutions of the system (1.3)σ, analogous to
(2.2) for the system (2.1) (see [10, 17] on the Navier-Stokes equation).
Definition 3.1. For any u0 ∈ L2loc(R3,R3) with divu0 = 0 and F0 ∈ L2loc(R3,R3×3) with
divF = 0, a pair of functions u ∈ L2loc(R3 × [0,∞),R3) and F ∈ L2loc(R3 × [0,∞),R3×3) is
called a local-Leray solution to the system (1.3)σ for σ ∈ [0, 1], with initial data u0, F0, if
(i) For any 0 < R < ∞, it holds
esssup0≤t<R2 ,x0∈R3
1
2
∫
BR(x0)
(|u|2 + |F|2) + sup
x0∈R3
∫
BR(x0)×[0,R2]
(|∇u|2 + |∇F|2) < ∞,
and
lim
|x0 |→∞
∫
BR(x0)×[0,R2]
(|u|2 + |F|2) = 0.
(ii) There exists a distribution p in R3 × (0,∞) such that (u, F, p) satisfies (1.3)σ for
σ ∈ [0, 1] in the sense of distributions, and, for any compact set K ⊆ R3,
∥∥∥u(·, t) − u0∥∥∥L2(K) + ∥∥∥F(·, t) − F0∥∥∥L2(K) t→0−−−→ 0.
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(iii) (u, F) is suitable in the sense that the following local energy inequality holds (see
also [1]): ∫
R3
φ
(|u|2 + |F|2) + 2∫
R3×[0,∞]
φ
(|∇u|2 + |∇F|2)
≤
∫
R×[0,∞]
{
(φt + ∆φ)(|u|2 + |F|2) − 2σu ⊗ ∇φ · FFt
+
[
σ(|u|2 + |F|2) + 2p]u · ∇φ},
(3.1)
for any 0 ≤ φ ∈ C∞(R3 × (0,∞)) with supp φ ⋐ R3 × (0,∞).
The set of all local Leray weak solutions to (1.3)σ with initial data (u0, F0) will be
denoted as N(u0, F0).
The proof of the local existence of local-Leray weak solutions to the system (1.3)σ is
standard. However, since we cannot find it in the literature, we sketch a proof, that is based
on [16, 17], for the reader’s convenience.
Theorem 3.1. For u0 ∈ L2loc(R3,R3) with divu0 = 0, F0 ∈ L2loc(R3,R3×3) with divF0 = 0, if
there exists 0 < R < +∞ such that
sup
x0∈R3
∫
BR(x0)
(|u0|2 + |F0|2) < ∞, lim
x0→∞
∫
BR(x0)
(|u0|2 + |F0|2) = 0,
then there exists T∗ = T∗(R) > 0 and a local Leray solution (u, F) of the system (1.3)σ, for
any σ ∈ [0, 1], on R3 × [0, T∗).
Proof. For f ∈ L2loc(R3) and R > 0, set
‖ f ‖L2R(R3) := sup
x∈R3
( ∫
BR(x)
| f |2
) 1
2
.
It is standard that there exist uk0 ∈ C∞0 (R3,R3) and Fk0 ∈ C∞0 (R3,R3×3), with div(uk0) = 0 and
div(Fk0) = 0, such that
(uk0, Fk0)
k→0−−−→ (u0, F0) in L2loc(R3),
and
sup
k
‖uk0‖L2R(R3) ≤ 2‖u0‖L2R(R3), supk
‖Fk0‖L2R(R3) ≤ 2‖F0‖L2R(R3).
By Leray’s procedure [18], there exist Tk > 0 and smooth solutions (uk, pk, Fk) to (1.3)σ on
R
3 × [0, Tk), under the initial conditions (uk, Fk)
∣∣∣
t=0 = (uk0, Fk0), such that
(uk, Fk) ∈ L∞t L2x ∩ L2t H1(R3 × [0, Tk)),
lim
t→0
‖uk − uk0‖L2(R3) = limt→0 ‖F
k − Fk0‖L2(R3) = 0.
Employing the same argument as in Lemma 3.1 below, we can conclude that there exist
T∗ > 0 and C0 > 0, independent of k and σ, such that Tk ≥ T∗, and
sup
0≤t≤T∗
{
‖uk(t)‖L2R(R3) + ‖F
k(t)‖L2R(R3)
}
+ sup
x0∈R3
∫ T∗
0
∫
BR(x0)
(
|∇uk |2 + |∇Fk |2
)
≤ C0. (3.2)
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and there exists pk(t) = pk
x0 ,R(t) ∈ R such that
sup
x0∈R3
∫ T∗
0
∫
BR(x0)
|pk(x, s) − pk(s)| 32 ≤ C0. (3.3)
Thus we may employ an argument, similar to Lemma 2.2, to conclude that after passing to a
subsequence, (uk, Fk, pk) converges weakly in L2loc(R3 × [0, T∗)) to a weak solution (u, F, p)
of the system (1.3)σ, under the initial condition (u, F)
∣∣∣
t=0 = (u0, F0), on R3 × [0, T∗).
It remains to verify that (u, F, p) is a suitable weak solution of (1.3)σ on R3 × [0, T∗),
i.e., satisfying the local energy inequality (3.1). In fact, since (uk, Fk, pk) is smooth in
R
3 × [0, T∗), we have
∂t
(
|uk |2 + |Fk |2
)
+ 2
(
|∇uk |2 + |∇Fk |2
)
= ∆
(
|uk |2 + |Fk |2
)
+ div
[
σ(|uk |2uk + |Fk |2uk) + 2pkuk + 2σuk · Fk(Fk)t
]
.
(3.4)
Since (uk, Fk, pk) satisfies (1.3)σ in R3 × (0, T∗), using the bounds (3.2) and (3.3) we can
apply Aubin-Lions’ compactness lemma to to conclude that
(uk, Fk) k→∞−−−−→ (u, F) in L3loc(R3 × [0, T∗)).
Hence we have
|uk |2 + |Fk |2 k→∞−−−−→ |u|2 + |F|2,
and
σ(|uk |2uk + |Fk |2uk) + 2pkuk + 2σuk · Fk(Fk)t k→∞−−−−→ σ(|u|2u + |F|2u) + 2pu + 2σu · FFt,
in L1loc(R3 × [0, T∗)).
It follows from (3.2) that
(|∇uk |2 + |∇Fk |2) dxdt ⇀ (|∇u|2 + |∇F|2) dxdt + µ,
as convergence of Radon measures as k → ∞, where µ is a nonnegative Radon measure on
R
3 × [0, T∗). Combining these convergences with (3.4), we can show that the local energy
inequality (3.1) holds.
Finally we want to show that for any compact set K ⊆ R3,
lim
t→0
(
‖u(·, t) − u0‖L2(K) + ‖F(·, t) − F0‖L2(K)
)
= 0.
Indeed, since for any ϕ ∈ C∞0 (R3), t →
∫
R3
(|uk(x, t)|2 + |Fk(x, t)|2)ϕ(x) is smooth on [0, T ∗),
we have∫
R3
(|uk(x, t)|2 + |Fk(x, t)|2)ϕ(x) =
∫
R3
(|uk(x, 0)|2 + |Fk(x, 0)|2)ϕ(x)
+
∫ t
0
∫
R3
∂t(|uk(x, s)|2 + |Fk(x, s)|2)ϕ(x). (3.5)
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By (3.4), we have∫ t
0
∫
R3
∂t(|uk |2 + |Fk |2)ϕ =
∫ t
0
∫
R3
{
∆φ
(
|uk |2 + |Fk |2
)
− 2σuk ⊗ ∇φ · Fk(Fk)t
+
[
σ(|uk |2 + |Fk |2) + 2pk
]
uk · ∇φ
}
:= Ak(ϕ, t).
Since (uk, Fk) → (u, F) in L3loc(R3 × [0, T∗)), it follows that
Ak(ϕ, t) k→∞−−−−→ A(ϕ, t),
where
A(ϕ, t) =
∫ t
0
∫
R3
{
∆φ
(
|u|2 + |F|2
)
− 2σu ⊗ ∇φ · FFt +
[
σ(|u|2 + |F|2) + 2p
]
u · ∇φ
}
.
Sending k → ∞ in (3.5) yields that for any t > 0,∫
R3
(|u(x, t)|2 + |F(x, t)|2)ϕ(x) ≤
∫
R3
(|u0(x)|2 + |F0(x)|2)ϕ(x) + A(ϕ, t). (3.6)
This, in particular, implies
lim sup
t→0
∫
R3
(|u(x, t)|2 + |F(x, t)|2)ϕ(x) ≤
∫
R3
(|u0(x)|2 + |F0(x)|2)ϕ(x).
On the other hand, since
(u(·, t), F(·, t)) ⇀ (u0(·), F0(·)) in L2loc(R3),
it follows from the lower semicontinuity that
lim inf
t→0
∫
R3
(|u(x, t)|2 + |F(x, t)|2)ϕ(x) ≥
∫
R3
(|u0(x)|2 + |F0(x)|2)ϕ(x).
Thus we obtain
lim
t→0
∫
R3
(|u(x, t)|2 + |F(x, t)|2)ϕ(x) =
∫
R3
(|u0(x)|2 + |F0(x)|2)ϕ(x).
This completes the proof. 
We now give a few estimates for local Leray- weak solution of (1.3)σ, for σ ∈ [0, 1].
Lemma 3.1. There exist 0 < C1 < 1 < C2 such that if u0 ∈ L2loc(R3,R3), with divu0 = 0,
F0 ∈ L2loc(R3,R3×3), with divF0 = 0, satisfies
α = ‖u0‖2L2R(R3) + ‖F0‖
2
L2R(R3)
< ∞
for some 0 < R < ∞, and (u, F) is a local Leray weak solution of (1.3)σ for σ ∈ [0, 1],
under the initial data (u0, F0), on R3 × [0, T∗) for some 0 < T∗ < ∞. Then, for λ =
C1 min(α−2R2, 1), it holds
ess sup
0≤t<λR2
sup
x0∈R3
∫
BR(x0)
(|u|2 + |F|2)(x, t) + sup
x0∈R3
2
∫ λR2
0
∫
BR(x0)
(
|∇u|2 + |∇F|2
)
≤ C2α, (3.7)
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and, for some p(t) = px0 ,R(t) ∈ R,
sup
x0∈R3
∫ λR2
0
∫
BR(x0)
|p(x, t) − p(t)| 32 ≤ C2α
3
2 R
1
2 . (3.8)
Proof. It follows from the local energy inequality (3.1) that for any x0 ∈ R3,∫
R3
φ(x − x0)
(
|u|2 + |F|2
)
(x, t) + 2
∫ t
0
∫
R3
ϕ(x − x0)
(
|∇u|2 + |∇F|2)
≤
∫ t
0
∫
R3
{
∆ϕ(x − x0)
(
|u|2 + |F|2
)
− 2σu ⊗ ∇ϕ · FFt
+
(
σ(|u|2 + |F|2) + 2p
)
u · ∇ϕ
}
+
∫
R3
ϕ(x − x0)
(
|u0|2 + |F0|2
)
(3.9)
holds for a.e. t > 0, where ϕ is a nonnegative, smooth cutoff function with ϕ = 1 in BR(x0),
ϕ = 0 outside B2R(x0), and |∇ϕ| ≤ CR .
For λ ≤ 1, set
A(λ) = ess sup
0≤t<λR2
sup
x0∈R3
∫
R3
ϕ(x− x0)
(
|u|2 + |F|2
)
+ sup
x0∈R3
∫ λR2
0
∫
R3
2ϕ(x− x0)
(
|∇u|2 + |∇F|2
)
.
From the multiplicative inequality
‖u‖L3(BR) ≤ C
(
‖∇u‖
1
2
L2(BR)‖u‖
1
2
L2(BR) + R
− 12 ‖u‖L2(BR)
)
,
we have that for λ ≤ 1,
sup
x0∈R3
∫ λR2
0
∫
BR(x0)
(
|u|3 + |F|3
)
≤ CA(λ) 32 R 12λ 14 .
Let k(x) denote the kernel of ∆−1div2 and define p(x, t) by
p(x, t) = − ∆−1div2
[
(u ⊗ u + FFt)ψ
]
−
∫
R3
[
k(x − y) − k(x0 − y)
][
(u ⊗ u + FFt)(1 − ψ)
]
(y)dy + p(t)
=I1(x) + I2(x),
where ψ ∈ C∞0 (B8R(x0)) is such that ψ|B4R(x0) = 1, 0 ≤ ψ ≤ 1, and |∇ψ| ≤ CR .
By the Lp estimates, we have
‖I1‖L 32 (B2R(x0)×(0,λR2)) ≤ C
(
‖u‖2L3(B8R(x0)×(0,λR2)) + ‖F‖
2
L3(B8R(x0)×(0,λR2))
)
≤ Cλ 16 A(λ)R 13 .
On the other hand, since k(x − y) − k(x0 − y) satisfies
|k(x − y) − k(x0 − y)| ≤ CR|x0 − y|4
for |x0 − y| ≥ 4R, |x − x0| ≤ 2R,
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we can easily obtain that for x ∈ B2R(x0),
I2(x) ≤ CR
∫
|y−x0 |≥4R
1
|x0 − y|4
(|u|2 + |F|2)(y)dy
= CR
∞∑
n=4
∫
nR≤|y−x0 |≤(n+1)R
1
|x0 − y|4
(|u|2 + |F|2)(y)dy
≤ CR−3A(λ)
∞∑
n=4
1
n2
≤ CR−3A(λ).
Combining the estimates of I1 with I2, we immediately have
‖p(x, t) − p(t)‖
L
3
2 (B2R(x0)×(0,λR2))
≤ λ 16 A(λ)R 13 for λ ≤ 1. (3.10)
Combining (3.9) with (3.10), and using Ho¨lder inequality, we have
A(λ) ≤ α +CA(λ)λ +CA 32 (λ)λ 14 R− 12 . (3.11)
Note that A(λ) is a bounded, continuous function of λ and A(0) = 0. By choosing C1
sufficiently small, we obtain A(λ) < C2α by the usual “continuation in λ” argument [16,17].
Finally, by (3.10), we have
sup
x0∈R3
∫ λR2
0
∫
BR(x0)
|p(x, t) − p(t)| 32 ≤ C2α
3
2 R
1
2 .
This completes the proof. 
The following result plays a crucial role in the proof of Theorem 1.1.
Lemma 3.2. Suppose u0 ∈ L2loc(R3,R3), F0 ∈ L2loc(R3,R3×3), with divu0 = 0 and divF0 = 0,
satisfy
‖u0‖2L22(R3) + ‖F0‖
2
L22(R3)
≤ A1 < ∞,
and
‖u0‖Cγ(B2) + ‖F0‖Cγ(B2) ≤ A2 < ∞,
for some γ ∈ (0, 1). Then there exists T = T (A1, A2, γ) such that any local weak solution
(u, F) ∈ N(u0, F0) of (1.3)σ, for σ ∈ [0, 1], satisfies (u, F) ∈ Cγpar(B 14 × [0, T ]), and∥∥∥u∥∥∥Cγpar(B 1
4
×[0,T ]) +
∥∥∥F∥∥∥Cγpar(B 1
4
×[0,T ]) ≤ C(A1, A2, γ). (3.12)
Proof. Let us decompose u0 = u10 + u20, F0 = F10 + F20 , with divu10 = divF10 = 0, such that
u10|B 4
3
= u0, F10 |B 4
3
= F0,
supp u10, supp F
1
0 ⋐ B2,
‖u10‖2L22(R3) + ‖F
1
0‖2L22(R3) ≤ CA1,
‖u10‖Cγ(R3) + ‖F10‖Cγ(R3) ≤ CA2.
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Let (a, M) be the mild solution to the system (1.3)σ, with (u10, F10) as the initial data, in
R
3 × [0, T1) for some T1 = T1(A1, A2) > 0. Then we have that for any 5 ≤ p < +∞ (see the
appendix below), ∥∥∥(a, M)∥∥∥Lp(R3×(0,T1)) ≤ C(A1, A2). (3.13)
Moreover, by the local energy estimate for (a, M), we have
ess sup
0≤t<T1
∫
B2(x0)
(
|a|2 + |M|2
)
+ 2
∫ T1
0
∫
B2(x0)
(
|∇a|2 + |∇M|2
)
≤ C(A1, A2), (3.14)
for any x0 ∈ R3.
Write u = a + v, F = M + H, we can verify that (v,H, q) is a weak solution of the
perturbed system (2.1) in R3 × [0, T1), that satisfies the local energy inequality (2.2). Note
also that
lim
t→0+
(
‖v(·, t)‖L2(B 4
3
) + ‖H(·, t)‖L2(B 4
3
)
)
= 0.
Combining this with the local energy inequality for (v,H, q), we obtain that for any 0 < t ≤
T1,∫
B 4
3
ϕ
(
|v|2 + |H|2
)
+ 2
∫ t
0
∫
B 4
3
ϕ
(
|∇v|2 + |∇H|2
)
≤
∫ t
0
∫
B 4
3
{
∆ϕ(|v|2 + |H|2) − 2σu ⊗ ∇ϕ · HHt
}
+
∫ t
0
∫
B 4
3
{
σ(|v|2 + |H|2)(v + a) + 2qv
}
· ∇ϕ
+ 2σ
∫ t
0
∫
B 4
3
(
a ⊗ v − MHt − HMt
)
·
(
∇vϕ + v ⊗ ∇ϕ
)
+ 2σ
3∑
i, j,k=1
∫ t
0
∫
B 4
3
(
vk Mi j − akHi j − viMk j
)
·
(
∇kHi jφ + Hi j∇kφ
)
, (3.15)
where φ ∈ C∞0 (B 43 ) is such that φ|B1 ≡ 1, φ ≥ 0.
By Lemma 3.1 and (3.14), we conclude that there exists 0 < T2 = T2(A1, A2) ≤ T1 such
that
ess sup
0≤t<T2
∫
B2
(|v|2 + |H|2) +
∫ T2
0
∫
B2
[|∇v|2 + |∇H|2 + |q(x, t) − q(t)| 32 ] ≤ C(A1, A2). (3.16)
This, by the interpolation inequalities, implies
( ∫ T2
0
∫
B2
[|v| 103 + |H| 103 ]) 310 ≤ C(A1, A2).
Thus by (3.15) and Ho¨lder’s inequality we obtain that
sup
0≤τ≤t
∫
B1
(
|v|2 + |H|2
)
(x, τ) + 2
∫ t
0
∫
B1
(
|∇v|2 + |∇H|2
)
≤ C(A1, A2)t
1
30 , (3.17)
for 0 < t ≤ T2. Here we have applied (3.13) with p = 6. Since q solves
∆q = −σdiv2[v ⊗ a + a ⊗ v + v ⊗ v − HHt − MHt − HMt]. (3.18)
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From the standard Lp-estimate, (3.16), and (3.17), we see that q ∈ L
5
3
loc(B2 × [0, T2]) is
bounded. Hence ( ∫ t
0
∫
B2
|q| 32
) 2
3 ≤ C(α, A1, A2)t
1
15 . (3.19)
Now for t0 > 0 fixed, extend v,H, q and a, M to B1 × (−1 + t0, t0] by letting
v = 0,H = 0, q = 0, a = 0, M = 0 in B1 × (−1 + t0, 0].
Note that
lim
t→0+
(
‖v(·, t)‖L2(B4/3(0)) + ‖H(·, t)‖L2(B4/3(0))
)
= 0.
We can check that (v,H, q) is a suitable weak solution to the system (1.3)σ inB1×[−1+t0, t0).
By choosing t0 = t0(α, A1, A2) sufficiently small and using (3.17) and (3.19), we can apply
Theorem 2.1 to conclude that (v,H) is Ho¨lder continuous in B 1
2
× [0, t0] for some 0 < β ≤ γ,
with ∥∥∥(v,H)∥∥∥Cβpar(B 1
2
×[0,t0]) ≤ C(α, A1, A2).
By a standard bootstrapping argument, we can improve the exponent β to equal to γ. Since
a, M ∈ Cγpar(B 12 × [0, t0]), we conclude that u, F ∈ C
γ
par(B 12 × [0, t0]) and (3.12) holds. This
completes the proof. 
3.2 A-priori estimate for the self-similar solution
This subsection is devoted to establish a priori estimates for forward self-similar solutions
of (1.3)σ for σ ∈ [0, 1].
Lemma 3.3. For γ ∈ (0, 1), let u0 ∈ Cγloc
(
R
3 \ {0},R3
)
and F0 ∈ Cγloc
(
R
3 \ {0},R3×3
)
,
with divu0 = 0 and divF0 = 0, be homogeneous of degree −1. Assume (1.8) holds. Let
(u, F) ∈ N(u0, F0) be a forward self-similar solution of (1.3)σ for σ ∈ [0, 1]. Then there
exists C > 0, independent of σ, such that U(·) := u(·, 1) and F (·) := F(·, 1) satisfy
∣∣∣U(x) − e∆u0(x)∣∣∣ + ∣∣∣F (x) − e∆F0(x)∣∣∣ ≤ C
(1 + |x|2) 1+γ2
, ∀ x ∈ R3. (3.20)
Proof. First, by Lemma 3.2, there exists T1 = T1(γ,C∗), where C∗ is the constant in (1.8),
such that for any x0 ∈ R3 with |x0| = 2,∥∥∥∥(u(x, t) − et∆u0(x), F(x, t) − et∆F0(x))∥∥∥∥Cγpar(B 1
9
(x0)×[0,T1])
≤ C(γ,C∗),
where we have used the fact that both et∆u0 and et∆F0 satisfy the heat equation so that the
same Ho¨lder estimates hold. Since
u(·, t) − et∆u0
∣∣∣
t=0 = 0, F(·, t) − et∆F0
∣∣∣
t=0 = 0,
it follows that∣∣∣u(x, t) − et∆u0(x)∣∣∣ + ∣∣∣F(x, t) − et∆F0(x)∣∣∣ ≤ C(γ,C∗)t γ2 ,∀x ∈ B 1
9
(x0), 0 ≤ t ≤ T1.
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Since u, F, et∆u0, et∆F0 are all self-similar, this immediately implies that
|U(y) − e∆u0(y)| + |F (y) − e∆F0(y)| ≤ C
(1 + |y|2) 1+γ2
holds for any |y| > 2√T1 .
On the other hand, since u0, F0 are homogeneous of degree −1, it follows that
α := ‖u0‖2L21(R3) + ‖F0‖
2
L21(R3)
< +∞.
Hence by Lemma 3.1 there exists T1 = T1(α) > 0 such that
sup
0<t<T1
∫
B1
(|u(x, t)|2 + |F(x, t)|2) +
∫ T1
0
∫
B1
(|∇u(x, t)|2 + |∇F(x, t)|2) ≤ Cα. (3.21)
Since u, F are self-similar, it follows from direct calculations and (3.21) that for a fixed
t∗ < T1, to be determined later,
√
t∗
∫
B 1√
t∗
(
|U|2 + |F |2 + |∇U|2 + |∇F |2
)
≤ C
∫
B1
(
|u(x, t∗)|2 + |F(x, t∗)|2
)
+C
∫ t∗
0
∫
B1
(
|∇u(x, t)|2 + |∇F(x, t)|2
)
≤ C(α).
This implies, by choosing t∗ = T116 , that∫
B 4√
T1
(
|∇U|2 + |∇F |2 + |U|2 + |F |2
)
≤ C(T1).
Since (U,F ) solves the elliptic system
−∆U − 12U − 12 (x · ∇)U + σ(U · ∇)U − σ(Fl · ∇)Fl + ∇P = 0,
divU = 0, divF = 0,
−∆F j − 12F j − 12 (x · ∇)F j + σ(U · ∇)F j − σ(F j · ∇)U = 0, j = 1, 2, 3,
(3.22)
in B 4√
T1
, we have, by the standard regularity theory of elliptic system in dimension three,
that for any k ≥ 0, ∥∥∥U∥∥∥Ck(B 2√
T1
) +
∥∥∥F ∥∥∥Ck(B 2√
T1
) ≤ C(k, γ,C∗).
Combining these two estimates yields (3.20). This completes the proof. 
22
3.3 Proof of main result
In this subsection, we will prove Theorem 1.1 by the Leray-Schauder fixed point theorem.
We begin with some well-known results on the non-stationary Stokes system in R3 with a
force tensor f = ( fi j) 
∂tv − ∆v + ∇p = ∇ · f ,
∇ · v = 0,
v(·, 0) = 0,
in R3 × (0,∞), (3.23)
where (∇ · f ) j = ∂k fk j for 1 ≤ j ≤ 3. If f has sufficient decay near infinity, the solution of
(3.23) is given by v = Φ f , where
(Φ f )i(x, t) =
∫ t
0
∫
R3
∂xk S i j(x − y, t − s) fk j(y, s)dyds, i = 1, 2, 3, (3.24)
and S = (S i j) is the fundamental solution of the non-stationary Stokes system in R3 (see
[20, 22]), called as the Oseen kernel, given by
S i j(x, t) =
(
− δi, j∆ +
∂2
∂xi∂x j
) 1
4π
∫
R3
Γ(y, t)
|x − y|dy, (x, t) ∈ R
3 × (0,∞),
where Γ(x, t) = (4πt)− n2 e− x
2
4t is the heat kernel. It is well-known (see [22]) that
|Dlx∂kt S (t, x)| ≤ Ck,l
(
|x| +
√
t
)−3−l−2k
, l, k ≥ 0,
where Dlx denotes the l order derivatives with respect to the variable x.
Now we recall some useful integral estimates which play key roles in the proof of our
main results.
Lemma 3.4. [10,23] For 0 ≤ α < 1, suppose | f (x, t)| ≤ 1
t
( √t
|x| + √t
)2+α
in R3× (0,∞). Then
∣∣∣Φ f (x, t)∣∣∣ . 1√
t
( √t
|x| + √t
)2+α
, ∀(x, t) ∈ R3 × (0,∞).
The following Lemma shows that Φ f (x, t) is Ho¨lder continuous in space and time, pro-
vided that f has sufficient decay near infinity.
Lemma 3.5. [23] Suppose | f (x, t)| ≤ (|x|+ √t)−2 in R3 × (0,∞). Then Φ f is locally Ho¨lder
continuous in x and t with any exponent 0 < θ < 1. 
Finally we recall the following Liouville type property. Denote
〈x〉 =
√
1 + |x|2 for x ∈ R3.
Lemma 3.6. [23] If v(x, t) : R3 × (0,∞) → R3 is a solution of the Stokes equation (3.23),
with f ≡ 0, for some distribution p, and satisfies
|v(x, t)| ≤ Ct− 12 〈 x√
t
〉−(1+γ) for some 0 < γ < 1,
then v ≡ 0 in R3 × (0,∞).
23
Proof of Theorem 1.1. For (x, t) ∈ R3 × (0,∞), set
U0(x, t) := (et∆u0)(x), G0(x, t) := (et∆F0)(x).
From the assumptions on u0 and F0, we have that U0 and G0 are self-similar solutions to
the heat equation, and satisfy
|U0(x, t)| + |G0(x, t)| ≤ C(|x|2 + t)− 12 , (x, t) ∈ R3 × (0,∞).
For σ ∈ [0, 1], we look for a family of self-similar solutions (uσ, Fσ) to the system (1.3)σ
and (1.7) of the form
uσ(x, t) = U0(x, t) + vσ(x, t), uσ(x, 0) = u0(x);
Fσ(x, t) = G0(x, t) + Hσ(x, t), Fσ(x, 0) = F0(x).
In particular, vσ and Hσ are also self-similar, i.e.,
vσ(x, t) = 1√
t
vσ
( x√
t
, 1
)
=
1√
t
v̂σ
( x√
t
)
,
Hσ(x, t) = 1√
t
Hσ
( x√
t
, 1
)
=
1√
t
Ĥσ
( x√
t
)
.
(3.25)
For x ∈ R3 and t ∈ (0,∞), set
qσ(x, t) = 1t q̂σ
( x√
t
)
,
where
q̂σ(x) = (U0(x, 1) + v̂σ(x)) ⊗ (U0(x, 1) + v̂σ(x)) + (G0(x, 1) + Ĥσ(x))(G0(x, 1) + Ĥσ(x))t.
Similarly, set
Qσj (x, t) =
1
t
Q̂σj (
x√
t
), 1 ≤ j ≤ 3,
where
Q̂σj (x) = − (U0(x, 1) + v̂σ(x)) ⊗ (G0j(x, 1) + (Ĥσ) j(x))
+ (G0j(x, 1) + (Ĥσ) j(x)) ⊗ (U0(x, 1) + v̂σ(x)), j = 1, 2, 3.
It is readily seen that (vσ,Hσ), for 0 ≤ σ ≤ 1, solves the following equations:
∂tvσ − ∆vσ + ∇pσ = σ∇ · qσ(x, t)
(
= σ∇ · ( 1t q̂σ( x√t ))),
∂tHσ − ∆Hσ = σ
3∑
j=1
∇ · Qσj (x, t)
(
= σ
3∑
j=1
∇ · (1
t
Q̂σj (
x√
t
))),
divvσ = divHσ = 0,
vσ(x, 0) = 0,Hσ(x, 0) = 0.
(3.26)
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Inspired by [10, 23], we aim to find a self-similar solution to the system (1.3) by the Leray-
Schauder fixed point theory, which is slightly different from [10]. To do it, define, for γ > 0,
the Banach space Xγ by
Xγ =
{
u ∈ C(R3,R3)
∣∣∣ div u = 0, ‖u‖Xγ < ∞},
where ∥∥∥u∥∥∥Xγ := sup
x∈R3
〈x〉1+γ |u(x)|.
Set X4γ =
{
(u1, · · · , u4)
∣∣∣ ui ∈ Xγ, i = 1, 2, 3, 4}, which is equipped with the norm
∥∥∥u∥∥∥X4γ =
4∑
j=1
∥∥∥u j∥∥∥Xγ .
Observe that for any ( v̂σ, Ĥσ ) ∈ X4γ, we have that ( q̂σ, Q̂σ1 , Q̂σ2 , Q̂σ3 ) ∈ X41+2γ, and∥∥∥( q̂σ, Q̂σ1 , Q̂σ2 , Q̂σ3 )∥∥∥X41+2γ ≤ C
[
1 +
∥∥∥( v̂σ, Ĥσ)∥∥∥2X4γ].
In particular, we have that
|qσ(x, t)| +
3∑
j=1
|Qσj (x, t)| ≤
C
|x|2 + t
[
1 +
∥∥∥(̂vσ, Ĥσ)∥∥∥2X4γ], for (x, t) ∈ R3 × (0,∞). (3.27)
By Lemma 3.4 and Lemma 3.6, we conclude that for any given σ ∈ [0, 1] and ( v̂σ, Ĥσ ) ∈
X4γ , the system (3.26) has a unique, self-similar solution
(vσ,Hσ) =
(
K0 (̂vσ, Ĥσ, σ),K1(̂vσ, Ĥσ, σ)
)
,
where
vσ(·, t) = K0(̂vσ, Ĥσ, σ)(·, t) = σ
∫ t
0
e−∆(t−τ)P∇ ·
(
τ−1q̂σ( ·√
τ
)
)
dτ,= Φ(σqσ)(t),
and
Hσ(·, t) = K1 (̂vσ, Ĥσ, σ)(·, t) = σ
3∑
j=1
∫ t
0
e−∆(t−τ)P∇ ·
(
τ−1Q̂σj (
·√
τ
)
)
dτ =
3∑
j=1
Φ(σQσj )(t),
where Φ is given by (3.24), and P is the Leray projection operator. Moreover, (vσ,Hσ)
satisfies the estimate
|vσ(x, t)| + |Hσ(x, t)| ≤ Ct−
1
2 〈 x√
t
〉−2
[
1 +
∥∥∥(̂vσ, Ĥσ)∥∥∥2X4γ], for (x, t) ∈ R3 × (0,∞), (3.28)
Since (vσ,Hσ) is self-similar, we can write
(vσ, Mσ)(x, t) = 1√
t
(˜
vσ, H˜σ
)( x√
t
)
, (x, t) ∈ R3 × (0,∞).
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It follows directly from (3.28) that (˜vσ, H˜σ) ∈ X41 . Furthermore, we have that(˜
vσ, H˜σ
)
(x) =
(
K0 (̂vσ, Ĥσ, σ),K1(̂vσ, Ĥσ, σ)
)
(x, 1), x ∈ R3. (3.29)
Define the operator T on X4γ × [0, 1] by
T(̂vσ, Ĥσ;σ)(x) =
(
K0(̂vσ, Ĥσ, σ),K1(̂vσ, Ĥσ, σ)
)
(x, 1), x ∈ R3.
From (3.29), we have ∥∥∥∥T(̂vσ, Ĥσ;σ)∥∥∥∥X41 ≤ C
{
1 +
∥∥∥∥(̂vσ, Ĥσ)∥∥∥∥2X4γ
}
. (3.30)
For 0 < γ < 1, since X41 is compactly embedded into X
4
γ , we have from (3.30) that T is a
compact operator from X4γ × [0, 1] to X4γ. It is clear that (3.29) can be rewritten as(˜
vσ, H˜σ
)
= T(̂vσ, Ĥσ;σ). (3.31)
Now we want to apply the Leray-Schauder fixed point theorem to show that T(·, ·; 1) has a
fixed point (̂v1, Ĥ1) ∈ X4γ, i.e., (̂
v1, Ĥ1
)
= T(̂v1, Ĥ1; 1).
In fact, it follows from the definition of T and (3.30) that
(i) T(v,H; 0) = 0 for any (v,H) ∈ X4γ;
(ii) T : X4γ × [0, 1] → X4γ is a compact operator.
Moreover, Lemma 3.3 implies that there exists C > 0, independent of σ, such that the
following holds:
(iii) if (vσ,Hσ) ∈ X4γ is a fixed point of T(·, ·;σ), i.e.,(
vσ,Hσ
)
= T(vσ,Hσ;σ),
then ∥∥∥(vσ,Hσ)∥∥∥X4γ ≤ C.
Thus the Leray-Schouder fixed point theorem implies that there is a fixed point (v,H) ∈ X4γ
of T(·, ·; 1). It is readily seen that u(x, t) = et∆u0+ 1√t v(
x√
t
), F(x, t) = et∆F0+ 1√t H(
x√
t
) solves
(1.3) and (1.7), and (u, F) ∈ C∞(R3 × (0,∞)) ∩ Cγ(R3 × [0,∞) \ {(0, 0)})). This completes
the proof. 
4 Appendix
In this appendix, we sketch a proof of the local existence of mild solutions to (1.3) or (1.3)σ
for 0 ≤ σ ≤ 1. For simplicity, we only consider (1.3) (or (1.3)σ for σ = 1).
We begin by recalling a well-known fact on the Cauchy problem for the linear Stoke
system (see, for example, [11]):
∂tu − ∆u = div f − ∇q in QT ,
div u = 0 in QT ,
u(·, 0) = a(·) in R3.
(4.1)
Here QT = R3 × (0, T ).
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Theorem 4.1. For m ≥ 3, suppose that
f ∈ L 5m6 (QT ) ∩ L2(QT ), a ∈ Lm(R3) ∩ V(R3). (4.2)
For any T > 0, there is a pair of functions (u, q) with the following properties:
u ∈ C([0, T ]; L2) ∩ L2(0, T ; V(R3)),
∂tu ∈ L2(0, T ; (V(R3))′),
u ∈ C([0, T ]; Lm) ∩ L 5m3 (QT ),
q ∈ L 5m6 (QT ) ∩ L2(QT ),
(4.3)
and (u, q) satisfy (4.1) in the sense of distributions, and
‖u(·, t) − a(·)‖Lm(R3)
t→0−−−→ 0.
Moreover, ∥∥∥u∥∥∥L∞t Lmx (QT ) + ∥∥∥u∥∥∥L 5m3 (QT ) ≤ C
(
‖ f ‖
L
5m
6 (QT )
+ ‖a‖Lm(QT )
)
. (4.4)
Now we want to apply Theorem 4.2 to show the local existence of mild solutions to
(1.1).
Theorem 4.2. For m ≥ 3, assume u0 ∈ Lm(R3,R3) and F0 ∈ Lm(R3,R3×3) with divu0 = 0
and divF0 = 0. Then there exist T∗ > 0, depending only on (u0, F0), and a triple of functions
u, F, q such that
(u, F) ∈ C([0, T∗]; L2(R3,R3 × R3×3) ∩ L2(0, T ; V(R3)),
(∂tu, ∂tF) ∈ L2(0, T∗; (V(R3))′),
(u, F) ∈ C([0, T∗]; Lm(R3)) ∩ L 5m3 (QT∗),
q ∈ L 5m6 (QT∗) ∩ L2(QT∗) ∩ C([0, T∗]; L
m
2 (R3)),
(4.5)
and (u, F, q) satisfy (1.3) in the sense of distributions, and∥∥∥u(·, t) − u0(·)∥∥∥Lm(R3) + ∥∥∥F(·, t) − F0(·)∥∥∥Lm(R3) t→0−−−→ 0. (4.6)
Proof. The proof is based on the standard successive iterations (see, for instance, [11]).
Here we only sketch it. Let
u1(·, t) = Γ(·, t) ∗ u0, F1(·, t) = Γ(·, t) ∗ F0,
κ(T∗) = ‖u1‖L 5m3 (QT∗ ) + ‖F
1‖
L
5m
3 (QT∗ )
,
(4.7)
and for k ≥ 1, set
uk+1 = w + u1, Fk+1 = G + F1,
where (w,G) solves 
∂tw − ∆w = ∇ · Fk(Fk)t − (uk · ∇)uk − ∇qk;
∂tG − ∆G = ∇ukFk − (uk · ∇)Fk;
∇ · w = 0,∇ ·G = 0;
w(x, 0) = 0,G(x, 0) = 0.
(4.8)
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According to Theorem 4.1, we have the estimate
‖uk+1 − u1‖
L
5m
3 (QT∗ )
+ ‖Fk+1 − F1‖
L
5m
3 (QT∗ )
≤ C0
(
‖uk‖
L
5m
3 (QT∗ )
+ ‖Fk‖
L
5m
3 (QT∗ )
)2
.
This estimate can be rewritten as
‖uk+1‖
L
5m
3 (QT∗ )
+ ‖Fk+1‖
L
5m
3 (QT∗ )
≤ C
(
‖uk‖
L
5m
3 (QT∗ )
+ ‖Fk‖
L
5m
3 (QT∗ )
)2
+ ‖u1‖
L
5m
3 (QT∗ )
+ ‖F1‖
L
5m
3 (QT∗ )
. (4.9)
We now want to show that T∗ can be chosen in such a way that
‖uk+1‖
L
5m
3 (QT∗ )
+ ‖Fk+1‖
L
5m
3 (QT∗ )
≤ 2κ(T∗) (4.10)
for all k ≥ 1.
We argue by induction on k. By virtue of (4.9),
‖uk+1‖
L
5m
3 (QT∗ )
+ ‖Fk+1‖
L
5m
3 (QT∗ )
≤ 4C0κ2(T∗) + κ(T∗).
Obviously, (4.10) holds if we choose T∗ such that
κ(T∗) < 14C0 . (4.11)
This is clearly possible, since both u1 and F1 solve the heat equation with initial condition u0
and F0. From (4.10), we can apply the estimates of parabolic equations and and establish all
the statements of Theorem 4.2 by letting (u, F, q) be the limit of (uk, Fk, qk) as k → ∞, except
the continuity of ‖(u(t), F(t))‖Lm (R3) with respect to t, which is a consequence of Theorem
4.1. The continuity of ‖q(t)‖L m2 (R3), as a function of t, follows from the Lp-estimate of the
pressure equation
∆q = −div2(u ⊗ u + FFt),
and the continuity of ‖(u(t), F(t))‖Lm(R3) as function of t. This completes the proof of Theo-
rem 4.2. 
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