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Abstract
This paper investigates logical aspects of combining linear orders
as semantics for modal and temporal logics, with modalities for possi-
ble paths, resulting in a variety of branching time logics over classes of
trees. Here we adopt a unified approach to the Priorean, Peircean and
Ockhamist semantics for branching time logics, by considering them
all as fragments of the latter, obtained as combinations, in various
degrees, of languages and semantics for linear time with a modality
for possible paths. We then consider a hierarchy of natural classes of
trees and bundled trees arising from a given class of linear orders and
show that in general they provide different semantics. We also discuss
transfer of definability from linear orders to trees and introduce a uni-
form translation from Priorean to Peircean formulae which transfers
definability of properties of linear orders to definability of properties
of all paths in trees.
1 Introduction
Linear time vs branching time is a major issue in temporal logic. In the
former, time is viewed as a linearly ordered set of moments (time instants)
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(see e.g. [1, 9]), while in the latter, time is pictured in a tree-like fashion:
the past of any moment is linearly ordered, but there might be incomparable
moments in its future (see e.g. [3, 5]). In this view, every actual or con-
ceivable course of the future is modelled as a linear time flow, and therefore
linear orders play a crucial role in logics for branching time, too. Prior’s
Ockhamist and Peircean semantics for branching time [11], in fact, involve
quantification over paths (or histories) in tree-like structures, where paths
are maximal linearly ordered sets of moments. Moreover, this quantification
can be viewed as (and in the Ockhamist logic it is) the result of the appli-
cation of a modal operator (see e.g. [16]). This means that the languages
and semantics for branching time can be obtained as combinations, in vari-
ous degrees, of languages and semantics for linear time with a modality for
possible paths.
In the paper we present this approach to logics for branching time, and
study its aspects related to semantics and transfer of definability from linear
orders to trees. The paper is structured as follows. In Section 2 we identify
some important classes of linear orders which will be used in the paper. In
Section 3 we study the topological closure of a class of linear orders obtained
by adding emerging orders in bundles over that class, and introduce several
natural classes of trees and bundled trees associated with a given class of
linear orders. In Section 4 we present the Priorean and Peircean modal and
temporal logics as fragments of the Ockhamist logic obtained as combinations
of the linear time operators with the modal operators for possible paths, thus
adopting a unified approach to Priorean, Peircean, and Ockhamist semantics
of branching time logics. We discuss the expressiveness of these fragments
with respect to the classes of trees and bundled trees introduced in the pre-
vious section and, in particular, show that the Peircean fragment suffices to
distinguish them all. In Section 5 we discuss transfer of definability from
linear orders to trees and introduce a uniform translation from Priorean to
Peircean formulae which transfers definability of properties of linear orders
to definability of properties of all paths in trees. In the last Section 7 we state
and discuss a number of open problems and directions for further research.
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2 Preliminaries on linear orders
A strict linear order is a pair (X,<) in which < is a transitive and irreflexive
relation on the non-empty set X, such that either x < y or y < x for all x 6= y
in X. Here we list some important classes of linear orders, used further in
the paper:
Clin: the class of all linear orders;
Cfin: the class of all finite linear orders;
Cfirst: the class of all linear orders with first element;
Clast: the class of all linear orders with last element;
Cudiscr : the class of all upwards discrete linear orders, i.e., those in which
every non-last point has an immediate successor;
Cddiscr : the class of all downwards discrete linear orders, i.e., those in
which every non-first point has an immediate predecessor;
Cdiscr = Cudiscr ∩ Cddiscr : the class of all discrete linear orders;
Cdense: the class of all dense linear orders;
CDed: the class of all Dedekind complete linear orders;
Ccont: the class of all continuous (i.e., dense and Dedekind complete)
linear orders;
Cwf : the class of all well-founded linear orders;
Ciwf : the class of all inversely well-founded linear orders;
Note that Cfin = Cwf ∩ Ciwf .
The class of all linear orders isomorphic to a given linear order will be
called an isomorphism type of linear orders, or simply a linear order type.
The following isomorphism types are of particular importance: ω, of the
natural numbers; ω∗, of the negative integers; ζ, of all integers; η, of the
rationals, λ, of the reals.
The sum of two linear order types l1 and l2 is the linear order type l1+ l2
with a domain consisting of a disjoint union of linear orders L1 = 〈X1, <1〉
and L2 = 〈X2, <2〉 of order types l1 and l2 respectively, and order relation
< which agrees with <1 and <2 on L1 and L2 respectively, and such that
x1 < x2 whenever x1 ∈ L1 and x2 ∈ L2. The sum C1 + C2 is the class of all
sums of an element of C1 with an element of C2.
An order embedding f of a linear order L1 into the linear order L2 is
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cofinal whenever, for every x2 in L2, there exists an x1 in L1 such that
x2 ≤2 f(x1). The cofinality type of a linear order L is the smallest ordinal
which can be cofinally embedded in L. Every cofinality type is a cardinal
and, by the Axiom of Choice, the cofinality type of ωα is ωα itself whenever
α is a successor ordinal. Each of N, Z, Q, and R has a cofinality type ω.
3 From linear orders to trees
In the context of this paper, a tree is a strict order T = 〈T,≺〉 with the
left-linearity property: if x ≺ y and z ≺ y, then either x ≺ z, or z ≺ x, or
x = z. Moreover, we assume also that trees are connected, that is, for any
x, y in T, there is a z such that z  x and z  y. A path in the tree T is a
subset of T linearly ordered by ≺, which is maximal for inclusion. The set of
all paths in the tree T will be written as H(T) and the set of paths passing
through t will be written as Ht(T). The elements of Ht(T) will be sometimes
called t-paths.
A more general structure for branching time is based on the notion of a
bundle of admissible paths in a tree T, where not necessarily all paths from
H(T) are considered possible or acceptable, but only those in the bundle.
For instance, in a computation tree (see e.g. [7, 15]) one may wish to ban all
computation runs which do not satisfy certain fairness conditions, and thus
only consider the bundle of ‘fair computations’.
Formally, we consider trees together with bundles on them, that is, sets
B ⊆ H(T) such that every point t in T belongs to some element of B. We
write Bt to denote the elements of the bundle B which contain the point t.
Then, the bundle condition can be written as
⋃
t∈T Bt = T . As mentioned
above, the elements of B can be thought of as the admissible paths. A pair
〈T,B〉 in which B is a bundle on T is called a bundled tree. We say that
〈T,B〉 is a complete bundled tree when B = H(T).
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3.1 Classes of trees and bundled trees generated by
linear orders
Definition 3.1 With every class C of linear orders we associate the following
classes of trees and bundled trees:
1. T (C) : the class of all trees in which every path is in C.
2. B(C) : the class of all bundled trees 〈T,B〉 such that T ∈ T (C).
3. B+(C) : the class of all bundled trees 〈T,B〉 such that every path in the
bundle B is in C.
4. T ∗(C) : the class of all trees T such that 〈T,B〉 belongs to B+(C) for
some bundle B on T, i.e., T contains a bundle of paths from C.
5. B∗(C) : the class of all bundled trees 〈T,B〉 such that T belongs to
T ∗(C).
A tree in T (α), where α is a linear order type, will be called a synchro-
nizable tree because all paths in it, being isomorphic to each other, can be
thought of as alternative copies of the same flow of time (see [6]).
In the above definitions of the classes T (C), B(C), etc., we have considered
trees and bundled trees separately. For technical convenience and uniformity
reasons, from now on we will often identify any tree T with the corresponding
complete bundled tree 〈T,H(T)〉. This will give meaning to expressions like
T ∈ B(C).
Definition 3.2 The bundled tree 〈T,B〉 is contained in the bundled tree
〈T′,B′〉 whenever T ⊆ T′ and B ⊆ B′. We also say that 〈T,B〉 is a bundled
subtree of 〈T′,B′〉.
Definition 3.3 Given a class of linear orders C, a linear order L is a limit
order for C if there exists a bundled tree 〈T,B〉 ∈ B+(C) such that L ∈ H(T).
In this case, we also say that the bundle B generates L. If L 6∈ B then L will
be called an emergent path in B. Likewise, if L 6∈ C, we say that L is an
emergent order in C.
The class of limit orders for C will be denoted by C∗ and will be called the
limit closure of C. The class C is closed whenever it is equal to C∗
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Note that every linear order from C is trivially a limit order for C, so that
the inclusion C ⊆ C∗ always holds.
By the bundle condition that every element in a tree T belongs to some
element of any bundle B, so that T =
⋃
B, we have the following character-
ization of emergent paths.
Proposition 3.4 The following conditions are equivalent:
1. The path h emerges in the bundle B;
2. h 6∈ B and for every x ∈ h there exists a path hx ∈ B such that
x ∈ hx ∩ h;
3. h 6∈ B and h is the union of proper initial segments of elements of B.
For example, let C be the class Cfin of all finite linear orders. Then B+(C)
contains the bundled tree 〈T0,B0〉 of Figure 1, in which B0 consists of all
finite paths h1, h2, . . . . The path hω emerges in B0 and is isomorphic to the
linear order of natural numbers. Thus, any linear order of order type ω is a
limit order for Cfin.
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Proposition 3.5 For every limit linear order L ∈ C∗, there exists a bundled
tree
〈
TL,BL
〉
in B+(C) which generates L and has no emerging linear order
different from L. A bundled tree with this property will be called a lean
generating bundled tree for L in C.
Note that there can be different (non-isomorphic) lean generating bundled
trees for a given linear order.
Proof. If L ∈ C, then take TL to be just L and BL to be {L}. In this
case
〈
TL,BL
〉
has no emerging linear order.
If L ∈ C∗ \ C, we consider a bundled tree 〈T,B〉 ∈ B+(C) such that
L ∈ H(T). Let α be the cofinality type of L. For β < α, we write xβ for the
image of β in a fixed cofinal embedding of α in L. For any β < α, we let hβ
be any path in B such that xβ ∈ L ∩ hβ.
We define the bundles Bβ (β ≤ α) by transfinite induction on α. B0
is the singleton set {h0}. For β = γ + 1, we let Bβ = Bγ if xβ ∈ hγ,
and Bβ = Bγ ∪ {hβ}, otherwise. Finally, if β is a limit ordinal, we set
Bβ =
⋃
γ<β Bγ.
We let BL be Bα and T
L be
⋃
BL. The order ≺L in T L is the one induced
by the orders on paths in BL. Clearly,
〈
TL,BL
〉 ∈ B+(C) and L ∈ H(TL).
Moreover, every point x 6∈ L in TL belongs to exactly one hβ and hence L is
the only emerging path in BL.
Proposition 3.6 The limit closure of a class of linear orders closed under
isomorphisms is a topological closure operator, i.e., satisfies the following
properties:
1. C ⊆ C∗.
2. If C1⊆ C2 then C∗1⊆ C∗2.
3. C∗ = C∗∗.
4. (C1∪C2)∗ = C∗1∪C∗2.
Proof. Claims 1. and 2. are trivial. For 3, consider any linear order L
in C∗∗. There exists a lean generating bundled tree 〈TL,BL〉 ∈ B+(C∗) for L
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in C∗ like in the proof of Proposition 3.5, i.e., such that: (1) for a suitable
cardinal α, BL = {h∗β | β < α} ⊆ C∗, (2) T L =
⋃
BL, and (3) L ∈ H(TL).
Similarly, for every path h∗β there exists a lean generating bundled tree
〈Tβ,Bβ〉 ∈ B+(C) for h∗β in C. This means in particular that, for every
element x of h∗β, there is a path hx ∈ Bβ such that x ∈ hx ∩ h∗β. Since the
class C is closed under isomorphisms, we can assume that (1) for any β and
x ∈ L, hx ∩ L is an initial segment of each of hx and L (and is contained in
hx ∩ h∗β), and (2) for β 6= β′, the trees Tβ and Tβ′ intersect only on L.
We now consider the bundled tree 〈T′,B′〉 in which B′ is ⋃β<α Bβ and T′
is
⋃
B′. This bundled tree is in B+(C) and can be viewed as the result of
replacing every h∗β in 〈T,B〉 by Bβ. Moreover, for every x ∈ L, there is a h′x
in B′ such that x ∈ h′x ∩ L. Thus, 〈T′,B′〉 generates L and hence L ∈ C∗.
Finally, to prove 4, first note that the set C∗1 ∪ C∗2 is trivially included in
(C1 ∪ C2)∗. For the converse, assume h∗ ∈ (C1 ∪ C2)∗. Then, there is a (lean)
generating bundled tree 〈T,B〉 ∈ B+(C1 ∪ C2) for h∗ in C1 ∪ C2. According to
the proof of Proposition 3.5, for any x in a cofinal subset X of h∗, there is a
path hx ∈ C1 ∪ C2 such that x ∈ h∗ ∩ hx. Call X1 and X2 the subsets of X
such that the path hx can be chosen in C1, respectively in C2. At least one
of these two sets is cofinal in h∗ and, by the proof of Proposition 3.5 again,
if Xi is cofinal in h
∗, then h∗ ∈ C∗i .
The topology induced by this closure operator on all paths in a tree is
essentially the one considered by Sabbadin and Zanardo in [13].
Some examples:
• The classes Clin, Cfirst, Cdiscr, Cdense, CDed, Ccont, Cwf , {ω}, {ζ} are closed.
• The classes Cfin, Clast, Ciwf , {η}, {λ} are not closed. For the last two
classes this claim is not so obvious and it will be proved below.
• C∗fin = Cfin ∪ {ω}; C∗last = Clin; C∗iwf = Ciwf ∪ (Ciwf + {ω}).
Definition 3.7 The long rational line is the linear order LQ = 〈X,<〉 in
which X = ω1 ∪ Q− ∪
⋃
α∈ω1 Qα, Q
− and the Qα’s (α < ω1) are disjoint
copies of Q, and < has the following properties:
(1) it agrees with the usual order on ω1 and on any copy of the rationals,
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(2) for every α ∈ ω1 and x ∈ Qα, α < x < α+ 1, and
(3) for every x ∈ Q−, x < ∅, the first element of ω1.
The long real line1 is defined similarly, by replacing Q with R.
Roughly speaking, the long rational (real) line is obtained by inserting a
copy of the rationals (reals) between any ordinal and its successor in ω1, and
by preceding ∅ in ω1 by a copy of the rationals (reals). In the next proposition
we will use the fact that any countable ordinal can be order embedded in Q,
and hence in R, too (see [12]).
Proposition 3.8 The long rational (resp. real) line is an emerging path in
{η} (resp. {ζ}), and hence these classes are not closed.
Proof. The two cases can be dealt with in the very same way; so we prove
the proposition for the long rational line only. In particular, we show that,
for every limit ordinal α ∈ ω1, the set {x ∈ LQ : x < α} is order isomorphic
to Q (and hence to an initial segment of Q), so that Proposition 3.4 can be
used.
Consider an order embedding f of α into Q. The set {q ∈ Q : q < f(∅)}
is isomorphic to Q, as well as any set {q ∈ Q : f(β) < q < f(β + 1)}, with
β < α. Then Q is isomorphic to {x ∈ LQ : x < α}.2
To conclude that {η} is not closed, we have only to observe that LQ is
not isomorphic to η because its cofinality type is ω1.
Lemma 3.9 Let L1 and L2 be linear orders such that, for every xi ∈ Li, the
set {x ∈ Li : x <i xi} is order isomorphic to Q (resp. R). Then:
1) the cofinality type of L1 and L2 is either ω or ω1, and
2) L1 and L2 are isomorphic if and only if they have the same cofinality
type.
Proof. Again, both cases are analogous, and we will only consider the
case of reals. Assume, for reductio ad absurdum, that the cofinality type
1A slightly different definition of the long real line is given in [8]
2In the case of LQ, we could have simply observed that the set {x ∈ LQ : x < α}
is isomorphic to Q because it is a countable dense linear order with no first and no last
element.
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of L1 is α > ω1 and let f be an order embedding of α into L1. By the
assumptions on L1, the set X = {x ∈ L1 : x < f(ω1)} is order isomorphic to
the reals, but the restriction of f to ω1 is an order embedding of ω1 in X,
which is impossible, because every initial segment of R has a cofinality ω.
This contradiction concludes the proof of the first claim.
If L1 and L2 have different cofinality type, they cannot be isomorphic.
Assume now that α is the cofinality type of both L1 and L2. For β < α we
denote by xβi the image of β in a cofinal embedding of α in Li, and by X
β
i
the set {x ∈ Li : x <i xβi }. For any β < α, we define an isomorphism gβ
from Xβ1 onto X
β
2 such that, for γ < β, g
γ ⊆ gβ.
Both sets X01 and X
0
2 are isomorphic to R and hence we can fix an iso-
morphism g0 from X01 onto X
0
2 . Assume that g
β is defined and consider the
sets Y βi = X
β+1
i \Xβi . Since both Xβ+1i and Xβi are isomorphic to the reals,
the sets Y βi are isomorphic to the set of non-negative reals and hence there
is an order isomorphism g from Y β1 onto Y
β
2 . We let g
β+1 be gβ ∪ g. When
β is a limit ordinal, we let gβ be
⋃
γ<β g
γ.
It is readily verified that, for γ < β < α, gγ ⊆ gβ and hence ⋃β<α gβ is
an isomorphism of L1 onto L2.
On the basis of this lemma we have a precise description of the closure of
the classes {η} and {ζ}:
{η}∗ = {η,Lη} {ζ}∗ = {ζ,Lζ} (3.1)
where Lη and Lζ respectively denote the order types of the long rational line
and of the long real line.
We can now extend Definition 3.1 and associate with any class of linear
orders C the class of trees T (C∗) and the class of bundled trees B(C∗) obtained
by applying the limit closure operator to C.
Here are some relationships between the classes introduced above.
Proposition 3.10 For any class C of linear orders:
1. T (C) ⊆ B(C) ⊆ B+(C) ⊆ B∗(C) ⊆ B(C∗) = B+(C∗);
2. T (C) ⊆ T ∗(C) ⊆ T (C∗) = T ∗(C∗) ⊆ B(C∗);
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3. For every closed class C :
T (C) = T ∗(C) = T (C∗) and B(C) = B+(C) = B(C∗) = B∗(C).
Proof. Most of these inclusions are immediate consequences from the
definitions. For instance, to show T ∗(C) ⊆ T (C∗), consider any element T
of T ∗(C). This means that, for a suitable B ⊆ C, 〈T,B〉 is a bundled tree
(in B+(C)). For every path h in T and any x ∈ h, by the bundle condition
that any element of the tree belongs to some path in the bundle, there is an
element hx of B such that x ∈ hx. Since h and hx are paths in the same tree,
this implies x ∈ h ∩ hx. Thus, h ∈ C∗ because B ⊆ C. Hence, T ∈ T (C∗).
Now, applying the inclusion above to C∗ and using the closure properties
from Proposition 3.6, we have T ∗(C∗) ⊆ T (C∗∗) = T (C∗). The inclusion
T (C∗) ⊆ T ∗(C∗) is obvious, hence T (C∗) = T ∗(C∗).
In general, the classes T (C) and T ∗(C) are different. For instance, if C is
the class of finite linear orders, then T ∗(C) contains the tree T0 of Figure 3.1
with an emerging ω-path.
Also, the inclusion T ∗(C) ⊆ T (C∗) is proper whenever C is not closed. If,
in fact, h is an emerging path in C, then the tree consisting of just h is a
tree in T (C∗) \ T ∗(C). In general, a tree T in T (C∗) is not in T ∗(C) if some
path h in T is an emerging path in C, but no bundle B ⊆ C in T generates
h. Thus, if we extend T with suitable new paths, we can obtain a new tree
from T (C∗), in which h is generated by a bundle. More precisely, h turns out
to have this property if T is extended with the bundle of a lean generating
bundled tree for h in C. The procedure can be applied to every emerging
path and a tree in T ∗(C) is eventually obtained. This proves the following
proposition.
Proposition 3.11 Every tree from T (C∗) is contained in a tree from T ∗(C).
Given any class C of linear orders, we put
T(C) = {T (C), B(C), B+(C), T ∗(C), B∗(C), T (C∗), B(C∗)}.
Proposition 3.10 above shows that T(C) cannot be extended by further closure
operations starting with C.
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4 On the branching time logics over classes of
trees associated with a class of linear orders
4.1 Linear and branching time temporal logics
The basic Priorean propositional language for linear time temporal logics
consists of the usual Boolean part plus the temporal operators P and F
(with dual operators H = ¬P¬ and G = ¬F¬). The semantics of these
operators is the usual Kripke semantics for modal logics. Given any linear
order L = 〈X,<〉 and any evaluation V of the propositional variables in
X, truth of Boolean combinations of formulae in the model M = 〈L, V 〉 is
defined in the usual way, while for temporal operators we put:
M, t  Fθ iff M, t′  θ , for some t′ > t
M, t  Pθ iff M, t′  θ , for some t′ < t . (4.2)
Given a Kripke modelM = 〈T, V 〉 based on a tree T, a path h in T and a
moment t ∈ h, the truth of a PF -temporal formula θ in M at 〈h, t〉, denoted
M,h, t  θ, is defined as truth of θ at the point t in the linear order 〈h,≺|h〉,
with the evaluation V ′ = V|h.
In a branching time context, the modality ♦ is read as ‘for some possible
path’ passing through the current moment. Thus, we can put
M,h, t  ♦θ ⇔ M,h′, t  θ , for some h′ ∈ Ht(T) (4.3)
As usual, we write  for the dual operator ¬♦¬. The respective truth
condition for  is:
M,h, t  θ ⇔ M,h′, t  θ , for every h′ ∈ Ht(T) (4.4)
Note that these truth conditions do not depend on the path h.
This semantics can be seamlessly generalized to bundled trees, where
‘for some possible path’ means ‘for some possible path from the bundle’.
Formally, in the bundled tree interpretation of ♦, the quantification over all
paths in the tree on the right part of (4.3) is replaced by a quantification
over B:
M,h, t  ♦θ ⇔ M,h′, t  θ , for some h′ ∈ Bt (4.5)
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where Bt is the set of paths from B passing through t.
4.2 A unified approach to logics for branching time
By suitably combining the temporal operators F, P with the modality ♦ we
can obtain a hierarchy of temporal logics for branching time studied in the
literature — see e.g. [11], [4], [5], [2]. Here are some natural combinations of
tenses and modalities, and the resulting languages when these are added to
propositional language:
• ♦F : the basic Priorean modal language LmPrior;
• ♦F,♦P : the basic Priorean temporal language LtPrior;
• ♦F,F : the future fragment of the Peircean language LmPeirce;
• ♦F,F,♦P,P : the full Peircean language LPeirce;
• ♦, F : the future fragment of the Ockhamist language LmOckham;
• ♦, F, P : the full Ockhamist language LOckham.
The semantical rules for LOckham in the tree or bundled tree semantics
are given by (4.2), (4.3) and (4.5), in addition to the usual Boolean seman-
tics. These rules accordingly provide semantics for all fragments of LOckham
listed above, as well. Thus, we only consider one semantics for branching
time logics over trees, viz. the Ockhamist semantics, of which the Priorean
and Peircean semantics are now regarded as restrictions over the respective
fragments. Nevertheless, in order to indicate explicitly which fragment we
are considering, we will sometimes index the truth relation accordingly as
 Prior, Peirce, and Ockham, and will use lin for the standard (Priorean) se-
mantics over linear orders.
Given a class T of trees, the logics over T of the various languages listed
above will be denoted as LmPrior(T ), LtPrior(T ), and LPrior(T ) when referring
to either of these. Likewise for the Peircean and Ockhamist logics.
13
Note that tenses and modalities in the Priorean and Peircean logics occur
only as part of composed operators. We will adopt the following notation:
F := F f := ♦F G := ¬f¬ g := ¬F¬
P := P p := ♦P H := ¬p¬ h := ¬P¬
According to (4.2) and (4.3), given any branching time modelM = 〈T, V 〉
and any moment t in T, the truth conditions for F and f are
M, t  Fθ ⇔ ∀h ∈ Ht ∃t′ ∈ h : t ≺ t′ and M, t′  θ
M, t  fθ ⇔ ∃h ∈ Ht ∃t′ ∈ h : t ≺ t′ and M, t′  θ (4.6)
where the quantification over Ht is replaced by a quantification over Bt if
bundled trees are considered. The truth conditions for P and p can be
expressed similarly, by replacing ≺ with . It should be observed, however,
that the left-linearity property of trees implies that the interpretations of
P and p coincide. These two operators actually agree with the linear time
operator P . For this reason, in the sequel we will use only P and H. The
semantics for these operators is simply given by
M, t  Pθ ⇔ ∃t′ ≺ t :M, t′  θ (4.7)
We have already observed that the truth of ♦θ at 〈t, h〉 in M does not
depend on the path h and hence the left-hand side of (4.3) is often written as
M, t  ♦θ. Likewise for . Formulae of this kind are called state formulae;
more precisely, state formulae are those in which every temporal operator
is in the scope of a ♦, and hence their truth in a model only depends on
the current moment, but not on the current path. Formulae in which every
temporal operator is immediately prefixed by ♦ or  will be called essentially
state formulae.
Note that the Peircean (modal or temporal) language consists precisely
of all essentially state formulae in the respective Ockhamist language.
Important examples of temporal logics with branching time semantics are
the computation tree logic CTL∗, which is the Ockhamist logic over the class
of trees T(ω), and its Peircean fragment CTL (see e.g. [7, 15]).
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Finally, it is also important to observe that, in the truth condition for f
in (4.6), the double quantification over paths and points is equivalent to a
quantification over points only:
M, t  fθ ⇔ ∃t′ : t ≺ t′ and M, t′  θ (4.8)
Likewise, for G.
Thus, the Priorean language for branching time logics consists of those
essentially state formulae in which the path quantification is trivialized.
4.3 The variety of semantics over classes of trees
In this section we investigate and compare the semantics determined by each
of the 7 classes of trees associated with a given class of linear orders C, defined
earlier.
4.3.1 On Priorean formulae
First, we note that all classes of linear orders listed in Section 2 are definable
in the Priorean temporal language (see [14, 9]).
As noted above, no quantification over paths is essentially involved in the
semantics for LPrior and hence, for any class C of linear orders, LPrior(T (C)) =
LPrior(B(C)).
As trivial consequences we obtain the equalities LmPrior(T (C)) = LmPrior(B(C))
and LtPrior(T (C)) = LtPrior(B(C)). Moreover, LPrior(B+(C)) = LPrior(T ∗(C)) =
LPrior(B∗(C)).
Thus, for any Priorean formula θ and any tree T: T  θ iff 〈T,B〉  θ
for some bundled tree 〈T,B〉 iff 〈T,B〉  θ for every bundled tree 〈T,B〉,
i.e., the bundle does not play any role for the validity of Priorean formulae.
Therefore, for every class of linear orders C, the validities in T (C) and B(C)
on the Priorean fragment trivially coincide. Likewise for the validities in
B(C∗) and T (C∗), as well as the validities on B+(C), T ∗(C), and B∗(C).
On the other hand, note that the Priorean validities on T (C) and T (C∗) in
general differ, e.g. when C = Cfin. Likewise, the Priorean validities on T (C)
and B+(C) can differ, e.g.: T (Cfin)  G(Gp → p) → Gp, while B+(Cfin) 2
G(Gp→ p)→ Gp, witness the complete bundled tree over the tree T0 from
15
Figure 3.1 with one ω-path emerging from a set of finite paths. Finally,
ω 2 FG⊥, while B+(Cfin)  FG⊥, hence the Priorean validities on T (C∗)
and on B+(C) can differ.
Thus, in summary: the 7 classes of trees in T(C) determine 3 different
cases of validities on each of the modal and temporal fragments of Prior, the
strongest being T (C∗), which implies T ∗(C), which in turn implies T (C) .
4.3.2 On Peircean formulae
First, let us note that the Peircean validities on the class of all complete
trees T (Clin), and on the class of all bundled trees B(Clin) coincide [5]. Still,
we will show further that the modal Peircean fragment can distinguish these
validities for some particular classes of linear orders, e.g. {ω}. In fact, we will
show that on the modal Peircean fragment, all 7 classes of trees from T(C)
can produce different semantics. For that, taking into account the results
of the previous subsection, and that any Priorean formula is also a Peircean
formula, it will suffice to distinguish by means of Peircean formulae T (C)
from B(C); T (C∗) from B(C∗); and each of T ∗(C), B∗(C), and B+(C) from the
others.
1. T (ω)  G(p → fp) ∧ fp → gfp while B(ω) 2 G(p → fp) ∧ fp → gfp
because this formula fails on the bundled binary ω-tree where exactly
one path is removed and p is true precisely at all moments of that path.
Thus, in general T (C) 6= B(C) .
2. Since {ω} is closed, we thus also obtain that T (C∗) 6= B(C∗) .
3. Recall, that B+(C) ⊆ B∗(C) and T ∗(C) ⊆ B∗(C), hence B∗(C) implies
each of B+(C) and T ∗(C).
4. On the other hand, B+(Cfin)  FG ⊥ while T ∗(Cfin) 2 FG ⊥, and hence
B∗(Cfin) 2 FG ⊥. Thus, B+(C) 6= T ∗(C) and B+(C) 6= B∗(C) .
5. Finally, since T ∗(ω) = T ({ω}∗) = T (ω), and B∗(ω) = B({ω}∗) = B(ω),
we have T ∗(C) 6= B∗(C) .
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4.3.3 On Ockhamist formulae
As a consequence of the results of the previous subsection, we have that the
7 classes of trees from T(C) can also produce different Ockhamist semantics
because Peircean language is a fragment of the the full Ockhamist language.
This language, though, is rather more expressive on trees than its Peircean
fragment.
For instance, the Ockhamist formula G♦Fp → ♦GFp ([4]) is valid in
all complete trees, but can be falsified in some bundled tree, and hence, unlike
the Peircean case, we have T (Clin) 6= B(Clin) in the Ockhamist language. As
an example, consider the binary ω-tree T2ω. Any node in this tree can be
labeled by 0 if it is the ‘left successor’ of the previous node, or by 1 if it is
the ‘right successor’; then, the paths in this tree correspond to denumerable
sequences of 0 and 1. Let B be the bundle on T2ω consisting of all sequences
with finitely many 1’s and let V (p) be the set of all nodes labeled with 1. It is
readily verified that, with this evaluation, the formulas G♦Fp and ♦GFp
are respectively true and false at any node of the bundled tree 〈T2ω,B〉.
5 Translations
5.1 Standard translation
There is a well-known (see e.g. [1, Ch. II.2]) translation of the Priorean
temporal logic to first-order logic (regarding truth and validity in Kripke
models) and universal monadic second-order logic (regarding truth and va-
lidity in frames).
This translation accordingly extends to the Ockhamist language into the
enrichment with path quantification of first-order logic over trees. The for-
mula STOckham(ϕ)[x, h], expressing the truth of an Ockhamist formula ϕ with
respect to a state in a given tree, denoted by the state variable x, and a path
in the tree through that state, denoted by the path variable h, as follows:
• STOckham(pi)[x, h] := Pi(x), where Pi is a unary predicate associated
with the variable pi;
• STOckham(¬ϕ)[x, h] := ¬STOckham(ϕ)[x, h];
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• STOckham(ϕ ∧ ψ)[x, h] := STOckham(ϕ)[x, h] ∧ STOckham(ψ)[x, h];
• STOckham(Fϕ)[x, h] := ∃x′(x < x′∧h(x′)∧STOckham(ϕ)[x′/x, h]), where
x′ is (the first) state variable not occurring in STOckham(ϕ)[x, h];
• STOckham(Pϕ)[x, h] := ∃x′(x′ < x ∧ STOckham(ϕ)[x′/x, h]), where x′ is
(the first) state variable not occurring in STOckham(ϕ)[x, h];
(Note that, by the properties of trees, the path reference becomes re-
dundant in this case.)
• STOckham(♦ϕ)[x, h] := ∃h′(h′(x) ∧ STOckham(ϕ)[x, h′/h]), where h′ is
(the first) path variable not occurring in STOckham(ϕ)[x, h].
Eventually, validity of an Ockhamist formula ϕ in a tree T is expressed
as follows:
T Ockham ϕ iff T  ∀P∀h∀x(h(x)→ STOckham(ϕ)[x, h]).
The translation above is readily generalized to bundled trees by relativiza-
tion of the path quantification to the bundle.
The translations for the Peircean and Priorean logics are obtained from
the above by restricting to the respective fragments. We note that the path
quantification in the translation of Priorean formulae becomes redundant and
can be omitted.
5.2 Syntactic translations preserving equivalence be-
tween validity in linear orders and trees.
Here we investigate the question: how to translate the Priorean PF -language
for linear orders to the languages of Priorean, Peircean, and Ockhamist logics
on trees in order to best preserve the meaning of the temporal formulae in
the transition from linear orders to trees.
In the case of Priorean logic, an obvious translation is the embedding
given by F 7→ f and P 7→ P. This embedding can be seen as a particular
case of translation to Peircean language, which will be considered below. For
Ockhamist logic there is only one reasonable choice, too, namely the identical
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embedding of the linear time operators. It is obvious that a PF -formula is
valid in a class C of linear orders if and only it it is Ockham valid in the class
of bundled trees 〈T,B〉 in which B ⊆ C.
The situation is more interesting with Peircean logic where there are many
possible choices. In principle, each occurrence of F in a linear time formula
θ can be translated either to F or to f , and hence, if θ has n occurrences of
F , then there are 2n possible ways of translating it to a Peircean formula.
Definition 5.1 A translation τ(θ) of a Priorean formula θ into the Peircean
language is syntactic, if it is obtained from θ by converting each occurrence
of P to P and each occurrence of F to f or F.
In general, arbitrary syntactic translations of linear time formulae to
Peircean formulae do not faithfully transfer the meaning of formulae from
linear orders to trees; such translations need not even preserve validity. A
notable example is the formula
Fp ∧ Fq → F (p ∧ Fq) ∨ F (q ∧ Fp) ∨ F (p ∧ q) (5.9)
which says that time is linear towards the future. Both natural translations,
F 7→ F and F 7→ f , transform this formula into non-valid Peircean formulae.
On the other hand, linearity towards the future can also be expressed by the
formula
Fp→ G(p ∨ Fp ∨ Pp) (5.10)
and the translation Fp→ G(p ∨ Fp ∨Pp) of this formula is Peirce valid, as
well as the translation fp→ g(p ∨ fp ∨Pp).
Example 5.2 The density axiom Fp → FFp has eight different syntactic
translations, but only three of them, namely, fp → ffp, Fp → Ffp, and
Fp → ffp are valid on dense trees, that is on trees in which all paths are
dense. The validity of these formulae is easily checked, as well as the sat-
isfiability (in dense trees) of the negation of fp → FFp, fp → Ffp, and
fp→ fFp. A particular construction is needed for dealing with the remaining
two implications Fp→ FFp and Fp→ fFp.
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Consider the dense tree T consisting of a main path h0 = Q+ ∪ {0},
the set of non-negative rational numbers, and of other paths hx (x ∈ Q+)
such that: 1) every hx is isomorphic to h0, 2) hx ∩ h0 = [0, x], and 3) the
paths hx intersect each other only on h0 (which implies that, for 0 < y < x,
hy ∩ hx = [0, y]). This means that each point x > 0 of h0 is the initial point
of a new branch and that the elements of that branch belong only to hx.
Let V be any evaluation such that V (p) = h0. Then T, V, 0 |= Fp because
every hx contains elements different from 0 of h0. On the other hand, for
every x > 0 in h0, we have T, V, x |= g¬p and hence T, V, 0 |= gg¬p. This
shows that Fp → FFp is not a Peircean validity in the class of dense trees.
To prove the same result for the formula Fp → fFp, we can use the same
model and observe that g¬p is true at any point different from the root and
hence T, V, 0 |= Gg¬p.
As far as definability is concerned, it is straightforward to check that the
formulae fp→ ffp and Fp→ Ffp can be falsified in any non-dense tree, and
hence they define density in trees. The following construction shows, instead,
a non-dense tree in which Fp→ ffp cannot be falsified, so that this formula,
which is valid in dense trees, does not define this class. Let T be a tree with
exactly two paths, h1 and h2, such that 1) h1 ∩ h2 is a singleton set, 2) h1
is isomorphic to the non-negative rationals, and 3) h2 is isomorphic to the
non-negative rationals deprived of the open segment (0, 1), so that 1 is the
immediate successor of 0 in h2 and T is not dense. It is easily checked that
Fp→ ffp cannot be falsified in T.
Thus, a natural question arises to determine syntactic conditions under
which a translation preserves validity, and, moreover, accordingly transfer
the meaning. Two limit translations can be considered, for instance.
Definition 5.3 A Priorean formula is in a negation normal form if it is
obtained from literals (propositional variables and their negations) by applying
∧,∨, F,G, P,H. Likewise, a Pericean formula is in negation normal form if
is obtained from literals (prop. variables and their negations) by applying
∧,∨, f ,g,F,G, P,H.
Definition 5.4 A Priorean formula θ is in modal disjunctive normal
form if:
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• θ is a propositional formula, or
• θ = ∨ θi such that each θi is of the type α∧Hψ∧Gϕ∧Pψ1∧ ..∧Pψk∧
Fϕ1 ∧ ...∧ Fϕm where α is a propositional formula (possibly just > or
⊥) and each ψ, ψ1, ..., ψk, ϕ, ϕ1, ..., ϕm is in modal disjunctive normal
form.
Since (Hψ1 ∧ Hψ2) ↔ H(ψ1 ∧ ψ2) and (Gϕ1 ∧ Gϕ2) ↔ G(ϕ1 ∧ ϕ2) are
Priorean validities, every Priorean formula has a modal disjunctive normal
form.
Definition 5.5 Let θ be a Priorean formula in modal disjunctive normal
form.
1. The weakest translation τw(θ) of θ to Peircean language is the result
of replacing the occurrence of P , H, F , and G in θ by, respectively,
P, H, f and g.
2. The strongest translation τ s(θ) is the result of replacing the occurrences
of P , H, F , and G in θ by, respectively, P, H, F, and G.
In general, by the weakest (respectively, strongest) translation of an arbi-
trary formula θ, we mean the weakest (respectively, strongest) translation of
any modal disjunctive normal form of θ. It is routine to check that any two
weakest (respectively, strongest) translations of a given formula are equiva-
lent to each other. These translations will be respectively denoted by θw and
θs.
Note that if the Priorean formula θ is written using only P and F as
primitive symbols, then θw is equivalent to the result of replacing P by P,
every positive occurrence of F by f , and every negative occurrence of F by
F. The strongest translation of θ can be defined in the obviously opposite
way.
Also, note that for every syntactic translation τ , T (C) Peirce τ(θ) implies
C lin θ because C ⊆ T (C) and τ(θ) is equivalent to θ on linear orders.
Every point-wise valuation V (assigning a set of states to every propo-
sitional variable) over a tree T , restricted to any h ∈ H(T) determines a
valuation Vh on that linear order.
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Thus, for any Priorean formula θ, the Ockhamist formula ♦θ satisfies the
following:
T, V, t  ♦θ iff ∃h ∈ Ht(T) : h, Vh, t lin θ
and similarly for T, V, t   θ. We thus have that, for every linear time
formula θ,
 ♦θ → θw and  θs →  θ (5.11)
Indeed, note first that only the future operators f and g occur in θw, i.e.,
every future operator is prefixed by a ♦. Then, it suffices to use the validities
 ♦α ∨ ♦β ↔ ♦(α ∨ β),  ♦(α ∧ β) → ♦α ∧ ♦β,  ♦Fα → ♦F♦α, and
 ♦Gα→ ♦G♦α to pull all ♦′s in front of the formula and eventually show
that  ♦θ → θw. Likewise, but dually, for θs.
A first consequence of (5.11) is that, for any Priorean formula θ, tree T,
valuation V on T, and t ∈ T :
h, Vh, t lin θ for some h ∈ Ht(T) ⇒ T, V, t  Peirce θw (5.12)
and, taking into account that ¬(θw) ≡ (¬θ)s,
T, V, t Peirce θs ⇒ h, Vh, t lin θ for every h ∈ Ht(T) (5.13)
If bundled trees 〈T,B〉 are considered, it is straightforward to verify that
the implications (5.12) and (5.13) became
h, Vh, t lin θ for some h ∈ Bt(T) ⇒ 〈T,B〉, V, t  Peirce θw (5.12′)
〈T,B〉, V, t Peirce θs ⇒ h, Vh, t lin θ for every h ∈ Bt(T) (5.13′)
Proposition 5.6 For any Priorean formula θ and any class of linear orders
C,
C lin θ iff T (C) Peirce θw (5.14)
and
C lin θ iff B+(C) Peirce θw (5.14′)
Proof. In the first equivalence, the implication from right to left is
immediate, because C ⊆ T (C) and both semantics coincide on linear orders.
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Now, suppose T (C) 6Peirce θw, i.e., T, V, t Peirce ¬θw, and hence T, V, t Peirce
(¬θ)s, for some T ∈ T (C), V , and t. Then (5.13) implies h, Vh, t lin ¬θ for
every h ∈ Ht(T), but Ht(T) ⊆ C.
The second equivalence can be proved in the very same way, using (5.13′)
instead of (5.13).
Let us consider again the density axiom Fp→ FFp. The modal disjunc-
tive normal form of it is G¬p ∨ FFp and hence the weakest translation of
this formula is g¬p∨ffp, equivalently Fp→ ffp, while the strongest transla-
tion is G¬p ∨ FFp, equivalently fp→ FFp. We have already observed that
none of these formulae defines density on trees, while each of the translations
fp → ffp and Fp → Ffp does. The formula fp → FFp is actually not valid
in the class of dense trees.
In general, the set of translations of a given Priorean formula θ can be
endowed with a lattice structure by letting τ ≤ τ ′ whenever τ(θ) can be
obtained from τ ′(θ) by replacing some (possibly no) positive occurrence of f
by F and some (possibly no) negative occurrence of F by f . In this way τw
and τ s turn out to be the top and the bottom or the lattice, respectively. On
the basis of the Peirce validity Fα→ fα it can be proved that
τ ≤ τ ′ ⇒ Peirce τ(θ)→ τ ′(θ) .
The problem of characterizing the faithful syntactic translations is still
partly open. In particular, a question arises if there is always a syntactic
translation τ such that whenever θ defines the class C in the Priorean seman-
tics, τ(θ) defines T (C) in the Peircean semantics. The answer is ‘no’:
Example 5.7 Consider the classes C1 of dense linear orders and C2 of forward-
discrete linear orders (where every point has an immediate successor, if any.)
Let C = C1 ∪ C2. Then α1 = Fp→ FFp defines C1 and α2 = f>∧ q ∧Hq →
FHq defines C2. Moreover, it is easy to see that α1 ∨ α2 defines C. On the
other hand, it can be checked that none of the syntactic translations of α1∨α2,
nor even their conjunction, defines C. Still, C is definable by the formula:
G((Hα1 ∧ α1 ∧Gα1) ∨ ((HH⊥ ∨PHH⊥) ∧H(P> → α2) ∧ α2 ∧Gα2)).
The intuition is that in every tree from T (C), the dense and forward
discrete branches must split already at the root into two disjoint subtrees.
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6 Transfer of definability from linear orders
to trees
Note first that first-order definability is not preserved from a class of linear
orders C to the class of trees T (C). For example, the property ‘Every path has
a last element ’ is not FO definable on trees: consider the complete infinite
binary tree extended with last points for every path. It is uncountable, and
must have a countable elementary subtree.
In this section we investigate the transfer of definability of a class of linear
order C by means of a Priorean formula to definability of the associated
classes of trees from T(C) in each of the Priorean, Peircean, and Ockhamist
languages.
Given a Priorean formula ψ, we denote by LIN(ψ) the class of linear
orders defined (within the class of all linear orders Clin) by ψ. Likewise, for
any Ockhamist formula ψ we denote by TR(ψ) and BTR(ψ) respectively the
classes of trees and bundled trees defined by ψ.
6.1 Transfer of definability to closures of classes of lin-
ear orders
The following (still partly open) question is of importance for what follows: if
C = LIN(ψ), can we define (uniformly) the class C∗ in a linear time temporal
language (possibly with Since and Until)? The answer is ‘yes’ provided the
class IS(C) of proper initial segments of orders from C, or even the class
IES(C) of proper initial segments with endpoints from IS(C), is definable.
Observe first, indeed, that the bundle condition that every point in a tree
T belongs to some path in any bundle on T implies that, for every class C
of linear orders, IS(C) = IS(C∗) and IES(C) = IES(C∗). This means that
the class C∗ can also be defined as the class of all linear orders whose initial
segments belong to IS(C) (or IES(C)). Therefore, if the formula ϕ defines,
e.g., IS(C), then C∗ is the class of linear orders L such that ϕ is true in every
proper initial segment of L. The further step of the proof is to observe that,
if L, V |= PFpi ∧ PF¬pi ∧ HG(pi → Hpi) for a given propositional variable
pi, then V (pi) is a proper, non-empty, initial segment of L. Thus, finally, the
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elements of C∗ are the linear orders L such that
L |= (PFpi ∧ PF¬pi ∧HG(pi → Hpi))→ ϕpi
where the variable pi does not occur in ϕ and ϕpi is the Priorean relativization
of ϕ to pi, that is the formula inductively defined by means of the following
clauses:
• pipi = pi ∧ pi;
• (¬ψ)pi = ¬ψpi; (ψ ∧ ψ′)pi = ψpi ∧ ψ′pi;
• (Pψ)pi = P (pi ∧ ψpi); (Fψ)pi = F (pi ∧ ψpi).
A more detailed proof of this kind will be given below, in Section 6.3, where
definability in Peircean language will be considered.
6.2 Transfer of definability to the Priorean language
Let C = LIN(ψ) for some linear time temporal formula ψ. Is the class T (C)
always definable by a Priorean temporal formula? The answer is ‘no’. For
instance, Clast = LIN(G⊥ ∨ FG⊥), while the class T (Clast) is not definable
by a Priorean formula, as a consequence from the following result.
Proposition 6.1 Let T1 be the tree obtained from the tree T0 of Figure 1 by
adding a terminal point after the unique ω-path in it. Then every Priorean
formula θ is satisfiable in T1 iff it is satisfiable in T0.
Proof. For convenience, we assume that T0 ⊂ T1. Let us fix a Priorean
formula θ, of modal depth k. Hereafter we restrict the language to only those
variables that occur in θ.
We will prove both directions by building for every pointed Kripke model
on the one tree a suitable pointed Kripke model on the other, bisimilar to
the former up to the modal depth k of the formula θ. For that purpose it
suffices to ensure that the same types of depths up to k are realized in both
models.
1. Suppose first, that (T0, V0) , w  θ for some valuation V0 and point
w. Let χk1, . . . , χ
k
s be all characteristic formulae of depth k (see e.g., [10]) in
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the Priorean temporal language over the variables in θ, realized at terminal
points of (T0, V0). At least one of these formulae, say χ
k
1, will be realized
in a cofinal set E0 of terminal points of T0. We define a valuation V1 in T1
as follows: V1 coincides with V0 on T0, and is defined at the new point ∞
in accordance with χk1. We now claim that the relation between (T1, V1) and
(T0, V0), which associates every point of (T0, V0) to itself, and the point ∞
to all points in (T0, V0) realizing χ
k
1, is a k-bisimulation (see [10]), and hence
w satisfies the same formulae of depth at most k in (T1, V1) and (T0, V0); in
particular, (T1, V1) , w  θ.
To prove that claim, it suffices to show, by induction on m, that for every
m ≤ k, every point from T0 has the same type of depth m in T0 and in T1,
while the type of depth m of ∞ is the same as the type of depth m of any
point from a cofinal subset Em of E. When m = 0 these holds by definition.
Suppose m < k and the claim above holds for m. To prove it for m + 1 we
consider first ∞. Its type of depth m+ 1 looks like this:
χ01 ∧G⊥ ∧Pχm1 ∧ · · · ∧Pχmr ∧H(χm1 ∨ · · · ∨ χmr )
where χm1 , · · · , χmr are all types of depth m realized at predecessors of∞.
This case follows from the inductive hypothesis, and the fact that cofinally
many points in Em have the same types of depth m of predecessors as ∞;
let that subset be Em+1. The argument for every terminal point in T0 is
immediate from the inductive hypothesis; for every other point u in T0, the
inductive claim follows from the inductive hypothesis, and the fact u has
(cofinally many) successors in Em, so the type of depth m of the successor
∞ of u makes no difference to the type of depth m+ 1 of u in T1.
2. Now, suppose that (T1, V1) , w  θ for some valuation V1 and point w.
Let the non-terminal points in T1 be {u1, u2, . . .}, and the terminal points be
respectively {v1, v2, . . .} and ∞.
First, we identify an index n such that all types of depth k of u-points
in T1 occur amongst {u1, u2, . . . un}. Then, we select an infinite sequence of
indices {n1, n2, . . .} such that:
C1) n ≤ n1.
C2) All uni ’s have the same type of depth k in T1.
C3) All vni ’s have the same type of depth k in T1.
26
Such an infinite sequence exists, because there are only finitely many
types of depth k in T1.
Now, we define a valuation V0 in T0 as follows: for every even i, we define
V0 at vni to be the same as V1 at ∞; on all other points in T0 we define V0
to coincide with V1.
We will prove the following by simultaneous induction on m ≤ k:
1) All vni ’s, where i is even, have the same type of depth m in T0 as ∞
in T1.
2) All other points in T0 have the same type of depth m in T0 as in T1.
When m = 0 the claims follow by definition. Suppose the claims hold for
some m < k. We will show that they hold for m + 1. First, the claim holds
for the types of depth m + 1 of all vni for even i’s because, by condition C1
above and the inductive hypothesis, every such point has the same types of
depth m of predecessors in T0 as ∞ in T1. Likewise, the claim holds for all
points in T0 by condition C2 and C3 above, and the inductive hypothesis, as
they will have respectively the same types of depth m of predecessors and
successors in T0 as ∞ in T1.
In particular, θ is satisfied in T0 at any point with the same type of depth
k as the type of w in T1.
Consequently, we can show that definability does not transfer to any of
the seven classes of trees and bundled trees associated with a class of linear
orders C.
6.3 Transfer of definability to the Peircean language
First, let us note that, as a consequence of Lemma 5.11, if θ defines the
property P in the class of linear orders, then, for every tree T:
(1) T, t Peirce θw if a path passing through t has the property P , and
(2) T, t Peirce θs only if every path passing through t has P .
As seen earlier, however, neither the weakest, nor the strongest Peircean
translation is always suitable to define the class of trees T (C) for any class
of linear orders C definable in the linear time temporal language; the former
is generally too weak, while the latter is too strong. Still, it turns out that
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for all classes of linear orders C listed in Section 2, the respective classes of
trees T (C) are definable in the Peircean language.
6.3.1 Some examples
Here we give defining formulae for some of the more interesting cases. We
provide a detailed proof for two of them and leave the verification of the
others to the reader.
Density: Either of fp→ ffp and Fp→ Ffp.
Discreteness: (f> → ((p ∧Hp)→ FHp)) ∧ (P> → ((p ∧ gp))→ Pgp).
Dedekind Continuity: (FG¬p ∧ Fp)→ F(g¬p ∧Hfp).
Proof. Consider a tree T in which every path is Dedekind continuous
and assume T, V, x |= FG¬p ∧ Fp. We have to show that any path h
passing through x contains a point x0 such that x < x0 and T, V, x0 |=
g¬p∧Hfp. It can be easily verified that x0 is the greatest lower bound
of the set of all y in h such that T, V, y |= G¬p.
Conversely assume that the tree T contains a path h0 on which Dedekind
continuity fails, that is: h0 = X1 ∪ X2, for all x1 ∈ X1 and x2 ∈ X2,
x1 < x2, but X1 has no last element and X2 has no first element.
We can consider two different cases; in them, X<1 denotes the set
{x : x > x1 for all x1 ∈ X1} (so that X2 ⊆ X<1 ).
Case 1: there exists an element x0 of X1 such that every path passing
through x0 has non-empty intersection with X
<
1 (which means that
there is no branching of paths in the future of x0 on X1). In this case,
we let V be any evaluation such that X1 ⊆ V (p) and V (p) ∩X<1 = ∅.
Every path through x0 meets a point in X1 as well as point in X
<
1 , and
hence T, V, x0 |= FG¬p ∧ Fp. At any point x of h0 ∩ {y : y ≥ x0},
though, we have either T, V, x |= ¬g¬p (if x ∈ X1), or T, V, x |= ¬Hfp
(if x ∈ X2). Thus, T, V, x0 6|= F(g¬p ∧Hfp).
Case 2: for every x ∈ X1 there exists a path h through x such that
h ∩X<1 = ∅ (which implies that h \X1 has at least one element). Let
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x0 be any fixed element of X1 and let V be any valuation on T with
the following properties: 1) X1 ⊆ V (p), 2) V (p) ∩X<1 = ∅, and 3) for
every path h passing through x0 and such that h ∩X<1 = ∅, there are
points xh ≤ x′h in h \ X1 such that xh ∈ V (p) and T, V, x′h |= G¬p.
With this valuation, we have T, V, x0 |= FG¬p∧Fp. However, for any
x > x0 in h0, we have T, V, x 6|= g¬p ∧Hfp.
ω-trees: The conjunction of ψ1 = H⊥ ∨ PH⊥, ψ2 = Gp → Fp, ψ3 =
H(Hp → p) → (PHp → Hp), and either of ψ4 = G(gp → p) →
(fgp→ gp) and ψ′4 = g(gp→ p)→ (FGp→ gp).
Remark: the formula G(Gp → p) → (FGp → Gp) is valid in all ω-
trees, but also in a tree with a branch ω+ω and ω-branches stemming
from every node of the ω-initial segment of that branch.
Proof. It is readly verified that ψ1 to ψ4 (or ψ
′
4) are valid in every
ω-tree.
Consider now any tree T and assume that these formulae are valid in it.
Formula ψ1 guarantees that T has a first point, and by ψ2 no path in
T has a last point. Moreover, if x0 > x1 > . . . is an infinite descending
sequence in T, then we have T, V, x0 |= ¬ψ3 for any valuation V such
that V (p) = {x ∈ T : ∀i (xi > x)}. Thus, T has no infinite descending
chain.
Finally, consider the formula ψ4 and suppose that some infinite ascend-
ing chain x0 < x1 < . . . in T has an upper bound, say x
∗. Consider
a path h∗ passing through x∗ (and hence containing each xi) and let
V be any valuation such that V (p) = {x ∈ h∗ : ∀i (xi < x)}. With
this valuation we have T, V, x0 |= ¬ψ4 and hence we can conclude that
every infinite ascending chain in T is cofinal in some path. Therefore,
every path in T has the order type of ω.
(ω + 1)-trees: The conjunction of H⊥ ∨ PH⊥, Gp → Fp, H(Hp → p) →
(PHp → Hp), and either of G(gp → p) → (f(f> ∧ gp) → gp) and
g(gp→ p)→ (F(f> ∧Gp)→ gp).
Z-trees: The conjunction of Hp→ Pp, Gp→ Fp, H(Hp→ p)→ (PHp→
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Hp), and either of G(gp → p) → (fgp → gp) and g(gp → p) →
(FGp→ gp).
Well-founded trees: H(Hp→ p)→ Hp.
Conversely well-founded trees: G(gp→ p)→ gp.
6.3.2 Uniform translation
A natural question arises now: is there a uniform translation into the Peircean
language that can be used to define the class T (C) for any definable class
of linear orders C? Here we give an affirmative answer by providing such
translation.
Let pi be a fixed, reserved propositional variable which does not belong to
the Priorean temporal language on linear orders. For any Peircean formula
ϕ, we define the pi-relativization ϕpi of ϕ by induction on the complexity of
ϕ as follows.
• pipi = pi ∧ pi;
• (¬ϕ)pi = ¬ϕpi; (ϕ ∧ ϕ′)pi = ϕpi ∧ ϕ′pi;
• (Pϕ)pi = P(pi ∧ ϕpi); (fϕ)pi = f(pi ∧ ϕpi);
• (Fϕ)pi = F(pi ∧Hpi ∧ gpi → ϕpi).
Lemma 6.2 Assume that V is any evaluation on the tree T such that T, V, x |=
Pfpi ∧HG(pi → Hpi ∧ gpi) for some x in T. Then:
1) V (pi) is a nonempty subtree T′ of T (hence, every path in T′ is a path
in T, too), and
2) for every Peircean formula ϕ and every y in T′:
T, V, y |= ϕpi iff T′, V ′, y |= ϕ (6.15)
where V ′ is the restriction of V to T′.
Proof. The first claim is obvious. The second one can easily be proved by
induction on the complexity of ϕ. When ϕ is Fψ, we have to observe that
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the formula pi∧Hpi∧gpi is true under V at all points of a path h in T if and
only if h is a path in T′.
For any Priorean formula ψ, we define
ψT := (Pfpi ∧HG(pi → Hpi ∧ gpi))→ ψwpi ,
Theorem 6.3 For any class of linear orders C and any linear time formula
ψ, the following are equivalent:
(1) C = LIN(ψ)
(2) T (C) = TR(ψT )
(3) B+(C) = BTR(ψT )
(6.16)
Moreover, if the class C is closed, then the following are equivalent:
(1) C = LIN(ψ)
(2) T ∗(C) = T (C∗) = TR(ψT )
(3) B(C) = B∗(C) = B(C∗) = BTR(ψT )
(6.17)
Proof. Consider first the equivalence (1)⇔ (2) in (6.16). The direction
from right to left is rather easy, since C ⊆ T (C) and L  ψ iff L  ψT for any
linear order L considered as a tree.
For the other direction, assume C = LIN(ψ) and first suppose T  ψT . If
T 6∈ T (C), then some path h in T is not in C and hence h falsifies ψ for some
valuation V ′ at some point x. Observe that, viewing h as a tree, we have
also h, V ′, x |= ¬ψw. Let V be any extension of V ′ to T which makes pi true
precisely on the points from h. Then, by Lemma 6.2, T, V, x |= ¬ψwpi , which
contradicts T  ψT because T, V, x |= Pfpi ∧HG(pi → Hpi ∧ gpi).
Conversely, suppose T 2 ψT . Then T, V, x 2 ψT , namely, T, V, x  Pfpi ∧
HG(pi → Hpi ∧ gpi) ∧ ¬ψwpi , for some valuation V and point x. Thus V (pi)
is the union of a non-empty set of paths in T and is a subtree T′ of T. By
Lemma 6.2, we have T′, V ′, x  ¬ψw, where V ′ is the restriction of V to T′,
and hence, by (5.14) Proposition 5.6, T′ 6∈ T (C). This implies that T does
not belong to T (C) as well.
The proof of the equivalence (1)⇔ (3) in (6.16) is quite similar and uses
(5.14′) in Proposition 5.6.
The equivalence of (1), (2), and (3) in (6.17) is a consequence of the
previous result and of the third claim in Theorem 3.10.
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Corollary 6.4 For any class of linear orders C and any Priorean formula
ψ:
C lin ψ iff T (C) Peirce ψT iff B+(C) Peirce ψT .
For the Peircean definability of T (C∗) and B(C∗) the following proposition
slightly strengthen the second part of Theorem 6.3.
Proposition 6.5 For any class C of linear orders, the classes T (C∗) and
B(C∗) are Peirce definable if and only if the class C∗ is Prior definable.
Proof. Assume that C∗ is Prior definable. The Peircean definability of
T (C∗) and B(C∗) is a consequence of Theorem 6.3, taking into account that
C∗ is closed.
Assume now that T (C∗) is Peirce definable by the formula ϕ. Then, for
every linear order L, viewed as a tree, we have L |= ϕ iff L ∈ T(C∗) iff L ∈ C∗.
Let ϕ− be the formula obtained from ϕ by replacing f and F by F , g and
G by G, and P by P . Since Prior and Peircean semantics coincide on linear
orders, by the equivalence above we have also L |= ϕ− iff L ∈ C∗, and hence
C∗ is Prior definable.
The Prior definability of C∗ under the hypothesis that B(C∗) is Peirce
definable can be proved in the same way, taking into account that linear
orders, viewed as trees, have only the trivial bundle.
Thus, we see that the Peircean language suffices to match on trees the
expressiveness of the Priorean language on linear orders.
Finally, we list a few facts regarding the classes of trees Tr( ) and bundled
trees BTr( ) definable by means of the weakest, strongest, and faithful trans-
lation of a given Priorean formula into the Peircean language. The routine
proofs are left to the reader.
Proposition 6.6 For any Priorean formula ψ, if C = LIN(ψ) then the fol-
lowing hold:
1. Tr(τ s(ψ)) ⊆ T (C) ⊆ Tr(τw(ψ)).
2. BTr(τ s(ψ)) ⊆ B(C) ⊆ BTr(τw(ψ)).
3. B(C) ⊆ BTr(ψT ) ⊆ B+(C).
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6.4 On the transfer of definability to the Ockhamist
language
Peircean language is (properly) contained in Ockhamist language, hence The-
orem 6.3 implies the respective Ockhamist definability results, too. In fact,
these results have direct and simple proofs, too. For instance, if C = LIN(ψ),
then clearly the Ockhamist formula HGψ defines the class of trees T (C).
Moreover, Proposition 6.5 has an obvious analogue for the Ockhamist
language and hence, we have that T (C∗) and B(C∗) are Ockhamist definable
if and only if the class C∗ is Prior definable.
6.5 Transfer of definability: summary
The results on transfer of definability obtained in this section are summarized
as follows:
Priorean Peircean Ockhamist
T (C) − + +
B(C) − + if C is closed + if C is closed
B+(C) − + +
T ∗(C) − + if C is closed + if C is closed
B∗(C) − + if C is closed + if C is closed
T (C∗) − + iff C∗ is Prior definable + iff C∗ is Prior definable
B(C∗) − + iff C∗ is Prior definable + iff C∗ is Prior definable
7 Concluding remarks
In this paper we have studied the transfer of satisfiability, validity and defin-
ability from classes of linear orders to associated classes of trees and bundled
trees in a hierarchy of modal and temporal languages. Most of these ques-
tions have apparently been little, or not at all, studied so far, and some of
them have turned out to be more subtle than what one might expect. While
we have obtained a fairly detailed picture, a number of questions and topics
remain open for further investigation. Here is a sample list:
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1. Some questions on semantics:
(a) For which classes C of linear orders are the Peircean semantics
over T (C) and over B(C) equivalent?
This was proved to be the case for the class Clin in [5]. On the
other hand, we have seen that it is not true for {N}.
(b) For which classes C of linear orders are the Ockhamist semantics
over T (C) and over B(C) equivalent?
The example from [4], given in Section 4.3.3, shows that this is not
the case for Clin. Some results from [17] show that the same holds
for other classes of trees like, e.g., the class of trees in which every
path has cofinality type ω, or the class of trees called cofinally
jointed in that paper. Apart from trivial cases like Cfin, though,
no cases of positive answers are known to us.
2. Some questions on (transfer of) definability:
(a) Perhaps the most interesting, in the context of the present study,
still open question on definability of classes of linear orders is
whether the closure of every Prior definable class of linear orders
is Prior definable, too. We suspect that the answer is ‘yes’ but
there does not seem to be a uniform argument. A closer look at,
and a suitable classification of, such closures might offer an easier
avenue to that answer.
(b) With respect to transfer of semantics and definability, the Peircean
language emerges as the most interesting case. Some of the more
interesting still open questions with respect to transfer of defin-
ability to the Peircean language are:
• Describe the classes of trees and bundled trees that are defined
by the weakest and the strongest Peircean translations of a
given Priorean formula ψ, if LIN(ψ) = C?
• Describe the class BTr(ψT ) of bundled trees definable by the
formula ψT for a given Priorean formula ψ in terms of the
class of linear orders C = LIN(ψ).
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• Precisely which classes of trees and bundled trees in T(C) are
definable in the Peircean language whenever C = LIN(ψ)?
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