In this paper we will demonstrate how Ada and its Distributed Annex may be used to relocate concurrent objects in a distributed datedlow application. This relocation mechanism will provide the capability of providing both passive and active fault tolerance. Special care will be taken to demonstrate how errors are trapped and propagated across partitions containing multiple threads of execution.
I The Model
We first summarize a model presented in a prior paper [4] .
A data~ow graph is defined as a directed acyclic graph with data passing through the directed edges, or queues, and dynamics at the nodes. Each queue is connected to exactly two nodes: an upstream node attached to its tail and a downstream node attached to its he~d: Data flows downstream. Each node possesses a set of input queues entering it, and a set of output queues leaving.it, either set possibly being empty. Each queue contains a threshold and a buffer size and receives its data in a first-in-first-out fashion f~om its upstream node. Queues are said to be linked to nodes at ports, thus there are both output ports and input ports.
When a queue accumulates a threshold of data, it is said to have reached threshold. When every upstream queue of a node has reached threshold, the node is ready to ]ire. Upon firing, a node re~ds and consumes data from each of its upstream queues, processes this data, and writes results to its downstream queues. All nodes can function concurrently, and conceptually begin processing as soon as they reach a fire condition.
A natural fit for this scenario is to implement queues as protected types ( Figure 2 ) and nodes as tasks (Figures 3, 5) . To allow for maximal concurrency in a distributed system, we provide an additional protected object, a mailboz, ( Figure  4 ) and divide nodes into a mai]bax and node task so that queues may send messages asynchronously to nodes [4] .
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2.1
Q u e u e s
To relocate a queue, t h e queue m u s t first be unlinked from b o t h its u p s t r e a m and d o w n s t r e a m nodes in order t o prev e n t these concurrent entities from m a i n t a i n i n g a link to a nonexistent queue. As m e n t i o n e d in Section 1, unlink messages are sent to t h e nodes and t h e n relayed to the queues; thus, t o unlink a queue we m u s t send messages t o b o t h t h e u p s t r e a m and d o w n s t r e a m nodes. After these c o m m a n d s are sent, b o t h t h e head and t h e tail of t h e .queue m u s t be c o n 6 r m e d individually to see t h a t the unlink has been completed. Once a queue is disconnected, its only relevant state is the buffer d a t a it contains. This d a t a m a y be placed or a p p e n d e d onto another queue.
T h e p r o p e r sequence of c o m m a n d s for relocating a queue is: . R e l o c a t i n g Q u e u e 1Finalization for a queue might involve freeing any space involved with that queue if dynamic storage is used.
( • send c o m m a n d s to unlink b o t h u p s t r e a m and downs t r e a m nodes from t h e queue (~ confirm t h a t t h e queue is unlinked

Nodes
Like queues, nodes also may have state, or information preserved after a firing 2. This information is placed into a node by the initialization routine and retrieved from a node by its finalization routine a~ indicated by the states parameter in Figures 5 and 3 . To relocate a node, the state must be ex-~.racted from the node task and placed into the new node task. To obtain this state a node task must first reach a finalization entry point shown in Figure 5 . Note that the finalization command is different than the ~ni~h command, as the finish command merely prepares the node for finalization while the finalization command actually retrieves the node's state.
However, before a finish command is sent, the node must be unlinked from any input or output queues or else those queues will maintain connections to a nonexistent node. The proper sequence of commands for relocating a node is: 21t is also possible that n node has no state. In this cMe each firing is identical. 
Load Balancing
One application of node and queue relocation is load balancing. In our case this will mean the graph manager has decided that it would be preferable to relocate a particular set of nodes to a different partition in order to achieve increased parallelism and/or ha~ decided to relocate particular queues to di~erent partitions to reduce queue access times s. See A key feature of the relocation mechanism is the ability to SA typical action is to move input queues of nodes to the same partition so that the node may have intrapartition access to the d~ta when it is ready. move nodes while the graph is processing d a t a without affecting its functional output, allowing load balancing during execution 4. In other words, during d y n a m i c load balancing, d a t a is neither lost nor duplicated. In the relocation Sections 2.1 and 2.2 we have already described the m e t h o d s by which the node's state and queue's d a t a m a y be retrieved. A few c o m m e n t s on possible d a t a loss during unLinking are in order.
Due to the location of the entry points in the node t a s k (Figure 3 ) the nodes m a y not be finalized during a fire. It is during firing t h a t any d a t a used by t h e node is r e a d from and written to its queues, and during firing t h a t any resultant state modifications are performed. F u r t h e r m o r e , queues m a y only be linked and unlinked by the nodes t h e mselves, thus, in particular, only when the node is not in the process of transferring its data. Similarly, while a queue is having its d a t a read, as it is a p r o t e c t e d object, it m a y not perform any other operation. Consequently, t h e relocation mechanism cannot disrupt a d a t a transfer.
3 F a u l t T o l e r a n c e T h o u g h the p r o b l e m of fault tolerance in the general scope of the A d a language is a complex one, for our specific dataflow model, the problem becomes tractable. Specifically, we are not a t t e m p t i n g to provide t r a n s p a r e n t fault tolerance below the application level as in [1] or [9] , nor are we suggesting a set of language p r a g m a s to work in conjunction w i t h general programs as in [10] or [7] . We will, however, d e m o n s t r a t e explicit recovery mechanisms for the dataflow model, in b o t h the passive (Section 3.1) and active (Section 3.2) case.
3.1 P a s s i v e F a u l t T o l e r a n c e Passive fault tolerance in our usage will mean t h a t the recovery mechanism is cold, t h a t is, recovering requires creating a new node (as in [2]). To obtain proper fault tolerance, care must be taken to assure p r o p e r recovery for all elements of concurrency, in this case for b o t h our node tasks and A d a partitions.
N o d e s
In passive fault tolerance, the node is able to detect its own errors, such as in an exception block. In this case, the node will not wait for a finish c o m m a n d but will i n s t e a d alert the graph m a n a g e r ( Figure 5 ) and then proceed to its own finalization stage. After receiving the alert, the g r a p h m a nager will be able to perform a recovery using t h e relocation mechanism described in Section 2. As a result of the node being at its finalization stage, queues a t t a c h e d to the node will not be able to be uulinked ~o m the tips connected to the faulty node; they nevertheless m a y be read, destroyed and replaced with new queues.
In chronological order, any u n e x p e c t e d exceptions which a node encounters will cause t h e node to:
( • alert the graph m a n a g e r (~ proceed to the finalization stage ~) perform finalization when requested Note t h a t the consequence of allowing an exception to fall t h r o u g h a node t a s k is t h a t the node t a s k could bypass the finalization stage and thus its s t a t e m a y not be recovered.
Note also t h a t this a p p r o a c h is of limited value if the node's s t a t e is corrupt as t h a t c o r r u p t e d state will simply be reinitialized on another node.
P a r t i t i o n s
As mentioned, the distribution mecbm.nlgm involves two types of packages: a r e m o t e c a l l i n t e r f a c e package and a distribu t o r package. Likewise, t h e r e m o t e c a l l i n t e r f a c e packages will t r a p all exceptions for each e n t r y point. The consequences of not t r a p p i n g an exception which percolates to the r e m o t e interface package is t h a t t h e entire p a r t i t i o n m a n a g e d b y the interface p a c k~e could b e c o m e inaccessible; in p a r t i c u l a r a single faulty node could affect all nodes on the pm-tition_ F u r t h e r m o r e , once an exception is t r a p p e d , errors can" be pa~sed back to the d i s t r i b u t o r although this is only relevant for synchronous calls.
3.2 A c t i v e F a u l t T o l e r a n c e Active fault tolerance in our use will i m p l y t h a t the recovery mechanism is hot, t h a t is, i m m e d i a t e l y r e a d y for execution (as in [2] ). In addition to the speed of recovery, active fault tolerance allows for the possibility of duplicate nodes voting on a correct answer and thus finding faults not detectable b y the node itself. In active fault tolerance, unlike passive fault tolerance, copies and relocations are made before a fault is detected.
In Figure 14 we demonstrate the replication of a node into three nodes executing in parallel. In this figure, the entry queue is passed into a splitting node (N) which duplicates the data across three queues and sends the data to the three duplicate nodes. Afterwards, the three output queues are collected into a comparing node (U), which performs a test to guarantee all three incoming values match, and then sends one set of data to the next node. Upon failure, the comparing node may send a message to the graph manager indicating a failure.
The procedure for creating this replication is outlined as follows: The previous model and its applications to fault tolerance and load balancing has been successfully implemented on a network of Unix multiprocessor machines using GNAT and its Ads Distribution Annex support: GLADE. We have implemented dataflow graphs with nodes numbering on the order of 10 a, queues numberinKon the order of 104 and passed data arrays of sizes up to 10' bits.
We are using this model as the foundation of our current project: an automatic load balancing, error correcting dataflow system, and anticipate implementing this on both a heterogeneous multi-site network as well as an embedded multiprocessor machine. 
