We study the problem of computing the position of the epipoles in a pair of uncalibrated images. The approach, which is based on the invariance of the cross-ratio by the epipolar transformation, exploits algebraic constraints obtained from point correspondences and provides a solution in which only the epipoles are involved. This is in opposition to the methods based on the computation of the fundamental matrix. These notions are rst presented as well as the new epipolar ordering constraint. Three families of methods are successively considered: the rst uses statistics on closedform solutions provided by the so-called Sturm method, the second intersect plane cubics through deterministic procedures, and the third is based on non-linear minimizations of a di erence of crossratios. We discuss the shortcomings of each and show, using numerous experimental comparisons, that there is a trade-o between elegance and robustness to noise. The cross-ratio based methods do not turn out to be a generally viable alternative to the method based on the fundamental matrix.
Introduction
Epipolar geometry provides a constraint well-known in stereovision. A particularly interesting aspect of this constraint is that it is purely projective and therefore can be exploited with uncalibrated images. A lot of useful tasks can be performed using knowledge of the epipolar geometry: recovery of the 3D projective structure of a scene from point matches, obtention of projective invariants, prediction of image features in an image from features in two other images, synthesis of an image from several images, segmentation of rigid independent motions, and self-calibration of a moving camera. For a list of references concerning these tasks, see the conclusion of 14]. More recently, a ne geometry has been found to provide an interesting framework borrowing some nice characteristics from both Euclidean geometry and projective geometry. A ne calibration also requires the determination of one epipole 15] , in addition to the plane at in nity.
The established method to recover the epipolar geometry is to compute the Fundamental matrix 2, 14, 7] , generalizing Longuet-Higgins' eight-point algorithm 10]. It has been shown 13] that the di cult part in the determination of the Fundamental matrix is the determination of the epipoles, in the sense that the stability of epipoles characterizes the stability of the Fundamental matrix. In addition, in some of the applications previously mentioned, one does not need to know the full Fundamental matrix (seven parameters), but only one or two epipoles (two or four parameters).
In order to investigate an alternative to methods based on the computation of the Fundamental matrix, this paper proposes some new methods, based on the invariance of the cross-ratio, to recover the epipoles directly, and gives an empirical assessment of their numerical properties.
We begin by presenting the epipolar transformation upon which all the methods investigated in this paper are based, as well as the epipolar ordering constraint which can be used to match epipoles computed separately in two images. We then investigate three families of methods. The rst family, based on a closed-form solution, is elegant, but very sensitive to noise. In order to gain robustness to noise, two computationally more expensive methods are studied next, which require iterative computations: a method which intersects plane cubics through deterministic procedures, and a method based on non-linear minimizations of a di erence of cross-ratios. The results of the last one are compared to the results of the Fundamental matrix method.
More on epipolar geometry
When considering two projective views, the main geometric property is known in computer vision as the epipolar constraint. In this section, we present two lesser known consequences of this construction: the existence of a homography between sets of epipolar lines, and an ordering relation between these lines, which is a consequence of visibility.
The epipolar transformation
The classical elements of epipolar geometry are presented in the left part of gure 1. Let C be the optical center of the rst camera and C 0 that of the second. The line hC; C 0 i projects to a point e in the rst retinal plane R and e 0 in the second retinal plane R 0 . The points e, e 0 are the epipoles. 
The epipolar ordering
We are going to see that knowledge of the epipoles induces an ordering relation over the set of epipolar lines. If point correspondences are considered, this ordering induces some constraints on the possible positions of the epipole.
Let us rst show that:
Each pair of corresponding epipolar lines divides the retinal plane into two corresponding half-planes.
Let l be an epipolar line of the rst retinal plane R, and l 0 be the corresponding epipolar line of R 0 . The plane R is divided by l in two half-planes, R a and R b , and the same (with primes) applies to the second image. Let m 1 and m 0 1 be two corresponding points, lying respectively in the half-planes R a and R 0 a We are going to show that if m 2 is a point of R a , then its correspondent m 0 2 must also lie in R 0 a . Let be the epipolar plane corresponding to the epipolar lines l and l 0 . It determines two half-spaces E c and E d , and contains the optical centers C and C 0 . Let M 1 be the 3D point projected to m 1 and m 0 1 , and let M 2 be the 3D point projected to m 2 and m 0 2 . The points m 1 and m 2 are in the same half-space E c . The lines hC; m 1 i et hC; m 2 i intersect the plane in C, and contain the points M 1 and M 2 . Now the key point is that the cameras can observe only one half space, the other being behind them, from which we conclude that the points on these lines are ordered as Cm 1 M 1 and Cm 2 M 2 , or m 1 CM 1 and m 2 CM 2 . Let us consider the rst case. The point C belongs to the separating plane. The points m 1 and m 2 are in the same half-space E c . Therefore the half-line of hC; m 1 i starting at C and containing m 1 is entirely contained in the half-space E c , and the same can be said for the half-line of hC; m 2 i starting at C and containing m 2 . Since M 1 and M 2 belongs to these half-lines, they are both in the same half-space E c . The second case is similar. From the fact that they belong to the same half-space, it is easy to see that their projection in the second image belongs also to the same half-plane. This property is illustrated by Figure 2 . Let us choose an orientation for each of the retinal planes. Because this orientation is arbitrary, the following exposition is unchanged if all the angles in one (or both) of the retinas are replaced by their opposites.
We can infer from the previous proposition the following property, illustrated by the top row of diagrams in Figure 3 : if, in Image 1, we observe a con guration of three epipolar half-lines l 1 , l 2 , The other con gurations are equivalent since they are obtained by replacing all angles by their opposites. In the rst case, the half-line l 0 1 and the half-line l 0 2 are in half-planes separated by the line l 0 3 . In the second case, the half-line l 0 2 and the half-line l 0 3 are in half-planes separated by l 0 1 . The line l 2 separates the half-line l 1 and the half-line l 3 . Thus, from the previous results, the half-line l 0 1 and the half-line l 0 3 are separated by the line l 0 2 and the half-lines l 0 1 and l 0 2 (or l 0 3 and l 0 2 ) are therefore in the same half-plane with respect to l 0 3 (or l 0 1 ). We conclude that both the two cases are impossible, which proves that the relation (2) holds. In Figure 3 , the separating lines have been indicated by prolonging the half-epipolar lines with dashed lines.
Because the orientation of each plane is arbitrary, it should be understood that the property we proved means that: The epipolar ordering is a strong constraint, which allows us to nd out if a pair of points of Verify that the order of the i is either identical to or the opposite of the order of the 0 i .
Unlike the epipolar transformation, the epipolar ordering constraint is not a mere consequence of the projective camera model. It also involves the visibility constraint, which comes from the physical world. The observed points must lie in front of the focal planes of the cameras. This constraint has been known for some time (see for example 10]); however the formulation presented here is new in that it involves only comparisons in the image, and no 3-D reconstruction. Two other related pieces of work that formalize di erent aspects of this constraint are Cheirality invariants 6] and cones of visibility 22, 23] . The ordering constraint is very useful for our purposes, since we want rst to try to estimate the epipoles separately in each image, and thus need a test for consistency of the pairs of epipoles.
3 The Sturm method
An outline
Sturm's method is based on a basic property of the epipolar transformation: as homography between pencils of epipolar lines, it leaves the cross-ratio invariant. That property enables us to compute separately the two epipoles from seven correspondences between two images. This number is expected to give a nite number of solutions, since the epipolar transformation is precisely de ned by seven parameters. In Faugeras and Maybank 3] have traced the problem back to Chasles 1] . It has been solved by Hesse 8] and nicely summarized by Sturm 24] . The following algebraic formulation of this method was presented by Maybank and Faugeras 18] 
In equation (4), u i are the coordinates in the rst image of u = 0 (e), and q i are the coordinates of q = q 4 ; q 5 ; q 6 . The primes designate corresponding quantities in the second image. Equation (4) is linear in the coordinates of u 0 , and can be written a q (u):u 0 = 0. There are three such equations, obtained with q = q 4 ; q 5 ; q 6 . Since they have a common solution u 0 , the following coplanarity constraint must be satis ed:
After factoring out a common term and applying the quadratic transform ?1 0 , this is found to be a cubic polynomial constraint on f(e) = 0.
Seven points: If an additional correspondence q 7 $ q 0 7 is available, then only three solutions for e are possible.
Replacing q 6 $ q 0 6 by q 7 $ q 0 7 , we nd a second cubic constraint, g(e) = 0. In the generic case, the cubics f and g meet at nine points, among them are the epipoles e compatible with the seven correspondences. Six of the intersection points are known: the points q i ; 1 i 5, and the point b, such that a 4 ( 0 (b)) = a 5 ( 0 (b). The three remaining intersections are the three epipoles compatible with the seven correspondences.
An example
We give an example to illustrate the Sturm method. The motion of the camera is the translation (?7; 1; 7) T . 
Two typical displacements
The experimental part of this chapter is illustrated with two examples of typical displacements whose values are shown as Table 1 . The rst displacement yields epipoles within the image, whereas the second displacement yields epipoles that lie far outside. This di erence leads to very di erent behaviors for the recovery algorithms. Since, stability results, in this case, are comparable for the image before and after displacement, we show only the results for the image before displacement. Table 1 : The two displacements used to illustrate the recovery algorithms. Note: The motion is speci ed in the rst camera coordinate system (X and Y axis aligned with the image coordinate system). The rst displacement is dominated by a translation perpendicular to the image plane, and the second displacement by a translation parallel to the image plane. To simulate a general motion, we have also added a rotational component. The axis of rotation is the direction of the rotation vector, and its angle is the norm of that vector. The exact displacement elds used are shown in Figure 6 . We start with 3D points scattered randomly in a cube centered 2 meters in front of the camera, and from a projection matrix P being obtained by calibrating a real camera with respect to the coordinate system associated to a grid placed 2 meters in front of the camera. The horizontal and vertical focal lengths in pixel units are respectively 625 and 934 (the aspect ratio was not 1) and the size of the image is 512 512 pixels.
The 3D points are projected into the rst image using P. One of the two displacements is then applied to P, resulting in another projection matrix P 0 , which is used to project the 3D points into the second image. To obtain noisy correspondences, we add Gaussian noise of variance . A hint on the relative stability of the method is provided by observing the evolution of the cubics as a function of image noise.
The rst series is obtained with Displacement 1. In Figure 7 four cubics are superimposed at the noise levels of 0.1, 0.5, and 1 pixel. Although there are several intersections, making the gure di cult to read, it can be seen that the main intersection point remains approximatively near the The second series is obtained with Displacement 2. A global view of the retinal plane with ve cubics is given in Figure 8 for the two noise levels of 0.1 and 1 pixel. A zoom to the vicinity of the epipole is also given for noise levels of 0.1, 0.5, and 1 pixel. Clearly, the intersection area is less well localized than in the previous case.
The noisy cubics lie farther apart from the exact epipole in the case where the epipole is far from the image. An intuitive explanation is as follows: the cubics used in Sturm's method are entirely determined by the nine points: q i , 1 i 6, b i , 1 i 3. Adding noise to the correspondences is equivalent to applying a perturbation to the points that control the cubics. The e ect of the perturbation is more important for parts of the cubics that lie far from the control points. This would suggest that when the epipoles lie far from the image center, the Sturm method would give a worse localization on the image plane (in terms of Euclidean metrics) than if they lie within the image. Whether such a metric is actually relevant or not depends on the tasks the epipoles are to be used for. However, knowing the sensitivity in terms of metric coordinates, we can always derive a characterization based on another metric.
Using Sturm's method
In this section, we try to turn Sturm's method into an algorithm.
Selecting the epipole: the exhaustive method
Principle: Details on the implementation of the Sturm's method can be found in Luong 11] .
There is a closed-form solution that involves solving a polynomial of degree three (with the Cardano's formulas).
The solution gives either one real possible epipole or three real possible epipoles, all compatible with the seven correspondences. In case only one epipole is obtained, its value can be directly used in a subsequent averaging scheme. However, in most of the cases, there will be three solutions. Therefore, selecting the correct epipole demands the use of more than seven correspondences. The Sturm method is rst applied to each subset of seven correspondences, yielding a list of triplets of candidates. When there is only one epipole compatible with a subset, its value is simply duplicated three times, and the general scheme is run unchanged. False candidates are compatible only with the subset of correspondences that enabled us to nd them, whereas the good candidate is compatible with all the subsets of correspondences. As soon as eight points are available, an exhaustive selection procedure, described below, can be applied. It is very simple, but computationally expensive.
Algorithm 2: Sturm method with exhaustive selection
Apply the Sturm method n times. This gives n triplets of points.
Pick a point in each of the n triplets (total 3 n combinations).
Compute a measure accounting for how spread apart the cluster of n selected points are (for example, the diameter of the smallest circle that contains all the n points).
Keep the con guration giving the minimum diameter.
Apply an averaging operator to the n points obtained.
We have tried several operators to evaluate the spread of the cluster, and also to perform the nal averaging, but the di erences were not signi cant.
Results and discussion: The behavior of the Sturm method with exhaustive selection is illustrated by Tables 2 and 3 , in the minimal case n = 8. It is clear that the results can be very unstable, even with low noise, illustrating the di culty that can be encountered when trying to turn an algebraic approach into an algorithm. One drawback of the method is that if the number of correspondences used is small, then the same points are often used several times, which leads to several false candidates lying in close proximity, and thus likely to be confused with the good epipole. Trying all the subsets of seven points with a large set of correspondences, however, would be too computationally expensive.
Robust statistics: using a random consensus procedure
Principle The goal is to improve the previous algorithm without changing the core procedure, the Sturm method from seven correspondences. In order to be able to consider more correspondences without a considerable increase of computation time, the exhaustive selection procedure is replaced by the random sampling consensus (RANSAC) introduced in the eld of image under- standing by Fischler and Bolles 4]. In the usual methods, the largest data set is used to obtain an initial solution by computing the unknown parameters with an averaging operator. By contrast, the RANSAC method use initial data sets S of size large enough to allow for the computation of the parameters M, and then enlarges these sets by incorporating data coherent with the parameters computed from the initial data set (a compatibility threshold t 1 must be set). A number of N 1 initial sets are obtained by random sampling. The parameters computed from such a set are accepted if the consensus set S has a cardinality above threshold t 2 . One important advantage of RANSAC over the methods based on an averaging scheme is that it is a robust method, in the sense that it is not a ected by outliers which might be caused by false matches.
In the problem that we are considering, a data point is a subset of seven points, and the model is a 2D point (the epipole) and an error radius. Depending on the position of the epipole, the deviation on the curve induced by noise is more or less large. The minimum number of data points is two distinct subsets of seven points. The adaptation of the RANSAC algorithm to our problem is presented as Algorithm 3. There are some di erences from the original algorithm, which are detailed in Luong 11] . { Select the pair of epipoles (e i ; e 0 i ) 2 E E 0 which gives the smallest distance d 1 (e i ; e 0 i ). { If d 1 < t 0 , take e = (e i + e 0 i )=2, and r = d 2 (e i ; e), else try again. give e as nal result, otherwise try again, and eventually exit with failure giving the epipole that had the largest consensus set.
Results and discussion Some results are shown in Tables 4 and 5 . Experiments were carried out with 58 correspondences, and the "standard" parameters N 1 = 100, N 2 = 2 58, N 3 = 2 58, t 0 = 0:05, t 1 = 1:2, t 2 = 0:5. The approach is satisfying in the case where the epipole is within the image or close to it, but remains too sensitive to noise if the epipole is far from the image. During the model initialization stage, if two good epipoles (the one from S 1 and the one from S 0which are perturbed di erently.
It thus appears that the basic source of trouble is the unstable results produced by the Sturm method, which is the core of the algorithm. The Sturm method does not take explicit account of noise, and uses algebraic operations that are quite sensitive. In this section, we investigate approaches that take explicit account of noise and data redundancy. We have seen that the Sturm method determines two cubics which both contain the epipole. A natural approach, which copes well with a data set consisting of a large number of correspondences, is to compute several of these cubics and then to try to nd a common point for all of them. As this point cannot be localized exactly in the presence of noise, we must use an approximate intersection using a least-squares technique.
Minimizing an algebraic criterion
Principle From the 2n cubics f i (x) and g i (x), computed in a common coordinate system, it is possible to obtain with an arbitrary precision the point x that minimizes the sum:
In this expression, f i (x) et g i (x) designates the cubics written in the original retinal coordinate system of the camera. The polynomial S is homogeneous and of degree six. By setting one of the variables to 1, we obtain a polynomial of degree six with two variables, S(x; y). Its minimum can be computed with arbitrary precision as follows. Let S x (x; y) and S y (x; y) be the partial derivatives of S with respect to x and y, which must be zero for any extremum of S. The resultant R(y) of S x (x; y) and S y (x; y) with respect to x, is a polynomial of degree 25 with one variable. It is thus possible to obtain all its zeros y i with arbitrary precision. For each of the 25 zeros, we then solve the two polynomials of degree 5: S x (x; y i ) = 0 and S y (x; y i ) = 0. This gives x i as the common zero of the two polynomials. Once this is done, the global minimum is obtained by comparing the 25 values of S(x i ; y i ). Other local minima can also be retained.
Results and discussion The approach has been implemented using the symbolic algebra system MAPLE, which allowed us to use high precision oating operations (30 to 40 digits). Some results, obtained using 10 cubics, are presented in Table (6). As already shown, the typical behavior of this method depends on the proximity of the epipole to the image center. Where the epipole is quite distant, it is found among the local minima of S(x; y) at low noise levels, whereas the global minimum is a false point inside the image. Thus the method does not work.
In the case where the epipole is within the image, the precision of localization is satisfying, and it is actually found as the global minimum. One explanation for this behavior of the algorithm is that the criterion (6) does not represent the quantity to be minimized, which is the sum of the squared distances of the point x to the cubics f i (x) and g i (x). Thus the criterion (6) favors the points in the image, whose residual values are lower for the same distances. This observation parallels the more quantitative observation of 12] for the estimation of epipoles though the fundamental matrix using the linear algebraic expression of the epipolar constraint. 
A graphical approach
Principle The graphical approach enables us to nd approximate intersections of n polynomial curves in the plane, while avoiding the bias previously described. The basic algorithm shown as Algorithm 4 bellow is a simple implementation. Its principle is similar to that of Hough transforms. It relies on the fact that for a plane polynomial curve, if one of the two variables is xed, the possible values of the other variable are easily obtained by solving a polynomial in one unknown. If we use a sampling of the X-axis that is su ciently ne with respect to the size of the cells, at least one cell in a column will be marked for each branch, for all but the parts of the curve with steep slope. The other cases are adequately dealt with using a similar ne sampling on the Y-axis.
Algorithm 4: approximative intersection
Divide the search area x min ; x max ] y min ; y max ] in rectangular cells dim x dim y .
For each subset i of seven correspondences, compute the two cubics c 2i = f and c 2i+1 = g. The optimal choice of the size of cells depends on the expected noise. If the noise is small, it is possible to use small cells (the width is a few pixels) and to keep only the one that meets all the cubics. However, in the presence of much noise, for small cell sizes the right cell will not meet more cubics than the other cells, and thus will not be selected by the algorithm.
On the other hand, large cells tend to generate false intersections. For instance, if the size of the cell is close to the size of the image, since all the cubics by construction intersect the image, the algorithm will always detect spurious intersection cells in the image. Results and discussion Figure 9 shows the 14 rst cells of size 150 150 pixels found for Displacement 2, with 0.5 pixel noise.
With epipoles lying inside the image, the method was found to work. With distant epipoles, it is not possible above a certain noise level, to localize the cell containing the exact epipole, whatever the size of the cell, since that cell is no longer ranked rst. The cells situated within the image would be given a better rank, exactly as in the algebraic method.
This suggests that there is an intrinsic bias with the cubics method, beyond the one we identi ed with the algebraic method.
The quantities in the Sturm method that are signi cant image measurements are the cross-ratio of epipolar lines. In transforming the equalities (3), the two members are multiplied by denominators. As long as exact quantities are concerned, there is no problem. But when considering approxi-mations, when we are performing the minimization on the nal equations, this amounts to weighting the equations which are eventually obtained by a certain quantity that depends on point coordinates. It is known that minimizing 2 is not equivalent to minimizing P (a i b 0 i ? a 0 i b i ) 2 , because in the second case, there is an unwanted weighting by b i b 0 i . In the section 6, we thus work only from the cross-ratio, and stop using the cubics. Before that, we explain how the cubics method could be used.
Using the cubics method to nd candidates
The computational methods used to determine the fundamental matrix, which will be studied later, are based on non-linear minimization. To use such methods successfully we must choose of good starting point. There are almost always several local minima, but we are interested in nding the global minimum. If we don't have estimates that are su ciently good, a way to proceed is to make a division of the search space, and then to start the minimizations by initializing using each of the points obtained in this way. This approach is not tractable if the size of the search space is large. An alternative way to proceed is then to try and select a certain number of possible candidates, using a heuristic approach. We now propose, as Algorithm 5, such an approach, based on the Sturm cubics, the epipolar ordering constraint, and the epipolar homography. Apply the cubics method in Image 2 and keep the N 1 rst cells in E 2 .
For each element of E 1 E 2 , { Verify if the epipolar ordering constraint is satis ed, and reject the element if it is not (experimentally this has helped remove some bad solutions).
{ Compute the epipolar homography using the least-squares method over the correspondences, and the residual ij .
Sort the elements of E 1 E 2 according to the values ij , and keep the N 2 rst ones.
The advantage of this method is that the search space for the individual epipoles is only two (the computation of the epipole in each image is decoupled from the computation of the epipole in the other image, when using the cubics method), and then strong constraints can be used to restrict the nal list. 6 The cross-ratio method
The approach that we propose in this section is to use directly the cross-ratio of epipolar lines, and minimize their di erences using non linear methods. We describe a few re nements to the basic idea. The results are compared with another method based on non linear minimization, the classical Fundamental matrix approach.
Principle
The principle is to start from a set of correspondences q i $ q 0 i , 1 i n, and to consider subsets of four correspondences j = fj 1 ; j 2 ; j 3 ; j 4 g, j 1 , j 2 , j 3 , j 4 being indices of f1; : : :; ng, all di erent. By writing the equality of the cross-ratios j1j2j3j4 and 0 j1j2j3j4 as de ned in equation (3), we obtain an equation that constrains the position of the epipoles e and e 0 .
We have four unknowns, the coordinates of the two epipoles, so that four subsets of correspondences are needed. With the Sturm method, if we allow ourselves to reuse the same points in several cross-ratios, then multiple solutions appear, which are di cult to discriminate between. If a large number of correspondences are available, then it is better to use disjoint subsets of correspondences.
We search for the epipoles e and e 0 by minimizing the non linear criterion:
C(e; e 0 ) = X j ( j ? 0 j ) 2 : (7) 6.2 Taking uncertainty into account All the con gurations of four points do not yield cross-ratios with the same stability. For example, if two points among the four are identical, than the cross-ratio is singular. Thus its variance can be expected to be high when the distance between two points can be compared to the standard deviation on the positions of these points.
If we pose the classical hypothesis that the points are uncorrelated and their variance is uniform and isotropic, then the variance of the cross-ratio is proportional to the variance of the measured points (an approximation correct to rst order):
where r j designates the gradient of j with respect to the eight-dimensional vector (q j1 ; : : :; q j4 ) T , obtained by concatenation of the coordinates of the points q jk .
To deal with uncertainty, the idea is to weight each term of the criterion (7) 
Taking ordering into account
The cross-ratio depends on the order in which the points are labeled. It is known that the 24 labeling possibilities yield six distinct values. One of the problems encountered when using the crossratio method is that the labeling determined by choosing the subsets of four points is arbitrary. This implies that we will, for each subset, chose one of the six values without reason. A rst approach is to use for each subset of four points the sextet whose components are the six representatives just mentioned, and to measure the di erence between the cross-ratios using a norm in IR 6 space. In this approach, we need only the three representatives , 1 and 1 1? , since only the di erences are signi cant. We rst tried this approach, using the L 2 norm which preserves derivability. It yields complicated formulas if uncertainty is also taken into account.
A second closely related approach is to perform the minimization on the functions f( )?f( 0 ), where and 0 are the cross-ratios and f is the algebraic function associated with the cross-ratio, whose characteristic property is to have identical values for each orbit:
The results obtained with these two approaches were comparable and unsatisfying. There are convergence problems, perhaps because of the complexity of the resulting criterion.
Let us now look closely at the values taken by the cross-ratios. We can de ne a partition of IR by taking the intervals delimited by the successive values ?1, ?1, 0, 1 2 , 1, 2, +1. Among these values are values corresponding to a con guration for which two of the four points are the same:
?1, 0, 1, +1. This partition has the following property: given four points, and the six values of the cross-ratio obtained by a permutation of these points, each of the six intervals previously de ned contains one, and only one of these six values. The Table 7 shows the action of the permutation on the values of the cross-ratio.
We conclude that, given four points, and one of these six intervals, it is always possible to bring the value of the cross-ratio into this interval just by applying a simple permutation on the order of the points. The permutation can be chosen very simply by considering only the interval that includes the initial cross-ratio, and the target interval. For instance, if the target interval is 0, 1/2], and the initial value of the cross-ratio is in 1 2], we have to apply the permutation (1234) ! (2314), which is equivalent to taking the representant 1 ? 1 . This third Table 7 : Permutations and values of the cross-ratio. If the initial value of the cross-ratio is in the interval listed in the rst column, applying the permutations on the order of points listed in the subsequent columns will map the cross-ratio to a new interval. approach has been incorporated into the minimization based algorithm. The advantage is that it requires only a mere comparison, and then a permutation of indices. Thus we can still use the formulas (8) . In practice, by taking the ordering into account, we bring all the cross-ratios in a unique interval to obtain quantities which are comparable, and therefore avoid discrepancies in order of magnitude, which would result in favoring some quantities during minimization. Moreover, if we chose the representative of the cross-ratio between 0 and 1/2, then we can reduce the in uence of the con gurations of points which yield singular cross-ratios. These con gurations are those where the line joining two points contains the epipole: the two associated epipolar lines are then identical and generally yield the forbidden values 0,1,-1,1. Our choice reduces their in uence because they would yield only the value 0, which doesn't in uence the minimization process. In the case where ordering is not taken into account, or when non-bounded intervals are chosen for ordering, crossratios can assume arbitrarily large values for singular con gurations. Intuitively, the points which are chosen in the image induce a division of the plane by their lines of mutual intersection. Each zone is separated from its neighbors by an asymptotic value of the criterion, which prevents e ective minimization over the whole plane.
Experimental results
Results and discussion The minima obtained for the two reference displacements are presented in Tables 8 and 9 . The precision is much better than with the Sturm method or the cubics method. Using the covariance and the permutations improves the results. We can interpret the cross-ratios as angles between lines, making it clear that when the epipoles are far from the image, the computation yields less precise results. The angular di erences are then less a ected by a given displacement of the epipole than they would be if the epipole were closer to the image. When epipoles are distant, the sensitivity is higher in the direction orthogonal to the line joining the epipole to the image center so that the direction of the epipole can be recovered more accurately than its distance to the image center. Thus we again nd the conclusions obtained from the analysis of the methods tried earlier. Here, however, less bias is induced by algebraic manipulations.
Statistical comparison To make an accurate statistical assessment of the performance of any method, we must change not only the image noise, as is often done, but also the displacements, as di erent displacements give rise to con gurations whose stability properties are very di erent.
We use data points and a projection matrix P similar to those described in Sec. The results are compared with those of another method based on non-linear minimization, the classical Fundamental matrix approach 20, 2, 12, 5], because one of the goals of the paper was to investigate how direct methods to determine the epipoles compare with indirect methods that rst compute the Fundamental matrix.
The Table 10 summarizes 100 trials. It shows the mean value of the relative distances obtained with the di erent versions of the cross-ratio method. Since the method is based on non-linear minimization, the choice of starting point is very important. We have illustrated the behavior of the method with two di erent choices. The rst one is the exact epipole, the second is the linear indirect method to determine the fundamental matrix. The rst initialization enables us to test the stability of the minimum, the second one (which is not too accurate 12]. ) lets us test the convergence properties of the algorithm.
The results con rm that taking into account the uncertainty and the permutations improve the results. When the initialization is appropriate, we obtain a minimum whose precision can be The main shortcoming of the cross-ratio method is that it is quite sensitive to the choice of the initialization point. In practice, better results are obtained with the Fundamental matrix method.
Conclusion
We have studied the problem of directly computing the position of the epipoles in a pair of uncalibrated images based on the invariance of the cross-ratio. The method is based on an algebraic constraint, that allows a closed-form solution. However, we have shown that this approach is highly unstable, and have considered two iterative methods instead. We presented experimental results showing that the iterative methods improve the robustness of the method, which was initially unacceptable, and become usable in the nal version with some precautions. The improvement is great. With one pixel of noise, for the rst displacement tested, the relative error goes from 10% to 2%. For the second displacement, the rst methods totally fail with as little as 0.1 pixel of noise, whereas the last method gives a relative error of only 2%. Thus, interestingly enough, there seems to be a trade-o between robustness and computational simplicity and mathematical elegance, as summarized in Table 11 . The methods listed appear to have an increasing robustness to noise.
One of the goals of the paper was to investigate whether the direct methods based on the cross-ratio are a good alternative to methods based on the Fundamental matrix. The answer seems to be generally no: used alone, the Fundamental matrix method generally gives a better precision. We have delimited the applicability of the direct methods. In particular, we have given several explanations of the fact that an epipole within the image is estimated more robustly than an epipole that lies far outside, a fact also found in 13] by other means. Although the direct methods eventually turn out to be less robust to noise than the methods based on the fundamental matrix, the direct methods might be useful in some situations. For example, the Sturm method is a good choice when trying to segment rigid objects moving independently in a scene from a pair of uncalibrated images, a representation that is compact and easy to compute, but only qualitatively useful for clustering 25]. Our investigation can also be seen as a case study in algebraic methods for geometric problems. We believe that the ideas developped in this paper, allowing us to turn an algebraic idea into a robust computational scheme could also be applied to other problems. For example, computing the invariants of six points from three images also involves intersecting cubics 21], and thus most of the methods we have investigated could be used to improve the robustness of the solution.
