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This study describes the design and implementation of a voice over packet-
switched network, Voice over Internet Protocol (VoiP), system using the new proposed 
federal standard Mixed-Excitation Linear Prediction (MELP) 2400 bits per second voice 
coder developed by Texas Instruments. The implementation simulates one application of 
the Future NarrowBand Digital Terminal (FNBDT). FNBDT is being developed by the 
government to provide secure digital multimedia communication, including voice, data, 
image, video and others, between users over a concatenation of possibly dissimilar 
communication networks (Internet, cellular, wireless, satellite, public switched telephone 
network. etc.). 
MELP is an important component of the government's future low rate voice 
communication systems. of which FNBDT represents one aspect. A primary application 
of FNBDT will be to provide secure communications for narrowband mobile users in 
tactical military environments [ 40], and thus represents one way that MELP will be 
deployed. FNBDT will also provide secure communication for both narrowband mobile 
users and broadband wireline (land) users, with the eventual goal of providing an 
interoperable system that will enable secure communication for mobile and wireline users 
over mixed networks. 
The work described in this thesis deals with the design and development of a 
MELP over IP implementation that can be used to study the behavior of FNBDT with 




(wireless) and combinations of such networks. This design and implementation examines 
the various components that comprise the end-to-end VoiP system and illustrates Quality 
of Service (QoS) issues associated with transmission of low rate voice over the Internet 
using the FNBDT operational modes. This system facilitates the investigation of Yarious 
design trade-offs, including packet length and number of voice frames per packet, loss 
recovery schemes, and other system constraints that are characteristic of voice over IP 
systems. This implementation simulates several FNBDT operational modes including 
blank and burst, burst without blank, and clear MELP. It specifically does not simulate 
FNBDT signaling and control, or data security (encryption). 
Thesis Outline 
The remainder of this thesis details the development, design and implementation 
of a VoiP system using the new proposed federal standard MELP 2400bps voice coder. A 
breakdown of the rest of this thesis is presented in the following paragraphs. 
Chapter 2 provides the reader with a brief introduction of voice over IP and 
proceeds with an identification of the 2 major components that make up a VoiP system, 
namely the audio codec and the network. A more thorough discussion of the audio codec 
(MELP ). IP network characteristics, as well as background information of FNBDT. is 
also presented. 
Chapter 3 examines the Quality of Service (QoS) challenges associated with a 
VoiP system. The discussion focuses on various QoS trade-offs as well as the 
identification of problems and potential solutions to QoS issues. 
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Chapter 4 discusses the overall VoiP system design while addressing the various 
QoS issues discussed in Chapter 3. It also provides an end-to-end system delay budget 
based on design decisions discussed in this chapter. 
Chapter 5 presents the implementation of the VoiP system using MELP as the 
audio codec and the Internet as the IP network. It focuses on each component that makes 
up the end-to-end implementation as well as the interaction between components. It 
incorporates the design decisions of Chapter 4 into the implementation. 
Chapter 6 summarizes the system design and the considerations involved in the 
design. Additional applications for this system are discussed. Finally, suggestions for 





Prior to 1994 the use of the Internet for voice communication was unheard of. 
With the Internet being used strictly as a "best effort" data service. there was little 
confidence in reliably transmitting real-time voice data. But, in mid 1994. a few 
companies introduced services offering Internet voice communication. These systems 
were simple PC-to-PC connections, meaning that each "end user'' \vas required to have 
the same program running on each end while being connected to the same net\vork. 
During these early stages the quality of communication was lacking. As techniques and 
new classes of products were introduced, voice communication over the Internet has been 
significantly enhanced since 1994. With the enhanced quality of communication along 
with the explosive growth of the Internet, there came the excitement of the possibility of 
commercially transmitting high quality voice over the Internet. This excitement sparked 
numerous efforts in the development of Internet Protocol (IP) Telephony leading to the 
development of services not only for voice telephony, but also for fax, voicemaiL desktop 
videoconferencing, application sharing and document sharing. 
IP Telephony is still in its infancy but has the promise of developing into a bridge 
between the Public Switched Telephone Network (PSTN) and the Internet, which will 
allow phone-to-phone, PC-to-phone, phone-to-PC, and fax-to-fax services over IP. 
Current IP Telephony applications allow users to make a call via their standard telephone 
and a centralized Internet connection, with the Internet substituting for the PSTN, as 
illustrated in Figure 2.1. The centralized Internet connection is accomplished via an 
Internet gateway allowing any user to that Private Branch Exchange (PBX) to make calls 
4 
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IP T elephon; 
PC 
Figure 2.1. IP Telephony Application 
~POTS 
~ Phone 
As a subsystem of IP Telephony, Voice over IP (VoiP) is a system that transmits 
voice data over the packet switched Internet network running IP. A VoiP implementation 
is the IP Telephony system without the end telephone signaling and gateway that 
interfaces with the PSTN. A VoiP implementation is compatible with any IP Telephony 
scheme~ in fact VoiP is encapsulated in the IP Telephony implementation. YoiP 
concentrates on the aspects of sending voice data over IP, and ignores the signaling and 
PSTN gateway interface. Used alone, the VoiP implementation could form a PC-to-PC 
application, or even a PC to "smart" phone application, as shown in Figure 2.2, where a 
"smart" phone would have circuitry to handle an Internet connection and the tools for 
processing voice data. 
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Figure 2.2. VoiP Application 
Yo!P 
PC 
Voice is traditionally transmitted over the PSTN. The telephone network is a 
circuit switched network that allocates a channel for each two-way conversation. When a 
call is initiated, a circuit is assigned for the duration of the call, giving the talkers a 
reliable, low latency connection. Other communication channels that carry voice traffic 
include radio, wireless, and cellular. Similar to the PSTN these communications channels 
provide a circuit, in some cases a virtual circuit, to the end users. These circuits may be 
multiplexed upon transmission with other circuits, but nevertheless a dedicated circuit is 
maintained between each two-way connection for the duration of the connection. Voice 
over IP involves the transmission of voice over a packet switched network. Packet 
switched networks were not designed for voice traffic; they were specifically designed 
for data traffic where each channel is shared by all users. Data traffic is bursty, sent in 
short spurts; therefore sharing a channel with multiple data connections provides efficient 
utilization of the channel, but also provides for bandwidth limitations. Moreover, 
6 
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information is transmitted as packets in contrast to a continuous data stream as with the 
other communications channels. 
Transmission of voice data over an IP network is possible primarily because of 
the "good fit" between the low bandwidth audio codecs (audio coder/decoder) now 
available and the characteristics of a packet network. In order to account for the non-
stationary nature of speech, audio codecs generally operate on short segments of speech 
called frames. The speech within each frame is usually assumed to be stationary. and the 
concatenation of speech frames is used to represent the time varying nature of the speech 
being coded. The audio codec produces a coded frame, usually greatly compressed as the 
result of applying a parametric model, for each input speech frame. The frame output of 
the audio codec provides a good match to the packet format of the IP network. The high 
compression ratio achievable by many low rate codecs makes low bandwidth 
transmission across packet networks possible. 
As the previous discussion suggests, a VoiP implementation is comprised of two 
basic parts, the audio codec and the IP network. The primary goal of the VoiP system, as 
with any communication system, is to maintain a continuous audio stream between end 
users (or the connection). In order to provide this continuous stream of voice data at both 
ends. a VoiP service must be able to handle the transition at the transmitter from a 
continuous speech data stream to an intermediate compressed and packetized format 
suitable for transmission and back to a continuous speech data stream at the receiver. 
Again, the mechanism that provides that bridge between the continuous data stream and 
the packetized, and usually compressed, format is the audio codec as shown in Figure 2.3. 








• Analog speech sampled 
• Collected into frames 
• Compressed 
o Packeti::.ed 
• Transmitted across the network 
o Unpacketi::.ed 
• Uncompressed 
• Audio played out continuously 
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L---__J sp~ech output 
Figure 2.3. Audio Codec and Network. Illustration of the stages of an end-to-end IP 
network voice communication stream using an audio codec. 
In the following sections we will discuss additional important aspects of an IP 
network, including the internet protocol and the audio codec, as well as the interactions 
that occur between these components. The codec that will be considered is the Mixed 
Excitation Linear Prediction (MELP) codec developed by Texas Instruments for high 
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quality low-rate voice communication. We will also briefly discuss the FNBDT protocol 
and how it relates to the MELP implementation over IP. 
Low Rate Voice Coding 
Speech coding entails the conversion of analog speech into an appropriate digital 
representation that preserves important characteristics of the speech signaL such as 
intelligibility and naturalness, while producing a representation that is suitable for 
transmission or storage. The primary goal of speech coding is usually to achieve a level 
of compression for use in low bandwidth (or bandwidth constrained) communication and 
storage applications, which is the goal for VoiP applications. 
Speech coders can be classified into two broad categories based on their method 
of operation: waveform coders and vocoders. Waveform coders such as Pulse Code 
Modulation (PCM) [25] and Adaptive Differential Pulse Code Modulation (ADPCM) 
[25] attempt to preserve the original shape of the speech waveform by encoding the 
signal on a sample-by-sample basis, using temporal and/or spectral techniques [26]. 
Waveform coders operate by attempting to remove predictable (correlated) portions of 
the signal or its spectrum. Signal to noise ratio (SNR), based on the closeness of the 
coded and the original speech signals, is the most often applied measure of performance. 
Vocoders such as Mixed Excitation Linear Prediction (MELP) ([4] [5] [49] [50]), 
Multi-Band Excitation (MBE) ([2] [27]), Code Excited Linear Prediction (CELP) [28J, 
Improved Multi-Band Excitation (IMBE) [29], and Enhanced Multi-Band Excitation 
(EMBE) 2.4kbps [1], estimate a set of parameters based on the vocal tract model. Unlike 
waveform coders, vocoders do not attempt to preserve the speech waveform, but attempt 
9 
to preserve the perceptual qualities of the speech signal through modeling and parameter 
estimation techniques. Once the parameters are estimated the original speech \Va\ eform 
(signal) is discarded and a synthetic speech signal is generated using the estimated 
parameters. The fidelity of a vocoder is based on observed naturalness and intelligibility 
-both subjective criteria that are in stark contrast to SNR. 
Both vocoders and waveform coders have limitations. The performance of 
waveform coders drops off dramatically at rates below about 16kbps and is thus not 
appropriate for applications where significant compression is desired. Vocoders are better 
suited to lower rates (typically 16kbps and below). offering opportunities for substantial 
compression with a corresponding tradeoff in intelligibility and naturalness. 
Basic V ocoder Operation 
A speech coder, or vocoder, consists of two operational parts: an analyzer 
(encoder) and a synthesizer (decoder). Figure 2.4. The encoder is responsible for 
determining, on a short time basis. certain characteristics of the input speech signal. given 
a specific speech model. 
In most cases pitch (fundamental frequency), a single voicing decision. gain. and 
vocal tract spectrum representation comprise the desired parameters to be estimated from 
the input speech signal [ 1]. The estimation techniques as well as the actual parameters 













Once estimated, the parameter vectors are properly coded and sent to the decoder 
for reconstruction. In the decoder, the analysis model is applied in reverse. The goal of 
the decoder is to produce the best-sounding speech signal without regard for how the 
sample-to-sample values correspond to the actual input waveform [2]. 
11 
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Audio Codec 
Codec stands for Coder I Decoder, and is typically used to describe the vocoder 
algorithm implementation. Audio codecs are in use in most low bandwidth speech 
systems including cellular telephones, digital voice answering machines. secure 
telephones. and various PC software applications [3]. The audio codec remains the 
enabling technology for a VoiP system. In order to transmit voice data effectively across 
a network such as the Internet using the IP protocol. the audio signal must be 
significantly compressed because of the Internet's bandwidth constraints. The majority of 
the audio codecs today offer high quality speech with the compression needed to make 
this system a reality. Typical codecs used in low rate applications provide compression 
ratios from 8:1 to 50:1 for a 64kbps-sampled signal. Another advantage to using an audio 
codec is that the compressed speech is usually output in a framed (packet-like) format. 
which makes it a good fit for the many packet switched networks that run IP. The codecs· 
small output frames are ideal for the bursty traffic of a packet network. A few standard 
voice coders that are applicable for a VoiP implementation are illustrated in Table I. 
Table 2.1. Standard audio codecs with frame rates [3] 
Standard Bit Rate 
Frame Length I 
Lookahead 
G.726 ADPCM 16,24, 32,40Kbps .125ms I 20ms 
G.728- LD-CELP 16 Kbps 2.5ms I 0 
G.729- CS-ACELP 8Kbps 10ms I 5ms 
G.723.1 -Multi-Rate Coder 5.3, 6.3 Kbps 30ms I 7.5ms 
MELP 2.4Kbps 22.5ms I 23ms I 
FS-1015 LPC 2.4Kbps 22.5ms I 90ms 
FS-1016 CELP 4.8Kbps 30ms I 7.5ms 
12 
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For the purpose of this paper we will discuss a VoiP implementation using the 
new proposed 2400 bps voice standard, Mixed Excitation Linear Prediction (MELP) 
voice coder. The output format and properties given in the table above is of most 
importance for the integration of the MELP codec into a VoiP system. Therefore. in the 
following section we will discuss the MELP coder in detail, giving more emphasis to the 
estimated parameter output format than the specifics of the coder operation, namely the 
parameter estimation techniques. 
MELP 
MELP was specifically developed by Texas Instruments under the Defense 
Digital Voice Processor Consortium (DDVPC) to become a new standard speech coder at 
2,400 bps. MELP is currently proposed to become both the new military and federal 
standards for 2,400 bps high quality speech. replacing Federal Standard FS-1 015 (LPC-
1 0) [ 4], which, by modern standards, produces very low quality speech. MELP at :2.400 
bps performs as well as or better than Federal Standard FS-1016 (CELP) at 4.800 bps [5]. 
which is the current benchmark system for low rate speech. making MELP an excellent 
candidate for most low rate secure voice applications in the government and military. 
MELP is a linear predictive coding vocoder: specifically, MELP is a mixed 
excitation LPC vocoder. MELP differs from LPC [20] in that it has some added features 
that improve its performance (allowing the synthesizer to better mimic characteristics of 
natural speech). These enhancements include: mixed voiced and noisy excitation. 
periodic and aperiodic pulses, adaptive spectral enhancements, pulse dispersion. and 






















Figure 2.5. MELP Synthesizer 
Synthc~>~~cJ 
Speech 
MELP produces the following parameters to represent speech frames: Line 
Spectral Frequencies (LSF), Fourier magnitudes, gain (2 per frame), pitch. overall 
voicing, bandpass voicing, aperiodic flag, error protection, and sync bit [4]. MELP's 
frame length is 22.5ms, and to achieve 2400 bps the parameters mentioned above are 
packed into 54 bits per frame. The bit allocation is illustrated in Table 2 [4]. 
These parameter bits are scrambled (reordered) to accommodate limited channel 
bit errors. The parameters are scrambled in a way that enables recovery of the important 
parameters in case of localized bit errors in the bit stream. The bit ordering matches the 
LPC-1 0 Federal Standard [ 4]. MELP also includes forward error correction (FEC) of 
unvoiced frames. FEC bits are sent in place of parameters not sent in unvoiced frames. 
which include: Fourier magnitudes, bandpass voicing, and an aperiodic flag. 
14 
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Table 2.2. MELP Bit Allocation 
PARAMETERS VOICED UNVOICED i 
LSF parameters 25 25 
I 
I 
Fourier magnitudes 8 -
Gain (2 per frame) 8 8 
Pitch, overall voicing 7 7 ! 
I 
Bandpass voicing 4 -




Error protection - 13 ! 
! 
I 
Sync bit 1 I i 
i 




IP Network Background 
OSI Model for Network Applications 
For a better understanding of a VoiP system implementation, we will take a brief 
look at the Open System Interconnect (OSI) model. The International Organization for 
Standardization (ISO) proposed the OSI architecture model in the late 1970's to promote 
compatibility of network designs [6]. The OSI is a seven-layered architecture that is 
widely used and is a useful framework for network applications such as VoiP. The 
bottom three layers. respectively, deal with bit transmission, packet transmission on one 
link. and end-to-end packet transmission~ the top layers construct communication 
services for user applications. Figure 2.6 shows the OSI 7-layer model. 
Layer 1, the Physical layer, is responsible for the transmission of bits. This layer 
actually converts each bit into an electrical (or optical) signal for transmission over the 
physical link to the destination where the signal is converted back into bits. Layer :2. the 
Data Link layer, represents the transmission of packets on one given link. For example. in 
a network configuration where two PC's are separated by two routers. the data link layer 
is responsible for transmission of packets from PC to router, router to router, and router 
to PC, each individually. 
Layer 3, the Network layer represents the end-to-end transmission of packets. 
This layer is responsible for allowing packets to find their way through the network. It 
keeps track of network congestion and uses this information for determining routing 
information for packets. Layer 3 is where the Internet protocol (IP) resides. Layer 4. the 
Transport layer. is responsible for the delivery of messages to end-to-end nodes. This 
layer is where the protocols Transmission Control Protocol (TCP) and User Datagram 
16 
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Protocol (UDP) reside. Layer 5, the Session layer, is the setup and management of end-
to-end conversations. This is where the negotiation and connection is setup between end 
users, as well as supervision of the connection, if needed. Layer 6, the Presentation 
Layer, is responsible for formatting, encryption, and compression of data. This is where 
the audio codec in a VoiP system would reside. Finally, Layer 7, the Application layer, 
provides network services. 
System A Network Router System B 
Figure 2.6. The OSI 7 Layer Model illustrating conceptual communication 




The Internet Protocol, or IP, is part of OSI layer 3, the Network layer. IP pro\'ides 
service for the transport protocols in layer 4 (Transport layer). Network layer packets are 
transmitted as virtual circuits or datagrams. A virtual-circuit is established when a single 
routing decision is made and each packet that belong to the same conversation is routed 
along that same network routing path. A datagram transport represents a routing deci~ion 
that is made for each individual packet belonging to the same conversation (data set). 
Packets sent as datagrams have the potential to take different routes to their destination. 
possibly arriving out of order. IP packets are transmitted as datagrams. IP handles routing 
of packets from a source system, potentially through several intermediate networks. and 
finally to the destination end system. Figure 2.7 shows a standard IP header layout. 
Bits Bits Bits Bits Bits Bits Bits 
1-4 4-7 8-1 1 12-15 16-19 20-23 24-27 
Vers. IHL Pre TOS Total IP Length 
Datagram ID number Fragmentation 
Time to live 
Vers.- IP Version 




Pre - Precedence 
TOS - Type of service 
Figure 2.7. IP Header Format 
Bits 
28-31 
There are many physical and data link protocols that can be used to transmit IP. 
One of the goals of the designers of IP was to make IP portable. with the intention of the 
possibility of making "IP over everything'' [6]. Typical data link media are Ethernet. 
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Token Ring, Fiber Distributed Data Interface (FDDI), Frame Relay. Asynchronous 
Transfer Mode (ATM) (via ATM Adaptation Layer 5), Point-to-Point Protocol (PPPl 
which can be used on top of Integrated Services Digital Network (ISDN) or PSTN v.90 
modems, wireless communication via wireless modems, and cable lines with cable 
modems [32]. Packet networks that use the IP protocol are LANs, W ANs. corporate 
intranets. and the Internet. 
VoiP systems utilize the Transport layer services to deliver end-to-end messages. 
These systems can employ TCP or UDP. Both of these protocols use IP at the network 
layer in the end-to-end delivery of messages. The Transport layer basically converts the 
end-to-end packet transmission provided by the network layer into an end-to-end 
message link [32]. Messages are used here instead of packets because when they are 
grouped together they are meaningful to the applications using them. 
TCP provides connection-oriented transmission of stream data. A TCP connection 
must be established between source and destination before data can be transmitted 
between the end users. A TCP connection provides reliable service. It insures packets are 
received and in order. If a packet is not received, TCP will request the resending of the 
packet. TCP also uses sequence numbers to reorder out-of-order received packets. Figure 
2.8 shows a typical TCP header layout. 
Delay constraints are so tight in a real-time voice application such as VoiP that a 
connection-oriented protocol such as TCP cannot be used. While TCP maintains reliable 
end-to-end transmission through its timeout-and-retransmissions, a single packet loss 
causes TCP to decrease its transmission rate with either its congestion avoidance or slow 
start techniques [33] [7]. Therefore it is difficult for TCP to provide adequate throughput 
19 
over a lossy path [7]. Though this is true for real-time voice traffic. in an IP Telephony 
system there is a use for the transmission of control information ([8] [9]). The control 
information can be used to send signal and feedback information. as well as for the 
initiation and termination of a session between host machines 
Bits Bits Bits Bits Bits Bits Bits 
0-3 4-7 8-11 12-15 16-19 20-23 24-27 
Source Port T:.1rget Port 
Segment Sequence Number 
Acknowledgment Number 
THL Resv. Flags Window Size 
Checksum Urgent Data Size 
THL - TCP Header Length 
Resv. - Reserved 
Figure 2.8. TCP Header Format 
Bits 
28-31 
UDP, in contrast to TCP, provides connection-less transmission of stream data. 
lJDP is a datagram type of service. With UDP there is no need to establish a connection 
between the source and destination. One only needs to know the destination address to 
send a UDP packet. UDP does not provide reliable service; it is a "best effort" type of 
service. There are neither acknowledgments sent nor retransmission of data. lt is up to the 
end user to provide this functionality. It is also up to the end user to provide a means of 
resequencing out-of-order packets. Figure 2.9 shows a typical UDP header layout. UDP 
is a good candidate for transmission of real-time voice data because it provides efficient, 
although unreliable, transport of data. The acknowledgements and retransmission of real-
time data would add too much delay to a voice conversation [ 1 0]. 
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Bits Bits Bits Bits Bits Bits Bits Bits 
0-3 4-7 8-11 12-15 16-19 20-23 24-27 28-31 
Source Port Target Port 
Length Checksum 
Figure 2.9. UDP Header Format 
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Future NarrowBand Digital Terminal (FNBDT) 
FNBDT and its corresponding signaling plan [43] (referred to jointly as FNBDT 
in the following sections), currently under development by the government. provide 
point-to-point secure communications between end-to-end terminals potentially operating 
over a variety of narrowband. wideband, and protected networks. FNBDT is a digital 
solution that incorporates emerging commercially available digital technologies vvhile 
providing a bridge to the existing analog infrastructure [41 ]. FNBDT allows 
communication continuity between users without regard to the communication platform. 
Further, although FNBDT suggests a "digital terminal", FNBDT encompasses the entire 
end-to-end communication system. It involves the end system hardware. the terminal 
equipment (TE), the protocol suite, and the network (unspecified). FNBDT includes the 
interoperability of the end-to-end hardware such as secure terminal equipment (STE). 
multimedia PC's. land mobile radios (LMR), cellular phones. etc. The protocol suite 
involves the data format (data. voice. fax. video, image. etc.). the signaling and controL 
and the communications modes. 
FNBDT provides interoperability through its software configurable hardware. 
common mode negotiation between peer terminals. and it's "network independent" 
protocol (signaling plan). FNBDT has a common set of functions that can be either fixed 
or defined for all terminals at any given time [40]. These functions are used by FNBDT 
for mode negotiation between terminals to establish the communication modes for the 
connection. For network interoperability. FNBDT only defines the higher-layer end-to-
end protocols leaving the lower-layer network protocol open to accommodate different 
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networks. With regard to MELP, two aspects of the FNBDT protocol suite are import.mt: 
the voice communication modes and the high-layer protocol architecture. 
FNBDT uses OSI layer 5 (session layer) and higher [6], Figure 2.1 0. for its end-
to-end protocol definition. Leaving the lower network layers "open-ended" allov,s 
developers the ability to define the communication platform to deliver the end-to-end 
data. FNBDT provides a service to the higher layers (layers 6-7) for the delivery of 
messages. As a layer 5 protocol, FNBDT calls on the lower network layers (layers 1--1-) 
for the transmission of messages. FNBDT provides layer 4 with a data stream to be 
transferred across the network, relying on the lower layers to transparently deliver the 
message. By not defining these lower layers, the network of choice becomes transparent 
to FNBDT. The FNBDT protocol sees the lower network layers as a "bit pipe". The input 
and output, with regard to layer 4 and below, appears as an 110 data stream in relation to 
the FNBDT protocol. 







Layer 5 Protocol 
(Session) 
Layer 4 TCP (UDP) I IP 
(Transport) 
-- ------ ---- --- --------
Figure 2.10. FNBDT Layered Architecture 
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In the high-layer protocol, FNBDT defines the proposed federal standard MELP 
2.4kbps voice coder for the compression and decompression of voice. MELP resides in 
layer 6 (presentation layer) where FNBDT encryption is also performed for the secure 
transfer of voice data. 
FNDBT transfers data in accordance with its various communications modes that 
involve sending secure and unsecure voice data using the MELP codec. The various 
communication modes describe the data stream. in this case the packet stream. Each 
mode utilizes a superframe structure that involves the placement of a 54-bit sync 
management frame followed by voice frames. The sync management frame contains 
synchronization and encryption information for the corresponding superframe data. 
Layer 6 (MELP) calls on the services of FNBDT protocol at layer 5 to provide the 
end-to-end delivery of MELP frames. FNBDT then prepares the data to be sent according 
to the FNDBT voice communication modes. The FNBDT protocol takes the MELP 
frames and groups them, according to the communication mode. into a superframe. 
During this process the FNBDT protocol calls on the network layers to deliver the 
superframes to the destination. At the destination, the network layers ( 1-4) deliver the 
FNBDT superframes to FNBDT protocol layer 5 where FNBDT dismantles the 
superframe structure (decrypting the data if necessary) and delivers the MELP voice 
frames to the MELP decoder. 
This discussion will reference three of the possible communications modes, Clear 
MELP voice, secure MELP Blank and Burst, and secure MELP Burst without Blank. In 




simulated~ data will not actually be encrypted for the two secure MELP modes and no 
synchronization will be used. 
Clear 2400 bps MELP is a raw voice mode that includes a sync management 
frame followed by 23 MELP voice frames. The sync management frame replaces the first 
MELP voice frame in the superframe. The MELP voice frame that is replaced is simply 
discarded. At the receiver the first frame must be compensated for using a frame 
replacement strategy upon receipt of the superframe. An illustration of the Clear MELP 
mode can be found in Figure 2.11. 
START OF CLEAR VOICE 
APPLCATION ~ ** 1.. SUPEFFRAME -
~ ~ ~ ~ ~ [ ~9~~ [ ~~;: [ ~?~~l-~-FL-LE_R_l'--sT-A-RT--.-I-sM-,~~-v2-...--v-3~~ ( ~wl_v:..c.,,!.....LI--'v,c=.-2 ....J 
I 
c;;=R( I V71 I V72 I SM4 I V74 I V75 l (( I Vs3 I Vs4 I Vss l Vs6 I etc ( 
NOTES 
SM = Sync Management Frame 
V = MELP Vocoder Frame 
• = ACKed va Report Message 
*• =AppliCaton re-entry pont after Nott1Cat1on ~ssage process1ng 
Figure 2.11. Clear MELP Voice Transmission Format [43] 
The Start of Message (SOM), Acknowledgement (ACK). and the End of Message 
(EOM) frames noted in Figures 2.11-13 are components of FNBDT's signaling scheme 
to provide error correction [ 43]. The FNBDT protocol requires all full bandwidth traffic 
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be preceded by the FilLER and START pattern. As part of the FNBDT signaling 
scheme, these frames will not be simulated in the implementation considered later. 
The secure 2400 bps MELP Blank and Burst mode, Figure 2.12, contains a sync 
management frame that replaces the first MELP voice frame in a manner similar to the 
Clear MELP mode. As before, the first frame is discarded and replaced prior to the 
insertion of the sync management frame into the superframe. The Blank and Burst 
superframe includes a sync management frame followed by 23 MELP voice frames. 
I 
I 
I v13 I Vi4 I vis I ~< I V23 ! V24 I SM2 I V2s I v 27 I ~( I V35 
I VJa I VJg I~< I V47 I V4s I SMJ I Vso I Vsi I~( I Vsg I Vso 
I VsJ I (( I V7• I v72 I SM4 I v74 I V75 I ~( I VaJ I va4 j Vas 
NOTES 
SM = Sync Management Frame 
V = MELP Vocooer Frarrte 
· = ACKed v1a Report t>.Aessage 
•• = Aopl1cat10n re-entry po1nt alter NotJIJcatJon Message process1ng 
I VJ6 I VJ7 
I Ve1 I Vs2 
i Vas I etc ~ 
Figure 2.12. Secure MELP Blank and Burst Transmission Format [43] 
The secure Burst without Blank MELP mode, Figure 2.13, contains a sync 
management frame followed by 24 MELP voice frames. In this case, the sync 
management frame does not replace the first MELP voice frame; the sync management 
frame is inserted in between the voice frames. Thus. no correction is needed in the 
receiver. 
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START OF SECURE VOCE 
APPLCATION 1+------ SUPEFFRAME --
!...--....L-----L---'....L-__:__.l..--C=----.!-1 ~~ I Vtt i v 1 2 
I Vt3 I Vt4 
I V3s I V3g 
I Vts I « I V23 
I « I V47 I V4s 
~ 
SM; Sync Management Frame 
V = MELP Vocoder Frame 
·=ACKee v1a Report t-Ies sage 
•• = Appl1cat10n re-entry po1nt after Notification Message process1ng 
Figure 2.13. Secure MELP Burst without Blank Transmission Format [ -l3] 
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CHAPTER III 
VOICE OVER IP SYSTEM CONSIDERATIONS 
Introduction 
The major issues involved in a VoiP implementation are cost, interoperability and 
quality of service (QoS). Cost is mainly a corporate initiative, driven by the IP telephony 
providers, to maximize the profit margin by making the production and operating cost 
lower than service fees over time. Interoperability is the focus of industry standards 
organizations to allow for uniformity in the industry. Major considerations for uniformity 
originate from the telephony front end and audio codec support. 
The International Telecommunications Union (ITU) has developed 
Recommendation H.323, "Packet Based Multimedia Communications" [ 11 ]. This 
recommendation defines call signaling, control messages, audio codecs. and data 
protocols, thus providing a means of uniformity and interoperability among IP telephony 
system developers. 
The baseline measure for voice communication at this time remains the Plain Old 
Telephone System (POTS). The existing telephone system (POTS) gives the initial target 
measure of quality and performance. The voice quality exhibited by POTS is often 
referred to as "toll quality" (8kHz sampling rate, 8 bits/sample), 64kbps, and is used as a 
standard measure of speech quality for voice communication applications. POTS does not 
exhibit large end-to-end delay, missing parts of speech, and talker overlap (one talker 
suppressing the other speaker's speech). These are all major QoS issues that arise in a 
VoiP application. QoS describes not only the quality of communication exhibited by the 
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system, but also the reliability of the connection (communication link). In subsequent 
sections we will discuss some of the factors that have a direct effect on QoS. 
Quality of Service 
The major factors affecting QoS of a VoiP system are delay, packet inter-arrival 
time, and loss rate [12]. These factors describe the transmission and receipt of packets 
(the mechanism by which voice data is transmitted) as they traverse the network. Delay. 
packet inter-arrival time, and loss rate affect the quality of audio received by the end 
users of the system. Keep in mind the basis for audio quality is the performance of the 
audio codec, the naturalness and intelligibility of synthesized speech. However. the 
perceived end-to-end system audio quality lies in the QoS provided by the system. For 
instance, an end-to-end system with excessive delay, or extended periods of signal "drop-
outs" due to excess packet loss, would be considered a low quality audio system. 
End-to-end delay, also referred to as latency, has a direct impact on quality of 
communication of any two-way communication system. Delay affects the amount of 
talker confusion and difficulty in maintaining a normal conversation. Delay also gives 
rise to talker overlap and mutual silence. With increasing delay, talkers are less likely to 
respond to questions, pauses or interruptions. Talker interruptions or talker overlap also 
tends to increase with delay. Further discussion on the affects of delay on user 
conversations can be found in [13] and [14]. 
Variation in the packet inter-arrival time, the delay between successive packets, is 
referred to as jitter. If the packet inter-arrival time is too long there can be gaps between 
words or syllables of the output speech. thus being a nuisance to the listeners. This may 
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also cause problems in the audio playback by not being able to supply a continuous 
stream of data for the audio playback device. Therefore. adequate buffering is required to 
supply the audio playback device with continuous data. 
Finally, in a real-time application such as VoiP, when loss is excessive there is 
degradation in QoS ([9] [7]). Lost and out-of-order packets can cause confusion. and 
depending on the seriousness of the conversation. can be costly. For example. if there is a 
military conversation and packets are lost, a potential message can go from being. '"You 
are not clear to fire" to ''You are clear to fire". A similar analogy can be given for out-
of-order packets. 
Delay, packet inter-arrival time, and loss rate are a few of the many factors that 
influence the QoS of a VoiP system. In the following sections we will probe further into 
these issues. 
QoS Challenges 
The QoS challenges of a VoiP system lie within the delicate balance betv,:een 
voice quality and delay. with delay being the most constraining factor in QoS [9]. From 
an end system developer's point of view, the Internet delay is the most unpredictable 
delay in an IP system. There are several sources that have studied the 'nature' of Internet 
traffic as it relates to delay and packet loss ([ 15] [ 16] [ 17] [9]). Studies were conducted 
by taking Internet traffic statistics over several months, with varying data rates, time of 
day (as it affects congestion), its response to different data loads, and end-to-end distance 
or "hop count" (number of node (router) hops from source to destination). Statistical 
properties such as network delay, congestion, packet loss, etc., have been reported. As a 
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result of the many factors affecting the behavior of the Internet, including unpredictable 
network traffic, and the vast number of independent networks which make up the 
Internet, exact loss rates and delay values are difficult to quantify. On the other hand. a 
few useful characteristics were reported by the sources cited above. For example, Internet 
packet loss is bursty and correlated, meaning that packets are usually lost in groups. and 
if packet n is lost then there is high probability that packet n+ 1 will be lost. Moreo\ er. the 
Internet is selfsimilar in nature, meaning that its characteristics are similar at all time 
scales. So, the burstiness characteristic of the Internet is the same for short time periods 
(fraction of second/minutes) as for long time periods (days/weeks). These findings 
provide useful information for a VoiP system design. 
The QoS of a VoiP implementation across the Internet is limited by the 
performance of the Internet. Excluding the obvious improvements in system design such 
as quality of speech reproduction in the audio codec, the bulk of a VoiP implementation 
revolves around optimizing the system based on the Internet's shortcomings. For 
instance. the selected packet size will depend on network behavior. Larger packets may 
be discarded under heavy network load at node(s), not to mention that larger packets 
require more system delay. Small packets will be inefficient in transmission across the 
Internet because of the relationship between header size and payload (much smaller). As 
for the receiver end buffering, the size and usage are dependent on the variance of the 
jitter of packets received from the network. We must also employ packet recovery 
schemes to compensate for packets lost in transmission across the Internet. The following 
sections will address some of the common challenges encountered by a VoiP 
implementation as well as methods for compensating for these challenges. 
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Delay 
End-to-end delay, or end-to-end latency, is the delay from the audio input capture 
device on the system transmitter through the network to the receiver output audio 
playback device. End-to-end delay is measured from the input microphone of the 
transmitting system to the output of the speaker at the receiver. Figure 3.1. This is also 
referred to as "one-way" delay. The delay in a VoiP conversation is made up of two 
"one-way'' delays. referred to as round-trip delay. A VoiP system can exhibit one-way 
delays ranging from approximately 30ms upwards to a few seconds. End-to-end delay is 
largely dependent on the network delay, while other factors affecting end-to-end delay 
are related to system design, such as packet size. buffering, the audio codec algorithm. 






Figure 3.1. End-to-end delay block diagram 
There have been numerous studies on what constitutes quality voice 
communication as well as what performance is classified by end users as tolerable and 
intolerable communication (affected by delays). There are some definite boundaries. 
upper limits, on what is considered quality communication service, but there is a "gray 
area" as to what a user will tolerate in a system. For example, wireless telephone users 
have been known to accept lesser quality service in exchange for the convenience of high 
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mobility [ 18]. The same is true in regard to cost; if a service is significantly cheaper. 
users are more tolerant of degraded service. Therefore, there seems to be among users a 
balance between added latency and perceived value added by the system [18]. The user"s 
experience also plays a role in the toleration of delay. [14] states that if users are 
accustomed to a certain level of quality in a service (delay in this case) they are more 
critical of a system that provides lesser quality with, of course. the perceived quality 
being relative to the application. For example, cellular service has quality relative to 
cellular service, and is not comparable to the quality provided by the POTS. Figure 3.2. 
taken from [ 18], shows the relationship of perceived link quality versus one-way latency, 
as perceived by users regarding a VoiP system as a cost-reduction system. As shown in 
Figure 3.2, 300ms [ 19] is an upper bound on one-way delay of a system that delivers 
quality communication service. Above 150ms the quality of communication degrades, 
with users viewing anything above 450ms as unacceptable. Other studies show that users 
view delays in excess of 300ms as a half-duplex connection instead of a two-way 
conversation ([9] [3]). User toleration varies, and often depends on the particular 
application. More critical users may require a delay of 200ms or Jess. while more tolerant 
users are often satisfied with delays of more than 300ms [9]. 
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Perceived Link Quality 
Excellent Good Poor I Unacceptable I 
0 150 300 450 
One-way latency in milliseconds 
Figure 3.2. Quality Perception vs. Latency 
The POTS has been reported as having a round-trip delay of less than 150ms [ 18]. 
and in some cases has been reported as a having a one-way delay as low as 50ms or less. 
Obviously with its low delay and high QoS, to which users are accustomed, the POTS 
remains the metric of QoS for voice-over-packet systems. Because of the unreliability of 
packet networks such as the Internet, QoS equivalent to the POTS is not yet attainable. 
But. users are more tolerant to voice-over-packet network systems because they are 
considered cost-reduction applications. 
Packet Overhead 
Each packet that is sent across the network contains destination and identification 
information along with the data (voice data-payload). The destination and identification 
information is called the packet header. In a typical VoiP implementation the packet 
header is made up of an IP header (20 bytes). UDP header (8 bytes), and a Real-Time 
Protocol (RTP [48]) header (12 bytes), Figure 3.3. The IP header, Figure 2.7, has the 
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header, Figure 2.9, contains the port and socket information of the destination system. 
The RTP header contains QoS information such as time stamps. sequence number. and 
data synchronization information. The header accounts for 40 bytes of the packet size and 
is considered the packet overhead. 
IP Header UDP Header RTP Header 
f<C , ,,,,,> "''''' ,,,,,,, "\%~ "'> "'"',' , , <,,,,,,y,""' , ', , ,,, ,,, , ,,, '''"''"" ,,,,"',)>j''''"'"' ""''" 
40 Bytes 
Figure 3.3. VoiP packet with headers [18] 
Packet overhead is an issue in a real-time application because it may dramatically 
reduce network efficiency when sending small amounts of data. For efficient use of the 
network the data must be significantly larger than the header. Otherwise the majority of 
the network bandwidth will be used to carry header information. With a low bandwidth 
codec like MELP, which compresses 22.5ms of voiced speech into approximately 7 
bytes. a packet containing only a single MELP frame would have an overhead that 
accounts for 85% of the packet, thus significantly reducing the network efficiency. On 
the other hand, including many voice frames in a packet causes the system delay to 
increase, because each additional frame requires the equivalent frame length of additional 
delay due to buffering. Furthermore, as the number of frames per packet increases. the 
susceptibility to packet Joss also increases, considering larger packet size is associated 
with higher packet losses. The possible result is the loss of a significant amount of data 
on the receiver system end. There are efforts being made to reduce the packet overhead as 
a result of header information, through the use of header compression algorithms. But, in 
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the meantime, careful consideration must be made in determining how many voice 
frames to pack into a single packet. 
Packet Loss 
Another major factor that affects the QoS in a VoiP system is packet loss. Packet 
loss can occur as a result of buffer overflow at network nodes due to heavy network 
loads. It can also occur due to bit errors incurred by packets as they make their \vay 
through the network. 
There have been numerous studies on Internet packet loss statistics including [ 17], 
[12], [21], and [7]. Packet loss is known to have some correlation with packet size. 
network congestion and network delay. As the packet size increases, so does the 
probability that a network node will drop the packet during congested conditions. while 
shorter packets are more likely to make it through. If the network is congested. buffer 
overflow can occur and packets are lost. Delays in the network may cause packets to 
arrive at their destination too late, after the frame's scheduled playback time. and are 
useless to the receiver and considered lost. 
Packet loss is "bursty", meaning that packets are usually lost in sequential groups. 
When one packet is lost there is a high probability that a series of subsequent packets will 
also be lost ([7] [ 17] [ 12]). This can be harmful to a loss sensitive speech application 
because a considerable amount of information can be lost at one time. in contrast to 
isolated packets. Techniques are available to help remedy this problem. Some 
implementations use feedback from the receiver to inform the transmitter of lost packets. 
so that the transmitter can ''throttle back" on sending packets. This may have the effect of 
I 






giving a lower QoS in one-direction versus the other to compensate for bad network 
conditions [7]. 
Packets lost in bursts account for the majority of the packets lost over a long 
period of time. But, overall packet loss gap is usually close to one or two packets [ 17]. In 
this case of only one or two sequential losses, FEC techniques can be used to correct 
these losses. 
Packet loss has varying effects on the system. If large packets are used. with many 
voice frames included in a single packet: a lost packet will constitute a large amount of 
information loss. In a speech application this could mean many milliseconds of speech 
loss that will be easily noticeable. In applications using small packets, only a small 
amount of speech may be lost and may go undetected. 
There are several techniques for recovery of lost packets in audio applications. 
many of which are highlighted in [22]. There are two basic categories of recovery 
schemes, transmitter and receiver. A number of techniques are not relevant to real-time 
interactive audio applications because of the delay they impose on such a system. Others 
are more applicable to real-time applications but may Jack in quality of reproduced audio 
compared to non-interactive audio applications. 
Transmitter Based Recovery Schemes 
Peerkins et al., [22], summarizes a media-independent transmitter based FEC 
scheme that uses block coding to produce additional packets to aid in the correction of 
lost packets. These additional packets may contain a parity coding or Reed-Solomon 







correcting errors in the bit streams of a transmitted packet. In this case they are used to 
code the bits of the entire packet for correcting the Joss of a whole packet. The major 
drawbacks to this scheme are the additional delay, increased bandwidth, and difficult 
decoder implementation. Another FEC implementation, media-specific. involves sending 
multiple copies of each frame (not the whole packet) of voice data in successive packets. 
Figure 3.4. This can be accomplished by adding only one frame of delay, and no 
significant bandwidth or complexity increase. Low latency audio codecs make it possible 
to implement this scheme without a great increase in delay, although [22] suggests that 
the duplicate frames can be encoded by a secondary method that has lower latency and 
quality. This would further reduce the added latency, but again the delay imposed by low 





Media-specific FEC (redundancy) 
Packet Loss 
Reconstructed Stream 
Figure 3.4. Repair using media-specific FEC [22] 
Interleaving is another transmitter-based scheme. It involves resequencing frames 
before they are transmitted and returning them to their original order at the receiver. 
Each frame is interleaved across multiple packets, so if a packet is lost then only small 
amounts of data will be missing at the receiver end, a condition that is easier to repair 
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than if a larger amount of data was lost. In order to implement this scheme. significant 
buffering is needed on both ends, which adds to the end-to-end system delay. Therefore 
this is not a suitable application for a delay-constrained implementation such as the one 
considered here. 
Other transmitter-based schemes include adaptive packetization and concealment 
l23]. This technique looks to exploit the slowly varying properties of speech by detecting 
voiced areas of speech. The small voiced speech segments (individually) are then placed 
into individual packets. As a result, small packets are used for voiced speech and longer 
packets for unvoiced speech. If a packet containing a segment of voiced speech 
(important perceptually) is lost, then an adjacent speech frame can be used to replace the 
missing frame. The idea is that small voiced speech segment losses can be concealed 
better, perceptually, than large segments because of the slowly varying quality of voiced 
speech. 
Retransmission is yet another form of error correction. If a lost packet is detected. 
this scheme simply sends out a request for the retransmission of the lost packet. and the 
transmitter retransmits the lost packet. This scheme of course will not suffice in a delay-
constrained application such as a YoiP system. 
The Naturalness Preserving Transform (NPT) for replacement of missing speech 
frames presented by [51] applies a transform to the voice data prior to transmission and 
the inverse transform at the receiver. The NPT is based on a stochastic operator that uses 
the normalized Hadamard matrix [52]. The information in the original speech matrix is 
transmitted as additional overhead for the reconstruction of the missing speech segment 
at the receiver. While this method produces high quality speech, it adds additional 
39 
overhead, delay, and complexity. The NPT method requires system modifications and 
therefore may not be appropriate for this implementation. 
Receiver Based Recovery Schemes 
There are several error concealment techniques that may be used by a receiver 
system. There are three categories of these techniques: insertion, interpolation. and 
regeneration [22]. The insertion techniques involve simple frame replacement. They arc 
simple implementations having little complexity and low delay. They include splicing 
adjacent frames, silence insertion/replacement, noise insertion/replacement and adjacent 
frame substitution. If a lost packet is detected. these schemes simply replace the missing 
packet using one of these methods. Splicing adjacent frames cause playback timing 
problems as well as unacceptable quality, while silence and noise replacement yield sub-
par quality according to [22]. [22] also indicates frame duplication gives acceptable 
quality. and frame duplication with successive frame fading gives better quality. 
Frame duplication with successive fading for successive packet loss provides a 
good compromise between the simple frame duplication and silence substitution. It 
involves fading the replicated frame over a time period to gradually transition into a silent 
period or zero amplitude. This alternative on average would provide better performance 
over abrupt insertion of silence or continued replication of packets during loss, which can 
become annoying to listeners. 
Interpolation and regeneration techniques significantly add complexity, but only 
provide an incremental increase in quality [22]. Waveform substitution uses adjacent 




both the one-sided and two-sided techniques. In the one-sided case, Wasem uses the last 
M samples of speech from the last received packet. Then a template is used to search a 
window of prior received speech samples in an attempt to obtain a match for use in 
replacing the missing speech. The two-sided technique uses a template search window 
that looks at both past and future received speech. 
A variation of waveform substitution is pitch waveform substitution. which uses 
pitch detection to provide a waveform (for the missing frame) with the appropriate pitch 
length. Goodman. et al [45], describes a technique that uses pitch detection to determine 
if the packet received prior to the missing packet is voiced or unvoiced. If the previous 
packet is considered unvoiced then the previous packet is substituted for the missing 
packet. If the previous packet is considered voiced, a single (T sample) pitch period is 
calculated and the missing packet is replaced with successive repetitions of the calculated 
T samples. 
The receiver based Markov Chain Prediction technique models voice coding 
parameters as states in a Markov chain [51]. It predicts the missing speech parameters 
based on information from previous packets and weighted probabilities from a state 
transition matrix. The state transition matrix requires a complex training procedure to 
produce the weighted probabilities of speech segments. These state transition 
probabilities requires large amounts of memory. This method may not be appropriate for 
this implementation because of the complex training procedure and the excessive 
memory required to produce the state transition probability matrix, as well as the required 
system modifications. 
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A variety of other loss recovery techniques that appear in the literature recently 
include time scale modification [ 46], interpolation of transmitted state [ 4 7], and others. 
Of all the packet loss recovery techniques mentioned above. [22] recommends 
transmitter based media specific FEC for a real-time interactive IP telephony application. 
because of the low delay and bandwidth overhead. The packet repetition with fading 
receiver-based scheme is also a good candidate because of its low complexity and 
acceptable quality. Keep in mind these recovery schemes are ideal for low-level random 
packet loss and may not perform well under continuous high packet loss situations. 
Jitter 
Network conditions are constantly changing and packets experience different 
delays as they traverse the network. When the delay between packets. the packet inter-
arrival time, varies it is referred to as 'jitter'. Packets experiencing different queuing 
delays at network node~ or packets taking different routes to the destination as a result of 
the IP protocol can cause jitter. In some instances packets may arrive out of order. 
The varying inter-arrival time imposed on packets by the network or transmitter 
system results in packets arriving at the receiver (destination) at varying times thus 
making it impossible for the receiver to playback continuous audio. Furthermore, if a 
packet does not arrive in time for the scheduled playback, the packet must be considered 
lost. Once a packet is considered lost, something must be done to compensate for that lost 
packet or there will be gaps in the output audio, Figure 3.5(a). To prevent "starvation" of 
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Figure 3.5. Packet delay problems (a) late packets are considered lost at play out 
(b) buffering corrects late and out-of-order packets. 
Receiver buffering is the primary mechanism for correcting for or smoothing 
jitter, Figure 13.5(b). Adequate buffering must be in place to compensate for the varying 
packet arrival time. However, if a packet is too late, exceeding the amount of buffering 
provided, it will be discarded. Consequently, as the number of buffers increases to 
compensate for jitter, the overall system delay increases. Therefore, careful consideration 





There are some adaptive techniques for adjusting the number of jitter buffers 
based on network delay. Deleon, [24], summarizes some of the reactive (non-predictive) 
algorithms that use the average network delay of buffers received to determine adequate 
jitter buffering. DeLeon [24] also presents an adaptive prediction technique that uses a 
Normalized Least-Mean-Square (NLMS) adaptive predictor to predict the network dela) 
m order to smooth network jitter. DeLeon states that his approach minimizes the jitter 
buffering by accurately predicting rapidly changing network delay conditions. 
Consequently, slightly more packets are late (approx. 0.2% ), as opposed to the other 
techniques (well under 0.1 %), because his approach yields a tighter delay window [:?.4]. 
The adaptive approaches optimize their technique to find the delay that keeps the 
percentage of late packets low. The predictive approach attempts to minimize the delay 
while achieving a tolerable percentage of late packets. Thus. his predictive approach 
lowers the total end-to-end delay at the expense of slightly increasing the number of late 
packets. This approach may prove useful if used in conjunction with the loss recovery 
techniques mentioned earlier. 
Conclusion of QoS Challenges 
There are several challenges in providing high QoS in a VolP implementation. 
Some of the major challenges include dealing with delay, packet loss, jitter. and packet 
overhead. With these challenges come several trade-offs, such as robustness to error 
versus delay. As the number of buffers is increased to compensate for out-of-order 
packets and jitter, the overall system delay is also increased. There is also a tradeoff of 






the packet, decreasing the network efficiency. By increasing the number of voice frames 
included in a packet, the network efficiency is increased at the cost of an increase in the 
system delay. Large packets contain large amounts of data and if lost. system 
performance is significantly degraded. Lastly, there is a three-fold trade off: packet size. 
congestion and packet loss. The larger the packet the higher the probability it will be 
dropped by a network node. and will increase network congestion. The increased network 
congestion will increase delays. Large packets are also more susceptible to bit errors thus 
contributing to packet loss. 
All of the above trade-offs are somewhat connected to each other. Minimizing 
delay, an optimal packet size, receiver jitter buffering, and adequate packet loss 
techniques make up the challenges to consider when developing a real-time VoiP 




DESIGN OF A VOIP SYSTEM USING THE MELP 2400 CODEC 
The objective of a VoiP system design is to produce quality voice communication 
without excessive end-to-end delay, delay variation, and degraded performance due to 
packet loss. The system design consists of two major components: the audio codec and 
the network. In order to achieve the goal of quality voice communication. the codec must 
seamlessly adapt to the network, and the network must provide a quality link from the 
source to the destination. 
Before proceeding with the VoiP system design, Jet us first take a look at the 
various components that make up the VoiP system, starting with the 2 major components: 
the audio codec and network. As implied by Figure 2.3. the codec component must 
provide an interface to the user as well as to the network component. The network 
component would mutually have an interface to the codec plus an interface to the IP 
network. 
In order for the codec to meet the input requirements of the network component. 
the codec must provide data to the network in the form of packets. The codec produces an 
output in a frame-oriented format so the transition to packet format is easily achievable. 
The assembling of codec output frames into a packet is referred to as packetiz.ing. The 
interface that performs the packetizing will be known as the packetization component or 
packetization module. The codec must also have an interface that accepts input speech 
for encoding, as well as a means of outputting decoded (synthesized) speech. This is 
accomplished with an analog-to-digital converter for the input speech and a digital-to-
analog converter for decoded output speech. 
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The network component will accept the outgoing packet from the packetization 
component and send it through the IP network to its destination. and likewise receive 
incoming packets from the IP network and pass them to the de-packetization component. 
To transmit and receive packets from the IP network, the network component must 
provide an interface to the IP network. The following section will briefly discuss the IP 
network interface as well as the other components that make up a VoiP system. 
VoiP System Components 
For an end-to-end PC-to-PC VoiP system, there is a minimal set of system 
components necessary for a complete system. On the sending side. these components 
include: Input Digital Interface, Audio Codec, Packetization Module. Network Module. 
and the Network Interface Module. The receiver side modules are arranged in opposite 
order. Figure 4.1 shows the end-to-end VoiP system components. There can be other 
components in a VoiP system, such as security (encryption/decryption), echo 
cancellation, voice activity detection, user interface. etc., but this paper will focus on 































The input and output digital interfaces are the system interfaces to the outside 
world. The input digital interface captures (digitizes) analog speech input in real time and 
converts it to digital pulse code modulation (PCM) format. The data is properly 
windowed and framed and fed to the audio codec, Figure 4.2. 
Input 
speech 
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Microphone Digna1 Bit 
Stream 
Figure 4.2. Input Digital Interface 
The output digital interface takes the digital speech frames from the audio codec 
and converts them in real time into a continuous analog speech signal for audio playback. 
Figure 4.3. The output digital inte1jace DIA converter contains a First In First Out (FIFO) 
buffer that removes timing jitter of speech frames as a result of the varying inter-arrival 
time of packets received from the network. 
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Figure 4.3. Output Digital Interface 
The audio codec provides the compression and decompression of the input and 






input digital interface and compresses them for packetization by the packeti:::ation 
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Figure 4.4. Audio Codec Encoder 
The complement of this process is to decompress the compressed audio from the 
de-packetization module into frames of digital speech to be fed to the output digital 
interface, Figure 4.5. 









Figure 4.5. Audio Codec Decoder 
The packetization module takes compressed frames of speech from the audio 
codec and assembles the data into packets suitable for transmission on the network. It 
attaches header information to outgoing packets that may includes a sequence number. 





4.11. We will refer to this information as the OSU header. which will be described in 
more detail later. 
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Figure 4.6. Packetization 
Header 
For incoming packets, the de-packetization module buffers received packets. and 
removes and evaluates OSU header information. The module resequences out-of-order 
packets (UDP packets only), and checks for lost packets. It disassembles incoming 
packets leaving frames of compressed speech that are fed to the audio codec for 
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Figure 4.7. De-Packetization 
The network interface module is responsible for establishing a network 
connection between end-to-end machines. This involves setting up protocols (TCP/UDP). 
sockets, ports. and connection handshaking. The network interface may also supervise 
communication between end users, via a separate control channel. 
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The network module is responsible for transmitting packets to, and receiving 
packets from, the network. Thus it adds and removes header information to packets for 
network transmission and reception. The network module prefixes TCP or UDP headers 
to the voice packets depending on the protocol used. It also adds an IP header to the L'DP 





Figure 4.8. IP Network Packet Process 
The nenvork module uses IP to route outgoing packets through the network to 
their destination based on the destination address given in the IP header. The TCP and 
UDP headers provide the port and socket address at the destination system. This module 
also buffers incoming and outgoing packets to prevent packet loss because of buffer 
overrun. For example, the network may be congested and unable to send a packet 
immediately, or a receiver process may not be ready to process incoming packets because 
of a short inter-arrival time between packets. 
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Design Components 
The system design approach centers on the audio codec and the network. Since an 
existing audio codec, TI MELP 2.4kbps version 1.2 (MELP) ([5] [49] [50]). is being 
used, the system design must meet the input and output format requirements of this 
specific codec. The network component must also address input and output requirements. 
and a substantial amount of the design will involve alleviating potential QoS problems 
that can occur with an IP network. The areas that will be addressed as part of the system 
design include: audio codec input and output requirements, network input and output 
requirements, and network QoS issues. 
Network input and output requirements involve packet size (number of frames per 
packet), network interface, and the transport protocol. Network QoS issues include 
minimizing end-to-end delay, jitter removal, and packet loss compensation. 
The design is based on the use of MELP as the audio codec and the Internet as the 
IP network. Several of the design decisions may not be the only or best solution for all 
cases, since in a VoiP system design there are several trade-offs to consider. Many of the 
design considerations will depend on the type of network connection, available network 
bandwidth, communication requirements (user expectation), and the particular audio 
codec being used. Other trade-offs weigh heavily on desired system characteristics, such 
as robustness to error versus minimizing delay. For example, if robustness to error is the 
top priority then the system will have an increased delay. 
The primary goal of this design is to produce a system that can be used to 
investigate various design trade-offs, including the effects of packet length. loss recovery 
schemes, and other system constraints on system performance. The system design 
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considered in this paper represents a base system or test bed that can be used for studying 
the effects of design decisions on QoS. 
Application Platform 
Compute power is a key component in successfully implementing a VoiP system 
due to its real-time requirements. The audio codec usually requires higher computing 
power as the compression ratio increases, and the system must be able to sustain real-
time operation. 
Bandwidth is also an issue to consider for the feasibility of this application. The 
bandwidth of the connection has a direct effect on the design constraints on the system. 
Lower bandwidth connections require higher compression codec algorithms to make 
transmission of voice possible. Equation 14.1) shows the relationship between the time it 
takes to transmit a packet, TransPK, packet size, and connection speed. 
T PK 
Packet Size (bits) 
rans = --------
Line Speed (bits/sec) 
( 4.1) 
With a constant line speed, the packet transmit time is directly proportional to the packet 
size. As the packet size increases the transmit time also increases. Since delay is an 
important aspect of a real-time application, a packet transmit time less than the 
packetization delay, the time it takes to accumulate a packet, l:!..Pkri, (4.2a), is desired so 
as not to add additional delays to the system, as indicated in (4.2b). 
!:!.. Pkri = k * t f ' (4.2a) 
where k is the number of MELP frames included in a packet and t 1 is a MELP frame 





TransP K < L1 Pkt (4.2b) 
Ideally, the current packet should be sent before the next packet is ready for transmission. 
thus avoiding an additional "wait time" delay by having to wait on the current packet to 
transmit before the next (ready) packet can be sent. 
In a low bandwidth connection with highly compressed voice frames. if only one 
or two frames are included in a packet. a large percentage of the transmission would be 
overhead, thus effectively reducing the connection throughput as well as net\vork 
efficiency. With higher bandwidth connections overhead may not be an important issue. 
Digital Interface Design 
The MELP audio codec accepts frames consisting of N = 180 16-bit samples of 
input speech and produces output frames consisting of nine 32-bit integers. We assume 
that the input digital interface will properly sample the input analog speech. as shown in 
(4.3a) and (4.3b). 





The input speech is sampled at a sampling rate of F5 = 8,000 samples/second, and each 
sample is quantized to B = 16 bits, giving a raw data rate of Fs * B = 128,000 bps. The 
sampled speech is then collected into frames with window w(n) of length N = 180 
samples. ( 4.4a), ( 4.4b ). 







n = 0,1, ... , N -1 
otherYvise 
( 4.4b) 
The accumulated frames, of length tr seconds, (4.5), are then delivered to MELP for 
processmg. 
(4.5) 
The output digital interface will accept the uncompressed synthesized speech samples 
from MELP and play them at the sampling rate F5 • 
Jitter Buffering 
The output digital interface compensates for packet arrival jitter from the network. 
The goal of jitter compensation is to maintain a constant stream of audio data for the 
audio playout device regardless of small variations in packet inter-arrival time. Figure 4.9 




Figure 4.9. Audio playback timeline. 
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The ith packet has a transmit time of t1. , with an arrival time at the receiver of t 0 , 
The uniform interval at which packets are sent is established by the packet time, t1nr , 
which is the time it takes to accumulate a packet, ( 4.2a). As the packet traverses the 
network it will experience a delay of rner, (4.6). 
T = t -t net u, t, (4.6) 




, • The ith audio packet has a scheduled playback time at the receiver 
denoted by tPBi, (4.8b). Packets that arrive later than the playback time will be 
considered lost, ( 4.8a). Therefore, with the variability of packet arrival times from the 
network there must be idle time between the packet arrival time and the corresponding 
audio playback time in order to insure packets arrive in time for their scheduled playback 
time. Idle time, -r 6 , is included to allow slight variation in packet arrival times, (4.7). I 
(4.7) 
The delay, -r 6 , is the amount of time the packet spends in the receive (jitter) buffer I 
before it is played by the audio playback routine. Therefore any packet with an arrival 




In order to play output speech at a constant rate, the receiver must keep a positive 
idle time between the arriving packets and the audio playback. To accomplish this an 
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initial hold time is included at the beginning of the received audio stream. Before the first 
audio samples are sent to the audio playout they are delayed for a hold time. r~. (4.9). 
(4.9) 
The hold time shown here is a multiple of n frame lengths. This time does not hJ.ve to lie 
on a frame boundary. however it often done this way for convenience. 
The initial hold time determines the idle time for all subsequent packets. The hold 
time may be fixed for the duration of the call, or reinitialized (or recalcu!J.ted) for each 
talkspurt. In the case of sending a continuous stream of data without regard to tJ.lkspurt 
detection. as in this design, the initial hold time is fixed until excessive loss occurs. then 
the hold time is reinitialized. 
Careful consideration must be taken in determining the amount of idle time. r~;1 • 
or jitter buffering. As the idle time increases, the amount of end-to-end system delay 
increases. so a compromise is needed to minimize the delay introduced to the system. 
while maintaining adequate idle time to insure continuous audio playout. 
There are several schemes for minimizing delay while still preventing lost packets 
due to jitter, mentioned earlier in Chapter 3. These methods are primarily used in 
applications that transmit and receive packets in talkspurts. As mentioned above. 
talkspurts enable the recalculation of delay at the beginning of each talkspurt. Therefore, 
an approach that adaptively responds to changing network delays can dynamically 
change the playout (idle time) delay. This is accomplished by estimating the delay 
between each arrival packet and computing a mean, di, and standard deviation, t\. These 
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Subsequent packets belonging to the same talkspurt have a playout time of. t PB 
1 
. ( ...J..ll ). 
(4.11) 
Various adaptation algorithms differ only in the way in which they calculate di. The 
variance value of 4* 1\ is estimated to allow the playout time to deviate from the delay 
enough to minimize the number of late packets [31]. Further information on the variance 
calculation can be found in [34]. 
An implementation with a continuous stream of data, without regard to talkspurts, 
will have a data stream that includes both talkspurts and silence. Therefore, using an 
algorithm that dynamically adjusts the jitter buffers based on network delays is not 
relevant since talkspurts are not considered. Adaptation would only prove useful in a case 
of excessive packet loss, where the jitter buffer could be adjusted after the lost period. 
Packetization Module Design 
The packetization module is the bridge between the audio codec and the network 
module. The packetization module works synchronously with the audio codec. The 
output of TI MELP 2.4kbps version 1.2 is nine 32-bit integers consisting of nine 6-bit 
parameters. Each 6-bit parameter is stored in a 32-bit integer format. where the remaining 
26 bits are unused. To achieve the 2400 bps bit rate the 6-bit parameters must be packed 






bits to make the frame length, M b, 56-bits (7 bytes), Figure 4.1 0. The 56-bit MELP 
frames are assembled into packets each consisting of an integer number, k, of MELP 
frames. 
MELP frame packed into 7 
81 I 82 I 83 I 84 I 85 I 86 I 87 
Figure 4.10. MELP Data Frame Format (56 bits) 
Frames Per Packet 
When considering how many frames of speech to include in a single packet. one 
must consider the short-term properties of speech as well as packet loss characteristics. 
Short-term speech is highly correlated and sequential packet loss of only one to two 
packets IS most common [ 17][35]. For example, [30] shows in a low bit rate simulation 
that single packet loss accounts for 82%, 2 losses 169c, and three losses 2o/c of the total 
packet Joss, respectively. So, including a small number of speech frames per packet 
would be beneficial to loss concealment in the receiver, because small segments of 
missing speech can be replicated with little degradation of audio quality. In fact, [22] 
states that for small Joss rate of s_15%, with small packets ( 4-40ms ), packet replication 
techniques become effective in recovering from lost packets. [22] also warns that for 
large amounts of sequential packet loss (upward of lOOms), the phoneme range, recovery 
techniques do not give good results, because entire phonemes are lost. 
To satisfy the argument above, a small number, k, of MELP frames should be 
included in each packet, giving a packet length of t::.Pkt· as shown in (4.2a) above. By 
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be corrected without adding great complexity to the system or significant degradation of 
the reproduced speech. 
Packet Overhead 
Packet overhead consists of the headers and additional non-data information that 
are included in each packet. In some cases, this additional information is required as part 
of the network protocol. These include the IP header (20 bytes) and UDP header (8 
bytes). In addition, real-time synchronization and mode information is added to each 
packet in order to support this particular VoiP application. This information, referred to 
as the osu+ header, consists of four additional bytes of header data. 
For a small number. k , of MELP voice frames per packet, M b bytes per frame. 
the packet overhead can be substantial since the header information for a single packet is 
equivalent to more than four MELP frames. 
With a high speed network connection (1 0/100 Mbps), k. could be quite small 
without significantly impacting performance, since the actual MELP payload data rate is 
only 2.4kbps. However, with a low bandwidth connection (24kbps), this situation would 
be totally unsatisfactory because the packet overhead would consume almost half ( 4 7%) 
the available bandwidth leaving little margin for network congestion. Increasing the 
number of MELP frames per packet, with the tradeoff of additional end-to-end delay, can 
decrease packet overhead. 





Each packet is given a 32-bit OSU header that simulates the RTP header. The 
OSU header contains information that is useful to this application. such as the packet 
sequence number, number of frame per packet, and the FNBDT simulation mode. Figure 
4.11. 
Packet# Frames I 
packet 
Unused Mode 
Figure 4.11. OSU Header Format 
The OSU header does not contain a time stamp that is traditionally included in an 
RTP header. The time stamp is normally used to maintain the timing of arriving packets. 
to detect late and lost packets, and to keep track of packet arrival times for jitter buffer 
calculations. In this design there are no jitter buffer calculations. and the timing between 
the transmitter and the receiver is maintained indirectly by the input digital interface. The 
systematic sampling of the input speech data and the synchronization with the other 
components provide the mechanism for end-to-end timing of the data. The input digital 
interface maintains a sampling rate of F5 , and feeds MELP N-sample speech frames on 
intervals given by t 1 . This data is processed immediately, grouped k frames at a time 
into packets. and sent across the network to the receiver. On the receiver end the frames 
are immediately decompressed by MELP. stored for an idle time of 1/J to correct for jitter 
and played out by the output digital interface at the sampling rate F5 . 
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Excluding the !1Pkt packetization time at the transmitter, packets will also 
experience additional Operating System (OS) delays, and the network delay. T 11 e1 . 
Considering only packetization time, packets should arrive at the receiver !1 Pkr seconds 
apart. however network and OS delay introduce jitter. The variation in packet arri\ al 
delay is compensated in the playout routine. If the playout routine runs out of data. 
th ---7 0, then a packet is late or lost. The timing is maintained throughout the system by 
the input sampling rate of the digital input interface and monitored by the digital output 
interface through idle time, Tb > 0. 
A modulo-255 packet sequence number is used to detect lost packets and identify 
late packets. The number of frames per packet tells the application how many frames are 
included in the packet for use by the unpacking routine at the receiver. Including the 
number of frames per packet also gives the transmitter the flexibility to change the 
number of frames per packet arbitrarily without interrupting the operation of the receiver. 
For example, if a loss burst occurs the transmitter can increase the number of frames per 
packet, which effectively decreases the number of packets sent. When the high loss 
period has ended, the number of frames per packet could be restored to its original value. 
The mode field shown in Figure 4.11 is specific to FNBDT and provides an 
indication of the current communication mode the system simulating. This information 
indicates the format of the packet data stream transmitted from the transmitter to the 
receiver. The three simulation modes, Clear MELP, Blank With Burst, and Burst without 
Blank are discussed in detail in Chapter 2. 
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Lost Packet Compensation 
The receiver packetization module detects and compensates for lost packets. A 
common packet loss recovery scheme for real-time applications is frame replication. This 
technique is popular primarily because of its low complexity. In addition. the packet size. 
in terms of frames per packet. is small enough that simple replication with previously 
received frames will yield good results in terms of output speech quality. This technique 
will only suffice for a few sequential lost frames. Speech is only self-similar in the short-
term; consequently, if packet loss were to become excessive this technique would give 
poor results. In the case of excessive packet loss, the system can use silence replacement 
of the lost frames. This would result in silent periods during excessive loss. which is the 
technique chosen for many streaming audio applications on the Internet. 
Network Interface Design 
The network interface and the network module monitor data exchanges between 
the transmitter and the receiver. The network interface involves initializing the 
connection and the setup of the protocols for communication. There are typically two 
channels, the control channel and the data transfer channel. The control channel handles 
initialization of the connection between the transmitter and receiver. It may also be used 
to monitor the connection and provide signaling communication between the transmitter 
and receiver systems. The data channel is used to transfer, in real-time, the voice data 
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Figure 4.12. Network Interface Channel Setup 
TCP is the protocol of choice for the control channel. TCP is a connection-
oriented protocol that is ideal for call initiation and termination. It provides a means for 
connection negotiation and handshaking. TCP is a reliable protocol that is a good fit for 
transporting signaling information. Therefore TCP is used to send the signaling 
information as well as initiate and terminate the connection. 
UDP is used to transport the MELP voice frames for the data channel. UDP is a 
connection-less protocol that provides efficient transport of data. but is unreliable. 
Therefore, the application must provide a means of correcting for potential QoS 
problems. Since UDP is connection-less, some initial handshaking must be performed to 
insure the (UDP) connection • is made, once the TCP control connection has been 
established. 
• UDP connection- Not an actual connection, this refers to the successful transport of data from source to 
destination using UDP. 
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Network Module Design 
The network module operates synchronously with the packetization module for 
the end-to-end transmission and reception of packets. At the transmitter. the network 
module accepts packets from the packetization module. The receiver receives packeh 
from the network and forwards them to the de-packetization module. The transmitter 
attaches the UDP and IP headers to the MELP data packets and transmits them to their 
destination using IP, as they become available from the packetization module. The actual 
transmit time may vary slightly. There may be small delays if the transmit queue is fulL 
if the OS cannot service the request immediately because of another pending request. or 
if there are collisions while transmitting the packet on an Ethernet network. 
The receiver network module works in conjunction with the de-packetization and 
output digital interface module in dealing with late packets. The output digital interface 
will flag packets that are considered late, identified through the packet sequence number 
in the OSU header. The network module checks the incoming packet's sequence number. 
If the packet is considered late it is discarded. The de-packetization module will replicate, 
with the previously received packet, the discarded late or lost packet. Otherwise if the 
received packet is "valid", it is stripped of its IP and UDP header and immediately 
forwarded to the de-packetization module. 
The receiver network module also handles packets received out-of-order. When 
attempting to compensate for out-of-order packets there are a few things to consider. The 
number of packets that can be corrected is directly proportional to the additional delay 
that is introduced to the system. In order to correct out-of-order packets, additional 
buffers are required to hold and resequence packets as they arrive from the network. To 
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resequence n packets, n+ I additional buffers are needed. The additional delay added to 
the overall system is rde/ay, (4.12). 
rdelay = (n + 1) * {j,Pkr (4.12) 
When determining the number of out-of-order packets to correct. the trade-off of 
delay added by resequencing out-of-order packets versus the quality of reproduced 
speech as a result of the packet lost recovery scheme must be considered. For example. if 
the loss recovery technique produces acceptable speech quality for n lost packets. 
correcting for only n out-of-order packets would yield. at most. an incremental increase 
in audio quality at the expense of adding a significant n+ 1 packet length of delay to the 
overall system delay. Therefore. the number of out-of-order packets to correct should be 
more than the amount of lost packets the design can recover. The trade-off of delay 
versus improved audio quality in correcting for out-of-order packets often falls in favor 
of the delay savings and as a result, out-of-order packet correction is often waived and 
out-of-order packets are regarded as lost. 
Table 4.1 provides a summary of the design constraints mentioned above. 
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Table 4.1. Summary of VoiP Design Constraints 
Design Constraint Description 
Application Platform ! 
Internet IP network 
I MELP 2400bJ2s Codec i Audio codec 
I 
I UO Digital Interface I 
I Is r I F~ ! amp mg Rate I 
I 
B 1 Quantization 
N i Sam12le 12er frame 
tf I Frame Length 
n i Jitter Buffers 
Packetization 
Module 
Mb 1 Compressed MELP Frame size 
k 
i OSU Header: 
I Frames 12er 12acket 
Packet number Packet sequence number ! 
Frames per packet (k) Frames included inpacket i 
Simulation mode I FNBDT Simulation Mode 
I Frame I silence re 
j Network Interface 
r--
j Control Channel: i Signaling channel 
I ~ TCP I 
i Data Channel: Audio trans ort channel 
UDP 
i lnitiali::.e connection I Interface function 
I I Performs handshaking i Interface function 
I 
I i Network Module 
UDP I TCP and IP Headers Headers added b module 
Sends I Receives ackets Module function 




The end-to-end delay is one of the most important factors that affect the quality of 
a two-way voice communication system. A primary objective in this design is to 
minimize the end-to-end system delay. As noted in the discussion of the design 
components above, many design decisions are based on their impact on delay. In this 
section the components that make up the end-to-end delay and the factors that contribute 
to the delay will be discussed. Finally, an overall end-to-end system delay budget will be 
presented. 
The components that make up the end-to-end delay of a PC-to-PC VolP 
architecture using the MELP audio codec and an IP network are as follows: capture and 
playback delays, audio processing delays, packetization delays, network delay. and 
receiver-end delay. Figure 4.13. 
Audio Audio De- Audio Audio 
Packetization Network Capture Processing Packetization Processing Playback 
Dry :'j'' ,. Dd,, ,. Del,, ,. Der ,. D'i'' ,. DT' 
~--------------------------------------------- ~ 
Two-way 
t =Oms t = 282.5- 512.5ms 
Figure 4.13. End-to-end delay components 
Capture and Playback Delay 
The audio capture delay may be referred to as the accumulation delay. For 
efficiency, audio codecs process groups of voice samples called frames. The capture 




[36]. The delay of the capture device, or the accumulation delay, is dependent on the 
frame size of the audio codec. Speech is typically sampled at 8,000 samples per second. 
so the accumulation delay can range from a minimum of 0.125 milliseconds, one sample 
per frame, to many milliseconds. The MELP audio codec uses N = 180 samples per frame 
and has a frame length of t J seconds, specified earlier. The accumulation delay of a 
system using the MELP audio codec is r1 , given in (4.13). 
N 180 
r1 =t1 =-=--=22.5ms F5 8000 
( 4.13) 
The capture and playback delay are thus equal to the frame length of MELP. A real-time 
implementation using a PC sound card for audio playback (capture) requires a minimum 
of two buffers for continuous playback (capture). While the sound card is playing 
(capturing) one buffer, the next (previous) buffer is being filled (emptied). The extra 
buffer will add an additional frame length of delay to the system. Therefore the minimum 
delav for playback (capture) is r, = r1 1 b k = 2 * t1 . • J capture !' av ac 
Audio Codec Delay 
The processing delay is the actual time it takes MELP to encode and decode one 
frame of sampled data. The complexity of the codec has an impact on the processing 
delay [3]. There is an additional algorithmic delay associated with most low rate codecs. 
This delay is referred to as the "Jookahead" delay. The codec algorithm uses this extra 
delay for parameter estimation, where the codec algorithm can examine surrounding 
frames (frames ahead and behind) in order to more accurately estimate the current 
frame's parameters. MELP has a lookahead delay of 23ms. 
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For continuous streaming audio, the codec must be able to process one frame of 
data before the next frame from the audio capture device arrives. In the case of MELP. 
with a frame accumulation length of r 1 , the MELP codec must be capable of processing 
the frame of speech faster, in time rMELP, than this accumulation length for uninterrupted 
operation, (4.14). 
rMELP < Tf (4.14) 
In essence the frame length in a real-time application bounds MELP's processing delay. 
Using a 500MHz Pentium III processor and Microsoft Windows NT 4.0. the MELP 
analyzer requires approximately 4ms to encode one frame. The MELP synthesizer 
requires approximately I ms to decode one frame. These numbers are highly dependent 
on the processor platform, compiler, and OS being used. 
Packetization Delay 
Packetization delay is the delay associated with grouping frames of compressed 
speech together into packets, Figure 4.14. A packet consists of two parts: header 
information and data. At the receiver end the packetization delay describes the reverse 
operation of disassembling packets into frames of compressed speech to be fed to the 
audio codec. Packetization delay is also dependent on the frame rate, (4.15 ). 
N 
r = k *t1 = k-t:J.Pkr· 
l Fs 
(4.15) 
For each coded frame of speech included in a packet there is a frame period of 
latency. A packet can include one voice frame or several. The packetization delay can be 
several frame lengths depending on how many frames of speech are placed into a packet. 
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Therefore, a small number of frames should be included in a single packet in order to 
have small packets and a minimum packetization delay. At the receiver the delay 
associated with disassembling packets into frames of compressed speech is negligible for 
this type of system. This process involves a memory move by the OS between buffers. 
therefore the delay should be on the order of microseconds and considered negligible for 
this implementation. 
~---~ Voice Frame 2 
~···········~···························~·········~·················~ 
~ I Heodcc I i I V<>ice Fmmo I I i T i i 
Packet 
Figure 4.14. Packetization 
Network Delay 
Network delay is the delay incurred when sending a packet from source to 
destination on a packet-switched network. It is measured as the delay from the time a 
packet is transmitted to the time it arrives at the receiver, (4.16). 
(4.16) 
This will include the amount of time is takes to get a packet onto the network, TransPK. 
the queuing delay at the receiver, and the propagation delay through the various links 
traversed by the packet. 
Each packet is routed through the network via several intermediate nodes. Each 
node is responsible for (routing) transmitting the packet to the next node that will 
ultimately get the packet to its final destination. Sequential IP packets can take different 
71 
______________________________________________________________________________ L 
routes (paths) from source to destination, because IP networks allow routing ''on- the-tly" 
in case of network congestion or failed links. Figure 4.15 shows an example of network 
packet routing from node-to-node. Consequently, a packet may experience several 
different delay scenarios as it makes its way to the destination, including processing. 
queuing, and transmission delay at each node as well as a propagation delay through the 
link between nodes. 
Node D 
Route of packet I 
Node B 
Node F .... 
~--;~=---~.;:n -
Vo!P PC ------~-'---~ L~s....J 
\'olP PC 
•• Node E • 0 
• 0 .. = 
Node F Node C 
' Route of packet 2 
Figure 4.15. Network packet routing from node-to-node [6] 
Network propagation delays will be fixed, while the processing and queuing 
delays will vary depending on network load, packet size, node hardware. processing 
algorithm, etc. Typical cross country, one-way Internet propagation and network node 
queuing delays are between 30 and I OOms [9]. 
Receiver End Delay 
The receiver has to deal with packet jitter as well as lost and out-of-order packets. 
The receiver must supply the audio output device with a constant stream of data for 
playback in order to maintain uninterrupted audio output. Therefore, adequate buffering 
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must be implemented to prevent starvation of the output device if packets are delayed. 
lost or out of sequence. Additional buffering adds to the overall delay. so careful 
consideration must be made for the correction of jitter and out-of-order packets [38] in 
order to keep delay at a minimum. For example, if the receiver-end buffering consisted of 
four jitter buffers then the equivalent of four MELP frames. 90ms. will be added to the 
overall delay. If out-of-order packets are not considered, no additional buffering is added. 
and packets received out-of-order are simply discarded. 
Variable Delays 
In a PC-to-PC application, media access time, and transmit and receiver queuing 
delays are dependent on the operating system, processor, network interface hardware. and 
sound card hardware. Media access time refers to sound card delays for audio playback 
and recording (capture). Transmit delay, TransPK, is the time it takes to transmit a packet 
onto the network. For low-bandwidth connections, such as analog modems, TransPK 
follows ( 4.1 ). For higher bandwidth connections using Ethernet or token rings. this 
quantity involves delays incurred from the transmit queue, assuming the packet is next in 
line for transmission. 
Media access, transmit and receiver queuing delays are highly variable but they 
must be low enough to insure real-time operation. Empirical data suggest that the 
transmit and receiver queuing delay are <<1 ms. For an Ethernet connection with a 
moderate load, transmit delays are on the order of microseconds. In one study conducted 
at Oklahoma State University, the transmit delay in a case consisting of 5 nodes, 
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connected via an 185m-! 0Base2 Ethernet connection, a maximum of approximately 
II ms of delay under extreme loading was observed [39]. 
[9] suggests media access times can range from 20-180ms and transmit delay is < 
I ms. Empirical data suggest that the media access time is much Jess than 180ms. and is in 
fact closer to the lower end of the range. 
Media access, transmit and receiver queuing delays often pose a challenge for 
accurate measurement. These delays vary between hardware, application platform. and 
network conditions. Estimates of these delays are typically lumped together as part of the 
overall system delay. 
End-to-End Delay Budget 
The end-to-end delay budget for a typical VoiP system is given in Table 4.2. The 
delay budget in Table 4.2 assumes the use of the MELP codec, so the delay will vary if a 
different codec is used. This delay budget does not take into account PC OS delays, 
which can be highly variable and could potentially add significant delay to the overall 
system. Empirical data using a SOOMHz Pentium-class PC, with MS Windows NT, 
indicates that this delay is not significant enough to degrade the application's 
performance. A lower speed processor may add significant delays to the system. 
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Table 4.2. One-Way End-to-End Delay 
Source 
Audio Capture (framing Delay) 





Receiver Queuing Delay 
Jitter Buffering 
De-packetization 
Audio Codec Decoder 
Audio Playback 
One-way end-to-end Delay Range 
One-way end-to-end Delay Estimate 
*Includes codec algonthm1c lookahead delay. 
See Table 2.1. 
t (k-1) frames - One frame of packetization delay 
overlaps one accumulation frame delay period. 
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Delay 
r;: = :2 * t 1 = 45ms capture 
rMELP-Tx = 4ms + 23ms*=27ms 
r t.Pkr = (k- l)t f = 22.5ms t 
TMAC = 20- 180ms 
TrransPK << I ms tt 




Tb1 = n *t 1 = 90ms 
TMJe-Pkt === Oms 
rMELP-Rx = lms* 
r 1 1 b k = 2 * t 1 = 45ms p av ac · 
282.5ms- 512.5ms 
322.5msttt 
tt Assumes a l 0/ l OOMb Ethernet connection 
ttt Delay estimate assumes a 70ms network 








IMPLEMENTATION OF MELP 2400 BPS CODEC OVER IP 
Introduction 
The purpose of this implementation is to demonstrate a prototype MELP-Over- IP 
system, using the TI MELP 2,400 bps version 1.2 codec installed under MS Windows NT 
4.0. The system will simulate FNBDT transmission for MELP. FNBDT signaling and 
control will not be part of the simulation. The end-to-end implementation will be PC-to-
PC, with a 10/ l 00 Mb Ethernet LAN connection to the Internet. Audio capture and 
playback will be performed with a full-duplex sound card in conjunction with PC system 
calls. Figure 5.1 shows a complete overview of an end-to-end MELP-Over-IP system. 
Each of the modules illustrated in Figure 5.1 will be implemented with threads. 
Threads are independent processes that perform asynchronously and allow smoother 
time-sharing capabilities than would be possible in a single threaded implementation. 
Multi-threaded applications allow sharing of processor time among the different threads 
giving each thread the ability to communicate and execute independently. 
Since the modules (threads) in this application depend on one another, they will 
communicate by means of messages. Messages are passed between modules in order to 
provide synchronization for data flow and notification purposes. Once a message is 
passed, the threads have the ability to perform their specific tasks without interruption of 
the other processes. Through the use of threads and messages the modules in this 
implementation are able to communicate and perform their specific tasks independently. 
This is the key to achieving a real-time system. 
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The following example illustrates the communication and flow between modules. 
The input digital interface samples input speech and collects the speech samples into 
frames then alerts, with a message, the audio codec that a frame is ready. The audio 
codec will accept the message and begin processing the frame of sampled speech. 
Meanwhile, the input digital interface continues sampling the next input speech frame 
without interruption. The same mode of operation is applied to the flow of the remainder 
of the system. 
The remainder of this chapter will consider the implementation of the one-way 
end-to-end MELP-over-IP implementation, shown in Figure 5.1. while applying some of 
the design constraints given in Chapter 4. To achieve the full duplex, two-way. system 
the one-way system is applied in both directions. 
.------------., 
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Figure 5.1. MELP-over-IP system. 
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Input Digital Interface Thread 
The input digital interface is responsible for capturing input speech and delivering 
it to the MELP audio codec. This module uses a standard PC sound interface under 
Windows NT 4.0. For flexibility, low-level wave audio calls are used rather that 
DirectSound or another higher-level interface. The implementation is in C for a high 
degree of compatibility and fine control over the device and data. 
The input audio data is 16 bit PCM sampled at 8kHz. The data is acquired into a 
queue of 22.5ms buffers, each capable of holding 180 samples. This task is accomplished 
with two threads. The two threads perform the data acquisition and the data handling and 
buffering, and thus will be called the data handling thread and the data acquisition thread. 
Once the input data has been properly sampled and buffered, the buffer is passed to the 
MELP codec analyzer thread. A multi-threaded analog input provides for reliable real-
time operation. 
Figure 5.2 shows an overview of the operation of the input digital interface. 
Capture 
Initialization 
•set Data Format 
•open wave device 
•start wave record 
Unprepared Header 
(unprepared 
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Figure 5.2. Input Digital Interface - Audio Recording 
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The capture threads are first initialized by setting the input data format as indicated 
above, and the audio input device is opened and started for recording. The data 
acquisition thread then prepares the buffers for audio recording, and buffers are queued 
for recording. Once the data has been recorded and placed into the buffer, a message. 
WIM_DA T A, is sent from the OS to the data handling thread for processing. The data 
handling thread then copies and prepares the data for use by the audio codec, and sends a 
message, SeOutReady, to the MELP codec thread to indicate that a frame (buffer) of data 
is ready for encoding. The data handling thread also sends a message back to the data 
acquisition thread, SeOutputBuffers, indicating that the buffer has been emptied and is 
ready for reuse (recording again). The data acquisition thread receives the message and 
prepares to use the buffer for recording. The cycle is repeated for each buffer posted for 
recording. As mentioned earlier, two buffers are required, one for receiving the current 
input data and the other for passing the data to the codec. While one buffer is being filled 
with data, the other buffer (with previously acquired recorded data) is being copied and 
serviced by the system. The cycle is then repeated; the buffer that has been serviced is 
queued to receive recorded data while the buffer containing previously captured data is 
copied and serviced by the system. 
MELP Codec Analyzer Thread 
The MELP Codec analyzer thread is responsible for compression of the speech 
signal. For this implementation, the audio codec algorithm (MELP in this case) can be 
implemented to be accessible in two different ways. The codec can be implemented as a 
callable function, or it can be added to the system's list of installed codecs. In the first 
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case, the codec would be accessible only by the calling program. In the second case. the 
codec is installed using the multimedia applet in the control panel and becomes available 
globally to any process that needs it. Accessing the codec as a function call requires that 
the codec algorithm be available and formatted as a function that can accept input and 
output buffers. Having the codec installed through the multimedia applet requires the use 
of Audio Compression Manager (ACM) system calls to access the codec. Other 
multimedia applications such as Window Media Player use ACM system calls to access 
the installed audio codecs in the Windows NT system. 
Whether the audio codec is implemented as a function or as an installed audio 
codec will not change the overall operation and its use in this implementation. However, 
it will affect the initialization and setup of the codec. In this implementation MELP is 
installed as an audio codec with the Multimedia Applet. The codec is initialized and 
accessed using ACM system calls. 
The MELP codec Analyzer thread operates synchronously with the input digital 
interface thread for input speech data, and with the packetization thread for compressed 
output speech data. The MELP codec is called using ACM system calls, via a message 
from the input digital interface. whenever a new buffer is ready for processing. MELP 
accepts buffers (frames) of 180 samples (22.5ms) formatted as raw 16-bit PCM data. 
MELP then returns parameterized frames, unpacked, consisting of nine-32 bit integers as 
defined earlier. The MELP frames are then packed into 56-bit frames, with 2-bit padding 
to provide octet alignment for network transmission. The compressed data consists of 7 
bytes, Figure 4.1 0, stored in a buffer as binary data. Once the compressed data has been 
stored, the MELP codec analyzer thread sends a message to the packetization thread to 
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indicate a frame is ready for packetization. then it waits for the next uncompressed frame 
from the input digital interface to become available for processing. 
Packetization Thread 
The packetization thread operates synchronously with the MELP codec analyzer 
thread. The packetization thread is responsible for accepting packed MELP frames and 
processing them into formatted packets for transmission. Figure 5.3 illustrates the 
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Figure 5.3. Packetization Thread - Transmitter 
The packetization thread waits for a message from the MELP codec thread 
indicating that a frame is ready for transmission. The packed MELP frames are 
accumulated until the desired number of frames per packet, k, is reached. A 3:2-bit OSU 
header is prefixed to each packet. The header consists of serialization, frames per packet. 
and simulation mode, Figure 4.11. Each of these three fields in the packet header consists 
of 8 bits. There is an additional unused 8-bit field to make the complete 32-bit header. 
The serialization field contains an 8-bit, modulo-255 serial sequence number 
assigned to each packet. The frames per packet field is a variable field that specifies the 
number of frames included in the current packet. The simulation mode field contains the 
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current FNBDT mode in which the system is operating. A discussion of the simulations 
modes and FNBDT frame formats can be found in Chapter 2. 
Within the packetization scheme, packets are sent in relation to the FNBDT 
superframe simulation modes. A sync management frame is sent with the first packet 
within an FNBDT superframe. MELP packets are then sent sequentially until the last 
frame in a superframe is included in a packet. Then the next sync management frame is 
sent with the first frame of the next superframe. The sync management frame in mode 2 
replaces the first MELP frame in the transmission of the FNBDT superframe. At the 
receiver, if the mode of operation is mode 2 the sync management frame is checked and 
discarded, and the MELP frame it replaced is replaced with the previously received 
frame. If the system is in mode 1 the sync management frame is simply checked and 
discarded. The sync management frame in this implementation is used for simulation 
purposes only and does not contain any relevant information. 
Once the packetization process has been completed and a packet is ready for 
transmission across the network, the packetization thread signals the network thread. The 
packetization thread then waits for the next compressed MELP frame for assembly into 
the next packet for transmission. 
Network Interface 
The network module manages network data exchanges between the transmitter 
and the receiver. The network module is responsible for transmitting and receiving 
packets from the network. In order to accomplish this task the network module is divided 
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into two threads for both the transmitter and the receiver: the network interface thread 
and the network transmitter/receiver thread. 
The network transmitter interface thread establishes the initial connection. It 
performs the necessary handshaking and setting up of protocols and addressing necessary 
for data transfer from source to destination. As stated in Chapter 4. the system has two 
communications channels: data and signaling. The data channel uses UDP as the 
transport protocol, while the signaling channel uses TCP. 
TCP Transmitter Signaling Channel Initialization 
The TCP signaling channel, also referred to as the control channeL establishes the 
initial connection between the transmitter and the receiver. Signaling provided by this 
channel may include a "heart beat" and soft hang-up for convenience and demonstration 
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Before continuing with the connection initialization process, it is necessary to first 
look at the concepts of sockets and ports. Sockets enable the transferring of data between 
remote processes, which makes it an OSI layer 5 service. Layer 5 is the session layer and 
is responsible for end-to-end delivery of messages. Sockets allow applications to view 
network communication almost as they would an 1/0 stream. They enable applications to 
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use TCP/IP (including UDP) services, OSI layers 3 and 4, for delivery of messages 
among applications across the network. Ports allow the transfer of data across the 
network between multiple machines and multiple processes through the use of an IP 
address. The port allows several processes within a machine to share the IP address 
assigned to the machine. An application establishes an association with a port and the IP 
address to provide communication with another process on a remote system. Both TCP 
and UDP require the port number on both systems (machines communicating) in the 
transport of data. The use of ports along with sockets enables the communication by two 
processes across the network as a simple I/0 stream. 
Referring to Figure 5.4, a socket is first initialized with TCP specified as the 
protocol. The socket is then associated (bound) with the local port and IP address. The 
socket is next placed into a state where it listens for an incoming connection request from 
the receiver. When the receiver makes a connection request the socket accepts the 
connection enabling data to be transferred between systems. For the TCP signaling 
connection sequence see Figure 5.8. 
UDP Transmitter Data Channel Initialization 
The UDP data channel initialization is similar to the TCP channel connection 
sequence. Figure 5.5 shows the UDP data channel initialization. 
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MELP over IP 
Once the TCP signaling connection has been established. the UDP data channel begins its 
initialization for communication. A socket is initialized with UDP as the protocol. and the 
local port is associated with the socket. The IP address of the remote system is acquired 
and a connection attempt is made between the process and the local socket. If the 
connection attempt is unsuccessful the system will repeat until the connection is made. In 
the case of this connection-less socket, this connect attempt is merely to establish a 
default destination address that can be used on subsequent send and receive calls. since 
no connection will actually be established. During the connection attempt the socket is 
given the destination system's IP address. Upon the establishment of a connection with 
the local socket an association packet is sent to the receiver to verify (or complete) the 
UDP connection. The receiver system will in turn receive the association packet as 
validation of communication between the two machines. The association packet will 
contain the initial simulation mode and number of frames included per packet. For the 
UDP data connection sequence see Figure 5.9. 
TCP Receiver Signaling Channel Initialization 
As with the TCP transmitter, the receiver socket is initialized with TCP as the 
protocol. The receiver then attempts to make a connection with the remote socket using 
the remote port and IP address. If the connection is not made immediately, which is 
usually the case, the process is repeated until successful. Once the transmitter accepts the 
connection, the connection is complete and the socket can send and receive data. Figure 
85 
5.6 shows the TCP receiver interface initialization. The TCP receiver connection 
sequence is illustrated in Figure 5.8. 
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Figure 5.6. TCP Receiver Signaling Channel Initialization 
UDP Receiver Data Channel Initialization 
After the TCP signaling channel connection has been established, the UDP 
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Figure 5.7. UDP Receiver Data Channel Initialization 
The receiver socket is initialized with UDP as the protocol. The socket is then associated 
(bound) with the local port and IP address. The socket waits for the association packet 
from the receiver to complete, or confirm, the connection. The receiver also learns the 
transmitter's IP address from the association packet, although this information is not used 
in the current implementation. 
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For a complete look at the transmitter and receiver relationship refer to figure 
4.12. 
Receiver (RX) Transmitter (XMTR) 
•initialize socket (TCP) •initialize socket (TCP) 
•remote XMTR address •local XMTR address 
•bind socket 
•listen for connection 
•connect to XMTR 
•accept connection 
•recv <(------------------- •send 
• close socket • close socket 
Figure 5.8. TCP Signaling Channel Connection Sequence [ 42] 
Receiver (RCVR) Transmitter (XMTR) 
• initialize socket (UDP) •initialize socket (UDP) 
•local RCVR address •remote XMTR address 
•bind socket 
•connect to XMTR 
•recv <(------------------- •send (Association Packet) 
• close socket • close socket 
Figure 5.9. UDP Data Channel Connection Sequence [42] 
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Network Transmitter Thread 
The network transmitter thread operates synchronously with the packetization 
thread. The network transmitter thread waits for a message from the packetization thread 
indicating a packet is ready to be sent to the receiver. Upon reception of the message the 
network transmitter thread accepts the packed and formatted packet from the 
packetization module. adds the UDP and IP headers and sends the UDP packet on the 
assigned network port. In this implementation the network driver adds UDP and IP 
headers. Once the "send" function call is invoked the system adds the respective headers 
and transmits the packet, via the connected socket, to its destination. 
Network Receiver Thread 
The network receiver thread listens on the assigned UDP port for data packets 
from the transmitter. If there is no data available at the socket (connected to the UDP 
port), the network receiver thread blocks and waits until data arrives. The network 
receiver thread does not provide buffering of input packets, but the operating system 
provides some network buffering, earlier referred to as receiver queuing. Receiver 
queuing buffers are used to prevent input buffer overflow as packets arrive from the 
network. The amount of receiver queue buffering the Windows NT 4.0 operating system 
provides is undocumented, but the delay associated with the buffer is estimated as much 
less then 1 ms. Therefore, when a packet is read from the network socket (port), we will 
assume that it arrives at precisely the instant it was received. 
Once data arrives from the transmitter, the network receiver thread receives the 
packet from the connected socket and the network driver strips the packet of its IP and 
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UDP headers. The OSU packet header is then checked for packet sequencing and to 
verify that the complete packet has been received. If the complete packet is not received. 
calculated based on the number of frames per packet header field. the network receiver 
will hold the incomplete packet and attempt to get the remainder of the packet. 
In order to insure that the packet received is the expected packet, the network 
receiver thread examines the packet sequence number in the received packet's header. 
The network receiver thread communicates with the de-packetization thread in 
determining the expected received packet. The de-packetization thread communicates 
with the output digital interface in determining when a packet will be considered late or 
lost based on its scheduled packet playback time. There will be further discussion on 
these topics later in the de-packetization thread and output digital interface thread 
sections below. 
Based on the received packet sequence number, and the network receiver thread's 
expected packet sequence number, the network receiver thread determines if the packet is 
"valid". If the received packet sequence number is less than the expected packet sequence 
number, then the packet has been determined by the output digital interface to be late, so 
it is deleted (discarded). If the received packet sequence number exceeds the expected 
packet sequence number. the received packet is considered out-of-order and is also 
discarded. Finally, if the received packet sequence number is equal to the expected 
sequence number, then the packet is considered "valid" and is accepted for processing. 
In the case of a lost packet, the packet will have been deemed lost by the output 
digital interface based on it's scheduled playback time and the expected packet sequence 
number would have been incremented by the de-packetization module. The de-
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packetization module will have replicated the lost packet and the new expected packet 
sequence number would have taken into account the lost packet. 
Once a "valid" packet is received, the network receiver interface sends a message 
to the de-packetization thread indicating a "valid" packet was received. "Invalid" 
received packets do not generate a message to the de-packetization thread. The de-
packetization thread independently replicates lost or late packets based on 
communication with the output digital interface. 
De-Packetization Thread 
The de-packetization thread at the receiver operates synchronously with the 
network receiver thread. The de-packetization thread is responsible for accepting 
received packets from the network receiver thread and disassembling them into 
compressed MELP frames to be fed to the MELP codec synthesizer thread. It also 
maintains the expected sequence count for incoming packets. Figure 5.1 0. shows the 
operation of the de-packetization thread at the receiver. 
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Network ___ , 
Module ~--v 
Received from Header Packets 
' Network ~ Mode evaluation ~ -left with MELP frame. -r---v - Frame replacement r---v •packed MELP frames)-
Monitors packet sequenc( 
- Packet replacement 
~ ~ 










The de-packetization thread waits for a message from the network receiver 
interface thread and the output digital interface thread. The network receiver thread will 
send a message when a packet is ready for processing. The message from the output 
digital interface thread indicates that a packet is lost or late and must be replaced by a 
previously received packet or replaced with silence in the case of excessive loss. 
When a packet is received and ready for processing, the de-packetization thread 
accepts the packet and examines the OSU packet header. The number of frames per 
packet field determines how many MELP frames are to be unpacked from the received 
packet. The mode field in the header gives the FNBDT mode the packets follow. If 
operating in mode 0, Clear MELP, or mode 2, Blank and Burst, Figure 2.11 and 2.12, 
then the first frame in the first packet in the FNBDT superframe is a sync management 
frame that has replaced the first compressed MELP frame. The de-packetization module 
must then replace the missing MELP frame with the previously received MELP frame. 
All other packets belonging to that FNBDT superframe will be unpacked as normal. If 
the FNBDT mode is 1 Burst without Blank, the first frame in the first packet in the 
FNBDT superframe will also be a sync management frame, Figure 2.13, but it will be 
followed immediately by the first compressed MELP frame. The sync management frame 
is discarded and frame replication is not necessary. 
The de-packetization thread keeps track of incoming packets by maintaining an 
expected packet sequence number. The de-packetization thread receives notification from 
the output digital interface when a packet is considered late or lost. The de-packetization 




frames are replaced with the previously received packet's frames. If there is excessive 
packet loss. the de-packetization thread replaces the lost packet frames with silent frames. 
Once a packet is accepted from the network receiver thread. and forwarded to the 
de-packetization thread, the OSU header is evaluated and removed. Next the packet is 
disassembled into packed MELP frames. The packet is dissembled into a buffer based on 
mode and number of frames per packet. A message is then generated to notify the MELP 
codec synthesizer that compressed MELP frames are ready for processing. 
MELP Synthesizer Thread 
The MELP synthesizer thread accepts packed frames from the de-packetization 
thread. The MELP synthesizer thread unpacks the packed 56-bit MELP voice frames into 
the parameterized nine-32 bit integer frames for synthesis by MELP into audio frames. 
The frames are processed as they become available from the network module without any 
additional delay. The MELP codec synthesizer is called through ACM system calls. 
The MELP synthesizer thread prepares processed (synthesized) frame data for 
audio playback. It signals the output digital interface thread whenever a new audio frame 
is ready for queuing for playback. 
Output Digital Interface Thread 
The output digital interface accepts prepared audio buffers from the MELP 
synthesizer thread for audio playback. The output digital interface. like the input digital 
interface, uses two threads to perform audio playback, the playback queuing thread and 
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Figure 5.11. Output Digital Interface - Audio Playback 
Once the message, SelnReady, is received from the MELP codec synthesizer 
thread indicating that buffers (frames) are ready, the playback queuing thread queues the 
buffers of audio data to the playout device for audio playback. The playback queuing 
thread first initializes the playback device by setting the output data format. Then the 
playback device is opened and started. As buffered frames become available from the 
MELP codec synthesizer, they are copied to the playback buffer. The playback queuing 
thread prepares and queues the playback buffers for continuous playback by the playback 
device. 
An initial hold time or queuing delay is introduced for jitter compensation. A 
FIFO buffer is used for the initial hold time and playback buffer queue. The FIFO buffer, 
also known as the jitter buffer, will store the output speech samples, one frame at a time, 





















Figure 5.12. First in First Out (FIFO) playback buffer 
The number of buffers that are pre-stored in the FIFO will determine the amount 
of jitter that is correctable. Each MELP frame is equivalent to 22.5ms of speech. 
Therefore it will take 22.5ms to play out a frame of speech. If the buffer holds 3 frames 
of speech at 22.5ms per frame, 180 samples, 8.000 samples/sec. this gives a maximum 
jitter compensation of 67.5ms. Packets with inter-arrival delay~ greater than 67.5ms will 
be too late for playback and considered lost. 
The playback queuing thread sends a message, WOM_DONE, to the playback 
buffer thread when a queued buffer has been played out. Once the message is received 
the playback buffer thread free~ the played buffer for re-use by the playback queuing 
thread. The playback buffer thread also monitors FIFO buffer usage to predict late and 







This thesis has presented the design and development of a voice over IP system 
using the new proposed federal standard MELP 2400 bps voice coder developed by 
Texas Instruments. This implementation provided a mechanism for studying the effects 
of various design decisions on the overall system performance. including packet length 
and number of voice frames per packet, loss recovery schemes, and other system 
constraints that are characteristic of voice over IP systems. It demonstrated the 
application of MELP, or a similar low rate speech coder, in a VoiP system. This 
implementation simulated one application of the Future NarrowBand Digital Terminal 
currently under development by the U.S. government, and it provided a structure for 
future testing and evaluation of MELP with FNBDT. 
The design considered various issues associated with adapting the MELP codec 
for use in a network communications application, as well as some of the Quality of 
Service (QoS) issues associated with the transmission of low rate voice over a packet-
switched network using the FNBDT operational modes. This implementation 
demonstrated that the output format of MELP provides a good match for transmission of 
voice over packet-switched networks. MELP was shown to have the compression ratio 
necessary to make voice transmission across bandwidth-constrained packet-switched 
networks possible, and MELP' s frame-oriented output format was shown to match well 
with the network packet format used for transporting data. 
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Several factors affecting Quality of Service with a VoiP system were discussed. 
including end-to-end delay, packet inter-arrival time, packet loss, out-of-order packets 
and jitter. End-to-end delay was shown to be the most constraining factor. having the 
greatest impact on other system design considerations such as packet length. number of 
voice frames per packet, loss recovery schemes, etc. End-to-end delay was illustrated to 
be particularly important when frame length is short as it is in most low-rate voice 
application, giving rise to a pronounced tradeoff between network overhead and del:ly. 
The VoiP design using the TI MELP 2400 bps voice coder described in this thesis 
has been implemented, but continues to be under development. The end-to-end 
implementation is a PC-to-PC system running MS Window NT 4.0, with a 101100 Mb 
Ethernet LAN connection to the Internet. The MELP codec is accessed as an installed 
codec under the ACM. The system uses multiple threads for the end-to-end system 
components to maintain real-time operation. The system simulates the FNBDT MELP 
communications modes without regard to signaling and encryption. 
Suggestions for Future Work 
The MELP VoiP implementation and FNBDT simulation described in this work 
provide a framework that can be applied to investigate the performance of FNBDT and 
VoiP. This system can facilitate the further study of MELP' s performance under varying 
network and packet loss conditions. It may also be used to demonstrate the use of other 
low rate codecs with FNBDT or in other VoiP applications. 
The study of various QoS issues relating to VoiP performance represents a natural 
extension and continuation of this work. Areas for future investigation include the study 
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of various issues relating to network delay, packet loss, and packet inter-arrival delays 
and their effects on system performance. Additional possible topics for investigation 
include system design decisions such as packet length, packet loss recovery schemes. 
number of voice frames to include per packet, jitter buffering. and other system 
constraints. 
This implementation may be used to investigate the performance of FNBDT over 
dissimilar networks including Internet, digital cellular (wireless) and combinations of 
such networks. Such combinations of networks will be common when FNBDT and 
similar systems are deployed. As a result, knowledge of how FNBDT performs in such 
mixed environments will be very useful if QoS is to be maximized. Finally, this system 
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