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Abstract
The fifth generation (5G) cellular system is being developed with a vision of 1000
times more capacity than the fourth generation (4G) systems to cope with ever
increasing mobile data traffic. Interference mitigation plays an important role
in improving the much needed overall capacity especially in highly interference-
limited dense deployment scenarios envisioned for 5G. Coordinated multi-point
(CoMP) is identified as a promising interference mitigation technique where mul-
tiple base stations (BS) can cooperate for joint transmission/reception by ex-
changing user/control data and perform joint signal processing to mitigate inter-
cell interference and even exploit it as a useful signal. CoMP is already a key
feature of long term evolution-advanced (LTE-A) and envisioned as an essential
function for 5G. However, CoMP cannot be realized for the whole network due
to its computational complexity, synchronization requirement between coordinat-
ing BSs and high backhaul capacity requirement. BSs need to be clustered into
smaller groups and CoMP can be activated within these smaller clusters.
This PhD thesis aims to investigate optimum dynamic CoMP clustering so-
lutions in 5G and beyond wireless networks with massive small cell (SC) deploy-
ment. Truly self-organised CoMP clustering algorithms are investigated, aiming
to improve much needed spectral efficiency and other network objectives espe-
cially load balancing in future wireless networks. Low complexity, scalable, stable
and efficient CoMP clustering algorithms are designed to jointly optimize spectral
efficiency, load balancing and limited backhaul availability.
Firstly, we provide a self organizing, load aware, user-centric CoMP clustering
algorithm in a control and data plane separation architecture (CDSA) proposed
for 5G to maximize spectral efficiency and improve load balancing. We introduce
a novel re-clustering algorithm for user equipment (UE) served by highly loaded
cells and show that unsatisfied UEs due to high load can be significantly reduced
with minimal impact on spectral efficiency. Clustering with load balancing algo-
rithm exploits the capacity gain from increase in cluster size and also the traffic
shift from highly loaded cells to lightly loaded neighbours.
Secondly, we develop a novel, low complexity, stable, network-centric cluster-
i
ing model to jointly optimize load balancing and spectral efficiency objectives
and tackle the complexity and scalability issues of user-centric clustering. We
show that our clustering model provide high spectral efficiency in low-load sce-
nario and better load distribution in high-load scenario resulting in lower number
of unsatisfied users while keeping spectral efficiency at comparably high levels.
Unsatisfied UEs due to high load are reduced by 68.5% with our algorithm when
compared to greedy clustering model. In this context, the unique contribution of
this work that it is the first attempt to fill the gap in literature for multi-objective,
network-centric CoMP clustering, jointly optimizing load balancing and spectral
efficiency.
Thirdly, we design a novel multi-objective CoMP clustering algorithm to in-
clude backhaul-load awareness and tackle one of the biggest challenges for the real-
ization of CoMP in future networks i.e. the demand for high backhaul bandwidth
and very low latency. We fill the gap in literature as the first attempt to design a
clustering algorithm to jointly optimize backhaul/radio access load and spectral
efficiency and analyze the trade-off between them. We employ 2 novel coali-
tional game theoretic clustering methods, 1-a novel merge/split/transfer coali-
tional game theoretic clustering algorithm to form backhaul and load aware BS
clusters where spectral efficiency is still kept at high level, 2-a novel user transfer
game model to move users between clusters to improve load balancing further.
Stability and complexity analysis is provided and simulation results are presented
to show the performance of the proposed method under different backhaul avail-
ability scenarios. We show that average system throughout is increased by 49.9%
with our backhaul-load aware model in high load scenario when compared to a
greedy model.
Finally, we provide an operator’s perspective on deployment of CoMP. Firstly,
we present the main motivation and benefits of CoMP from an operator’s view-
point. Next, we present operational requirements for CoMP implementation and
discuss practical considerations and challenges of such deployment. Possible so-
lutions for these experienced challenges are reviewed. We then present initial
results from a UL CoMP trial and discuss changes in key network performance
indicators (KPI) during the trial. Additionally, we propose further improvements
to the trialed CoMP scheme for better potential gains and give our perspective
on how CoMP will fit into the future wireless networks.
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Chapter 1
Introduction
Future wireless cellular networks will be under tremendous pressure with the in-
creasing data demand as the user behavior changes with popular high bandwidth
applications. While smart phones become very popular, high bandwidth hun-
gry applications like video streaming, multimedia file sharing etc. becomes more
popular. With 5G, more diverse applications like massive machine type commu-
nications, ultra-reliable and low latency communications and enhanced mobile
broadband will be widely available. Massive additional capacity is required to
handle these wide-range of diverse applications. Mobile data traffic has been
growing rapidly and it is expected to grow at an annual growth rate of 46% over
the next 5 years i.e. a 7-fold increase is expected by 2022 [53]. Moreover, a 1000
fold increase in mobile data traffic is expected for 5G beyond 2020 [101,129]. To
enable 5G to cope with this tremendous increase in data growth, following three
development areas in the emerging wireless landscape are proposed [80,101,129].
1. Network Densification - Massive small cell deployment
2. Increased Spectral Efficiency - CoMP, Multiple Input-Multiple Output (MIMO),
Enhanced coding techniques
3. Additional Spectrum
Figure 1.1 illustrates the potential capacity gains expected from each of the
three key capacity enhancement proposed for 5G [80, 101, 129]. Biggest capacity
gains are expected from network densification: a massive deployment of SCs will
be required [87, 111] in search for additional capacity. Dense SC deployment
in heterogeneous cellular networks (HetNet) will lead to a severely interference
limited network depending on the available frequency spectrum. More advanced
inter-cell interference mitigation techniques will need to be deployed to combat
interference and improve spectral efficiency. Improved spectral efficiency will lead
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to much needed capacity enhancement as highlighted above as one of the three
key development areas for 5G capacity requirement.
Network 
Densification
Additional 
Spectrum
Increased 
Spectral 
Efficiency
[40x – 50x] [5x – 10x] [3x – 5x]
Overall 5G Capacity [600x – 2500x]
Figure 1.1: Proposed capacity enhancements for 5G.
CoMP or network-MIMO is the emerging technology which is proposed to
reduce interference especially at the cell edge and hence improve high data rate
footprint especially in dense deployment interference limited scenarios. CoMP has
been introduced for LTE-A by the third generation partnership project (3GPP)
in Release 11 [6] and it is widely discussed in literature as a key feature for
5G [112,114,186]. CoMP is expected to be part of 5G in 3GPP Release 16 which
is expected to be released in June-2020 [67]. Massive MIMO is has been already
part of 5G in the first release (Release 15) and it is being extended to CoMP
with non-coherant joint transmission in Release 16. Introduction of CoMP will
especially aim to improve reliability of ultra-reliable, low latency use case for
5G. Further CoMP enhancements are also expected from 3GPP in Release-17
especially on channel state information (CSI) acquisition to tackle blockage issue
in mmWave frequencies [67].
1.1 Motivation
CoMP technology makes use of the shared data between coordinating transmis-
sion points (TP) and inter-cell interference is mitigated or even exploited as mean-
ingful signal at the receiver. Coordination between all cells in the network is very
complex due to precise synchronization requirement within coordinated cells, ad-
ditional pilot overhead, additional signal processing, complex beamforming de-
sign and scheduling among all BSs. It will require high bandwidth backhaul links
due to CSI and/or user data exchange between all BSs [82, 93]. To reduce this
overhead, smaller size cooperation clusters are required where coordination only
takes place within the cluster. Optimum cooperating cluster selection is key for
maximizing the benefits of CoMP.
2
Chapter 1. Introduction
CoMP Cluster Boundary Sleeping Cell
Figure 1.2: Dynamic multi-objective CoMP clustering illustration in CDSA ar-
chitecture.
A number of challenges need to be critically evaluated for a comprehensive
CoMP clustering approach to maximise the benefits of CoMP:
• Is it efficient to deploy CoMP ? The first question which need to be
answered is, if it is worth deploying CoMP for individual cells in a given
network setup. Would the overheads for deploying CoMP be more than the
gains it provides ? As illustrated in Figure 1.2, cells closer to each other
need to form clusters for cooperation as the CoMP gains would be maxi-
mized when there is severe inter-cell interference which can be mitigated.
However, isolated cells may need to work without coordination, based on
the limited amount of inter-cell interference experienced from other cells.
In addition, users close to the cell center may not experience high inter-cell
interference, however cell edge users will suffer from high interference hence,
it can be more efficient to deploy CoMP for cell edge users only. In [63],
authors presented a dynamic clustering scheme and suggested no spectral
efficiency gain in employing CoMP in high signal-to-interference-plus-noise
ratio (SINR) region due to additional pilot signalling required for CoMP,
reducing spectral efficiency more than the expected gains. Users are allo-
cated CoMP clusters or CoMP is not used based on their SINR from the
local serving BS. It is shown that CoMP gains are maximized when received
power levels from coordinating cells are close to the received power levels
of the local serving cell. Hence it can be concluded that CoMP gains vary
with network density and CoMP may not need to be deployed for some cells
based on their location, user profile and the amount inter-cell interference.
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• How many cells in the cluster ? Cluster size is another key param-
eter for optimal CoMP clustering. Too small clusters will fail to provide
full achievable gains from CoMP, on the other hand, big cluster size will
lead to increased overhead on CSI feedback and backhaul capacity [117].
Increased cluster size will give better weighted sum rate [145] but with the
cost of additional signal processing and increased feedback and signalling.
Moreover, increased cluster size can lead to energy inefficiency in terms of
achieved bits/joule [52]. As illustrated in Figure 1.2 for an example CDSA
architecture, some clusters will have 6 cells, others will have 5 or 4 and some
others will reduce cluster size by switching off some cells within the cluster
for energy efficiency. Hence, there is no ideal fixed cluster size, instead,
cluster size needs to be a dynamic parameter in the clustering algorithm
which needs to change based on channel conditions, user profile and network
density.
• Which cells to switch off for energy efficiency? As illustrated in
Figure 1.2, some cells can be switched off by forming intelligent CoMP
clusters to enhance SINR and make sure minimum SINR is provided while
some cells are switched off for energy efficiency. A number of network
objectives will need to be considered for BS switch-off:
– Can the remaining capacity in the cooperating cluster cope with the
traffic demand for a given quality of service (QoS)?
– Is SINR provided by the cooperating cluster without the sleeping cell
over the minimum threshold ?
– Do the cells within the cooperated set have enough backhaul band-
width to cope with increased traffic when a cell is switched off for
energy efficiency ?
• Multi-objective Clustering: CoMP clustering need to maximize spec-
tral efficiency improvement as the key objective of CoMP, however other
network objectives and limitations need to be taken into account for CoMP
clustering for a more realistic approach. Cooperation introduce additional
capacity in the network by improving spectral efficiency [82]. Intelligent
clustering algorithms can be employed to support load balancing by shifting
traffic from highly loaded cells to its neighbouring clusters. Increased clus-
ter size can also uplift capacity in hotspot areas based on network topology.
However, backhaul bandwidth requirement will also increase with increased
cluster size. So backhaul load need to be considered while increasing cluster
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size. On the other hand, BS sleeping can be considered to reduce energy
consumption and also backhaul requirement. Overall, alongside with spec-
tral efficiency, other network objectives like load balancing, energy efficiency
and backhaul limitations need to be considered for intelligent CoMP clus-
tering.
Given the challenges for CoMP clustering design as discussed above, static
clustering based on a fixed topology will fail to give expected gains for future net-
works as the network topology will be dynamically changing with on/off sleeping
cells, user deployed cells with unknown location etc. Moreover, spatio-temporal
distribution of users and service demands dynamically changes. To maximize
CoMP gains, clustering algorithms need to be able to accurately respond to these
dynamically changing network conditions and user profiles. Self-organised, dy-
namic CoMP clustering algorithms are required to maximize multiple objectives
like spectral efficiency, energy efficiency and load balancing while taking limita-
tions into account, such as increased complexity and available bandwidth.
1.2 Objectives
This PhD project aims to investigate dynamic CoMP clustering techniques with
multiple objectives to maximize CoMP gains for future wireless networks. There
has been a number of studies carried out for CoMP clustering already but there
is very few work on multi-objective clustering where multiple network objectives
are jointly optimized for CoMP clustering. As stated in above section, energy
efficiency, load balancing, backhaul availability and spectral efficiency are directly
related with each other and severely related to how CoMP cluster should be
structured. CoMP is likely to be deployed in densely populated areas where there
is interference limited dense deployment and there is inevitable hotspot areas at
certain times of the day which results in significant load imbalance between BSs.
This research fills the gap in literature to introduce load balancing as a key
objective to CoMP clustering and provides insights on dynamic CoMP clustering
solutions to jointly optimize load balancing and other network objectives.
In this context, the objectives of this thesis are:
• To provide an extensive literature review of CoMP clustering solutions and
critically review strong and weak points of available solutions, provide gaps
in literature and identify future research directions.
• To provide insights of load aware dynamic CoMP clusters where backhaul
load, RAN load and spectral efficiency are jointly optimized and trade-off
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between the performance of various objectives and overheads/complexity
are analyzed.
• To provide a real CoMP implementation case from a major network op-
erator in the UK to assess the deployment challenges against the impact
of CoMP on main KPIs and provide essential improvements required for
future networks.
• To provide future trends and research directions for CoMP clustering and
conclusions from our work.
1.3 Research Contributions
Main contributions of this thesis are summarized as follows:
• A comprehensive literature survey has been conducted on CoMP cluster-
ing. Enabling technologies for CoMP like centralized radio access network
(C-RAN) and CDSA are analyzed, various types of CoMP techniques are
compared against their implementation challenges. State of the art has
been surveyed and two novel taxonomies for CoMP clustering are intro-
duced based on self organization and clustering objectives. This extensive
survey has been successfully published in IEEE Communications Surveys
and Tutorials journal [30].
• A novel load aware, self-organised user-centric CoMP clustering algorithm is
developed where load balancing and spectral efficiency objectives have been
jointly optimized for CoMP clustering. This work is the first attempt to fill
the gap in literature introducing load balancing as one of the key objectives
for CoMP clustering. Numerical results promises significant improvement
on load balancing by dynamically changing the cluster size and re-clustering
to move load from congested cells. This work is successfully published in
IEEE Access journal [32].
• User-centric clustering solutions provide an upper bound for CoMP gain,
but introduce high complexity for realistic CoMP implementation, espe-
cially when the network size is large. To reduce this limitation, a novel load
aware, network-centric clustering solution is provided where user-centric
clustering algorithm can be implemented within smaller network-centric
clusters. Network clustering problem is formulated as a coalitional game
where a novel utility function is developed to jointly optimize load balancing
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and spectral efficiency. Stability and complexity aspects of the algorithm
is extensively studied. This work is successfully published in IEEE Access
journal [31].
• A further network-centric clustering model is developed to include back-
haul load as an additional network objective alongside with RAN load and
spectral efficiency. As backhaul bandwidth is a key dependency for CoMP
implementation, backhaul load balancing is an important objective for any
CoMP implementation. Two unique coalitional games are designed, first
one for forming and dynamically updating the BS clusters and the second
one is for moving the users between the BS clusters to further reduce load on
congested BSs and improve backhaul/RAN load balancing and user satis-
faction. This work is being submitted for publication in "IEEE Transactions
on Wireless Communications".
• A real network CoMP deployment for a major UK operator is analyzed,
various deployment challenges and performance impact is assessed. Addi-
tional CoMP enhancements are identified for improved performance in 5G
and beyond future networks. This work is published as a chapter in Book:
Access, Fronthaul and Backhaul Networks for 5G and Beyond. Institution
of Engineering and Technology (IET), 2017 [81].
1.4 Thesis Outline
The rest of the thesis is organised as follows:
Chapter 2 presents the state of the art on CoMP clustering. We first present
the need for CoMP and the clustering challenge in future wireless networks and
briefly evaluate different types of CoMP implementation. We then introduce self
organization concept as an important framework for dynamic CoMP clustering.
Next, we present two novel taxonomies on existing CoMP clustering solutions,
based on self organization and aimed objective function. Strengths and weak-
nesses of the available solutions in the literature are critically discussed. This
extensive literature review has been published in IEEE Communications Surveys
and Tutorials Journal [30].
Chapter 3 presents our first study on a self-organizing user-centric CoMP
clustering algorithm in a CDSA scenario proposed for 5G. We aim to maximize
spectral efficiency for a given maximum cluster size, and we further improve this
clustering algorithm to distribute load from highly loaded cells to other lightly
loaded neighbours for multi-user (MU), joint transmission (JT) CoMP case. We
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introduce a novel re-clustering algorithm for UEs served by highly loaded cells
and show that unsatisfied UEs due to high load can be significantly reduced with
minimal impact on spectral efficiency. This work has been published in IEEE
Access journal [32].
In Chapter 4, we extend our work on Chapter 3 to a novel load aware
network-centric clustering model. We develop a load aware clustering model by
employing a merge/split concept from coalitional game theory. A load aware
utility function is introduced to maximize both spectral efficiency and load bal-
ancing objectives. We show that proposed load aware clustering model dynami-
cally adapts into the network load conditions providing high spectral efficiency in
light load conditions and results in better load distribution with significantly less
unsatisfied users in over-load conditions while keeping spectral efficiency at com-
parable levels when compared to a greedy clustering model. Simulation results
show that proposed solution can significantly reduce the number of unsatisfied
users due to over-load conditions when compared to greedy clustering algorithm.
Furthermore, we analyze the stability of the proposed solution and prove that it
converges to a stable partition in both homogeneous network (HN) and random
network (RN) with and without hotspot scenarios. Additionally, we show the
convergence of our algorithm into the unique clustering solution with the best
payoff possible when such solution exists.
In Chapter 5, we further extend our work from Chapter 4 and develop a
multi-objective, load aware dynamic CoMP clustering model to optimize back-
haul load in addition to spectral efficiency and RAN load. We formulate our
load aware model as two coalitional sub-games for SC and UE clustering respec-
tively. Merge/split/transfer actions for each sub-game are defined, complexity
and stability analysis are provided. Extensive simulation results show that our
model dynamically allocates clusters to avoid backhaul limited sites and achieves
significantly better load balancing with reduced unsatisfied users and increased
throughput in high load scenario. Our backhaul aware model provides an ad-
ditional 21.9% average throughput when compared to the same model without
backhaul awareness in the case when all BSs are backhaul limited.
In Chapter 6, we present a commercial network CoMP trial results, and
discuss operational challenges and further improvements to currently available
solutions. This work is published as a book chapter in: "Access, Fronthaul and
Backhaul Networks for 5G and Beyond. Institution of Engineering and Technol-
ogy (IET), 2017" [81].
Chapter 7 provides a summary of major findings presented, draws conclu-
sions and identifies future research directions.
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Background and State-of-the-Art
In this chapter, we provide a comprehensive survey on the state-of-the-art on
one of the key challenges of CoMP implementation: CoMP clustering. As a
starting point, we present a brief essential background about CoMP, enabling
network architectures and the clustering challenge. We then introduce self or-
ganizing networks (SON) as an important concept for effective dynamic CoMP
clustering to maximize CoMP gains. Next, we present two novel taxonomies on
existing CoMP clustering solutions, based on self organization and aimed objec-
tive function. Strengths and weaknesses of the available clustering solutions in
the literature are critically discussed. We then conclude the chapter with a sum-
mary of lessons learnt, future open research areas and how our work presented
in the following chapters have fulfilled some of the gaps in literature. Most of
this work has been published in IEEE Communications Surveys and Tutorials
journal [30].
2.1 Introduction
Optimal CoMP clustering is one of the key challenges for CoMP implementation
for future wireless networks. Selecting the right group of BSs for cooperation for
a given network/user profile is key to maximize potential CoMP gains. Trade-off
between the overhead and interference cancellation benefits needs to be taken into
account for optimum cluster size design. There are multiple objectives for CoMP
clustering and the right balance between the various efficiency/overhead indica-
tors is a challenge. For example, maximizing spectral efficiency with CoMP clus-
tering can degrade energy efficiency and backhaul limitations may prevent such
cluster design. Hence, a comprehensive clustering approach should be considered
to achieve the right balance between multiple objectives of future networks such
as energy efficiency, load balancing, spectral efficiency and backhaul availability.
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Main scope of this chapter is to provide an extensive survey of CoMP clustering
techniques in the literature over the last decade. We provide a novel taxonomy
on CoMP clustering techniques, critically discuss the strengths and weaknesses
of the available solutions in the literature. The rest of the chapter is structured
as follows:
In Section 2.2, we review the relevant work on CoMP clustering and show our
novel contribution with this survey. In Section 2.3, we provide an essential back-
ground about CoMP, main types of CoMP implementation, associated challenges
and the enabling network architectures. In Section 2.4, we introduce a key frame-
work for CoMP clustering challenge and present self organizing networks (SON)
as an important platform to implement effective dynamic CoMP clustering al-
gorithms. In Section 2.5, a novel self-organization based taxonomy on CoMP
clustering in the literature is introduced. Various CoMP clustering approaches
are discussed and critical review is provided based on self organization, complex-
ity, scalability and practical use. In Section 2.6, a further taxonomy is introduced
based on the aimed objective function of CoMP clustering. An extensive survey
of existing clustering approaches based on different objective functions like spec-
tral efficiency, energy efficiency, load balancing and backhaul optimization are
presented and criticized in detail. In Section 2.7, we conclude the chapter with a
summary of lessons learnt, open research areas for CoMP clustering and the role
of our presented work in this thesis on filling some of the gaps in literature.
2.2 Related Work
A number of works have already been conducted for CoMP in general [82,87,131]
and more specifically for LTE-A implementation in [93, 152]. Deployment sce-
narios and brief clustering reviews are presented in these works, however there
is no study in literature that extensively surveys clustering challenge for CoMP.
In [87], CoMP clustering is reviewed briefly and a subset of static overlapping
clusters are presented, however this work lacks a comprehensive survey on all
clustering models in literature, especially missing the advanced clustering tech-
niques i.e. dynamic and/or multi-objective based clustering. CoMP concept and
trial results are presented in [82] with a dynamic clustering algorithm trialed in a
test network, however the paper again lacks a review of other available clustering
models. Authors in [93] discuss CoMP implementation challenges and various
deployment scenarios for LTE-A, however clustering challange is not exploited
in the paper. Backhaul capacity and latency requirement for different CoMP
schemes are investigated in [36]. A user-centric CoMP clustering approach is
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studied to investigate available backhaul capacity/latency impact on CoMP clus-
tering. However the paper lacks on an extensive review of other available CoMP
clustering algorithms which can be employed to dynamically adapt to available
backhaul capacity. Beylerian et al. presents a service-aware resource allocation
for non-coherent JT-CoMP in C-RAN architecture in [34] where a static and a
user-centric clustering approach is presented. Same authors propose a further
resource allocation solution combining non-orthogonal multiple access (NOMA)
scheme with CoMP in [33] to exploit power and space domain multiplexing and
further improve capacity. A static clustering approach of a fixed cluster size of
two is employed in this work, however both studies does not intend to cover
all clustering solutions available, especially missing the dynamic clustering algo-
rithms which can reduce high complexity on user-centric clustering solution in
large clusters of cells. Rao et al. presents a survey on energy efficient resource
management for cooperative networks in [144] however energy efficient cooper-
ative clustering challenge is not reviewed extensively. A comprehensive book is
published about CoMP [131], two example clustering techniques, one for static,
one for dynamic clustering is presented however it again fails to present an exten-
sive review for CoMP clustering. Coalitional game theory is introduced in [76] as
an important analytical tool to form CoMP clusters. An example clustering algo-
rithm is also presented for UE clustering in the uplink, maximizing the sum-rate
capacity. Nonetheless, the book fails to provide a review of all CoMP clustering
approaches available. An extensive survey is provided on CDSA for future net-
works in [120], however this survey lacks a review on CoMP within the CDSA
architecture. Mustafa et al. provides a survey on device to device (D2D) CoMP
within the CDSA architecture in [122] and discuss CoMP clustering briefly with
one dynamic clustering example. Both papers [120,122] lack a wider review of all
CoMP clustering solutions available in literature. In [22], an extensive review for
SON is provided, however CoMP clustering is not discussed in relation to SON
framework. To the best of our knowledge, there is no comprehensive survey in the
literature about CoMP clustering. This chapter provides an extensive survey on
the existing CoMP clustering approaches in literature. Two novel taxonomies on
CoMP clustering based on aimed objective and self organization are presented.
Strengths and weaknesses of available solutions are critically reviewed and future
research directions are identified.
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Figure 2.1: Main downlink CoMP types for LTE-A [6].
2.3 CoMP - Essential Background
In this section, we provide an essential background of CoMP before moving to
the main scope of this chapter, i.e. CoMP clustering.
Network coordination deals with inter-cell interference, reducing the interfer-
ence especially at the cell edge, resulting in much needed additional capacity and
increased UE throughput. By making use of the shared data between coordinat-
ing transmission points (CSI/scheduling/user data etc.), inter-cell interference
can be mitigated or even exploited as meaningful signal at the receiver. In [93],
authors show that more CoMP gains are achievable for cell edge users in sce-
narios where more interference is experienced. Similarly, more CoMP gains are
presented for HetNet scenario where pico cells experience severe interference from
macro base stations (MBS). Transmission points (TP) are different antenna ports
of MIMO enabled cells which may or may not be located at the same place.
Coordination between TPs can be at different levels ranging from simple CS
schemes to more complex precise coherent joint transmission/reception (JT/JR)
CoMP [131]. 3GPP study mainly focuses on 3 CoMP schemes on downlink
(DL) for LTE-A [6] based on backhaul bandwidth requirements and schedul-
ing/precoding complexity. An illustration of downlink CoMP types is given in
Figure 2.1.
1. Joint Transmission (JT):
This type of coordination improves the signal quality and throughput for the
user by simultaneous data transmission from multiple TPs in a time/frequency
resource. Data transmission can be possible to a single user or multiple users
from all or a subset of the TPs in the coordinating set. User data need to
be available on all TPs serving to the same user, hence this type of coor-
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dination require high backhaul bandwidth to share user data between the
TPs. Joint transmission can be implemented coherently or non-coherently.
In non-coherent transmission, user data is transmitted from multiple TPs
with independent local precoding at each TP in the coordinating set. This
is a simpler scheme which does not require CSI exchange and hence the
absence of CSI delay problem. Multi-user non-coherent joint processing is
depicted in Figure 2.2a. Coherant transmission is a more advanced scheme
to further mitigate inter-cell interference where precoding is done centrally
and global CSI knowledge is required. This scheme also require precise syn-
chronization and CSI exchange between all TPs with minimal latency. In
a typical multi-user coherant CoMP system, assuming T as the number of
TPs in coordination and R as the number of users jointly served, a R × T
virtual MIMO system is formed. Received signal for each UEk in R can be
expressed as:
y = HWx + n,H ∈ CR×T ,W ∈ CT×R (2.1)
where channel matrix can be expressed as H =
[
h1h2 . . .hR
]T
and channel
vector at UEk is expressed as hk =
[
hk1hk2 . . . hkT
]
. Similarly, precoding
matrix can be expressed as W =
[
w1w2 . . .wR
]
and beamforming vector
for UEk is expressed as wk =
[
w1kw2k . . . wTk
]T
. Received signal at UEk
can be expressed as:
yk = hkwkxk +
∑
i∈R/k hkwixi + nk (2.2)
where first term represents the desired signal received at UEk from all TPs
in coordination and second term represents the interference received at UEk,
followed by nk which represents the additive white Gaussian noise (AGWN)
at UEk. In the ideal scenerio of perfect CSI knowledge with minimal la-
tency, second term representing inter-cell interference can be minimized to
neglegable levels. An illustration of coherant transmission in the case of 3
TPs and 2 UEs is given in Figure 2.2b.
2. Dynamic Point Selection (DPS):
User is served by only one TP in this CoMP type, however the serving
TP dynamically changes at each subframe (i.e. 1ms) to the best preferred
signal, exploiting the fast fading variations in the wireless channel. Similar
to JT, user data needs to be available at each TP in the CoMP set, hence
this scheme also require high backhaul bandwidth. Non-serving TPs in the
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Figure 2.2: Coherent and non-coherent joint processing.
CoMP set can remain silent to improve SINR for the user [93]. Figure 2.1c
depicts the DPS scheme between two cells where time/frequency resource
at one cell is muted while the other cell is transmitting to the user.
3. Coordinated Scheduling/Beamforming (CS/CB):
CSI and scheduling information is shared between the TPs in the CoMP set
where scheduling and beamforming decisions are made centrally to reduce
interference between the TPs. User data is only available at one TP and it
is transmitted from the same TP while reducing interference to other TPs
in the CoMP set. This scheme is a lighter version of JT where user data
does not need to be shared between the TPs, hence backhaul bandwidth
requirement is reduced. CB CoMP between two cells is depicted in Figure
2.1b.
A brief summary of each DL CoMP type, its associated challenges and benefits
are given in Table 2.1.
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Table 2.1: DL CoMP Types, Associated Benefits and Challenges
CoMP
Type Method Challenges Benefits
JT
User data/CSI is shared
UE is served by multiple
TPs
High backhaul
bandwidth
requirement
Desired signal
from multiple TPs
DPS
User data is shared
UE is served by one TP
only at any given
moment
High backhaul
bandwidth
requirement
Fast fading
changes are
exploited
CS/CB
Only CSI is shared
UE is served by one TP
only
Lower backhaul
bandwidth
requirement
Interference is re-
duced/eliminated
There are two main uplink (UL) CoMP transmission categories identified by
3GPP in [6]
1. Coordinated Scheduling/Beamforming (CS/CB):
User scheduling and precoding design is done by coordination between the
TPs however user data is only received by one TP.
2. Joint Reception:
User data is received by multiple TPs jointly. Similar to downlink JT,
uplink joint reception offers higher gains but with the cost of increased
complexity and higher backhaul bandwidth requirement.
CoMP is one of the key features, standardized for LTE-A to uplift the network
performance. 3GPP initiated a study item on LTE-Advanced in March 2008 and
the requirements for radio interface enhancements are published in [1]. To satisfy
these requirements, 3GPP published the physical layer enhancements in [2] where
CoMP has been identified as one of the key features. A further feasibility study
for CoMP in LTE-A is undertaken by 3GPP in Release 11 [6], where physical layer
aspects of CoMP is studied. Simulation results from various sources are presented
in this study where it is shown that CoMP can offer a significant performance
improvement especially at the cell edge for different network deployment scenarios
[6]. An overview of 3GPP Release11 CoMP techniques for LTE-A is presented
in [159] where similar spectral efficiency gains are observed. CoMP is further
enhanced in the following releases. In Release 12, impact of non-ideal backhaul
with 5ms and 50ms backhaul delay is assessed for inter-BS CoMP [7]. Further
enhanced CoMP scenarios are assessed in Release 14 showing simulation results
for non-coherent JT-CoMP and also CS/CB CoMP with full dimension (FD)
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MIMO [11]. More recently, self-organised dynamic CoMP clustering scenarios are
presented in Release 15 [12] where backhaul latency and spatio-temporal traffic
changes are taken into account to dynamically change CoMP clusters.
CoMP is also an essential part of 5G, delivering both capacity and ultra-
reliable connectivity. 5G test-bed results from Qualcomm show how CoMP helps
to exploit spacial multiplexing to increase capacity with MU JT-CoMP and also
spatial diversity with same data being transmitted from each TP in the case
of single user (SU) CoMP, where spatial diversity is exploited for ultra reliable
connectivity in 5G [141]. CoMP is a promising inter-cell interference mitigation
technology to provide better performance but it also have deployment challenges
like backhaul capacity and latency requirements, BS synchronization issues and
computational complexity. In [47], JT-CoMP performance is studied in dense
SC deployment scenario where high inter-cell interference is expected without
CoMP. A number of user-centric clustering algorithms are presented and backhaul
reliability and capacity limitations are assessed. JT-CoMP provides a significant
uplift in SINR and hence improve spectral efficiency but on the other hand,
synchronization requirement between all SCs with JT-CoMP are highlighted as
one of the major drawbacks especially in the presence of user-centric clustering
solution. Influence of backhaul limitations, clock synchronization and imperfect
CSI on CoMP performance is further evaluated in [156] and field test results are
presented showing the impact of these limitations on achieved spectral efficiency.
New emerging technologies like mobile edge computing (MEC) is proposed to
reduce high backhaul capacity requirement for CoMP in [48]. Caching data on the
MEC servers at the SCs will eliminate the need of popular data being transmitted
from core network over the backhaul, reducing the backhaul capacity and latency
requirements needed for CoMP.
Alongside with orthogonal multiple access (OMA) scheme employed in LTE-A
and 5G, CoMP is also a key feature for non-orthogonal multiple access (NOMA)
schemes envisioned for beyond 5G wireless networks. CoMP performance in het-
erogeneous ultra-dense networks is compared for both OMA and NOMA in [179]
and it is shown that CoMP can significantly increase network performance for
both OMA and NOMA schemes. In [160], authors propose downlink CB-CoMP
for NOMA and OMA schemes and conclude that NOMA with CB-CoMP out-
performs NOMA without CB-CoMP in medium to high SNR regime. Similarly,
NOMA with CB-CoMP outperforms OMA with CB-CoMP in the same medium
to high SNR regime and underperforms in low SNR regime due to the fact that
NOMA with CB-CoMP does not have sufficient power for each user in low SNR.
A similar outcome is presented for JT-CoMP in [107] where authors show that
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NOMA with JT-CoMP significantly outperforms NOMA without coordination in
a typical HetNet scenario. NOMA wit JT-CoMP in a two tier HetNet is studied
in [19], where simulation results present a significantly better spectral efficiency
for NOMA with JT-CoMP scheme when compared to OMA with JT-CoMP. In
summary, CoMP is a promising feature for both NOMA and OMA schemes and
performance of CoMP is higher for NOMA especially in high SNR range as fur-
ther inter-cell interference is mitigated in the presence of non-orthogonal resource
allocation.
2.3.1 Enabling Technologies for CoMP
The requirement for network densification for future cellular networks has initi-
ated research on a number of new network architectures to optimize increased
energy consumption, signalling and complex mobility management etc. These
recently emerging radio access network (RAN) architectures will also help to
overcome the challenges for CoMP (i.e. backhaul limitation, complex precoding,
signalling etc.), enabling CoMP to be one of the main features of future wireless
networks.
• Control/Data Plane Separation Architecture (CDSA)Motivated by
proposed dense HetNet deployment and energy efficiency concerns, a control
and data plane separation architecture (CDSA) is proposed for MBSs to
provide coverage layer and handle most of the control signalling and SC layer
under the MBS to provide the required data services [120,122]. CDSA is one
of key enablers of CoMP implementation where MBSs can be enhanced to
function as CoMP control unit (CCU) with strong backhaul links to the SCs
within its coverage area. CCU functionality on the MBS can handle central
precoding design, baseband processing and can make intelligent clustering
decisions centrally within the SC layer, taking various efficiency metrics
into account i.e. energy efficiency, load balancing, spectral efficiency etc.
With all SCs connected to the associated MBS, there is no need for high
bandwidth backhaul between the SCs in CDSA.
• Cloud Radio Access Networks (C-RAN) Another architecture envi-
sioned for network densification is C-RAN where baseband processing unit
(BBU) is decoupled from remote radio unit (RRU). A pool BBU is proposed
in the cloud where there is high bandwidth front-haul between the cloud
and RRUs [51,119,161]. Baseband resource sharing can be maximized and
CoMP can easily be realized in this architecture [132]. Cloud can be en-
hanced to handle CCU function and make intelligent clustering decisions
17
Chapter 2. Background and State-of-the-Art
for the connected RRUs. A BBU+RRU based CoMP example has been
studied in [167] for LTE-A giving promising spectral efficiency gains as ex-
pected. The downside of C-RAN is the requirement for high bandwidth
fronthaul [21]. Larger CoMP cluster size in C-RAN can be feasible with
ideal fronthaul [55] due to centralized BBUs handling main CoMP func-
tions. Concept of self organizing cloud cells is proposed in [24] where SCs
within the coverage area of a MBS are connected to the MBS. MBS then
handles the decision making on which SCs to be allocated for user data
service to improve blocking probability, energy consumption and handover
probability. This setup can also be easily extended to enable CoMP and
enhance MBS to handle CoMP-CCU functionality. More recently CoMP
in C-RAN is proposed as a key feature to mitigate inter-cell interference in
densely deployed SC networks in [132] and a pilot reuse scheme is introduced
to avoid high pilot overhead for CSI measurement.
2.4 SON as an enabler for CoMP Clustering
As discussed earlier, CoMP can only be realized within small cluster of cells
due to its complexity which generally increases with the number of coordinating
cells. Optimum cooperating cluster selection is key for maximizing the benefits
of CoMP. Static clustering solutions will fail to respond to dynamic changes
in the network and hence dynamic clustering solutions are required to adapt to
changing spatio-temporal changes in the network and user profiles. Self-organised
CoMP clustering algorithms are needed to form optimum clustering by reading
various network data and making clustering decisions based on the changing
conditions, maximizing the objectives like spectral efficiency, energy efficiency,
backhaul availability and load balancing while keeping the fairness between the
users.
In this section, we propose SON as the key enabler for dynamic CoMP clus-
tering and give brief introduction on SON:
SON is an emerging concept in wireless cellular networks to automate some of
the operational tasks in closed loop to overcome the challenges of a complex multi-
layer network [22]. Network conditions are monitored dynamically by exploiting
Big Data from various sources and intelligent algorithms are employed to effec-
tively manage the network based on the changing local conditions. SON can also
be utilized for predictive algorithms where network and user profile changes are
predicted by employing machine learning techniques and optimization algorithms
can proactively adapt to the changing conditions [91]. Dynamic CoMP clustering
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can also be deployed within the SON platform as an enhancement to other SON
modules which utilizes the Big Data for making proactive CoMP clustering de-
cisions. A recent 3GPP technical report focuses on SON based CoMP clustering
use cases to dynamically form clusters for spatio-temporal traffic changes and
also based on backhaul availability [12].
SON algorithms can be designed as a distributed or centralized function de-
pending on the requirements of the tasks, especially time and scalability limi-
tations. Given the increasing complexity of the wireless cellular networks, SON
will have a strong, enhanced presence in future networks. Future networks will
need to deploy effective SON algorithms to improve capacity and QoS and reduce
capital expenditure (CAPEX) and operational expenditure (OPEX) by reducing
labour costs. SON has been an important part of 3GPP LTE/LTE-Advanced
standardization starting from Release 8 and continued to evolve in ongoing re-
leases [5, 8, 10, 13] and it is also considered as a key function for 5G by 3GPP
where [16, 17] covers the technical specification for SON concepts, use cases for
5G in Release 16.
SON is mainly categorized in three folds:
1. Self Configuration:
This group of SON modules aim to manage new entities integrated in the
network. A considerable amount of operational expenditure (OPEX) and
capital expenditure (CAPEX) is spent for new site configuration during
network rollout and it will increase significantly with proposed massive
deployment of SCs. Self configuration algorithms aim to automate new
site configuration, initial automated neighbour relations and software up-
dates [14].
2. Self Optimization:
This group of SON modules aim to optimize ongoing services in the net-
work. Self optimization algorithms will monitor network performance data
and derive optimization changes in the network in open and/or closed loop,
aiming to reduce OPEX costs and also improve network spectral efficiency,
energy efficiency, network capacity and overall QoS. Dynamic CoMP clus-
tering can be incorporated to self-optimization module set to derive closed-
loop dynamic clustering decisions based on network data already available
in the SON platform. Self optimization is an important part of LTE/LTE-A
standardization [13] and there are already commercialized algorithms de-
ployed in the current LTE networks. Self optimization tasks can be mainly
grouped in three folds [22].
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(a) Load balancing
(b) Coverage and Capacity Improvement
(c) Interference Control
3. Self Healing:
This group of algorithms aim to detect faults in network elements, analyze
the fault by gathering relevant information, diagnose and clear the fault.
For time consuming fault restoration, self healing also aims to perform com-
pensation actions on neighbour cells until the faulty cell is restored. 3GPP
has standardized self healing for LTE/LTE-Advanced as an important fea-
ture of SON platform [15].
2.5 Clustering Taxonomy based on Self Organi-
zation
In this section, CoMP clustering algorithms in literature are critically discussed
based on self organization. Three main clustering types are identified:
1. Static Clustering
2. Semi-Dynamic Clustering
3. Dynamic Clustering
A summary of clustering taxonomy based on self organization is given in Figure
2.3.
Static 
Clustering
Semi-Dynamic 
Clustering
Dynamic 
Clustering
User Centric 
Dynamic 
Clustering
Hybrid 
Dynamic 
Clustering
Network Centric 
Dynamic 
Clustering
Coalitional 
Game Theoretic 
Clustering
Greedy 
Algorithm 
Clustering
Figure 2.3: CoMP clustering taxonomy based on self organization.
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Static clustering method is less complex with less signalling overhead but
this method is not responsive to changes in the network nodes or user locations,
hence the performance gains are limited. Semi-dynamic clustering is an enhanced
version of static clustering where a number of static clusters are formed and em-
ployed dynamically to improve the potential gains. Complexity increases with
additional signalling but performance is also improved when compared to static
clustering. However, this method still lacks on truly responding to the dynamic
changes in the network. Dynamic clustering methods are developed to respond
to network and user mobility changes, i.e. new sites, sleeping cells, load changes
etc. This scheme comes with increased complexity on scheduling and beamform-
ing design but it gives the best results, reducing inter-cluster interference by
moving the clusters dynamically. Dynamic clustering can be classified in three
main categories within itself based on the approach. In network-centric cluster-
ing approach, all users in the same cluster use the same set of cells, however in
user-centric clustering, users can be assigned their own clusters which comes with
additional complexity. Hybrid approach combines both approaches which can be
a good balance of complexity vs. performance.
In the subsequent subsections, we present an extensive literature review for
each category and criticize available techniques based on complexity, scalability
and potential spectral efficiency gains.
2.5.1 Static Clustering
CoMP clusters are formed in a static way, mostly based on topology and do not
change according to changes in the network. This method offers a less complex
solution which can be a good candidate to deploy in the initial phase of deploy-
ment. Static clustering within cells in the co-located site is the most basic and
practical option which does not require data exchange between the sites, hence
not reliant on fast backhaul.
The work presented in [20] propose a static clustering scheme, where sectors
looking into each other are clustered to improve SINR. Authors assume a hexag-
onal grid in deployment which is non-realistic in real network deployments. This
is usually the downside for most static clustering solutions. In [155], static intra-
site and inter-site CoMP clustering is considered with orthogonal frequency reuse
where antenna bore-sights are shifted to face into each other for extra CoMP gain.
Dead-spots would be created with this new topology where SCs are proposed to
fill in the dead-spots. CoMP and HetNet deployment are merged in this solution
to identify locations for SC deployment, however an idealistic hexagonal grid is
assumed again, which is unrealistic. A disjoint and overlapped static clustering
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model is presented in [117] where static clusters are formed to maximize mean
SINR or to minimize SINR outage at possible user locations. In the overlapped
solution, one cell can be in three clusters where system resources are splitted into
each of the three clusters. Presented solution is better than the clustering types
based on regular patterns as it can apply to realistic network topology. However
the proposed work is not scalable as the complexity of the solution increases with
the number of possible user locations. More recently, in [45], static clustering is
proposed in RN scenario with Poisson point process (PPP) distributed BS topol-
ogy to analyze the performance of MU JT-CoMP for a given maximum cluster
size. Increasing maximum cluster size and the number of antennas at each BS
improves spectral efficiency however the increase is sub-linear and dependent on
BS load. This study again eliminates the typical limitation of regular network
deployment scenarios applied in static clustering solutions, however static nature
of the algorithm lacks in responding to dynamic user/network changes.
A number of drawbacks for CoMP clustering have been investigated in [29].
Authors have investigated an inter-cell interference model in HetNet scenario with
pico-cells to offload macro network. Time-domain resource partitioning is consid-
ered between the MBS and pico layer within the MBS’s coverage area. A static
CB-CoMP method is applied with centralized beamforming and scheduling for
the cluster of all pico-cells and its connected MBS. CoMP failed to improve the
performance further from enhanced inter-cell interference coordination (eICIC)
due to the additional overhead required to implement CoMP i.e. mainly the
UE-RS signal introduced with CoMP in LTE-Advanced. In [73], time synchro-
nization limitation between coordinated cells is investigated. Authors have shown
that time synchronization will need to be taken into account for a network with
large inter-site distance (7km studied), however there is minimal inter-symbol
interference (ISI) issues for inter-site distance of < 1 km due to cyclic prefix (CP)
length.
In summary, static clustering is an attractive approach with its significantly
less complexity for initial CoMP deployment for LTE-A networks. Intra-BS
CoMP is a promising solution which eliminates the need for high backhaul band-
width requirement between the BSs. On the other hand, inter-BS static clustering
algorithms are mostly based on the assumption of hexagonal grid layout, which
is not applicable to real networks. Furthermore, this method will fail to give the
much needed spectral efficiency gains and increased system capacity for future 5G
networks. Semi-dynamic and/or fully dynamic solutions are required to respond
to changing network/user profile conditions and maximize CoMP gains.
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2.5.2 Semi-Dynamic Clustering
Semi-dynamic clusters are more advanced than static clusters where several layers
of static clusters are designed to avoid inter-cluster interference. More than one
static clustering patterns are formed where users are able to select the most suit-
able cluster. This method also mostly relies on hexagonal grid network topology
which is unrealistic in practical networks.
A two layer static clustering, based on regular network topology is proposed
in [78] to extend on static clustering. This approach is then extended for sev-
eral layers for dynamic clustering. It is proposed for users to pick one of the
available clusters based on power. While the solution is an improved algorithm
compared to static clustering, overlapping nature of the proposed algorithm adds
to the scheduling complexity and require increased backhaul bandwidth. A semi-
dynamic clustering scheme is introduced in [143] where static clusters are formed
based on hexagonal grid topology and multiple shifted cluster patterns are created
with different sub-channels allocated for each shifted cluster. A joint, centralized
scheduling is developed for this clustering type. In [138], static cluster shift idea
from [143] is further enhanced with "full shift" and different frequency bands are
allocated on shifted clusters. Static clusters are formed to maximise neighbouring
cells in the same cluster for a given hexagonal network layout. Shifted clusters
reduce the inter-cluster interference, maximizing the CoMP gain, however solu-
tion is based on hexagonal grid topology which is not applicable to real networks.
In [158], a semi-dynamic clustering scheme is proposed for downlink time divi-
sion duplex (TDD) JT-CoMP scenario. Solution is based on large size (nine cells)
static clustering and creating different static patterns of sub-clusters in each large
static cluster. Dynamically selecting sub-clusters achieves almost as good as large
cluster spectral efficiency but with reduced complexity. Inter-cluster interference
between the large clusters is an important drawback in the proposed solution.
Moreover, the solution is not able to adapt to network changes within the big
static clusters i.e. new/sleeping cells etc. More recently, authors in [139] present
a semi-dynamic clustering solution where multiple static clustering patterns are
rotated in a hexagonal HetNet scenario to provide a less complex alternative to
dynamic network clustering. However, provided solution gets more complex as
the rotating speed increases. The static nature of the solution lacks on dynami-
cally adapting to user profile/network changes.
In summary, semi-dynamic clusters are an improved version of static clusters
with minimal overhead increase, however most solutions are based on idealistic
hexagonal grid topology which is not realistic. Furthermore, majority of semi-
dynamic algorithms propose orthogonal frequency allocation from each cell to
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its assigned static clusters. Based on the utilization of dedicated bandwidth for
each static cluster, proposed algorithms can reduce the overall spectral efficiency.
Moreover, static nature of clusters is not able to respond fully to the spatio-
temporal changes in user profiles and the network elements. Dynamic clustering
algorithms is discussed in the next section which is mostly applicable to real
network topology and can adopt to changing user profile and network conditions.
2.5.3 Dynamic Clustering
Dynamic CoMP clustering is more complex with increased signalling overhead but
it is more responsive to the changes in the network. Inter-cluster interference can
be minimized and cluster size for individual users can be optimized dynamically
for an optimum balance. Dynamic CoMP clustering can be classified in three
groups based on network elements considered for clustering:
1. Network-Centric Clustering
2. User-Centric Clustering
3. Hybrid Clustering
An illustration of the three types of dynamic clustering is given in Figure 2.4.
CoMP benefits are illustrated for two sample users for an identical network with
different clustering schemes. For example, user-1 is located at the edge of cell-3,
receiving strong interference from cell-4 and cell-11. Network-centric clustering
is the most limited scenario where user-1 is located at the edge of the cluster.
Its cluster consists of cell-3 only and there is interference from cell-4 and cell-11.
Hybrid clustering employs larger network-centric clusters, which improves user-
1’s cluster to cell-3 and cell-4. User-1’s SINR is improved in this clustering type
but there is still interference from cell-11. The most beneficial clustering scheme
is the user-centric one where user-1’s cluster consists of all three surrounding
cells i.e. cell-3, cell-4 and cell-11. Although user-centric clustering seem to be
most beneficial one, it comes with additional scheduling/precoding complexity
and increased backhaul requirement. The three types of dynamic clustering are
reviewed in detail in the subsequent subsections.
Network-Centric Clustering
In network-centric clustering approach, cells are clustered in groups where all
users within the serving area of a certain BS cluster are served by a sub-group
of BSs in the cluster. A simple illustration of network-centric clustering is given
24
Chapter 2. Background and State-of-the-Art
User 1
Cell 1
Cell 3
Cell 2 Cell 4
Cell 11
Cell 10
Cell 12Cell 9
Cell 7
Cell 8
Cell 5
Cell 6
User 2
Desired Signal Interference
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(c) Hybrid clustering.
Figure 2.4: Dynamic CoMP clustering taxonomy.
in Figure 2.4b. It is less complex when compared to user-centric clustering,
especially from scheduling point of view. However cluster edge users suffer from
inter-cluster interference. Dynamic network-centric clustering can minimize this
effect by moving cluster boundary dynamically.
We classify the methodologies followed to design network-centric clusters and
review the solutions in literature as follows:
Greedy Algorithms Greedy algorithms are widely used for CoMP cluster for-
mation in literature. Clusters are formed iteratively, starting from a randomly
chosen BS to maximize the main objective, typically spectral efficiency. Best clus-
ter is formed for the randomly chosen BS, maximizing the CoMP gains, however
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the clusters formed in later stages of the algorithm suffer from sub-optimal clus-
ters. It is relatively less complex but may not achieve as good results as the other
methods, i.e. game theoretic clusters. A greedy uplink clustering algorithm is
studied in [134] aiming to maximize spectral efficiency. It is shown that dynamic
clustering with cluster size of two cells outperforms static clustering with much
larger cluster size. A predefined fixed cluster size is proposed which is not the
optimal solution for some clusters. A similar approach is employed in [108] but
a dynamic cluster size is proposed. Authors have designed a dynamic clustering
solution for UL multi-user distributed antenna system (MU-DAS), where one cell
has a number of RRUs placed in the cell’s coverage area with fast fiber connection
to their cell. BSs are merged based on highest interference created to the other
users. However, clustering takes only scheduled users into account at any point
in time, hence not taking load into account for cluster formation. Starting the
iterations from the highly loaded cells can improve the system throughput as the
CoMP gains will be maximized for clusters formed in early stages of the algo-
rithm. Also clustering is proposed to change with each scheduling interval in this
solution [108] which increases signalling due to high frequency cluster changes.
Both proposed algorithms in [108, 134] offer disjoint clusters where inter-cluster
interference is still an important factor reducing spectral efficiency. An overlap-
ping dynamic clustering is proposed in [58] to improve network average sum rate
and fairness. A greedy approach is considered starting from a random BS. Au-
thors have shown better results with cluster size of four with overlap size of two
when compared to cluster size of eight with no overlap. The solution lacks scal-
ability where large network size can lead to increased complexity. Overlapping
clusters will also require more complex scheduling but overlap and cluster size
parameters are introduced in the proposed algorithm to control this complexity.
Greedy algorithms provide lower computational complexity however lack on
sub-optimal clusters especially for clusters formed at later stages of the algorithm.
Shortcomings of greedy algorithm can be improved by employing coalitional game
theory for cluster formation with a utility function to maximize system through-
put and other key network objectives. Game theory can also provide distributed
solutions with reduced signalling overhead as opposed to centralized greedy algo-
rithms, however coalitional game theoretic algorithm’s computational complexity
is higher than greedy algorithms [70]. Coalitional game theoretic clustering is
discussed in detail in the next paragraph.
Game Theoretic Clustering There is an increasing interest in applying coali-
tional game theory to design self-organised, distributed cooperative clusters. A
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utility function is introduced to formulate the cost and CoMP gain trade-off for
forming clusters. Proposed utility function can limit the cluster size dynamically
based on BS locations and user profiles. Coalitional game theory can provide
distributed, stable, converging solutions to maximize CoMP gains. An extensive
tutorial on coalitional game theory for wireless communications applications is
presented in [148].
In [99], authors proposed a dynamic network-centric clustering method em-
ploying a utility function to maximize the second best servers of the cell edge users
in the same cluster. Cluster size is fixed to two only which leads to sub-optimal
clustering for varying network conditions. Also network clustering formation is
based on exhaustive search for collusion, hence not scalable, i.e. complexity in-
creases with network size. Moon et al. have studied a dynamic cluster formation
algorithm in [121] which merges cells into clusters based on the improvement on
spectral efficiency, with configurable maximum cluster size and the minimum ef-
ficiency gain. This algorithm is semi-distributed where SINR measurements are
based on pilot signal measurements but still need a CCU for cluster decision-
making. It implicitly takes the number of users into account and hence clusters
are formed based on cell load. Although a more flexible cluster size is intro-
duced in [121] when compared to [99], algorithm still lacks on scalability as the
complexity increases with the number of BSs involved. Walid et al. presented
an application of a coalitional formation game for user clustering in the uplink,
maximizing the sum-rate capacity with a cost function based on power require-
ments which is dependant on the distance between the users in [147]. Inspired
by [147], authors in [70] developed a coalitional game theoretic clustering method
where utility function dictates average cluster size and targets for higher spec-
tral efficiency. It is a distributed algorithm which does not need a central entity
and reduces signalling overhead. SINR at the cell edge is significantly improved
when compared to a greedy algorithm. On the other hand, solution lacks on
scalability where the cluster formation complexity increase with network size.
Computational complexity of such algorithms can be reduced by limiting the
candidate sites for coalition to neighbour cells only. Utility function for forming
coalitional game theoretic clusters play an important role for optimal clusters.
Utility function need to include a realistic model for the cost of cluster formation
and the relevant CoMP gains. Dynamic cluster size can be self-imposed with ac-
curate implementation of a utility function. Also multi-objective clustering can
be implemented by including multiple metrics into the utility function i.e. energy
efficiency, load balancing, spectral efficiency and backhaul bandwidth limitations.
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Other Dynamic Network-Centric Clustering Algorithms A self orga-
nizing dynamic clustering method is presented in [168] where candidate clusters
are formed from reported list of cells from users. CCU is proposed to arrange
cluster solution by listing the candidate clusters with minimal cost, where the
cost function takes into account the cluster size, number of users and reference
signal received power (RSRP). This algorithm is a basic one where cost function
can be improved to maximize SINR / spectral efficiency for more optimal solu-
tions. It lacks on scalability with increasing complexity of handling high number
of candidate clusters as the network size / number of users increase. Time av-
eraged measurements from users is considered where fast fading is eliminated.
Weber’s algorithm [168] is further enhanced in [28] by replacing the cost function
based on received power levels to a utility function with the aim of maximizing
the weighted sum rate. Unlike [168], authors in [28] proposed a fast changing
cluster design, responding to fast fading channel variations which will lead to
increased signalling and possible ping-pong cluster re-selections. To reduce sig-
nalling overhead, cluster change frequency can be reduced to a wider time-frame
and averaging algorithm can be used for user measurements which can eliminate
fast fading variations. Authors in [135] use only macroscopic path loss for SINR
estimation at each pixel of the network area and derive a clustering algorithm
to maximize average SINR at all pixels. The solution is formulated as a bi-
nary optimization problem and solved with a standard solver like CVX [69].This
solution eliminates the fast fading changes and can adapt to network changes,
however it is not able to adapt clustering based on user profile changes as it
optimizes all network area, rather than where users are located. Additionally
the proposed solution is not scalable as the solution gets more complex in-line
with growing size of the network. This clustering solution is the utilized in [136]
where soft frequency reuse (SFR) and CoMP are employed together to improve
cell edge user performance. An analytical framework is driven to optimize SFR
parameters to maximize the overall cluster capacity, cell edge user throughout
and required backhaul. A further dynamic network-centric clustering is proposed
in [88] for CoMP-DPS to maximize the 2nd best serving cells based on SINR
in the same cluster for each UE. Backhaul load is also taken into account for
any cell to be granted into a cluster to improve backhaul load balancing. An
online learning based dynamic CoMP clustering model is presented in [89] where
clusters are formed based on historic received signal strength measurements from
the UEs. Clusters which provide the maximum SINR are selected as the final
clusters of the solution. Both works are not scalable to bigger networks as the
complexity increases with the number of cells/users in the network. Mobility
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data is utilized in some works to form the network clusters. A graph partitioning
based dynamic clustering method is proposed in [44] where pairwise handover
data and distance between the BSs are utilized to form DL CoMP clusters in
a real network scenario. Proposed method provides a low complexity solution
which can dynamically adapt to spatio-temporal changes in user/network pro-
files, and maximize spectral efficiency however other network objectives are not
taken into account, like backhaul load, RAN load etc. More recently, Narman-
lioglu et al. uses handover data to form network clusters in [123] which aims to
include cells with higher handovers into the same cluster based on historic mo-
bility data. This work can be utilized for CoMP clustering as well as other SON
functionalities which may require network clusters. It provides a practical, low
complexity, centralized solution, however the clusters will be slow to adjust into
network/user profile changes as the cluster formation is based on mobility data
and new mobility data will need to be available before any re-clustering decision
is made to respond to network changes.
User-Centric Clustering
Users are allocated their own cluster of cells individually in user-centric clustering
approach. Although this method can give better SINR/throughput gains, it is
more complex, especially in terms of scheduling where user clusters overlap with
each other. To reduce complexity, user-centric clustering can be implemented in
small groups of cells rather than the whole network.
In [64], authors have studied macro diversity CoMP with dynamic user-centric
clustering, comparing random network and hexagonal network topologies. It is
shown that CoMP gives higher capacity results and bigger cluster size are required
in random networks due to the random nature of BSs with more potential for
inter-cell interference. Authors had no limitation on user-centric clustering which
leads to complex scheduling between the BSs. To reduce complexity, user-centric
clustering can be limited to groups of cells for easier scheduling, less signalling
overhead and data exchange.
A three-tier clustering approach is presented in [175], wherein it has been
proposed that cell center users will not use CoMP, users within the same site
will use static clustering between intra-BS cells and a user-centric clustering is
proposed for intra-site cluster edge users. Fixed cluster size is assumed which
can lead to unnecessary complexity or less efficient coordination, depending on
user location and SINR conditions. Similar complexity arises in works presented
in [64] and [175] where no limitation is proposed on user-centric approach to
any group of cells which will lead to higher complexity with a large number of
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BSs cooperating at the same time. More recently, another user-centric clustering
algorithm is presented in [100] with a scheduling and power control algorithm to
improve throughput for the cell edge users. Authors propose to limit user-centric
clustering with smaller network-centric clusters but static approach is considered
for network-centric clustering. In [154], a user-centric clustering model is proposed
for JT-CoMP in CDSA architecture where an optimum value of average received
power difference is proposed for forming the user-centric clusters. Only two cells
are allowed within the clusters and cell center users are proposed not to have
CoMP enabled based on 2nd best server average received power levels. The
solution takes radio resource management into account where CoMP users are
allocated less resources due to higher resource allocation for these users but it
statically allocates only two cells for each user-centric cluster which is sub-optimal
for some users experiencing interference from multiple cells. Authors in [98] tackle
this problem and provide a dynamic user-centric cluster size where the number
of BSs at each user-centric-cluster is driven based on the relative distance of
serving BS to the interfering BSs. A threshold for relative power levels is used
to identify BSs in each user-centric cluster. User-centric cluster size is further
optimized in [178] where authors consider the costs and gain trade-off for CoMP
deployment and propose minimum number of cells in each user-centric cluster
subject to QoS constraints.
User-centric clusters performance is compared to network-centric models in
[18] where user-centric clustering is proposed in C-RAN architecture to eliminate
inter-cluster interference in the case when network-centric clustering solutions are
deployed. Significant performance gain is observed with user-centric clustering
when compared to network-centric clustering however, the solution requires an
ideal network with all baseband processing to be centralized and RRH units to
be connected back to C-RAN BBU with fiber which is not physically possible
or too costly to implement in some scenarios. Performance gain of user-centric
clustering against network-centric clusters is further studied in [72], where HetNet
CRAN scenario is taken into account and a biasing algorithm is employed for
user association to offload MBS to SCs. CoMP is deployed to improve SINR for
offloaded users from MBS. It is shown that user-centric clustering clearly provides
better SINR, and hence better user data rates, on the other hand, it is worse for
energy efficiency due to increased base-band processing complexity.
User-centric clustering approach is an ideal scenario to provide an upper limit
of CoMP spectral efficiency gain, however it is not realistic due to increased
complexity. Hybrid clustering is discussed next, which limits the user-centric
approach to a group of BSs only to reduce complexity.
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Hybrid Clustering
Hybrid clustering approach is the combination of network and user-centric ap-
proaches where users are allocated their own preferred cells but limited to a
bigger group of cells which can be dynamically changing to adapt to changing
network conditions. Hybrid clustering is driven from the complexity/throughput
gain trade-off where user-centric clustering is used for better throughout but its
complexity is kept at manageable levels by introducing network-centric clustering
where users are limited to select cells only within the network-centric cluster.
In [182], authors developed a hybrid clustering method where a pre-defined
network-centric clustering is used for cell center users and a number of pre-defined
overlapping clusters are used for cell edge users to pick the best overlapping
cluster to maximise SINR for the cell edge user. Inter-cluster interference on
overlapping clusters is eliminated by orthogonal frequency allocation. Presented
solution lacks on self organization as the pre-defined clusters are static, i.e. can-
not respond changes in the network (e.g. new sites, sleeping cells). Although
overlapping cluster patterns improve cluster edge user performance, orthogonal
frequency use prevents the optimal use of the bandwidth. A simple downlink user-
centric clustering is studied in [170] where users coordinate with two best serving
cells according to the received power levels under a bigger static cluster. Proposed
static network-centric clusters will suffer from high inter-cluster interference and
also fixed user-centric cluster size can lead to unnecessary coordination, waste of
resources and also possibly not being able to cancel severe interference from third
best server for some users. A self-organised, dynamic network-centric clustering
can reduce inter-cluster interference further and also dynamic user-centric cluster
size can be employed for better performance. In [110], a hybrid clustering model
for downlink SU-COMP is studied. Authors proposed static network-centric clus-
ters and cell edge users are proposed to have user-centric clusters of fixed size of
three within each network-centric cluster. Authors also presented a review of SU-
COMP scheduling and a SU-COMP joint scheduling algorithm is provided for the
proposed clustering scheme. The presented clustering scheme has low complexity,
but further work is required to introduce dynamic network-centric clustering for
improved cluster design. Fixed cluster size is also another shortcoming of the
algorithm which can generate sub-optimal clusters.
In summary, dynamic CoMP clustering is a promising concept which can
improve performance over static/semi-static alternatives. However, increased
complexity and performance trade-off need to be evaluated for optimal solu-
tions. User-centric clustering provides a theoretical upper bound for maximum
performance gain but it requires complex precoding design, scheduling and in-
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creased backhaul bandwidth [64, 175]. To reduce complexity, user-centric clus-
tering solutions need to be limited to smaller network-centric clusters. Main
approaches in network-centric clustering in literature are greedy algorithms stud-
ied in [58,108,134], coalitional game theoretic approaches deployed in [70,99,121]
and more recently machine learning aided clustering algorithm based on mobility
data [44, 123]. Greedy algorithms provide less complexity but results in sub-
optimal clustering especially for the clusters formed at the later stages of the
algorithm. Coalitional game theoretical clustering is a promising methodology
which provides flexibility on implementing multiple network objectives and pro-
vides more optimized clusters when compared the greedy models. Moreover, coali-
tional game models can be implemented in a distributed way to reduce complexity.
The key balance between additional complexity from user-centric clusters and the
potential CoMP gains can be achieved by hybrid solutions where user-centric clus-
tering is deployed within network-centric clusters [110,170,182]. However, hybrid
solutions in current literature focuses either on dynamic user-centric approach
with static network-centric clustering or dynamic network-centric clustering with
no focus on user-centric clustering. Our work in Chapter 4 and Chapter 5 fills this
gap with a dynamic network-centric clustering model where dynamic user-centric
model is deployed within each network-centric cluster. Each of these algorithms
target multiple network objectives to optimize, the final example in this thesis in
Chapter 5 provides a clustering model to optimize backhaul load, RAN load and
spectral efficiency collectively. A summary of CoMP clustering approaches based
on self-organization and their shortcomings are provided in Table 2.2.
2.6 Dynamic Clustering Taxonomy Based on Ob-
jective Function
In this section, a novel CoMP clustering taxonomy is presented based on the
objective function. The main objective of CoMP is to mitigate interference from
neighbour cells and improve spectral efficiency in general but a more compre-
hensive approach is required to include other metrics/limitations for CoMP clus-
tering. Backhaul bandwidth limitations for CoMP implementation and energy
efficiency concerns for future wireless networks need to be included in comprehen-
sive CoMP clustering algorithms. Moreover, with exponentially growing mobile
data demand, better utilization of system capacity with load balancing will be a
key concept which need to be taken into account for CoMP cluster design. Based
on our detailed literature survey, main objective functions studied are:
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Table 2.2: Summary of CoMP Clustering Approaches based on Self-Organisation
Clustering
Type Proposed Method Shortcomings Reference
Static
clustering
Hexagonal grid
topology, static
clustering pattern
Non-realistic hexagonal grid approach,
unable respond to network/user profile
changes
[20], [155]
Static
clustering
Mean/Outage SINR
optimised,
overlapping clusters
Increased complexity for bigger size
network clustering [117], [45]
Semi-
dynamic
clustering
Multiple static
clustering patterns
Non-realistic hexagonal grid approach,
Increased scheduling/beamforming
complexity, increased backhaul bandwidth
requirement
[78], [143],
[138], [158]
Network-
centric
dynamic
clustering
Greedy algorithm
Sub-optimal clusters which are formed in
later stages of the algorithm. Fixed cluster
size
[134]
Network-
centric
dynamic
clustering
Greedy algorithm
Sub-optimal clusters which are formed in
later stages of the algorithm.
Cell load not taken into account
[108]
Network-
centric
dynamic
clustering
Greedy algorithm-
overlapping
clusters
Sub-optimal clusters which are formed in
later stages of the algorithm. Lacking
scalability
[58]
Network-
centric
dynamic
clustering
Coalitional game
theoretic clustering
Exhaustive search, higher complexity, fixed
cluster size [99]
Network-
centric
dynamic
clustering
Coalitional game
theoretic clustering
High computational complexity, not
scalable [121], [70]
Network-
centric
dynamic
clustering
Machine learning
based Not agile, single objective only
[44], [89],
[123]
User-
centric
dynamic
clustering
User-centric design Higher complexity for beamforming designand scheduling
[64], [175],
[98], [178],
[18]
Hybrid
dynamic
clustering
User-centric
clustering within
static
network-centric
clustering
Static network-centric cluster design, not
able to respond to dynamic changes in the
network/user/service profiles
[170], [110]
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1. Spectral Efficiency
2. Backhaul Optimization
3. Energy Efficiency
4. Load Balancing
A summary of CoMP clustering taxonomy based on objective function is given
in Figure 2.5. In the following subsections, each objective function is critically
discussed and extensive literature review is presented.
CoMP 
Dynamic 
Clustering
Backhaul 
Optimisation
Energy 
Efficiency
Load BalancingSpectral Efficiency
Caching at RAN 
for JT-CoMP
Multi-Objective 
Clustering
Figure 2.5: CoMP clustering taxonomy based on objective function.
2.6.1 Spectral Efficiency
Main objective of CoMP is to mitigate inter-cell interference within the cooperat-
ing cluster. Interference cancellation leads to better SINR and improved spectral
efficiency. Cluster formation algorithms are designed to maximize spectral effi-
ciency as a common objective, however other utilities such as backhaul bandwidth
optimization, energy efficiency and load balancing have also been studied in the
literature. Trade-off between spectral efficiency and other objectives for optimum
clustering has been also in the interest of research community [90].
3GPP identified three CoMP deployment scenarios for LTE-Advanced and
released a feasibility study, presenting simulation results from over 20 sources
showing significant spectral efficiency improvements by deploying CoMP espe-
cially at the cell edge [6]. The most basic, intra-site static clustering is studied
as scenario-1 and over 20% increase in spectral efficiency is observed at the cell
edge with MU-MIMO JT-CoMP case [6]. Inter-site static clustering solutions
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are employed in [20], [155] which is not able to respond to the dynamic changes
in the network and user/service profiles, hence limiting the CoMP gains. Semi-
dynamic clusters are proposed in [78], [143], [138], [158] where multiple static
clustering patterns are designed to mitigate inter-cluster interference. This type
of approach is more responsive to the dynamic changes of the network and user
profile, however it still lacks on providing full spectral efficiency gain. Dynamic
network-centric clustering methods can further increase spectral efficiency by dy-
namically changing CoMP clusters based on the spatio-temporal changes in user
profiles and network elements. A game-theoretic, network-centric clustering ap-
proach is employed in [70]. Authors in [134] used a greedy clustering algorithm
for uplink network-centric clustering to maximise spectral efficiency. More re-
cently, machine-learning aided algorithms based on handover data are also used
to form CoMP dynamic network-centric CoMP clusters [44, 123]. User-centric
dynamic clustering approaches are studied in literature [64, 104, 175] which pro-
vide an upper bound on spectral efficiency gain but with increased complexity.
Hybrid solutions reduce this complexity where user-centric clustering is limited
only within a network-centric cluster [110,170,182]. Dynamic clustering solutions
require more complex precoding design and scheduling, and increased backhaul.
Complexity and additional requirements are reduced in semi-static clustering,
and further simplified in static clustering with the cost of reduced spectral effi-
ciency gain. An extensive critical review of CoMP clustering solutions based on
static/semi-static/dynamic approaches and the trade-off between complexity and
the additional spectral efficiency gains are provided in Section 2.5. A summary
of different approaches and their shortcomings are presented in Table 2.2.
2.6.2 Backhaul Optimisation & Caching at RAN for JT-
CoMP
As discussed in previous sections, one of the key requirement of CoMP is high
backhaul bandwidth and low latency. Depending on the type of CoMP, backhaul
requirement will vary. JT-CoMP will require more bandwidth due to user data
being shared between cooperated cells. Huang et al. studied backhaul bandwidth
requirements for network MIMO in [151] and concluded that backhaul require-
ment for CSI and scheduling information exchange is negligible when compared
to user data sharing. Hence, JT-CoMP require much larger backhaul bandwidth
than CS/CB CoMP. Backhaul requirement is also strongly dependent on user
SINR and cluster size. Most users with high SINR will increase air interface
capacity which will then increase backhaul demand. Biermann et al. have stud-
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ied distributed JT-COMP feasibility in terms of high backhaul bandwidth and
latency requirements especially in hotspot scenarios where certain backhaul links
are more loaded than others [35]. In the proposed algorithm, all CSI is sent from
cooperated cells to the serving cell where it is processed for precoding design and
sent back from serving cell to the cooperating cells. Hence serving cell backhaul
demand is more than other BSs in the cluster. Based on the backhaul load on
each BS, a dynamic serving BS re-assignment algorithm is proposed by using
"forced handover" to distribute backhaul load evenly. In [180], authors have de-
signed a user-centric clustering strategy to minimize the backhaul data transfer
for the JT-CoMP scenario where user data exchange between the BSs will be
very high. An optimized number of links is proposed for a given CoMP cluster
based on minimum SINR requirement of each user. Heuristic approach is used
to reduce the links based on channel strength and "Signal to Leakage" (SLR)
ratio (i.e. taking signal power and also the interference caused to other users into
account). Authors have further improved this design in [181]. An optimization
problem is formulated and approximate results are obtained by convex relaxation.
An iterative algorithm is followed to further reduce the number of BSs in each
user’s cluster. A control unit (CU) is proposed for the semi-distributed solution
where each BS is connected and share CSI with CU. Limited backhaul capacity
constraint is further studied in [124] where limited backhaul capacity and per-BS
power constraints are taken into account for a transmit precoding design to max-
imize sum rate. Authors in [71] aim to minimize the total transmission power
by optimizing user-centric RRH clusters with their precoding and transmission
power in a CRAN architecture with limited fronthaul capacity while maintaining
user’s QoS and fronthaul capacity constraints. In [116], CS-CoMP deployment
feasibility under different backhaul infrastructures are analyzed in terms of con-
vergence delay in exchanging scheduling information between base stations over
X2. It identifies star topology as the best solution in terms of deployment cost
and convergence delay where each SCs is connected to a central unit, possibly
at MBS. Same authors further enhance this work in [115] and propose a band-
width allocation scheme to prioritize X2 traffic over S1 traffic for CS-CoMP and
hence reduce convergence time i.e. scheduling information exchange latency when
TDM PON is used as backhaul in a 5G network. These works study backhaul
limitation in isolation, but other network objectives like radio resource load and
spectral efficiency is not taken into account collectively. On the other hand,
higher complexity of implementing a user-centric clustering approach for CoMP
makes these solutions not scalable for big networks. User-centric clustering can
be employed within the a bigger network-centric cluster to limit computational
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complexity and backhaul capacity demand.
Caching at the RAN for JT-CoMP
There is an increasing interest in the research community to explore potential
benefits of MEC and caching popular multimedia content closer to the user to
reduce high backhaul requirement for CoMP [48]. A significant amount of network
data usage is due to duplicate downloads of few popular multimedia content from
Netflix, Youtube, Facebook etc. Caching the popular content at various points
in the network, i.e. RAN, core network or even the user devices can reduce the
high backhaul requirement and give opportunity for JT-CoMP deployment, where
high backhaul capacity is not available [46]. Furthermore, caching closer to the
user can improve overall energy efficiency. A recent study on an operational 4G
network shows [142] that 73% of the data volume is cachable and 54% of the
cachable data is revisited, so significant gains are possible with caching.
In [105], caching at the BS is proposed and an opportunistic cooperative
MIMO is employed without high backhaul requirement. Cells within the same
cluster are proposed to cache identical data aiming to be employed for MU JT-
CoMP. For users where requested data is available at the cache, JT-CoMP is pro-
posed. If the requested data is not available at the cache, CB-CoMP is proposed
where user-data exchange between the BSs is not required but CSI exchange is
still employed for joint precoding. Authors presented a JT-CoMP solution in a
limited backhaul capacity scenario in [56] where BS data caching is introduced to
reduce required backhaul capacity for user data, hence increasing available back-
haul capacity for CSI sharing. Improved backhaul availability for CSI sharing
improves the accuracy in CSI knowledge at the central node, resulting in better
precoding, hence improved interference cancellation. In [174], data caching-aware
user-centric clustering model is presented for JT-CoMP to minimize backhaul
traffic. In a similiar work in [77], Hou et al. present a user-centric clustering
model where data catching is employed to reduce backhaul requirement show-
ing that limited backhaul capacity and data caching have a significant impact
on CoMP performance. In [49], a further user-centric CoMP clustering model
based on cached data at SCs is proposed for optimum user association to reduce
backhaul traffic demand and increase network throughput jointly for a given max-
imum cluster size. Zhou et al. propose to categorize data content into popular
and and a less popular set and a cache placement strategy is driven for DL CoMP
to minimize the outage probability [185]. In [173], mm-wave mesh backhaul links
between SCs are proposed where few of the SCs have a wired backhaul to the
core-network via MBSs. Each SC stores popular files in their cache and proposed
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solution employs JT-CoMP where identical user data is jointly transmitted from
each SC serving to the user. In the case when the data is not cached on the SC,
this data is transmitted to the SC via the mm-wave backhaul links from another
SC where the data is cached. Proposed solution aims to reduce the data traffic
on the mm-wave mesh backhaul by optimizing the selection of the SC group to
serve to each user and the routing paths between SCs to deliver the missing data
to each SC.
Realization of CoMP depends on high backhaul bandwidth availability, hence
CoMP clustering algorithms need to take this limitation into account. Caching
popular multimedia proves to be one of the ways to reduce backhaul bandwidth
requirement for CoMP realization. Cluster size and type of cooperation are other
factors that can change the backhaul bandwidth requirement. Furthermore re-
distribution of backhaul data transfer to less-loaded cells can be deployed for
better CoMP gains.
2.6.3 Energy Efficiency
Energy efficiency has recently become an important topic for wireless networks
for both economical and environmental reasons [40,62,113]. In mobile communi-
cations, more than 80% of the power is consumed in RAN, especially BSs [113].
As briefly discussed in the introduction section, network densification, massive
MIMO and CoMP are some of the key tools envisioned for 5G to meet ever
increasing traffic demand which will severely increase energy consumption and
OPEX costs. New architectures like CDSA [120] and C-RAN [51, 119, 161] have
been envisioned to enable energy efficiency and reduce OPEX and CAPEX costs
in future wireless networks, mainly by providing SC coverage only when it is re-
quired. Enabling CoMP will also improve energy efficiency [144]. It has been in
the attention of research to design CoMP clusters to maximize energy efficiency
and to optimise the trade-off between spectral efficiency and energy efficiency.
On one hand, CoMP can reduce cell/UE output power for a given QoS but there
is also additional energy consumed for additional signal processing and backhaul
requirement.
CoMP clustering can be optimized for energy efficiency by increasing the
number of sleeping BSs and/or their sleeping duration. In [74], BS sleeping with
CoMP has been studied for energy efficiency with static clustering and assuming
one cell is sleeping on each cluster during off-peak hours. A joint sub-carrier and
power allocation algorithm is proposed to minimize the power requirements for
coordination and compensate for sleeping cell for a given QoS. Cao et al. in [42]
has compared the energy efficiency gains between CoMP and wireless relaying by
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maximising the number of sleeping cells. Based on the traffic demand, it is shown
that, energy efficiency gains are almost constant in lightly loaded traffic conditions
where network is mainly coverage limited. In high traffic load, there is almost
no energy gains possible, whereas in "energy efficient region", dynamic energy
efficiency algorithms can provide bigger energy efficiency. As BS density increases,
the "energy efficient region" also increases and the region for larger CoMP gains
decreases. In [52], user-centric CoMP clustering for all cells within 3dB window is
studied for cell switch-off on lightly loaded cells to improve energy efficiency. It is
shown that unnecessary increase in cluster size and imperfect channel knowledge
can lead to energy inefficiency. Up to 24% more energy efficiency is observed in
perfect CSI when compared to imperfect CSI conditions.
More recently, Zeng et al. propose energy efficient CoMP scheduling for green
CRAN architecture in [176] where RRHs are powered by both distributed re-
newable resources and traditional power grid. To reduce non-renewable energy
consumption, an algorithm is proposed to optimize the number of RRHs to be
activated for a given QoS constraints for each user. In [177], CoMP CB scheme is
proposed for improved energy efficiency and show that energy efficiency is sensi-
tive to the number of SC and MBS deployed, QoS constraints and massive MIMO
deployment. A BS sleeping mechanism is developed in [92] for energy efficiency
where CoMP and antenna tilt have been employed to maximize energy efficiency
and maintain the same level of QoS and network performance. The number of
sleeping SCs are maximized especially when there is less traffic demand during
the quieter times of the day at night. In [96], Leng et al. derives an energy
efficiency metric to find the optimum BS density to maximize energy efficiency
with a coverage probability constraint in 3D mobile network model. Authors also
present CoMP and sleeping cell concept as key tools for further energy efficiency.
CoMP helps to reduce inter-cell interference and can provide increased num-
ber of sleeping cells for a given QoS, however additional power consumption is
introduced with CoMP due to increased backhaul usage. Popular data caching at
the BS is a promising concept to reduce backhaul load as discussed in the previous
section and it can also be useful to reduce additional power consumption due to
increased backhaul demand. In [50], Chiang et al. optimizes energy efficiency by
employing CoMP with BS sleeping alongside with data caching. First BS clusters
are formed to maximize BS sleeping for a given QoS and then shareable caching
is deployed to minimize backhaul power consumption.
Besides BS switch-off, deployment costs can be reduced and energy efficiency
can be maximized by taking network coordination into account at network plan-
ning stage. In [125], a BS planning scheme is proposed to reduce the total number
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of required BSs for a given coverage and traffic QoS by deploying CoMP. A SU-
MIMO CoMP scheme with user-centric clustering method is employed to choose
the optimal BS locations for deployment from a number of candidate BS loca-
tions to maximize energy efficiency. A typical example of this work is to reduce
the number of BSs required from three to two BSs where some users cannot be
served without the third BS if CoMP is not employed.
Deployment of CoMP and realization of future network architectures like
CDSA and C-RAN will enable energy efficiency by increasing the number of sleep-
ing cells. However, most studies in the literature are lacking the load conditions
in the network but concentrate on coverage requirements only for BS switch-off
to maximize energy efficiency. With predicted mobile data growth, network ca-
pacity will be under pressure and will require to be managed more intelligently.
BS switch-off with CoMP clustering algorithms will need to include data demand
and available capacity in the network. Hence, a more comprehensive approach for
dynamic CoMP clustering should optimize energy efficiency and load balancing
jointly. We discuss CoMP clustering in relation to load balancing in the next
subsection.
2.6.4 Load Balancing
Load balancing has always been an important topic for cellular networks due to
non-even distribution of user traffic, resulting in some BSs overloaded whereas
other BSs not fully utilized. Network planning process takes traffic distribution
into account and BS locations are planned accordingly, however unpredictable
nature of user activities like traffic accidents, mass events etc. still cause over-
loaded cells. With ever increasing mobile data traffic globally, it is expected that
the number of connected devices will increase up to 100 billion by 2030 [157]. The
new use cases with 5G i.e. enhanced mobile broadband, massive machine type
communications and ultra-reliable and low latency communications will enable
a wide range of new applications be widely available with rapid deployment of
5G [130]. Data intensive applications such as virtual reality and gaming will be
more widely used [57]. To meet this increased capacity demand, load balancing
becomes even more important in future cellular networks. Various load balancing
schemes have already been studied in literature [25,79,172] for cellular networks
however there is very limited load balancing studies with CoMP deployment.
CoMP is likely to be deployed in dense deployment areas where there is severe
inter-cell interference and these areas typically form hotspots at certain times of
the day due to special events, accidents etc. Load balancing must be considered as
one of the key network objectives for CoMP deployment to resolve load imbalance
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in hotspot areas and improve customer satisfaction.
In our work presented in Chapter 3 (also published in [32]), we proposed the
first load aware CoMP clustering algorithm in literature where cell-load is taken
into account to design user-centric CoMP clusters for MU JT-CoMP scenario.
UEs at the cell edge for highly loaded cells are transferred to lightly loaded cells
to improve load balancing. Further work followed our study where Liu et al. pro-
posed a load aware JT-CoMP scheme in C-RAN architecture and utilize sleeping
BSs to improve coverage probability and enhance ergodic link throughput [106].
In [109], a two step load aware CoMP clustering solution is provided for non-
coherent macro diversity (MD) CoMP, where a load aware user-centric clustering
solution is developed by using game theory in the first step and then an inter-cell
resource scheduling algorithm is provided for the given clusters in the second step.
A further user-centric clustering algorithm is developed in [43] for MD-CoMP to
improve load balancing while keeping spectral efficiency at comparably high lev-
els. Shift factor and edge factor metrics are driven to minimize spectral efficiency
reduction and improve fairness for cell edge users. Both works considered MD
CoMP only to reduce complexity, however MD CoMP uses additional dedicated
resources from each BS within the cluster for the same user, hence spectral effi-
ciency gain has to be much higher than the additional resource demand to be able
to make the solution spectral efficient. When coherent MU JT-CoMP is utilized,
multiple users can be scheduled within the same resource, and hence additional
spectral efficiency/load gain is expected, however full user-centric clusters are too
complex for MU JT-CoMP due to additional processing required for central pre-
coding and scheduling. To limit this complexity, smaller network-centric clusters
are required to enable MU JT-CoMP within these BS clusters only. In our work
presented in Chapter 4, we proposed a novel, low complexity network-centric
clustering solution for MU JT-CoMP, utilizing coalitional game theory to opti-
mize load balancing and spectral efficiency jointly. This work is published in [31].
We further enhanced this study to take backhaul load conditions into account
for CoMP clustering in Chapter 5 where a two step coalitional game framework
is presented to form load aware BS clusters and adjust user clusters to optimize
RAN load and backhaul load and spectral efficiency jointly.
In summary, CoMP will introduce spectral efficiency gain and increased through-
put especially at the cell edge [82]. Additional capacity from CoMP can be utilized
for load balancing through dynamic CoMP clustering based on cell load. In re-
cent years, self-organised load aware CoMP clustering algorithms have been in
the interest of research community but more work is required especially to design
CoMP clusters not to optimize load balancing only but to include a number of key
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objectives to form multi-objective clusters. Multi-objective clusters are discussed
in the next subsection.
2.6.5 Multi-Objective Clustering
As seen in aforementioned subsections, dynamic CoMP clustering can aim to im-
prove not only spectral efficiency but also other objectives like energy efficiency
and load balancing. Most of the CoMP clustering works in literature deals with
one network objective as reviewed in previous subsections and but there is also
few works which focus on optimizing two objectives jointly. In [90], authors have
compared a number of static clustering options for trade-off between throughput
and energy efficiency in sparse, medium and dense deployment scenarios. They
have identified transmit power, inter-site distance and SINR service demands as
the main inputs for this trade-off. Li et al. proposed a dynamic CoMP clustering
algorithm with BS sleeping to maximize energy efficiency while maintaining high
achievable rate for all users [102]. Candidate clusters are formed by all possible
combinations of groups of cells with predefined cluster size and each BS selects a
suitable cluster from the candidate clusters by maximizing achievable rate for its
users. Developed algorithm then looks for cell load and moves users from cells
with light load onto other clusters to increase the number of sleeping cells and
hence better energy efficiency. Proposed clustering algorithm lacks on scalability
as number of candidate clusters increase with network size, leading to high com-
putational complexity. Moreover, proposed algorithm fails to look at total system
capacity and load balancing aspects, i.e. BS sleeping decisions will need to look
at not only coverage limitations but also incorporate the network capacity against
demand to make sure there is no BS congestion issues once a neighbour BS is
switched off. Hence, energy efficiency and load balancing will need to be jointly
optimized for an improved multi-objective CoMP clustering algorithm. Further-
more, backhaul load also needs to be taken into account for BS sleeping decisions
to make sure backhaul capacity from the remaining active BS can provide the
required backhaul capacity. Again, a number of works in literature deal with
backhaul availability problem for CoMP clustering [115,116,124], implications of
backhaul channel reliability on spectral efficiency of the CoMP clusters [118] and
more recently caching user-data at the RAN is employed to reduce backhaul re-
quirement for CoMP [77,173,185], however these studies lack on a comprehensive
approach to jointly optimize multiple objectives. A multi-objective optimization
problem is setup in [137] to optimize overall network capacity, cell edge perfor-
mance and backhaul requirements jointly in CoMP network with SFR. Inspired
from [37], authors define a scalar objective function which combines all objec-
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tives into one by taking weighted arithmetic mean of all objectives where weight
figures can be configured depending on the priority of each objective. This objec-
tive function is then employed for SFR design a fixed clustering scheme is used,
lacking on a multi-objective clustering model.
Existing literature focuses on one limiting objective and investigates the trade-
off against spectral efficiency gains. However, a more comprehensive CoMP clus-
tering approach need to take all limiting factors in the same algorithm for in-
telligent clusters which jointly optimize backhaul bandwidth, energy efficiency,
load balancing and spectral efficiency. For example, BS switch-off is a widely
studied concept in literature as part of CoMP clustering, however only the SINR
constraints are taken into account to make sure there is enough coverage for BS
switch-off. However, other constraints like RAN capacity, load balancing, back-
haul bandwidth availability also need to be considered in a realistic network for
BS switch-off decision. Our work presented in Chapter 5 provides a clustering
solution to jointly optimize backhaul and RAN load alongside with spectral ef-
ficiency, however more research is required for multi-objective CoMP clustering
algorithms with above mentioned constraints. A comparison of CoMP cluster-
ing algorithms based on aimed objective and their shortcomings are provided in
Table 2.3.
2.7 Conclusions and Outlook
This chapter provides an extensive survey on CoMP clustering methods for future
cellular networks. We first give the motivation for CoMP for future wireless
networks and briefly provide an outline of CoMP implementation challenges and
the need for CoMP clustering. We then provide a section to give brief tutorial
about different types of cooperation, associated challenges and propose network
architectures like CDSA and C-RAN which will enable CoMP implementation.
We then introduce SON as a key framework for much needed dynamic CoMP
clustering algorithms. The core of the chapter provides an extensive survey on
CoMP clustering techniques available in the literature and introduce two novel
taxonomies for CoMP clustering algorithms based on self-organization and aimed
objective function.
Firstly, we provide a CoMP clustering taxonomy based on self organization,
and critically discuss static, semi-static and dynamic CoMP clustering works in
literature. Dynamic clustering algorithms are further divided to network-centric
and user-centric clustering solutions and different approaches are discussed, their
benefits and shortcomings are highlighted.
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Table 2.3: Summary of CoMP Clustering Approaches based on Objective Func-
tion
Clustering
Objective
Proposed
Approach Impact / Shortcomings Reference
Spectral
Efficiency
Dynamic clustering
as summarised in
Table 2.2
As summarised in Table 2.2
[134], [178],
[58], [18],
[121], [70],
[64], [98],
[170], [110]
Backhaul
Bandwidth
Optimiza-
tion
Dynamic serving BS
reassignment
Re-distribute backhaul load from serving
cell to cooperating cells [35]
Backhaul
Bandwidth
Optimiza-
tion
Minimise cluster size
based on min. SINR
requirement
Reduced backhaul requirement, however
spectral efficiency is sacrificed.
[180],
[181], [115],
[71], [124]
Backhaul
Bandwidth
Optimiza-
tion
Caching at the BS.
Switch between
CB/JT CoMP based
on backhaul
availability
Reduced backhaul bandwidth requirement
by caching popular multimedia at the BS [105], [56]
Backhaul
Bandwidth
Optimiza-
tion
Caching at the BS.
Exchange cache data
between BS via
mm-wave backhaul
Reduced backhaul bandwidth requirement
by caching popular multimedia at the BS [173]
Backhaul
Bandwidth
Optimiza-
tion
Caching at the BS.
Cache-aware
user-centric
clustering
Reduced backhaul bandwidth requirement
by caching popular multimedia at the BS
[174], [77],
[49]
Energy
Efficiency
CoMP clustering to
maximize BS
switch-off
CoMP clustering to switch-off lightly
loaded cells for better energy efficiency.
Only coverage constraints are considered,
network load constraints need to be jointly
optimized
[74], [42],
[52], [176],
[92], [96]
Energy
Efficiency
Minimize number of
BS deployment by
employing CoMP
CoMP clustering to reduce the number of
BSs required for deployment for better
energy efficiency and cost saving.
Only coverage constraints are considered,
network load constraints need to be jointly
optimized
[125]
Load
Balancing
Load aware
user-centric
clustering
Higher complexity, not scalable user-centric
clusters
Network-centric clusters are required for
lower complexity, scalable solutions
[109], [43],
[32]
Multi-
Objective
Clustering
Energy efficiency
without BS
switch-off and
Spectral Efficiency
jointly optimised
Energy efficiency by deploying CoMP
without BS switch-off.
Comparing different CoMP static
clustering schemes for energy
efficiency/spectral efficiency trade-off.
[90]
Multi-
Objective
Clustering
Energy efficiency
with BS switch-off
and Spectral
Efficiency jointly
optimized
Energy efficiency by deploying BS
Switch-off with CoMP while maximizing
spectral efficiency
[102]
Multi-
Objective
Clustering
Backhaul Bandwidth
and Spectral
Efficiency jointly
optimized
Effect of backhaul channel reliability on
spectral efficiency for CB/JT CoMP.
Reduced backhaul requirement by caching
at the RAN.
[118], [115],
[116], [56]
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Secondly, we present a novel CoMP clustering taxonomy based on the objec-
tive function. CoMP clustering algorithms aiming for spectral efficiency, energy
efficiency, backhaul optimization and load balancing are extensively discussed.
More focus is given on comprehensive multi-objective clustering, available works
in literature are presented, shortcomings are identified in detail.
Based on this extensive survey, key lessons learnt are summarized below:
• CoMP is a key part of future wireless networks to mitigate inter-cell in-
terference in interference-limited densely deployed SC networks envisioned
for 5G. However CoMP comes with significant overheads depending on the
type of CoMP deployment. This limits the CoMP implementation to small
clusters only. Optimum CoMP cluster design is key to be able to maximize
CoMP gains.
• Future networks will be more complex with multiple layers and even with
cells where operators will not have much control over (e.g. user-deployed
cells). Hence, network elements and user profiles change dynamically and
truly realistic CoMP clustering models need to be dynamic to be able to
respond to spatio-temporal changes in the network and users. SON platform
provides a promising framework to design dynamic CoMP clusters.
• Multiple network objectives are taken as primary objective for CoMP clus-
tering models studied in literature, however there is limited work consider-
ing multiple objectives and optimize them jointly. A realistic CoMP clus-
tering model will need to take all key objectives into account like backhaul
availability, energy efficiency, spectral efficiency and load balancing as key
objectives.
• CoMP is likely to be deployed in interference-limited areas where there is
dense population and there are inevitable hotspot areas at certain times
of the day at specific locations. Some cells will be highly loaded where
others will be under-utilized. Load balancing appears to be a key metric
to be optimized in CoMP clustering design too. We make the first attempt
to fill the gap in literature with CoMP clustering design which optimize
load balancing alongside with spectral efficiency. A load aware user-centric
CoMP clustering work presented in Chapter 3 where user-centric clusters
are formed to maximize spectral efficiency and load balancing objectives
jointly. This work is followed by Chapter 4 where a novel network-centric,
load aware clustering model is presented. This work provides a scalable
solution for the potential complexity and scalability issues with user-centric
clustering.
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• CoMP requires a high backhaul bandwidth and low latency. This is a key
dependency especially with JT-CoMP but also applies to other types of
CoMP at a lower scale. A realistic CoMP design will need to take backhaul
availability into account to maximize CoMP gains. Backhaul availability
is considered for CoMP clustering design in literature, however a holistic
approach has been missing where backhaul awareness is taken into account
along side with other key metrics. In Chapter 5, we attempt to fill this gap
with a clustering design to optimize RAN and backhaul load alongside with
spectral efficiency.
• CoMP deployment and intelligent clustering solutions can improve energy
efficiency especially with increasing the number of sleeping BSs [92,96,176].
BS sleeping has been employed in most works to improve energy efficiency,
however only SINR constraints are taken into account for BS sleeping to
make sure there is coverage available for all users. As discussed in Section
2.6.5, other constraints like system capacity and backhaul bandwidth will
need to be taken into account for BS sleeping. A future open research area is
to study a more realistic clustering approach where both RAN and backhaul
load balancing are considered while making decision for BS switch-off with
the aim of maximizing energy efficiency.
• CoMP clustering models in literature focus on reactive design where CoMP
clusters are adapted into the network/user profiles changes after it happens.
Reactive solutions will inevitably cause delay in adapting the clusters into
the spatio-temporal changes in the network/user profiles which then will
provide sub-optimal performance. We envision proactive CoMP clustering
to accommodate much faster response rates required for 5G. Historic mobil-
ity data has been utilized in few studies for cluster formation in some recent
works in [89, 123], however more intelligent solutions can be studied, Big
Data in the context of wireless networks can be utilized to empower machine
learning based algorithms to form prediction based CoMP clusters.
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Load Aware Dynamic CoMP
Clustering
3.1 Introduction
In this chapter, we introduce a load aware, user-centric clustering model for JT-
CoMP as a first attempt in literature to include load balancing as one of the pri-
mary objectives in CoMP deployment scenario. We first develop a self-organizing,
user-centric CoMP clustering algorithm, maximizing spectral efficiency for a given
maximum cluster size. We then further develop this clustering algorithm for load
awareness and present a novel re-clustering algorithm in two stages. In stage-1,
maximum cluster size is allowed to increase further for highly loaded cells to intro-
duce more capacity in the system. A novel re-clustering algorithm is presented in
stage-2 to distribute traffic from highly loaded cells to lightly loaded neighbours
for MU JT-CoMP case. We show that unsatisfied UEs due to high load can be
significantly reduced with minimal impact on spectral efficiency. Clustering with
load balancing algorithm exploits the capacity gains from increase in cluster size
and also the traffic shift from highly loaded cells to lightly loaded neighbours.
The rest of the chapter is organised as follows. In Section 3.2, we discuss
the load balancing problem and present existing literature. Our system model
is presented in Section 3.3. Our dynamic user-centric clustering algorithm is
presented in Section 3.4. We further enhance the our user-centric clustering in
Section 3.5 and introduce a re-clustering algorithm to take load balancing into
account to distribute the load evenly to lightly loaded cells. In Section 3.6, we
present results from our simulation and Section 3.7 concludes our work with the
outcome and further discussion. Part of this work is published in [32].
47
Chapter 3. Load Aware Dynamic CoMP Clustering
3.2 Related Work
Mobile network operators experience an exponential increase in mobile data traf-
fic and it is expected to continue with the wide range of additional services and
devices becoming available in 5G. A 1000-fold capacity increase is projected for
the next decade for 5G [101]. Given the very high capacity requirement, load bal-
ancing becomes even more important in future cellular networks. On the other
hand, to cope with high capacity demand, ultra-dense small cell networks are
envisioned where inter-cell interference will be severe. To mitigate inter-cell in-
terference, CoMP is identified as a key feature for LTE-A by 3GPP [6] and it is
likely to be a key feature for 5G [101]. As discussed in Chapter 2, CoMP and
the associated clustering problem has been studied extensively in literature and
various network objectives like spectral efficiency, energy efficiency and backhaul
availability are optimized for CoMP clustering. However, load balancing in CoMP
networks is a new concept and there is only very recent interest in CoMP cluster-
ing solutions aiming to optimize load balancing objective. Various load balancing
schemes have already been studied in the literature for traditional networks with-
out CoMP [25,79,172]. We make the first attempt in literature to provide a novel
load aware, user-centric CoMP clustering model for JT-CoMP in this chapter
exploiting the additional capacity from increased cluster size and load shift from
highly loaded cells to lightly loaded cells. Our work in this chapter is followed
by a similar user-centric model for MD-CoMP in [43] where a dynamic access
threshold based on SC load is driven for each SC to prioritize UEs for scheduling.
For highly loaded SCs, some UEs are shifted to alternative lightly loaded SCs
where possible. Based on average received pilot power, UEs find alternative cells
with minimal spectral efficiency degradation and request access to these alterna-
tive SCs. SCs receive access requirements and confirm access for UEs based on
priorities driven from CoMP access threshold. Liu et al. provides a load aware
user-centric CoMP clustering solution [109] for non-coherent MD CoMP where
game theory is applied to find load aware user-centric clusters. UEs are set as
players aiming to maximize their throughput and they are implicitly penalized
not to prefer highly loaded cells as UEs will be allocated less resources in highly
loaded cells. In both works, MD-CoMP scenario is studied where same user is
allocated dedicated resources from all SCs in the cluster and hence MD-CoMP
is not spectral efficiency efficient unless proposed SINR increase is more than
the additional amount of resource usage. Different to these studies, our work
employs MU JT-CoMP where capacity dynamics are different as same resources
from each SC within the cluster can be allocated to multiple users and hence
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additional capacity is possible by increasing cluster size provided that complexity
and other overheads are kept at manageable level. Our model exploits clusters
size and dynamically increase clusters size for highly loaded cells to provide addi-
tional capacity where required. In [106], authors propose a load aware JT-CoMP
scheme in C-RAN architecture, where sleeping BSs are utilized to improve cov-
erage probability and enhance ergodic link throughput. The additional capacity
from the void BSs are utilized to improve spectral efficiency and hence reduce
load. Solution assumes a number of void BSs and all BSs to be able to coordi-
nate with JT-CoMP, however computational complexity can be severely high for
all BSs to cooperate depending on the number of BSs involved in cooperation.
3.3 System Model
We consider CDSA architecture in our model where MBS is used to provide cov-
erage and handle most of the control signalling and SCs under the MBS provide
the required data services [120]. We consider MBSs have enhanced functions as
CCU with fiber backhaul links to the SCs within its coverage area as illustrated in
Figure 3.1. CCU functionality on the MBS will handle central precoding design,
baseband processing and make intelligent clustering decisions centrally within the
SC layer. With all SCs connected to the associated MBS, there will be no need
for high bandwidth backhaul between the SCs. In addition to CDSA model, our
presented algorithm can also be implemented in C-RAN architecture [119, 161]
where the clustering decision, precoding, scheduling functions can take place at
the "cloud" centrally.
Control Data – Signalling – Macro site User Data - CoMP small cells 
CCU
Fiber Link
Figure 3.1: Control-data separation architecture (CDSA).
Assume there are C small cells and U users in one MBS’s coverage area where
all SCs are connected to the MBS with fiber via which SCs share its CSI. Global
precoding is designed and scheduling is performed at the MBS. MBS acts as CCU
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for all SCs in the serving area. Frequency spectrum used for SC layer is different
to macro layer hence no interference between MBS and SCs are assumed. Similar
two frequency approach is also employed in 3GPP LTE-A HetNet deployment sce-
nario [4]. We propose to use different time frames for pre-coding and clustering.
Precoding is calculated in much faster rate in response to the fast fading chan-
nel conditions, however clustering decisions are updated in longer time intervals
based on averaged receive power levels eliminating fast fading effects [64,68,168].
This gives extra resilience on clustering algorithm’s imperfect CSI knowledge and
reduces additional signalling required for more frequent cluster changes [133].
User-centric clustering is employed in this work, where each UE is assigned its
own cluster within the group of SCs connected to the same MBS. MU-JT CoMP
is employed where user data is available at all SCs within the cluster. Ideal
backhaul and perfect CSI knowledge are assumed. Zero forcing (ZF) precoding
is employed where intra-cluster interference is completely canceled. Maximum
transmit power PTx from each SC is assumed to be equal.
Assume UEk is assigned a cluster of SCs defined as Ck where |Ck| = T . A
group of UEs defined as Uk including UEk are scheduled at the same physical
resource block (PRB) in this cluster where |Uk| = R. Each UE and SC are
assumed to have one TP for simplicity. Received signal for each UE in Uk can be
expressed as:
y = HWx + n,H ∈ CR×T ,W ∈ CT×R (3.1)
Channel vector at UEk is expressed as:
hk =
[
hk1hk2 . . . hkT
]
(3.2)
where H =
[
h1h2 . . .hR
]T
Beamforming vector for UEk is expressed as:
wk =
[
w1kw2k . . . wTk
]T
(3.3)
where W =
[
w1w2 . . .wR
]
Received signal at UEk can be expressed as:
yk = hC
k
k wC
k
k xk +
∑
i∈Uk/UEk hC
k
k wC
k
i xi +
∑
j∈U/Uk h
C/Ck
k wjxj + nk (3.4)
First term in (3.4) represents the desired signal, followed by intra-cluster in-
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terference from cells within the cluster Ck and the third term represents inter-
cluster interference from all SCs outside of the cluster. Last term nk represents
the AGWN.
SINR at UEk can be written as:
SINRk = |h
Ck
k wC
k
k xk|
2
|
∑
i∈Uk/UEk
hCk
k
wCki xi|
2
+|
∑
j∈U/Uk h
C/Ck
k
wjxj |
2
+|nk|2
(3.5)
We assume perfect channel knowledge with ZF precoder and equal trans-
mit power for all PRBs within all SCs. Also equal total transmission power
(PTx) is assumed for all cells. With ideal backhaul and perfect CSI knowledge,
any typical ZF precoder results in the cancellation of intra-cluster interference.
Similar assumptions are also made in literature for CoMP clustering algorithms
in [70,90,117,134]. Consequently, (3.5) can be simplified to:
ˆSINRk =
PTx
∑
i∈Ck |hki|2
PTx
∑
j∈C/Ck |hkj|2 + N0Btot
(3.6)
where N0 is the noise spectral density and Btot is the total system bandwidth.
Ideal backhaul and perfect CSI knowledge is an over-estimation but gives
an illustrative bound for our work. Non-ideal backhaul is studied in Chapter 5
where impact of non-ideal backhaul is taken into account as reduction in achieved
spectral efficiency when compared to the ideal case as studied in [39].
Channel coefficient hki is made up of 2 terms, static distance based path loss
component with shadow fading and fast fading complex coefficients:
hki = gki ∗ fki (3.7)
In (3.7), gki is the distance based path-loss and shadow fading component and
fki is the complex fast fading channel coefficient. As discussed earlier, clustering
decisions are proposed to be based on long term received power levels, hence fast
fading competent in (3.6) will be averaged out. Consequently, (3.6) can be further
simplified to eliminate fast fading component for clustering decisions:
ˆSINRk =
PTx
∑
i∈Ck |gki|2
PTx
∑
j∈C/Ck |gkj|2 + N0Btot
(3.8)
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3.4 User-centric Clustering Algorithm
We consider user-centric clustering where each UEk has its cluster of SCs based
on the received power levels. Each UE will report its average received reference
signal power levels from each of the SCs within its range to its best serving SC.
Collected signal levels from each UE will be sent to the CCU located at MBS
through the fiber backhaul from the SCs to the MBS. CCU will process this
information to assign a cluster of SCs to each UE for cooperation. We propose
to limit the complexity of user-centric clustering by keeping the clustering only
to the SCs which are connected to the same MBS. This approach can also be
considered as a hybrid-clustering approach where all SCs connected to the same
MBS form a network-centric cluster and user-centric clustering is employed within
the network-centric cluster. Management of inter-cluster interference between the
SCs under different MBS is out of scope for this work. Cluster size is designed
to dynamically change for each UEk based on received power levels. Clusters are
designed from SCs within closer range of serving SC received power level and
a minimum power threshold Pmin is applied to avoid unnecessary cells in the
clusters.
The proposed user-centric clustering algorithm works as follows:
1. For each UEk, compute the average received power levels from all SCs within
the MBS. Received power levels will be averaged out in time, eliminating
the fast fading component. Hence gkm in (3.9) consists of path loss and
shadow fading only, i.e., the received power from any SCm at UEk can be
expressed as:
pkm = PTx ∗ |gkm|2,m ∈ C (3.9)
2. pkm is sorted for each UEk.
pk1 = argmax
m
pkm,m ∈ C (3.10)
pk1 is the received power for serving cell for UEk. Similarly pk2 indicates
the received power for 2nd best serving cell and so on.
3. Choose cluster Ck for UEk from cells with highest received power levels with
following conditions:
(a) Number of cells do not exceed the maximum cluster size defined for
the algorithm. This is a tunable input parameter to the algorithm
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where complexity against CoMP efficiency trade-off can be balanced.
|Ck| ≤ Cmax (3.11)
(b) Received power level should not be lower than a minimum thresh-
old. This ensures no unnecessary cells added to the cluster preventing
increased signalling and wasted resources without significant CoMP
gains.
pkm > Pmin (3.12)
(c) For any cell in the cluster, pkm/pk1 > P∆. This ensures that cells
within a similar received power range to the serving cell are included
in the cluster.
3.5 Clustering with Load Balancing
In this section, we discuss how we utilize user-centric clustering algorithm de-
fined in the previous section and propose a novel load balancing algorithm to
dynamically change clusters to distribute load evenly in hotspot areas. In the
following subsection, we define cell load and unsatisfied users metrics for MU
JT-CoMP clustering scenario. Then, the user-centric clustering algorithm with
load balancing is detailed in the following subsection.
3.5.1 Cell Load and Unsatisfied Users Metric
In [164], a mathematical framework is developed for cell load for traditional net-
works and a term called "unsatisfied users" is introduced for UEs where available
throughput is below the guaranteed bit rate (GBR) for their service. Based on
this work, we derive the cell load and unsatisfied users metrics for MU JT-CoMP
scenario. Our proposed CoMP clustering algorithm will aim to minimize the
number of unsatisfied users by user-centric cluster formation taking cell load into
account .
We assume total number of PRBs at each SC as Rtot where each PRB has
a bandwidth of BPRB. Based on the Shannon capacity formula, the maximum
achievable throughput from one PRB can be estimated as:
yk = BPRBlog2(1 + ˆSINRk) (3.13)
We assume constant bit rate dk is required for each user UEk, hence the
average required PRBs for each user for no CoMP scenario is rk = dk/yk. But
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in the MU-JT CoMP case, user data for UEk is also transmitted from the other
SCs in the cluster Ck. So UEk will require resources from each of the SCs in
the cluster. Additionally, same resources allocated for UEk are shared with other
UEs ∈ Uk scheduled in the same cluster. We assume the number of UEs sharing
the same PRB in the same cluster is equal to the the cluster size for UEk i.e.,
|Ck| = |Uk| = nk. Since same PRB is shared between nk number of users, we can
estimate a dedicated PRB allocation for each user as rˆk = rk/nk in MU JT-CoMP
scenario. So the estimated average dedicated PRB required for UEk from all SCs
in the Ck cluster can be defined as:
rˆk =
dk
yknk
(3.14)
For example, assume a three cell cluster with three UEs scheduled at the same
time on the same one PRB from each of the SCs in the cluster. An estimated
average dedicated PRB requirement for each UE from each SC is 1/3, and hence
all three UEs PRB requirements in one SC will add up to one PRB.
Let Um be the active UE list attached to SCm. Cell load lm can be defined as
proportion of the number of utilized PRBs to the total PRB count Rtot on the
SC. Since load can not exceed one, lm can be expressed as:
lm = min
(
1,
∑
k∈Um rˆk
Rtot
)
(3.15)
From lm in (3.15), we can also define an estimated cell load lˆm which is allowed
to go beyond one, and give a measure of how much overloaded the cell is:
lˆm =
∑
k∈Um rˆk
Rtot
(3.16)
From (3.16), we can define an unsatisfied users term to indicate the load on
cell and use it as target function to minimise unsatisfied users in CoMP clustering.
Given that all users are assumed to require constant GBR dk, the users will be
defined as "satisfied" if they obtain their GBR, otherwise unsatisfied. For example,
when lˆm ≤ 1, all associated users are satisfied in SCm and when load increases to
lˆm = 4, only one fourth of the users are satisfied [164].
To be able to calculate unsatisfied users for each SC, we need to express an
estimated dedicated number of UEs associated with each cell in the MU JT-CoMP
scenario. As defined above, Um represents the active UE list in SCm, however
UEs are associated to multiple SCs in the MU-JT CoMP case. Since each UE
is repeated on all cells in its cluster, an estimated dedicated UE count for each
SC can be found by adding up all associated UEs with a factor of 1/nk i.e. its
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cluster size. Estimated dedicated number of UEs associated with each cell can
be expressed as:
ûm =
∑
k∈Um
1
nk
(3.17)
Number of unsatisfied users on SCm can then be defined as:
zˆm = max
(
0, ûm
(
1− 1
lˆm
))
(3.18)
3.5.2 Clustering Algorithm with Load Balancing
User-centric clustering algorithm discussed in Section 3.4 is adjusted to take SC
load into account with the aim of balancing the load across the SCs. Clustering
for load balancing is designed in 2 stages:
1. Stage-1: Increase cluster size:
Increased cluster size will increase the capacity in a given cluster with MU
JT-CoMP at the expense of additional complexity as extensively discussed
in Chapter 2. In our proposed algorithm, the capacity/complexity trade-off
is managed with assigning different maximum cluster size limit for low and
high load scenarios separately. We define Lmin as an input parameter for
the high load threshold and identify the set of users Uh which are served
by highly loaded SCs i.e. any UEk where lˆm > Lmin for any SCm ∈ Ck.
We set an increased maximum cluster size Chmax for UEs in Uh and the
maximum cluster size set for light load Cmax is increased in iteration until
the high load is cleared or the Chmax is reached. Algorithm flow is illustrated
in Algorithm 1.
Algorithm 1 Stage-1: Increase cluster size:
while Cmax < Chmax and Uh 6= ∅ do
Cmax = Cmax + 1
for all UEk ∈ Uh do
if UEk ∈ Uh then
Re-cluster with incremented Cmax
Update Uh
end if
end for
end while
2. Stage-2: Re-cluster to exclude highly loaded SCs:
If Uh 6= ∅ after cluster size increase in Stage-1, UEs in Uh will be subject to
re-clustering in Stage-2 with the aim of excluding highly loaded SCs from
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the user-centric clusters. We define a maximum allowable spectral efficiency
loss parameter SEmax∆ in the algorithm and start re-clustering UEs at the
cell edge where there are alternative clusters available with a lower spectral
efficiency loss. Allowed spectral efficiency loss SEmax−iter∆ is incremented
in iterations upto SEmax∆ to make sure cell edge users are re-clustered first
and users closer to the cell center are re-clustered only when there is still
highly loaded SCs after cell-edge users are re-clustered. Furthermore, our
algorithm looks for a candidate cluster for each UE in Uh where none of
the SC load levels within the candidate clusters are greater than Lmin. If
this is not achievable, then Lmin is incremented to a higher value to look
for candidate clusters where only the highest loaded SCs in the cluster are
excluded, but relatively lower loaded SCs are still included in the candidate
cluster. This part of the algorithm is illustrated in Algorithm 2.
Algorithm 2 Stage-2: Re-cluster excluding loaded cells:
while SEmax−iter∆ ≤ SEmax∆ do
for all UEk ∈ Uh do
while argmax(lm for ∀SCm ∈ Ck) ≥ Lmin do
Find Cˆk where lˆm for ∀SCm ∈ Cˆk < Lmin
if ˆSINRk > SINRmin and SE∆ < SEmax−iter∆ then
Recluster UEk
Break while-loop and move to next UE
else
Increment Lmin
end if
end while
end for
Increment SEmax−iter∆
end while
3.6 Numerical Results
In order to evaluate the performance of our novel, load aware, user-centric CoMP
clustering method presented in this chapter, SCs within one MBS coverage area
is considered where MBS coverage area is assumed to be a circle with radius
rb = 0.4m. To simulate the unplanned nature of SC deployment in future cellular
networks, SCs are modelled as RN following PPP distribution with density pa-
rameter λC. UEs are also randomly distributed following PPP distribution with
densityλUhigh and λUlow . MBS coverage area is assumed to have un-even traffic
distribution where there is high user density λUhigh within the inner circle and
low user density λUlow in the outer ring. SCs deployed within the inner circle
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Parameter Name Parameter Value
Simulation Environment Urban Microcell [83]
Frequency Carrier 5 GHz
Channel Bandwidth 5 MHz
PRB Bandwidth (BPRB) 180 kHz
Number of PRBs/SC (Rtot) 25
Shadow fading std 4 dB [83]
UE Antenna Gain 0 dBi
UE Thermal Noise Density -174 dBm/Hz
TP Total Transmit Power (PTx) 41dBm [83]
UE Noise Figure 7dB
TP Noise Figure (Cable loss) 5dB
BS antenna gain (boresight) 17dBi
User-centric cluster: Min RX Power (Pmin) -110dBm
User-centric cluster: Max RX power offset (P∆) 20dB
User-centric cluster: Min Required SINR (SINRmin) 0
Max Cluster Size (no Overload) (Cmax) 3
Max Cluster Size (Overload) (Chmax) 6
Guaranteed bit rate for UEs (dk) 512 kbps
SC Density Dense Deployment (λC) 80SC/km2
SC Density Medium Deployment (λC) 40SC/km2
SC Density Sparse Deployment (λC) 20SC/km2
MS Density Hotspot High Load (λUhigh) 12000UE/km2
MS Density Hotspot Medium Load (λUhigh) 10000UE/km2
MS Density Hotspot Light Load (λUhigh) 6000UE/km2
MS Density Non-Hotspot (λUlow) 800UE/km2
Simulation Area Radius (rb) 0.4km
Non-Hotspot Area Radius 0.2km
Hotspot Area Radius 0.1km
Minimum Load (Lmin) 80%
Table 3.1: Simulation parameters.
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Figure 3.2: Simulation network topology illustration, SC and UE locations,
hotspot and non-hotspot areas, cell borders following Voronoi tessellation.
will be highly loaded and the aim is to reduce the load on these SCs by shift-
ing traffic from highly loaded cells to under-utilized SCs by dynamic user-centric
CoMP clustering. High user density area radius is assumed to be 0.1m and low
density user radius is assumed to be 0.2m. SCs are deployed within a larger area
(rb = 0.4m) to avoid border effect and make sure UEs at the border receive in-
terference from within 0.2km outside the UE radius. The simulation setup with
network topology is illustrated in Figure 3.2.
Each SC is assumed to have one cell with omnidirectional antenna. The ITU-
R microcell urban non-line-of-sight (NLOS) path loss in [83] is employed for SC
path loss as given below where d is the distance between SC and the UE in meters
and fc is the carrier frequency in GHz.
PL = 36.7 log10(d) + 22.7 + 26 log10(fc) (3.19)
Antenna bore-sight gain is assumed to be 17dBi and TP noise figure is assumed
to 5dBm as suggested for ITU-R microcell urban test environment [83]. Frequency
carrier is selected as 5GHz to simulate medium bandwidth spectrum range (i.e.
< 6GHz) proposed for 5G [95].
MU JT-CoMP with coherent combining is employed, however proposed al-
gorithm can be easily adapted to other coordination methods, SU-JT-CoMP
or CS/CB CoMP. The rest of the simulation parameters are provided in Ta-
ble 3.1. We run Monte Carlo simulations for a number of scenarios to simu-
late dense/medium/sparse deployment with high/medium/light load and each
scenario has been run for one hundred snapshots. Average of all one hundred
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snapshots are presented for each scenario.
3.6.1 Dense Deployment with High Load Scenario
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Figure 3.3: Unsatisfied UEs and spectral efficiency changes in dense deployment
scenario with high load.
Figure 3.3 depicts the changes in number of unsatisfied users and average
spectral efficiency in iterations for dense network deployment with high UE load
case. First iteration shows the unsatisfied users when CoMP is not employed. Our
presented user-centric CoMP clustering is employed in the next iteration with max
cluster size of three without taking SC load into account. This reduces the number
of unsatisfied users by 34.4% due to the additional capacity introduced with MU
JT-CoMP. Load balancing algorithm is used at the next stage where only the
UEs attached to highly loaded cells are allowed to increase cluster size beyond
the original value of three. The additional three iterations in Figure 3.3 gives the
reduction in the number of unsatisfied UEs by increasing maximum cluster size to
4,5 and 6 respectively. Unsatisfied UEs are reduced by an additional 30.2% at this
stage. Spectral efficiency continues to increase as CoMP cluster size increases, and
no cells are excluded from clusters until iteration 6. Once cluster size is increased
to the maximum Chmax = 6 for loaded cells, then Stage-2 of the load balancing
algorithm starts to further reduce the unsatisfied users based on re-clustering UE
clusters for UEs which are served by any SCm where lˆm > Lmin = 80%. UEs are
re-clustered only if the spectral efficiency loss is below a certain spectral efficiency
loss threshold SEmax−iter∆ at each iteration. This threshold is increased at each
iteration until either all unsatisfied UEs are cleared, or the max allowed limit for
spectral efficiency loss threshold SEmax∆ is reached. This ensures that UEs located
at the cell edge of the loaded SCs are re-clustered to other neighbour SCs first and
gradually more UEs are re-clustered until cell load is reduced to < Lmin = 80%.
Spectral efficiency loss steps SEmax−iter∆ are set to 1, and max spectral efficiency
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loss threshold SEmax∆ is set to 5 in this simulation. An additional 9% of the
unsatisfied UEs are reduced in Stage-2 in dense deployment case.(i.e. iterations
6-15 in Figure 3.3). Overall, number of unsatisfied UEs are reduced by 73.6%.
Re-clustering in Stage-2 of the algorithm comes with the cost of reduced spectral
efficiency as some of the UEs served by loaded SCs area handed over to the non-
best serving cells. 6.84% reduction in spectral efficiency is observed in the dense
deployment with high load case. In return for spectral efficiency loss, more users
have been allocated their GBRs, resulting in the reduction of unsatisfied UEs by
9%. Spectral efficiency distribution at different stages of the algorithm is shown
in Figure 3.4a.
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Figure 3.4: Dense deployment scenario with high load.
Figure 3.4b depicts the cluster size distribution at 3 different iteration points,
i.e., iteration 2, 5 and 15 capturing the cluster size distribution when maximum
cluster size Cmax is set to 3, 6 and at the end of the re-clustering iterations. 86.1%
of the UEs had 3 cells in their cluster when the initial clustering algorithm was
deployed, however when the cluster size is increased to 6 for load balancing, UEs
with maximum cluster size of 6 is reduced to 60.9%. This is due to clustering
algorithm not allowing cluster size increase if it is not required for load balancing.
Figure 3.7a shows the SC load distribution at the same iteration points where
load distribution is clearly improved when cluster size is increased to 6 for loaded
cells and it is further improved after re-clustering.
3.6.2 Dense/Medium/Sparse Deployment
Simulations are run for dense/medium/sparse deployment scenarios with high
UE load i.e. λC=80,40 and 20 SC/km2 with λUhigh=12000 UE/km2 respectively
to compare the effectiveness of the algorithm. Figure 3.5 shows the unsatisfied
UEs reduced by 73.6%, 64.8% and 56.6% for dense, medium and sparse deploy-
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Figure 3.5: Unsatisfied UEs in dense/medium/sparse deployment scenario with
high load.
ment respectively. Results clearly show that presented algorithm is more effective
in the dense deployment scenario. As presented in Figure 3.6a, sparse deploy-
ment results in significantly lower cluster size, due to lack of available SCs with
overlapping coverage, hence limiting the re-clustering options for load balancing.
Spectral efficiency changes are compared in Figure 3.6b showing negligible spec-
tral efficiency loss in re-clustering phase (from iteration 5 on-wards) in sparse
deployment due to minimal amount of re-clustering activity. Higher spectral effi-
ciency is achieved in sparse deployment due to limited inter-cell interference with
lack of too many neighbour SCs. Figure 3.7b shows the SC load distribution
at sparse deployment scenario where re-clustering is not effective. However in
dense deployment scenario, SC load distribution shows a clear improvement due
to re-clustering in Figure 3.7a. Overall, our algorithm is significantly more effec-
tive in dense deployment scenario which is the likely deployment case in 5G and
beyond wireless networks to cope with high capacity demand. Dense deployment
scenario provides alternative clustering options to shift load effectively which has
been utilized in our novel algorithm.
3.6.3 Dense Deployment with High/Medium/Light load
We have also evaluated the proposed scheme in dense deployment scenario with
different UE load conditions. Figure 3.8 shows the the change in unsatisfied
UEs for dense deployment in high/medium/light load scenarios. In the light
load scenario, unsatisfied UEs have almost completely disappeared at iteration 6,
limiting the spectral efficiency loss allowed for re-clustering (SEmax−iter∆ ) to 1 only.
On the other hand, Figure 3.9a shows that average cluster size is significantly
lower in the light load scenario. The algorithm is only applied to the UEs served
by loaded cells which is a lower portion of the total UEs for light load case. Lower
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Figure 3.6: Dense/medium/sparse deployment scenario with high load.
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(a) SC load distribution in dense de-
ployment with high load.
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(b) SC load distribution in sparse de-
ployment with high load.
Figure 3.7: SC load distribution in dense/sparse deployment scenario with high
load.
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Figure 3.8: Unsatisified UEs in dense deployment scenario with
high/medium/light load.
cluster size in light load case has direct effect on spectral efficiency, as light load
scenario has the lowest spectral efficiency in Figure 3.9b due to lower cluster
size. Furthermore, spectral efficiency loss due to re-clustering is minimum in the
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light load scenario as shown in Figure 3.9b from iteration 5 to 12. Figure 3.10
shows the SC load distribution in dense deployment with light load scenario where
all SCs are successfully moved to light load range (load <1) after re-clustering.
Overall, our algorithm responds to the UE load successfully where cluster size
increase (stage-1) and re-clustering (stage-2) algorithms made minimal changes
in light load scenario to avoid additional complexity with increased cluster size
and spectral efficiency loss in re-clustering
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Figure 3.9: Dense deployment scenario with high/medium/light load.
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Figure 3.10: SC load distribution in dense deployment with light load.
Finally, Figure 3.11 shows the total number of unsatisfied UEs for different
allowed maximum cluster size Chmax in the dense deployment scenario with high
load. It can be seen that as the cluster size increases, the impact of the increased
cluster size on reducing the unsatisfied UE metric reduces. Based on the density
of the deployment, max cluster size need to be optimised carefully for maximising
the load balancing gains in return for increased complexity due to high cluster
size.
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3.7 Conclusion
In this chapter, we presented a novel, load aware, user-centric CoMP clustering
model. It has been shown that additional capacity with MU JT-CoMP can be
utilized further by increasing the cluster size when required. Increased complexity
with cluster size can be minimized with our proposed algorithm where cluster size
is increased only when additional capacity is required. We show that re-clustering
UEs to exclude loaded SCs distributes the load to lightly loaded cells, decreasing
the number of unsatisfied UEs significantly. Spectral efficiency loss due to re-
clustering is minimized by re-clustering UEs at the cell edge first and move closer
to the cell center only after the cell edge users are moved and there is still high
load. It is shown that presented algorithm is most effective in dense deployment
scenario which is the likely case for CoMP deployment in future 5G networks.
Furthermore, algorithm is also tested for different load scenarios and we show
that cluster size increase and re-clustering are kept to minimum in light load
scenarios. So the re-clustering actions are minimized based on load conditions
dynamically. Moreover, the effect of maximum allowed cluster size Chmax is also
investigated and concluded that maximum allowed cluster size needs to be tuned
carefully based on SC density, as a larger cluster size has minimal impact in
relatively lower SC density.
Complexity of employing user-centric clustering is limited to the coverage area
of the MBS in the proposed algorithm. Depending on the SC density within the
MBS coverage area, additional complexity will arise when a high number of SCs
will need to coordinate at the same time. To reduce this complexity, CoMP can
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be deployed in smaller network-centric clusters and user-centric clusters can be
implemented within the smaller network-centric clusters. In the following chapter,
we study a novel load aware network-centric CoMP clustering solution to jointly
optimize spectral efficiency and load balancing objectives.
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Chapter 4
Load Aware Network-Centric
Clustering for CoMP
4.1 Introduction
In this chapter, we present a novel, load aware, network-centric clustering algo-
rithm to eliminate the complexity issues arise with user-centric clustering models.
Our goal is to find the clustering structure C = {C1, C2, ..., Cs} which best satisfies
the network objectives in terms of CoMP performance and its overhead costs.
Finding the best cluster formation by exhaustive search of every possible clus-
ter combination is too complex especially when the network size is larger. As
discussed in Chapter 2, most of the existing solutions lack on scalability due to
exponential increase in processing complexity as the network size increase. Ap-
plications of coalitional game theory in wireless networks is an emerging concept
especially with CoMP and network coordination in general [148] to reduce this
complexity. It provides a flexible analytical framework to provide distributed,
low overhead, less complex solutions. We utilize coalition game theory and setup
a merge/split coalition formation game to model the dynamic clustering problem
for MU-JT CoMP in downlink and optimize spectral efficiency and load balanc-
ing objectives jointly. A load aware utility is designed to formulate the trade-off
between cluster size/complexity and spectral efficiency vs. load balancing. A
dynamic cluster size adaptation is formed where maximum cluster size is dynam-
ically increased in high load conditions to improve spectral efficiency and reduce
load. We show that our proposed merge/split cluster formation framework pro-
vides a low complexity solution and always converges to a stable partition in both
HN and RN scenarios with different load conditions. Moreover, our load aware
clustering model achieve high spectral efficiency in light load scenario and better
load distribution in high-load scenario resulting in significantly lower number of
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unsatisfied users while keeping spectral efficiency at comparably high levels. We
analyze the trade-off between additional complexity of bigger cluster size and the
improvement in spectral efficiency and load balancing in both HN and RN scenar-
ios. Simulation results are compared to an improved version of greedy clustering
model presented in [134]. We show that our solution outperforms the greedy
solution and it provides a low complexity, scalable and stable clustering solution.
In this context, the unique contribution of this paper is that we introduce load
balancing as one of the key objectives for network-centric clustering for the first
time in literature and develop a novel, low complexity and stable network-centric
clustering model as a first attempt to fill the gap in literature for load aware
network-centric CoMP clustering, jointly optimizing load balancing and spectral
efficiency. Part of this work is published in [31].
The rest of the chapter is organised as follows. In Section 4.2, we briefly
discuss the related work in literature and then, we present our system model for
MU JT-CoMP and discuss key performance metrics and overheads for CoMP in
Section 4.3. In Section 4.4, we first present coalition formation game concepts.
Next, we introduce our spectral efficiency based and load aware utility functions
employed in our coalitional game. We then present merge/split game operation
in detail and discuss its complexity and stability. In Section 4.5, we present
simulation results for HN and RN with and without hotspot scenarios. Finally,
conclusions are drawn in Section 4.6.
4.2 Related Work and Problem Statement
Capacity is one of the biggest challenges for future networks with ever growing
data demand globally. Mobile data traffic is expected to grow at an annual growth
rate of 46% over the next 5 years and a 7-fold increase is expected by 2022 [53].
Clearly, load balancing is a key network objective to utilize all resources effec-
tively to cope with this capacity demand and not to waste much needed resources.
Load balancing has been studied in the literature for traditional networks without
coordination for a long time [25,79,172] but there has been only limited load bal-
ancing studies available for CoMP networks. Our work presented in Chapter 3 is
the first work in literature offering a load aware, user-centric clustering solution
for MU JT-CoMP scenario. Following on from our work, a load aware user-
centric clustering algorithm is proposed in [106] where sleeping cells are utilized
to improve ergodic link throughput. More recently, Cao et al. provides a further
load aware, user-centric clustering algorithm for MD-CoMP with an interactive
approach where users request access from SCs and SCs schedule users based on
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load aware threshold function. Another load aware, user-centric clustering model
is presented in [109] for MD-CoMP where game theory is utilized to form load
aware user-centric clusters. All of these works in literature provide user-centric
solutions to optimize load balancing, however user-centric clusters will increase
complexity exponentially for CoMP implementation especially with coherent JT-
CoMP where there will be higher challenges such as synchronization requirement
for all SCs and increased scheduling and precoding complexity etc. To reduce
this complexity to manageable levels for a realistic CoMP deployment, smaller
network-centric clusters need to be formed and user-centric clustering solutions
should be deployed in limited small network-centric clusters only. As discussed in
Chapter 2, network-centric clustering problem is studied extensively in literature
aiming to optimize spectral efficiency, backhaul availability and energy efficiency,
but there is no work yet to optimize load balancing. Our work presented in
this chapter attempts to fill this gap, providing a load aware, network-centric
clustering model for JT-COMP optimizing load balancing and spectral efficiency
objectives jointly for the first time in literature. We deploy a user-centric cluster-
ing model within the network-centric clusters to present a novel, low complexity,
hybrid clustering model.
4.3 System Model
4.3.1 Network Model
We consider a similar setup to our work in Chapter 3 where we assume a HetNet
scenario with one MBS and a set of SCs (C) are deployed within the coverage
area of the MBS. A set of users (U) are also distributed in the same area. The
SCs are connected to the MBS with fast fiber backhaul links where all SCs share
their CSI with MBS. Similar to the approach taken by 3GPP scenario in [4], a
designated frequency spectrum is assumed at each layer, hence no interference is
expected between MBS and the SC layer.
MU-JT CoMP is employed at SC layer where user data is made available
in all SCs within the same network-centric cluster. Network-centric clustering
and associated precoding/scheduling is performed at CCU located at the MBS.
We propose that re-clustering activities do not aim to exploit the fast fading
changes (i.e. in miliseconds) but it will respond to spatio-temporal changes in
user/demand profile and the network. Hence, we propose re-clustering activity at
a slower rate i.e. in seconds/minutes where fast fading changes are averaged out
within this time window. This provides extra resilience in clustering decisions
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to issues like imperfect CSI knowledge and also reduce the additional signaling
required for faster re-clustering [133]. Precoding within the cluster takes place at
much faster rate (i.e. in milliseconds) where fast fading changes are exploited. We
assume ideal backhaul and perfect CSI knowledge where intra-cluster interference
is reduced to negligible levels with a typical precoder like ZF precoder. Similar
assumptions are made in other clustering works such as [90,134] and in our work
in Chapter 3.
Assume that the SC layer is partitioned into smaller clusters of SCs C =
{C1, . . . , Cs} and users are assigned to each SC cluster forming user clusters U =
{U1, . . . ,Us} i.e. user group Ui is assigned to SC cluster Ci. Suppose any user
UEk ∈ Ui is assigned a network-centric cluster Ci and a user-centric cluster of Cki
where |Cki | = T and Cki ⊆ Ci. Let Uki be the group of UEs including UEk which
are scheduled at the same PRB at each SC in Cki where |Uki | = R. We assume
one antenna for each SC and UE for simplicity. A T × R virtual MIMO system
is formed with SCs in Cki and UEs in Uki . An illustration of the system model is
shown in Figure 4.1.
SC b
SC T
UE 1
UE k
UE R
SC 1
...
...
...
...
Global CSI Knowledge
T][ 3hhhH 21
Global Precoding
][ 3wwwW 21
Fiber Backhaul Signal from each SC
Figure 4.1: System model for downlink MU JT-CoMP.
For each UE in Uki , received signal can be expressed as:
y = HWx + n,H ∈ CR×T ,W ∈ CT×R (4.1)
where channel matrix can be expressed as: H =
[
h1h2 . . .hR
]T
and channel
vector at UEk is: hk =
[
hk1hk2 . . . hkT
]
. Similarly, precoding matrix can be
expressed as: W =
[
w1w2 . . .wR
]
and beamforming vector for UEk is wk =[
w1kw2k . . . wTk
]T
.
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Received signal at UEk is:
yk = h
Cki
k w
Cki
k xk +
∑
i∈Uki /k h
Cki
k w
Cki
i xi +
∑
j∈U/Uki h
C/Cki
k wjxj + nk (4.2)
First term in (4.2) is the desired signal, where the second term is the intra-
cluster interference from SCs within the cluster Cki followed by inter-cluster in-
terference from SCs outside of the cluster Cki . The last term nk is the AGWN at
UEk.
SINR at UEk can be expressed as:
SINRk = |h
Ck
i
k
w
Ck
i
k
xk|
2
∑
i∈Uk
i
/k
|hC
k
i
k
w
Ck
i
i xi|
2
+
∑
j∈U/Uk
i
|hC/C
k
i
k
wjxj |
2
+|nk|2
(4.3)
Intra-cluster interference term ∑i∈Uki /k |hCkik wCkii xi|2 in (4.3) becomes negligible
when a typical precoder like ZF precoder is employed at the CCU with perfect
channel knowledge. We assume equal transmit power on each PRB and also
equal total transmit power for each SC. Similar equal transmit power assumption
is made in other CoMP clustering works in literature [70,90]. Average SINR term
is employed for clustering algorithm as discussed in the previous section. The
complex fast fading channel coefficient of the path loss is averaged out in average
SINR term and hence, SINRk can be simplified as:
ˆSINRk =
PTx
∑
i∈Cki |gki|
2
PTx
∑
j∈C/Cki |gkj|
2 + N0Btot
(4.4)
where N0 is the noise spectral density, Btot is the total system bandwidth and gki
is the distance based path-loss and shadow fading component.
Any user UEk is first assigned a network-centric cluster Ci and a user-centric
cluster Cki is formed for UEk from SCs within Ci based on average received signal
level. Inspired from our previous work in Chapter 3, two simple conditions are
followed to form user-centric cluster Cki from Ci:
1. Average received power level at UEk from SCj in Cki (pkj) should be greater
than a minimum threshold i.e. pkj > Pmin. This eliminates any SCs which
do not provide the required level of coverage to UEk.
2. The difference in average received power from the best serving SCm (pkm) to
SCj (pkj) within Cki should not be greater than a threshold i.e. pkj/pkm >
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P∆. This ensures only SCs with similar received power levels are in the
cluster to maximize interference cancellation from CoMP and prevent un-
necessary addition of SCs in Cki .
User-centric clusters Cki always have best serving SC and other SCs in the
cluster based on above two rules. In this study, we design a network-centric
clustering model to jointly optimize load balancing and spectral efficiency and
employ this user-centric clustering model within each network-centric cluster.
Adjusting user-centric clusters Cki for load balancing presented in Chapter 3 is
not considered in this work.
4.3.2 CoMP Performance and Overhead Metrics
The key performance metric for CoMP is the Spectral efficiency improvement
achieved by interference mitigation. Spectral efficiency improvement leads to less
radio resources utilised, and hence lower cell load. More SCs within the same
cluster Ci will provide additional interference cancellation and better spectral ef-
ficiency, but on the other hand, increasing the cluster size will increase the CoMP
overheads. Additional pilot channels are required for CSI estimation as cluster
size increase, hence reducing the resources available for user data. Moreover,
precoding computation gets more complex and additional backhaul bandwidth is
required as the cluster size increase. In this section, we formulate CoMP perfor-
mance and overhead metrics to deploy in the our dynamic clustering problem.
Cell Load
Cell load can be interpreted as one of the key metrics to quantify CoMP gain and
cost trade-off. As CoMP cluster size increases, interference from more cells are
mitigated, and hence spectral efficiency is improved further which then reduces
the cell load. On the other hand, with increased cluster size, more pilot resources
are required for channel estimation which will reduce available PRB bandwidth for
user data. This will then derive the load higher due to reduced PRB bandwidth.
As discussed in Chapter 3, cell load can be defined as the ratio of required
PRBs for all users associated to the cell against the total available PRBs. We first
define the average required PRBs for each UEk at each cell. In no CoMP scenario,
assuming constant GBR requirement dk for UEk, average PRB requirement for
UEk can be expressed as rk = dk/(ykBPRB) where yk = log2(1 + ˆSINRk) and
BPRB is the total bandwidth for user data in a single PRB. In MU JT-CoMP,
UEk requires resources from all SCs within its user-centric cluster Cki , and PRB
resource for UEk is shared between all users in Uki which are scheduled within
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the same cluster. We assume |Cki | = |Uki | = nk and define an estimated dedicated
PRBs for UEk at each SC within Cki as rˆk = rk/nk).
Assume that SCm is in coalition Ci and Uim is the associated active UEs in
SCm where Uim ⊆ Ui i.e. SCm is not connected to all users in Ui as user-centric
clusters of some users may not include SCm. Let Rtot be the total number of
PRBs for each SC, assuming all SCs have same total bandwidth. Cell load on
SCm in cluster Ci can be expressed as:
lˆim =
∑
k∈Uim rˆk
Rtot
(4.5)
Unsatisfied Users
Similar to the unsatisfied users definition we derived in Chapter 3, we define an
unsatisfied users term with network-centric clustering notation. In MU JT-CoMP
scenario, users are connected to more than one SC, hence associated connected
user count for each SCm (Uim) will need to be adjusted for MU JT-CoMP scenario
to avoid double-counting. We define an estimated dedicated user count for each
SC by distributing the number of users to each SC within its user-centric cluster.
Assume UEk has user-centric cluster of Cki with |Cki | = nk. We define the estimated
dedicated user count at SCm in cluster Ci as ûim = ∑k∈Uim 1/nk.
Unsatisfied users for each SCm in Ci can then be expressed as:
zˆim = max
(
0, ûim
(
1− 1
lˆim
))
(4.6)
Additional Pilot Overhead:
One of the challenges for CoMP is the requirement for additional pilot channels for
CSI estimation in downlink as the number of TPs in coordination increases [86].
Using the optimum pilot overhead estimation for multi-antenna channels in [86]:
α =
√
(1 + SNR) C˙(SNR)
C(SNR)2nT fD
−
(
(1 + SNR) C¨(SNR)
C˙(SNR)
+ 2 + 12SNR
∫ +1
−1
dξ
S˜H(ξ)
)
nT fD
+O(f3/2D )
(4.7)
where
C(SNR) = E[log2(1 + SNR|H|2)]
C˙(SNR) = 1
SNR
(
log2 e− C(SNR)SNR
)
C¨(SNR) = 1
SNR2
[
log2 e+ C˙(SNR− 2C(SNR)SNR
]
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S˜H(ξ) is the doppler spectrum of the wireless channel.
fD is the normalised doppler frequency
nT is the number of transmit antennas
and α is percentage pilot overhead bandwidth requirement.
Figure 4.2 shows the optimum overhead required for three typical wireless
channels widely used by 3GPP [3] for Clarke-Jakes spectrum with SNR=10dB.
To estimate the pilot training overhead for any cluster Ci, we adapted the pilot
requirement from (4.7) for extended pedestrian-a (EPA-A) case where: fD =
0.000357 and the term
∫+1
−1
dξ
S˜H(ξ)
simplifies to pi2/2 for Clarke-Jakes spectrum.
We assume SNR=10 for training overhead estimation and one antenna for each
SC, hence nT = |Ci|.
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Figure 4.2: Optimum pilot overhead vs CoMP cluster size [86].
Pilot overhead increases with cluster size |Ci|, and hence the actual bandwidth
of a PRB for user data is reduced. For example, for EPA-A wireless channel with
above assumptions, pilot overhead for each PRB will be 2.18% when cluster size
is 2 and it increases to 3.05% and 3.71% for cluster size 4 and 6 respectively as
depicted in Figure 4.2. Consequently, the available bandwith for user data for
each PRB will reduce to 97.82%, 96.95% and 96.29% compared to total PRB
bandwidth for cluster size 2,4 and 6 respectively. This will then be reflected on
the overall available capacity/load of all SCs within cluster Ci. Adjusted PRB
bandwidth available for user data can be expressed as:
bPRB = BPRB(1− α) (4.8)
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Other Challenges
There are other challenges of CoMP implementation such as precoding, scheduling
complexity and required backhaul bandwidth which increase as cluster size |Ci|
increases. To account for these additional costs, we define complexity factor
c(|Ci|). A soft maximum cluster size limit is imposed within the complexity
factor where the cost of CoMP is sharply increased beyond a maximum cluster
size limit |Ci| > Cnmax. |Ci| can still increase beyond Cnmax in extreme conditions
where the associated spectral efficiency/load gain is higher than the increased
cost. For any cluster Ci, complexity function is estimated as a sigmoidal function
as follows:
c(|Ci|) = 11 + e−(|Ci|−Cnmax) (4.9)
Cnmax is designed to be an input parameter for the algorithm where it can
be adjusted based on signal processing capacity and backhaul availability of the
network. Figure 4.3 depicts the complexity factor used in our simulations when
soft maximum cluster size is set to Cnmax = 6. A similar sigmoidal function is
employed in [70] to introduce a soft limit to cluster size and penalize cluster size
above a certain limit.
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Figure 4.3: Complexity vs cluster size |Ci| when (Cnmax = 6).
4.4 Dynamic Network-centric Clustering Prob-
lem as a Coalition Game
The core aim of this chapter is to design the optimum network clustering model
C = {C1, C2, ..., Cs} for any given list of SCs in C to optimize spectral efficiency
and load balancing jointly. As briefly discussed in Section 4.1, we utilize coali-
tional game theory to design a novel, scalable, low complexity framework for a
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load aware CoMP clustering structure to maximize load balancing and spectral
efficiency objectives. In this section, we first define the concepts for our coalition
formation game model based on two simple transformation rules: merge and split.
We then define two novel utility functions to employ in our coalition formation
game. We discuss load aware utility in detail and trade-off between performance
improvement in load balancing/spectral efficiency against the increased system
complexity. We then present our novel network-centric clustering algorithm as a
merge/split coalition game and discuss its complexity and stability properties.
4.4.1 Coalition Formation Game Concepts
Let C = {SC1, SC2, ..., SCn} be the players of the game, i.e. each player repre-
senting an SC in our scenario. Grand coalition is defined as the unique group of
all cells in the game, i.e. C itself. Any cluster of SCs within the grand coalition
is defined as a coalition Ci = {SCi1, SCi2...SCiz}. A collection is defined as a
group of coalitions C = {C1, C2, ..., Cs} and a collection is called a partition if all
coalitions within C are disjoint coalitions i.e. ∀i 6= j, Ci ∩ Cj = ∅ and all players
(SCs) are included in one of the coalitions i.e. ∪si=1Ci = C.
The utility (payoff) of a coalition Ci within the partition C is defined as v(Ci, C)
and the overall coalition game is uniquely defined by (C, v) pair. Utility of any
coalition should reflect the overall CoMP gain including both the benefit and
the cost for cooperation. Utility function for CoMP clusters in our scenario takes
spectral efficiency and cell load distribution into account as benefits and include a
cost factor to account for increased computational complexity, pilot overhead and
backhaul requirement with increased cluster size. The cost factor in the utility
prevents a super-additive game, i.e. the cost increases with cluster size and hence
it is mostly impossible to get all SCs to cooperate in a single cluster.
Characteristic form of a coalition game is defined such that the utility of
any coalition v(Ci) does not depend on how the rest of the partition (C\Ci) is
structured i.e. ∀i v(Ci, C) = v(Ci). In our scenario, since we propose clustering
changes in longer time intervals (seconds, minutes) where fast fading changes are
averaged out as expressed in (4.4), the amount of interference created from the
cells outside of the cluster are the same regardless of their clustering structure.
Hence our scenario can be modelled as a coalition game in characteristic form.
We make use of this property to reduce complexity of our algorithm as detailed
in Section 4.4.4.
To compare the preference between two collections G = {G1,G2, ...,Gz} and
H = {H1,H2, ...,Hb} of the same subset of players Csub where Csub ⊆ C , we define
a comparison relation ., where G .H means that coalitions in G is preferred to
76
Chapter 4. Load Aware Network-Centric Clustering for CoMP
the coalitions in H. Various comparison orders are discussed in [27] but two
orders are of notable importance for coalitional games for cooperative wireless
networks [148]. First one is the utilitarian order which compares the utility of
the overall collection. The players in Csub prefer to move to collection G from
collection H i.e. G . H if ∑zi=1 v(Gi) > ∑bi=1 v(Hi), in other words, the total
utility of all coalitions within collection G is greater than the one in collection H,
irrespective of individual player utilities. The second important order is known as
pareto order which compares the individual player utilities to make sure none of
the players are worse off due to new collection formation and at least one player is
better off. For a given subset of players Csub, the utility of player SCm in collection
G is denoted as v(SCm,G); then G .H if ∀i ∈ Csub, v(SCi,G) ≥ v(SCi,H).
It is highly appealing to employ utilitarian order in our coalition game to
maximize the overall system utility. The aim of our proposed coalition formation
game is to maximize the total utility regardless of the utility for any individual SC.
In other words, if the utility gain of a group of SCs is higher than the utility loss of
the remaining SCs, then the corresponding clustering change shall be performed.
In a typical hotspot scenario, cluster changes aim to reduce load for SCs with
very high load (players with better payoff) but this will inevitably cause increased
traffic in other SC where load is not as high (players with worse payoff). This
clustering change is preferred in utilitarian order if the overall utility is increased
however this is not allowed in pareto order as some players are worse off regardless
of the overall utility.
To form coalitions and dynamically adapt the coalitions based on user pro-
file/network changes, two simple transformation rules are followed:
• Merge: Players (SCs) in any two or more coalitions {G1,G2, ...,Gz} prefer
to merge into one coalition F = ∪zi=1Gi i.e. ∪si=1Gi . {G1,G2, ...,Gz}, if
v(F) > (∑si=1 v(Gi)) following the utiliterian order.
• Split: Players (SCs) prefer to split from any coalition Ci into smaller
coalitions {Ci1, Ci2, ..., Ciy} where Ci = ∪yj=1Cij i.e. {Ci1, Ci2, ..., Ciy} . Ci if
(∑yj=1 v(Cij) > v(Ci) following utiliterian order.
4.4.2 Utility Function
Utility function v(SCm, Ci) is defined to calculate payoff for any SCm (player) in
coalition Ci and payoff for any coalition v(Ci) is simply the total payoff of all SCs
within the coalition i.e. v(Ci) = ∑SCj∈Ci v(SCj, Ci). Utility function should reflect
both the proposed performance improvement and the associated overhead costs
of any coalition formation. Firstly, we define a load aware utility function aiming
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to jointly maximize spectral efficiency and load balancing objectives. The goal
is to distribute SC load evenly and relieve congestion in hotspot scenarios while
keeping spectral efficiency at high levels and also provide high spectral efficiency
in non-hotspot scenarios when load balancing is not required. Secondly, we define
an spectral efficiency based utility intending to maximize spectral efficiency only
for comparison to our load aware utility.
1. Load aware utility: For any SCm in coalition Ci, load-based utility func-
tion is defined as follows:
v1(SCm, Ci) =

−(lˆim)
1−c(|Ci|) uˆim lˆim < 1
−(lˆim)3
1−c(|Ci|) uˆim lˆim ≥ 1
(4.10)
The main aim of the load aware utility is to jointly optimize load balanc-
ing and spectral efficiency by reducing SC load lˆim which then implicitly
enforces for better spectral efficiency. When spectral efficiency is improved,
less radio resources are used for any given demand, and hence load is re-
duced. Payoff for each SCm e.g. v1(SCm, Ci) is reduced as SCm load lˆim
increases. Once the cell is congested (i.e. lˆim ≥ 1), any load increase is
penalized more than the case when lˆim < 1. This is achieved by increasing
the impact of load with the term (lˆm)3 in the utility function in (4.10) when
lˆim ≥ 1. In other terms, additional payoff incentive is introduced for reduc-
ing the load in high load range, when compared to light load, i.e. enabling
load distribution from congested SCs to lightly loaded SCs. In the high load
range, distribution of load is given higher priority and hence clustering deci-
sions in this range will prioritize load balancing improvement despite other
clustering solutions may be available with better overall spectral efficiency.
In light load range, v1(SCm, Ci) will provide similar results to spectral effi-
ciency based utility as SC load reduction implicitly enforces higher spectral
efficiency. Load aware utility v1(SCm, Ci) is also directly proportional with
estimated dedicated user count uˆim i.e. highly loaded cells with more active
users are given more incentive to reduce load and achieve better payoff.
This promotes fairness in the system and aims to reduce the total number
of unsatisfied users zˆim at each SC. Term c(|Ci|) in v1(SCm, Ci) represents
the complexity factor as the cluster size increases. Complexity function
c(|Ci|) enforces low cluster size |Ci|, by introducing high payoff penalty as
the cluster size increases. Cluster size is only increased when the payoff in-
centive from reducing the load is higher than the payoff penalty introduced
with c(|Ci|).
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Figure 4.4 illustrates the utility function v1(SCm, Ci) against SC load lˆim
for different cluster sizes |Ci| for uˆim=50 and c(|Ci|) = 11+e−(|Ci|−Cnmax) when
Cnmax = 6. It can be seen that payoff only gradually increases as the load
decrease in light load range, whereas there is sharper payoff increase in high
load, in other terms, the load aware utility provides additional payoff incen-
tive to reduce load in high load range. On the other hand, increasing cluster
size is penalized with complexity factor c(|Ci|) where a sharp payoff penalty
is observed especially moving from |Ci| = 5 to |Ci| = 6 in this example. A
higher cluster size is expected in high load when compared the light load
as the payoff incentive for reducing the load is higher in high load range as
introduced in c(|Ci|). A dynamic trade-off between cluster size/complexity
and spectral efficiency/load is formed with this utility where maximum clus-
ter size limit is dynamically adjusted based on load situation in the network.
The cost/gain factors and the trade-off between system complexity and load
balancing/spectral efficiency performance in v1(SCm, Ci) provides a sample
which can be adjusted based on specific radio network operator priorities.
For example, in a highly customer-centric network, performance can be
favored more than complexity in hotpots and to minimize the number of
unsatisfied users due to congestion, term lˆ3im when lˆim ≥ 1 can be adjusted
to give more payoff incentive for reducing load in high load range. Simi-
larly, c(|Ci|) can be adjusted to increase maximum allowed cluster size in
high/light load ranges.
Our simulation results in Section 4.5 show the proposed dynamic cluster size
adaptation depending the load situation, i.e. increasing cluster size dynam-
ically when there is high load and hence improve spectral efficiency/load
balancing performance in both HN and RN scenarios.
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Figure 4.4: Utility function v1(SCm, Ci) vs SC load lˆm for different cluster sizes
when uˆm = 50 and Cnmax = 6.
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2. Spectral efficiency based utility: We define a second utility function
to maximize spectral efficiency, without considering load conditions. This
utility is employed in our game model and in a greedy algorithm to compare
with our load aware utility.
Spectral efficiency based utility function is introduced as follows:
v2(SCm, Ci) =
∑
k∈Ubestim
yk(1− c(|Ci|)) (4.11)
where:
U bestim is the list of users where SCm is the best serving cell based on average
received signal power, i.e. a subset of the associated users Uim at the SCm.
yk is the spectral efficiency achieved at UEk i.e. yk = log2(1 + ˆSINRk).
The spectral efficiency experienced at each user is added up to get the total
utility at SCm and complexity factor c(|Ci|) is embedded to impose a soft
cluster size limit similar to the one in load aware utility in (4.10).
Similar to the two utility functions presented above, other utilities can be
designed to optimize different network objectives like spectral efficiency, load
balancing, energy efficiency and backhaul availability etc. Furthermore, a com-
bination of different network objectives can be embedded within the same utility
function to jointly optimize multiple network objectives. Our novel clustering
model based on merge/split coalitional game sets a flexible framework to employ
various utility functions aiming for different network objectives.
4.4.3 Merge/Split Operation
Let {C1, C2, ..., Cs} be a partition of C, i.e. the current status of the network. We
propose to start merge operation with Ci which has got the maximum absolute
payoff value. In both utility functions defined in (4.10) and (4.11), high abso-
lute payoff value refers to coalitions with high number of active users and hence
high load. Coalition Ci looks for neighbour coalitions Cj for any possible merge
operation. We define neighbour coalition concept to avoid exhaustive search for
merge operation and reduce complexity, i.e. merge operation will not be tried
for every other coalition in the system but only towards the neighbour coalitions.
Neighbour definitions are performed by utilizing the average received reference
signal level measurements received from the users. Firstly a simple neighbour
relations list is performed at SC level. For any UEk in the serving area of SCm,
the average received signal from all other SCj where pkj > Pneimin are compared.
A neighbour rank count is incremented for {SCm, SCj} pair if pkj/pkm > Pnei∆ .
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Once each SC has a rank based neighbour list, then neighbours at cluster level
are calculated in a similar way i.e. the neighbour rank is incremented for {Cm, Cj}
coalition pair when SCm ⊆ Cm, SCj ⊆ Cj, pkj/pkm > Pnei∆ and pkj > Pneimin.
Algorithm 3 Merge Operation
For any given network clustering state C = {C1, C2, ..., Cs}, ∀Ci ∈ C, set
Ci.clustered=0
Merge-ongoing=1
while Merge-ongoing do
Merge-ongoing=0
Sort ∀Ci ∈ C based on v(Ci) in descending order
for all Ci where Ci.clustered=0 do
Update Ci.nei
for all Cj in Ci.nei where Cj.clustered=0 do
Update payoff gain for possible merge(Ci, Cj) i.e. δvij = v(Ci ∪ Cj) −
{v(Ci) + v(Cj)}
end for
Find Cm ∈ Ci.nei where δvim = argmaxCj∈Ci.nei
(δvij) and δvim > 0
while Cm exist do
Merge(Ci, Cm)
Cm.clustered=1
Update Ci.nei
for all Cj in Ci.nei where Cj.clustered=0 do
Update payoff gain for possible merge (Ci, Cj) i.e. δvij = v(Ci ∪ Cj) −
{v(Ci) + v(Cj)}
end for
Find Cm ∈ Ci.nei where δvim = maxCj∈Ci.nei(δvij) and δvim > 0
end while
Ci.clustered=1
if Any merge operation with Ci then
Break for-loop and continue with while-loop
Merge-ongoing=1
end if
end for
end while
The possibility of a merge operation is checked for all neighbour coalitions of
coalition Ci and merge is performed with Cj if v(Ci ∪ Cj) > v(Ci) + v(Cj) based on
utilitarian order as described in Section 4.4.1. Once a merge operation is success-
ful, then neighbour lists are updated for the new merged coalition (Ci ∪ Cj) and
further possible merges are searched in a similar fashion until there is no more
neighbours left for a possible merge operation. Same process is repeated for the
rest of the coalitions in partition C = {C1, C2, ..., Cs} in absolute payoff value order
as illustrated in Algorithm 3 until there is no more merges possible. A new par-
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tition H if formed at the end of the merge operation. Partition H is then subject
to split operation where every coalition Hi is checked for all possible split options
and it is split only when the total payoff of the split coalitions are better than
the bigger coalition following utilitarian order i.e. (∑yj=1 v(Hij) > v(Hi). Split
operation is successively iterated for the rest of the coalitions in partition H until
no more split is possible as outlined in Algorithm 4. Merge and split operations
are then performed iteratively until there is no more merge and split possible and
the algorithm terminates. Termination of the algorithm is always guaranteed as
all merge and split operations aim for the same objective i.e. increase the overall
system utility v(C). There is always a finite number of merge/split operations
possible for increasing v(C) and the algorithm will terminate when there is no
room to increase v(C) by merge/split operations.
Algorithm 4 Split Operation
For any given network clustering state C = {C1, C2, ..., Cs}, ∀Ci ∈ C, set
Ci.splitpossible=1
Split-ongoing=1
while Split-ongoing do
Split-ongoing=0
for all Ci where (Ci.split-possible=1 and |Ci| > 1) do
Update Ci.Split-options
Ci.split-possible=0
for all Ci.Split-options do
if Any split option is possible i.e. (∑yj=1 v(Cij) > v(Ci) then
Split(Ci to {Ci1, Ci2, ..., Ciy}
Split-ongoing=1
∀Cij, set Cij.split-possible=1
Break for-loop and continue with next Ci
end if
end for
end for
end while
4.4.4 Algorithm Complexity
Exhaustive search for any potential merge operation can increase complexity
of the algorithm exponentially as the network size increase. Unlike exhaustive
search proposed in previous network-centric clustering solutions like [70,134], we
define neighbour cluster concept as described in section 4.4.3 and propose merge
operation only with neighbour clusters which reduces merge operation complexity
and makes the algorithm scalable for larger networks.
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Split operation can be a complex task as the number of possible splits in-
crease exponentially with cluster size. To reduce this complexity, we utilize the
characteristic form property of our coalition game where the possibility of any
split operation does not depend on how the rest of the SCs are clustered. Once
we check a coalition for a possible split and if there is no possible split operation,
then even when the rest of the network is re-clustered, marked coalitions will not
be checked again for split in the following iterations.
Furthermore, in our coalitional game model, we have a soft maximum clus-
ter size limit Cnmax embedded in both utility functions to avoid increased signal
processing and backhaul bandwidth required for CoMP. This limitation reduces
the complexity on the split operation, i.e. less number of possible split options
are available due to limited cluster size. Additionally, the split operation stops
searching for other split options once a split option with better utility is found
and hence the split operation does not have to go through all split options in
most cases.
In summary, we define a low complexity merge and split operation in our
novel game-theoretic clustering algorithm: We limit the merge operations to only
neighbour clusters which improves scalability of the solution and reduces complex-
ity. Additionally, a soft maximum cluster size limit is embedded in both utility
functions which reduces complexity on split operation preventing high number of
potential splits. Furthermore, we make use of the characteristic form property
of our coalitional game model and reduce split complexity further. The stability
of the algorithm and convergence to the best outcome is discussed in the next
section.
4.4.5 Partition Stability
We utilize a novel concept of defection function D introduced in [26] to analyze
stability of our merge/split coalition game. Defection function D(C) of a partition
C associates partition C with a set of collections. Partition C is defined as D-stable
if none of the players have any incentive to leave the partition to form collections
allowed by D.
The most robust stability is defined as Dc stable if it is the unique partition
where the utility is maximum, i.e. there is no intention for any players to deviate
into any other partition [26]. A partition C = {C1, C2, ..., Cs} is Dc stable only if
below 2 conditions are satisfied [26]:
1. ∀Ci ∈ C, any disjoint coalitions Cia and Cib in Ci where Cia ∪ Cib ⊂ Ci, then
v(Cia ∪ Cib) ≥ v(Cia) + v(Cib) i.e. any a sub-group of players in any coalition
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do not have any additional payoff incentive to leave the coalition.
2. For any arbitrary coalition A ∈ C where A 6⊂ Ci and all players in coalition
A may not belong to the same coalition in C, then: ∑si=1 v(Ci ∩ A) ≥ v(A)
Coalition T1
Coalition T2
Coalition T3
Coalition T4
Coalition T5
Figure 4.5: An illustration of Dc stable partitions.
Dc is the most desired form of stability as it is the unique partition with
maximum utility, however partitions formed from merge/split game does not
always guarantee Dc partitions. Our merge/split coalition game results in the
Dc stable partition depending on the network and user profiles. In a typical
SC deployment scenario, basic coverage is provided by the MBS, and SCs are
deployed in hotspot areas only. There are hotspot areas within the MBS coverage
area where most users and SCs are concentrated as illustrated in Figure 4.5.
We show that both conditions of Dc stability are guaranteed in this deployment
scenario as follows:
Condition 1 for a Dc-stable partition C states that for each coalition Ci ∈
C, any 2 disjoint sub-coalitions Cia, Cib ∈ Ci will not have additional payoff to
form separate coalitions. In our model, there is dense deployment of SCs and
high concentration of users in small hotspot areas where inter-cell interference
is high due to dense deployment in the absence of CoMP. Therefore, there is
high payoff incentive to form Ci to include all SCs within the same hotspot area
in both utility functions in (4.10) and (4.11) as severe inter-cell interference is
mitigated, improving spectral efficiency (yk in (4.11)) and hence reducing the cell
load lˆm in (4.10). The cost (c(|Ci|)) of forming this coalition is kept low when
|Ci| < Cnmax and it increases exponentially when the coalition size increase beyond
Cnmax. Therefore, our coalition game forms the coalitions to include all SCs within
the same hotspot when the number of SCs within the same hotspot do not exceed
Cnmax.
Let Ci be the coalition including all SCs within any hotspot location where
|Ci| < Cnmax, and assume Cia and Cib are 2 disjoint sub-coalitions of coalition
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Ci. Individual SCs in Ci will not have better payoff for leaving Ci to form a
smaller sub-cluster Cia i.e. ∀SCm ∈ Ci, v(SCm, Ci) > v(SCm, Cia)). SCs will have
better payoff in bigger clusters due to improved inter-cell interference mitigation,
provided that the size of the bigger cluster does not exceed Cnmax , i.e. for any
2 disjoint sub-clusters, ∀SCm ∈ Cia, v(SCm, (Cia ∪ Cib)) > v(SCm, Cia), and thus
v(Cia ∪ Cib) > v(Cia) + v(Cib). Condition 1 for Dc stability is satisfied when |Ci| <
Cnmax.
For a Dc-stable partition C, condition 2 states that any players from different
coalitions Ci and Cj have no additional payoff to form another coalition Hi where
Hi /∈ C. Let Ci and Cj be the coalitions of SCs in two separate hotspots and
|Ci| < Cnmax and |Cj| < Cnmax so condition 1 of a Dc stability is satisfied i.e. all
SCs within the same hotspot are in the same coalition with no incentive to leave
and form smaller coalitions. There is no incentive for any SCi ∈ Ci and SCj ∈ Cj
to form another coalition if the distance between the two are > d0 where no user
UEk have any incentive to have both SCi and SCj in the same user-centric cluster
Cki . This is guaranteed when for any UEk, if the average received signal power
from SCi from distance dki is above the minimum threshold for clustering i.e.
pki(dki) > Pmin, then pkj(dkj) should be below Pmin. Similarly, if pkj(dkj) > Pmin,
then pki(dki) < Pmin. Assuming distance based path loss only for simplification,
to satisfy this condition for any UEk, the worst case scenario is considered where
UEk is located in the middle of SCi and SCj with equal distance. If the distance
between SCi and SCj is > d0 where both pki(d0/2) < Pmin and pkj(d0/2) < Pmin
then it is guaranteed that SCi and SCj can never be in the same user-centric
cluster Cki i.e. average received power will not be above Pmin for both SCs for
any arbitrary user, hence there is no incentive for SCi to leave Ci to form a new
coalition with SCj from coalition Cj, i.e. condition 2 is satisfied.
In summary, our merge/split formation game results in a Dc stable partition
in our typical deployment scenario where merge/split operation results in form-
ing coalitions including all SCs within the local hotspot areas if the number of
SCs within the same hotspot is not higher than the maximum cluster size limit
and the distance between the hotspot areas are > d0. Figure 4.6 shows the clus-
tering results from our simulations for our merge/split cluster formation game
in a typical SC deployment scenario in hotspots. Unique Dc stable partition is
achieved in this deployment scenario where all local SCs within the same hotspot
are included in the same cluster.
In the case when the SC deployment is not so dense, or low power SCs are
used with almost isolated coverage areas, i.e. there is very limited inter-cell inter-
ference, proposed solution will not form clusters around all cells within hotspot
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Figure 4.6: Dc stable partitions from merge/split cluster formation game.
as there will not be enough payoff incentive to justify cluster formation. This
intuitively implies that expected CoMP gain would be minimal in this scenario,
and there will not be a unique Dc stable partition around all SCs within the
same hotspot area. In other scenarios, where there is no specific hotspot deploy-
ment, or the number of cells within hotspot area exceed Cnmax, unique Dc stable
partition will not exist. In these cases, a more relaxed defection function Dhp
is defined in [26] where for any partition C, players are allowed leave to form
another partition only by means of possible merge and splits. As our coalition
game only follows merge/split operations and always terminates as there is only
finite number of merge/split possible which can increase the overall system util-
ity, all partitions resulting from our merge/split coalition game are always Dhp
stable. Dhp stability does not have to be unique and other partitions with better
utility may exist. To improve the merge/split game clustering outcome when Dc
stability is not possible, we propose to start merge operations from the coalition
with the maximum absolute payoff value aiming to achieve better utility for the
loaded cells and maximize the resulting partition utility.
In summary, Dc stability provides the most desired unique partition with
maximum utility and this is achievable in our merge/split game in certain network
conditions which is most likely to be the deployment scenario for future networks.
In the case when Dc stability is not possible, all partitions from our merge/split
game are Dhp stable.
4.5 Simulation Results
To evaluate the performance of the proposed load aware, game-theoretic cluster-
ing framework, simulations are run for both HN and RN scenarios with various
hotspot schemes. We excluded a comparison to the ideal partition with the best
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utility based on exhaustive search as it is too complex and almost impossible to
calculate as network size increase. For example, the number of possible partitions
for a 1O SCs is 115.975. To compare our load aware clustering model performance
based on load-based utility in (4.10), we employed spectral efficiency based util-
ity in (4.11) as well in our framework and additionally we compared simulation
results with an improved version of the greedy algorithm proposed in [134]. We
adapted our novel spectral efficiency based utility function (4.11) in the greedy
algorithm and lifted the maximum cluster size limit in [134] as the cluster size is
self-limited with cost function c(|Ci|) within the utility function in (4.11). We also
reduced complexity of the algorithm in [134] and utilized our neighbour coalition
concept where only neighbour coalitions are considered for possible clustering as
described in Section 4.4.4. Greedy algorithm starts with a random SC and forms
clusters with neighbour SCs starting from the SC with maximum joint payoff.
Unlike merge/split game clusters, greedy clusters lack on additional split func-
tionality and also the randomness of the starting SC can provide under-optimized
clustering solution depending on which SC the algorithm starts with. Algorithm
5 shows a summary of the enhanced version of the greedy algorithm presented
in [134].
Algorithm 5 Greedy Clustering
Initiate Clusters i.e. ∀Ci ∈ C, Ci = {SCi} and Ci.clustered=0
for all Ci where Ci.clustered=0 do
Update Ci.nei
for all Cj in Ci.nei where Cj.clustered=0 do
Update payoff gain for possible merge(Ci, Cj) i.e. δvij = v(Ci∪Cj)−{v(Ci)+
v(Cj)}
end for
Find Cm ∈ Ci.nei where δvim = argmaxCj∈Ci.nei
(δvij) and δvim > 0
while Cm exist do
Merge(Ci, Cm)
Cm.clustered=1
Update Ci.nei
for all Cj in Ci.nei where Cj.clustered=0 do
Update payoff gain for possible merge(Ci, Cj) i.e. δvij = v(Ci ∪ Cj) −
{v(Ci) + v(Cj)}
end for
Find Cm ∈ Ci.nei where δvim = argmaxCj∈Ci.nei
(δvij) and δvim > 0
end while
Ci.clustered=1
end for
Following abbreviation is used in the rest of this section:
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SE-GR: Greedy clustering with spectral efficiency based utility.
SE-GA: Game-theoretic clustering with spectral efficiency based utility.
L-GA: Game-theoretic clustering with load-based utility.
A network of SCs within one MBS is considered for our simulations as de-
scribed in Section 4.3. Each SC is assumed to have one cell with omni directional
antenna for simplicity. ITU-R microcell urban NLOS path loss model in [83] is
adapted in our simulation as given below where d is is the distance between UE
and SC in meters and fc is the carrier frequency in GHz.
PL = 36.7 log10(d) + 22.7 + 26 log10(fc) (4.12)
For user-centric clustering algorithm, minimum received power threshold Pmin
is set to -110dBm and P∆ is set to 20dB to consider all candidate SCs into the
user-centric clusters. More relaxed settings can be used to utilize SCs in user-
centric clusters where received signal level is more closer to the best serving
cell for the right balance between increased cluster size and associated CoMP
complexity. Additionally, for the neighbor definitions utilized in merge algorithm,
minimum received power threshold Pneimin is set to -110dBm similar to Pmin and
maximum received power offset from the serving cell for neighbor definition Pnei∆
is set to −6dB. A conservative approach is taken to pick only SCs/clusters
within 6dB margin as neighbors and hence only these are considered for possible
merge operation in the simulations. More relaxed settings can be selected for
further merge options but with the expense of increased algorithm complexity as
discussed in Section 4.4.4. Rest of the simulation parameters are summarized in
Table 4.1.
We ran our simulation 100 times for each deployment scenario described below
and present the results from the average of 100 snapshots.
4.5.1 Homogeneous Network (HN) Scenario
Firstly, we evaluate the performance for a HN deployment scenario where 25
SCs are located within the simulation area of 0.5kmx0.5km with 100m inter-site
distance. 2 scenarios are evaluated in HN deployment:
• HN without hotspot: 250 UEs are distributed within the simulation area
following uniform random distribution. A fixed GBR of 512kbps is assigned
to each UE.
• HN with hotspot: 2 hotspot areas are assumed within the simulation area,
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Table 4.1: Simulation Parameters
Parameter Name Parameter Value
Simulation Enviroment Urban Microcell [83]
Frequency Carrier 5 GHz
Channel Bandwidth 5 MHz
PRB Bandwidth (BPRB) 180 kHz
Number of PRBs/SC (Rtot 25
Shadow fading std 4 dB [83]
UE Antenna Gain 0 dBi
UE Thermal Noise Density -174 dBm/Hz
TP Total Transmit Power (PTx) 41dBm [83]
UE Noise Figure 7dB
TP Noise Figure (inc cable loss) 5dB
SC antenna gain (boresight) 17dBi
User-centric cluster: Min RX Power (Pmin) -110dBm
User-centric cluster: Max RX power offset (P∆) 20dB
Min RX power for neighbour Def. (Pneimin) -110dBm
Max RX power offset for neighbour Def. (Pnei∆ ) -6dB
GBR for UEs in the hotspot in RN Scenario 512 kbps
GBR for UEs outside the Hotspot in RN Scenario 256 kbps
GBR for UEs in HN Scenario 512 kbps
SC Density for RN (λC) 80SC/km2
UE Density within Hotspot in RN Scenario (λUhigh) 4000UE/km2
UE Density outside Hotspot in RN Scenario (λUlow) 200UE/km2
RN Simulation Area Radius 0.5km
RN SC deployment Area Radius 0.4km
RN Hotspot Area Radius 0.1km
89
Chapter 4. Load Aware Network-Centric Clustering for CoMP
each hotspot is 100mx100m with 125 UEs distributed in each hotspot area
following uniform random distribution. 250 additional UEs are uniformly
distributed in the whole test area including the hotspot areas. All UEs have
a fixed GBR requirement of 512 kbps.
Figure 4.7a depicts the average spectral efficiency and in HN with/without
hotspot scenario for each of the clustering algorithms i.e. SE-GR, SE-GA and
L-GA respectively. Without the hotspots, we observe similar spectral efficiency
improvement on SE-GR and SE-GA algorithms. This is an expected outcome
as possible merge-split iterations in the coalitional game model does not play an
important role when compared to greedy algorithm in forming clusters due to even
distribution of SCs and users. We also observe that L-GA algorithm also achieve
similar spectral efficiency when compared to SE-GR/SE-GA, even though the
employed utility function does not directly aim to maximize spectral efficiency.
Load aware utility in L-GA aim to reduce load and improve load distribution
which improves the spectral efficiency indirectly. Average cluster size for each of
the algorithm in HN without hotspot scenario is also similar as depicted in Figure
4.7b. CS is controlled by the same cost function c(|Ci|) in both employed utility
functions in (4.11) and (4.10), and hence similar average CS is expected for all
3 schemes in HN without hotspot scenario. It can be concluded that our novel
load aware clustering model (L-GA) perform as good as spectral efficiency based
algorithm in maximizing spectral efficiency when there is no over-load conditions.
A more realistic network scenario is when the users are not uniformly dis-
tributed and there are hotspots at certain locations. Clustering is more chal-
lenging in this scenario where any clustering combination without load awareness
can potentially reduce achievable performance. Figure 4.8 shows a snapshot of
clusters formed from SE-GR, SE-GA and L-GA clusters respectively in HN with
hotspot scenario. Due to random selection of SCs for clustering, greedy algorithm
(SE-GR) fails to get SCs within the same hotspot in the same cluster in this snap-
shot. However, SE-GA cluster starts the clustering process from the SC/cluster
with maximum absolute payoff value and hence SC/clusters with higher load are
given the priority on forming the clusters. SE-GA clusters manage to form clus-
ters including the nearest SCs to the hotspots which then improves the spectral
efficiency for majority of the UEs. L-GA clusters form larger clusters around the
hotspots when compared to SE-GA and SE-GR. This is due to employed load
aware utility (4.10) providing more payoff incentive for reducing load in high load
conditions overcoming the cost of increasing cluster size c(|Ci|), resulting in bigger
cluster size, improved inter-cell interference mitigation, better spectral efficiency
and hence reduced load with the expense of increased processing complexity and
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Figure 4.7: Average spectral efficiency and cluster size in HN with/without
hotspot scenarios.
backhaul requirement.
SC load distribution in HN with hotspot scenario is depicted in Figure 4.9
where it is visible that highly loaded SCs are significantly reduced in L-GA clus-
ters when compared to SE-GR/SE-GA clusters resulting in better load distribu-
tion. Consequently, a significant reduction in unsatisfied UEs is achieved in L-GA
clusters when compared to SE-GR/SE-GA clusters as shown in Figure 4.10. To-
tal number of unsatisfied users is reduced by 34.7% in L-GA when compared to
SE-GR. A total of 12.95% of the UEs are unsatisfied in L-GA clusters whereas
19.85% and 18.18% of the UEs are unsatisfied in SE-GR and SE-GA clusters
respectively. As depicted in Figure 4.7b, average cluster size is increased in SE-
GA and L-GA models by 4.1% and 11.6% respectively when compared to SE-GR
algorithm. Load aware utility function (4.10) in L-GA provides additional payoff
incentive for reducing load at highly loaded cells which can overcome the cost of
increased cluster size resulting in higher cluster size in hotspot scenario and hence
the L-GA model responds to hotspots much better than SE-GR and SE-GA.
Our spectral efficiency based game theoretic clustering algorithm SE-GA also
outperforms the greedy clustering SE-GR in hotspot scenario, where a marginal
improvement in spectral efficiency is observed, resulting from the fact that SE-GR
algorithm starts from any random cell for clustering, resulting in non-optimum
clustering solutions especially in hotspot scenario. Moreover, SE-GR algorithm
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Figure 4.8: Snapshot of SE-GR, SE-GA and L-GA clusters in HN with hotspot
scenario.
lacks on iterative improvements introduced in merge/split game when compared
to SE-GA and L-GA algorithms.
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Figure 4.9: eNodeB load distribution in HN with hotspot.
In summary, we show that our novel L-GA clusters result in significantly less
number of unsatisfied UEs by distributing load more evenly while keeping spec-
tral efficiency at comparable levels in hotspot scenario. In non-hotspot scenario,
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Figure 4.10: Unsatisfied UEs in HN with hotspot.
L-GA clustering performs as good as spectral efficiency based approaches (SE-
GR/SE-GA). Overall, L-GA model performs well in all scenarios with/without
hotspots providing a multi-objective clustering model which jointly optimizes cell
load and spectral efficiency. It is also shown that L-GA provides an interesting
dynamic cluster size metric, where average cluster size is increased in hotspot con-
ditions and it is reduced to lower levels when hotspot disappears in the network,
providing a control on the additional complexity associated with increased cluster
size. Moreover, we also show that our spectral efficiency based game theoretic
clustering model (SE-GA) clusters result in better spectral efficiency than greedy
algorithm (SE-GR) in HN with hotspot scenario, due to cluster formation prior-
ity given to cells in hotspots first, and also the iterative process of merge/split
algorithm outperforming greedy cluster formation.
4.5.2 Random Network (RN) Scenario
We evaluate our novel clustering solution further for a RN topology where SCs are
randomly distributed within a circle of 0.4km radius following PPP distribution
with density parameter λC. All SCs within the circle are assumed to be connected
to one MBS as described in Section 4.3. UEs are also randomly distributed
following PPP distribution. To simulate the hotspot scenario, higher user density
is assumed within an inner circle with 0.1km radius with user density λUhigh and a
low user density of λUlow is simulated in the outer ring. Outer ring is assumed to
go beyond SC deployment radius to make sure users are distributed in the whole
coverage area of all SCs. In the non-hotspot scenario, both inner and outer circle
user density has been set to the same lower density. A snapshot of the simulated
network topology with hotspot is illustrated in Figure 4.11. Simulations are run
for 100 times for each RN scenario and various SC/user distribution is generated
at each snapshot following PPP distribution with same SC/user density.
Figure 4.12a shows the average achieved spectral efficiency for all clustering
types for hotspot and non-hotspot scenarios. Similar to HN scenario, average
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Figure 4.11: Random network simulation setup.
spectral efficiency is comparable on all 3 clustering types in evenly distributed
traffic scenario where there is no hotspots, i.e. L-GA clusters perform as good as
spectral efficiency based clusters when there is no overload. In hotspot scenario,
spectral efficiency based coalitional game model (SE-GA) achieves a 1.57% better
spectral efficiency than the greedy model (SE-GR), similar to HN results.
Our novel L-GA model achieves significant improvement in load balancing
while keeping spectral efficiency at high levels in hotspot scenario, resulting in
reduced number of unsatisfied users. Average achieved spectral efficiency is in-
creased in L-GA model by 6.73% when compared to SE-GR as depicted in Figure
4.12a. Figure 4.13 shows the load distribution of the SCs where L-GA clustering
achieves significantly better load distribution with reduced amount of SCs in high
load range when compared to SE-GR and SE-GA clusters. Figure 4.14 shows the
average total number of unsatisfied UEs for each clustering algorithm in RN with
hotspot. L-GA algorithm is significantly more effective in distributing the load
and reducing the number of unsatisfied users, resulting in 68.50% less unsatisfied
users when compared to SE-GR clusters. 3.63% of the UEs are unsatisfied in
L-GA when compared to 11.54% and 12.14% in SE-GR and SE-GA respectively.
Figure 4.12b depicts the average cluster size achieved for each clustering algo-
rithm with and without hotspot scenario. Similar to HN results, average cluster
size is increased in L-GA clusters significantly more than SE-GR and SE-GA clus-
ters in hotspot scenario when compared to non-hotspot scenario due to additional
payoff incentive in L-GA utility function to reduce load in hotspots. L-GA clus-
ters manage to increase the cluster size in a self-organised way when there is high
capacity requirement in hotspot scenario. Cluster size is dynamically reduced
when the hotspot disappears and load is evenly distributed.
We further analyze merge/split iterations in RN scenario with and without
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Figure 4.12: Average spectral efficiency and cluster size in RN with/without
hotspot scenarios.
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Figure 4.14: Unsatisfied UEs in RN with hotspot.
95
Chapter 4. Load Aware Network-Centric Clustering for CoMP
the hotspots. In Figure 4.15, total payoff of all SCs is shown for each merge/split
operation until the final cluster is formed for L-GA clusters in RN scenario
with/without hotspot. At each merge/split operation, utilitarian order is followed
where merge/split operation is only allowed if the total system payoff is increased.
In hotspot scenario, payoff is sharply increased in the first few merge/split op-
eration where highly loaded cells are clustered, resulting in lower SC load and
a higher payoff. Payoff increase is more gradual in non-hotpot scenario where
merge/split operation gives an average payoff for each cell as they are almost
equally loaded. Figure 4.16 depicts the changes in unsatisfied UEs and spectral
efficiency for each merge/split iteration for L-GA algorithm in RN with hotspot
scenario where our load-based utility function manages to improve both load and
spectral efficiency at the same time for each merge/split operation for majority
of merge/split operations. Marginal reduction in spectral efficiency is observed in
later iterations for forming clusters to distribute load more evenly and therefore
reduce unsatisfied UEs further with the expense of marginal spectral efficiency
reduction.
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Figure 4.15: Payoff changes with merge/split iterations for L-GA algorithm in
RN with/without hotspot scenario.
4.6 Conclusion
In this chapter, we present a novel, load aware network-centric clustering solution
based on merge/split coalition game for CoMP deployment in future networks.
We introduce merge/split coalitional game concepts and provide analysis on its
stability and complexity. We show that our novel algorithm provides the unique
partition with maximum utility when it is available, i.e. in the expected SC de-
ployment scenario where SCs are deployed in local hotspot areas. In the case
when this is not achievable, a more relaxed stability is always guaranteed where
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Figure 4.16: Unsatisfied UEs/spectral efficiency changes with split/merge itera-
tions for L-GA algorithm in RN with hotspot scenario.
proposed algorithm converges to a final partition with no more merge/splits possi-
ble. Proposed solution is employed with two utility functions: Spectral efficiency
based utility is designed to maximize spectral efficiency and load aware utility
aims to jointly optimize spectral efficiency and load balancing objectives. It is
shown that our spectral efficiency based clustering outperforms greedy algorithm
providing better spectral efficiency in scenarios where users are unevenly dis-
tributed. Furthermore, we show that our load aware clustering model (L-GA)
achieve significantly better load distribution while keeping spectral efficiency at
high levels. Unsatisfied UEs are reduced by 68.5% in RN scenario with hotspots
in L-GA algorithm when compared to greedy clustering model. Moreover, L-
GA model provides a self-organised cluster size metric where CS is increased in
hotspot scenarios to reduce high load with the expense of higher processing com-
plexity and backhaul requirement, and it is reduced back down when hotspot
disappears. In summary, our novel load-based game theoretical clustering algo-
rithm (L-GA) is shown to be low-complexity, stable clustering solution combining
both spectral efficiency and load balancing objectives into the same utility func-
tion which can dynamically adapt to both hotspot and non-hotspot scenarios.
In the following chapter, we enhance this work further to include backhaul load
awareness to CoMP clustering as an additional key objective. We will show that
backhaul awareness in CoMP clustering model can increase system throughput
significantly and reduce the number of unsatisfied users. We further improve our
clustering model with a 2 stage coalitional game model where clusters of SCs are
optimized in one game and the groups of users associated to each SC cluster is
optimized in the second game to form a multi-objective dynamic clustering model
to jointly optimize RAN load, backhaul load and spectral efficiency objectives.
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Multi-Objective CoMP
Clustering
5.1 Introduction
In this chapter, we further enhance our work presented in Chapter 4 to include
backhaul awareness into CoMP clustering. Realization of CoMP heavily depends
on backhaul availability especially for JT-CoMP due to high backhaul require-
ment to make user-data available on all BSs in the CoMP set. In the case when
some SCs in the system are backhaul limited, CoMP clustering algorithm need
to take this into account for optimum CoMP cluster design. In this context,
we develop a multi-objective, load aware, dynamic clustering model for MU-JT
CoMP to jointly optimize spectral efficiency, RAN load and backhaul load. We
further improve the RAN-load aware coalitional game model from Chapter 4 and
formulate the improved model as two coalitional sub-games for SC and UE clus-
tering respectively. Merge/split/transfer actions for each sub-game are defined,
complexity and stability analysis are provided. Extensive simulation results show
that our model successfully promotes the SCs with higher backhaul availability
in CoMP clusters and SCs with limited backhaul are also included in CoMP sets
when the additional spectral efficiency improvement is high. We show that our
RAN and backhaul-load aware model provides comparably good spectral effi-
ciency in light load when compared to a greedy model, and significantly better
load balancing with reduced unsatisfied users and increased throughput in high
load scenario. On average 49% increase in overall system throughout is observed
in our simulations when compared to greedy model. Part of this work is submitted
for publication, currently under review.
The rest of the chapter is organised as follows. Related work in literature
is discussed in Section 5.2. In Section 5.3, we introduce the system model. Key
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CoMP performance metrics are defined in Section 5.4. In Section 5.5, we describe
our clustering model as SC clustering and UE transfer sub-games and discuss its
stability and complexity. Simulation results with insights are presented in Section
5.6 and finally we summarize the findings and conclude the chapter in Section
5.7.
5.2 Related Work
Backhaul capacity and latency are one of the biggest challenges for the realization
of CoMP in future networks [36, 85]. Backhaul network limitations and imper-
fect CSI issues create a significant impact on achievable spectral efficiency with
CoMP [156]. There has been a number of CoMP clustering studies in the litera-
ture [35, 71, 115, 124, 136, 180, 181] which takes backhaul availability as the main
objective as detailed in Chapter 2, Section 2.6.2. For example, required backhaul
is taken as one of the key objectives in [136] where SFR and CoMP are employed
together to improve cell edge user performance. Limited fronthaul availability
is studied in [71] for C-RAN architecture where user-centric clusters of RRHs
are optimized to minimize the total transmission power while maintaining user’s
QoS. More recently, limited backhaul capacity and per-BS power constraints are
taken into account to optimize user-centric clusters and design transmit precod-
ing for maximizing the sum rate in [124]. In both studies in [71,124], user-centric
clustering models are presented but higher precoding/scheduling/synchronization
complexity of user-centric clusters are not resolved. Most works in literature deal
with backhaul limitation as a single objective, lacking on a multi-objective clus-
tering solution to optimise all key objectives such as spectral efficiency, load
balancing etc.
On the other hand, new emerging technologies like MEC and popular data
caching at the BS is a promising concept discussed in literature to reduce backhaul
requirement for CoMP [48]. Caching data on the MEC servers at the BSs will
eliminate the need for popular data being transmitted from core network over the
backhaul, reducing the capacity and latency requirements for backhaul required
for CoMP during high load traffic. A number of studies utilize data caching at
the BS to reduce backhaul requirement for CoMP in [49,56,77,105,174]. Similar
to above, in these works, backhaul limitation is studied in isolation for CoMP
clustering, without considering other network metrics i.e. spectral efficiency, radio
access load etc.
RAN load is another key dependency which needs to be taken into account for
CoMP clustering. CoMP is likely to be deployed in interference-limited, highly
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dense deployment scenarios where hotspot areas will form at certain times. CoMP
clusters need to dynamically adjust in order to balance the load and shift traffic
from highly loaded BSs to lightly-loaded BSs. In Chapter 3, we proposed a
user-centric clustering algorithm where RAN load is taken into consideration
for load aware, user-centric clusters for the first time in literature. Following
our work, other few load aware, user-centric clusters are studied [43, 106, 109].
However, user-centric clusters are not scalable for large networks due to increased
complexity. To avoid the complexity of user-centric clusters, in Chapter 4, we
proposed a novel, low-complexity, merge-split coalitional game model to form
RAN-load aware network-centric clusters.
Backhaul limitation, radio access load and spectral efficiency objectives have
been studied for CoMP clustering but each objective is studied in isolation. There
is no CoMP clustering solution in literature to jointly optimize and analyze the
trade-off between spectral efficiency and backhaul/RAN load. In this chapter,
we further improve our clustering model presented in Chapter 4 and propose a
novel RAN and backhaul-load aware multi-objective clustering method to opti-
mize overall RAN/backhaul load and spectral efficiency jointly for SCs in HetNet
deployment scenario. We design two coalitional sub-games, 1-an SC clustering
sub-game to form RAN/backhaul-load aware SC clusters by merge/split/transfer
actions, 2-a novel user transfer sub-game to move users between SC clusters to
improve load balancing further. Stability and complexity analysis are provided
and extensive simulation results for multiple scenarios are presented to show the
performance of the proposed method under different backhaul availability con-
ditions. Results are benchmarked against an improved version of our previous
work on RAN-load aware clustering model presented in Chapter 4 and a greedy
algorithm in [31].
5.3 System Model
We consider a similar HetNet scenario we assumed in Chapter 4, where a set
of SCs (C) are distributed within the coverage area of one MBS. We assume
designated frequency spectrum for SC and MBS layer hence no interference is
expected between the layers. Network of C = {SC1, . . . , SCn} SCs are grouped
into clusters C = {C1, . . . , Cs} for CoMP operation. Each user is assigned an
SC cluster Ci, forming clusters of users U = {U1, . . . ,Us} i.e. user group Ui
is assigned to SC cluster Ci. Assume UEk is assigned the SC cluster Ci where
Ci = {SCi1, SCi2, . . . , SCiz}. Based on average received reference signal level,
UEk is assigned a user-centric cluster Cki = {SCki1, SCki2, . . . , SCkit} within Ci where
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Cki ⊆ Ci. Assuming the best serving cell within Ci for UEk is SCim, Cki includes all
SCij ∈ Ci where pkj/pkm > P∆ and pkj > Pmin where pkm and pkj are the average
signal power values received at UEk from SCm ⊆ Ci and SCj ⊆ Ci respectively.
To evaluate the impact of limited backhaul, we assume two backhaul tech-
nologies connecting SCs to MBS: Fiber and VDSL2. Latency and capacity for
fiber is considered to be ideal where DL capacity > 10Gbps and latency < 1msec,
however DL capacity for VDSL2 is assumed to be limited to 100Mbps and average
latency is considered as 3msec [85]. Both backhaul technologies are considered to
be robust so outage probability is considered as zero. For SCs where VDSL2 is
deployed, backhaul capacity limitation is considered alongside with radio capac-
ity to derive overall cell load values. Backhaul throughput is derived from radio
throughput and an additional overhead of 30% is added to account for additional
control plane traffic [23,84]. Higher latency in VDSL2 cause CSI imperfection for
CoMP, resulting in reduced spectral efficiency, and hence lower throughput. Im-
pact of various latency values in throughput is analyzed in [39] for DL JT-CoMP
where an average 15% throughput loss is observed for 3msec latency. Based
on [39], we consider 15% loss in spectral efficiency when compared to fiber (very
low latency) for UEk when Cki contains at least one SC with VDSL2 backhaul link
to the MBS. The connection between MBS and the core network is assumed to
be ideal i.e. fiber, hence no capacity and latency constraints are considered from
MBS to the core network.
We assume MU-JT CoMP where multiple users within the same cluster are
scheduled to the same PRB and receive user-data from each SC within the cluster,
i.e. user data for UEk is made available at each SC within Cki .
In the ideal backhaul scenerio, assume a group of UEs (Uki ) including UEk is
assigned a user-centric cluster Cki and scheduled in the same PRB at each SC in
Cki . Assuming one antenna for both UE and SCs for simplicity, a virtual MIMO
system is formed with |Cki | = T transmitters and and |Uki | = R receivers.
For each UE in Uki , received signal can be expressed as:
y = HWx + n,H ∈ CR×T ,W ∈ CT×R (5.1)
where channel matrix H =
[
h1h2 . . .hR
]T
and channel vector at UEk is:
hk =
[
hk1hk2 . . . hkT
]
(5.2)
Precoding matrix W =
[
w1w2 . . .wR
]
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and beamforming vector for UEk is:
wk =
[
w1kw2k . . . wTk
]T
(5.3)
Received signal yk at UEk can be expressed as:
yk = h
Cki
k w
Cki
k xk +
∑
i∈Uki /k h
Cki
k w
Cki
i xi +
∑
j∈U/Uki h
C/Cki
k wjxj + nk (5.4)
In (5.4), the first term represents the desired signal from each of the SCs
within Cki , second term represents the interference from within the cluster Cki ,
followed by interference from outside of Cki and the final term is AGWN.
SINR at UEk is:
SINRk = |h
Ck
i
k
w
Ck
i
k
xk|
2
∑
i∈Uk
i
/k
|hC
k
i
k
w
Ck
i
i xi|
2
+
∑
j∈U/Uk
i
|hC/C
k
i
k
wjxj |
2
+|nk|2
(5.5)
Assuming fiber backhaul for each SC within Cki to the MBS, intra-cluster
interference would be negligible with highly accurate CSI knowledge and very
low latency at the MBS. In the case when Cki contains any SCs with VDSL2
backhaul, higher backhaul latency (3msec) causes imperfect CSI and intra-cluster
interference does not get canceled completely causing degradation in SINR. This
degradation is taken into account as 15% spectral efficiency degradation based
on the findings in [39].
Let the total transmit power PTx for each SC be the same and the power for
each PRB be equal, then (5.5) can be further simplified to:
ˆSINRk =
PTx
∑
i∈Cki |hki|
2
PTx
∑
j∈C/Cki |hkj|
2 + N0Btot
(5.6)
where N0 is the noise spectral density, Btot is the total system bandwidth and
channel coefficient hki is made up of 2 terms, static distance based path loss
component with shadow fading and fast fading complex coefficients hki = gkifki.
We propose that clustering decisions are made based on average SINR to re-
spond to spatio-temporal changes in the network and user profiles (in seconds.
minutes), but not responding to fast fading changes (in milliseconds). This pro-
vides additional resilience for incorrect clustering decisions due to imperfect CSI
knowledge and prevents additional signalling overhead required for too frequent
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re-clustering decisions [133]. For average SINR, term hki in (5.6) can be simplified
to the distance based path-loss and shadow fading component only i.e. hˆki = gki
where fast fading component fki is averaged out over time.
5.4 CoMP Performance Metrics
In this section, we define main CoMP performance metrics and utilize these in
our coalitional game model. We recall some of the metrics defined from Chapter
4 and add on backhaul element to them in MU JT-CoMP scenario. Assume
UEk is assigned a network-centric cluster Ci and user-centric cluster Cki where
Cki ⊆ Ci and let dk be the GBR requirement for UEk. The required PRB for
UEk in no CoMP scenario would be rk = dk/(ykBPRB) where BPRB is the user-
data bandwidth in a single PRB and yk = log2(1 + ˆSINRk). In MU-JT CoMP,
a number of UEs (Uki ) are scheduled on the same PRB at each cell in Cki so we
define an estimated dedicated PRB count for UEk at each SC in Cki as rˆk = rk/nk,
assuming |Cki | = |Uki | = nk [31].
5.4.1 RAN and Backhaul Load
The main aim for CoMP is to improve spectral efficiency and hence provide the
required throughput with less radio resources i.e. reduce RAN load for the cell.
For MU JT-CoMP, increasing CoMP cluster size will improve spectral efficiency
further as there is more inter-cell interference cancellation within a bigger CoMP
cluster. However, as CoMP cluster size increase, additional pilot channels are
required for CSI estimation which then reduce the bandwidth for user data at
each PRB. As the available bandwidth for user data reduce, RAN load for the
cell will increase. So RAN load is one of the key metrics to measure CoMP
performance where it implicitly reflect on spectral efficiency improvement and
also the CoMP pilot overhead. We utilize RAN load metric for SCm driven in
Chapter 4 for MU JT-CoMP scenario as follows:
lˆRANim =
∑
k∈Uim rˆk
Rtot
(5.7)
where Uim is the associated active UEs in SCm and Rtot is the total number
of PRBs for each SC, assuming all SCs have same total bandwidth.
A more realistic load figure should also consider backhaul load alongside with
RAN load. In a network where some SCs are connected to the MBS with non-
ideal backhaul solutions with limited bandwidth and latency, limiting factor for
the overall load could be the backhaul load rather than RAN load depending
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radio frequency bandwidth, SINR and backhaul type. In MU JT-CoMP scenario,
backhaul load increases as the cluster size increase due to user data for all users
within Uki will need to be available at all SCs within Cki . Moreover, additional
latency due to non-ideal backhaul will introduce delay in CSI estimation for
precoding and hence reduce spectral efficiency gain and increase RAN load. In
summary, along side with RAN load, backhaul load is another key metric which
needs to be considered in CoMP clustering.
To define backhaul load lˆBHim , firstly, we define RAN throughput demand on
SCm in Ci as dRANim =
∑
k∈Uim dk. Backhaul throughput demand d
BH
im is then
computed with an average overhead factor of 1.3 to account for additional traffic
on backhaul for X2 user/control plane and transport and security overheads [23,
84] i.e. dBHim = dRANim × 1.3.
Once dBHim is known, lˆ
BH
im can then be defined as:
lˆBHim =
dBHim
fBHim
(5.8)
where fBHim is the backhaul capacity. As discussed in Section 5.3, we consider
two backhaul technologies: 1-) Fiber with > 10Gbps capacity and negligible
latency and 2-) VDSL2 with 100Mpbs capacity and 3ms latency. When backhaul
gets congested i.e. dBHim > fBHim , then the effective capacity fBHim goes down further
due to re-transmissions [84]. In the case of VDSL2 link congestion, we consider
10% re-transmission rate i.e. assume the effective capacity of the VDSL link as
fBHim = 90Mbps in-line with the same assumptions made in [84].
A more realistic SC load definition need to consider both backhaul load and
RAN load and pick the highest of the two as the overall load, i.e. the overall load
can be defined as lˆim = max(ˆl
RAN
im , lˆ
BH
im ).
5.4.2 Cell Throughput
In MU JT-CoMP, user data for UEk is transmitted from all of the SCs in Cki and
hence total RAN throughput demand on SCm in Ci i.e. dRANim does not reflect the
"dedicated throughput" value for SCm as same RAN throughput demand for user
UEk is accounted for in all SCs in Cki . An estimated dedicated RAN throughput
demand for SCm in Ci is defined as dˆRANim =
∑
k∈Uim dk/nk where |Cki | = nk.
Based on estimated dedicated RAN throughput demand dˆRANim for SCm, es-
timated dedicated cell throughput tˆim for each SCm in Ci can then be defined
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as:
tˆim =
 dˆ
RAN
im lˆim < 1
dˆRANim
lˆim
lˆim ≥ 1
(5.9)
5.4.3 Unsatisfied Users
To quantify the impact of high load on users, we utilize the unsatisfied users
metric we presented in Chapter 4 for MU JT-CoMP scenario. Similar metrics are
also used in [32,164].
Unsatisfied users are defined as follows:
zˆim = max
(
0, ûim
(
1− 1
lˆim
))
(5.10)
where ûim =
∑
k∈Uim 1/nk is defined as the estimated dedicated user count at
SCm. Estimated dedicated user count at each cell is driven from the total users
connected at each cell Uim to account for the fact that users are connected to
multiple SCs in MU JT-CoMP.
5.4.4 Pilot Overhead
To account for the additional pilot channel overhead, we utilize the pilot overhead
estimation for multi-antenna channels in [86] as follows:
α =
√
(1 + SNR) C˙(SNR)
C(SNR)2nT fD
−
(
(1 + SNR) C¨(SNR)
C˙(SNR)
+ 2 + 12SNR
∫ +1
−1
dξ
S˜H(ξ)
)
nT fD
+O(f3/2D )
(5.11)
where
C(SNR) = E[log2(1 + SNR|H|2)]
C˙(SNR) = 1
SNR
(
log2 e− C(SNR)SNR
)
C¨(SNR) = 1
SNR2
[
log2 e+ C˙(SNR− 2C(SNR)SNR
]
S˜H(ξ) is the doppler spectrum of the wireless channel.
fD is the normalised doppler frequency
nT is the number of transmit antennas
and α is percentage pilot overhead bandwidth requirement.
Similar to assumptions made in Chapter 4, we assume EPA-A wireless channel
from 3GPP [3] for Clarke-Jakes spectrum where fD = 0.000357 and the term∫+1
−1
dξ
S˜H(ξ)
simplifies to pi2/2. We assume one antenna per SC i.e. nT = |Ci| and
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SNR=10dB for pilot overhead estimation. Further details about the required
pilot overhead bandwidth for various wireless channels from 3GPP [3] against
cluster size can be found in Chapter 4 Section 4.3.2.
As cluster size Ci increases, pilot overhead increases and hence the bandwidth
for user data is reduced on each PRB. PRB bandwidth available for user data
can be defined as bPRB = BPRB(1− α).
5.5 Coalition Game for Multi-Objective Clus-
tering
Applications of coalitional game theory have recently become popular in co-
operative wireless networks for self-organizing techniques to form CoMP clus-
ters [75,148]. A merge/split coalition formation game is employed in forming user
clusters for UL TDMA cooperative network scenario in [147]. Similar merge/split
game is utilized in forming BS clusters in DL CoMP for CRAN scenario in [183].
A transfer game is employed alongside with a collage admission game for UL user
association problem in HetNet scenario in [149]. In our previous work in Chapter
4, we presented a merge/split game model to form load aware clusters where both
spectral efficiency and RAN load are jointly optimized [31]. In this chapter, we
formulate two coalitional sub-games to jointly optimize overall load (backhaul
and RAN) and spectral efficiency. First, we extend our coalitional game model
from Chapter 4 to combine merge/split and transfer games to into a single SC
clustering sub-game to form clusters of SCs. Secondly, we drive an additional
user transfer sub-game for user groups to transfer users between SC clusters to
further distribute the load between the SC clusters. In this section, we formulate
and discuss the properties for each sub-game and analyze the overall stability and
complexity of the proposed solution.
5.5.1 Coalitional GameModel for SC Clustering Sub-game
In this subsection, we formulate the SC clustering sub-game where SC clusters
are formed and dynamically updated based on spatio-temporal changes in the
network and/or user profiles. Let C = {SC1, . . . , SCn} be the players of our
coalition game i.e. small cells in the network and assume that they are grouped
into clusters C = {C1, . . . , Cs}. A coalition is defined as the groups of players
in the same cluster i.e. Ci = {SCi1, SCi2...SCiz} and a collection is defined as
the set of coalitions H = {H1,H2, ...,Hb}. A collection is called a partition
when ∀i 6= j,Hi ∩ Hj = ∅ and ∪bi=1Hi = C. The payoff for coalition Ci in
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partition C is defined by the utility function v(Ci, C) and overall SC clustering
sub-game is defined by (C, v) pair. The utility function reflects the overall gain
for cooperation including multiple objectives of CoMP deployment (e.g. like
spectral efficiency and backhaul/RAN load balancing) and also the various cost
factors of cooperation (e.g. like additional pilot requirement, signal processing
complexity). An accurate utility function is key for better CoMP clustering to
maximize the benefits expected from CoMP.
We utilize two utility functions we presented in Chapter 4. Firstly, we employ
a load aware utility function which aims to shift load from highly loaded cells to
lightly loaded cells and implicitly improve spectral efficiency as follows:
v1(SCm, Ci) =

−(ˆlim)
1−c(|Ci|) uˆim lˆim < 1
−(ˆlim)3
1−c(|Ci|) uˆim lˆim ≥ 1
(5.12)
where c(|Ci|) = 11+e−(|Ci|−Cnmax) . c(|Ci|) is defined as the complexity function
which represents the additional overhead for CoMP such as precoding processing
complexity, synchronization issues and additional backhaul capacity. As the ad-
ditional overheads for CoMP increase when cluster size increase, the complexity
function is designed to introduce a soft limit to maximum cluster size Cnmax based
on the requirements of the network for the right trade-off between additional
spectral efficiency/load gain and CoMP overheads.
An spectral efficiency based utility is also employed in our work within a
greedy algorithm for comparison. This utility does not consider cell load but aims
to maximize spectral efficiency only. Spectral efficiency based utility function is
defined as follows:
v2(SCm, Ci) =
∑
k∈Ubestim
yk(1− c(|Ci|)) (5.13)
where U bestim is the list of users where SCm is the best serving cell based on
average received signal power within Ci , i.e. a subset of the associated users
Uim at the SCm and yk is the spectral efficiency achieved at UEk i.e. yk =
log2(1 + ˆSINRk).
To compare the utility of two different collections H = {H1,H2, ...,Hb} and
G = {G1,G2, ...,Gz} of the same subset of players, we employ the utilitarian
comparison order where collection H is preferable to collection G if the overall
utility of the collection is higher, even if the individual players may be worse off,
i.e. H .G if ∑bi=1 v(Hi) > ∑zi=1 v(Gi) [31, 148].
SC coalitions are formed and adapted into changing network/user profile con-
ditions by 3 different clustering actions:
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• Merge: Players (SCs) in any two or more coalitions {G1,G2, ...,Gz} prefer
to merge into one coalition F = ∪zi=1Gi i.e. ∪zi=1Gi . {G1,G2, ...,Gz}, if
v(F) > (∑zi=1 v(Gi)) following the utilitarian order.
• Split: Players (SCs) prefer to split from any coalition Ci into smaller
coalitions {Ci1, Ci2, ..., Ciy} where Ci = ∪yj=1Cij i.e. {Ci1, Ci2, ..., Ciy} . Ci if
(∑yj=1 v(Cij) > v(Ci) following utilitarian order.
• Transfer: Any player in Ci, i.e. SCix ⊆ Ci prefer to transfer from coalition
Ci to Cj i.e. {Ci\SCix, Cj ∪ SCix} . {Ci, Cj} if v({Ci\SCix) + v(Cj ∪ SCix) >
{v(Ci) + v(Cj)}.
Assume C = {C1, C2, ..., Cs} be any partition of C, i.e. the current network
clustering structure. We propose to start with split operation, followed by merge
operation and then a transfer operation afterwards. Split/merge/transfer opera-
tions are repeated until there is no more re-clustering action possible to improve
overall utility.
Split operation checks possible split options for ∀Ci in C, and implements the
split operation when it finds a suitable split option based on utilitarian order
i.e. (∑yj=1 v(Cij) > v(Ci). Split operation is repeated iteratively until there is
no further split is possible as detailed in Algorithm 6. A new partition H is
formed after the split operation. H is then subject to merge operation as detailed
in Algorithm 7. Merge operation starts with coalition Hi with the maximum
absolute payoff value and looks for merge options to its neighbour coalitions.
We avoid exhaustive search of possible merge with every other coalition in the
network which reduces the algorithm complexity significantly. Merge operation
is implemented for (Hi,Hj) coalition pair where Hj is the neighbour coalition for
Hi with maximum additional payoff in the case of a possible merge operation.
We adapt the neighbour coalition concept from Chapter 4 where we define them
based on the reported average received signal power from the users. For any user
UEk within the serving area of SCm ⊆ Hm, a neighbour rank value is incremented
for {Hm,Hj} pair if pkj/pkm > Pnei∆ and pkj > Pneimin where pkm and pkj are the
average signal power values received from UEk for SCm ⊆ Hm and SCj ⊆ Hj
respectively. Merge operation continues for ∀Hi in H and is repeated for the
whole partition until no other merge is possible. Once the merge operation is
finished, transfer operation starts with the new partition G formed after merge
operation. For ∀Gi ∈ G, each SCix ∈ Gi are checked for a possible transfer to one
of the neighbour coalition Gj i.e. T (SCix,Gi,Gj). Within each coalition Gi, all
possible transfer operations are ranked and transfer operation T (SCix,Gi,Gj) is
implemented for the one with the maximum additional payoff. Transfer operation
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continues for all ∀Gi ∈ G and is repeated for the newly formed partition until there
is no further transfer possible with additional payoff, as detailed in Algorithm 8.
Split, merge and transfer operations are then repeated until there is no further
SC coalition actions possible.
Algorithm 6 Split Operation
For any given network clustering state C = {C1, C2, ..., Cs}, ∀Ci ∈ C, set
Ci.splitpossible=1
Split-ongoing=1
while Split-ongoing do
Split-ongoing=0
for all Ci where (Ci.split-possible=1 and |Ci| > 1) do
Update Ci.Split-options
Ci.split-possible=0
for all Ci.Split-Options do
if Any split option is possible i.e. (∑yj=1 v(Cij) > v(Ci) then
Split(Ci to {Ci1, Ci2, ..., Ciy}
Split-ongoing=1
∀Cij, set Cij.split-possible=1
Break for-loop and continue with next Ci
end if
end for
end for
end while
5.5.2 Coalitional Game Model for User Transfers Sub-
game
Assume C = {C1, C2, ..., Cs} be the SC partition of C resulting from the SC clus-
tering sub-game (C, v). List of users U = {UE1, . . . ,UEq} can be expressed as
coalitions of users assigned to each SC cluster i.e. U = {U1, . . . ,Us} where users
in Ui are assigned to SC coalition Ci. We formulate a user transfer sub-game
(U , v) to transfer users between the user coalitions to further distribute the load
between the SC clusters.
Transfer operation introduced in SC clustering sub-game in Section 5.5.1 is
deployed for the user transfer sub-game i.e. any user UEix ⊆ Ui prefer to transfer
from coalition Ui to Uj i.e. {Ui\UEix,Uj ∪ UEix} . {Ui,Uj} if v({Ui\UEix) +
v(Uj ∪ UEix) > {v(Ui) + v(Uj)} following utilitarian order. We utilize the load
aware utility in (5.12) for user transfer sub-game and transfer users to re-assign
to another cluster if the overall utility is improved with this transfer operation.
Neighbour concept introduced in the SC clustering sub-game is employed in
user transfer sub-game too at user level, so that each user only looks for the
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Algorithm 7 Merge Operation
For any given network clustering state C = {C1, C2, ..., Cs}, ∀Ci ∈ C, set
Ci.clustered=0
Merge-ongoing=1
while Merge-ongoing do
Merge-ongoing=0
Sort ∀Ci ∈ C based on v(Ci) in descending order
for all Ci where Ci.clustered=0 do
Update Ci.nei
for all Cj in Ci.nei where Cj.clustered=0 do
Update payoff gain for possible merge(Ci, Cj) i.e. δvij = v(Ci ∪ Cj) −
{v(Ci) + v(Cj)}
end for
Find Cm ∈ Ci.nei where δvim = maxCj∈Ci.nei(δvij) and δvim > 0
while Cm exist do
Merge(Ci, Cm)
Cm.clustered=1
Update Ci.nei
for all Cj in Ci.nei where Cj.clustered=0 do
Update payoff gain for possible merge(Ci, Cj) i.e. δvij = v(Ci ∪ Cj) −
{v(Ci) + v(Cj)}
end for
Find Cm ∈ Ci.nei where δvim = maxCj∈Ci.nei(δvij) and δvim > 0
end while
Ci.clustered=1
if Any merge operation with Ci then
Break for-loop and continue with while-loop
Merge-ongoing=1
end if
end for
end while
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Algorithm 8 Transfer Operation
For any given network clustering state C = {C1, C2, ..., Cs}
Transfer-ongoing=1
while Transfer-ongoing do
Transfer-ongoing=0
for all Ci ∈ C do
Update Ci.nei
for all SCix ⊂ Ci do
for all Cj in Ci.nei do
Update payoff gain for possible Transfer(SCix, Ci, Cj) i.e. δvixj =
{v(Ci\SCix) + v(Cj ∪ SCix)} − {v(Ci) + v(Cj)}
end for
end for
Find (SCix, Ci, Cj) where δvixj = maxCj∈Ci.nei
SCix∈Ci
(δvxij) and δvxij > 0
if (SCix, Ci, Cj) exist then
Transfer(SCix, Ci, Cj)
Transfer-ongoing=1
end if
end for
end while
neighbour coalitions instead of all coalitions for a possible transfer. A list of SC
clusters are kept as neighbours for UEk based on received average reference signal
level. For any user UEk within the serving area of SCm ⊆ Cm, Cj is included in the
neighbour list if pkj/pkm > Pnei∆ and pkj > Pneimin where pkm and pkj are the average
signal power values received at UEk from SCm ⊆ Cm and SCj ⊆ Cj respectively.
For each user coalition Ui ∈ U , users are checked for possible user transfer op-
eration to all of its neighbour coalitions. The best transfer option with maximum
additional payoff is implemented for UEix from Ui to Uj and user coalitions are
updated. All other user coalitions are then checked for any possible user trans-
fer and single user from each coalition with maximum payoff gain is transferred
in a similar way. User transfers are limited to the ones with certain additional
payoff δ∆ which is introduced as an input parameter in the algorithm for the
right balance between the number of user transfers and additional overall system
payoff. User transfer operation is repeated for all user coalitions until no further
user transfer is possible, as detailed in Algorithm 9. At the end of user transfer
sub-game, a new user partition B = {B1, . . . ,Bs} is formed where user coalition
Bj is the associated users in SC cluster Cj.
After forming the new user partition B, SC clustering sub-game is re-deployed
for further merge/split/transfer operations. In the case of any SC merge/split/transfer
operation, user partition B is adjusted accordingly. For SC merge operation,
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Cf = ∪si=1Ci, the associated user coalitions are also merged Bf = ∪si=1Bi. In the
case of a SC cluster split operation of Ci into smaller coalitions {Ci1, Ci2, ..., Ciy},
then associated user coalition Bi is also splitted to {Bi1,Bi2, ...,Biy} based on each
user’s best serving SC within the cluster (not necessarily the best serving SC in
the network as the user may have been transferred to non-best serving SC coali-
tion during user transfer sub-game). For example, assume SCix ∈ Ci is the best
serving SC within Ci for UEk ∈ Bi, then in the case when Ci splits and SCix falls in
the new coalition Cix, then user coalition Bi is splitted similarly where UEk ∈ Bix.
Similarly for transfer operation of SCix ⊆ Ci transferring from coalition Ci to Cj,
users in Ci where SCix is the best serving SC within Ci are transferred from Bi to
Bj.
Both SC clustering and user-transfer sub-games are repeated until there is
no further SC cluster or user cluster changes. As the utility for both sub-games
are the same, each SC/UE coalition change improves the overall utility and con-
verges to a final SC/user partition. We discuss stability of the algorithm and its
complexity in the next subsection.
Algorithm 9 User Transfer Operation
For any given network clustering state C = {C1, C2, ..., Cs} and corresponding
user coalitions U = {U1,U2, ...,Us}
UserTransfer-ongoing=1
while UserTransfer-ongoing do
UserTransfer-ongoing=0
for all Ui ∈ U do
for all UEix ⊂ Ui do
for all Uj in UEix.nei where i 6= j do
Update payoff gain for possible Transfer(UEix,Ui,Uj) i.e. δvxij =
{v(Ui\UEix) + v(Uj ∪ UEix)} − {v(Ui) + v(Uj)}
end for
end for
Find (UEix,Ui,Uj) where δvxij = maxUj∈UEix.nei
UEix∈Ui
(δvxij) and δvxij > δ∆
if (UEix,Ui,Uj) exist then
Transfer(UEix,Ui,Uj)
UserTransfer-ongoing=1
end if
end for
end while
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5.5.3 Algorithm Stability
In this subsection, we prove that both SC clustering and user transfers sub-games
always converge to a final partition and analyze the overall game stability.
Assume that the current state of the SC partition is C1 = {C11 , C12 , ..., C1s}. In
SC clustering sub-game, partition C1 is subject to merge-split-transfer operations
which will transfer the network partition to Cn following a sequence of partitions.
C1 → C2 →, ...,→ Cn (5.14)
Any merge/split/transfer operation between coalitions Ci and Cj will increase
the overall utility of the involved SCs/coalitions following utilitarian preference
order i.e. v(Merge/Split/Transfer(C1i , C1j )) > (v(C1i ) + U(C1j )). As detailed in
Section 5.3, we assume that clustering decisions are made in longer time inter-
vals (seconds, minutes), fast fading component of the signal is averaged out for
clustering decision and hence the interference created from any SC ∈ (C1i ∪ C1j )
to the rest of the network is the same regardless of any merge/split/transfer
changes within (C1i ∪ C1j ). Hence, v(C1\(C1i ∪ C1j )) is unchanged when there is any
merge/split/transfer operation between coalitions C1i and C1j .
As v(Merge/Split/Transfer(C1i , C1j )) > (v(C1i ) + v(C1j )), and there is no change
for the rest of the network as a result of this operation, then the overall system
utility always increases with every partition in sequence (5.14), i.e.
v(Cn) > v(Cn−1)...v(C2) > v(C1) (5.15)
where Ci 6= Cj, i 6= j.
As the overall system utility is always increased with every partition in the
sequence i.e. same partition will never be visited again and there are finite number
of partitions limited by the Bell number, then the sequence in (5.14) is guaranteed
to converge to a final SC partition.
For a given fixed SC partition C = {C1, C2, ..., Cs}, associated user coalitions
U1 = {U11 , . . . ,U1s } will be subject to user transfers which will transform the user
coalitions into U t and the overall system utility of SC partition C will increase with
every user partition change as per the definition of user transfer rule following
utilitarian order i.e.
v(U t) > v(U t−1)... > v(U2) > v(U1) (5.16)
where U i 6= U j, i 6= j.
Similar to SC partition convergence, as there is finite number of user partitions
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limited by the Bell number, and user partitions will always evolve to a better
utility, then user partition sequence is guaranteed to converge to a final partition.
When both sub-games are employed jointly, the overall system utility is always
increased with every SC/user partition change, and hence same SC and user
partition will never be re-visited. There will be a finite number of possible SC/user
partitions and therefore the overall SC/user partition will always converge to a
final SC/user partition.
5.5.4 Algorithm Complexity
Exhaustive search for any SC merge/transfer or user transfer is a highly complex
task where the number of possibilities increase exponentially as the network size
increase. In our algorithm, we introduce neighbour SC/coalition concept and
limit merge/transfer operations for SC and users only to the neighbour coalitions
which reduces complexity significantly and makes the algorithm scalable for larger
networks. Thresholds set for coalition neighbours can be adjusted for a more
relaxed/tighter neighbour definition and increase/reduce the number of clustering
actions for the right balance between additional CoMP gain and complexity.
To further reduce complexity, user transfers are limited to only the ones with
higher additional payoff, i.e. marginal payoff increase does not trigger user trans-
fers and hence SC clustering sub-game is also not triggered unnecessarily. This
is a controlled input parameter in the algorithm to balance a trade-off between
higher payoff and increased complexity. A similar additional payoff input thresh-
old can also be introduced for SC clustering sub-game for merge/split/transfer
operations to further reduce the complexity but with the expense of lower overall
system utility for the final partition.
Split operation can be complex when cluster size is high, as the number of split
options increase exponentially with CS. Due to CoMP overheads, CS needs to be
kept low, and we incorporated a soft maximum CS (Cnmax) into our utility function
to limit CS and hence reduce complexity for split operation. Furthermore, for
a given SC coalition, once a split option with additional payoff is found, this is
implemented without checking the rest of the possibilities to reduce complexity.
Moreover, as detailed in Section 5.5.3, any split operation for Ci does not depend
on how the rest of the coalitions are structured, so if any coalition Ci is checked
for split options and there is no split possibility, then it is not checked again in
further iterations unless there is further changes in the same coalition Ci with
merge/transfer operation or user transfers.
In summary, we propose a low complexity SC and user clustering model which
can be configurable to find the right balance between higher complexity and ad-
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ditional system payoff (i.e. better spectral efficiency/load balancing). We utilize
the configurable neighbour concept to avoid exhaustive search for merge/transfer
operation and enable the solution to deploy in large scale networks. We further
reduce complexity by reducing user transfers to only those with significant ad-
ditional payoff. SC merge/split/transfer operations can be also reduced to limit
these operations to only high additional payoff which is configurable to network
requirements. Furthermore, we also limit the maximum CS which then reduce
the complexity on split operation.
5.6 Simulation Results
In this section, we present the simulation results to evaluate the performance of
our RAN and backhaul-load aware clustering model. Firstly, we run our simu-
lation for HN scenario with hotspots and illustrate the clusters formed by each
algorithm. We then run extensive simulations for RN scenario with and with-
out hotspots. As described in Section 5.3, we assume a heterogeneous network
composed of one MBS overlaid with SCs, where each SC is a single cell with an
omni-directional antenna. We compared our RAN/backhaul-load aware model
with an improved version of our previous RAN-load aware clustering work in
Chapter 4 (also published in [31]). We applied our novel two-stage coalitional
game model and employed the same load aware utility (5.12) but only considered
RAN load in the utility, rather than a more comprehensive RAN-backhaul over-
all load. Furthermore, our RAN/backhaul-load aware clustering model is also
compared with an improved version of a spectral efficiency based greedy model
presented in [134]. Our spectral efficiency based utility function (5.13) is em-
ployed in the greedy algorithm where maximum cluster size limitation is lifted
with the introduction of implicit soft cluster size limit via the cost function in the
utility. Additionally, neighbour concept introduced for our RAN/backhaul-load
aware model is also employed in the greedy algorithm. Improved version of the
spectral efficiency based greedy algorithm is presented in detail in Chapter 4.
In the rest of the Chapter, following abbreviation is used for the presented
clustering models:
• SE-GR: Greedy model employing spectral efficiency based utility (5.13).
• L-GA: RAN-load aware game theoretic model with load based utility (5.12)
considering RAN load only
• LBH-GA: RAN and backhaul-load aware game theoretic model with load
based utility (5.12) considering combined RAN and backhaul load.
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Firstly, we run simulations in HN deployment with hotspot scenario to illus-
trate the clusters formed by each algorithm. In HN scenario, 25 SCs are deployed
in 500mx500m simulation area with 100m inter-site distance. 300 UEs are dis-
tributed in the whole simulation area, following uniform random distribution.
A further 200 UEs are also uniformly distributed within a 100mx100m area to
simulate a hotspot scenario. One of the SCs serving to the hotspot area is as-
sumed to have VDSL2 backhaul and the rest of the SCs are assumed to have
fiber backhaul connection to the MBS. Each UE is assumed to have a fixed GBR
requirement of 2048kbps. Pathloss model is adapted from ITU-R microcell urban
NLOS model [83] as follows: PL = 36.7 log10(d) + 22.7 + 26 log10(fc) where d is
distance in meters and fc is the carrier frequency in GHz. Rest of the simulation
parameters are summarized in Table 5.1.
Figure 5.1a depicts the clusters formed by SE-GR algorithm in HN deploy-
ment scenario with hotpot. As SE-GR clustering starts from random SC, it fails
to achieve a cluster around the loaded cells. As shown in Figure 5.1b, L-GA algo-
rithm forms the cluster around the hotspot area as the algorithm utility takes cell
load into account, and gives priority to loaded SCs for clustering. Furthermore,
L-GA cluster size is increased around the hotpot, giving better spectral efficiency
and hence reduced load. Figure 5.1c shows clusters formed by LBH-GA model
where a cluster is formed around the hotspot, but the only one VDSL site is
excluded from this cluster as backhaul capacity limitation introduce a higher
backhaul load than RAN-load reducing the utility gain for forming a cluster.
LBH-GA cluster size around the hotspot is still increased similar to L-GA clus-
ter but site with VDSL is excluded, and an additional nearby site is included to
increase spectral efficiency and reduce load.
We performed extensive simulations in a more realistic RN scenario with and
without hotspots to compare our novel LBH-GA model against SE-GR and L-
GA. In our simulation setup, we deployed SCs randomly following Poisson point
process (PPP) distribution with density parameter λC within a circle of 0.4m
radius. UEs are also randomly distributed following PPP distribution. In RN
with hotspot scenario, we simulated a hotspot area in an inner circle with 0.1m
radius where a higher density λUhigh of UEs are deployed and a lower density
λUlow of UEs are deployed in the outer ring where the radius is set to 0.5m. UE
deployment area is set to a bigger radius than SC deployment area to make sure
that UEs are distributed to the whole coverage area of the SCs. GBR for UEs
within the hotspot are set to 2048kbps whereas GBR for UEs outside of the
hotspot ring are set to 256kbps. For RN without hotspot scenario, UE density is
set to λUlow for both inner and outer ring areas and GBR is set to 256kbps for all
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Table 5.1: Simulation Parameters
Parameter Name Parameter Value
Simulation Enviroment Urban Microcell [83]
Frequency Carrier 5 GHz
Channel Bandwidth 20 MHz
PRB Bandwidth (BPRB) 180 kHz
Number of PRBs/SC (Rtot) 100
Shadow fading std 4 dB [83]
UE Antenna Gain 0 dBi
UE Thermal Noise Density -174 dBm/Hz
TP Total Transmit Power (PTx) 41dBm [83]
UE Noise Figure 7dB
TP Noise Figure (inc cable loss) 5dB
SC antenna gain (boresight) 17dBi
User-centric cluster: Min RX Power (Pmin) -110dBm
User-centric cluster: Max RX power offset (P∆) 20dB
Min RX power for neighbour Def. (Pneimin) -110dBm
Max RX power offset for neighbour Def. (Pnei∆ ) -20dB
Min payoff gain for user transfer operation (δ∆) 10
RN Simulation Area Radius 0.5km
RN SC deployment Area Radius 0.4km
RN Hotspot Area Radius 0.1km
SC Density for RN (λC) 80SC/km2
UE Density within hotspot in RN Scenario (λUhigh) 6000UE/km2
UE Density outside hotspot in RN Scenario (λUlow) 200UE/km2
UE Density in RN Scenario without Hotspot (λUlow) 200UE/km2
GBR for UEs in the hotspot in RN Scenario 2048 kbps
GBR for UEs outside the hotspot in RN Scenario 256 kbps
GBR for UEs in RN Scenario without hotspot 256 kbps
GBR for UEs in HN Scenario 2048 kbps
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(a) SE-GR Clusters in HN with
hotspot.
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(b) L-GA Clusters in HN with hotspot.
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(c) LBH-GA Clusters in HN with
hotspots.
Figure 5.1: Snapshot of SE-GR, L-GA and LBH-GA clusters in HN with hotspot
scenario.
UEs.
We first analyze the results in RN without hotspot scenario. We ran our
simulation for 100 snapshots where 33% of the SCs are assumed to have VDSL2
backhaul connectivity to the MBS and the remaining ones have fiber. Figure
5.2a and 5.2b depicts the achieved spectral efficiency and CS respectively for all
3 algorithms. We observe that L-GA performs similar to SE-GR when there is
no hotspot with marginal difference in achieved spectral efficiency and CS. LBH-
GA achieves a slightly lower CS value when compared to L-GA due to backhaul
limitations on some sites been taken into account. As observed in HN clustering
scenario, LBH-GA tends to exclude sites with VDSL2 connection. For SCs with
VDSL2, RAN load is the limiting factor in low cluster size, and as the cluster size
increase, backhaul load becomes the limiting factor in our simulation setup with
20 Mhz channel bandwidth. Unlike RAN load, any cluster size increase for the
VDSL2 site will always increase backhaul load as there will be additional users
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Figure 5.2: Average spectral efficiency and CS in RN without hotspot scenerio
when VDSL2 rate= 33%.
being scheduled within VDSL2 SC and the user-data for the additional users will
be added to the backhaul load regardless of the spectral efficiency improvement.
Once backhaul load is higher than RAN load, any CS increase will not be allowed
as it will increase overall load for VDSL2 sites which introduce extra cost in the
utility function i.e. reduction in payoff for the VDSL2 site. When backhaul load is
the limiting factor, VDSL2 site only enters into a CoMP set when the additional
payoff for other SCs with fiber are greater than the payoff loss for the VDSL
site. In other words, when backhaul load is taken into account i.e. for LBH-GA
model, it is harder to get backhaul limited SCs within CoMP clusters. Overall,
without hotpots, L-GA achieves similar results to SE-GR and LBH-GA achieves
marginally less CS due to not promoting CoMP on sites with VDSL2.
We run further simulations in RN with hotspot scenario for different rates of
fiber connection availability in the network. Seven different fiber/VDSL2 avail-
ability rates are considered and 100 snapshots of simulations are run for each
scenario. Figure 5.3a shows the average CS for each VDSL2 rate in hotspot sce-
nario where L-GA CS is consistently higher than SE-GR. This is in-line with HN
simulations and the clustering snapshot shown in Figure 5.1 where L-GA cluster
size is increased when there is high load to improve spectral efficiency and reduce
the load. LBH-GA results in the same CS with L-GA when VDSL2 rate= 0%
and average CS is reduced as the VDSL2 rate increases. LBH-GA tends to form
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(b) Spectral efficiency comparison.
Figure 5.3: Cluster size and spectral efficiency comparision for all backhaul cases.
clusters without the SCs with VDSL2 for the same reasons we discussed in RN
without hotspot scenario. As shown in Figure 5.3b, a similar trend is observed
in average spectral efficiency, following average achieved CS as expected. Intu-
itively, increased CS helps in eliminating further inter-cell interference and hence
improve spectral efficiency. Figure 5.4a depicts the unsatisfied UE count for each
of the algorithms at different VDSL2 rate scenarios. L-GA model reduces the
unsatisfied users by 80.6% when compared to SE-GR model when there is no
SC with VDSL connection. As VDSL2 rate increase, unsatisfied users increase
in all models as expected, however LBH-GA model achieves the lowest mount
of unsatisfied users with 41.7% and 18.4% less unsatisfied users when compared
to SE-GR and L-GA respectively in the case when all SCs are connected with
VDSL2. LBH-GA model achieves a better load balanced network with less un-
satisfied users while CS are kept low and hence low computational complexity
for CoMP deployment. Similar to unsatisfied UEs, system throughput is also
significantly improved in LBH-GA model when compared to SE-GR model as de-
picted in Figure 5.4b. An average of 49.9% increase in overall system throughput
is observed with LBH-GA when compared to SE-GR across all backhaul scenar-
ios. As the VDSL rate increase, overall throughput gets worse for all models
as expected, however LBH-GA throughput gets better when compared to L-GA
as LBH-GA model clustering takes backhaul availability into account where SCs
with VDSL2 are not preferred in clusters of highly loaded cells. LBH-GA achieves
21.9% higher overall throughput when compared to L-GA in the case when all
SCs have VDSL2 backhaul.
We further look at an example scenario of 50% VDSL2 rate in RN with hotspot
and analyze the details of each sub-game actions (i.e. SC merge/split/transfer
actions and UE transfers) and the changes in spectral efficiency, unsatisfied UEs
and game payoff during the iterations. Figure 5.5 shows the changes in average
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Figure 5.4: Unsatisfied UEs and system throughput comparison for all backhaul
cases.
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Figure 5.5: LBH-GA game actions vs. unsatisfied UEs for 50% VDSL rate.
number of unsatisfied UEs and the number of each game action at each iteration
for the 100 snapshots run in this scenario. At the start of the game, average
number of unsatisfied UEs are sharply reduced as the initial clusters are formed
and spectral efficiency is improved with merge operations. Later iterations of
merge operations only gives marginal improvements and other game actions start
increasing. SC transfer actions are significantly high at the next stage where
unsatisfied users are further reduced significantly. It can be noted that number
of split operations are relatively low when compared to other SC game actions.
UE transfer actions are also in relatively high numbers and can be controlled with
δ∆ parameter to allow only most significant UE transfer actions as discussed in
Section 5.5.4. Figure 5.6a shows the average changes in spectral efficiency and
the number of unsatisfied UEs at each iteration. Spectral efficiency is increased
sharply with the initial merge actions and but reduced marginally in the later
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actions due to priority on load balancing actions being not necessarily the best
action for increasing spectral efficiency. Number of unsatisfied UEs continues to
reduce at each game action. Overall system payoff is depicted in Figure 5.6b
where a similar pattern to number of unsatisfied UEs is observed where a sharp
improvement is observed in the initial merge actions and it continues to improve
in smaller intervals during following game actions.
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Figure 5.6: LBH-GA unsatisfied UEs vs spectral efficiency and payoff for 50%
VDSL rate.
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(a) SC overall load distribution.
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(b) SC backhaul load distribution.
Figure 5.7: SC overall load and backhaul load distribution for 50% VDSL rate.
The resulting overall load distribution of all SCs in all 3 algorithms are shown
in Figure 5.7a for the 50% VDSL2 rate case. LBH-GA model clearly achieves
better load distribution where highly loaded SCs are reduced and traffic is moved
to lightly loaded SCs increasing their load within light load range. Figure 5.7b
shows the backhaul load distribution for all SCs, and it is clear that backhaul
load increases sharply when CoMP is enabled as user data needs to be available
in multiple SCs in our JT-CoMP scenario. A significantly better backhaul load
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distribution with low number of SCs with high load is achieved with LBH-GA
which results in significantly better system throughput i.e. increased system
capacity.
5.7 Conclusion
We have presented a novel low-complexity, multi-objective clustering model in
MU JT-CoMP scenario where spectral efficiency, RAN-load and backhaul-load
are optimized collectively. An SC merge/split/transfer sub-game and a UE trans-
fer sub-game are designed. Game properties, complexity and stability analysis
are presented. It is shown that our novel LBH-GA algorithm is a low complex-
ity model which is scalable and always converges to a final cluster. Simulation
results are compared to a RAN-load aware model (L-GA) and an spectral ef-
ficiency based greedy (SE-GR) algorithm from our previous work in Chapter 4
to show the impact of backhaul awareness. We show that LBH-GA successfully
forms clusters dynamically around the hotspots and excludes backhaul limited
SCs when possible to improve the spectral efficiency and reduce overall load. In
hotspot scenario where throughput demand is higher than the overall capacity,
average system throughout is increased by 49.9% with LBH-GA when compared
to SE-GR model. Average throughput is also increased by 21.9% when compared
to L-GA model in the case when all SCs are backhaul limited (VDSL2). LBH-
GA model is also effective in scenarios without hotpots, dynamically adjusting
CS based on backhaul availability and load conditions. Our presented model pro-
vides a low complexity, stable framework where it can be enhanced further with
improved utility functions to include additional network objectives and provide
the right balance between CoMP overhead costs and various objectives based on
network requirements.
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CoMP for Future Networks:
Field Trial Results
6.1 Introduction
In this chapter, we aim to present an operator’s perspective on deployment of
CoMP. Firstly, we present the main motivation and benefits of CoMP from an
operator’s viewpoint. Next, we present the operational requirements for CoMP
implementation and discuss practical considerations and challenges of such de-
ployment. Possible solutions for these experienced challenges are reviewed. We
then present initial results from a UL CoMP trial and discuss changes in main
KPIs during the trial. Additionally, we propose further improvements to the tri-
alled CoMP scheme for better potential gains. Moreover, we give our perspective
on how CoMP will fit into the future 5G networks and finally conclude the chap-
ter with a summary of lessons learnt. Most of this work is published as a chapter
in [81].
6.2 Motivation and Benefits of CoMP - Opera-
tor Perspective
Mobile network operators have been looking for various solutions to improve
network capacity as briefly discussed in Chapter 2. Driven from the capacity
improvement objective, LTE networks have been rapidly deployed, degree of sec-
torisation is increased in densely populated areas, micro,pico and wifi cells are
deployed to offload the MBS network. Furthermore, multiple antenna solutions
(i.e. MIMO) is introduced especially with the LTE network deployment. More-
over, additional spectrum is utilized where possible and solutions for increasing
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spectral efficiency on existing spectrum has been explored extensively. Operators
globally have been re-purposing their existing frequency spectrum, usually used
for 2G/3G technologies, to LTE/4G in the drive to achieve increased efficiency,
grow capacity and offer improved user experience.
Further to all above, CoMP has also been in the interest of operators to fur-
ther improve spectral efficiency in densely deployed LTE-A networks. CoMP can
eliminate interference from cells within the coordinating cluster and even can
exploit this signal as useful signal. In interference-limited, densely deployed net-
works, CoMP has got the potential to improve spectral efficiency and increase user
throughout especially at the cell edge where there is significantly more interfer-
ence. Given that some of the CoMP types do not require additional infrastructure
and relatively low cost (such as intra-site uplink CoMP), it is in the interest of
operators to deploy CoMP for LTE-A to improve much needed capacity. More
complex CoMP deployment scenarios introduce challenges such as high backhaul
bandwidth requirement and very low latency, UE capability, clustering challenge,
complex precoding and precise synchronization requirement etc. These challenges
and possible solutions are briefly discussed in the next section.
6.3 Operational Requirements
As discussed in Chapter 2, CoMP can generally be categorized into three main
types of coordination schemes; CS/CB, JP, and DPS. Each of these techniques
impose varying delay and bandwidth requirements on the backhaul which in turn
depend on backhaul technology employed (fibre, ADSL, copper etc.). Studies
conducted by the 3GPP and other literature [6, 127, 128] show that highest gain
in spectral efficiency, and thus consequent capacity requires virtually zero latency
and unlimited capacity backhaul. This practically requires C-RAN architecture
using fibre connectivity to connect RRHs to central BBU. In practice, there will be
constraints that will limit achievable gain in distributed RAN architecture [126].
Operators with fibre optics assets face relatively easier route to deployment
of CoMP than those with no or limited fibre connectivity. Although varies by
market conditions, acquiring fibre optic connectivity is likely to attract certain
OPEX, CAPEX and internal organization resources. Justifying such investment
and upgrade programmes solely on the basis of CoMP benefits is likely to be a
difficult business decision.
CoMP algorithms and associated functionality are implementation dependent
and requires certain processing power. Even simplest deployment on intra-site
CoMP requires additional uplifting of the physical baseband resources. In some
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cases, where there is no baseband capacity headroom left, additional site vis-
its are required to upgrade site physical processing capacity as part of CoMP
deployment. This incurs certain costs and potentially a degree of service disrup-
tion if outage is required to carry out physical upgrade activities. Operational
and cost impact will scale up, proportionate to network size and the number of
sites to be upgraded. Service providers will need to factor that in their upgrade
plans. Unnecessary multiple site visits and potential service disruption resulting
from upgrade activity could be prevented by including CoMP requirements at the
early stage of the design process to ensure site physical resources are optimally
dimensioned.
Propagation environment and carried traffic load will influence the achievable
gain in spectral efficiency everything being equal. Selection of cells that make
up the CoMP set is very important factor for inter-site deployment. A planning
process is required to identify cooperating cells and group them. Such a process
will take into account coverage overlap, traffic load, cell type, availability and
type of backhaul. After completing an initial planning processing and identifying
the cells that make up the CoMP set, it is important to ensure CoMP set is
kept optimum by having a feedback loop to cater for changes in the RF environ-
ment resulting from various reasons such as new sites, new building development,
amongst others. Managing this process manually is likely to be tedious and in-
accurate and therefore automation is very important capability to enable large
scale deployment of CoMP.
6.4 Uplink CoMP Field Trial for LTE-A
In this section, we briefly introduce UL-CoMP for LTE-A in general and provide
intra-site UL-CoMP trial results from an operational LTE-A network for 3 de-
ployment scenarios in 2 trial areas. Improvements in various KPIs are reviewed
and limitations of the trialled CoMP scheme are critically discussed. Further
potential enhancements for future networks are highlighted to maximize CoMP
gain.
6.4.1 Uplink CoMP Introduction
Uplink CoMP makes use of the UE signal at different BSs to improve SINR and
hence cell throughput especially at the cell edge where severe inter-cell inter-
ference is usually experienced. Unstandardized applications of exploiting uplink
signal from different receiver ports may already be available in conventional net-
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works [94] but recent standardized efforts by 3GPP introduced UL-CoMP for
LTE-A networks [6]. Two types of UL CoMP categories are identified by 3GPP,
namely joint reception(JR) and coordinated scheduling/beamforming (CS/CB).
In JR, UE signal is received by multiple points and processed jointly to eliminate
interference. Signal processing techniques like interference rejection combining
(IRC) are employed to mitigate interference and improve SINR. A tutorial on
IRC in LTE networks can be found in [97]. In CS/CB scheme, UE data is in-
tended for one point only and interference is minimised within the coordinated
set by central scheduling and beamforming.
UL CoMP is a relatively less complex option for operators to deploy initially,
as it is transparent to the UE, and also channel estimation is done by uplink refer-
ence signals, i.e. there is no feedback signalling overhead unlike downlink CoMP.
Current LTE-A networks are under more pressure for DL capacity than UL as
data demand for DL is typically eight times more than UL. However, in special
scenarios such as football matches, music festivals, UL data demand increases
upto half of the DL data demand. This is evidently explained by consumption
of application and services that generate significant data in UL direction like
users taking photos/video and sharing with friends and family on social networks
like Instagram and Facebook. This, combined with relatively low complexity
and operational overhead makes deployment of UL CoMP in such scenarios very
attractive proposition to enhance capacity and improve user experience.
As we have demonstrated in this thesis, one of the important factors for max-
imizing CoMP gains is to decide which and how many cells to coordinate for
finding the right balance between complexity/overhead costs and CoMP gain.
On the other hand, these clusters will need to dynamically change in response
to the spatio-temporal changes in user profile/demand distribution and network
elements. Although, fully dynamic CoMP clustering solutions are studied ex-
tensively in literature, such solutions are not yet available for current LTE-A
networks to our knowledge. Furthermore, available backhaul is mostly limited,
preventing such dynamic design for non-co-located BSs in the CoMP cluster.
Therefore, realistic CoMP cluster solution for current LTE-A networks for initial
deployment is the intra-site CoMP where coordination only takes place within
the same site with joint baseband processing unit. Since all cells are geographical
collocated and belong to same site, backhaul delay can be assumed to be virtually
zero for intra-site deployment.
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(a) Dense deployment. (b) Medium density de-
ployment.
(c) Sparse deployment.
Figure 6.1: Network topology of the 3 deployment scenarios in the trial.
6.4.2 UL CoMP in Trial Area
Intra-site UL JR-CoMP was trialled in 2 different major cities in the UK where
LTE-A BSs are deployed at macro layer with typically 3 cells at each BS. Trial
area-A covers a middle-size city in the United Kingdom (UK) with dense deploy-
ment. One frequency layer at 800 MHz is deployed in this area. Trial area-B
covers outskirts of another city in the UK where LTE-A carrier at 800 MHz is
deployed at medium site density in this area. An additional layer at 1800 MHz is
also deployed in trial area-B as a capacity layer in local areas where it is required
for additional capacity. Hence deployment at 1800 MHz is at lower density than
800 MHz. In the rest of the chapter, we refer to trial area-A as "dense deployment
at 800 MHz", and trial area-B as "medium density deployment at 800 MHz" and
"sparse deployment at 1800 MHz". Figure 6.1 depicts the site layout and Table
6.1 shows the approximate areas covered and average inter-site distance for each
deployment scenario. We discuss UL CoMP gains achieved separately for each of
these 3 deployment scenarios. CoMP sets are formed from co-located cells on the
same frequency band of the same site, where each cell consists of 2 RX antennas.
Co-located cells share the same baseband processing unit and hence there is no
backhaul requirement for data/signalling exchange between the cells. Maximum
of 2 cells are allowed (i.e. 4 RX antennas in total) to coordinate at any time
where IRC receiver is employed to extract the main signal and eliminate inter-
cell interference. For each UE, serving cell and the strongest neighbour cell from
the CoMP set form the coordination set. CoMP is enabled on the uplink data
channel only i.e. PUSCH, it is not deployed on the control channels i.e. physical
random access channel (PRACH) or physical uplink control channel (PUCCH).
Uplink CoMP scheme in the trial area is illustrated for 2 cells within the same
BS in Figure 6.2.
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Table 6.1: Site Density Details for the 3 Deployment Scenarios
Deployment Scenario Approx.Area (km2)
Aver. Inter-Site
Dist (km)
Dense Deployment 63.6 0.733
Medium Density Deployment 112.4 0.937
Sparse Deployment 112.4 1.509
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Figure 6.2: An illustration of intra-BS Uplink CoMP: Joint processing with IRC
6.4.3 Trial Performance Results
Intra-site UL CoMP is enabled in the 3 LTE-A network layers at 2 trial areas as
described above for 2 weeks and various KPIs are benchmarked against the iden-
tified benchmarking time window of 2 weeks before and after the trial. Changes
in the KPIs are also presented for a wider time window. Figure 6.3 depicts the
average SINR change in logarithmic scale on PUSCH based on network counters
for the 3 deployment scenarios in the trial. As expected, SINR value is higher on
dense deployment in general and it reduces in medium density deployment and
further reduced in sparse deployment. Average SINR is improved with UL-CoMP
in all 3 deployment scenarios. Largest increase in average SINR is observed in
medium density deployment scenario with 8.57% (+0.67 dB) SINR improvement,
followed by 4.55% (+0.32 dB) and 3.56% (+0.34 dB) increase in sparse and dense
deployment scenarios respectively.
Average SINR gain due to UL CoMP is also reflected in the employed modu-
lation type on UL. Figure 6.4 shows the average percentage usage of the 2 modu-
lation types employed in uplink i.e. QPSK and 16QAM. Intuitively, higher SINR
in dense deployment scenario is reflected in wider use of higher modulation type
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Figure 6.3: PUSCH SINR with/without UL CoMP in the 3 deployment scenarios
when compared to lighter deployment scenarios. The average percentage usage of
16QAM against QPSK is increased by 7.46%, 4.68% and 4.00% in medium den-
sity, sparse and dense deployment scenarios respectively following a similar gain
pattern from average SINR increase. UL CoMP can be more effective in dense
deployment scenarios, where inter-cell interference is expected to be higher, how-
ever intra-site CoMP is employed in this trial where interference from cells located
at different BS locations are not mitigated.
Figure 6.5 depicts the average achieved block error rate (BLER) for each
modulation type on UL during the trial. BLER improvement is observed in all
modulation types for all deployment scenarios apart from inconclusive results in
BLER for QPSK modulation for sparse deployment scenario. Overall, an increase
is observed on the average ratio of higher modulation usage and also average
BLER for each modulation is improved by 7.69%, 9.51% and 4.28% for dense,
medium density and sparse deployment scenarios respectively.
Improvement in the employment of higher order modulation type is also re-
flected in average UL user throughput. Figure 6.6 depicts the increase in average
UL user throughput in all 3 scenarios. Average improvement observed during the
trial are 17.86%, 8.68% and 7.42% in medium density, sparse and dense deploy-
ment scenarios respectively.
CoMP is more effective at cell edge, as there is more inter-cell interference
expected and UEs use full power to overcome this interference. Figure 6.7 depicts
the percentage of UEs which are power limited, where a slight reduction can be
seen during the trial. An average of 1.92%, 1.85% and 1.17% reduction is observed
in the amount of power limited UEs for dense, medium and sparse deployment
scenarios respectively during the trial.
From customer experience point of view, number of drops and overall UL
packet loss ratio is also monitored during the trial. A clear reduction in UL Packet
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(a) Employed uplink modulation type in dense deployment at 800 MHz.
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(b) Employed uplink modulation type in medium density deployment at 800 MHz.
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(c) Employed uplink modulation type in sparse deployment at 1800 MHz.
Figure 6.4: Employed uplink modulation types with/without UL CoMP in the 3
deployment scenarios.
loss rate is observed in all 3 scenarios, where the average improvement has been
8.20%, 10.48% and 14.68% for dense, medium and sparse deployment scenarios
respectively. Number of drops is also reduced in dense and medium deployment
by 1.75% and 7.19% respectively and the results for sparse deployment was not
conclusive. Figure 6.8 shows the radio drops and UL packet loss rate for dense
deployment case where an improvement on both metrics can be observed clearly
during the trial.
In summary, a significant performance gain is achieved by enabling intra-site
UL CoMP in 3 different macro network deployment scenarios. A notable increase
in average SINR on PUSCH is observed which is also reflected on the usage
of higher order modulation in UL. Consequently, average UL user throughput
is also increased and overall session drops are reduced. However, a number of
factors have limited further CoMP gains achievable. Firstly, current network
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(a) Uplink BLER in dense deployment at 800 MHz.
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(b) Uplink BLER in medium density deployment at 800 MHz.
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(c) Uplink BLER in sparse deployment at 1800 MHz.
Figure 6.5: Uplink BLER with/without UL CoMP in the 3 deployment scenarios.
load on UL is quite low and inter-cell interference is mostly avoided by inter-cell
interference cancellation (ICIC) schemes available in the network so it is expected
that the observed gain from the trial will increase when UL network load increases.
Additionally, trial results are based on daily average network counter values so
higher CoMP gains are expected at the busy hour of the day, where UL load is
usually higher than daily average. Secondly, CoMP sets are formed from intra-
site cells only during the trial, i.e. interference due to cells from other BSs are not
mitigated. Inter-BS interference is increased in dense deployment scenarios where
CoMP gains can be maximized when inter-BS CoMP is enabled. Furthermore,
instead of static clustering schemes, intelligent dynamic clustering algorithms
can be deployed to design CoMP sets to dynamically adapt to spatio-temporal
network/user profile changes and increase CoMP gain further.
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Figure 6.6: Average UL user throughput in 3 deployment scenarios.
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Figure 6.7: Power limited UEs in 3 deployment scenarios.
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Figure 6.8: Uplink packet loss and drops in dense deployment at 800 MHz.
6.5 Evolution into 5G
In addition to the relatively simpler UL CoMP deployment presented in this
chapter, we present the potential deployment of CoMP in future 5G networks
where additional KPI improvements can be made. We discuss how CoMP can
provide solutions for some of the key challenges of 5G like spectral efficiency,
energy efficiency, backhaul bandwidth challenge and load balancing.
Cellular networks need to increase their capacity extensively to be able to
meet ever increasing mobile data demand. Given the spectrum shortage to meet
with this demand, 10 times more spectral efficiency is envisioned for 5G [165](i.e.
from 2 − 3b/s/Hz on LTE to 20b/s/Hz for 5G [87]). Network densification i.e.
ultra dense small cell deployment, enhanced use of massive MIMO and millimeter-
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wave bandwidth communications are proposed as key development areas to meet
the challenging capacity targets of 5G [153, 171]. A much larger small cell den-
sity is envisioned for 5G when compared to existing 4G deployments, upto 103
SCs/km2 [66, 132, 184]. Additionally, with the introduction of millimeter-wave
band for 5G, the range of the cells will reduce to below 100m due to the sig-
nificantly higher path loss in millimeter-wave band. A much larger deployment
density will be required in millimeter-wave band deployment to be able to provide
the required 5G applications. For the right design of ultra dense networks, the
challenge of spatio-temporal fluctuations in the traffic demand, inter-cell inter-
ference, backhaul limitations, increased power consumption and energy efficiency
concerns need to be handled carefully [184]. To mitigate severe inter-cell interfer-
ence in such high density deployment, CoMP is envisioned as a key technology for
5G and expected to be part of 3GPP release 16 [67]. Emerging new architectures
like CRAN enables the realization of CoMP in ultra-dense deployment scenario
where baseband signal processing can be done centrally at a BBU pool [103,132].
In millimeter-wave transmission, blockage is a key problem due to high path
loss in NLOS scenario. CoMP is also a promising technology to reduce blockage
with more then one BS serving to the user, reducing the user outage rate [112].
Ultra dense small cell deployment will need a different frequency allocation ap-
proach for network coordination. Different frequency allocation for small cell and
macro layer will not give the sufficient spectral efficiency gains. New JT-CoMP
schemes are required to achieve better spectral efficiency gains in multi-layer
complex 5G network architectures [87]. JT-CoMP will play a key role on improv-
ing spectral efficiency in such dense small cell deployment scenario underlayed
to macro network, where there will be extensive inter-cell interference presence
due to overlapping coverage. An integrated approach will be required to adapt
massive MIMO and JT-CoMP where required for maximal efficiency gains with
minimal effort [87].
As demonstrated in Chapter 2, to further improve CoMP gains, CoMP clusters
need to be designed efficiently and should be dynamically changing to adapt to
changing network and user profiles [30]. Dynamic CoMP clustering algorithms for
future networks are extensively studied in literature where cells within each cluster
and the cluster size dynamically change, responding to dynamic user demand
and network profile changes to maximize spectral efficiency [44, 88, 89]. Efficient
deployment of CoMP will be able to reduce high deployment costs with less
number of BSs required to provide the same QoS with improved spectral efficiency
with CoMP [125].
One of the other challenges for future 5G networks is load balancing. In-
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evitably, traffic load is usually not evenly distributed, traffic hotspots are formed
in some areas at certain times. Intelligent load balancing algorithms are required
to distribute load from congested cells to its relatively unloaded neighbours. De-
ployment of CoMP, especially JT-CoMP MU-MIMO can improve capacity of the
congested BS, and intelligent algorithms can be deployed to design load aware
CoMP clusters. In Chapter 3, we presented a load aware user-centric CoMP
clustering algorithm and shown a significant reduction in unsatisfied users due to
overload conditions and Chapter 4 presents a RAN-load aware network-centric
clustering model to optimize CoMP clusters and achieve better load balancing.
Realization of JT-CoMP in 5G heavily depends on the requirement of high
bandwidth, low latency backhaul as user data and CSI exchange are required
between the coordinating cells. However, networks have a range of backhaul
solutions and not all are ideal for JT-CoMP. Improved JT-CoMP schemes will
need to take limited backhaul bandwidth availability into account for better gain.
A number of backhaul aware clustering models are studied in literature [71, 115,
124,136,181] as presented in Chapter 2 and also we provide a backhaul-load aware
multi-objective clustering solution in Chapter 5 to optimize RAN/backhaul load
and spectral efficiency jointly. On the other hand, caching popular multimedia at
the RAN is an increasingly popular concept to reduce user data sharing between
the BSs and hence reducing the high backhaul bandwidth requirement for JT-
CoMP [49,56,77,105,174].
Alongside with much needed spectral efficiency, energy efficiency is another
key challenge for 5G networks for environmental reasons and to reduce energy
costs [40,62]. Enabling CoMP will also improve energy efficiency [144] as CoMP
can reduce UE/BS power requirements, however it requires additional energy for
additional signal processing and backhaul. Trade-off between energy efficiency
and throughput gain need to be carefully designed for future CoMP deployment
in 5G [90]. CoMP deployment can also improve energy efficiency by maximizing
the number of sleeping cells when the user demand is low [92, 96]. Small cells
are switched on, only when additional capacity is required in the network due to
increasing demand.
In summary, CoMP will have an important role in 5G networks to mitigate
inter-cell interference in densely deployed, multi-layer complex networks. An
integrated approach to adapt massive MIMO and JT-CoMP is envisioned to
maximize spectral efficiency. Additionally, CoMP is key for some of the other
challenges for future 5G networks like energy efficiency, load balancing and high
deployment costs. CoMP is envisioned to increase capacity for the congested
cells, and load aware CoMP clusters can support load balancing further. Intel-
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ligent CoMP clusters can dynamically adjust the active SCs based on demand
maximizing the number of sleeping cells when not required. Wider availability
of high bandwidth backhaul such as fiber is expected in future which will enable
larger scale deployment of CoMP in 5G.
6.6 Conclusions
In this chapter, we first present the motivation for CoMP deployment from an
operator perspective. Next, we analyze the practical limitations for CoMP de-
ployment from an operator perspective and provided possible solutions. We then
present performance results for an intra-site UL CoMP trial for 3 different deploy-
ment scenarios for a commercial LTE-A operator in the UK. We briefly introduce
the CoMP scheme deployed in the trial and discuss improvement on various KPIs.
Trial was conducted for a basic UL-CoMP scheme where only intra-site cells were
allowed in the same CoMP set and only 2 cells could cooperate for the same
UE at the same time. An average of 5.56% SINR improvement is observed on
PUSCH. This improvement is reflected on the employed modulation types, where
percentage usage of higher order 16QAM modulation on UL is increased by 5.38%
on average. One of the main objectives of UL CoMP deployment is to improve
user throughput especially at the cell edge. An average of 11.32% increase in user
throughput is observed during this trial. Ratio of power limited UEs is reduced
by 1.65% which shows the improvement observed especially at the cell edge where
UE power is maximized and limited on extra power. Overall customer experi-
ence is improved with reduced radio related drops by 2.68% and UL packet loss
rate is reduced by 11.12% on average. We further discussed the limitations of
the UL CoMP scheme trialled and presented potential improvements for better
CoMP gains for future networks. Finally, we presented the evolution of CoMP
into 5G from an operator perspective. The need for CoMP to support some of the
5G challenging network objectives like energy efficiency, load balancing, spectral
efficiency are presented.
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As mobile data traffic increases at a rapid rate, 1000 fold increase is envisioned
for 5G beyond 2020 [129, 169]. 5G is expected to provide upto 10 Gb/s user
experience and connect 100 billion devices globally [169]. Three major use cases
have been identified for 5G to provide a diverse range of applications: Enhanced
mobile broadband (eMBB) to support high bandwidth applications such as high
definition video streaming, augmented reality/virtual reality applications, mas-
sive machine type communication (mMTC) to support massive deployments of
IoT devices and ultra-reliable-low latency communications (URLLC) to support
latency sensitive applications such as tactile internet. To be able to support appli-
cations with such diverse requirements and meet stringent 5G capacity demand,
three key technologies emerge for 5G RF interface [153,171]:
• Mm-wave communications
Mobile networks heavily utilize spectrum below 6 GHz already. Although
this band can provide wide area coverage with less deployment cost, this
spectrum is heavily congested and wont be able to provide required ca-
pacity. Available spectrum above 24GHz (mm-waveband) is envisioned for
5G to be able to provide ultra-high bandwidth, very low latency applica-
tions [95]. Due to higher path loss characteristics of mm-waveband, cell
range is reduced to below 100m and NLOS cause blockage for users. CoMP
is proposed as a key solution to provide increased diversity and reduce user
outage probability [112].
• Massive MIMO (M-MIMO)
Especially with the utilisation of mm-wave bandwidth, high number of an-
tenna arrays can be deployed at the BS for spatial multiplexing and/or
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diversity gain. Multiple users can be served at the same time from the
same physical resource improving the spectral efficiency and hence overall
system throughput [153]. M-MIMO is a key technology proposed for 5G to
improve spectral efficiency [67]. CoMP utilities the same M-MIMO technol-
ogy where multiple antenna arrays located at different BSs are coordinated
for multi-user transmission. CoMP can be seen as an enhancement to M-
MIMO and it is already considered by 3GPP as part of 5G enhancements
in Release 16 [67].
• Ultra-dense networks
To meet high capacity demands, an ultra dense small cell deployment is
envisioned for 5G up to 103 SCs/km2 [184]. Such dense deployment will
create severe inter-cell interference and hence advanced interference mitiga-
tion technologies are required to reduce interference and improve spectral
efficiency. CoMP is a key technology to mitigate inter-cell interference and
utilize as desired signal depending on the type of CoMP implementation.
As summarised above, CoMP is a key technology to support all three RF
technologies proposed for 5G. However CoMP can not be realized in the whole
network due to additional overheads i.e. additional backhaul requirement, com-
plex precoding, synchronization requirements etc. CoMP will be realized in small
clusters of cells to limit the additional overheads. To maximize CoMP gains,
CoMP clusters need to be carefully formed. Moreover, these clusters will need to
be able to adapt to spatio-temporal changes in the network and user profiles.
In this thesis, we provide an extensive survey of the currently available CoMP
clustering solutions, provide two novel taxonomies based on self-organization and
aimed objective. We critically review the strong and weak points of each solution.
Part of this literature review is published in IEEE Communications Surveys &
Tutorials journal [30]. Individual network objectives for CoMP clustering like
spectral efficiency, energy efficiency and backhaul availability are well covered in
literature where there are wide range of solutions studied however, there is only
minimal work on CoMP clustering covering multiple objectives with a holistic
network view. Moreover, load balancing is a key objective especially in densely
populated areas where CoMP is likely to get deployed but there is very limited
work on load balancing optimization as part of CoMP clustering. Our research
fills the gap in literature providing a multi-objective CoMP clustering solution
where backhaul availability, load balancing and spectral efficiency are jointly op-
timized.
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7.1 Summary of Contributions
7.1.1 Load aware user-centric CoMP clustering
We first introduce a user-centric CoMP clustering model in Chapter 3 for CDSA
architecture where user clusters are optimized for load balancing. We adjust
CoMP cluster size for individual users to dynamically respond to congestion and
create additional capacity by increasing cluster size when required in high load
conditions. Additionally, we move users from highly loaded cells to lightly loaded
cells to improve load balancing while keeping certain QoS. This has been the first
attempt in literature to introduce load aware user-centric CoMP clusters. Part
of this work is successfully published in IEEE Access journal [32]
7.1.2 Load aware network-centric CoMP clustering
User-centric clusters provide an upper bound performance for CoMP, however it
comes with additional scheduling/precoding complexity and the solution lacks on
scalability. Our second work in Chapter 4 provides a solution to this complexity
and present a load aware, network-centric clustering solution to optimize load
balancing and spectral efficiency jointly. A hybrid solution is proposed where
user-centric clusters are employed within a wider network-centric cluster. We
show that our algorithm is a low complexity, stable solution where it provides the
best available clustering solution when there is one available. Part of this work
is successfully published in IEEE Access journal [31].
7.1.3 Backhaul aware multi-objective CoMP clustering
One of the key dependencies for realization of CoMP is backhaul availability. We
further extend our work from load aware network-centric clustering in Chapter 4
and provide a backhaul-load aware multi-objective clustering solution in Chapter
5 to optimize RAN load, backhaul load and spectral efficiency jointly. Two novel
coalitional game theoretic clustering solutions are presented, one for optimizing
the BS clusters and second one to transfer users between BS coalitions to optimize
RAN and backhaul load jointly while keeping spectral efficiency at comparably
high levels. We show that backhaul aware model provides an additional 21.9%
average throughput when compared to same model without backhaul awareness
in the case when all BSs are backhaul limited. Complexity and stability of the
proposed solution is analyzed in detail and complexity against performance gain
trade-off is adjusted with input parameters to adapt to any real network needs
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with different backhaul availability and performance requirements. Part of this
work is submitted for publication, currently under review.
7.1.4 Real Network CoMP Field Trial Results
We present CoMP field trial results in dense, medium and sparse deployment
scenarios for a major network operator in the UK and analyze the performance
impact in detail. We then discuss operational challenges for the real network
implementation and provide further improvements we envision for future CoMP
deployments for 5G. Part of this work is published as chapter in Book: Access,
Fronthaul and Backhaul Networks for 5G and Beyond, Institution of Engineering
and Technology (IET) [81].
7.2 Future Research Directions
Our research presented in this thesis filled in some of the gaps in literature to form
a realistic multi-objective CoMP clustering solution as discussed above. However,
there are still open questions to compliment our current work. We summarize
these open research points as below:
• Multi-objective clustering to include energy efficiency Energy ef-
ficiency is one the prime objectives for future wireless network for both
environmental and financial reasons as discussed in Chapter 2. Energy ef-
ficiency has been studied in literature as a primary objective for CoMP
clustering but no other objectives are taken into account. Furthermore,
most of the energy efficiency based studies focus on BS sleeping and max-
imize the number of sleeping cells while making sure SINR target is met
for all active UEs. However capacity constraints on existing active BSs also
need to be taken into account to make sure there is enough system capacity
available before any BS is set to be switched off for energy efficiency. Fur-
thermore, backhaul availability also need to be taken into account to make
sure backhaul load on active BSs does not exceed required levels when any
BS is set to sleep mode. In this context, our research could be exploited
further to include energy efficiency objective alongside with backhaul/RAN
load and spectral efficiency to make it a more comprehensive solution.
• Multi-objective CoMP clustering for HetNet Our research is con-
ducted on one layer of small cells, however 5G and beyond future wireless
networks will have multiple frequency and technology layers (4G,5G and
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beyond) where each layer will have its own CoMP sets. The key metrics
like load balancing, backhaul availability, energy efficiency are inter-related
between all layers/technologies deployed in the same area. Hence an open
research direction is to investigate on HetNet scenario as a whole while
defining CoMP sets at each layer. For example, one layer can be selected as
primary coverage layer and load balancing/energy efficiency metrics can be
applied to make sure all users have sufficient coverage within the primary
layer. Knowing that there is a primary layer satisfying coverage require-
ments, another "capacity layer" can be switched off based on capacity con-
straints only, rather than any coverage (SINR) concerns. Primary coverage
layer and capacity layers can be dynamically adjusted based on network
deployment settings to maximize energy efficiency while providing required
coverage and capacity by a combination of layers/technologies available in
the area. A holistic approach to include all layers in HetNet could provide
additional benefits when the interaction between the layers are taken into
account.
• Proactive CoMP clustering The state-of-the-art research on dynamic
CoMP clustering in general have a reactive line of action i.e., CoMP clus-
tering are designed/optimized with respect to current network conditions.
For example load balancing targeted CoMP clustering will kick in when
congestion is observed or diagnosed. Certain time is required to observe
the current conditions, find optimum clustering with respect to the objec-
tive function and then trigger the appropriate clustering action. One future
research direction is to look into proactive or predictive approach to CoMP
clustering paradigm such that spatio-temporal future network state in terms
of channel variation, mobility behavior and capacity requirements can be
predicted beforehand. This is possible by inferring network-level intelligence
from the massive amount of control, signalling, and contextual data known
as Big Data as proposed in [80]. By leveraging a dexterous combination of
advanced techniques of machine learning, statistics and optimization, Big
Data can be tapped to enable and empower CoMP clustering algorithms to
achieve true performance gains of CoMP. Endowed with predictive capabil-
ities, CoMP clustering algorithms can track, learn and dynamically build
user mobility and demand profiles as well as channel characteristics models
to predict future user locations coupled with service requests and channel
state information. This can lead to timely efficient CoMP clustering as well
as can help to alleviate high backhaul requirements. Another advantage of
exploiting Big Data in CoMP clustering is that, it can represent the global
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state of the network which enables the global optimal CoMP clustering with
respect to the defined objective functions such as energy efficiency, spectral
efficiency or load balancing as opposed to relying only on the local infor-
mation that may lead to only locally optimal CoMP clustering solutions.
Proactive CoMP clustering paradigm could be investigated in 3 folds:
– MDT based proactive CoMP clustering Big Data can play cru-
cial role in proactive selection of BSs for cluster formation. One of the
vital sources of Big Data in mobile communications are minimization
of drive tests (MDT) reports consisting of reference signal received
power (RSRP) and other channel quality related metrics reported by
the users to their serving BS [9,146]. The averaged RSRP values of the
BSs, as reported by the UEs, can be compared to a threshold to de-
termine which of these BSs should cooperate. Based on current MDT
reports, future channel conditions can be predicted through conven-
tional time-series forecasting methods. Therefore, instead of waiting
for actual MDT reports, the predicted RSRP measurements can be
fed to the cluster optimization algorithm that proactively adapts the
cell clustering in CoMP perspective.
– CoMP with Big Data Aided Mobility Prediction Big Data aided
mobility prediction can play important role in proactive CoMP clus-
tering decisions. Mobility prediction utilizes person’s mobility history,
i.e. a series of locations and corresponding dwell times to predict
this person’s next location, as well as his/her dwell time in that loca-
tion [54, 61, 65, 150, 162, 163, 166]. In this way, CoMP clustering algo-
rithms can plan in advance the clustering decisions thereby meeting
the strict latency requirements of 5G networks. Big Data as identified
in [80] also contains handover reports which contain Cell IDs and corre-
sponding timestamps whenever user is handed over to new cell. Several
techniques such as mobility pattern matching using mobility database,
periodicity and multi-class classification and bio-inspired approaches
as presented in [54, 65, 166] can be used to predict user mobility be-
havior. Received signal strength indicator (RSSI) available in MDT
reports can also be utilized to predict future location as has been done
in [150,162]. The identified future location of the users along with the
corresponding time stamps can be fed to the CoMP dynamic clustering
algorithms (both user-centric as well as network-centric) for comput-
ing optimal clusters. Mobility behavior of the users directly affects the
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CoMP clustering decisions as CSI has small validity period for high
speed users and clustering decisions needs to be performed frequently
leading to high computational overheads. One solution can be that
low speed or static users can be served by CoMP cluster BSs, how-
ever, high speed mobile users continue to be served by single BS. By
utilizing RSSI and the cell sizes information embedded in Big Data
and predicted future user locations, CoMP clustering algorithms can
be executed beforehand leading to significant reduction in latency and
bandwidth requirements.
– CoMP with Big Data Aided User Profiling Call Data Records
(CDRs) are one of the key elements of the Big Data that can be har-
nessed from a cellular network. CDRs reflect mobile user’s behav-
ior and give out clues on how the users utilize the network resources.
CDRs contain information about the voice calls and data usage pattern
and are important markers of temporal-spatial capacity requirements
across the deployed network [41,59,60]. CDRs can be utilized to pro-
file the network usage behavior of the mobile users which in turn can
be utilized for user-centric or behavior-centric CoMP clustering. By
applying machine learning and statistical tools on CDRs, we can deter-
mine the capacity requirements of the users at different time periods
and can utilize this profile information to cluster the CoMP enabled
BSs to satisfy the expected QoS requirements of the users. Social
media feeds are another element within Big Data that give helpful in-
sights about the interaction of the users and expected temporal-spatial
demand of network resources across the network. Among many online
social networks, Twitter is one of the popular ways users share in-
formation and experience socially on the web. Twitter data can be
mined through application program interface (Twitter APIs) wherein
each time-stamped tweet contains number of useful information like
location, number of re-tweets, number of favorites, message itself and
hashtags. Twitter data can be utilized to estimate traffic demand as
number of tweets is highly correlated with the number of people in
confined places [38]. It can also be utilized to assess network’s QoE
from subscriber’s perspective [140]. The social media feeds together
with the CDRs can be taped to accurately model the user behavior and
can be utilized to optimize user-centric CoMP clustering algorithms.
In a nutshell, Big Data driven predictive analytics predicting the fu-
ture spatio-temporal state of the network accurately and using this
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knowledge for proactive CoMP clustering is an open research field to
understand the overheads and the additional gains when compared to
existing reactive solutions.
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