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Abstract
This paper is devoted to the study of Lifshits tails for weak random magnetic perturbations of periodic
Schrödinger operators acting on L2(Rd) of the form Hλ,w = (−i∇ − λ
∑
γ∈Zd wγ A(· − γ ))2 +V , where
V is a Zd -periodic potential, λ is positive coupling constants, (wγ )γ∈Zd are i.i.d and bounded random
variables and A ∈ C10(Rd ,Rd ) is the single site vector magnetic potential. We prove that, for λ small, at an
open band edge, a true Lifshits tail for the random magnetic Schrödinger operator occurs if a certain set of
conditions on H0 = −+ V and on A holds.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Pick Γ a non-degenerate lattice in Rd . Let VΓ be a Γ -periodic potential in Lploc(R
d) (here
p = 2 if d  3, p > 2 if d = 4 and p > d2 if d  5) and define H0 = −+ VΓ to be a periodic
Schrödinger operator acting on L2(Rd). Then, by [28], H0 is essentially self-adjoint on C∞0 (Rd)
with domain H2(Rd). Its unique self-adjoint extension is also denoted by H0. It is well known
that the spectrum of H0 is made of bands of absolutely purely continuous spectrum separated by
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is,
for some a > 0 and δ > 0, Σ0 ∩ [0, a[ = [0, a[ and Σ0 ∩ [−δ,0[ = ∅.
We then consider a random magnetic Schrödinger operator
Hλ,w = (−i∇ − λAw)2 + VΓ . (1.1)
The random magnetic vector potential Aw = (A1,w, . . . ,Ad,w) :Rd → Rd is of the form
Aw(x)=
∑
γ∈Γ
wγA(x − γ ), (1.2)
and the corresponding random magnetic field is the skew symmetric matrix-valued function
Bw ≡ curlAw := {Bj,k,w}mj,k=1, Bj,k,w = ∂jAk,w − ∂kAj,w.
We assume the following:
(H.0.1) The single site magnetic vector potential A = (A1, . . . ,Ad) is a smooth and compactly
supported function.
(H.0.2) The random variables (wγ )γ∈Γ are independent identically distributed, bounded, non-
negative and their essential support contains zero and is not reduced to this single point.
(H.0.3) λ is a positive coupling constant.
Assumption (H.0) ensures that, for any realization of w, Hλ,w is self-adjoint on H2(Rd).
By (H.0.2), Hλ,w is ergodic. The classical theory of ergodic random operators tells us that, w-
almost surely, the spectrum of Hλ,w does not depend on the realization of w (see [8,26]). Let
Σλ = σ(Hλ,w) be the almost sure spectrum of Hλ,w .
It follows from the standard characterization of Σλ using admissible periodic operators (see
[9,26]) that Σλ contains Σ0 and is a union of intervals. The connected components of R \ Σλ
will be the gaps of Σλ. The edges of the gaps are the points in Σλ ∩ R \Σλ.
For λ sufficiently small, the gap [−δ,0[ in the spectrum of the unperturbed periodic
Schrödinger operator H0 stays open for almost every w when the random magnetic perturba-
tion turned on. We denote for λ small, the spectral band edge of Σλ closest to 0 by Eλ. Then, for
some δ′ > 0, we have Σλ ∩ [−δ′,Eλ[ = ∅.
Now, we define the main object of our study, the integrated density of states. It is one of
the simplest but quite important characteristics of the random Schrödinger operators. For Hλ,w
defined as above and l > 0, we define Hl,Dλ,w to be the Dirichlet restriction of Hλ,w to the cube
Cl centered in zero of side length l. The restricted operator Hl,Dλ,w has only discrete spectrum
and is bounded from below. For A ⊂ R, we denote by νl(A) the number of eigenvalues (count-
ing multiplicity) of Hl,Dλ,w in the set A. νl(·) is a point measure with mass m at eigenvalues of
multiplicity m. For E ∈ R, we define
Nlλ,w(E)=
νl(]−∞,E])
Vol(Cl)
, (1.3)
where Vol(Cl) denotes the volume of Cl .
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independent of the realization of w. It is the integrated density of states of Hλ,w . We denote it by
Nλ(E). Physically, it can be interpreted as the number of states per unit of volume below energy
E for a system governed by Hλ,w .
The question we are interested in this paper regards the behavior of the integrated density of
states Nλ(E) near the fluctuation band edge Eλ of the almost sure spectrum Σλ.
The most remarkable phenomena exhibited by the integrated density of states for many ran-
dom models near fluctuation band edge is the so-called Lifshits tail. This asymptotic behavior of
the integrated density of states at fluctuation band edge was discovered by I.M. Lifshits [17,18]
in the early 60s. I.M. Lifshits produced a heuristic showing that, at the bottom of the spectrum of
a random Schrödinger operator, the density of states decays exponentially fast.
Mathematical work on Lifshits tails appeared much later. It has been studied first at the bottom
of the spectrum. This problem has been widely studied for the nonmagnetic case. Among the
models the most studied, we cite the Poisson model, the Anderson model and acoustic operators.
The Poisson model with non-negative single site potential is the random model for which
Lifshits tails are best understood. The results were not obtained following the original Lifshits
heuristic but using Wiener integrals and the Donsker–Varadan technique to estimate the Laplace
transform of N(E) (see [25,27]). This point of view is directly related to the study of Brownian
motion among Poissonian obstacles. One has
logN(E)∼ CE− d2 , (1.4)
for E ↓ 0. Here 0 is the bottom of the spectrum.
Proofs of Lifshits tails at the bottom of the spectrum of the density of states for the continuous
Anderson model in the case of sign definite single site potential following the original heuristic
of Lifshits were developed by many authors in 80s (see, [2,10,11,20,30]). They do not obtain an
asymptotic as precise as (1.4) but only the weaker version
log|logN(E)|
log(E −E0) = −
d
2
(
1 + o(1)), (1.5)
for E ↓E0.
Lifshits tails were also predicted at all fluctuational edges of the spectrum (see [19]). Much
fewer results are known. In dimension 1, in [21], Mezincescu proved that
lim
E→E0
log|log(N(E)−N(E0)|
log(E −E0) = −
d
2
(1.6)
holds at all band edges.
In dimension larger than 1, in [13–15] Klopp proved that (1.6) occurs if and only if n(E), the
density of states of a well chosen underlying periodic Schrödinger operator satisfies
lim
E→E0
log(n(E)− n(E0))
log(E −E0) = −
d
2
. (1.7)
Following the reasoning of Klopp, in [22], Najar proved that for random acoustic operators,
(1.6) holds at an internal fluctuational band edge E0 if and only if n(E), the density of states of
a well chosen underlying periodic Schrödinger operator satisfies (1.7).
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with a uniform magnetic field and a random potential, in particular because of their relevance to
the quantum Hall effect. We refer to [4,5,7].
There have been some physical works about the spectrum of random magnetic Schrödinger
operators. Most of them are mainly numerical computations. Very few rigorous mathematical
studies have been obtained on the Lifshits tail of these operators. We cite the work of Nakamura
and Ueki. Nakamura proved a Lifshits tail estimate at the bottom of the spectrum for the two-
dimensional discrete case [23] and continuous case [24], respectively. Ueki proved a Lifshits tail
for random magnetic Schrödinger operators [31] in the case of Gaussian random magnetic fields.
For random Schrödinger operators with definite sign single-site potentials, the idea behind
Lifshits tail is that the random potential hoist the eigenvalues near fluctuation band edge, so
that the integrated density of states there decays exponentially fast. This is due the monotonic
variation of the eigenvalues of Hw,Λ in vicinity of the fluctuation band edge with respect to the
random variables (wγ )γ∈Γ . Then, the questions concerning Lifshits tails are tightly related to
the monotonicity of the random perturbation with respect the random variables. However, in our
case, the random magnetic perturbation of H0 is given by
Hλ,w =Hλ,w −H0 = λ(2iAw · ∇ + i∇Aw)+ λ2A2w. (1.8)
It is not monotonic with respect to a variation of w. If we change one random variable wγ with
others fixed, some eigenvalues of Hλ,w,Λ go up but others go down. Then, the first question that
we will focus in this paper is: what are the realizations that contribute most to the existence of
the spectrum in the vicinity of Eλ?
We point out that in [23,24], Nakamura studied the random magnetic Schrödinger operator
in the case of zero periodic potential at the bottom of the spectrum where the effect of the non-
monotonicity is somewhat reduced. Thanks to the diamagnetic inequality, which says that the
lowest eigenvalue goes up when the magnetic perturbation turn on, and hence he does not suffer
from the non-monotonicity.
To overcome this difficulty, we require some further assumptions on the single site vector
potential A and on the nature of the spectrum of H0 near 0. Under these hypotheses, we prove
that the integrated density of states Nλ(E) has the following behavior near the band edge Eλ, for
all λ sufficiently small,
lim
E→E+λ
log|log(Nλ(E)−Nλ(Eλ))|
log(E −Eλ) = −
d
2
. (1.9)
This result says that the integrated density of states decays exponentially fast in the vicinity
of Eλ. This can be used to prove band-edge localization for Hλ,w .
2. The main assumptions and results
To describe our main assumptions, we need to recall some preliminary considerations facts
on the periodic Schrödinger operators. Basic references are [28,29].
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2.1.1. The Floquet decomposition
As VΓ is Γ -periodic, we know that, for any γ ∈ Γ ,
τγ ◦H0 ◦ τ ∗γ = τγ ◦H0 ◦ τ−γ =H0.
For θ ∈ Rd and u ∈ S(Rd), the Schwartz space of rapidly decreasing functions, we define
(Uu)(θ, x)=
∑
γ∈Γ
eiγ ·θu(x − γ ).
U can be extended as a unitary isometry from L2(Rd) to H. Its inverse is given by the formula,
for v ∈H, (U∗v)(x)= 1
Vol(T)
∫
Td
v(θ, x) dθ.
One sees that, for 1 j  d , [∂j ,U ] = 0. (Here ∂j denotes the j th partial derivative.) Moreover,
as VΓ is periodic, [VΓ ,U ] = 0. Hence, H0 admits the Floquet decomposition
UH0U
∗ =
⊕∫
Td
H0(θ) dθ, (2.1)
where H0(θ) is the differential operator H0 acting on Hθ with domain H2θ . H0(θ) is self-adjoint
and elliptic.
As H0 is elliptic, we know that H0(θ) has a compact resolvent; hence its spectrum is discrete.
Let us denote its eigenvalues, called Floquet eigenvalues of H0, by
E0(θ)E1(θ) · · ·En(θ) · · · .
The functions (θ →En(θ))n∈N are Lipschitz-continuous in the variable θ ; they are even analytic
in θ when they are simple. Moreover, Weyl’s law tells us that
En(θ)→ +∞ as n→ +∞ (uniformly in θ). (2.2)
Its spectrum Σ0 is purely absolutely continuous and is given by Σ0 = ⋃n∈NEn(Td). So,
the spectrum of H0 is the union of closed intervals called bands of the spectrum; the connected
components of R \Σ0 are called the gaps of the spectrum of H0.
2.1.2. The density of states
We define n(E), the integrated density of states of H0 by (1.3). Following [29], for E ∈ R, we
compute
n(E)= 1
(2π)d
∑
n∈N
∫
d
dθ. (2.3)
θ∈T ;En(θ)E
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of H0, and its growth points are exactly the points of Σ0.
Definition 2.1. We say that n, the integrated density of states of H0 is non-degenerate at E0 when
n(E) satisfies
lim
E→E0+
log(n(E)− n(E0))
log(E −E0) =
d
2
. (2.4)
2.1.3. Wannier basis
Let E ⊂ L2(Rd) be a closed subspace Γ -translation-invariant; that is, if E is the orthogonal
projector on E , for γ ∈ Γ , one has
E = τγEτ ∗γ .
The Floquet decomposition of E tells us that
E =
⊕∫
Td
E (θ) dθ,
where E (θ) is E acting on Hθ . E (θ) is an orthogonal projector acting on L2(C0). The
family of projectors (E (θ))θ∈Td is continuous in θ ; hence it is of constant rank. For θ ∈ Td ,
we can find an orthogonal system of vectors (u(θ, ·))n∈N (where N ⊂ N is a set of indices
independent of θ ) that spans the range of E (θ).
So, transporting (un(θ, ·))n∈N over to L2(Rd) using U∗, we see that there exists an orthogonal
system of vectors (uˆn,0)n∈N such that if, for γ ∈ Γ , we set uˆn,γ = τγ (uˆn,0), then (uˆn,γ )n∈N;γ∈Γ
is an orthogonal basis for E . We call it a Wannier basis of E . The vectors (uˆn,0)n∈N are the
Wannier generators for E . For a more details, we refer to [13].
We say that E ⊂H2(Rd), a Γ -translation-invariant subspace, is of finite energy if EH0E
is a bounded operator. If so, E has only finitely many Wannier generators.
2.2. The main assumptions
Let us now state our main assumptions. On the underlying periodic Schrödinger operator
H0 = −+ VΓ , we assume:
(H.1) For some a > 0 and δ > 0, Σ0 ∩ [0, a[ = [0, a[ and Σ0 ∩ [−δ,0[ = ∅.
We see that 0 is a lower edge of a band of H0.
(H.2) 0 is a simple.
Let En0(θ), the unique Floquet eigenvalue of H0 that vanishes at some point θ ∈ Td . Define the
set Z = {θ ∈ Td; En0(θ)= 0}. Then, there exists η > 0 such that:
• for n < n0, for all θ ∈ Td , En(θ) <−δ;
• for n > n0, for all θ ∈ Td , En(θ) > η.
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hence the function θ →En0(θ) is real analytic in some neighborhood of Z.
Remark 2.2. It is proved in [16] that, generically, the band edges of periodic Schrödinger oper-
ators are simple.
(H.3) The density of states n of the unperturbed periodic Schrödinger operator H0 has non-
degenerate behavior at 0; that is,
lim
→0+
log(n()− n(0))
log 
= d
2
. (2.5)
Remark 2.3. The conditions (H.1)–(H.3) are known to hold at the bottom of the spectrum of H0
in any dimension, see [1,28].
Remark 2.4. Let θ0 ∈ Z. In [13], Klopp proves that if (H.1) and (H.3) hold, then, there exist a
constant c > 1 and Vθ0 , neighborhood of θ0 such that, for all θ ∈ Vθ0 ,
1
c
ξθ0(θ)En0(θ) cξθ0(θ), (2.6)
where ξθ0(θ)=
∑d
i=1(θi − θ0i )2. Hence, θ0 is isolated and there are only finitely many of θ0 (as
Td is compact). Let Zn0 = {θ1, θ2, . . . , θm}.
We need a more precise assumption on the single site vector magnetic potential A; that is,
(H.4) The matrix defined by
M = (〈Gϕn0(θi, ·), ϕn0(θj , ·)〉)1i,jm, (2.7)
is positive-definite or negative-definite. Here, ϕn0(θ0, ·) is the Floquet eigenvector of H0
associated to En0(θ0), G is the differential operator defined by G = iA · ∇ + i∇ · A =
2iA · ∇ + i∇A and 〈·,·〉 design the scalar product.
In particular, if Zn0 is a reduced to a single Floquet parameter, say θ0. Such operators can be
constructed as sums of one-dimensional operators (i.e. with separate variables) or using semi-
classical constructions (see [12] and references therein). Then, the single site vector magnetic
potential A need to satisfy
(H.4)′ 
( ∫
Rd
iA(x) · ∇ϕn0(x, θ0)ϕn0(x, θ0) dx
)
= 0.
Remark 2.5. The assumption (H.2) made on the simplicity of 0 is not really necessary. Here, the
assumption (H.2) is assumed to simplify the proof.
We also need to know more about the random variables (wγ )γ∈Γ ; that is, we assume that, the
i.i.d random variables (wγ )γ∈Γ are bounded, non negative and their essential support contains
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(wγ )γ∈Γ satisfy
(H.5) lim sup
→0+
log|logP{w0  }|
|log | = 0.
Remark 2.6. Here, the common essential support of the (wγ )γ∈Γ can to be not connected.
In [3], we give an example where our assumptions (H.1)–(H.3) and (H.4)′ are satisfied. For
the sake of completeness, we will recall it. Let AΓ :Rd → Rd be Γ -periodic magnetic vector
potential in C1. For  small, we define the periodic Schrödinger operator
H = (−i∇ − AΓ )2 + VΓ .
For  small, we will construct the Floquet eigenvalues and eigenfunctions of H near the en-
ergy 0. By the boundedness of AΓ and ∇AΓ , the mapping  →H is norm resolvent continuous.
For  small, we denote En0(, θ), the n0th Floquet eigenvalue of H .
The Floquet eigenfunction ϕn0(x, θ) associated to the Floquet eigenvalue En0(θ) satisfies
(
H0 −En0(θ)
)
ϕn0(·, θ)= 0,
∀γ ∈ Γ, ∀x ∈ Rd, ϕn0(x + γ, θ)= eiγ ·θϕn0(x, θ).
For  small, the spectral projector on this Floquet eigenvalue En0(, θ) can be expressed as
π =
∮
c
(z−H)−1 dz (2.8)
and the Floquet eigenvalue and a normalized Floquet eigenvector as
ϕn0,(θ, ·)=
1
‖ϕψ0(θ)‖πψ0(θ) and E(θ)=
〈
Hψ(θ),ψ(θ)
〉
. (2.9)
These functions are jointly real analytic in  and θ .
We want to find A ∈ C10(Rd ,Rd) such that
〈[
(A · i∇ + i∇ ·A)+ 2A ·AΓ
]
ϕ,n0(θ0, ·), ϕ,n0(θ0, ·)
〉
= 2
∫
Rd
A(x) · [(i∇ϕ,n0(θ, x)ϕ,n0(θ, x) )+ AΓ (x)∣∣ϕ,n0(x, θ)∣∣2]dx = 0. (2.10)
So if (i∇ϕn0(θ, x)ϕn0(θ, x) ≡ 0, we just need to take  = 0. So we can assume that
(i∇ϕn0(θ0, x)ϕn0(θ0, x) )≡ 0. (2.11)
In [3], we analyze this condition. We prove
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collinear to a real-valued function.
The proof of Lemma 2.7 is given in [3]. This in particular implies that, when (2.11) holds, θ0
has to be in 12Γ
∗/Γ ∗.
Differentiating in  the eigenvalue equation Hϕ,n0(θ, ·) = E()ϕ,n0(θ, ·) (note that dif-
ferentiating the boundary condition ϕ,n0(x + γ ) = eγ ·θϕ,n0(x, θ) does not change it), one
computes the Taylor expansion in  of ϕ,n0 and gets
ϕ,n0 = ϕn0 + ϕn0 ′ + o
(
2
)
, (2.12)
where
ϕ′n0 = −H−10 (1 − π0)(AΓ · i∇ + i∇ ·AΓ )ϕn0 . (2.13)
The Taylor expansion (2.12) can be differentiated in x and θ (for θ close to θ0). Plugging (2.12)
into (2.10) and taking (2.11) into account, we see that we need to find AΓ such that
(i∇ϕ′n0(θ0, x)ϕn0(θ0, x) )+ (i∇ϕn0(θ0, x)ϕ′n0(θ0, x) )+AΓ (x)∣∣ϕn0(x, θ0)∣∣2 ≡ 0. (2.14)
We will now construct AΓ not identically vanishing such that ϕ′n0 vanishes identically. Hence,(2.14) is satisfied. This completes the construction of the example.
We notice that, by Lemma 2.7, to obtain an example of a periodic Schrödinger operator with-
out a periodic magnetic field, it is necessary and sufficient to find a periodic Schrödinger that
reaches a band edge for a Floquet parameter not belonging to 12Γ
∗/Γ ∗ and for which the band
edge is simple. To our knowledge, no such example is known. It is known that this cannot happen
in dimension 1. In larger dimension, the difficulty to produce such an example can be understood
as a consequence of the fact that the points in 12Γ
∗/Γ ∗ are always critical points for simple Flo-
quet eigenvalue; this clearly make the construction of such an example by perturbation theory
difficult.
Let us formulate the main results of this paper.
2.3. The results
We want to study the behavior of the integrated density of states Nλ(E) in the vicinity of Eλ.
Therefore, we need to know more information about the band edge Eλ. Under assumptions (H.0)
and (H.1), Σλ contains some interval of the form [0, a] (a > 0) (consult [9]). Then, we know
that, Eλ  0.
Theorem 2.8. Let Hλ,w be a random magnetic Schrödinger operator described by (1.1), and
assume that (H.0)–(H.5) hold. Then, there exists λ0 > 0 such that for all λ ∈ [0, λ0], we have
lim
→Eλ+
log|log(Nλ(E)−Nλ(Eλ−))|
log(E −Eλ) = −
d
2
. (2.15)
Theorem 2.8 says that for λ small, the integrated density of states Nλ decays exponentially
fast at the band edge 0. The behavior of the integrated density of states Nλ(E) at fluctuation
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dered models. It very roughly means that Nλ(E)−Nλ(0) has an exponential decay of the form
e−E−d/2 , when E tend to 0 from above, that is, for E inside Σλ. This result can be used to prove
band-edge localization for Hλ,w .
Proposition 2.9. We assume that the assumptions (H.0)–(H.3) hold. Furthermore, assume that
the matrix M defined by (2.7) is positive-definite. Then, there exists λ0 > 0 such that for all
λ ∈ [0, λ0], Eλ = 0.
In other words, Proposition 2.9 says that, under (H.0), (H.2), (H.3) and the definite positive
assumption on the matrix M , for λ sufficiently small, zero stays the edge of a gap for Σλ when
the random magnetic perturbation turned on.
Lemma 2.10. Assume that the assumptions (H.0)–(H.3) hold. Furthermore, If the matrix M
defined by (2.7) is definite negative, then, for λ sufficiently small,
Eλ = inf
θ∈Td
En0(λ, θ),
where En0(λ, ·) is the n0th Floquet eigenvalue of the Γ -periodic realization Hλ,w+ given by
Hλ,w+ =
(
−i∇ − λw+
∑
γ∈Γ
τγA
)2
+ VΓ .
In this paper, we will prove Theorem 2.8 when the matrix M defined by (2.7) is definite-
positive. The result when the matrix M is definite-negative can be proven in same way. We just
have to replace the single site vector magnetic potential A by −A and w by −w.
The Lifshits tail phenomena of the density of states for random magnetic Schrödinger oper-
ators have not been fully worked out. Very few results have been obtained on this problem. We
cite the work of Nakamura [23,24] and Ueki [31].
Nakamura proved a Lifshits tail estimate at the bottom of the spectrum for the two-
dimensional discrete Schrödinger operator with Anderson type random magnetic [23] and for
the continuous random magnetic Schrödinger without a scalar potential [24]. We mention that
these works have been proved by the same strategy. His strategy can be only applied at the bottom
of the spectrum. First, he proved that the random magnetic Schrödinger Hw = (−i∇ −Aw)2 is
bounded from below by a non-negative function WBw which does not vanish where the random
magnetic field Bw does not. Second, he applied the Kato’s inequality to Hw
〈ψ,Hwψ〉
〈|ψ |,−|ψ |〉 for all ψ ∈ S(Rd),
then, he obtained by combining the two inequalities
〈ψ,Hwψ〉 12
〈|ψ |, (−+WBw)|ψ |〉 for all ψ ∈ S(Rd).
Hence infΣ  12 infσ(− + WBw) = 0. Finally, to end the proof, he used a well known result
on the Lifshits tail of Schrödinger operator with a non-negative random potential. We point out
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the random magnetic Schrödinger operator with a nonzero scalar potential.
Ueki [31] proved a Lifshits tail estimate at the bottom of the spectrum for Schrödinger opera-
tors with a class of Gaussian random magnetic fields.
The assumptions mentioned in Theorem 2.8 are sufficient to conclude that Lifshits tail exhibits
near Eλ but they are not necessary. For example, in the case of zero periodic potential, Σλ =
σ(H0)= [0,+∞[. 0 is a non-degenerate simple band edge of H0 but the assumption (H.4) is not
satisfied. However, by Nakamura [24], the integrated density of states exhibits a Lifshits tail at 0.
In this paper, we follow the point of view of Klopp. We use widely the techniques and ideas
developed in [13] concerning the same problem for the continuous Anderson model in the case
of single site potentials with definite sign. We refer to it for further details. However, in our case,
we suffer from the non-positivity of the random magnetic perturbation. The first difficulty one
has to overcome is to know what are the realizations of Hλ,w that contribute most to the presence
of the spectrum in the vicinity of Eλ.
3. A reduction procedure
We decompose our random Hamiltonian on different translation-invariant subspaces. The
obtained random operators are the reference operators. Let us first describe the decomposi-
tion. We denote by 0(θ), −(θ) and +(θ) the orthogonal projections in Hθ on the vector
spaces spanned by, respectively, ϕn0(θ, ·), (ϕj (θ, ·))j<n0 , and (ϕj (θ, ·))j>n0 . (We recall that the
(ϕj (θ, ·))j1 are the Floquet eigenvectors for H0.) Obviously, these projectors are mutually or-
thogonal and their sum is the identity for any θ ∈ Td .
Define α = U∗α(θ)U , where α ∈ {−,0,+}. α is an orthogonal projector on L2(Rd)
and, for γ ∈ Γ , we have τ ∗γ ατγ =α . It is clear that −, 0, and + are mutually orthogonal
and that − +0 ++ = IdL2(Rd ). For α ∈ {−,0,+}, we set Eα =α(L2(Rd)). These spaces
are translation-invariant. Moreover, E− and E0 are of finite energy.
To study Σλ near Eλ, our mean tool is a reduction theorem that enables us to perform a cutoff
in energy for the density of states. The aim of this section is to give an estimation on Nλ(E)
from above and below for an energy near Eλ by means of the integrated density of states of
the reference operator 0Hλ,w0. This presents two advantages. First, 0Hλ,w0 is a discrete
operator that, is via a Wannier basis of E0 unitarily equivalent to a random operator acting on
l2(Γ ). Moreover, for Hλ,w , Eλ is an interior edge of the spectrum. But, it is the bottom of the
spectrum of 0Hλ,w0. In this case, more techniques are available.
Theorem 3.1. We assume that the assumptions (H.0)–(H.4) hold. Then, there exists λ0 > 0 and
m=m(λ0) ∈ ]0,1[ such that, for λ ∈ [0, λ0], we have
K1,λ,w Hλ,w K2,λ,w, (3.1)
where
K1,λ,w = (1 +m)−Hλ,w− ⊕ (1 −m)0Hλ,w0 ⊕ (1 −m)+Hλ,w+ (3.2)
and
K2,λ,w = (1 −m)−Hλ,w− ⊕ (1 +m)0Hλ,w0 ⊕ (1 +m)+Hλ,w+. (3.3)
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Theorem 3.2. Under the assumptions (H.0)–(H.5), there exists λ0 > 0, C1 = C(λ0), C2 =
C2(λ0) > 0 and α = α(λ0) such that for λ ∈ [0, λ0] and for E ∈ [0, α], we have
Nλ,0(C2 ·E)Nλ(E)−Nλ(0−)Nλ,0(C1 ·E), (3.4)
where Nλ,0 is the integrated density of states of the random operator 0Hλ,w0 and Nλ(E−)
denotes the left-limit of Nλ,0 at energy E.
Theorem 3.2 is an immediate consequence of the Theorem 3.1. Before proving Theorem 3.2,
we need to study the reference operator 0Hλ,w0.
3.1. The study of 0Hλ,w0
In this section, we give a more explicit form for the reference operator 0Hλ,w0. For u ∈
L2(T∗), we define
Pϕn0
(u)=U∗(u(θ)ϕn0(θ, ·)). (3.5)
The mapping Pϕn0 :L
2(T∗) → E0 defines a unitary equivalence. For v ∈ E0, its inverse is given
by
P ∗ϕn0 (v)=
〈
(Uv)(θ, ·), ϕn0(θ, ·)
〉
,
where (Uv)(θ, x) =∑γ∈Γ eiγ ·θ v(x − γ ). Hence, 0Hλ,w0 is unitarily equivalent to the op-
erator hλ,w = P ∗ϕn00Hλ,w0Pϕn0 acting on L
2(T∗) and defined by
hλ,w = h+ λgw + λ2sw,
where h is the multiplication by En0(θ), gw is the operator with the kernel
gw(θ, θ
′)= 〈Gwϕn0(θ, ·), ϕn0(θ ′, ·)〉. (3.6)
Here, Gw is the differential operator defined by Gw = 2iAw · ∇ + i∇Aw and sw is the operator
with the kernel
sw(θ, θ
′)= 〈A2wϕn0(θ, ·), ϕn0(θ ′, ·)〉. (3.7)
Remark 3.3. The effective perturbation given by λgw +λ2sw is not positive. But, by assumption
(H.4), it is monotonic with respect to the random variables (wγ )γ∈Γ . This is sufficient to assure
that 0 is the bottom of the spectrum of hλ,w if (H.3) hold and λ is sufficiently small.
F. Ghribi / Journal of Functional Analysis 248 (2007) 387–427 399Definition 3.4. Let v ∈ L2(T∗,H2θ ). We define the three norms:
‖v‖21,H,∞ = sup
θ∈T∗
{∣∣〈v(·, θ),Hθv(·, θ)〉L2(C0)∣∣+ ∥∥v(·, θ)∥∥2L2(C0)},
‖v‖22,H,∞ = sup
θ∈T∗
{∥∥Hθv(·, θ)∥∥2L2(C0) + ∥∥v(·, θ)∥∥2L2(C0)},
‖v‖22,∞ = sup
θ∈T∗
{∥∥v(·, θ)∥∥2
L2(C0)
}
.
Definition 3.5. Let v∈L2(T∗,H2θ ) such that ‖v‖22,∞<∞. We define the operator Pv :L2(T∗)→
L2(Rd) by
∀u ∈ L2(T∗), [Pv(u)](x)=
∫
T∗
v(x, θ)u(θ) dθ.
Definition 3.6. Let (χk)1km be a C∞0 -partition of unity on T∗ such that for k ∈ {1, . . . ,m},
0 χk  1, χk ≡ 1 in some neighborhood of θk and satisfying
∀θ ∈ T∗, 1
m

m∑
k=1
χ2k (θ) 1. (3.8)
We define the mapping S :L2(Td) → L2(T∗)⊗ Cm by
S(u)= (χku)1km, if u ∈ L2(T∗).
The adjoint of S, S∗ :L2(T∗)⊗ Cm → L2(Td), is defined by
S∗(u)=
∑
1km
χkuk, if u= (uk)1km ∈ L2(T∗)⊗ Cm.
One easily checks that 1
m
I  S∗ ◦ S  I (here, I is the identity of L2(T∗)), so that S is one to
one.
Definition 3.7. We define for 1 k m and for (θ, x) ∈ Td ×Rd , the functions ϕ˜n0,k and δϕn0,k
by
ϕ˜n0,k(θ, x)= ϕn0(θk, x)ei(θ−θk)·x
and
δϕn0,k(θ, x)=
1√
ξk(θ)
(
ϕn0(θ, x)− ϕ˜n0,k(θ, x)
)
,
where ξk(θ)=∑dj=1(θj − θk,j )2.
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hand, as the Floquet eigenvalue En0(θ) is simple in a some neighborhood of θk , the Floquet
eigenvector ϕn0(θ, ·) is analytic in some neighborhood of θk . Hence, δϕn0,k is well defined. Fur-
thermore, ‖δϕn0,k‖1,H0,∞, ‖δϕn0,k‖2,H0,∞ and ‖δϕn0,k‖2,∞ are finite.
Remark 3.9. We remark that, for 1 k m and u ∈ L2(Td)
Pϕn0
(u)= Pϕ˜n0,k (u)+ Pδϕn0
(√
ξk u
)
. (3.9)
Proposition 3.10. Assume that (H.0)–(H.3) hold. Then, there exists a constant c > 1 such that
for u ∈ L2(T∗), we have the following:
〈hu,u〉L2(Td ) 
1
c
∑
1km
〈ξkχku,χku〉, (3.10)
where (χk)1km is the partition of unity on T∗ defined above.
Proposition 3.10 is an immediate consequence of (2.6).
3.1.1. Lower bound of gw
Proposition 3.11. Under the assumptions (H.0)–(H.4), there exist λ0 > 0 and constants K1, g1 >
0 such that for λ ∈ [0, λ0] and for u ∈ L2(Td), we have
〈gwu,u〉L2(Td ) 
g1
4
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χkuj )(γ )∣∣2 −K1 ∑
1km
〈ξkχkuj ,χkuj 〉.
Proof. We estimate 〈gwu,u〉L2(Td ) for u ∈ L2(Td). By definition,
〈gwu,u〉L2(Td ) =
〈
GwPϕn0
(u),Pϕn0
(u)
〉
L2(Rd ).
Using the partition of unity (χk)1km on Td and the linearity of the operator Pϕn0 , we can write
Pϕn0
(u)=
∑
1km
Pϕn0
(χku). (3.11)
Furthermore, using the relation (3.9), we obtain
〈gwu,u〉L2(Td ) =
∑
1k,k′m
〈
GwPϕ˜n0,k
(χku),Pϕ˜n0,k′
(χk′u)
〉
L2(Rd )
+
∑
1k,k′m
〈
GwPδϕn0,k
(√
ξk χku
)
,Pδϕn0,k′
(√
ξk′ χk′u
)〉
L2(Rd )
+ 2
∑
1k,k′m
(〈GwPϕ˜n0,k (χku),Pδϕn0,k′ (√ξk′ χk′u)〉L2(Rd )).
By the assertion (A.5) of Lemma A.1, we have
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∣∣∣∣ ∑
1k,k′m
〈
GwPϕ˜n0,k
(χku),Pϕ˜n0,k′
(χk′u)
〉
L2(Rd )
−
∑
1k, k′m
∑
γ∈Γ
wγ
[ ∫
Rd
mϕn0 ,θk,θk′ (x) dx
]
(̂χku)(γ ) · (̂χk′u)(γ )
∣∣∣∣
 cα
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2 + c
(
1 + 1
α
)
〈ξkχku,χku〉 + cα
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2
+ c
(
1 + 1
α
)
〈ξkχku,χku〉. (3.12)
We lower bound |〈GwPδϕn0,k (
√
ξk χku),Pδϕn0,k′ (
√
ξk′ χk′u)〉L2(Rd )| for 1  k, k′  m. By
Cauchy–Schwarz and the assertions (A.3) and (A.1) of Lemma A.1,
∣∣〈GwPδϕn0,k (√ξk χku),Pδϕn0,k′ (√ξk′ χk′u)〉L2(Rd )∣∣
 2−1
∥∥GwPδϕn0,k (√ξk χku)∥∥2L2(Rd ) + 2−1∥∥Pδϕn0,k′ (√ξk′ χk′u)∥∥2L2(Rd )
 2−1c‖δϕn0,k‖22,H0,∞〈ξkχku,χku〉 + 2−1‖δϕn0,k′ ‖2∞〈ξk′ χk′u,χk′u〉.
Thus, we deduce that there exists a constant c18 > 0 such that
∑
1km
∣∣〈GwPδϕn0,k (√ξk χku),Pδϕn0,k′ (√ξk′ χk′u)〉L2(Rd )∣∣ c18 ∑
1km
〈ξkχku,χku〉. (3.13)
We estimate |〈GwPϕ˜n0,k (χku),Pδϕn0,k′ (
√
ξk′ χk′u)〉L2(Rd )| for 1 k, k′ m. Using again the
inequality of Cauchy–Schwarz, we obtain
∣∣〈GwPϕ˜n0,k (χku),Pδϕn0,k′ (√ξk′ χk′u)〉L2(Rd )∣∣
 α
∥∥GwPϕ˜n0,k (χku)∥∥2L2(Rd ) + 14α
∥∥Pδϕn0,k′ (√ξk′ χk′u)∥∥2L2(Rd ). (3.14)
By the assertions (A.5) and (A.1) of Lemma A.1, there exist two constants c19, c20 > 0 such that
∑
1k,k′m
∣∣〈GwPϕ˜n0,k (χku),Pδϕn0,k′ (√ξk′ χk′u)〉L2(Rd )∣∣
 c19
(
1 + 1
α
) ∑
1km
〈ξkχku,χku〉 + c20α
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2. (3.15)
We addition the relations (3.12), (3.13) and (3.15), we deduce that there exist λ0 > 0 and a
constant c21 > 0 such that for λ ∈ [0, λ0] and for u ∈ L2(Td),
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∣∣∣∣〈gwu,u〉L2(Td ) − ∑
1k,k′m
∑
γ∈Γ
wγ
[ ∫
Rd
mϕn0 ,θk,θk′ (x) dx
]
(̂χku)(γ )(̂χk′u)(γ )
∣∣∣∣
 c21
(
1 + 1
α
) ∑
1km
〈ξkχku,χku〉 + c21α
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2. (3.16)
By assumption (H.4), the matrix
M = (〈Gϕn0(θk, ·), ϕn0(θk′ , ·)〉)1k,k′m =
( ∫
Rd
mϕ0,n0 ,θk,θk′ (x) dx
)
1k,k′m
is definite positive. Then, there exists a constant g1 > 0 such that for u ∈ L2(Td),
g1
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2

∑
1k,k′m
∑
γ∈Γ
wγ
[ ∫
Rd
mϕn0 ,θk,θk′ (x) dx
]
(̂χku)(γ ) · (̂χk′u)(γ ). (3.17)
Finally, combining the inequalities (3.17) and (3.16), we obtain the following lower bound of gw:
〈gwu,u〉L2(Td )  (g1 − c21α)
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χkuj )(γ )∣∣2
− c21
(
1 + 1
α
) ∑
1km
〈ξkχkuj ,χkuj 〉.
Pick α sufficiently small, we deduce that there exists a constant K1 > 0 such that for u ∈ L2(Td),
we have
〈gwu,u〉L2(Td ) 
g1
2
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χkuj )(γ )∣∣2 −K1 ∑
1km
〈ξkχkuj ,χkuj 〉.
This ends the proof of Proposition 3.11. 
Proposition 3.12. Assume that the assumptions (H.0)–(H.3) hold. Then, there exist λ0 > 0 and a
constant K2 =K2(λ0) > 0 such that for λ ∈ [0, λ0] and for u ∈ L2(Td), we have
∣∣〈swu,u〉L2(Td )∣∣K2 ∑
1km
〈ξkχku,χku〉 +K2
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2. (3.18)
Proof. We estimate 〈swu,u〉L2(Td ). By the relation (3.11),
〈swu,u〉L2(Td ) =
〈
A2wPϕn0 (u),Pϕn0 (u)
〉= ∑
′
〈
A2wPϕn0 (χku),Pϕλ,n0 (χk′u)
〉
.1k,k m
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∣∣〈swu,u〉L2(Td )∣∣m ∑
1km
〈
A2wPϕn0 (χku),Pϕn0 (χku)
〉
 2m
∑
1km
〈
A2wPϕ˜n0,k (χku),Pϕ˜n0,k (χku)
〉
+ 2m
∑
1km
〈
A2wPδϕn0,k
(√
ξkχku
)
,Pδϕn0
(√
ξkχku
)〉
.
By assertions (A.4) and (A.2) of Lemma A.1, there exists a constant c such that for all u ∈
L2(Td),
〈
A2wPϕ˜n0,k (χku),Pϕ˜n0,k (χku)
〉
 c〈ξkχku,χku〉 + c
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2 (3.19)
and 〈
A2wPδϕn0,k
(√
ξkχku
)
,Pδϕn0
(√
ξkχku
)〉
 c〈ξkχku,χku〉. (3.20)
By adding the inequalities (3.19) and (3.20), we deduce that there exists a constant K2 > 0 such
that for all u ∈ L2(Td),
∣∣〈swu,u〉∣∣K2 ∑
1km
〈ξkχku,χku〉 +K2
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2.
This ends the proof of Proposition 3.12. 
3.1.2. Lower bound of hλ,w
Proposition 3.13. Assume that the assumptions (H.0)–(H.4) hold. Then, there exist λ0 > 0 and a
constant C > 1 such that for all λ ∈ [0, λ0] and for all u ∈ L2(Td), we have〈
h1λ,wSu,Su
〉
L2(Td )⊗Cm  〈hλ,wu,u〉L2(Td ),
where the operator h1λ,w acting on L2(Td)⊗ Cm is defined by
h1λ,w =
⎛
⎜⎜⎜⎝
h11,λ,w 0 · · · 0
0 h12,λ,w · · · 0
...
...
. . .
...
0 0 · · · h1m,λ,w
⎞
⎟⎟⎟⎠
with for 1 k m,
h1k,λ,w =
1
C
(
ξk + λ
∑
γ∈Γ
wγ πγ
)
and πγ is the orthogonal projector on the vector eiγ ·θ in L2(Td).
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〈hλ,wu,u〉 ρ1(λ)
∑
1km
〈ξkχku,χku〉L2(Td ) + λρ2(λ)
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2,
where ρ1(λ) = 1c − K1λ − K2λ2 and ρ2(λ) = g14 − K2λ. ρ1(λ) (respectively ρ2(λ)) converges
to 1
c
(respectively g14 ) as λ → 0. Thus, there exist λ0 > 0 and a constant C > 1 such that for all
λ ∈ [0, λ0] and for all u ∈ L2(Td), we have
〈hλ,wu,u〉 1
C
( ∑
1km
〈ξkχku,χku〉L2(Td ) + λ
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2
)
.
This ends the proof of Proposition 3.13. 
3.2. Proof of Theorem 3.2
To prove estimate (3.4), we use the same techniques as in [13]. We will therefore recall some
of the notions used in that paper. Let n ∈ N∗, and define the following periodic Schrödinger
operator:
Hλ,w,n =
(
−i∇ − λ
∑
γ∈Cn∩Γ
wγ
∑
β∈(2n+1)Γ
A(x − γ − β)
)2
+ VΓ , (3.21)
where Cn = {x ∈ Rd; for j = 1, . . . , d,−n − 12 < xj  n + 12 }. Then, for any w ∈ Supp(dP)
and n ∈ N∗, Hλ,w,n is a (2n + 1)Γ -periodic, essentially self-adjoint Schrödinger operator. It is
an H0-bounded perturbation of H0 with relative bound zero. we notice that the boundedness as-
sumption on the (wγ )γ∈Γ implies that the family (Hλ,w,n)w,n is uniformly H0-bounded. Hλ,w,n
also denotes its self-adjoint extension.
According to [28] or [29], Hλ,w,n admits an integrated density of states denoted by Nλ,w,n; it
is given by (2.3), the torus T∗ being replaced by the torus T∗n = Rd/((2n+ 1)Γ )∗.
It was proved that, for any ϕ ∈ C∞0 (R), we have that
lim
n→+∞E
( ∫
R
ϕ(λ)dNλ,w,n
)
=
∫
R
ϕ(λ)dNλ (3.22)
and, that for E ∈ R, a continuity point of Nλ,
lim
n→+∞E
(
Nλ,w,n(E)
)=Nλ(E) (3.23)
and
lim
n→+∞E
(
Nλ,w,n,0(E)
)=Nλ,0(E), (3.24)
where Nλ,w,n,0 (respectively Nλ,0) is the integrated density of states of the random operator
0Hλ,w,n0 (respectively 0Hλ,w0).
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Using (3.23) and (3.24), to prove estimate (3.4), it is sufficient to prove that, under our as-
sumptions, there exists λ0 > 0, C1 = C(λ0), C2 = C2(λ0) > 0 and α = α(λ0) such that for all
λ ∈ [0, λ0] and for E ∈ [0, α], we have
Nλ,w,n,0(C2 ·E)Nλ,w,n(E)−Nλ,w,n(0)Nλ,w,n,0(C1 ·E). (3.25)
To obtain the estimate (3.25), we will use the Floquet theory for the periodic operators. We
define, for n ∈ N and α ∈ {−,0,+},
Hλ,w,n,α =αHλ,w,nα =αH0α +αVλ,wα,
where Vλ,w,n = λ(2iAw · ∇ + i∇Aw)+ λ2A2w .
Under our assumptions, we know that, w-almost surely, for any n ∈ N,
Hλ,w,− −δ(λ)− and Hλ,w,n,+  b(λ)+,
where δ(λ)= (1−d2λ−d1λ2)δ and b(λ)= (1−e2λ−e1λ2)b0. Clearly, δ(λ) (respectively b(λ))
converges to δ (respectively b0) as λ→ 0. Then, there exists λ0 > 0 such that for all λ ∈ [0, λ0],
Hλ,w,n,− <− δ2− (3.26)
and
Hλ,w,n,+ >
b0
2
+. (3.27)
The projector 0 is Γ -periodic, hence it is (2n+ 1)Γ -periodic. So we may Floquet decom-
pose it jointly with Hλ,w,n. More precisely
− =
⊕∫
Tdn
−,n(θ) dθ.
For θ ∈ Tdn, −,n(θ) is an orthogonal projector. The same statements hold for +,n(θ), 0,n(θ).
We define
Hλ,w,n,−(θ)=−,n(θ)Hλ,w,n(θ)−,n(θ),
and in an analogous way Hλ,w,n,+(θ), Hλ,w,n,0(θ).
By Theorem 3.1, for λ sufficiently small, w ∈ Supp(dP) and n ∈ N,
K1,λ,w,n Hλ,w,n K2,λ,w,n,
where K1,λ,w,n (respectively K2,λ,w,n) defined by (3.2) (respectively (3.3)).
For w ∈ Ω and n ∈ N∗, the operators Hλ,w,n,K1,λ,w,n and K2,λ,w,n are (2n+ 1)Γ -periodic.
Then, they admit the Floquet decomposition:
406 F. Ghribi / Journal of Functional Analysis 248 (2007) 387–427Hλ,w,n =
⊕∫
Tn
Hλ,w,n(θ) dθ,
K1,λ,w,n =
⊕∫
Tn
K1,λ,w,n(θ) dθ, and K2,λ,w,n =
⊕∫
Tn
K2,λ,w,n(θ) dθ,
where for θ ∈ Tdn ,
Hλ,w,n(θ)=n(θ)Hλ,w,nn(θ),
K1,λ,w,n(θ)= (1 +m)Hλ,w,n,−(θ)⊕ (1 −m)Hλ,w,n,0(θ)⊕ (1 −m)Hλ,w,n,+(θ), and
K2,λ,w,n(θ)= (1 −m)Hλ,w,n,−(θ)⊕ (1 +m)Hλ,w,n,0(θ)⊕ (1 +m)Hλ,w,n,+(θ).
Their integrated densities of states are defined by
Nλ,w,n(E)= 1
(2π)d
∫
Tdn
ϑ
(
Hλ,w,n(θ),E
)
dθ,
N1,λ,w,n(E)= 1
(2π)d
∫
Tdn
ϑ
(
K1,λ,w,n(θ),E
)
dθ,
and
N2,λ,w,n(E)= 1
(2π)d
∫
Tdn
ϑ
(
K2,λ,w,n(θ),E
)
dθ,
where for an operator with discrete spectrum D and E ∈ R, we design by ϑ(D,E) the number
of eigenvalues of D less than E.
Clearly, for all E ∈ R and θ ∈ Tdn ,
ϑ
(
K2,λ,w,n(θ),E
)
 ϑ
(
Hλ,w,n(θ),E
)
 ϑ
(
K1,λ,w,n(θ),E
)
. (3.28)
Using the fact that ϑ(A⊕B ⊕C,E) ϑ(A,E)+ ϑ(B,E)+ ϑ(C,E), we get
ϑ
(
K2,λ,w,n(θ),E
)
+ϑ(Hλ,w,n,−(θ), (1 −m)−1 ·E)+ ϑ(Hλ,w,n,0(θ), (1 +m)−1 ·E)
+ ϑ(Hλ,w,n,+(θ), (1 +m)−1 ·E).
Let δ′ = 2−1(1 −m)δ and α = 2−1(1 −m)b0. By (3.26) and (3.27), for all λ ∈ [0, λ0], θ ∈ Tdn
and E ∈ [ − δ′, α],
ϑ
(
Hλ,w,n,−(θ), (1 −m)−1 ·E
)= (2n+ 1)dJ− and ϑ(Hλ,w,n,+(θ), (1 +m)−1 ·E)= 0.
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ϑ
(
Hλ,w,n,0(θ),C2 ·E
)
 ϑ
(
K2,λ,w,n(θ),E
)− (2n+ 1)dJ−,
where C2 = (1 +m)−1.
Let θ ∈ Tdn . We decompose Hn,θ in the following way:
Hn,θ =Hn,θ,− ⊕H+n,θ,λ,
where Hn,θ,− =n,−(θ)H and H+n,θ =+n (θ)H= (n,0(θ)⊕n,+(θ))H.
We denote (E1,j (λ,w,n, θ))j1, the eigenvalues of K1,λ,w,n(θ). By Mini-Max principle,
E1,j (λ,w,n, θ)= sup
E⊂Hn,θ ,
dimE=j−1
inf
ϕ⊥E,
ϕ∈H2n,θ ,‖ϕ‖L2(Cn)=1
〈
K1,λ,w,n(θ)ϕ,ϕ
〉
. (3.29)
We notice that dimHn,θ,− = (2n+1)dJ− where J− = {1, . . . , n0 −1}. If j = (2n+1)dJ− + i,
we can choose in the variational formula (3.29) a vectorial space E =Hn,θ,−. Thus, we obtain
the following inequality:
E1,(2n+1)d J−+i (λ,w,n, θ)E
+
1,i (λ,w,n, θ),
where E+1,i (λ,w,n, θ) are the eigenvalues of +n (θ)K1,λ,w,n(θ)+n (θ). Then, we have
ϑ
(
K1,λ,w,n(θ),E
)− (2n+ 1)J−  ϑ(+n (θ)K1,λ,w,n(θ)+n (θ),E)
= ϑ(Hλ,w,n,0(θ)⊕Hλ,w,n,+(θ),C1 ·E),
where C1 = (1 −m)−1. By (3.27), for E  α,
ϑ
(
Hλ,w,n,0(θ)⊕Hλ,w,n,+(θ), (1 −m)−1 ·E
)= ϑ(Hλ,w,n,0(θ),C1 ·E).
Finally, we have for all E ∈ [ − δ′, α],
ϑ
(
Hλ,w,n,0(θ),C2 ·E
)
 ϑ
(
Hλ,w,n(θ),E
)− (2n+ 1)dJ−  ϑ(Hλ,w,n,0(θ),C1 ·E). (3.30)
Indeed, to get the estimate (3.25), one only needs to integrate (3.30) with respect to θ .
Remark 3.14. Obviously, the random bounded operator 0Hλ,w0 is positive for λ sufficiently
small. The positivity of the operator 0Hλ,w0 and Theorem 3.2 imply that 0 stay the edge
band of Σλ.
By Theorems 3.13 and 3.2, we notice that near 0, the spectrum is entirely due to suffi-
ciently large fluctuations of the random magnetic field. It is a fluctuation boundary. Fluctuation
boundaries were first identified by I. Lifshits. They are a particular feature of random ergodic
Schrödinger operators.
The spectral values near 0, inside Σλ exist because of large cubes in which all random vari-
ables wγ are near 0. By the independence of the random variables, such cubes occur somewhere
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sible that on a large cube all the random variables take value near 0. Then, the energies near the
fluctuation boundary 0 are rarely hit by the eigenvalues of the local Hamiltonians Hλ,w,Λ. This
suggests that the energies are very scarce near the band edge 0.
4. Lifshits tail
The upper and lower bound are proved separately.
4.1. The upper bound
Lemma 4.1. Under the assumptions (H.0)–(H.3) and (H.5), there exists λ0 > 0 such that for
λ ∈ [0, λ0],
lim sup
→0+
log|log(Nλ()−Nλ(0))|
log 
−d
2
. (4.1)
Proof. By Theorem 3.2, to upper bound Nλ(E) for E close to Eλ, we just need to upper bound
Nλ,0(E) for E close to Eλ. Moreover, it was proved at the time of the study of 0Hλ,w0 that,
under our assumptions, there exist λ0 > 0 and a constant C > 1 such that for λ ∈ [0, λ0] and for
u ∈ L2(Td), we have
C
〈
h1λ,wSu,Su
〉
L2(Td )⊗Cm  〈hλ,wu,u〉L2(Td ),
where h1λ,w , acting on L2(Td)⊗ Cm is defined by
h1λ,w =
⎛
⎜⎜⎜⎝
h11,λ,w 0 · · · 0
0 h12,λ,w · · · 0
...
...
. . .
...
0 0 · · · h1m,λ,w
⎞
⎟⎟⎟⎠
with
h1k,λ,w = ξk + λ
∑
γ∈Γ
wγ πγ .
We denote by N1λ(E) and Nλ,0(E), the integrated densities of h1λ,w and hλ,w . Then, for E close
to 0,
Nλ,0(E)N1λ
(
C−1 ·E).
We note that, using the Fourier transform, the operator h1k,λ,w is unitarily equivalent to the
discrete Anderson model H 1,ak,λ,w acting on l2(Γ ) and defined as follows: for u ∈ l2(Γ ),
(
H
1,a
k,λ,wu
)
(γ )=
∑ (
u(γ )− u(β))+ λwγ u(γ ).|β−γ |=1
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Nλ,0(E)N1,aλ
(
C−1 ·E),
where N1,aλ is the integrated density of states of the discrete Anderson model H
1,a
λ,w defined by
H
1,a
λ,w =
⊕
1km
H
1,a
k,λ,w.
To end the proof of Lemma 4.1, we just need to use the well-known results concerning the
Lifshits tails for discrete Anderson model (see [11]). 
4.2. The lower bound
Theorem 4.2. Under the assumptions (H.0)–(H.3) and (H.5), there exists λ0 > 0 such that for
λ ∈ [0, λ0], we have
lim inf
→0+
log|log(Nλ()−Nλ(0))|
log 
−d
2
. (4.2)
Proof. We recall that for λ sufficiently small, Σλ has a spectral gap below 0 of length at least δ′.
Thus, for  < δ′, we have
Nλ()−Nλ(0)=Nλ()−Nλ(−).
To prove Theorem 4.2, we will lower bound Nλ()−Nλ(−). For N large enough, we restrict
Hλ,w to the cube ΛN and show that, with a good probability, HDλ,w,ΛN has many eigenvalues
in the interval [−, ]. This is done by explicitly constructing orthogonal family of approximate
eigenfunctions associated with energies in [−, ] and the operator Hλ,w,ΛN . These functions
will be constructed from an eigenvector of H0 associated to 0. Locating this eigenvector in θ near
θ0 ∈Z, we obtain an approximate eigenfunction of Hλ,w˜,ΛN . Then, we locate this eigenfunction
in x in several disjoints boxes, we get a great orthogonal family of eigenfunctions.
Let θ0 ∈ Z, be a point where En0(θ) vanishes. To simplify the notation, we assume that
θ0 = 0. By assumption (H.3), near θ0, the behavior of En0(θ) is nondegenerate. Then, by Re-
mark 2.4, there exists a constant c > 1 such that
∥∥H0(θ)ϕn0(·, θ)∥∥L2(C0)  c|θ |2,
where ϕn0(·, θ) denotes the Floquet eigenvector of H0 associated to En0(θ).
Let 0 < ζ < 1 be a small constant. Let χ ∈ C∞0 (R) be such that χ  0, supported in [ζ/2, ζ ]
and
∫
[ζ/2,ζ ] χ(t)
2 dt = 2.
For  > 0, we define
u(θ)= − d4
d∏
χ
(
−
1
2 θj
) ∈ L2(Td).
j=1
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‖f‖2H =
∫
Td
−
d
2
d∏
j=1
χ2
(
−
1
2 θj
)∥∥ϕn0(·, θ)∥∥2L2(C0)dθ 
d∏
j=1
∫
[ ζ2 ,ζ ]
χ2(t) dt = 2d (4.3)
and that
‖H0f‖2H =
1
vol(Td)
∫
Td
∥∥H0(θ)ϕn0(·, θ)∥∥2L2(C0)∣∣u(θ)∣∣2 dθ
 c
2
vol(Td)
∫
Td
−
d
2 |θ |4 ·
d∏
j=1
χ2
(
−
1
2 θj
)
dθ
 c
22
vol(Td)
∫
[ ζ2 ,ζ ]
|θ ′|4 ·
d∏
j=1
χ2(θ ′j ) dθ ′
 
2
16
, (4.4)
if we pick ζ sufficiently small (independent of ).
Now, for β ∈ Γ and α > 0, we define
f,β(·, θ)= eiβ·θf(·, θ) and fα,,β(·, θ)= eiβ·θ (Λα()f)(·, θ),
where Λα() is the cube defined by
Λα()=
{
γ ∈ Γ ; |γj | −( 12 +α), ∀1 j  d
}
and Λα() is the orthogonal projection on Λα().
We set
Uf,β (x)=
∫
Td
f,β(x, θ) dθ and Ufα,,β (x)=
∫
Td
fα,,β(x, θ) dθ.
For N large enough and β,w well chosen, Ufα,,β (x) is an approximate eigenfunction associated
to an eigenvalue in [−, ] and the operator Hλ,w,ΛN .
Let us first notice that Ufα,,β and Uf,β are close to each other. More precisely, for n ∈ N,
there exists a constant Cn > 0 such that, for β ∈ Γ , we have
(
vol
(
Td
)) · ∥∥Ufα,,β − Uf,β∥∥2 = ‖fα,,β − f,β‖2H  Cnαn. (4.5)
Indeed ‖fα,,β − f,β‖2H is obviously independent of β , so let us take β = 0. Then, to estimate
the norm of fα,,β −f,β , we only need to estimate the γ ’s Fourier coefficient of f for γ outside
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obtain that for n ∈ N and for some constant Cn(x) > 0,
∣∣∣∣
∫
Td
e−iγ ·θu(θ)ϕn0(x, θ) dθ
∣∣∣∣=
∣∣∣∣∣ d4
∫
[ ζ2 ,ζ ]d
e−i
1
2 γ ·θ
d∏
j=1
χ(θj )ϕn0
(
x, 
1
2 θ
)
dθ
∣∣∣∣∣
 Cn(x)−
n
2 |γ |−n. (4.6)
Notice that, as ‖∂kθ ϕn0(x, ·)‖∞ ∈ L2loc,unif(Rd), the constant Cn(x) will be in L2loc,unif(Rd). If we
sum (4.6) over γ outside of Λα(), we get (4.5). Notice that, combining (4.5) with (4.3), we get
that, for  small enough, ‖Ufα,,β‖ 1.
Now, we look for a condition on w for which we have
∥∥Hλ,w,ΛNUfα,,β∥∥2  2.
Notice that
∥∥Hλ,w,ΛN Ufα,,β∥∥2  ∥∥Hλ,wUfα,,β∥∥2,
 2
∥∥H0Ufα,,β∥∥2 + 2∥∥Vλ,wUfα,,β∥∥2, (4.7)
where Vλ,w = λGw + λ2A2w and Gw = 2iAw · ∇ + i∇Aw . The inequality (4.4) gives the bound
of the first member of (4.7). It just remains to us to control the second term ‖Vλ,wUfα,,β‖2:
∥∥Vλ,wUfα,,β∥∥2  3λ2∥∥∇AwUfα,,β∥∥2 + 12λ2∥∥Aw · ∇Ufα,,β∥∥2
+ 3λ4∥∥A2wUfα,,β∥∥2. (4.8)
As the random variables (wγ )γ∈Γ are bounded and A is a compactly supported function, ∇Aw
is bounded uniformly in w. Using the boundedness of ∇Aw and inequality (4.5), we get
∥∥∇AwUfα,,β∥∥2  232 +
∥∥∇AwUf,β∥∥2.
Then, expanding (∇Aw)2, we get
∥∥∇AwUf,β∥∥2
=
∫
Rd
(∇Aw)2(x)
∣∣∣∣
∫
Td
ϕn0(θ, x)u(θ)e
iβ·θ dθ
∣∣∣∣
2
dx

∑
η,γ,γ ′∈Γ
wγwγ ′
∫
C0
∣∣∇A(x + η− γ )∇A(x + η− γ ′)∣∣∣∣∣∣
∫
Td
ϕn0(θ, x)u(θ)e
−i(η−β)·θ dθ
∣∣∣∣
2
dx

∑
η∈Γ
(∑
γ∈Γ
wγ ‖∇A‖L∞(Cη−γ )
)2 ∫ ∣∣∣∣
∫
d
ϕn0(θ, x)u(θ)e
−i(η−β)·θ dθ
∣∣∣∣
2
dx. (4.9)C0 T
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γ∈Γ
wγ ‖∇A‖L∞(Cη−γ ) =
∑
γ∈η+Λα()
wγ ‖∇A‖L∞(Cη−γ ).
Using again the boundedness of the random variables (wγ )γ∈Γ , the fact that A is compactly
supported and the inequality (4.6), we get that for all n ∈ N, there exists cn > 0 such that
∑
η/∈β+Λα()
( ∑
γ∈η+Λα()
w˜γ ‖∇A‖L∞(Cη−γ )
)2
·
∫
C0
∣∣∣∣
∫
Td
ϕn0(θ, x)u(θ)e
−i(η−β)·θ dθ
∣∣∣∣
2
dx
 cnαn. (4.10)
On the other hand, there exists a constant c > 0 such that
∑
η∈β+Λα()
( ∑
γ∈η+Λα()
wγ ‖∇A‖L∞(Cη−γ )
)2
·
∫
C0
∣∣∣∣
∫
Td
ϕn0(θ, x)u(θ)e
−i(η−β)·θ dθ
∣∣∣∣
2
dx
 c
(
sup
γ∈β+2Λα()
wγ
)2
. (4.11)
Combining the inequalities (4.9)–(4.11), we obtain that for  small enough and some c > 1, we
have
∥∥∇AwUfα,,β∥∥2  216 + c
(
sup
γ∈β+2Λα()
wγ
)2
. (4.12)
Doing the same computation for ‖Aw · ∇Ufα,,β‖2 and ‖A2wUfα,,β‖, we get the same estimate.
Hence, adding these estimates, using (4.4), (4.7) and (4.8), we get that for some K > 0,
∥∥Hλ,w,ΛNUfα,,β∥∥2  22 +K
(
sup
γ∈β+2Λα()
wγ
)2
. (4.13)
Now, for N ∈ N very large, we may divide ΛN into N() disjoints sets of size 2Λα(). More
precisely, we may write
N()⋃
j=1
(
βj +Λα()
)⊂ΛN,
where (
βj + 2Λα()
)∩ (βj ′ + 2Λα())= ∅, for βj = βj ′ . (4.14)
Notice that, for a some constant C > 0, we have
N() (2N)
d
−d( 1 +α) 
(N)d
C
. (4.15) 2
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We denote the counting function of the eigenvalues of Hλ,w,N below E by Θλ,ΛN (E). Hence,
by (4.13), we get that
E
(
Θλ,ΛN ()−Θλ,ΛN (−)
)= E({eigenvalues of Hλ,w,N in [−, ]})
 E
(

{
1 j N(); ∥∥Hλ,w,NUfα,,βj ∥∥L2(Rd )  })
 E
(
N()∑
j=1
Bj (w)
)
, (4.16)
where
Bj (w)=
{1 if supγ∈β+2Λα() wγ  √2K ,
0 otherwise.
The (Bj )1jN() are independent, identically distributed, Bernoulli random variables. So, by
(4.15) and (4.16), we get that, for some C > 0,
Nλ,ΛN ()−Nλ,ΛN (−)=
1
(2N + 1)d E
(

{
eigenvalues of Hλ,w,N in [−, ]
})
 N()
(2N + 1)d P(Bj = 1)
1
C
dP(Bj = 1).
Hence, taking the limit N → +∞, we get that, for  > 0 small enough,
Nλ()−Nλ(−) 1
C
dP(Bj = 1). (4.17)
It just remains to estimate P(Bj = 1). If, for any γ ∈ βj + 2Λα(), we have wγ  √2K , then
Bj (w)= 1. As the random variables are independent identically distributed, one has
P(Bj = 1)
(
P
({
w0 
√
2K
}))2Λα()
.
Hence, taking the double logarithm of (4.17), using assumption (H.5) and the fact that Λα()=
−d( 12 +α), we get that
lim inf
→0+
log|log(Nλ()−Nλ(0))|
log 
−d
2
− dα. (4.18)
Now, we may choose α > 0 as small as we like. This ends the proof of Theorem 4.2. 
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Appendix A
Lemma A.1. Let θ1 and θ2 two points in Td , ψ a function in L2(Td ,H2θ ) and α a
strictly positive real number. Designate by ψ1,ψ2, ξ1, ξ2 and mψ,θ1,θ2 the functions defined
by ψ1(θ, x) = ei(θ−θ1)·xψ(θ1, x), ψ2(θ, x) = ei(θ−θ2)·xψ(θ2, x), ξ1(θ) = ∑dj=1(θj − θ1,j )2,
ξ2(θ) =∑dj=1(θj − θ1,j )2 and mψ,θ1,θ2(x) = Gψ(θ1, x)ψ(θ2, x). There exists a constant c > 0
such that for u,v ∈ L2(Td), we have
∥∥Pψ(u)∥∥2L2(Rd )  ‖ψ‖22,∞ · ‖u‖2L2(Td ), (A.1)〈
A2w˜Pψ(v),Pψ(v)
〉
 c‖ψ‖21,H0,∞ · ‖v‖2L2(Td ), (A.2)∥∥GwPψ(v)∥∥2L2(Rd )  c‖ψ‖22,H0,∞ · ‖v‖2L2(Td ), (A.3)〈
A2wPψ1(u),Pψ1(u)
〉
 c
∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 + c〈ξ1u,u〉L2(Td ), (A.4)
∣∣∣∣〈GwPψ1(u),Pψ2(v)〉−
[ ∫
Rd
mψ,θ1,θ2(x) dx
]∑
γ∈Γ
wγ uˆ(γ ) · vˆ(γ )
∣∣∣∣
 cα
∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 + c(1+ 1
α
)
〈ξ1u,u〉+ cα
∑
γ∈Γ
wγ
∣∣vˆ(γ )∣∣2 + c(1+ 1
α
)
〈ξ2v, v〉, (A.5)
∥∥GwPψ1(v)∥∥2L2(Rd )  c∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 + c〈ξ1u,u〉L2(Td ). (A.6)
A.1. Proof of Lemma A.1
A2w is H0-bounded uniformly in w. Then, there exists a constant c1 > 0 (independent of w)
such that for u ∈ L2(Td),
〈
A2wPψ(u),Pψ(u)
〉
 c1
{∣∣〈H0Pψ(u),Pψ(u)〉∣∣+ ∥∥Pψ(u)∥∥2}
= c1
∫
Td
{∣∣〈H0(θ)ψ(θ, ·),ψ(θ, ·)〉L2(C0)∣∣+ ∥∥ψ(θ, ·)∥∥2L2(C0)}∣∣u(θ)∣∣2 dθ
= c1‖ψ‖21,H0,∞ · ‖u‖2L2(Td ).
This ends the proof of the assertion (A.1).
Furthermore, Gw is H0-bounded uniformly in w. Then, there exists a constant c2 > 0 (inde-
pendent of w) such that for u ∈ L2(Td),
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= c2
∫
Td
{∥∥H0(θ)ψ(θ, ·)∥∥2L2(C0) + ∥∥ψ(θ, ·)∥∥2L2(C0)}∣∣u(θ)∣∣2 dθ
= c2‖ψ‖22,H0,∞ · ‖u‖2L2(Td ).
This ends the proof of the assertion (A.3).
We calculate 〈A2wPψ1(u),Pψ1(u)〉 for v ∈ L2(Td).
〈
A2wPψ1(u),Pψ1(u)
〉= ∫
Rd
A2w(x) ·
∣∣ψ(θ1, x)∣∣2 · ∣∣[Φθ1(u)](x)∣∣2,
where [Φθ1(u)](x)=
∫
Td
ei(θ−θ1)·xu(θ) dθ . By definition of A2w , we have
〈
A2wPψ1(u),Pψ1(u)
〉
=
∑
γ,β∈Γ
wγwβ
∫
Rd
(τγ A)(x) · (τβA)(x)
∣∣ψ(θ1, x)∣∣2 · ∣∣[Φθ1(u)](x)∣∣2 dx

∑
γ,β∈Γ
wγwβ
∫
Rd
∣∣A(x) · (τβ−γ A)(x)∣∣ · ∣∣ψ(θ1, x)∣∣2∣∣[Φθ1,γ (u)](x)∣∣2 dx,
where for γ ∈ Γ,x ∈ Rd and u ∈ L2(Td),
[
Φθ1,γ (u)
]
(x)=
∫
Td
ei(θ−θi )·xeiγ ·θu(θ) dθ.
Changing the variable η = β − γ , we obtain
〈
A2wPψ1(u),Pψ1(u)
〉

∑
γ,η∈Γ
wγwη+γ
∫
Rd
∣∣A(x) · (τηA)(x)∣∣ · ∣∣ψ(θ1, x)∣∣2∣∣·[Φθ1,γ (u)](x)∣∣2 dx.
We define for (θ, x) ∈ Td × Rd ,
g1(θ, x)= e
i(θ−θ1)·x − 1√
ξ1(θ)
.
We notice that θ1 is the unique zero of ξ1(θ) on Td . Furthermore, it is non-degenerate. Thus,
the function g1(θ, x) is well defined on Td × Rd . Moreover, there exists a constant r1 > 0 such
that for all (θ, x) ∈ Td × Rd , we have
∣∣g1(θ, x)∣∣ r1(1 + |x|). (A.7)
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[
Φθ1,γ (u)
]
(x)= uˆ(γ )+
∫
Td
g1(θ, x)e
iγ ·θ√ξ1(θ)u(θ) dθ, (A.8)
where uˆ(γ )= ∫
Td
eiγ ·θu(θ) dθ .
Using the relation (A.8) and Cauchy–Schwarz inequality, we obtain that
〈
A2wPψ1(u),Pψ1(u)
〉
 s˜1,w,ψ1 [u] + s˜2,w,ψ1 [u],
where
s˜1,w,ψ1 [u] = 2
∑
γ,η∈Γ
wγwη+γ
∣∣uˆ(γ )∣∣2 ∫
Rd
∣∣A(x) · (τηA)(x)∣∣ · ∣∣ψ(θ1, x)∣∣2 dx
and
s˜2,w,ψ1 [u]
= 2
∑
γ,η∈Γ
wγwη+γ
∫
Rd
∣∣A(x) · (τηA)(x)∣∣ · ∣∣ψ(θ1, x)∣∣2 ·
∣∣∣∣
∫
Td
eiγ ·θg1(θ, x)
√
ξ1(θ)u(θ) dθ
∣∣∣∣
2
dx.
We estimate now s˜1,w,ψ1 [u] and s˜2,w,ψ1 [u]. Using the fact that the random variables (wγ )γ∈Γ
are bounded and the Cauchy–Schwarz inequality, we obtain that
s˜1,w,ψ1(u) c3
∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2, (A.9)
where c3 = 2w+[∑η∈Γ | ∫Rd A(x) ·(τηA)(x)|ψ(θ1, x)|2 dx|]<∞ (as the single site vector mag-
netic potential A is compactly supported).
Using again the fact that the random variables (wγ )γ∈Γ are bounded, then the Parseval iden-
tity and finally the inequality (A.7), we obtain that
s˜2,w,ψ1 [u]
 2
(
w+
)2 ∑
η∈Γ
∫
Rd
∣∣A(x) · (τηA)(x)∣∣∣∣ψ(θ1, x)∣∣2 ∑
γ∈Γ
∣∣∣∣
∫
Td
eiγ ·θg1(θ, x)
√
ξ1(θ)u(θ) dθ
∣∣∣∣
2
dx
 2
(
w+
)2 ∑
η∈Γ
·
∫
Rd
∣∣A(x) · (τηA)(x)∣∣∣∣ψ(θ1, x)∣∣2 ·
∫
Td
∣∣g1(θ, x)∣∣2ξ1(θ)∣∣u(θ)∣∣2 dθ dx
 c4〈ξ1u,u〉, (A.10)
where c4 =w+2r2∑η∈Γ ∫ d |A(x) · (τηA)(x)||ψ(θ1, x)|2(1 + |x|)2 dx <∞.1 R
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〈
A2wPψ1(u),Pψ1(u)
〉
 c3
∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 + c4〈ξ1u,u〉L2(Td ). (A.11)
This ends the proof of assertion (A.2).
We estimate now 〈GwPψ1(u),Pψ2(v)〉L2(Rd ) for u,v ∈ L2(Td). Simple calculation ensures
that for all x ∈ Rd ,
[
GwPψ1(u)
]
(x)
=Gwψ(θ1, x) ·
∫
Td
ei(θ−θ1)·xu(θ) dθ − 2
∑
i=1
Ai,w(x) ·
[
Pψ1
(
(θi − θ1,i )u
)]
(x). (A.12)
It results then from relation (A.12) that
〈
GwPψ1(u),Pψ2(v)
〉
L2(Rd ) =
∫
Rd
(Gwψ)(θ1, x)ψ2(θ2, x) ·
[
Φθ1(u)
]
(x)
[
Φθ2(v)
]
(x) dx
− 2
d∑
i=1
〈
Pψ1
(
(θi − θ1,i )u
)
,Ai,wPψ2(v)
〉
L2(Rd ), (A.13)
where for i ∈ {1,2}, u ∈ L2(Td) and x ∈ Rd , [Φθi (u)](x)=
∫
Td
ei(θ−θi )·xu(θ) dθ .
We calculate the first term
∫
Rd
(Gwψ)(θ1, x)ψ2(θ2, x) ·
[
Φθ1(u)
]
(x)
[
Φθ2(v)
]
(x) dx.
By definition of Gw , we have
∫
Rd
(Gwψ)(θ1, x)ψ2(θ2, x) ·
[
Φθ1(u)
]
(x)
[
Φθ2(v)
]
(x) dx
=
∑
γ∈Γ
wγ
∫
Rd
(Gψ)(θ1, x)ψ(θ2, x)
[
Φθ1,γ (u)
]
(x)
[
Φθ1,γ (v)
]
(x) dx,
where for i ∈ {1,2}, γ ∈ Γ and u ∈ L2(Td),
[
Φθi,γ (u)
]
(x)=
∫
d
ei(θ−θi )·xeiγ ·θu(θ) dθ.
T
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the function gi(θ, x) is well defined on Td × Rd . Moreover, there exists a constant ri > 0 such
that for all (θ, x) ∈ Td × Rd , we have
∣∣gi(θ, x)∣∣ ri(1 + |x|). (A.14)
We remark that, for i ∈ {1,2}, γ ∈ Γ , u ∈ L2(Td) and x ∈ Rd ,
[
Φθi,γ (u)
]
(x)= uˆ(γ )+
∫
Td
gi(θ, x)e
iγ ·θ√ξi(θ)u(θ) dθ. (A.15)
Using the relation (A.15), we obtain that
∫
Rd
(Gwψ)(θ1, x)ψ2(θ2, x) ·
[
Φθ1(u)
]
(x)
[
Φθ2(v)
]
(x) dx
= 〈g˜0,w,ψ,θ1,θ2u,v〉 + 〈g˜1,w,ψ,θ1,θ2u,v〉 + 〈g˜2,w,ψ,θ1,θ2u,v〉 + 〈g˜3,w,ψ,θ1,θ2u,v〉, (A.16)
where
〈g˜0,w,ψ,θ1,θ2u,v〉 =
∑
γ∈Γ
wγ
[ ∫
Rd
mψ,θ1,θ2(x) dx
]
uˆ(γ ) · vˆ(γ ), (A.17)
〈g˜1,w,ψ,θ1,θ2u,v〉 =
∑
γ∈Γ
wγ
∫
Rd
mψ,θ1,θ2(x) ·
∫
Td
g1(θ, x)e
iγ ·θ√ξ1(θ)u(θ) dθ
×
∫
Td
g2(θ ′, x)eiγ ·θ ′
√
ξ2(θ ′)v(θ ′) dθ ′ dx, (A.18)
〈g˜2,w,ψ,θ1,θ2u,v〉 =
∑
γ∈Γ
wγ uˆ(γ )
∫
Rd
mψ,θ1,θ2(x)
∫
Td
g2(θ ′, x)eiγ ·θ ′
√
ξ2(θ ′)v(θ ′) dθ ′ dx (A.19)
and
〈g˜3,w,ψ,θ1,θ2u,v〉 =
∑
γ∈Γ
wγ vˆ(γ )
∫
Rd
mψ,θ1,θ2(x) ·
∫
Td
g1(θ, x)e
iγ ·θ√ξ1(θ)u(θ) dθdx. (A.20)
Thus, combining the inequalities (A.13) and (A.16), we obtain the following inequality:
〈
GwPψ1(u),Pψ2(v)
〉= [ ∫
Rd
mψ,θ1,θ2(x) dx
]∑
γ∈Γ
wγ uˆ(γ ) · vˆ(γ )
+
∑
〈g˜β,w,ψ,θ1,θ2u,v〉L2(Td ) − 2
d∑〈
Pψ1
(
(θi − θ1,i )u
)
,Ai,wPψ2(v)
〉
.1β3 i=1
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[ ∫
Rd
mψ,θ1,θ2(x) dx
]∑
γ∈Γ
wγ uˆ(γ ) · vˆ(γ )
∣∣∣∣.
We calculate∣∣∣∣〈GwPψ1(u),Pψ2(v)〉−
[ ∫
Rd
mψ,θ1,θ2(x) dx
]∑
γ∈Γ
wγ uˆ(γ ) · vˆ(γ )
∣∣∣∣

∑
1β3
∣∣〈g˜β,w,ψ,θ1,θ2u,v〉L2(Td )∣∣+ 2
d∑
i=1
∣∣〈Pψ1((θi − θ1,i )u),Ai,wPψ2(v)〉∣∣.
We estimate |〈g˜1,w,ψ,θ1,θ2u,v〉|. Using the fact that the random variables (wγ )γ∈Γ are bounded,
Cauchy–Schwarz inequality, then, Parseval identity and finally the inequality (A.14), we obtain
that
∣∣〈g˜1,w,ψ,θ1,θ2u,v〉∣∣ c5〈ξ1u,u〉L2(Td ) + c6〈ξ2 v, v〉L2(Td ), (A.21)
where
c5 = 2−1w+r21
∫
Rd
∣∣mψ,θ1,θ2(x)∣∣(1 + |x|)2 dx and
c6 = 2−1w+r22
∫
Rd
∣∣mψ,θ1,θ2(x)∣∣(1 + |x|)2 dx.
Estimate 〈g˜2,w,ψ,θ1,θ2u,v〉. Let α > 0. By Cauchy–Schwarz inequality,∣∣〈g2,w,ψ,θ1,θ2u,v〉∣∣
 α
[ ∫
Rd
∣∣mψ,θ1,θ2(x)∣∣dx
]∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2
+ 1
4α
∑
γ∈Γ
wγ
∫
Rd
∣∣mψ,θ1,θ2(x)∣∣
∣∣∣∣
∫
Td
g2(θ, x)e
iγ ·θ√ξ2(θ)v(θ) dθ
∣∣∣∣
2
dx.
Using the fact that the random variables (wγ )γ∈Γ are bounded, Cauchy–Schwarz inequality,
Parseval identity and finally the inequality (A.14), we obtain that
∣∣〈g2,w,ψ1,ψ2u,v〉∣∣ α
[ ∫
Rd
∣∣mψ,θ1,θ2(x)∣∣dx
]∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 + c6
2α
〈ξ2v, v〉L2(Td ). (A.22)
Doing the same computation for |〈g3,w,ψ1,ψ2u,v〉|, we get the same estimate
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[ ∫
Rd
∣∣mψ,θ1,θ2(x)∣∣dx
]∑
γ∈Γ
wγ
∣∣vˆ(γ )∣∣2 + c5
2α
〈ξ1u,u〉L2(Td ). (A.23)
We bound now |∑dj=1〈Pψ1((θj − θ1,j )u),Aj,w˜Pψ2(v)〉|. By Cauchy–Schwarz inequality,
∣∣∣∣∣
d∑
i=1
〈
Pψ1
(
(θi − θ1,i )u
)
,Ai,wPψ2(v)
〉∣∣∣∣∣
 α
〈
A2wPψ2(v),Pψ2(v)
〉+ 1
4α
d∑
i=1
∥∥Pψ1((θi − θ1,i )u)∥∥2L2(Rd ).
By inequalities (A.1) and (A.11),
∣∣∣∣∣
d∑
i=1
〈
Pψ1
(
(θi − θ1,i )u
)
,Ai,wPψ2(v)
〉∣∣∣∣∣
 c3α
∑
γ∈Γ
wγ
∣∣vˆ(γ )∣∣2 + c4〈ξ2v, v〉 + c74α 〈ξ1u,u〉, (A.24)
where c7 = ‖ψ1‖22,∞.
Finally, the inequalities (A.21)–(A.24) imply that
∣∣∣∣〈GwPψ1(u),Pψ2(v)〉−
[ ∫
Rd
mψ,θ1,θ2(x) dx
]∑
γ∈Γ
wγ uˆ(γ ) · vˆ(γ )
∣∣∣∣
 αc8
∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 +( c7
2α
+ c5
)
〈ξ1u,u〉 + α(2c3 + c8)
∑
γ∈Γ
wγ
∣∣vˆ(γ )∣∣2
+
(
2c4 + c6 + c62α
)
〈ξ2v, v〉,
where c8 = [
∫
Rd
|mψ,θ1,θ2(x)|dx]. This ends the proof of the assertion (A.5).
We estimate now ‖GwPψ1(u)‖2L2(Rd ). By relation (A.12) and Cauchy–Schwarz inequality,
∥∥GwPψ1(u)∥∥2L2(Rd )
 2
∫
Rd
∣∣(Gwψ)(θ1, x)∣∣2∣∣[Φθ1(u)](x)∣∣2 dx + 8
∥∥∥∥∥
d∑
j=1
Aj,wPψ1
(
(θj − θ1,j )u
)∥∥∥∥∥
2
. (A.25)
First, we estimate
∫
d |(Gwψ)(θ1, x)|2|[Φθ1(u)](x)|2dx. By definition of Gw , we have:R
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∫
Rd
∣∣(Gwψ)(θ1, x)∣∣2∣∣[Φθ1(u)](x)∣∣2 dx
=
∑
γ,β∈Γ
wγwβ
∫
Rd
(Gγψ)(θ1, x)(Gβψ)(θ1, x) ·
∣∣[Φθ1(u)](x)∣∣2 dx
=
∑
γ,β∈Γ
wγwβ
∫
Rd
(Gψ)(θ1, x)(Gβ−γ ψ)(θ1, x) ·
∣∣[Φθ1,γ (u)](x)∣∣2 dx
=
∑
γ,η∈Γ
wγwη+γ
∫
Rd
(Gψ)(θ1, x)(Gηψ)(θ1, x) ·
∣∣[Φθ1,γ (u)](x)∣∣2 dx

∑
γ,η∈Γ
wγwη+γ
∫
Rd
∣∣(Gψ)(θ1, x)(Gηψ)(θ1, x)∣∣ · ∣∣[Φθ1,γ (u)](x)∣∣2 dx. (A.26)
Using the relation (A.15) and Cauchy–Schwarz inequality,
∫
Rd
∣∣(Gwψ)(θ1, x)∣∣2∣∣[Φθ1(u)](x)∣∣2 dx  c1,w,ψ1 [u] + c2,w,ψ1 [u],
where
c1,w,ψ1[u] = 2
∑
γ,η∈Γ
wγwη+γ
∫
Rd
∣∣(Gψ)(θ1, x)(Gηψ)(θ1, x)∣∣∣∣uˆ(γ )∣∣2 dx
and
c2,w,ψ1[u] = 2
∑
γ,η∈Γ
wγwη+γ
∫
Rd
(Gψ)(θ1, x)(Gηψ)(θ1, x)
×
∣∣∣∣
∫
Td
eiγ ·θg1(θ, x)
√
ξ1(θ)u(θ) dθ
∣∣∣∣
2
dx.
As the random variables (wγ )γ∈Γ are bounded, we have
∣∣c1,w,ψ1 [u]∣∣ c9 ∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2, (A.27)
where c9 = 2w+∑η∈Γ ∫Rd |(Gψ)(θ1, x)(Gηψ)(θ1, x)|dx < ∞ as the single vector magnetic
potential A is compactly supported.
Using the fact that the random variables (wγ )γ∈Γ are bounded, Cauchy–Schwarz inequality,
then, Parseval identity and finally the inequality (A.14), we obtain that
∣∣c2,w,ψ1 [u]∣∣ c10〈ξ1u,u〉L2(Td ), (A.28)
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c10 =
(
2w+
)2
r21
∑
η∈Γ
∫
Rd
∣∣(Gψ)(θ1, x)(Gηψ)(θ1, x)∣∣(1 + |x|)2 dx.
Adding the inequalities (A.27) and (A.28), we get∫
Rd
∣∣(Gwψ)(θ1, x)∣∣2∣∣[Φθ1(u)](x)∣∣2 dx  c9 ∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 + c10〈ξ1u,u〉L2(Td ). (A.29)
We bound ‖∑dj=1 Aj,wPψ1((θj − θ1,j )u)‖2L2(Rd ). By Cauchy–Schwarz inequality, we obtain
that ∥∥∥∥∥
d∑
j=1
Aj,wPψ1
(
(θj − θ1,j )u
)∥∥∥∥∥
2
L2(Rd )

∫
Rd
A2w(x)
d∑
j=1
∣∣[Pψ1((θj − θ1,j )u)](x)∣∣2 dx.
Using the fact that Aw is bounded uniformly in w and the fact that Pψ1 is bounded, we deduce
that there exists c11 > 0 such that for all u ∈ L2(Td),∥∥∥∥∥
d∑
j=1
Aj,wPψ1
(
(θj − θ1,j )u
)∥∥∥∥∥
2
L2(Rd )
 c11〈ξ1u,u〉L2(Td ). (A.30)
Finally, by the relations (A.25), (A.30) and (A.29), we get
∥∥GwPψ1(u)∥∥2L2(Rd )  c12 ∑
γ∈Γ
wγ
∣∣uˆ(γ )∣∣2 + c13〈ξ1u,u〉L2(Td ), (A.31)
where c12 = 2c9 and c13 = 2c10 + 8c11. This ends the proof of the assertion (A.6).
A.2. Proof of Theorem 3.1
We define the operator Dλ,w by
Dλ,w :=Hλ,w −
∑
i∈{−,0,+}
iHλ,wi.
Let ϕ ∈H2. We notice that,
〈Dλ,wϕ,ϕ〉 = 〈Hλ,wϕ,ϕ〉 −
[〈−Hλ,w−ϕ,ϕ〉 + 〈0Hλ,w0ϕ,ϕ〉 + 〈+Hλ,w+ϕ,ϕ〉]
= 2(〈−Vλ,w+ϕ,ϕ〉)+ 2(〈−Vλ,w0ϕ,ϕ〉)
+ 2(〈+Vλ,w0ϕ,ϕ〉), (A.32)
where Vλ,w = λGw + λ2A2w and Gw = 2iAw · ∇ + i∇Aw .
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that for λ ∈ [0, λ0] and ϕ ∈H2, we have∣∣〈Dλ,wϕ,ϕ〉∣∣m[−〈−Hλ0,w−ϕ,ϕ〉 + 〈0Hλ,w0ϕ,ϕ〉 + 〈+Hλ,w+ϕ,ϕ〉]. (A.33)
Let us now estimate |〈Dλ,wϕ,ϕ〉|.
∣∣〈Dλ,wϕ,ϕ〉∣∣ 2∣∣〈−Vλ,w0ϕ,ϕ〉∣∣+ 2∣∣〈+Vλ,w0ϕ,ϕ〉∣∣+ 2∣∣〈+Vλ,w−ϕ,ϕ〉∣∣.
We control first |〈−Vλ,w0ϕ,ϕ〉|.
∣∣〈−Vλ,w0ϕ,ϕ〉∣∣ λ∣∣〈−Gw0ϕ,ϕ〉∣∣+ λ2∣∣〈−A2w0ϕ,ϕ〉∣∣
 1
4
λ2η
′ 〈
0G
2
w0ϕ,ϕ
〉+ λ2−2η′ ‖−ϕ‖2 + 14λ2η
〈
0A
2
w0ϕ,ϕ
〉
+ λ4−2η〈−A2w−ϕ,ϕ〉, (A.34)
where η (respectively η′) is a real number chosen in ]1,2[ (respectively in ]1/2,1[) and G2w =
Gw ◦Gw is the operator defined by
G2w = −4
∑
1i,jd
Ai,wAj,w
∂2
∂xi ∂xj
− 4
∑
1id
(
Aw · ∇Ai,w + (∇Aw)Ai,w
) ∂
∂xi
− ((∇Aw)2 + 2Aw · ∇(∇Aw)). (A.35)
We estimate |〈+Vλ,w0ϕ,ϕ〉|:
∣∣〈+Vλ,w0ϕ,ϕ〉∣∣ λ∣∣〈+Gw0ϕ,ϕ〉∣∣+ λ2〈+A2w0ϕ,ϕ〉
 1
4
λ2η
′ 〈
0G
2
w0ϕ,ϕ
〉+ λ2−2η′ ‖+ϕ‖2 + 14λ2η
〈
0A
2
w0ϕ,ϕ
〉
+ λ4−2η〈+A2w+ϕ,ϕ〉. (A.36)
Finally, for |〈+Vλ,w−ϕ,ϕ〉|, we obtain
∣∣〈+Vλ,w−ϕ,ϕ〉∣∣ λ∣∣〈+Gw−ϕ,ϕ〉∣∣+ λ2∣∣〈+A2w−ϕ,ϕ〉∣∣
 λ
2
‖Gw−ϕ‖2 + λ2‖+ϕ‖
2 + λ
2
2
〈
−A2w−ϕ,ϕ
〉
+ λ
2
2
〈
+A2w+ϕ,ϕ
〉
. (A.37)
If we addition the contributions (A.34), (A.36) and (A.37), we get
∣∣〈Dλ,wϕ,ϕ〉∣∣ dλ,w,−[ϕ] + dλ,w,0[ϕ] + dλ,w,+[ϕ],
where
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(
λ2 + 2λ4−2η)〈−A2w−ϕ,ϕ〉+ 2λ2−2η′ ‖−ϕ‖2,
dλ,w,0[ϕ] = λ2η′
〈
0G
2
w0ϕ,ϕ
〉+ λ2η〈0A2w0ϕ,ϕ〉,
and
dλ,w,+[ϕ] =
(
λ+ 2λ2−2η′)‖+ϕ‖2 + (λ2 + 2λ4−2η)〈+A2w+ϕ,ϕ〉.
We see so that, to get Theorem 3.1, we just need to prove that there exists λ0 > 0 and m =
m(λ0) ∈ ]0,1[ such that, for λ ∈ [0, λ0] and for ϕ ∈H, we have w-almost surely
dλ,w,−[ϕ]−m〈−Hλ,w−ϕ,ϕ〉, (A.38)
dλ,w,0[ϕ]m〈0Hλ,w0ϕ,ϕ〉 (A.39)
and
dλ,w,+[ϕ]m〈+Hλ,w+ϕ,ϕ〉. (A.40)
First, we prove the assertion (A.38). By the definition of −, we have
−H0− −δ−. (A.41)
This implies that the operator −H0−, acting on −(H2) is invertible. Furthermore, we know
that the operators Gw and A2w are H0-bounded uniformly on w. Then, there exist two constants
d1 > 0 and d2 > 0 (independent of w) such that
∥∥(−H0−)− 12 (A2w)(−H0−)− 12 ∥∥ d1
and
∥∥(−H0−)− 12 Gw(−H0−)− 12 ∥∥ d2.
Hence, for ϕ ∈H2, we have
∣∣〈−A2w−ϕ,ϕ〉∣∣−d1〈−H0−ϕ,ϕ〉 (A.42)
and
∣∣〈−Gw−ϕ,ϕ〉∣∣−d2〈−H0−ϕ,ϕ〉. (A.43)
Combining (A.42), (A.43) and (A.41), we obtain that for ϕ ∈H2,
〈−Hλ,w−ϕ,ϕ〉−
(
1 − d2λ− d1λ2
)
δ‖−ϕ‖2. (A.44)
As − is of finite energy and Gw is uniformly relatively H0-bounded, Gw− is a bounded
family of operators. Then, there exists d3 > 0 (independent on w) such that for ϕ ∈H, we have
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where m1(λ)= [d3(λ+ λ2 + 2λ4−2η)+ 2λ2−2η′ ]δ−1 · (1 − d2λ− d1λ2)−1.
We prove now the assertion (A.39). By definition of +,
+H0+  b0+, (A.45)
where b0 = inf{En0+1(θ), θ ∈ Td} > 0. This implies that +H0+, acting on +(H2) is in-
vertible.
We recall that the operators A2w and Gw are H0-bounded uniformly in w. Then, there exist
two constants e1 > 0 and e2 > 0 (independents of w) such that for ϕ ∈H2,∣∣〈+A2w+ϕ,ϕ〉∣∣ e1〈+H0+ϕ,ϕ〉 (A.46)
and
∣∣〈+Gw+ϕ,ϕ〉∣∣ e2〈+H0+ϕ,ϕ〉. (A.47)
Combining the relations (A.46), (A.47) and (A.45), we obtain that for ϕ ∈H2,
〈+Hλ,w+ϕ,ϕ〉
(
1 − e1λ2 − e2λ
)〈+H0−ϕ,ϕ〉 (A.48)

(
1 − e1λ2 − e2λ
)
b0‖+ϕ‖2. (A.49)
Then, we obtain the assertion (A.39) where m2(λ) = [(λ + 2λ2−2η′)b−1 + e1(λ2 + 2λ4−2η)] ·
(1 − e1λ2 − e2λ)−1.
Finally, we prove the assertion (A.40). Identifying L2(Td) to E0, we need just to prove for λ
sufficiently small that
〈hλ,wu,u〉L2(Td ) m3(λ)
[
λ2η
′ 〈fwu,u〉 + λ2η〈swu,u〉
]
for u ∈ L2(Td),
where fw = P ∗ϕn00G
2
w0Pϕn0 and sw = P ∗ϕn00A
2
w0Pϕn0 .
Using the partition of unity (χk)1km, linearity of Pϕn0 and Cauchy–Schwartz inequality,
we obtain for u ∈ L2(Td),
〈fwu,u〉L2(Td ) m
∑
1km
∥∥GwPϕn0 (χku)∥∥2
 2m
∑
1km
∥∥GwPϕ˜n0 (χku)∥∥2L2(Rd ) + 2m ∑
1km
∥∥GwPδϕn0 (√ξk χku)∥∥2.
By assertions (A.5) and (A.3) of Lemma A.1, there exists a constant K ′ > 0 such that for u ∈
L2(Td),
〈fwu,u〉L2(Td ) K ′
[ ∑ ∑
wγ
∣∣(̂χku)(γ )∣∣2 + ∑ 〈ξk,χku,χku〉L2(Td )
]
.1km γ∈Γ 1km
426 F. Ghribi / Journal of Functional Analysis 248 (2007) 387–427Thus, for u ∈ L2(Td),
〈(
λ2η
′
fw + λ2ηsw
)
u,u
〉
L2(T2)
 ρ(λ)
∑
1km
〈ξkχku,χku〉L2(Td ) + ρ(λ)
∑
1km
∑
γ∈Γ
wγ
∣∣(̂χku)(γ )∣∣2,
where ρ(λ) = K ′λ2η′ + K2λ2η . Clearly, for λ small, ρ(λ)  λ−1ρ(λ). Then, we obtain the as-
sertion (A.40) where m3(λ)= Cλρ(λ). Let m(λ)= sup1j3 mj(λ). As η (respectively η′) is a
real number chosen in ]1,2[ (respectively in ]1/2,1[), m(λ) converges to 0 as λ→ 0. This ends
the proof of Theorem 3.1.
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