We consider the extinction events of Galton-Watson processes with countably infinitely many types. In particular, we construct truncated and augmented Galton-Watson processes with finite but increasing sets of types. A pathwise approach is then used to show that, under some sufficient conditions, the corresponding sequence of extinction probability vectors converges to the global extinction probability vector of the Galton-Watson process with countably infinitely many types. Besides giving rise to a family of new iterative methods for computing the global extinction probability vector, our approach paves the way to new global extinction criteria for branching processes with countably infinitely many types.
Introduction
Multitype Galton-Watson branching processes (MGWBPs) are stochastic models describing the evolution of a population of individuals who live one unit of time and give birth to a random number of offspring that may be of various types. Each type may have a different progeny distribution, and individuals behave independently of each other. These processes have been studied extensively during the last decades; classical reference books include Harris [15] , Mode [23] , Athreya and Ney [1] , and Jagers [18] . MGWBPs have numerous applications and have been used to model important problems arising in biology, ecology, physics and even computer science. Recent books with special emphasis on applications are Axelrod and Kimmel [3] , and Haccou, Jagers and Vatutin [14] .
One of the main topics of research on MGWBPs, and on branching processes in general, is the characterisation of the probability that the population eventually becomes empty. We denote by q i the conditional extinction probability of the branching process, given that it starts with a single individual of type i, and we let q := (q i ). When the number of types is finite, it is well known that the vector q is the minimal non-negative solution of the fixed-point extinction equation,
where G(s) := (G i (s)) records the progeny generating function associated with each type. Most of the time this finite system of equations cannot be solved analytically, but the linear functional iteration algorithm or the quadratic Newton algorithm can be applied to compute q numerically. In addition, there is a well-established extinction criterion, namely q = 1 if and only if the Perron-Frobenius eigenvalue of the mean progeny matrix is less than or equal to one.
In contrast to the finite-type case, when there are infinitely many types we need to distinguish between different extinction events. We say that there is global extinction when the whole population becomes extinct, and q correspond to the probability vector for this event, and we refer to the event that every type becomes extinct as partial extinction, and denote its probability vector byq. In the context of branching random walks (BRWs), in which individuals are assigned locations instead of types, partial extinction is analogous to local extinction at every location. It is clear that global extinction implies partial extinction but the converse does not necessarily hold; indeed, it is possible for every type to eventually disappear while the total number of individuals approaches infinity (see for instance [16, Section 5] ). The vectors q andq both satisfy (1.1), where q is the minimal non-negative solution andq may or may not be equivalent to q.
Due to the challenges that arise when transitioning from a finite to a countably infinite type set, many of the questions that have been thoroughly explored in the finite setting remain open. Indeed, apart from the recent works of [21] and [28] on a restricted class of MGWBPs with linear fractional progeny generating functions, and of [16] on algorithmic techniques, scant attention has been paid to computational aspects of the infinite extinction probability vectors q andq. In addition, several authors have investigated conditions for q = 1 orq = 1, see for instance [6, 15, 16, 24, 25, 26, 30, 32, 33] ; however, while it has been well established that the convergence norm of the (infinite) mean progeny matrix provides a partial extinction criterion (see [27] ), the literature still lacks an easily applicable global extinction criterion that holds under mild conditions. Here we address the two problems in parallel by defining two new probabilistic tools: to each MGWBP with countably many types {Z n }, we associate (i) a sequence of truncated and augmented finite-type branching processes {Z (k) n } k≥1,n≥0 , which themselves naturally define (ii) an embedded branching process {S k } referred to as the seed process. The next two paragraphs provide an intuitive description of these two tools and their benefits.
For each k ≥ 1, the kth finite-type branching process {Z (k) n } is constructed pathwise on the same probability space as the original process {Z n } by replacing all types larger than k with a type randomly selected from the set {1, . . . , k} according to some distribution α (k) . The corresponding (finite) extinction probability vector is denoted byq (k) . In our main theorem (Theorem 1), we prove that, under some sufficient conditions on {Z n } (closely related to the dichotomy property) and on the sequence of replacement distributions {α (k) } k≥1 (similar to a tightness condition), the sequence {q (k) } k≥1 converges to the global extinction probability q. This result establishes a link between the extinction of non-singular irreducible finite-type branching processes and global extinction in the infinite-type setting. It has several implications. First, Theorem 1 extends the work in [16] , in which two monotone sequences of extinction probability vectors, {q (k) } k≥1 and {q (k) } k≥1 , are shown to converge respectively to q andq. These sequences were obtained by replacing all types larger than k either by an immortal type (yielding q (k) ), or by a sterile type (yieldingq (k) ), and the monotone convergence theorem was the main argument in the proof. In contrast, the new sequence {q (k) } is not necessarily monotone, and a completely different approach is required. From a computational point of view, the flexibility in the choice of the replacement distributions {α (k) } motivates the search for an optimal choice maximising the convergence rate, but this is out of the scope of this paper. Second, as a direct consequence of Theorem 1, we derive new sufficient conditions for q = 1 and q < 1. Such results could not be obtained using the sequences in [16] .
The seed process {S k } is an MGWBP evolving in a varying environment, that arises naturally when exploring the asymptotic behaviour of {q (k) }. It is constructed pathwise from the family of finite-type processes {Z (k) n } as follows: the individuals (or seeds) in the kth generation of {S k } correspond to the individuals in {Z n } which are replaced by a random type according to
The seed process is the fundamental ingredient in the proof of Theorem 1 but in addition, enjoys several interesting properties on its own. For example, {S k } almost surely becomes extinct if and only if global and partial extinction of the original process coincide. While in the present paper our interest in the seed process remains its application to the sequence {q (k) }, we lay the foundations for a subsequent paper [8] , in which properties of the seed process are exploited further, to yield, among other results, a global extinction criterion that applies to a class of branching processes referred to as lower Hessenberg.
Finally, we investigate the convergence properties of the sequence {q (k) } when the conditions on {α (k) } in Theorem 1 are not met. We consider (a) replacement by the last type, that is, α (k) = e k , and (b) replacement by a uniformly distributed type, that is, α (k) = 1/k and, one particular example that focuses on each case, Examples 2 and 3, respectively. In Example 2, we prove that the limit of the sequence {q (k) } does not always exist, and in Example 3, the limit does exist but may correspond to the partial extinction probabilityq. Example 2 highlights the sensitivity of the limit of {q (k) } under (a), whereas Example 3 demonstrates how alternative choices of {α (k) } may lead to contrasting asymptotic behaviour in {q (k) }.
The paper is organised as follows. The next section provides the background on MGWBP with countably many types. Section 3 focuses on the pathwise construction of the branching processes with corresponding extinction probabilities q (k) ,q (k) , andq (k) . In Section 4 we establish sufficient conditions for the convergence of {q (k) } to q, we study properties of the related seed process, and we prove the main theorem on the convergence of {q (k) }. In Section 5 we derive sufficient conditions for q = 1 and q < 1. Finally, in Section 6 we study the asymptotic behaviour of {q (k) } for replacement distributions that do not satisfy the conditions of our main theorem and provide some numerical illustrations. The pseudo-code for the computation of the global and partial extinction probabilities, and the proofs related to Examples 2 and 3 are provided in some appendices.
Preliminaries
Consider a multitype Galton-Watson process with countably infinite type set S = {1, 2, 3, . . . }. Throughout the paper we assume that the process initially contains a single individual, whose type will be denoted as ϕ 0 . The process then evolves according to the following rules:
(i) each individual lives for a single generation, and
(ii) at death it gives birth to r = (r 1 , r 2 , ...) offspring, that is, r 1 individuals of type 1, r 2 individuals of type 2, etc., where the vector r is chosen independently of all other individuals according to a probability distribution, p i (·), specific to the parental type i ∈ S.
Following Mode [23] we now give an equivalent but more formal construction of this process. This formulation differs slightly from the standard construction in Harris [15] and Jagers [19] but is useful, in particular, in defining the sequence of truncated and augmented processes in Section 3.
Consider the set of all possible individuals of the form i 1 j 1 , i 1 j 1 i 2 j 2 , . . . , i 1 j 1 i 2 j 2 . . . i n j n , . . . where i 1 j 1 i 2 j 2 . . . i n j n is a member of the nth generation and is the i n th child of type j n born to i 1 j 1 i 2 j 2 . . . i n−1 j n−1 . In other words, each individual in the nth generation belongs to the set J n = N × S n , and J = 0 ∪ ∞ n=1 J n contains all individuals. To each individual I ∈ J we associate a sample space Ω I made up of all infinite, non-negative, integer-valued vectors r I , with at most finitely many strictly positive entries, where r I represents the number of offspring of the various types produced by the individual. Let B I be the corresponding discrete σ-algebra, and let P I be the probability measure such that P I (B) = r I ∈B p i (r I ) if I is of type i, for all B ∈ B I . The sequence of probability spaces {(Ω I , B I , P I )} I∈J induces the product probability space (Ω, F, P) on which the Galton-Watson branching process with countably many types is defined. The elements ω ∈ Ω are of the form ω = (r I ; I ∈ J ). Let N (ω, I) = (N 1 (ω, I), N 2 (ω, I), . . . ) contain the number of offspring of each type generated by individual I. The individual I = i 1 j 1 . . . i n j n then appears in the population if and only if,
(2.1) For every individual I = i 1 j 1 . . . i n j n ∈ J n , let Z j (ω, I) = 1 if both j n = j and condition (2.1) are satisfied, and equal 0 otherwise. The population at generation n is then given by the vector Z n (ω) which has entries
In the sequel, we will often drop the dependence in ω when it is not contextually important, and refer to the branching process as {Z n } n≥0 . We let |Z n | := j∈S Z n,j be the total population size at generation n.
From the set of probability distributions {p i (·)} i∈S we define the progeny generating function G :
S , which has entries,
3)
The mean progeny matrix M is an infinite matrix whose entries are given by
where M ij can be interpreted as the expected number of type j children born to a parent of type i. We assume that the row sums of M are finite, that is, the expected total number of direct offspring of an individual of any type is finite. It is sometimes convenient to associate a graph to the mean progeny matrix whose set of vertices corresponds to the set of types S, and in which there is an oriented edge between nodes i and j with weight M ij if and only if M ij > 0. We shall refer later to this graph as the mean progeny representation graph. We say that there is a path from type i to type j if such a (directed) path exists in the mean progeny representation graph. The process {Z n } is irreducible if there is a path between every pair of nodes.
We distinguish between two types of extinction events: the global extinction event, {lim n→∞ |Z n | = 0}, corresponding to the event that the whole population eventually becomes extinct; and the partial extinction event, {∀l≥ 1 : lim n→∞ Z n,l = 0}, corresponding to the event that all types eventually become extinct. Note that in the finite-type case, both events are equivalent. The conditional global extinction probability vector, given the initial type, is q = (q 1 , q 2 , . . .), where
and the conditional partial extinction probability vector, given the initial type, isq = (q 1 ,q 2 , . . .), wherẽ
It is clear that global extinction implies partial extinction, that is, q ≤q. The vectors q andq are both solutions to the fixed point equation (1.1). Additionally, q is the minimal non-negative solution of (1.1), whereasq is not necessarily the minimal non-negative solution.
In our illustrative examples we shall make use of a process defined for any MGWBP V := {V n } n≥0 with type set S V ⊆ S, which was previously considered by [4, 9, 10] , among others. We refer to this process as the type-i branching process embedded with respect to {V n } n≥0 and denote it by {E (i) n (V )} n≥0 . The sample paths of {E (i) n (V )} are constructed from those of {V n : ϕ 0 = i} by taking all type-i individuals that appear in {V n } and defining the direct descendants of these individuals as their closest (in generation) type-i descendants in {V n }. The process {E (i) n (V )} evolves as a (single-type) Galton-Watson process whose extinction probability is equivalent to the probability that type i becomes extinct in {V n }. While we will use this fact directly in Example 1, it also implies that type i survives with positive probability in {V n } if and only if the mean number of offspring in {E
can be identified as the weighted sum of all first return paths to i in the mean progeny representation graph associated with the branching process {V n }. In the irreducible case, if
where ρ(M ) denotes the Perron-Frobenius eigenvalue of the mean progeny
where ν(M ) denotes the convergence norm of M ; see for instance [33] .
In the sequel we adopt the shorthand notation P i (·) := P(·|ϕ 0 = i) and E i (·) := E(·|ϕ 0 = i). For any k ≥ 1, we define the partition T k := {1, 2, ..., k} and T c k := {k + 1, k + 2, ...} of the set of types S = {1, 2, 3, ...}, and we let
be the first passage time to T c k . Note that for each ω ∈ Ω, {τ k (ω)} k≥1 forms a increasing sequence in k.
Pathwise construction of finite-type branching processes on (Ω, F , P)
In this section we construct the sequences of finite-type processes {Z
n } n≥0 on (Ω, F, P). The first two sequences were studied in [16] , while the latter has not been previously considered. This construction, which was not detailed in [16] , plays a key role in the remainder of the paper.
For each k ≥ 1, the realisations of {Z 
The condition of appearance of an individual in the truncated branching process is then the same as (2.1), replacing N j· (ω, I) byÑ (ii) all types in T c k die with no offspring; these types are said to be sterile.
We denote byq (k) the global extinction probability vector of {Z
n }. Since all types larger than k are sterile in {Z (k) n }, the truncated process behaves effectively like a finite-type branching process on the set of types {1, 2, . . . , k}.
It is clear thatq
(k) i = 1 for all i > k, so the computation ofq (k) reduces to solving a finite system of k equations. It was shown in [16] that the sequence {q (k) } is monotone decreasing and converges pointwise toq.
Similarly, for each k ≥ 1 the process {Z
n } is constructed pathwise from realisations of {Z n } by removing all individuals of type i ∈ T c k and their descendants, and replacing each pruned branch with an infinite line of descent made up of type ∆ individuals. More formally, for each ω ∈ Ω, the population size vector Z
As a consequence, in {Z (ii) all types in T c k are instantaneously replaced by the absorbing type ∆, which at each generation produces a single type ∆ progeny with probability one.
Once a type ∆ individual is born, {Z (k) n } does not become extinct. In this sense, individuals of type ∆ can be thought of as immortal. We denote by q (k) the global extinction probability vector of {Z (k) n }; it contains only finitely many non-zero entries since q
n } becomes extinct if and only if {Z n } becomes extinct before the birth of the first individual with a type in T c k . It was proved in [16] that the sequence {q (k) } is monotone increasing and converges pointwise to q.
For each k ≥ 1, we construct recursively the truncated and augmented branching process {Z (k) n } n≥0 for which (i) all types in T k have the same progeny distribution as the corresponding types in {Z n }, and
(ii) all types in T c k are instantaneously, and independently of each other, replaced by type X ∈ {1, ..., k} which is selected using the probability distribution α (k) . The replaced individual then generates new individuals according to the progeny distribution of its type.
To construct the sample paths of {Z (k) n } n≥0 we first augment the probability space (Ω, F, P) to carry the sequence of independent random variables {X (k) l (I)} l,k∈N,I∈J . For each k ≥ 1, these random variables take values in {1, . . . , k} and have probability distribution
) as the replacement type of the lth offspring of type strictly larger than k born to I for the re-
The condition of appearance of an individual in the truncated and augmented branching process is then the same as (2.1), replacing N j· (ω, I) byN
j· (ω, I), and the definition of the population size vectorZ
n } is given in Figure 3 for k = 2 and a specific ω ∈ Ω. Note that {Z (2) n } and {Z (2) n } are both functions of {Z n } whereas in {Z (2) n } there are two subtrees with root 1, constructed using information redundant in {Z n }, in place of the two sterile individuals in {Z (2) n }. We denote byq (k) the global extinction probability vector of {Z (k) n }. The vectorq (k) contains infinitely many entries, and is such that for all i > k,q
j ; this represents the probability that the daughter process of a replaced individual becomes extinct, and will be denoted by
j in the sequel. The computation ofq (k) again reduces to finding the extinction probability vector of a MGWBP with a finite type set. The pseudo-code for the computation of the three sequences {q (k) }, {q (k) }, and {q (k) } is provided in Appendix A.
The goal of the next section is to determine sufficient conditions for the convergence of the sequence {q (k) } k≥1 to q. Unlike the sequences {q (k) } and {q (k) }, the convergence of the sequence {q (k) } may not be monotone. We 
n } and {Z (2) n } corresponding to a specific realisation ω ∈ Ω. It is such that r 0 = e 2 + e 3 , r 12 = e 4 , r 13 = e 1 + e 4 , r 1311 = e 4 , r 1314 = e 2 + e 3 and r 1214 = r 131114 = r 131412 = r 131413 = 0 are used to construct {Z n }, {Z (2) n } and {Z (2) n }, and additionally X show in the next lemma that {q (k) } is however always caught between {q (k) } and {q (k) }.
Proof. From the pathwise construction of the branching processes, it is clear that
and the result follows.
Proof. The result is immediate by Lemma 1 since
A consequence of Corollary 1 is that, when it exists, the limit of the sequence {q (k) } can only overestimate the probability of global extinction. In Section 4.1, we illustrate a situation where q < lim k→∞q (k) <q.
Sufficient conditions for the convergence of {q
In this section, we assume that the sequence of replacement distributions {α (k) } satisfies a property slightly more general than tightness, that is, Assumption 1. There exist constants N 1 , N 2 ≥ 1 and a > 0, all independent of k, such that
Situations where Assumption 1 fails to hold include α (k) = e k and α (k) = 1/k. These special cases will be considered in Section 6. Replacement with a fixed type, however, satisfies Assumption 1; for example, when α (k) = e 1 , it holds with N 1 = 1, N 2 = 1 and a = 1. An example of sequence of replacement distributions satisfying Assumption 1 but which is not tight is α (k) = (a, 0, . . . , 0, 1 − a) for some 0 < a < 1.
A motivating example
Assumption 1 alone is not a sufficient condition for the convergence of {q (k) } to the global extinction probability q, as we illustrate in the next example in which individuals are replaced by type 1 with probability one. Example 1. Consider a two-parameter irreducible branching process {Z n } with countably many types where, at death, type-1 individuals produce a single type-2 individual with probability a > 0 and no offspring with probability 1 − a, and each type-i ∈ {2, 3, ...} individual produces a single type-(i + 1) offspring with probability one and a further Poisson(b i−1 ) type-1 individuals, where 0 < b < 1. The progeny generating function of this process is thus given by
and for i ≥ 2,
The corresponding mean progeny representation graph is shown in Figure 4 .1. We assume that the population initially contains a single individual of type 1. Note that the probability of global extinction is q 1 = 1−a and q i = 0 for all i ≥ 2. By irreducibility,q 1 is equal to the extinction probability of the embedded type-1 process, {E (1) n (Z)}, that is,q 1 is the minimal nonnegative solution to
where F (·) is the probability generating function (p.g.f) of a sum of countably infinitely many independent Poisson random variables with respective parameters b i−1 , for i ≥ 2, and is given by corresponds to the extinction probability of the type-1 process embedded with respect to {Z (k) n }. The progeny generating function of {E (1) n (Z (k) )}, that we denote by G 1,k (·), is given by
where
is the p.g.f of a Poisson random variable with parameter
Note that here we multiply aF k (x) by x to account for the type k + 1 descendant (instantaneously replaced by type 1) of each type 1 individual that has a type 2 offspring. By continuity of G 1,k (·), the limitq 1 := lim k→∞q
is the minimal nonnegative solution of
where F (x) is given in (4.1). The corresponding mean progeny
indicates thatq 1 = 1 if and only if a ≤ 1 − b, in which particular casesq 1 > q 1 = 1 − a. The middle panel in Figure 4 .2 shows the differenceq 1 − q 1 as a function of the parameter values. This highlights the fact that the sequence {q (k) } does not always converge to the global extinction probability q.
For completeness, we also provide in the right panel of Figure 4 .2 the differenceq 1 −q 1 as a function of the parameter values. From above, we have that if a ≤ 1 − b then q 1 <q 1 =q 1 = 1, so the sequence {q (k) } can potentially converge to the partial extinction probability.
The seed process
Example 1 illustrates the need to further explore the conditions under which {q (k) } converges to q as k → ∞. Observe that, for any k ≥ 1, we havē
where |S k | denotes the (finite) number of sterile types produced over the lifetime of {Z n } also dies (this occurs with probability q
n } dies after producing 1 ≤ x < ∞ sterile individuals, in which case {Z (k) n } dies with probability (α (k)q(k) ) x in the second stage of simulation.
Because q (k) → q, this generally indicates that in order for {q (k) } to converge to q, we need to avoid cases where there is a positive probability that the number of sterile individuals produced over the lifetime of {Z (k) n } remains positive and uniformly bounded for all k. This is not satisfied in Example 1 as, for any a < 1, 0 < b < 1 and for all k ≥ 1,
We defer a formal statement of this idea until Lemma 4 and now formally introduce the seed process {S k } k≥1 , defined from the paths of {Z 
Definition 1. The seed process {S
whereas, if lim n→∞Z
We take the convention that |S k | = 0 when {Z (k) n } does not become extinct in order to ensure that P i (|S k | < ∞) = 1 for all fixed i and k. It is not hard to show that {S k } forms a Markov chain on N ∞ . More precisely, {S k } is a branching process with countably many types, in which the progeny distribution depends on the generation (branching process in varying environment), and which can undergo total catastrophe. Such a total catastrophe happens at generation k + 1 in the seed process for some ω ∈ Ω ifZ (k) n (ω) becomes extinct whileZ (k+1) n (ω) survives. Like {Z n }, each outcome of {S k } can be represented as a tree. An illustration of this is given in Figure 4 .3 where an outcome of {Z n } is given along with the corresponding outcome of {S k }. Observe that in the nearest neighbour branching random walk, wheñ q = 1, the seed process reduces to the first modified process used in the proof of [11, Theorem 2.9]. In our generalised construction, when {Z n } dies, individuals in the kth generation of the seed process with type strictly greater than k + 1 produce only one exact copy of themselves, and the number of generations {S k } lives is equivalent to the largest type produced in {Z n }.
The seed process enjoys several other properties which will be exploited to prove Theorem 1 on the convergence of {q (k) } to q stated in the next subsection.
Lemma 2. The state 0 is absorbing for the seed process {S k }.
Proof. Suppose S k (ω) = 0 for some ω ∈ Ω. Then either lim n→∞ |Z
n (ω)| = 0. In addition, by construction,
Additionally, we obtain an expression for the probability that {S k } has reached the absorbing state by generation k in terms of the extinction probabilities of {Z (k) n } and {Z (k) n }:
Proof. By the same argument as in the proof of Lemma 2,
where the two events are mutually exclusive.
This provides us with a condition for the global and partial extinction probabilities to coincide, Corollary 2. For all i ≥ 1, the following two statements are equivalent
We rewrite equation (4.2) as
The next lemma formalises the discussion preceding Definition 1.
Lemma 4. Assume that there exists B < ∞ such that lim inf
If, in addition, {α (k) } satisfies Assumption 1 for some N 1 such that q j > 0 for all j ∈ {1, . . . , N 1 }, then lim inf k→∞q
Proof. Since q (k) j → q j > 0 for all j ∈ {1, . . . , N 1 }, there exists β > 0 and K ∈ N such that, for all k > K and j ∈ {1, . . . , N 1 }, q
≥ β for all k > K and all j ∈ {1, . . . , N 1 }.
It follows from Assumption 1 that for any
Then, by (4.5),
which completes the proof.
Lemma 4 suggests that the conditions we impose forq (k) → q should also be sufficient for {|S k |} to satisfy the dichotomy property, that is, with probability one, either |S k | → ∞ as k → ∞, or a value n exists for which |S k | = 0 for all k ≥ n. We impose a condition similar to, but more general than, the well known sufficient condition 'inf i q i > 0' for {|Z n |} to satisfy the dichotomy property (see [20, 14] ):
Observe that Assumption 2 is satisfied when lim inf i p i (0) > 0.
Lemma 5. Suppose Assumption 2 holds, then for all i ∈ S
Proof. By Assumption 2 there exist N 3 ∈ N and β > 0 such that q i > β for all i > N 3 , and by Lemma 3, P i (lim k→∞ |S k | = 0) ≥ q i for all i. Thus for all 1 ≤ i ≤ N 3 ,
and for all i > N 3 , P i (lim k→∞ |S k | = 0) ≥ β. Up to the possibility of a total catastrophe, the individuals in {S k } behave independently, hence for any |s 0 | ≤ x, we have
Combining Lemma 2 and Equation (4.6) with the fact that {S k } is a Markov chain, the result then follows from [20, Theorem 2].
In specific cases, the extinction probability of the seed process can be easier to analyse than that of the original branching process. In [8] we consider one such subclass of branching processes called lower Hessenberg where, by building upon the results of the present section, we are able to analyse the set of fixed points of the original process and derive necessary and sufficient conditions for its almost sure global extinction.
Convergence to global extinction
In this section, we state our result on the pointwise convergence of the sequence {q (k) } to the global extinction probability q. To obtain convergence, Equation (4.5) suggests that, conditionally on P(|S k | → ∞) > 0, one must show that α (k)q(k) is bounded away from 1 for all sufficiently large k. To prove this, we use a regenerative argument, which may break down for some replacement distributions α (k) , such as the ones presented in the next section.
For a fixed k, each seed in S k corresponds to a sterile individual produced over the lifetime of {Z (k) n }. To obtain {Z (k) n }, these seeds are replaced, independently of each other, by new individuals whose types follow the distribution α (k) , and whose daughter processes themselves may be thought of as producing an i.i.d. number of new seeds, and so on. Thus, the process formed by taking all 'replaced' individuals from {Z (k) n } which correspond to seeds, and connecting each of these individuals to its nearest replaced seed ancestor in {Z (k) n }, is a multitype Galton-Watson process on (Ω, F, P) with type space T k = {1, . . . , k}. We refer to this process as the embedded replacement process, and denote it as {Z (e,k) n } n≥0 . In {Z (e,k) n }, each child's type is chosen independently of the type of its parent and other siblings, and therefore the corresponding progeny generating function
We use the convention that Z (e,k) 0
0 , that is, we include the initial individual in Z (e,k) 0 regardless of whether it has been replaced. The embedded replacement process can be constructed pathwise for each ω ∈ Ω, but we omit the details here. Conditional on the initial type ϕ 0 ∈ T k , for each ω ∈ Ω we have |Z (e,k) 1 n } when k = 4 and α (4) = e 1 . In Figure 4 .4 the type 2 root is common to both processes and the black type-1 nodes represent individuals that have been replaced.
It is clear that if the embedded replacement process does not become extinct then neither does {Z
where q (e,k) is the extinction probability vector of {Z (e,k) n }. We are now in a position to prove our result on the pointwise convergence of the sequence {q (k) } to the global extinction probability q. (ii)q j = 1 for all j ∈ {1, . . . , N 1 }, and there is a path from any j ∈ {1, . . . , N 1 } to the initial type i.
In particular, if {Z n } is irreducible, then under Assumptions 1 and 2,
If {Z n } is irreducible, then (i) or (ii) immediately follows, but the converse is not true. Theorem 1 therefore holds in many reducible cases too. The conditions onq j are easy to verify since a simple criterion exists for partial extinction, see [16] .
Proof. By (4.5), we have for any fixed i ≥ 1, k ≥ 1, and for any arbitrary integer K ≥ 1,
Under Assumption 2, by Lemma 5 we get that for any K ≥ 1, 
We now prove that α (k)q(k) is bounded away from 1 for k sufficiently large whenever c i > 0, assuming (i) and (ii) separately.
Assume that (i) holds. Then there exists ε > 0 and L ≥ 1 such that for all j ∈ {1, . . . , N 1 }, and for all k ≥ L,q (k) j < 1 − ε. Therefore, by Lemma 1, for all j ∈ {1, . . . , N 1 } and k ≥ L, we haveq
where the last inequality follows from Assumption 1. With this, (4.11) becomes lim sup
and the result follows from Corollary 1 and by choosing K large enough.
Assume that (ii) holds. First observe that if c i = 0 for all i ≥ 1 in (4.11), then the result immediately follows. In the remainder of the proof we assume that there exists i ≥ 1 such that c i > 0, and we first show that this implies that c j > 0 for all j ∈ {1, . . . , N 1 }. Indeed, let θ i be the first time an individual of type i is born in {Z n }.
Then, by assumption, P j (θ i < ∞) > 0 for all j ∈ {1, . . . , N 1 }. Next, we have
In addition, if the process starts with one type-j individual and generates a type-i individual before a seed, then the total number of seeds would be larger than K if the type-i individual itself generates more than K seeds, that is,
so that
Note that here we use the assumptionq j = 1 to avoid the possibility of total catastrophe in the seed process. As k → ∞, the last inequality becomes c j ≥ c i P j (θ i < ∞) > 0, as required.
Now that we have shown c i > 0 for some i ≥ 1 implies c j > 0 for all j ∈ {1, . . . , N 1 }, it remains to show that c i > 0 implies α (k)q(k) is bounded away from 1 for k sufficiently large. Since c j > 0, it follows that for any ε > 0 there exists an integer W j depending on K such that for all k > W j ,
(4.12)
Let W = max 1≤j≤N 1 {W j }, and c = min 1≤j≤N 1 {c j } > 0. With reference to (4.7) and (4.12), we observe that for any k ≥ {W, N 1 , N 2 }, the process {Z (e,k) n : ϕ 0 ∈ {1, . . . , N 1 }} is then stochastically larger than the branching process {Z (e,k,2) n } n≥0 with type set T N 1 := {1, . . . , N 1 } and progeny generating function
This corresponds to the branching process in which each individual has K offspring with probability c − ε and 0 offspring otherwise, then the types of the offspring are assigned independently according to the possibly defective distribution (α
) and individuals not assigned a type are immediately killed. Since G (e,k,2) i (·) is independent of i, {|Z (e,k,2) n |} n≥0 behaves like a single-type Galton-Watson process, that is, it is locally isomorphic to a single-type branching process (see [33, Definition 4.2] ). Combining this with the fact that by Assumption 1,
(e,k,2) n |} is stochastically larger than the single-type branching process {Z (e,3) n } n≥0 with progeny generating function
By taking K > 2/(a(c − ε)) in order to bound the mean progeny of {Z (e,3) n } away from 1, we obtain q (e,k) j ≤ q (e,k,2) j ≤ q (e,3) < 1 − γ for any k ≥ max{W, N 1 , N 2 }, j ∈ {1, . . . , N 1 }, and for some γ > 0. Using the same argument as the one used when assuming (i) holds, we obtain α (k) q (e,k) < 1 − γa, and therefore by (4.8),
for k sufficiently large, which proves the result.
5. Conditions for q < 1 and q = 1
Theorem 1 establishes a relationship between extinction of finite-type branching processes and global extinction of infinite-type branching processes. We now directly exploit this link and well-known results on finite-type branching processes in a first attempt to derive sufficient conditions for q = 1 and q < 1. Throughout this section we assume that {Z n } and {α (k) } satisfy the conditions of Theorem 1.
For k ≥ 1, letM (k) denote the kth north-west truncation of the mean progeny matrix M , and let x (k) be the k×1 vector such that x
This leads to a neat sufficient condition for almost sure global extinction.
Corollary 3 implies that if lim inf
Conversely, one may expect that lim inf k ρ(M (k) ) > 1 implies q < 1, however, this is not necessarily the case. Indeed, [33, Example 4.4] corresponds to a case where lim inf k ρ(M (k) ) ≥ 2 and q = 1. Additional higher moment conditions are therefore required. We impose the following condition.
is the progeny generating function corresponding to {Z (k) n }. We now provide sufficient conditions for q < 1.
Proposition 1. Under Assumption 3, if {α
(k) } is such that (i) there exists B 2 < ∞ independent of i, j, k such thatv
Proof. Observe that if there exists
By the Taylor expansion formula in [2, Corollary 3], we have for any 1 ≤ i ≤ k and 0 < θ < 1,
Theorem 1 and (ii) we then obtain q i < 1 − θb.
Observe that if there exists ε > 0 such thatM
Proposition 1 leads naturally to sufficient conditions for the entries of q to be uniformly bounded away from 1.
Proof. Following the arguments in the proof of Lemma 1, there exists θ > 0 such that q i < 1 − θb/c for all i ≥ 1.
Theorem 4 of [30] is similar to Corollary 4, however it requires ν(M ) > 1 which is known to be sufficient forq < 1. Note that repeating the same arguments with the sequence {q (k) } instead of {q (k) } leads to a result similar to [30, Theorem 4] since the sequence of spectral radii of the mean progeny matrices corresponding to {Z In both Examples 2 and 3, when q <q = 1, the former is satisfied but the latter is not.
Examples and relaxations of Assumption 1
Theorem 1 proves thatq (k) → q for a large class of replacement distributions {α (k) }.
In this section we demonstrate that when {α (k) } is chosen so that Assumption 1 does not hold, the sequence {q (k) } exhibits a range of asymptotic behaviours. Indeed, we show that its limit does not necessarily exist (Example 2), or does not necessarily converge to q (Example 3). The proofs of the results pertaining to these examples are gathered in Appendix B. These results are related to those in [12, 13, 17] , where the algorithmic computation of the stationary distribution of a recurrent infinite state Markov chain was considered. n } has the mean progeny representation graph given in Figure 6 .1; when k is even, there is an equivalent graph. We consider the type-k process {E with mean progeny m E
that we denote bym (k) for short. The limit of the sequence {m (k) } does not generally exist, however its limit superior and inferior are finite when ac ≤ 1/4, as we show in the next lemma. Proposition 2. Consider the branching process described in Example 2. Assume that d > 1 and that α (k) = e k . Then lim k→∞q (k) = q when ac > 1/4. Additionally,q = 1 if and only if ac ≤ 1/4, and when this is satisfied,
In Figure 6 .2 we plotq 
However, in this caseq 1 = q 1 = 1 and thus the limit ofq (k) exists.
Observe that for the branching process described in Example 2, Proposition 2 implies that when α (k) = e k , then lim inf k→∞q (k) = q. The next example indicates that when α (k) = 1/k and inf i q i > 0, there is not always a subsequence ofq (k) that converges to q.
Example 3 (Replacement with a uniform type). For ease of notation, in this example we use the type set S = {2, 3, 4, . . . }. Suppose p, ε ∈ (0, 1) and 3pε 2 < 1, and consider the following progeny distribution:
and for i ≥ 3,
The corresponding mean progeny representation graph is shown in Figure (ii) if p > 1/3 then q < 1, and
When p > 2/3, one can show thatm (k) → ∞; while this impliesq (k) < 1 for all k large enough, it alone does not rule out the case whereq (k) → 1. We now give a numerical example to further explore the cases 1/3 < p < 2/3 and p > 2/3.
In Figure 6 .4 we plot the first entry of each sequence of extinction probability vectors for the branching processes described in Example 3 with ε = 1/2 and two different values of p. In the upper panel of Figure 6 .4 we let p = 1/2. In this case, 1/3 < p < 2/3 and in agreement with Proposition 3 we havē q
In the lower panel we take p = 7/9. In this case, p > 2/3, and Proposition 3 does not provide any information about the convergence ofq (k) 1 , however, simulations indicate thatq
Appendix A. Computational aspects
The three sequences of extinction probabilities {q (k) }, {q (k) }, and {q (k) } defined in Section 3 are easy to implement in practice, as we show now. Since the convergences q (k) → q,q (k) →q, andq (k) → q (under the assumptions of Theorem 1) are pointwise, in order to evaluate the ith entry of the desired extinction probability vector, the chosen sequence of approximating vectors should be computed for k ≥ i.
, and let ε be some predetermined tolerance error. For any i ∈ S, the pseudocode for the numerical computation of q i orq i depends on the function 
, which determines which of the three sequences is used: the length of each first return path is even, the total number of positive and negative increments of each first return path is equal and each first return path alternates between odd and even states. Hence,
The infinite series converges when ac ≤ 1/4 and diverges when ac > 1/4. In addition, when ac ≤ 1/4,
which gives the result. We first turn our attention to cases (i) and (ii). Observe that the number of first return paths to k of any fixed length is monotone increasing with k. This means that the sequences {m (2k+1) } and {m (2k) } are monotonically increasing with respect to k. Due to the repetitive structure of the progeny distributions and the relative weakness of type 1 with respect to other odd types, we also haveq An equivalent result holds when we take the limit over the even values of k. Use of the fact that lim k→∞ q (k) → q and Lemma 6 then provides the result.
Consider now case (iii). We apply Proposition 4.5 in [16] , which states that if there exists λ ≤ 1 and a row vector x > 0 such that x1 < ∞ and xM ≤ λx, then q = 1. We let x = (x i ) i≥1 with x i = ( √ d) (−1) i x 1−i for some x > 0. In this case, xM ≤ x is equivalent to cx 2 +a ≤ x, that is, x belongs to the interval [(1 − √ 1 − 4ac)/2c, (1 + √ 1 − 4ac)/2c]. Moreover, x > 1 ensures x1 < ∞. It follows that whenever 1 < (1 + √ 1 − 4ac)/2c, there exists an x satisfying both conditions, which implies thatq = q = 1.
Proof of Proposition 3. To prove (i), we consider the type-2 k process embedded with respect to {Z (2 k ) n : ϕ 0 = 2 k }, and calculate its mean number of offspring, denoted bym (2 k ) , for k ≥ 1. We tackle this by computing the weighted sum of all first return paths to node 2 k in the mean progeny representation graph illustrated in Figure 6 .3, which we alter by removing all nodes greater than 2 k to account for the corresponding types being sterile in {Z ends with the edge 2 k−1 → 2 k . Additionally, the remainder of each path (or the midsection) can be partitioned into the first return paths that were summed to obtainm (2 k−1 ) . That is, for the purpose of calculatingm We can then prove by induction thatm (2 k ) = ε 2 k−1 3p, which leads tom (2 k ) < 1 for all k ≥ 1 since, by assumption, 3pε (2 k−1 ) ≤ 3pε 2 < 1. Combining this with the fact that for all k ≥ 2, {Z
n } is irreducible, we obtainq (2 k ) = 1 for all k ≥ 1. Since {2 k } k≥1 is an infinite subsequence of N, the result then follows from the fact that lim k→∞q (k) =q.
We now prove (ii). If p > 1/3, then there exists γ > 0 such that p = 1/3 + γ, and there exist an integer N and a constant 0 < C < 3γ such that 3p(1−3pε i/2 ) = (1+3γ)(1−3pε i/2 ) > 1+C for all i ≥ 2 N (since 3pε i/2 becomes arbitrarily close to 0 as i increases). By disregarding all types j such that j ≤ 2 N or j / ∈ {2 k } k≥2 it can be shown that {|Z n | : ϕ 0 = 2 N } is stochastically greater than the Galton-Watson process with progeny generating function G(s) = (1/3 + C/3)s 3 + (2/3 − C/3). Since G (1) > 1, we have q 2 N < 1. The result follows from irreducibility.
