Decay Semigroups for the Resonances of Quantum Mechanical Scattering
  Systems by Baumgärtel, Hellmut
ar
X
iv
:0
90
9.
11
74
v2
  [
ma
th-
ph
]  
27
 A
pr
 20
10
Decay Semigroups for the Resonances of Quantum
Mechanical Scattering Systems
Hellmut Baumga¨rtel
Mathematical Institute, University of Potsdam
Am Neuen Palais 10, PF 601553
D-14415 Potsdam, Germany
e-mail: baumg@uni-potsdam.de
Abstract
For selected classes of quantum mechanical Hamiltonians a canonical as-
sociation of a decay semigroup is presented. The spectrum of the generator
of this semigroup is a pure eigenvalue spectrum and it coincides with the set
of all resonances. The essential condition for the results is the meromorphic
continuability of the scattering matrix onto C \ (−∞, 0] and the rims R− ± i0.
Further finite multiplicity is assumed. The approach is based on an adaption of
the Lax-Phillips scattering theory to semi-bounded Hamiltonians. It is applied
to trace class perturbations with analyticity conditions. A further example is
the potential scattering for central-symmetric potentials with compact support
and angular momentum 0.
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1 Introduction
The basic topic of this paper is the mathematical theory of quantum mechanical
resonances which can be traced back to the origin of scattering theory in quantum
mechanics. In quantum scattering systems bumps in cross sections often can be
described by Breit-Wigner formulas like E → c((E−E0)2+(Γ/2)2)−1 which associate
a ”resonance” at energy E with halfwidth Γ/2. If the scattering matrix E → S(E)
is assumed to have a simple pole E0 − iΓ/2 in the lower half plane near the real
axis then the scattering cross section can be approximately described by a Breit-
Wigner formula . Therefore resonances are associated with poles of the analytic
continuation of the scattering matrix into the lower half plane across the positive half
line and usually these poles are called resonances (see e.g. [1,2,3]). In principle, the
investigation of the resonances requires explicit knowledge of the scattering matrix
S(·). It depends on the Hamiltonian H , if the so-called ”unperturbed” Hamiltonian
is assumed to be fixed. In general it is difficult to obtain properties of the analytic
structure of S(·) directly. A second difficulty is to assign to such a pole in a rigorous
way a ”state of finite lifetime” such that it is an eigenstate to that pole as eigenvalue
of a (non-selfadjoint) operator closely related to the quantum Hamiltonian. These
facts caused a distinguished history of the theory of resonances.
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A well-known approach, the so-called Aguilar-Balslev-Combes-Simon(ABCS)-
theory (see e.g. [4,5,6]) starts with a modification of the definition of resonances to
be the poles of the analytic continuation of all matrix elements (f, RH(z)g), RH(z)
the resolvent of H, f, g ∈ A a dense set of vectors in the Hilbert space, from the
upper half plane across the positive half line into the lower half plane. This modi-
fication is due to the fact that there is a connection between the scattering matrix
and the resolvent of the Hamiltonian H such that in many cases the poles of these
matrix elements can be shown to be identical with the resonances. The approach
aims then essentially at Schro¨dinger Hamiltonians H , for example on L2(R3), and
their dilatation transforms U(Θ)HU(Θ)−1, which can be controlled explicitly, where
the dilatation transformation is given by (U(Θ)f)(r) := e3Θ/2f(eΘr). Then the asso-
ciated non-selfadjoint operator is given by the dilatation transform of H .
A second approach aims to the characterization of the resonances by spectral
properties of H directly. It is successful if there is a special holomorphic operator
function F (·), defined on C \ [0,∞), depending on H such that the negative (real)
eigenvalues λ of H are characterized by the condition kerF (λ) ⊃ {0}. For example
this is true for trace class perturbations. If F (·) can be analytically continued into the
lower half plane across the positive real line then possible positive eigenvalues and also
the resonances ζ are characterized by the same condition kerF (ζ) ⊃ {0}. This shows
the close relationship of resonances to eigenvalues (see e.g. [7], see also [8]). It can be
improved by construction of an extension of H by means of an appropriate Gelfand
triplet. Then the resonances appear as the eigenvalue spectrum of this extension,
where the mentioned (continued) condition leads to a kind of ”boundary condition”
for the generalized eigenvalue problem. As a by-product this approach solves the
problem to associate the right Gamov vectors to resonances (for the concept Gamov
vector see [9]), because the corresponding eigenvectors of a resonance ζ turn out to be
specific ones whose coefficients are well-defined by the (continued) characterization
condition for ζ (see [10], [11]).
A third approach is based on the application of the famous Lax-Phillips(LP)-
scattering theory [12] to quantum mechanical resonance problems. At first sight it
seems that this theory is unsuitable for such an application because the Hamiltonians
in this theory have necessarily absolutely continuous spectrum of constant multiplicity
coinciding with the whole real line. However, the advantage in the ”classical” LP-
theory (where outgoing and incoming subspaces are orthogonal) is that the second
difficulty, mentioned above, is overcome in a most convincing way, because in this case
the associated non-selfadjoint operator A is the generator of a strongly continuous
contractive semigroup for t ≥ 0 tending to 0 for t → ∞ such that the set of all
resonances coincides with the eigenvalue spectrum of A in the lower half plane and
the corresponding eigenvectors for a resonance ζ are given explicitly by vectors of
the form E → k(E − ζ)−1 (Gamov vectors), where k is from the multiplicity Hilbert
space and depends on the scattering matrix.
The general LP-theory can be considered as a special part of the abstract scatter-
ing theory, where the unperturbed operator is the multiplication operator M on the
Hilbert space L2(R,K, dλ) on the whole real line and K is the (separable) multiplicity
Hilbert space, dimK ≤ ∞; the admissible Hamiltonians generate unitary evolutions
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with the well-known outgoing and incoming subspaces. On the other hand, the
Hamiltonians H of quantum systems are often semibounded, where the absolutely
continuous spectrum is [0,∞) with constant multiplicity such that the unperturbed
Hamiltonian, without loss of generality, can be assumed to be the multiplication op-
erator M+ on a Hilbert space L
2(R+,K, dλ). These facts suggest the question under
which conditions on quantum mechanical scattering systems {H,M+} the character-
ization problem for resonances can be solved by a modification or adaption of the
successful methods of the LP-theory.
There are also other approaches for the application of the ”classical” LP-theory
to quantum resonance problems. An example is the approach of Strauss-Horwitz-
Eisenberg ([13], see also [14]). They consider the ”physical” Hilbert space H of
quantum mechanics as the multiplicity Hilbert spaces Kt of the LP-theory, where
Kt := U(t)H and U(·) is the unitary quantum evolution, where it is used that the
multiplicity Hilbert spaces Kt are all isomorphic.
This paper presents a solution of the problem to associate to the given Hamil-
tonian H and to its resonances a non-selfadjoint operator such that the eigenvalue
spectrum of this operator coincides with the set of all resonances by an adaption of
methods of the general LP-theory (see [12]). In fact, like in the ”classical” LP-theory,
this operator is the generator of a so-called decay semigroup associated to H . The
focus of the consideration is a pure conceptual one, there are no direct computa-
tional consequences. The procedure is carried out for Hamiltonians H satisfying the
following basic properties:
(i) H is semi-bounded with absolutely continuous spectrum coinciding with [0,∞)
and of constant finite multiplicity,
(ii) together with a so-called ”free” Hamiltonian it forms an asymptotically com-
plete scattering system whose scattering matrix is meromorphically continuable
into C \ (−∞, 0] and it is meromorphic also on the rims R− ± i0.
First, in Section 2, it is pointed out that it is sufficient to solve the problem for
Hamiltonians H whose absolutely continuous part together with the ”free” Hamilto-
nian M+, the multiplication operator on a Hilbert space H+ := L2(R+,K), form an
asymptotically complete scattering system, where K is the multiplicity Hilbert space.
It is assumed that dimK < ∞. A theorem of Wollenberg is quoted which ensures
that there are no existence problems w.r.t. condition (ii).
Second, in Section 3, several derived spectral invariants of M+ are introduced,
for example the so-called time-asymptotic(TA-) semigroups and their adjoints, one of
them is called the characteristic semigroup. This step uses a distinguished isometry
between H+ and the corresponding Hardy space H2+(R,K). The first result in this
context is due to [15]. The construction of the isometry uses generalizations and
improvements due to [16] and [17] and the polar decomposition of bounded operators.
The decisive step, the basic idea of the adaption, is described in Section 4: The
association of an invariant subspace of the characteristic semigroup, depending on
the scattering matrix of the scattering system {H,M+}. In this connection the ”clas-
sical” LP-case appears only as a special case, the constructions require more general
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invariant subspaces of the characteristic semigroup. Its restriction to this invariant
subspace is a strongly continuous contractive semigroup which tends strongly to zero
for t→∞, whose generator B+ depends only on the scattering matrix S(·).
In Section 5 the spectrum of B+ is calculated under slightly different additional
assumptions. In every case the result is that the spectrum of B+ is a pure eigenvalue
spectrum which coincides with the set of all resonances. The cases S(λ + i0) =
S(λ− i0) and S(λ+ i0) 6= S(λ− i0) for λ < 0 are treated separately because they are
completely different. As an example for the second case the potential scattering for
a central-symmetric potential with compact support and angular momentum l = 0 is
considered (for this example see [10]).
In Section 6 it is shown that a class of trace-class perturbations with special
analyticity properties satisfy the assumptions of Theorem 3. In this case the condition
dimK < ∞ is dipensable. Also special generalized Friedrichs models, considered in
[11], satisfy these assumptions.
2 Asymptotically complete scattering systems
In the following H and H0 are selfadjoint operators (Hamiltonian and unperturbed
Hamiltonian) on a separable Hilbert space H, which are semibounded with abso-
lutely continuous spectrum which coincides with [0,∞) and of constant multiplicity
m, 1 ≤ m ≤ ∞. The absolutely continuous subspaces are denoted by P acH and
H0, respectively. Then H0 H0 is unitarily equivalent to the multiplication operator
M+ on the Hilbert space H+ := L2(R+,K), where dimK = m. Let Φ on H and
Φ0 on H0 be unitaries realizing spectral representations of H and H0 H0, respec-
tively. ThenΦ0e
itM+ = eitH0Φ0, −∞ < t <∞ holds. If {H,H0} is an asymptotically
complete scattering system then the wave operators s-limt→±∞e
itHe−itH0 exist and
are isometries from H0 onto P acH. The (unitary) scattering operator S acts on H0.
Then Φ0SΦ
−1
0 acts on H+ and commutes with eitM+ , i.e. it acts by the (unitary)
scattering matrix R+ ∋ λ→ S(λ) ∈ L(K) on H+ and the operators S(λ) are unitary.
ΦΦ−10 is an isometry from H0 onto P acH. Then the systems {Φ−1HΦ,Φ−10 H0Φ0} and
{Φ−1HΦ,M+} coincide because of M+ = Φ−10 H0Φ0. The scattering operator of this
system coincides with the S-matrix-function. Therefore, without loss of generality
we can restrict the consideration to scattering systems {H,M+} acting on H+ ⊕ E ,
where E corresponds to the space H ⊖H0. Recall for these systems the solution of
the inverse problem:
THEOREM 1 (Wollenberg). To every unitary operator S on H+ with
SeitM+ = eitM+S, −∞ < t <∞,
there is a selfadjoint operator H on H+ such that {H,M+} is an asymptotically
complete scattering system whose scattering operator coincides with S.
For the proof see [18] (see also [19]). The description of all solutions of the inverse
problem (see e.g. [19]) shows that M+ and S form a complete system of spectral
invariants of the Hamiltonian H in this context. Theorem 1 ensures that to every
unitary operator S whose scattering matrix satisfies condition (ii) of Section 1 there
is a corresponding selfadjoint operator H .
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3 Derived spectral invariants of M+
3.1 Semigroups on the Hardy spaces
First we collect some basic facts on Hardy spaces and fix notation. Let H :=
L2(R,K, dλ) and H2± := H2±(R,K) the Hardy subspaces. The projections Q± onto
H2± are given by
H ∋ f → Q±f(z) := ± 1
2πi
∫ ∞
−∞
f(λ)
λ− z dλ, z ∈ C±.
Further let P± be the projections
H ∋ f → P±f(λ) = χR±(λ)f(λ).
Then P±H = L2(R±,K, dλ) =: H±. We use the Fourier transformation in the form
Ff(λ) :=
1√
2π
∫ ∞
−∞
e−iλxf(x)dx.
Then
Q± = FP∓F
−1.
Next we introduce the so-called shift evolution on H :
(T (t)g)(x) := g(x− t), g ∈ H.
The subspaces H∓ = P∓H are in/out subspaces for T :
T (t)H− ⊆ H−, t ≤ 0,
and
T (t)H+ ⊆ H+, t ≥ 0.
The spectral representation Tˆ of T is realized by the Fourier transformation:
Tˆ (t) := FT (t)F−1, t ∈ R.
We use the denotation Tˆ (t) = e−itM where M is the multiplication operator on H,
Mf(λ) := λf(λ), f ∈ H.
M is the generator of the (unitary) group Tˆ (·). The same denotation we use in
the following for the contractive semigroups which occur in the paper to indicate its
generator. Therefore, the subspaces Q±H = H2± are in/out subspaces for e−itM :
e−itMH2+ ⊆ H2+, t ≤ 0,
and
e−itMH2− ⊆ H2− t ≥ 0.
In other words, we have the relations
e−itMQ+ = Q+e
−itMQ+ t ≤ 0, (1)
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and
e−itMQ− = Q−e
−itMQ− t ≥ 0.
This means that the unitary evolution group
R ∋ t→ e−itM
generates in the Hardy subspaces H2± strongly continuous isometric semigroups
e−itM H2+ = e−itA+ , t ≤ 0, (2)
and
e−itM H2− = e−itA− , t ≥ 0, (3)
where the operators A±, defined on the Hardy spaces H2±, are the generators of these
semigroups. Their spectral structure is well-known:
PROPOSITION 1. The generator A± is maximally symmmetric, i.e. there is no
symmetric extension of A±. It satisfies the following properties:
(i) domA± = {f ∈ domM ∩H2± : Mf ∈ H2±} and
(A±f)(z) = zf(z), z ∈ C±, f ∈ domA±.
(ii) For ζ ∈ C± the image (ζ −A±)domA± is a subspace and coincides with
Nζ := {f ∈ H2± : f(ζ) = 0},
(iii) The deficiency space
Dζ := H2± ⊖Nζ
is given by
Dζ = {f ∈ H2± : f(z) :=
k
(z − ζ) , k ∈ K}.
(iv)
specA± = cloC±, resA± = C∓.
For the proof see e.g. [20]. Further we need an improvement of relation (ii) of
Proposition 1.
LEMMA 1. Let {(ξj, gj), j = 1, ...r} ⊂ C+ × N and Nξ,g := {f ∈ H2+ : f (mj )(ξj) =
0, mj = 1, 2, ...gj, j = 1, 2, ...r}. Then
(i) Nξ,g ⊂ H2+ is a subspace and
(ii) the orthogonal complement H2+ ⊖Nξ,g of Nξ,g is given by
clo spa {f ∈ H2+ : f(z) :=
k
(z − ξj)mj
, mj = 1, 2, ...gj, j = 1, 2..., r, k ∈ K}.
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The proof follows closely that of [16] using the more general identity
∫ ∞
−∞
(
k
(x− ξ)m , g(x))dx =
∫ ∞
−∞
1
(x− ξ)m (k, g(x))dx =
2πi
m!
(k, g(m−1)(ξ))
for g ∈ H2+.
Later we use only the semigroup (2) in the form
t→ T+(t) := eitM H2+ = eitA+ , t ≥ 0. (4)
Its adjoint semigroup is of special interest. (1) implies
Q+e
−itMQ+ = Q+e
−itM , t ≥ 0. (5)
Therefore,
T+(t)
∗ = Q+e
−itM H2+ =: C+(t). (6)
PROPOSITION 2. The semigroup R+ → C+(t) has the following properties:
(i) It is strongly continuous and contractive, C+(t) = e
−itC+ , t ≥ 0, the generator
C+ is closed on H2+, domC+ is dense and C+ ⊂ resC+.
(ii) domC+ consists of all f ∈ H2+ such that there is an associated k ∈ K and the
function g(λ) := λf(λ) + k is from H2+. In this case (C+f)(λ) = λf(λ) + k.
(iii) C+ = A
∗
+,
(iv) C+(t)(f)(z) =
1
2πi
∫∞
−∞
e−itλ
λ−z
f(λ)dλ, f ∈ H2+.
(v) One has s-limt→∞e
−itC+ = 0.
For the proof see [20]. We call the semigroup C+(·) the characteristic semigroup. The
spectral structure of its generator C+ is given in
PROPOSITION 3. The generator C+ has the following properties:
(i) resC+ = C+,
(ii) The eigenvalue spectrum of C+ coincides with C−, i.e. a real-valued point cannot
be an eigenvalue,
(iii) The eigenspace of the eigenvalue ζ ∈ C− is given by the subspace
Eζ :=
{
f ∈ H2+ : f(z) :=
k
z − ζ , k ∈ K
}
,
and one has
C+(t)f = e
−itζf, f ∈ Eζ.
For the proof see e.g. [20].
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3.2 Transfer of the semigroups to H+
By means of the projections P+ and Q+ a distinguished isometry between H+ andH2+
can be constructed. According to results of Kato [16] and Halmos [17] the properties
(i) the subspaces P+H and Q±H are subspaces in generic position (in the sense of
Halmos), i.e.
P+H ∩Q+H = P+H ∩Q−H = P−H ∩Q+H = P−H ∩Q−H = {0},
(ii) ‖P+ −Q±‖ = 1
imply that the submanifolds M± := P+H2± ⊂ H+ are dense in H+. Furthermore,
they are in/out manifolds for e−itM+ :
e−itM+M+ ⊆M+, t ≤ 0
and
e−itM+M− ⊆M− t ≥ 0.
Note that the intersection
M+ ∩M−
is infinite-dimensional (whether it is dense in H+ is an open question).
PROPOSITION 4. There is a distinguished isometry between H2+ and H+ given
by the operators
R : H2+ → H+, R∗ : H+ →H2+,
where
R := sgn (P+Q+) H2+. (7)
and sgn (P+Q+) means the partial isometry in the polar decomposition of P+Q+.
Proof. The polar decomposition of P+Q+ in H reads
P+Q+ = (P+Q+P+)
1/2 sgn (P+Q+),
and sgn (P+Q+) is a partial isometry with initial projection Q+ and final projection
P+ (note that P+H2+ ⊂ H+ is dense in H+). ✷
Using the isometry R : H2+ → H+ we transfer the semigroups
T+(t) = e
itM H2+, C+(t) = Q+e−itM H2+, t ≥ 0
into subgroups on H+ by the transformation
T˜+(t) := RT+(t)R
∗, C˜+(t) := RC+(t)R
∗, t ≥ 0, (8)
such that T˜+(·) and T+(·), also C˜+(·) and C+(·) are unitarily equivalent, as well as
the corresponding generators. Further C˜+(·) remains the adjoint semigroup of T˜+(·).
The semigroups (8) are derived spectral invariants of M+. So far the scattering
matrix S(·) is not yet into the play. In the next section it is shown that there are
invariant subspaces of C˜+(·) resp. of C+(·), depending only on S(·) such that the
spectrum of the generator of this restricted semigroup can be characterized by the
resonances. Because of the mentioned unitary equivalence of C˜+(·) and C+(·) one
can study the spectral invariant properties of these semigroups by the study of C+(·)
which acts on the Hardy space H2+.
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4 Invariant subspaces of T+(·) and C+(·)
According to Section 2(ii) the scattering matrix S(·) of the scattering system {H,M+}
is assumed to be a holomorphic unitary operator function R+ ∋ λ → S(λ) which is
meromorphically continuable into C \ (−∞, 0] including the rims R− ± i0.
By M+ ⊆ H2+ we denote the linear manifold of all f ∈ H2+ such that there is a
function g ∈ H2+ with
f(z) := S(z)g(z), z ∈ C+. (9)
The linear manifold of all g ∈ H2+ satisfying
sup
y>0
∫ ∞
−∞
‖S(x+ iy)g(x+ iy)‖2Kdx <∞, (10)
is denoted by N+. According to the Paley-Wiener theorem, this means that for the
the function (9) s-limy→+0 f(λ+ iy) =: f(λ+ i0) exists a.e. and it is from H2+. That
is, one can write briefly, without ambiguity, M+ = SN+. For example, if S(·) is
holomorphic on C+ and ‖S(z)‖ ≤ 1 there, then N+ = H2+ and M+ = SH2+.
Note that N+ is invariant w.r.t. the multiplication with eitz , i.e. if g ∈ N+, i.e.
(10) is true then z → eitzg(z) satisfies (10), too, because
‖S(z){eitzg(z)}‖K = ‖eitzS(z)g(z)‖K ≤ ‖S(z)g(z)‖K, z ∈ C+.
Obviously, linear submanifolds N of N+ which are invariant w.r.t. multiplication
with eitz yield linear submanifoldsM := SN which are invariant w.r.t. the semigroup
T+(·):
LEMMA 2. Let the linear submanifold N ⊆ N+ be invariant w.r.t. multiplication
with eitz. Then the linear manifoldM := SN is invariant w.r.t. the semigroup T+(·).
Proof. Let f ∈ M. Then (T+(t)f)(λ) = eitλf(λ) and there is a g ∈ N satisfying
(9). Then
eitzf(z) = eitzS(z)g(z) = S(z){eitzg(z)}, z ∈ C+,
and the function z → eitzg(z) is from N , i.e. T+(t)f ∈M for all t ≥ 0. ✷
For the orthogonal complement H2 ⊖M one obtains
LEMMA 3. The subspaceH2+⊖M is invariant w.r.t. the characteristic semigroup
C+(·).
Proof. Let g ∈ M and f ∈ H2+ ⊖M. Then
(C+(t)f, g) = (Q+e
−itMf, g) = (f, eitMg)
and eitMg ∈ M, hence (f, eitMg) = 0 for all g ∈ M and C+(t)f ∈ H2+ ⊖M for all
t ≥ 0. ✷
This means that the restriction of the characteristic semigroup to invariant sub-
spaces T := H2+ ⊖ M is again a strongly continuous contractive semigroup. We
denote the generator of these restrictions by B+,
C+(t) T =: e−itB+ , t ≥ 0.
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Note that Proposition 2(v) implies
s-limt→∞ e
−itB+ = 0.
The generator B+ depends on the scattering operator, B+ = B+(S) and, of course,
on the choice of the subspace T which we call an admissible subspace. In the fol-
lowing section the spectrum of B+ is calculated in selected cases under additional
assumptions for S.
5 Results
The first additional conditions for S(·), assumed throughout in the following, are
(iii) The scattering matrix S(·) has no mutually complex conjugated poles in
C \ (−∞, 0] including the rims R− ± i0), i.e. if ζ ∈ C− is a pole of S(·) then it
is holomorphic at ζ ∈ C+.
(iv) S(·) has at least one pole in the lower half plane.
The conditions (iii) and (iv) ensure that admissible subspaces T are not {0}.
LEMMA 4. Let ζ ∈ C− be a pole of S(·). Then ker S(ζ)∗ ⊃ {0}. Let k ∈ ker S(ζ)∗,
i.e. S(ζ)∗k = 0. Further let T := H2+ ⊖M be an admissible subspace. Then e ∈ T
where
e(λ) :=
k
λ− ζ .
Proof. Obviously e ∈ H2+. Let g(z) := S(z)f(z) where g ∈M, f ∈ N . Then
(e, g) =
∫ ∞
−∞
(
k
λ− ζ , g(λ+ i0)
)
K
dλ =
∫ ∞
−∞
1
λ− ζ (k, g(λ+ i0))Kdλ
= 2πi(k, g(ζ))K
= 2πi(k, S(ζ)f(ζ))K
= 2πi(S(ζ)∗k, f(ζ))K = 0
for all f ∈ N , i.e. for all g ∈M, i.e. e ∈ T . ✷
Note that so far the case M+ = {0} is not excluded. In this case there is no
proper restriction of the characteristic semigroup, i.e. T = H2+.
As mentioned in the introduction, the cases
S(λ+ i0) = S(λ− i0), λ < 0 (11)
and S(λ + i0) 6= S(λ − i0) for λ < 0 are completely different. For example, in the
first case, considered in Subsection 5.1, there are necessarily no poles on the negative
half line. In the second case poles on the rims R− ± i0 are not excluded. Especially
these cases are of interest because poles on the upper rim indicate the existence of
eigenvalues of H (see e.g. examples in potential scattering). This case is presented
in Subsection 5.2, where we assume that there are no poles on the upper half plane
but finitely many poles on the rims R− ± i0.
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5.1 The case S(λ+ i0) = S(λ− i0) for λ < 0
In this case we use (ii)(iii), and (iv). Note that in this case S(·) is well-defined and
meromorphic on the unique sheet C \ {0}. Thus we can put S(λ ± i0) =: S(λ) also
for λ < 0. It is unitary also on the negative half line, i.e. without poles there. That
is, in this case
R ∋ λ→ S(λ)
is a unitary operator function on K on the whole real line defining a unitary operator
on H which we denote, without ambiguity, by S. Further we assume
(v) There are at most finitely many poles of S(·) in the upper half plane, S(·) is
bounded at z = 0 and there is a constant R > 0 such that the poles ly inside
the semi-circle {z ∈ C+ : |z| < R} and
sup
{z∈C+:|z|>R}
‖S(z)‖ =: K <∞.
Note that (v) implies that in the present case (11) S(·) is holomorphic at z = 0, too.
In this case one obtainsM+ ⊃ {0}. We denote these poles in C+ by ξ1, ξ2, ..., ξr. The
order of the pole ξj is gj.
LEMMA 5. Let Nξ,g ⊂ H2+ be the subspace of Lemma 1. Then SNξ,g ⊂ H2+, i.e.
SNξ,g ⊆M+. (12)
Proof. Let p be the polynomial p(λ) := Πrj=1(λ − ξj)gj . Then z → p(z)S(z) is
holomorphic on C+ and if f ∈ Nξ,g then f(z) = p(z)g(z) where g ∈ H2+. Then an
easy calculation shows that z → S(z)f(z) = p(z)S(z)g(z) is from H2+. ✷
Note that in this case the linear manifold SNξ,g in (12) is a subspace. Note
further that the subspace Nξ,g is invariant w.r.t. the multiplication with the function
z → eitz because this function does not vanish everywhere. In the following we choose
the admissible subspace T := H2+ ⊖ SNξ,g.
THEOREM 2. Assume conditions (iii),(iv),(v) and (11). Then {0} ⊂ T ⊂ H2+.
The spectrum specB+ ⊆ C− ∪R of the generator B+ of the restriction of the charac-
teristic semigroup onto T is described as follows:
(i) If ζ ∈ C− then ζ ∈ resB+ iff S(ζ)∗ is invertible, i.e. if (S(ζ)∗)−1 = S(ζ) exists,
i.e. if S(·) is holomorphic at ζ .
(ii) If ζ ∈ C− then ζ is an eigenvalue of B+ iff ker S(ζ)∗ ⊃ {0}, i.e. if ζ is a pole
of S(·), i.e. if ζ is a resonance. The corresponding eigenvectors are given by
eζ,k(λ) :=
k
λ− ζ , k ∈ ker S(ζ)
∗.
(iii) If λ ∈ R then λ ∈ resB+.
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That is, the eigenvalue spectrum of B+ coincides with the set R of all resonances
and R = specB+.
Proof. First we prove (ii). Let ζ ∈ C− be an eigenvalue of B+ and e a correspond-
ing eigenvector. Now ζ is necessarily also an eigenvalue of C+, the generator of the
characteristic semigroup. Thus there is a vector k ∈ K such that
e(λ) =
k
λ− ζ .
Since e ∈ T this means that it is orthogonal w.r.t. SNξ,g. That is, we obtain for all
g ∈ Nξ,g
0 =
∫ ∞
−∞
(
k
λ− ζ , S(λ)g(λ)
)
K
dλ =
∫ ∞
−∞
1
λ− ζ (k, S(λ)g(λ))dλ
= 2πi(k, S(ζ)g(ζ))K
= 2πi(S(ζ)∗k, g(ζ))K.
The vectors g(ζ) exhaust K, because, for example, the functions
g(z) =
p(z)
(z + i)g+1
k, k ∈ K,
are from Nξ,g. Therefore S(ζ)∗k = 0 follows. The converse is obvious.
(i) Let ζ ∈ C− and assume that S(ζ)−1 exists. Then we have to prove that
ζ ∈ resB+. Since ker S(ζ)∗ = {0} hence ζ is not an eigenvalue of B+ it follows that
(B+ − ζ1l)−1 exists. Therefore it is sufficient to show that ima (B+ − ζ1l) = T . Let
g ∈ T . Then we have to construct a function f ∈ domB+ with (B+−ζ1l)f = g. That
is f ∈ H2+⊖SNξ,g and f ∈ domC+ and this means that we have to construct a vector
k0 ∈ K such that the function λ → λf(λ) + k0 is from H2+ and orthogonal to the
subspace SNξ,g. Then B+f(λ) = λf(λ)+k0 and we have to prove λf(λ)+k0−ζf(λ) =
g(λ) or
f(λ) =
g(λ)− k0
λ− ζ .
Obviously, in any case one has f ∈ H2+. Now g is orthogonal to SNξ,g or S∗g is
orthogonal to Nξ,g. This means S∗g = Q−(S∗g) + P (S∗g), where P denotes the
projection onto H2+ ⊖Nξ,g. Then
S(λ)∗f(λ) =
S(λ)∗g(λ)− S(λ)∗k0
λ− ζ =
Q−(S
∗g)(λ)− S(λ)∗k0
λ− ζ +
P (S∗g)(λ)
λ− ζ . (13)
We put h(z) := Q−(S
∗g)(z). This function is holomorphic on the lower half plane
hence h(ζ) exists and we fix k0 by k0 := (S(ζ)
∗)−1h(ζ). Then S(ζ)∗k0 = h(ζ). Thus
the first term on the right hand side of (13) is holomorphic at z = ζ hence it is fromH2−
and a fortiori orthogonal to Nξ,g. Concerning the second term note that the function
u(z) := 1
z−ζ
does not vanish on C+, hence Nξ,g is invariant w.r.t. multiplication with
u, i.e. uNξ,g ⊆ Nξ,g. This implies u(H2+ ⊖ Nξ,g) ⊆ H2+ ⊖ Nξ,g. Thus the second
term is orthogonal to Nξ,g, too. Therefore we obtain from (13) that f ∈ H2+ ⊖ Nξ,g
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and ζ ∈ resB+. Conversely, let ζ ∈ resB+. One has to show that (S(ζ)∗)−1 exists.
Assume, on the contrary, that S(ζ)∗ is not invertible. Then ker S(ζ)∗ ⊃ {0} and
therefore, according to (ii), ζ is an eigenvalue of B+, a contradiction.
(iii) Let µ0 ∈ R. One has to show µ0 ∈ resB+. µ0 is a point of the spectrum of
the characteristic semigroup C+(·) but it is not an eigenvalue hence, a fortiori, not an
eigenvalue of B+, too. Thus (B+−µ01l)−1 exists. The assertion is ima (B+−µ01l) = T .
Let g ∈ T . Then S∗g is orthogonal to Nξ,g, i.e.
S(λ)∗g(λ) = Q−(S
∗g)(λ) + P (S∗g)(λ) (14)
Recall Lemma 1(ii). Since there are only finitely many poles ξj there is an ǫ > 0 such
that the functions
z → k
(z − ξj)mj
(15)
are holomorphic even on C+ − iǫ. Therefore they can be considered as elements of
the Hardy space H2+ where the ”real line” is shifted to R− iǫ and the closure of the
span of the functions (15) is a subspace of this Hardy space. This implies that the
second term of (14) is holomorphic on R ∪ C+. From (14) we obtain
g(λ)− P (S∗g)(λ) = S(λ)Q−(S∗g)(λ). (16)
The left hand side of (16) is holomorphic in the ”upper neighborhood” of µ0 and
the right hand side is holomorphic in its ”lower neighborhood”. Then, according to
”Schwarzsches Spiegelungsprinzip” it follows that g is holomorphic at µ0. The next
step corresponds to that in (i): We have to choose a k0 ∈ K such that the function
f(λ) := g(λ)−k0
λ−µ0
is an element of T . We put k0 := g(µ0). Then
R ∋ λ→ f(λ) := g(λ)− g(µ0)
λ− µ0 (17)
is holomorphic at λ = µ0, too. First, f ∈ H2+. We have to show that S∗f is orthogonal
to Nξ,g. For this reason we put
fǫ(λ) :=
g(λ)− g(µ0)
λ− (µ0 − iǫ) , ǫ > 0.
Obviously, fǫ ∈ H2+, s-limǫ→+0fǫ = f and also s-limǫ→+0S∗fǫ = S∗f . We calculate
with an arbitrary u ∈ Nξ,g
(S∗fǫ, u) =
∫ ∞
−∞
(
Q−(S
∗g)(λ) + P (S∗g)(λ)− S(λ)∗g(µ0)
λ− (µ0 − iǫ) , u(λ)
)
K
dλ
=
∫ ∞
−∞
1
λ− (µ0 + iǫ)(Q−(S
∗g)(λ), u(λ))Kdλ+
∫ ∞
−∞
1
λ− (µ0 + iǫ)(P (S
∗g)(λ), u(λ))Kdλ
−
∫ ∞
−∞
1
λ− (µ0 + iǫ)(S(λ)
∗g(µ0), u(λ))Kdλ.
For the first and the third term on the right hand side we obtain∫ ∞
−∞
1
λ− (µ0 + iǫ)(Q−(S
∗g)(λ), u(λ))Kdλ = 2πi(Q−(S
∗g)(µ0 − iǫ), u(µ0 + iǫ)) (18)
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and∫ ∞
−∞
1
λ− (µ0 + iǫ)(S(λ)
∗g(µ0), u(λ))dλ = 2πi(g(µ0), S(µ0 + iǫ)u(µ0 + iǫ))K. (19)
For the second term note that
∫ ∞
−∞
1
λ− (µ0 + iǫ)
(
k
(λ− ξ)r , u(λ)
)
dλ = 2πi
(
k
(µ0 − iǫ− ξ)r
, u(µ0 + iǫ)
)
where ξ denotes one of the poles of S(λ) in the upper half plane. Note further that
these functions λ → k
(λ−ξ)r
generate the subspace H2+ ⊖Nξ,g. Thus for this term we
obtain∫ ∞
−∞
1
λ− (µ0 + iǫ)(P (S
∗g)(λ), u(λ))dλ = 2πi(P (S∗g)(µ0 − iǫ), u(µ0 + iǫ)). (20)
Putting together the results (18),(19),(20) we have
(S∗fǫ, u) = 2πi(S(µ0 − iǫ)∗g(µ0 − iǫ)− S(µ0 + iǫ)∗g(µ0), u(µ0 + iǫ))).
Taking the limit ǫ→ +0 we obtain (S∗f, u) = 0 for all u ∈ Nξ,g, i.e. f ∈ T . ✷
EXAMPLE 1. A simple example for this case is given by the asymptotic complete
scattering system {H,M} on H := L2(R) where H := M + (h, ·)h and h(λ) :=
(π(λ2 + 1))−1/2, i.e. ‖h‖ = 1. Then
S(λ) =
λ+ i
λ− i ·
λ− 1− i
λ− 1 + i
with the poles ξ := i and ζ := 1 − i. (Of course there is H+ on L2(R+) such that
{H+,M+} is an asymptotic complete scattering system with the same scattering
matrix, restricted to R+). In this case Nξ is the subspace of all Hardy functions f
with f(i) = 0 and SNξ = N1+i the corresponding subspace where f(1 + i) = 0.
Further T = Ceζ where eζ(λ) = 1λ−ζ , i.e. T is one-dimensional and the semigroup
C+(t) T acts as multiplication by e−itζ . The vector k0 for eζ is simply −1.
5.2 The case S(λ+ i0) 6= S(λ− i0) for λ < 0
In many quantum mechanical scattering systems of physical interest the scattering
matrix is not a unique analytic function on C but its Riemann surface has several
sheets. For example, in the case of potential scattering it is often that of z1/2, i.e.
there are two sheets, where the physical scattering matrix lives on R+ of the first
sheet and its inverse on R+ of the second sheet, i.e. for every z 6= 0 the values of
S(·) on the two sheets are mutually inverse. Further it occurs often that there are
no poles in the upper half plane of the first sheet but there are poles of S(·) on the
upper rim R−+ i0 due to the existence of eigenvalues of H and poles (resonances) in
the lower half plane of this sheet.
Therefore in this section we focus on the property
S(λ+ i0) 6= S(λ− i0), λ < 0 (21)
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and omit the complication of poles in the upper half plane but assume the existence
of (finitely many) poles on R− + i0. (21) implies
S(λ− i0)−1 = S(λ+ i0)∗, λ < 0,
i.e. in this case the scattering matrix cannot be unitarily extended onto the negative
half line. We assume, as before, (ii),(iii),(iv). (v) is replaced by
(v’) S(·) is holomorphic on the upper half plane, there are finitely many poles on
the upper rim R− + i0, S(·) is bounded at z = 0 and there is a constant R > 0
such that the poles ly inside the semi-circle {z ∈ C+ : |z| < R} and
sup
{z∈C+:|z|>R}
‖S(z)‖ := K <∞.
We choose the admissible subspace T := H2+⊖M+. Also in this caseM+ = SN+ ⊃
{0}.
LEMMA 6. Let p be the polynomial p(λ) := Πrj=1(λ + aj)
gj , aj > 0, where
−a1,−a2, ...− ar are the poles of S(· + i0) on R− + i0 and gj ∈ N denotes the order
of the pole −aj . Then all functions v(·) of the form
v(λ) :=
p(λ)
(λ+ i)g
w(λ), w ∈ H2+, (22)
where g is the order of the polynomial p, are elements of N+.
Proof. Obvious because of v ∈ H2+, z → p(z)S(z) is holomorphic on the upper
half plane including the rim R− + i0, bounded at z = 0, hence
sup
{z∈C+:|z|≤R}
‖p(z)S(z)‖ <∞ (23)
and
‖S(z)v(z)‖ ≤ K‖v(z)‖, |z| > R. ✷
In this context the spectrum of the generator B+ of the restriction of the char-
acteristic semigroup onto T coincides again with the set of all resonances like in
Theorem 2.
THEOREM 3. Assume conditions (iii),(iv),(v’) and (21). Then T := H2+ ⊖M+
is admissible and {0} ⊂ T ⊂ H2+. The spectrum specB+ ⊂ C− ∪R of B+ is described
as follows:
(i) If ζ ∈ C− then ζ is an eigenvalue of B+ iff ker S(ζ)∗ ⊃ {0}, i.e. if ζ is a pole
of S(·), i.e. if ζ is a resonance. The corresponding eigenvectors are given by
eζ,k(λ) :=
k
λ− ζ , k ∈ ker S(ζ
∗
).
(ii) If ζ ∈ C− then ζ ∈ resB+ iff S(ζ)∗ is invertible, i.e. if (S(ζ)∗)−1 = S(ζ) exists,
i.e. if S(·) is holomorphic at ζ .
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(iii) If µ ∈ R then µ ∈ resB+
Proof. The proof of (i) is similar as that of (ii) in Theorem 2. Now e ∈ T means
that e is orthogonal w.r.t. SN+. That is, for all v ∈ N+ we obtain again
0 =
∫ ∞
−∞
(
k
λ− ζ , S(λ)v(λ)
)
K
dλ = 2πi(S(ζ)∗k, v(ζ))K,
but again the vectors v(ζ) exhaust K, e.g. choose w(λ) := k
λ+i
in (22).
(ii) Let ζ ∈ C− and assume that S(ζ)−1 exists. Then the assertion is ζ ∈ resB+.
The first arguments follow the lines of the proof of (i) in Theorem 2. Then, again for
g ∈ T one has to construct k0 ∈ K such that the function
f(λ) :=
g(λ)− k0
λ− ζ (24)
is an element of T . According to (22) we have for all w ∈ H2+
∫ ∞
−∞
(
g(λ), S(λ+ i0)
p(λ)
(λ+ i)g
w(λ)
)
K
dλ =
∫ ∞
−∞
(
p(λ)
(λ− i)g)S(λ+ i0)
∗g(λ), w(λ)
)
K
dλ = 0,
(25)
where the function
R ∋ λ→ h−(λ) := p(λ)
(λ− i)gS(λ+ i0)
∗g(λ) (26)
is an element of L2(R,K), because, according to (v’) and (23), we have
sup
λ∈R
‖ p(λ)
(λ− i)gS(λ+ i0)
∗‖ <∞.
Now (25) implies h− ∈ H2−. This gives, note that S(λ− i0) = S(λ + i0) = S(λ) for
λ > 0,
g(λ) =
(λ− i)g
p(λ)
S(λ− i0)h−(λ). (27)
The right hand side of (27) is meromorphic on C−, the left hand side is holomorphic
on C+. According to ”Schwarzsches Spiegelungsprinzip” this means that g is mero-
morphic on R \ {0} with poles at most at the poles of S(· − i0) and at the zeros of
p(·). But g ∈ H2+ and poles are not locally square integrable hence g is holomorphic
on R \ {0}. Then (26) and (v’) imply that g is holomorphic at z = 0, too. Therefore,
g(·) is meromorphic on C, possible poles are the poles of S(·) in C−.
Because of (24) we have f ∈ H2+. It is required that f ∈ T . This means∫ ∞
−∞
(f(λ), u(λ+ i0))Kdλ = 0
for all u ∈M+ = SN+, i.e. u(z) = S(z)v(z), z ∈ C+, v ∈ N+ or∫ ∞
−∞
1
λ− ζ (g(λ), u(λ+ i0))K dλ =
∫ ∞
−∞
1
λ− ζ (k0, u(λ+ i0))Kdλ. (28)
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In particular (28) holds for all u := Sv where v ∈ N+ is of the form (22). Inserting
these u into the right hand side of (28) one obtains the term
2πi
(
k0, S(ζ)
p(ζ)
(ζ + i)g
w(ζ)
)
K
, (29)
and for the left hand side the term
∫ ∞
−∞
1
λ− ζ
(
p(λ)
(λ− i)gS(λ+ i0)
∗g(λ), w(λ)
)
K
dλ =
∫ ∞
−∞
1
λ− ζ (h−(λ), w(λ))Kdλ (30)
= 2πi(h−(ζ), w(ζ))K.
Since the values w(ζ) exhaust K (28) is satisfied iff
h−(ζ) =
p(ζ)
(ζ − i)gS(ζ)
∗k0. (31)
Therefore, putting
k0 :=
(ζ − i)g
p(ζ)
(S(ζ)∗)−1h−(ζ) = g(ζ),
(28) is satisfied for all v ∈ N+. Finally we show that with this k0 equation (28) is
also true for all u ∈M+. For the right hand side of (28) we obtain the expression
2πi(k0, u(ζ))K = 2πi(k0, S(ζ)v(ζ))K. (32)
The function λ → (g(λ), u(λ + i0))K of the integrand on the left hand side is a
scalar L2-function on R which is analytically continuable onto C+ by C+ ∋ z →
(g(z), S(z)v(z))K. Note that g(·) has poles on C−. However
(g(z), S(z)v(z))K = (S(z)
∗g(z), v(z))K = (S(z)
−1g(z), v(z))K
and, according to (27), we have
S(z)−1g(z) =
(z − i)g
p(z)
h−(z), z ∈ C−, (33)
which is holomorphic there. Therefore the left hand side of (28) is given by
2πi
(
(ζ − i)g
p(ζ)
h−(ζ), v(ζ)
)
K
,
hence because of (31) it coincides with (32) and (B+−ζ1l)f = g is true, i.e. ζ ∈ resB+.
(iii) Let µ0 ∈ R. The assertion is µ0 ∈ resB+. As in the proof of (iii) in Theorem
2 to every g ∈ T we have to construct k0 ∈ K such that the function
f(λ) :=
g(λ− k0
λ− µ0
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is an element of T , i.e. orthogonal w.r.t. M+. According to (27) the function g is
holomorphic on R. Therefore we put k0 := g(µ0). Then f is holomorphic at µ0, too
and f ∈ H2+. As before we introduce the functions
fǫ(λ) :=
g(λ)− g(µ0)
λ− (µ0 − iǫ) .
Then fǫ ∈ H2+ and s-limǫ→+0fǫ = f . We calculate th integral
∫ ∞
−∞
(
g(λ)− g(µ0)
λ− (µ0 − iǫ) , u(λ+ i0)
)
K
dλ =
∫ ∞
−∞
1
λ− (µ0 + iǫ)(g(λ), u(λ+i0))Kdλ−
∫ ∞
−∞
1
λ− (µ0 + iǫ)(g(µ0), u(λ+i0))Kdλ (34)
for all u ∈M+, u := Sv, v ∈ N+. For the second term in (33) we obtain
2πi(g(µ0), u(µ0 + iǫ))K = 2πi(g(µ0), S(µ0 + iǫ)v(µ0 + iǫ))K, (35)
and for the first term, using once more (33),
2πi(S(µ0− iǫ)−1g(µ0− iǫ), v(µ0+ iǫ))K = 2πi(g(µ0− iǫ), S(µ0+ iǫ)v(µ0+ iǫ))K. (36)
Taking the limit ǫ→ +0 the left hand side of (34) tends to (f, u) and the right hand
side to 0. Thus f ∈ T . ✷
EXAMPLE 2. An example for the case (21) and Theorem 3 is given by the poten-
tial scattering with a real-valued central-symmetric potential with compact support
and zero angular momentum. In this case K = C and the (scalar) scattering matrix
is given by
S(E) :=
F (−k)
F (k)
E > 0, E = k2, k > 0,
where k → F (k) denotes the so-called Jost function which is an entire function of k
such that the Riemann surface of S(·) is that of √E. In this case S(·) is holomorphic
in the upper half plane (of the first sheet), poles on the upper (and lower) rim R−± i0
are possible (zeros of F (·) on the imaginary axis) and the resonances are the zeros of
F (·) on the lower half plane (fourth quadrant). For example in the case of the square
well potential there are at most finitely many poles on the rims R−± i0. Also (iii) of
Section 5 is satisfied (for details see e.g. [10]). The eigenspace for the resonance ζ of
the transformed semigroup t→ Re−itB+R∗ is given by Ceζ where
eζ := R
{
1
· − ζ
}
, S(ζ) = 0.
18
5.3 Decay properties
Recall that, without restriction of generality, S(·) can be considered as the scattering
matrix of the asymptotically complete scattering system {H,M+} acting on H+ (see
Section 2). That is, the quantum mechanical evolution, restricted to the absolutely
continuous subspace, is given by the unitary evolution group
R ∋ t→ e−itH (37)
and the corresponding ”free” evolution by t → e−itM+ , both acting on H+. On the
other hand, as a counterpart, the set of resonances R causes the existence and leads
to the construction of the semigroup R+ ∋ t→ Re−itB+R∗, acting on H+, too. It can
be considered as the Decay Semigroup, associated with the evolution (37), such that
specB+ = R. However, this correspondence raises the problem to study the time
dependence of the semigroup compared to that of the free or unperturbed evolution
in more detail, especially in view of the transition probabilities of states.
For example, let
eζ,k(λ) := R
{
k
· − ζ
}
, S(ζ)∗k = 0,
be the transformed eigenvector of the eigenvector k
·−ζ
of ζ w.r.t. the semigroup e−itB+
on T ⊂ H2+. Then
‖eζ,k‖H+ =
∥∥∥∥∥ k· − ζ
∥∥∥∥∥
H2
+
.
The transition probability w.r.t. the unperturbed evolution is
|(eζ,k, e−itM+eζ,k)H+ |2 =
∣∣∣∣∣∣
(
R
k
· − ζ , e
−itM+R
k
· − ζ
)
H+
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
(
k
· − ζ , R
∗e−itM+R
k
· − ζ
)
H2
+
∣∣∣∣∣∣
2
,
where t → R∗e−itM+R is the transform of the unperturbed evolution from H+ onto
the Hardy space H2+. On the contrary, the transition probability w.r.t the decay
semigroup is given by
|(eζ,k, Re−itB+R∗eζ,k)H+ |2 =
∣∣∣∣∣∣
(
k
· − ζ , e
−itB+
k
· − ζ
)
H2
+
∣∣∣∣∣∣
2
=
∣∣∣∣∣
(
k
· − ζ , e
−itM k
· − ζ
)
H
∣∣∣∣∣
2
= exp(−2t|Im ζ |)‖eζ,k‖2H+ .
In the third term of this equation the unperturbed evolution e−itM appears, however
w.r.t. the whole real line. That is, if the scattering matrix is a univalent function of
the energy parameter as a complex one (see Subsection 5.1), i.e. if the unperturbed
Hamiltonian M+ can be extended to M onto H then the transition probability w.r.t.
the semigroup can be considered as usual, w.r.t. to the extended evolution e−itM .
Essentially this is the case of the LP-theory (apart from the fact that the ”classical”
theory deals with only the case that S(·) is holomorphic on the upper half plane
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which corresponds to the orthogonality of the in/out-subspaces). In the multivalent
case (see Subsection 5.2) the problem is to compare the unitary evolution e−itM+
acting on H+ with the evolution Re−itB+R∗, in particular the transition probabilities
of the eigenvectors eζ,k of the decay semigroup for resonances ζ , i.e. to estimate the
difference
|(eζ,k, e−itM+eζ,k)H+|2 − exp(−2t|Im ζ |)‖eζ,k‖2H+ , t > 0,
or for certain intervals of t. The conceptual characterization of the set of all reso-
nances as the spectrum of the decay semigroup which is canonically associated to
the scattering system {H,M+} and to its scattering operator can be considered as a
type of time-dependent characterization. All the more such estimations are revealing,
however the presented characterization itself does not contribute to this problem.
REMARK. In the paper it is assumed that the multiplicity is finite. The proof of
similar results for the case dimK =∞ requires additional considerations, for example
because in this case ker S(ζ)∗ = {0} does not imply that this operator is bounded
invertible.
The properties of B+ stated in Theorems 2 and 3 are also true if S(·) has finitely
many poles on C+ as well as finitely many poles on R− ± i0. In this case one has to
combine the arguments in the proofs of those theorems. The conjecture is that the
results are also true if there is a denumerable set of poles in C+.
6 Trace class perturbations with analyticity con-
ditions
In this section a special class of trace class perturbations is presented such that the
assumptions of Theorem 3 are satisfied.
Let V be a selfadjoint trace operator on H+ which is factorized by
V = BA∗ = AB∗ (38)
where A and B are Hilbert-Schmidt operators acting on an auxiliary Hilbert space
F . The image spaces imaA and imaB are assumed to generate H+ w.r.t. M+. A
and B act by Hilbert-Schmidt operator valued functions A(·), B(·) from F into K by
(Af)(λ) := A(λ)f, (Bf)(λ) := B(λ)f, f ∈ F .
Then
‖A‖22 =
∫ ∞
0
‖A(λ)‖22dλ, ‖B‖22 =
∫ ∞
0
‖B(λ)‖22dλ
and ∫ ∞
0
‖A(λ)∗B(λ)‖1 ≤ ‖A‖2 · ‖B‖2,
where ‖ · ‖1, ‖ · ‖2 denote the trace and Hilbert-Schmidt norm, respectively. Then
T (z) := A∗R0(z)B =
∫ ∞
0
A(λ)∗B(λ)
z − λ dλ, z ∈ C>0 := C \ [0,∞), (39)
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is a trace class valued holomorphic operator function, where R0(z) = (z1l −M+)−1.
Note that
(1l− A∗R0(z)B)−1 = 1l+ A∗R(z)B, z ∈ C+ ∪ C−, (40)
where R(z) := (z1l−H)−1, i.e. the left hand side is holomorphic on C+ ∪ C−.
{H,M+} is an asymptotically complete scattering system. Its scattering matrix
can be calculated explicitly (see e.g. [19, p. 393]):
S(λ) = 1lK − 2πiB(λ)(1l+ A∗R(λ+ i0)B)A(λ)∗, λ > 0. (41)
In (41) A and B can be mutually replaced because of (38). Next an analyticity
condition is introduced.
(i) The operator functions A(·), B(·) are holomorphically continuable as Hilbert-
Schmidt- valued operator functions into C \ (−∞, 0] =: C<0. On the rims
R− ± i0 they are meromorphic with at most finitely many poles. Further there
is a region GR,ǫ := {z ∈ C<0 : |z| < ǫ, |z| > R} where R > ǫ > 0 such that
‖A(·)‖ and ‖B(·)‖ are bounded on this region, i.e. sup{‖A(z)‖+ ‖B(z)‖} <∞
for z ∈ GR,ǫ.
For later use we choose R > max{|λ|} where λ < 0 is a pole of A(·), B(·) or a
negative eigenvalue of H . Then, according to (39), the operator function z → T (z)
is holomorphically continuable across R+ into C− from C+ and into C+ from C− as a
trace class valued operator function. For example, on R+ on has
T (µ± i0) =
∫ ∞
0
A(λ)∗B(λ)
µ− λ dλ∓ iπA(µ)
∗B(µ), (42)
where in this case the integral is Cauchy’s mean value. We put
L0(z) := 1l− A∗R0(z)B, z ∈ C>0, (43)
The analytic continuation of L0(·) across R+ from C± into C∓ is denoted by L±(·).
The corresponding ”global” function is denoted by L(·). It is holomorphic on its
domain D := C>0 ∪ (R+ ∪ C−) ∪ (R+ ∪ C+).
(40) implies that L(·)−1 is meromorphic on D and a point ζ ∈ D is a pole of L(·)−1
iff kerL(ζ) ⊃ {0} (see e.g. Gohberg/ Krein [21, p. 64]). In particular, for L0(·)−1
there are poles at most on R− and µ < 0 is a pole iff kerL0(µ) ⊃ {0}.
Furthermore, S(·) is analytically continuable into C<0 and one has
S(z) = 1l− 2πiB(z)Lι(z)−1A(z)∗, z ∈ C<0, (44)
where ι = 0 if z ∈ C+ and ι = + if z ∈ R+ ∪ C−. It is holomorphic on C+ ∪ R+
and meromorphic on C−. The poles can accumulate at most at 0 and infinity. It is
meromorphic on R− ± i0, too.
A further consequence of condition (i) is the absence of a singular continuous
spectrum.
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6.1 Eigenvalues and resonances
Obviously, the negative eigenvalues µ < 0 of H can be characterized by L0: µ < 0
is an eigenvalue of H iff kerL0(µ) ⊃ {0}. It is well-known that condition (i) implies
that this is also true for the positive eigenvalues λ > 0: it is an eigenvalue of H
iff kerL+(λ) ⊃ {0}, in this case the corresponding pole of L+(·)−1 is also simple.
Interestingly enough, this characterization is also true for the resonances, i.e. the
poles of S(·) in C− (see e.g. [19, p. 396])
• The point ζ ∈ C− is a resonance iff it is a pole of L+(·)−1, i.e. iff kerL+(ζ) ⊃ {0}.
This expresses the close relation between eigenvalues ofH and resonances of {H,M+},
they can be described by a unique condition. In some sense it is a spectral character-
ization of the resonances in terms of H (cf. the corresponding remarks in Section 1).
Note that a corresponding coincidence does not hold for the poles of S(·) on R−+ i0.
However one has: if there are at most finitely many negative eigenvalues of H then
S(·) has at most finitely many poles on R− + i0 (note (44) and condition (ii)).
6.2 Boundedness properties of the scattering matrix
For brevity we put C(z) := A(z)∗B(z). A sufficient condition such that the bound-
edness assumptions of S(·) in Theorem 3 are satisfied is given by
(ii) The norm limit of C(·) for z → 0, z ∈ C<0 exists uniformly and vanishes. The
integral ∫ ∞
0
C(λ)
λ
dλ = −C0
exists as a compact operator, ker (1l − C0) = {0} and the Cauchy mean value∫∞
0
C(λ)
µ−λ
is norm convergent for µ→ 0 with limit C0.
Then the norm limit of L(ζ) for ζ → 0 exists uniformly w.r.t. D and equals (1l−C0).
Its inverse (1l − C0)−1 is bounded, i.e. 0 ∈ res (1l − C0). Then also 0 ∈ resL(ζ) is
true where |ζ | is sufficiently small and sup ‖L(ζ)−1‖ <∞ if ζ varies in a small circle
|z| < ǫ. This gives sup ‖S(z)‖ < ∞ for this circle. In particular, the number of
negative eigenvalues of H is finite.
Further let Q := {z : |ReR| < a, 0 ≤ Im z < b} be a rectangle such that G :=
C+ \Q ⊂ GR,ǫ. Then
sup
z∈G
‖S(z)‖ <∞. (45)
If Re z ≤ −a or Im z ≥ b then (45) is obvious. The function
F (z) := B(z)(1l + A∗R(z)B)A(z)∗ =
1
2πi
(1l− S(z))
is holomorphic in the rectangle R ≤ Re z ≤ X, 0 ≤ Im z ≤ b including its boundary.
Then from the maximum principle for holomorphic functions and the fact that this
maximum is independent of X (45) follows.
That is, for trace class perturbations satisfying the conditions (i) and (ii) the
assumptions of Theorem 3 are satisfied. Note that for this class the assumption
22
dimK < ∞ is dispensable because in this case S(z) − 1l is trace class such that
kerS(ζ)∗ = {0} implies that (S(ζ)∗)−1 = S(ζ) is bounded.
Also the class of generalized Friedrichs models (see [11]) contains examples which
satisfy the assumptions of Theorem 3.
6.3 An example
Let dim K = 1, i.e. the Hilbert space is L2(R+,C, dλ). Put V = aP , where P :=
(e, ·)e, a 6= 0. Choose
e(λ) :=
√
2
π
· λ
1/4
λ+ 1
, ‖e‖ = 1.
The scattering matrix is given by
S(λ) = 1− 2πia · e(λ)(1− a(e, R0(λ+ i0)e))−1e(λ)
The calculation of (e, R0(z)e) gives
(e, R0(z)e) = − 1
(1− iz1/2)2 , Im z
1/2 > 0.
Then the scattering matrix reads
S(λ) = 1− 4ia λ
1/2
(1 + iλ1/2)2(a+ (1− iλ1/2)2) (46)
That is, the Riemann surface for S(·) is that of z1/2. We put z1/2 =: k. Then k varies
over the whole complex plane. The eigenvalue equation reads
(1− ik)2 + a = 0.
(i) a > 0. There are two solutions, both in the second sheet:
ζ = k2 = a− 1± 2i√a,
i.e. one obtains a resonance and the complex conjugated anti-resonance.
(ii) a < 0. There are two solutions:
k1 := −i(1 +
√−a), k2 := −i(1 −
√−a).
If a < −1 then Im k1 < 0, i.e. k21 ∈ R− is from the second sheet and Im k2 > 0, i.e.
k22 ∈ R− is from the first sheet, it is an eigenvalue.
If −1 < a < 0 then both solutions are in R− and from the second sheet.
That is, for a > 0 there is no negative eigenvalue, S(·) has no pole on R−, there
is one resonance, the scattering matrix is given by (46), it is bounded near k = 0 and
bounded for sufficiently large |k|.
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