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I. INTRODUCTION
R ECENTLY a significant interest for complex systems has been shown in many scientific fields, especially due to the improvements in numerical tools. Particular attention has been focused on networks, highlighting the emergence of complicated phenomena from the connection of simple models. To this regard, a relevant impulse has been provided by the advances in neural network theory, that has contributed to underline the importance of the connection topology in the realization of complex dynamics [1] , [2] . As a consequence, graph theory [3] has been successfully exploited to perform novel modeling approaches in several fields, such as Economics (see e.g., [4] - [6] ), Biology (see e.g., [7] , [8] ) and Ecology (see e.g., [9] - [11] ), especially when the investigated phenomena are characterized by spatial distribution and a multivariate analysis technique is preferred [12] , [13] . The problem of reconstructing the link structure of a set of processes has been studied in several fields, even though a unified theory has not been developed yet. In this regard, the unweighted pair group method with arithmetic mean (UPGMA) [14] is one of the first techniques proposed to reveal an unknown topology. It has been applied to the reconstruction of phylogenetic trees, but it has also been widely employed in other areas such as communication systems and resource allocations. UPGMA identifies a tree topology relying on the observation of the leaf nodes only, theoretically guaranteeing a correct identification only on the strong assumption that an ultrametric is defined among the leaves. The strength of this assumption can be immediately recognized by considering that in an ultrametric space all the triangles are necessarily isosceles.
Another well-known technique for the identification of a network is developed in [5] for the analysis of a stock portfolio. The authors identify a tree structure which is obtained defining a correlation metric among the nodes and employing a Minimum Spanning Tree algorithm to obtain the final topology. Even though modeling the interconnections of a financial market using a structure as simple as a tree can be considered quite reductive, this kind of analysis has given interesting insights using daily samples. Despite such technique is well performing when applied to low frequency (such as daily) data, no theoretical results have been provided to guarantee the reliability of the identification. Generally speaking, we would expect from an identification technique the capability of correctly identifying any model from a pre-specified class. In [12] a severe limit of this strategy is highlighted. Indeed, it fails in identifying network with a tree topology in the presence of dynamical connections or even simple delays among the processes.
Remarkably, while networks of dynamical systems have been deeply studied and analyzed in automatic control theory, the question of reconstructing an unknown dynamical network has not been formally investigated yet. Indeed, in most applicative scenarios the network is given or it is the very objective of design. However, there are also some interesting situations where the link structure is actually unknown and dynamic, such as in biological neural networks, biochemical metabolic pathways and financial markets with a high frequency trade. To the best knowledge of the authors, there are only few theoretical results about the reconstruction of the unknown topology related to a set of networked dynamical systems. However, recently this subject has been receiving a strong attention. Interesting and novel results are given in [15] and [16] . In [15] a method to identify a network of dynamical systems is described, but the main assumptions of the technique is the possibility to manipulate the input of every single node and to perform many experiments to detect the adjacent links. In this respect it is worth underlining that such a hypothesis is not feasible in most situations and is not practical for large networks. In [16] a method to reconstruct a sparse network in presence of noise is proposed, but no guarantee of an exact identification is provided. Conversely, the focus is on obtaining a final network with a reduced number of links.
In this paper, we intend to derive a theoretical framework for the reconstruction of a network topology from observable but not experimentally manipulable data, formulating sufficient conditions to guarantee an exact identification. The limit of our analysis will be given by the class of topologies which can be correctly reconstructed. Indeed, we will focus our attention on tree topologies of linear dynamical systems. Though its reduced complexity with respect to cyclic link structures, the tree connection model turns out to be particularly suitable to represent a large variety of processes. Tree network schemes are sufficient to describe systems with transportation, such as water and power supply, air and rail traffic, vascular systems of living organisms and channel and drainage networks (see e.g., [10] , [17] - [20] ). Indeed, since these models can be characterized in terms of the distribution of a certain quantity from the source to the destinations, their link structure can be properly described by a tree topology and the transportation along the edges by pure delays. To this regard, it is important to recall that in linear dynamical system theory the transfer function is a powerful representation tool for delayed processes [21] , [22] . Even though an acyclic topology may seem a quite reductive choice, in the literature it has been widely considered. Indeed, given an intricate and connected link structure, one may be interested into "approximating" it with a tree scheme. Such an approximation could be considered "satisfactory" if the most important connections were captured. For instance, this is the same approach followed in [5] , where a tree structure is used as an approximation for a more complex one. However, it is worth highlighting that, even if the observed network has a tree topology, the technique described in [5] , does not guarantee to correctly identify the connection structure [12] . Conversely, in this paper we derive a rigorous mathematical formulation that guarantees an exact reconstruction of a tree network of noisy linear dynamical systems. It is interesting to underline that to this aim we adopt the same Minimum Spanning Tree strategy as in [5] to reconstruct the tree, but we theoretically justify this choice. Conversely, we employ a different distance based on the coherence function. It will be shown that such a distance is derived using Wiener filtering techniques as mathematical tools. Hence, in our method the closeness of two time series can be interpreted using a modeling/identification perspective.
The technique we develop can also be employed as a tool to identify the structure of a complex system that has a tree topology but nonlinear dynamics. Indeed, if the nodes are ordered according to the breadth-first criterion, the concept of Linear Cascade Tree that we define in the paper is a special case of block triangular system. Assuming that the linear part of the dynamics is dominant our method could be first used to obtain information about the network topology and then more sophisticated nonlinear SISO identification techniques could be applied on the identified arcs to obtain a block triangular model of the tree network, that would be otherwise difficult to compute in the presence of a large number of nodes. This topic is out of the scope of the article and it will be developed in future works.
The paper organization is as follows. In Sections II and III we will introduce definitions and preliminary results which are useful to characterize the mathematical framework. In Section IV our approach to topology reconstruction will be presented and sufficient conditions for an exact identification will be reported as well. In Section V the theoretical results will be confirmed by practical implementations of the proposed technique and illustrated by means of numerical examples. In Section VI, we will show that the identification of a tree topology can provide useful information even for complex networks. To this end, we will apply our technique to the analysis of high frequency real data originated by a portfolio of financial stocks. Some final conclusions in Section VII will end the manuscript.
II. PROBLEM SET UP
In this section, we will introduce a rigorous formulation of the main problem. To this aim some basic notions of graph theory, which are functional to the following developments, will be recalled as well. For an extensive overview see [3] . First we provide the standard definition of an undirected graph.
Definition 1: An (undirected) graph is a pair comprising a finite set of vertexes (or nodes) together with a set of edges (or arcs), which are unordered subsets of two distinct elements of . We also say that a graph is complete if for any two distinct nodes . The definition of "path" in a graph will be widely used in the rest of the paper. Besides, it is functional to introduce the concept of connectivity. The more standard definition of a tree as an acyclic and connected graph is equivalent to Definition 4 as shown in [3] . However, in the development of our results we will extensively employ the property of uniqueness of a path linking two nodes.
The following result states that from any connected graph it is always possible to remove some arcs in order to obtain a tree.
Lemma 5: Given a connected graph , there exists a tree such that . The tree is also said to be a spanning tree for .
Proof: See, for example, [3] . The use of a weighting function on the edges of a graph allows one to define a weight for any of its "subgraphs."
Definition 6: Consider a graph and let be a weighting function on . With some abuse of the notation, for any graph , such that , we define the weight of with respect to as
Definition 7: Given a connected graph and a weighting function , we define Minimum Spanning Tree (MST) any spanning tree of such that (2) for any other spanning tree of . In this work, we will address a special derivation of the tree concept, namely the "rooted tree."
Definition 8: A rooted tree is a pair such that is a tree and is a node of named as root. The presence of a special node labeled as root induces a partial ordering among the nodes in the following way.
Definition 9: Given a rooted tree , consider the path from the root to another node . Then, a node such that is said to be an ancestor of if it belongs to the path from to . Equivalently, we say that is a descendant of . We also say that is parent of (or that is child of ) if, in addition, the length of the path connecting and is one. Lemma 10: The root is an ancestor to all the other nodes and every node but the root has exactly one parent.
Proof: The proof is straightforward. The previous definitions and the lemma are functional to introduce a rigorous model to address noisy linear dynamical systems interconnected to form a tree-like topology.
Definition 11: Consider the triple where • is a rooted tree with nodes ;
• is a set of zero-mean wide-sense stationary and ergodic discrete stochastic processes; • is a set of time-discrete SISO transfer functions represented in the domain of the -transform. For , define the following stochastic processes:
if is the root of if is child of .
We say that is a Linear Cascade Model Tree (LCMT) if the following condition is satisfied:
We also give a condition of well-posedness for a LCMT.
Definition 12:
A LCMT is well-posed if for all and for all . Once more, it is worth underlining that a number of real world systems can be represented as LCMTs despite the peculiar link structure of such a model. For instance, a special class of LCMTs is represented by the transportation systems. Next a short illustrative example is presented.
Example 1: Let us consider a networked system and assume that its observation boils down to six time-discrete processes , . Then, assume that their dependencies can be described according to the tree link structure defined as Therefore, if all the processes but a certain can be represented as for a set of jointly independent noises which are also independent from , then the system admits a LCMT model. For instance, let the following relations hold on the arcs of : and define . Then, if , , are jointly independent processes, the system admits the LCMT form depicted in Fig. 1 . It is worth observing that the only unmodeled process, i.e., , turns out to play the role of the root in the LCMT description.
Hereafter, we will consider the following scenario. The link structure of a LCMT system is completely unknown. However, its internal processes can be observed and measured, but no experiment can be performed to detect or highlight the connections. Therefore, exploiting only the information provided by the realizations of the stochastic processes , we are interested in the identification of the links, which describe the tree characterizing the network topology. Formally such a problem can be formulated as follows.
Problem 13: Consider a LCMT , whose tree topology is unknown. Assume that the only available information is a statistical characterization of its processes in terms of Power (Cross-)Spectral Densities. Then, find the unknown tree topology of the LCMT .
III. PRELIMINARY RESULTS
First, we need to introduce a few preliminary results which will be exploited to define a mathematical tool for the quantitative characterization of the connections. The main idea developed in this section is to define a distance among time series in order to establish a useful concept of "closeness." Specifically, we will assume a process as the input of a linear system whose output will be used to estimate . The two processes will be considered "close" if it is possible to find a linear transfer function which provides a "good" estimate of . In this respect, our approach will rely on standard least squares techniques, namely Wiener filtering. The distance function will be defined as the variance of the suitably filtered error signal in order to guarantee the properties of a metric.
Let us consider two wide sense stationary zero-mean stochastic processes , and let be a time-discrete SISO transfer function. Hence, consider the problem of estimating by filtering according to the quadratic cost
where and is an arbitrary stable and causally invertible time-discrete transfer function weighting the error The computation of the transfer function that minimizes the quadratic cost (5) is a well-known problem in scientific literature and its solution is referred to as the Wiener filter [22] .
Proposition 14 (Wiener Filter): Consider two wide sense stationary zero-mean stochastic processes and . The Wiener filter modeling by is the linear stable filter minimizing the filtered quantity (5). Its expression is given by (6) and it does not depend upon . For any SISO time-discrete transfer function and for any frequency it holds that (7) Moreover, the minimized cost is equal to and the corresponding error is not correlated with , i.e.
Proof: See [21] , [22] . Equation (7) means that, at any frequency , the power spectral density of the error , obtained using the Wiener filter for the estimation, is less or equal to the power spectral density which would be obtained using any other filter . This implies that the "optimality" of the Wiener filter holds pointwise in frequency. As a consequence, integrating both sides of (7) on the unit circle, we obtain a similar inequality involving the variances of the errors obtained filtering by and by . It is also worth recalling that the Wiener filter can be easily computed from observed data just by estimating the proper spectral densities under the assumption that the involved signals are wide sense stationary and ergodic in the covariance. Since the weighting function does not affect the Wiener filter, but only the energy of the filtered error , we can exploit the degree of freedom provided by in order to operate a normalization with respect to the energy of the signals. Let us choose equal to , the inverse of the spectral factor of , that is (8) It is worth recalling that is stable and causally invertible [23] . Therefore, the minimum of cost (5) assumes the value (9) Observe that, due to such a choice of , the cost turns out to explicitly depend on the coherence function of the two processes (10) Let us recall that the coherence function is not negative and symmetric with respect to . Moreover, it is also well-known that the cross-spectral density satisfies the Schwartz inequality and, thus, the coherence function results limited between 0 and 1. Hence, according to our intent, the cost (9) turns out to be dimensionless and not depending on the "energy" of the stochastic processes and . The following result holds. Proposition 15: The function (11) is a pseudo-metric on the set of the processes of a LCMT.
Proof: The only non trivial property to be proved is the triangle inequality. To this aim, consider any three signals of the network, namely , and . Then, let , , be the Wiener filter between and , computed according to (6) , and the corresponding error. The following relations hold: (12) (13) (14) Note that, from (12) 
IV. MAIN RESULT
In this section we exploit the coherence-based distance (11) to derive sufficient conditions to guarantee the exact reconstruction of the link structure of a dynamical network. To this aim, we will resort on the properties of the LCMT representation, developing a simple and effective strategy to correctly reconstruct its topology.
Before stating the main result, we first need to introduce a few technical lemmas, such as the following important result about the correlation property in a LCMT. Combining the last two inequalities, we conclude that the lemma holds also in this case.
All the previous lemmas are functional to show that the coherence distance (11) is minimal between two contiguous nodes, as summarized in the following statement. (11), we have the assertion.
Theorem 19 can be fruitfully exploited to determine whether two processes in a well-posed LCMT are directly linked. Hereafter the main contribution of the paper is presented.
Theorem 20: Assume the statistical knowledge of the spectral and cross-spectral densities of the signals for a wellposed LCMT . Define the complete graph , use the coherence based distances as a weighting function for the arcs and evaluate the relative MST. Such a MST is unique and gives the topology of .
Proof: The proof consists in showing that the MST associated to the distance (11) is unique and corresponds to the LCMT topology. We will prove this result by induction on the number of nodes of the LCMT.
The induction argument starts observing that the theorem is true for . Then, let us prove the induction step assuming the theorem true for a LCMT with nodes. Given a well-posed LCMT with nodes, remove one of its "leaves". By leaf we mean a non-root node with no descendants. This operation is always possible since any rooted tree with two or more nodes has at least one leaf. Without loss of generality, let the removed leaf be and let be its parent. Now we have an other well-posed LCMT with nodes and with the same topology of apart from the removed arc . Using the induction hypothesis, we know that the topology of is given by the unique MST obtained considering the distances among the nodes . Now compute
Since the LCMT is well posed, the inequality of Theorem 19 holds strictly and the node, corresponding to the solution of the minimization problem(32), is unique and directly connected to . Therefore, it follows that such a node is just right . Then, let be the tree obtained by adding the arc to and corresponding to the topology of . By the properties of the MST [3] it follows that is a MST, as well. Thus, to conclude the induction step we have just to prove that is the unique MST related to the distance (11) among the nodes of the LCMT . Suppose, by contradiction, that there is a minimum spanning tree with weight lesser or equal than the weight of . The only arc of incident to the node is . If there were another arc in we could replace it with the arc obtaining a spanning tree with inferior cost. Indeed, by Lemma 18, since is a leaf and it is a child of , for any other node it follows that:
So, if is a minimum spanning tree, then can be connected only to . Let be the tree obtained by removing the arc . is the minimum spanning tree for the nodes since it has been obtained from removing the node which has a single connection. However, by the induction hypothesis, there is a unique MST among the nodes . Thus we have that . It immediately follows the contradiction that . So far, we have assumed that the dynamics of the network is described by a rooted tree. In this respect, the previous theorem guarantees the exact identification of the topology just by evaluating the MST according to the weights given by (11) . It is worth observing that this procedure does not recover any information about the root node. However, the following result shows that such an information is not necessary (or, equivalently, not recoverable). Indeed, from a modeling point of view, the choice of the root can be arbitrary (as long as we are considering non-causal transfer functions linking the processes ). Theorem 21: Given a LCMT whose root is the node and given one of its children , it is possible to define another LCMT with the same tree structure and described by the same processes , , such that its root is . To show that the new dynamical network with as root and described by the filters is an LCMT, we need to prove that, for 
and we have the assertion because and are two noise signals of the original LCMT .
Remark 22: Given an LCMT , we can arbitrary define a new LCMT describing the same set of processes and having the same tree topology but different root. Indeed, chosen a node as the new root, it is sufficient to iteratively apply Theorem 21 along the path starting from the original root to .
Observe that when we are dealing with data sampled from actual systems the estimate of , that is of the coherence function, is affected by the limited time horizon of the observations. However, common estimators of the spectral and cross-spectral densities converge to the actual values as the time horizon approaches infinity [24] . Hence, in the following we will always assume to sample the processes over a sufficiently large time interval in order to have sufficiently accurate estimates.
Theorem 20 and Theorem 21 motivate the following algorithm for the reconstruction of the topology of an LCMT. 1) Evaluate (or estimate) for every (unordered) pair the quantity 2) Consider the corresponding complete (undirected) graph where , the node corresponds to the series and .
3) Consider the weighting function 4) Evaluate the MST of with respect to (using any standard algorithm, such as Prim's algorithm). 5) is the topology of the LCMT.
The computational cost of this algorithm increases quadratically as the number of nodes grows, i.e., it is . Such a performance can be reasonably considered efficient, since it depends linearly on the number of all the possible links of the network.
V. NUMERICAL EXAMPLES
In this section we introduce a suitable framework to illustrate the application of the previous theoretical results to numerical analysis. Such examples are meant to illustrate a practical implementation of the algorithm, highlighting the feasibility of the whole method. This test is crucial, since the exact knowledge of the signals' statistical properties, which is a funding assumption of our analysis, can only be approximately inferred from real data. It is worth observing that the previous results have been developed for the general class of linear models. Indeed, no assumptions have been done on the order and causality property of the considered transfer functions. Moreover, let us highlight that the coherence based analysis must be realized "off-line", since the processes need to be evaluated over their entire time span. Thus, since the coherence function can be numerically computed only over limited intervals, in the following examples we will consider sufficiently long time spans to reduce the numerical error.
For any simulation, a dynamical network has been generated according to the following rules:
• each system is described according to the model (3);
• each transfer function is randomly generated and such that it is causal and at most of the second order;
• the tree topology is randomly chosen; • the noises are numerically generated with a pseudorandom algorithm;
• the noise-to-signal ratio of each system is equal to one. Such a network has been simulated over 1000 time steps and the related data have been collected. The corresponding coherence based distances have been evaluated and used for the extraction of the MST, according to the algorithm described in the previous section. For the computation of the coherence function between two time series and , we relied on the function as implemented in the Signal Processing Toolbox of Matlab ® . Such a function exploits Welch's averaging method to estimate the power and cross spectral densities of the two signals.
We first report the results of our identification when applied to ten-node networks. In particular, we wanted to test the numerical reliability of the topological identification technique, thus we repeated such analysis several times considering a significant number of different network configurations. The corresponding results fitted the expectations and the real topology was correctly identified each time. In Fig. 2 one of the considered network configurations is depicted, while the related coherence based distance matrix is reported in Table I . To provide a more significant test, we performed a new set of similar identifications with networks of fifty nodes, under the same assumptions adopted in the previous case. Fig. 3 presents one of the considered network configurations. For the sake of space, we do not report in this manuscript the corresponding coherence based distance matrix. Nonetheless, the computation of the related MST has successfully identified the real network topology in any of the performed simulations.
VI. STOCK MARKET ANALYSIS
In the previous section we have illustrated how the distance (11) can be successfully exploited to derive the exact topology of a tree network of linear systems affected by additive noises. Nonetheless, since the above identification technique is able to catch the most important linear dependencies with respect to the modeling error (5) , in the following we present the results obtained by the application of the previous method to the stock market, that is a network of nonlinear systems characterized by multiple dependencies. Financial systems are, in general, very complex and deriving information from stock markets is a formidable and challenging task, indeed. Moreover, it might seem very reductive the attempt to describe the dependencies among the price trends in terms of linear SISO systems with a tree topology. In fact, we should definitely expect multiple input influences, nonlinear relations and feedbacks. However, we can think of adopting a LCMT in order to detect the "strongest" links in the network. As noted in [4] , such an information could be usefully exploited to check if a given portfolio is balanced or not. In the following, we report the results obtained by the application of our identification technique.
A collection of 100 stocks of the New York Stock Exchange has been observed for four weeks (twenty market days), in the lapse 03/03/2008 -03/28/2008 sampling their prices every 2 minutes. The stocks have been chosen on the first 100 stocks with highest trading volume according to the Standard & Poors Index at the first day of observation and they are reported in Table II . An a-priori organization of the companies has been assumed in accordance with the sector and industry group classification provided by Google Finance ® , that is also the source of our data. The whole observation horizon spans almost the whole month of March. Hence, the corresponding price series can not be considered stationary and the statistical tools can not be successfully employed to analyze the raw data. In literature a variety of techniques for the suppression of trends and periodic components in non-stationary time series exists. However, we want to stress that the application of such procedures introduces an additional prefiltering phase, which is responsible for the computational burden increase. Moreover, due to the preand post-market sessions, there is a discontinuity between the end value of a day and the opening price of the next one. We have avoided those problems noting that the observation horizon is naturally divided into subperiods, namely weeks and days. In addition, a single market session can be considered a time period sufficiently short to assume that the influence of trends and seasonal factors are negligible. Thus, in our analysis, we have followed the natural approach of dividing the historical series into twenty subperiods corresponding to single days. Then, we considered the sessions separately, i.e., we have computed the coherence-based distances (11) among the stocks for every single day. Finally, we have averaged such daily distances over the whole observation horizon and the related results have been exploited to extract the MST, providing the corresponding market structure.
We find useful to remark that the computation of the distances for smaller data sets is also better performing and that the averaging procedure provides the desired rejection of trends and seasonal components. Notably, a similar idea, even if more sophisticated, is at the basis of the method developed in [25] to detrend non-stationary time series.
The final topology is shown in Fig. 4 . Every node represents a stock and the color represents the business sector or industry it belongs to. We note that the stocks are very satisfactorily grouped according to their business sectors. We stress that the a-priori classification in sectors is not a hard fact by itself and we are not trying to match it exactly. A company could well be categorized in a sector because of its business, but, at the same time, could show a behavior similar to and explainable through the dynamics of other sectors. Actually, we would be very interested into finding results of this kind. Indeed, in those TABLE II  LIST OF THE COMPANIES CONSIDERED IN THE ANALYSIS very cases, our quantitative analysis would provide the greatest contributions detecting in an objective way something which is "counter-intuitive". Thus, we just use such a-priori classification as a tool to check if the final topology makes sense and if, at a general level, our approach provides useful results. Despite this disclaim, it is worth noting that the (green tints), (violet tints), (yellow), (gray tints) and (dark blue) sectors are all perfectly grouped, with no exceptions. In Fig. 4 , we note a subclusterization of the sector, as well. The sector shows another prominent subclusterization in the (plum) and (purple) industries, while the sector presents an evident subclusterization into the (dark gray) and (light gray). The companies (dark brown) are, interestingly, a different group. We also observe a big cluster of companies classified as (light blue tints). We have differentiated them in the two industries and using two slightly different colors, respectively aquamarine and cyan. We also note the presence of three companies which are isolated from the other ones: [Verizon] company, even though classified as a company, is located in it. Finally, the two only automobile companies GM and [Ford] happen to be linked together. The analysis of this four weeks of the month of March cleanly shows a taxonomic arrangement of the stocks even though the choice of a tree structure might have seemed quite reductive at first thought.
VII. CONCLUSION
This work has illustrated a simple but effective procedure to identify the structure of a network of linear dynamical systems when the topology is described by a tree. To the best knowledge of the authors, the problem of identifying a network has not yet been tackled in scientific literature. The approach followed in this paper is based on the definition of a distance function in order to evaluate if there exists a direct link between two nodes. Some theoretical results are provided, in particular to guarantee the correctness of the identification procedure. An application of the technique to real data has also shown that a tree topology can be sufficient to capture information even in complex situations such as financial stock prices.
