[1] A field-scale bacterial transport experiment was conducted at the Narrow Channel Focus Area of the South Oyster field site located in Oyster, Virginia. The goal of the field experiment was to determine the relative influence of subsurface heterogeneity and microbial population parameters on flow direction, velocity, and attachment of bacteria at the field scale. The field results were compared with results from laboratory-scale column experiments to develop a method for predicting field-scale bacterial transport. The field site is a shallow, sandy, unconfined, aerobic aquifer that has been characterized by geophysical, sedimentological, and hydrogeological methods. Comamonas sp. strain DA001 and a conservative tracer, bromide (Br), were injected into an area of high permeability for 12 hours. The Br and bacterial concentrations in the groundwater were monitored for 1 week at 192 sampling ports spaced over a 2-m vertical zone located from 0.5 to 7 m down-gradient of the injection well. The bacterial and Br plume was observed to move past 95 sampling ports. The densely characterized field site enabled the comparison of variations in DA001 transport to the aquifer properties. The velocity of the injected plume was correlated with geophysical estimates of hydraulic conductivity. The bacterial and Br plume appeared to follow flow paths not coincident with the hydraulic gradient but through a zone of higher permeability located off the flow axis. The amount of breakthrough of the bacteria was similar in both the high and low permeability layers with only a weak correlation between the observed hydraulic conductivity and amount of bacterial breakthrough. The uniformity in the observed attachment rates across varying grain sizes could be explained by heterogeneity of microbial properties within the single strain of injected bacteria. Application of colloid filtration theory to the field data indicated that variations in the microbial population were described by a lognormal distribution of the collision efficiency (a). Core-scale studies were used to predict the a distribution and field-scale transport distances of DA001. In sandy aquifers, physical heterogeneity may play a secondary role in controlling field-scale bacterial transport, and future research should focus on the microbial factors affecting transport. 
Introduction
[2] The injection or bioaugmentation of indigenous or exogenous microorganisms with activities designed to accelerate the degradation of environmental pollutants has been shown to be a viable remedial option for contaminated shallow aquifers located in unconsolidated sediments [Duba et al., 1996; Hyndman et al., 2000; Steffan et al., 1999] . Bioaugmentation may prove beneficial at contaminated sites where indigenous microorganisms capable of degrading the contaminants do not exist or are present in low numbers [Ellis et al., 2000] . In order for this remedial strategy to prove successful, high concentrations of bacteria and required nutrients need to be delivered to the most heavily contaminated portions of the aquifer [Duba et al., 1996; Ellis et al., 2000; Hyndman et al., 2000; Steffan et al., 1999] .
[3] Knowledge about the transport of bacteria through unconsolidated porous media is derived primarily from laboratory studies. These studies have systematically examined the impact of grain size, mineralogy, microbial physiology, groundwater geochemistry, and flow hydrodynamics on transport [Albinger et al., 1994; Camesano and Logan, 1998; Dong et al., 2002a; Fuller et al., 2000a; Knapp et al., 1998; Scholl and Harvey, 1992; Scholl et al., 1990] . Field-scale experiments that have examined the transport of bacteria are limited and can be grouped with studies of colloids, bacteriophage, viruses, and microspheres (biocolloids) Harvey, 1997; Ryan and Elimelech, 1996] . These studies have been effective in probing the geochemical and microbiological controls on transport in light of public health concerns and colloid enhanced contaminant transport [Bales et al., 1991 [Bales et al., , 1993 [Bales et al., , 1997 Harvey and Garabedian, 1991; Harvey et al., 1989 Harvey et al., , 1995 McCarthy and Zachara, 1989; McKay et al., 1993a McKay et al., , 1993b McKay et al., , 2000 Pieper et al., 1997; Ryan et al., 1999] . Geochemical effects have been examined by injecting biocolloids into contaminated versus uncontaminated portions of an aquifer [Pieper et al., 1997] , altering the groundwater chemistry [Pieper et al., 1997] , or by following the initial injection with an injection of water with an altered chemistry [Bales et al., 1997; Ryan et al., 1999] . A second approach has been to simultaneously inject multiple types of biocolloids or a diverse population of bacteria to observe how colloidal properties can affect transport [Harvey and Garabedian, 1991; Harvey et al., 1989 Harvey et al., , 1995 Harvey et al., , 1993 .
[4] During bioaugmentation, a single strain of bacteria with selected capabilities is grown ex situ to high concentrations and then injected into a contaminated aquifer. Subsurface heterogeneity will effect the flow direction, the flow velocity, and the attachment rate of the injected bacteria. Fluid flow will be focused through and flow faster in high-permeability strata. These high-permeability layers should be zones of low bacterial attachment rates; whereas low-permeability layers should be areas of low flow velocity and high bacterial attachment rates. Laboratory and theoretical studies have suggested that physical heterogeneity of the porous medium, such as variations in average grain size, may be the predominant factor in determining the amount of bacterial attachment [Campbell Rehmann and Welty, 1999; Fontes et al., 1991; Ren et al., 2000] . Harvey et al. [1993] proposed that physical heterogeneity plays a significant role in controlling field-scale bacterial transport in sandy aquifers, but the effects have only been demonstrated at the smaller scale [Dong et al., 2002a; Morley et al., 1998; Murphy et al., 1997] . Testing for a correlation between bacterial transport and physical heterogeneity at the field scale requires high-resolution data and intensive media (or site) characterization, which prior to this study have only been available for core-or intermediate-scale studies [Dong et al., 2002a; Morley et al., 1998; Murphy et al., 1997] .
[5] To date, laboratory studies of bacterial transport have not successfully predicted field-scale bacterial transport [Harvey et al., 1993] , making it difficult to design successful bioaugmentation strategies and/or assess threats to drinking water. One reason for this difficulty in scaling bacterial transport could be the fact that attachment rates have been observed to be greatest near the injection point and then decrease with travel distance both in laboratory and field-based studies [Albinger et al., 1994; Bolster et al., 1999; DeFlaun et al., 1997; Dong et al., 2002a; Harvey et al., 1995; Simoni et al., 2000] . These analyses have indicated that at low ionic strengths the collision efficiency (a) within a monoclonal strain of bacteria may not be uniform [Albinger et al., 1994; Baygents et al., 1998; Bolster et al., 1999; Dong et al., 2002a; Fuller et al., 2000a; Glynn et al., 1998 ]. Capillary electrophoretic mobility data and microscopic studies indicate there may be distinct subpopulations (two-a model) within a laboratory grown culture ]. Modeling of core experiments indicates that injected bacterial strains may have a range of properties [Dong et al., 2002a] or distinct subpopulations [Albinger et al., 1994] . Regardless of the shape of the a distribution for a bacterial strain, high a cells will attach to sediments near the point of injection; whereas the bacteria with low a will account for the farfield transport.
[6] This paper investigates the role of aquifer and microbial heterogeneity on the transport of the adhesion deficient bacterium Comamonas sp. strain DA001 and the conservative tracer bromide (Br) through a shallow coastal plain aquifer in Oyster, Virginia. The site has been well characterized by coupling tomographic geophysical surveys to hydrological and sedimentological analyses Scheibe et al., 2001] . Results from tracking the coinjection of one bacterial strain and Br are presented. The analysis of the data focuses on relating the movement and attachment of the bacteria to the observed heterogeneity. Results indicate that variations in flow direction and velocity of the injected bacteria are observable but that differences in attachment rate are smaller than laboratory studies would predict. Intrapopulation variability in microbial properties most likely obfuscates the effect of aquifer heterogeneity and controls transport. Microbial heterogeneity observed during laboratory core studies could be used to predict field-scale transport when microbial heterogeneity was incorporated into colloid filtration theory.
Methods

Field Site
[7] This research was conducted at the Department of Energy (DOE)/Natural and Accelerated Bioremediation Research Program (NABIR) South Oyster Bacterial Transport Field Site located on the southern Delmarva Peninsula near the town of Oyster, Virginia (Figure 1 ). This is an intensely cultivated sandy lowland where the surficial deposits are part of the late Pleistocene Columbia Aquifer and consist of medium-grained quartz sands with some gravelly layers and small amounts of clays and silts [Richardson, 1994; Speiran, 1996] . The sediments at the site contain orange to brown coatings approximately a few microns thick, which transmission electron microscopy (TEM) and scanning electron microscopy (SEM) analyses indicate contain smectite, chlorite, goethite, halloysite, amorphous Al, and amorphous Fe-bearing silica [Dong et al., 2002b; Zhu et al., 2000] . The Pliocene Yorktown Formation acts as an aquitard that forms the lower boundary SBH 2 -2 at a depth of approximately À7 m mean sea level (msl) (10 m below ground surface (bgs)).
[8] Results are from a field injection of bacteria and Br conducted at the Narrow Channel Focus Area (NCFA) in October 1999. The characteristics of the site have been described by Hubbard et al. [2001] . The methods used to inject and sample the bacterial plume [Mailloux, 2003] , to quantify bacterial concentrations Holben and Ostrom, 2000; Johnson et al., 2001] , and to quantify the extended tailing and predation have been previously described.
[9] Characterization of the permeability and the grain size of the sediments was performed using the falling head method and sieve analysis, respectively, on five cores taken from NCFA (Figures 1 and 2) [Green et al., 2000] . Fe and Al oxyhydroxide content was determined using the citratebicarbonate-dithionite extraction method on the same cores [Dong et al., 2002a] . Fe and Al oxyhydroxide concentrations were corrected for Fe and Al derived from clays by determining the Mg concentration in the extracts and comparing it with the Mg content of clays as determined by TEM analysis. Porosity was estimated from three Br injections conducted in July and August 1999 .
[10] Samples were collected throughout the experiment for water chemistry. Samples for pH, dissolved oxygen, conductivity, and temperature were measured in the field with a Horiba U-10 (Cole Parmer, Vernon Hills, Illinois). Anion and cation samples were collected for analysis by filtering through a 0.45 mm filter (Pall Gelman, Ann Arbor, Michigan), cation samples were fixed with nitric acid, and both samples were analyzed by Actilabs (Ancaster, Ontario, Canada). Samples for total organic carbon (TOC) and dissolved organic carbon (DOC) were collected in 40 mL I-Chem glass vials with no headspace, sealed with a Teflon lined silicone septa, fixed with 0.2 mL of 6 N HCl, and analyzed by Envirogen, Inc. (Lawrenceville, New Jersey).
Bacterial Injection
[11] A forced gradient imposed across the flow field produced an average flow velocity of 1 m/d directed down the flow axis . A solution of NaBr and bacteria was injected into well B2 for 12 hours at a rate of 1 L/min between À4.8 to À5.3 m msl (approximately at the level of ports 8 and 9). This depth corresponds to a lens of high hydraulic conductivity (Figure 3 ). The bacteria utilized were adhesion deficient variants of Comamonas sp. strain DA001, which is a nonmotile, hydrophilic, rod-shaped, gram-negative bacterium approximately 1 mm long and 0.5 mm wide. It has a near neutral surface charge with a zeta potential of approximately À6.0 Â 10 À9 m 2 /Vs and a density of approximately 1.06 g/cm 3 [Dong et al., 2002a] . The bacteria were stained with the vital fluorescent stain 5-(and-6-)-carboxyfluorescein diacetate succinimidyl ester (CFDA/SE). This stain has been shown not to alter the adhesion characteristics or viability of the bacteria, while remaining in the cells for extended periods of time [Fuller et al., 2000b] .
[12] Samples were collected from ports 5-12 of the 24 multilevel samplers (MLSs) in 50 mL centrifuge tubes and fixed with formaldehyde (1% final concentration vol/vol) . Bacterial concentrations were determined by flow cytometry at the Flow Cytometry Core Facility at Princeton University on a FACScan instrument (Becton Dickinson Immunocytometry Systems, San Jose, California) [Fuller et al., 2000b] . The enumeration of injected bacteria by flow cytometry has been shown to produce results consistent with numerous other tracking . Each MLS has twelve 0.27 m sampling ports that are evenly spaced from À3 to À6 m msl (6 -9 m bgs) [Mailloux, 2003] . Within NCFA, 14 other wells were screened from 0 to À6 m msl (3.05-9.14 m bgs) and were used for monitoring water levels, creating the forced gradient, and monitoring far-field bacterial transport. Figure 2 . Sedimentological data from cores taken within the MLS array. The figure shows data from cores located parallel to the flow axis from the injection well NC-B2 to S14 and the data from cores S9 and S11 located perpendicular to the flow axis (Figure 1b) . The data are presented in terms of mean grain size diameter in phi (Àlog2(mm)). Slug tests were conducted at 12 wells at NCFA, and the hydraulic conductivity was estimated by the Bouwer and Rice method [Freeze and Cherry, 1979] . A pump test was conducted with NC-B2 pumping at a rate of 64 L/min (17 gpm) and pressure transducers located in 10 wells. The results were interpreted utilizing the Neuman method for unconfined aquifers [Freeze and Cherry, 1979] . The relative hydraulic conductivity of 11 boreholes was measured using an electromagnetic borehole flowmeter (Quantum Engineering Corporation, Loudon, Tennessee). Relative hydraulic conductivities were converted into true hydraulic conductivities using the average hydraulic conductivity values from the slug tests and pump test. 
Intact Sediment Core Experiments
[13] Laboratory column experiments utilized 0.5 m intact sediment cores collected from an excavation located approximately 100 m south-southwest from the NCFA flow cell [Dong et al., 2002a] . The intact core experiments were specifically designed to mimic the field-scale experiment. Two cores, designated NC8-1SAT and NC12-1SAT, were collected parallel to the direction of groundwater flow from just below the water table. The experiments were conducted under saturated conditions at 15°C utilizing groundwater collected from injection well B2 and at flow velocities of 1.0 m/d [Dong et al., 2002a; Fuller et al., 2000a] . DA001 grown on 14 C acetate was injected at concentrations similar to that used in the field experiment, and its breakthrough was monitored for 7 days. Carbon 14 analyses of subsamples from the core were used to determine sorbed bacterial concentrations, and SEM was utilized to determine grain size, grain coatings, and porosity.
Numerical Analysis
[14] The bacterial and Br breakthrough curves for each port were parameterized for comparison to the aquifer properties and for estimation of microbial heterogeneity using colloid filtration theory. The total mass or zeroth moment observed at a given port was calculated by trapezoidal integration of the breakthrough curve. The first moment (t 1/2 ) was defined as the time when the cumulative mass that has broken through reaches half the total mass [Turner, 1972] . This location was linearly interpolated from the two nearest neighbor data points on either side of the halfway point.
[15] The bacterial attachment was parameterized by the relative breakthrough (RB), which compares the zeroth moments of the bacteria to the Br. The RB is [Harvey and Garabedian, 1991] RB ¼
All symbols are defined in Table 1 . Near the injection well where little bacterial attachment has occurred, RB should be slightly less than one. RB decreases with distance from the injection well, until all the bacteria have attached to the sediment and RB equals zero.
[16] The longitudinal dispersivity (a l ) was calculated as a means of comparing the amount of heterogeneity encountered in the field with the heterogeneity encountered during intact column experiments [Dong et al., 2002a] . The dispersivity was calculated utilizing the method from Turner [1972] :
The second moment (s 2 ) represents the spread in the data around the first moment and can be related to the longitudinal dispersivity (a l ) through the Peclet (Pe) Figure 3 . Geophysical estimates from radar tomography of hydraulic conductivity across the zone of the bacterial injection. A Bayesian approach, utilizing the slug test and flowmeter data as prior information, was followed to estimate the hydraulic conductivity from the tomographically mapped radar velocities for two cross sections Hubbard et al., 2001] . ( number. The distance to each MLS (x) was taken as the longitudinal distance from injection well NC-B2 plus one half the lateral distance. Horizontal flow was assumed. This is only an approximation to the flow distance to the offcenter wells since the fluid flow equation would need to be solved to obtain the amount of radial flow away from injection well.
[17] The collision efficiency (a) for the injected bacteria at each sampling port was calculated from the RB using the following expressions from colloid filtration theory [Harvey and Garabedian, 1991; Logan et al., 1995; Rajagopalan and Tien, 1976] :
and
Equations (4)- (10) account for removal by diffusion (N Pe ), interception (N R ), and gravitational sedimentation (N G ). Equation (4) can only be utilized when a l /x I is less than 0.01, which was tested by equation (3) and always found valid. The fluid velocity was calculated utilizing the first moment of the Br breakthrough curve.
[18] The grain size d c was derived from the grain size data from five cores. The data were vertically averaged for each of the five cores to compute a grain size for each sampling port. The grain size data obtained from cores collected at the injection well was assumed to be directly transferable to S2 due to its proximity and the similarities in the geophysical estimates of hydraulic conductivity. The grain size for each port of the remaining 19 MLSs for which there were no cores, was calculated with an inverse distance algorithm that utilized the grain size data derived for the equivalent ports of the five cores. When assuming a constant sediment density with grain size, the number weighted and mass weighted averages for grain size were nearly identical (data not shown).
[19] The a distribution of DA001 cells injected into 50 cm intact sediment cores was calculated from the profile of bacteria sorbed to the sediment at the millimeter scale along the length of each column. The calculated a distribution only accounted for the subset of bacteria that sorbed to the sediments, which was 42% and 33% of the injected bacteria for cores NC8-1 and NC12-1, respectively. The average a was taken as the average of all the calculated a along the length of the core.
[20] A lognormal a distribution and a two-a model are used to attempt to explain the observed a distribution at the field scale and predict the observed RB. The a distribution calculated from the field experiment represents a large percentage of the injected population because RB at 7 m was 0.07. The mean and standard deviation (SD) of the a distribution was directly inferred and weighted by the number of sampling ports. Since the intact core data represent only a portion of the bacterial population, the mean and standard deviation of the total bacterial distribution, weighted by the number of sorbed bacteria, could not be directly calculated. To estimate a lognormal distribution, core-derived partial a distributions were fit using a Gaussian probability function with log transformed values [Bevington and Robinson, 1992] : The fitting procedure assumed that the sorbed population represents the upper percentiles in the a distribution and the bacteria eluted from the core represent the lower percentiles. The manual fitting procedure utilized only the sorbed data and minimized the observed (observed value À calculated value) and the absolute value of the observed error. The area under the fitted portion of the probability curve matched the percent sorbed. This method ensured that the probability curve was systematically fit to the limited sampling population that the sorbed data represent. The calculated a distribution was then utilized in equation (4) to predict RB at different distances in the field. The a distribution was divided into 39 log-interval bins with values that ranged from 10 À9 to 10 0 , the majority of these bins bracketed the mean a producing a smooth distribution. Equation (9) was then multiplied by the width of the bin to convert from the probability function to the fraction of the total population represented by each bin. Equation (4) was solved for RB using the a from each bin at every distance of interest. The resulting RB values were then multiplied by the calculated fraction of the injected bacterial population possessing the given a from equation (9). This produced an estimate of the contribution of each bacterial subpopulation to the total RB. Each subpopulation was summed to obtain the predicted RB at each distance for the given a distribution.
[21] In the two-a model, two distinct populations were assumed present in the injected bacteria. Calculating the a at a distance from the injection point may smear the two distinct peaks because the observed a value has become averaged over the travel distance. The a values therefore have to be back-calculated from distances representative of every sampling port. The high a value, the low a value, and fraction of high versus low were chosen first. The RB versus distance was then calculated with equation (4) for each fraction and summed. Then at a distance representative of a sample, the observed a was calculated using the summed RB. The calculated a were then utilized to create an a distribution. The calculated distribution was then compared with the observed distribution to fit the data. The manual fitting method tried to fit the core and field a data while also predicting the RB from the field data.
Error Analysis
[22] An estimate of the expected error in the calculated RB was determined given the error in measuring Br and bacterial concentrations and the limited number of sampling points spaced across each breakthrough curve. A sensitivity analysis utilizing the one-dimensional advection-dispersion equation was conducted to determine the number of data points required to accurately record a breakthrough event. Six data points spread throughout a breakthrough curve, with one or two values near the peak, were found to give estimates of the first moment to within 8% of the true value when utilizing trapezoidal integration (data not shown). For all samples with concentrations above 1 Â 10 4 cells/mL collected during this injection, the arithmetic and geometric mean of the relative uncertainty (taken as the standard deviation divided by the mean and multiplied by 100) were 13% and 4%, respectively. For error propagation calculations, all flow cytometry samples were assumed to have an error of 8% and Br samples had an error of 2% [ColeParmer, 2000] . The corresponding average and median of the percent error in the calculated RB were 19% and 8%, respectively.
Effect of Heterogeneity
[23] The controls on bacterial transport were determined by comparing horizontal and vertical variations between two parameters. Normalized variation around a mean was defined as
For horizontal variability (Var), the symmetric ports across the centerline were compared (e.g., S9p8 and S11p8) with the average taken from the two values. For vertical variability the ports at each sampler were compared with the average taken as the average of the six values of p7-12. Plotting the variability of two parameters against each other can then illustrate if the two parameters are correlated. For example, if flow velocity increases with increases in permeability, a positive correlation would be expected between the two variables.
Results
Observed Physical Heterogeneity
[24] Slug and pump test data yielded average hydraulic conductivity values of 5.3 ± 1.2 Â 10 À3 and 3.9 ± 1.6 Â 10 À3 cm/s, respectively. The geophysical, flowmeter, and falling head data indicated that hydraulic conductivity varied by about 1 order of magnitude across the flow cell (Figures 2 and 3) Hubbard et al., 2001] . Along the flow axis, the interval above p9 generally had the highest hydraulic conductivity (Figures 2 and 3a) . Below p9 hydraulic conductivity decreases with depth down to p11, and sometimes increases at p12. The conductivity of the underlying Yorktown aquitard is not shown because the wells were terminated at the contact. The area of lowest conductivity is between S2 and S10 at p10 and p11. The conductivity of S10 at all ports is lower then both the upand down-gradient MLSs. These trends are also observed in the sedimentological and flowmeter data, which illustrate the highest conductivity and largest grain size near p8, and a decrease with depth before increasing near p12.
[25] The geophysical data perpendicular to the flow field also exhibit horizontal and vertical variations in conductivity. The zones of high conductivity are located between S9 and S10 and between S11 and S12 from p7 to p9. The area along the centerline near S10 appears to be a zone of lower conductivity. The hydraulic conductivity decreases below p9, with the zone of lowest conductivity on the southwest side of the flow cell from S10 to S12 at p10 and p11. These trends are also evident in the sedimentological and flowmeter data. The grain size data indicate that S11 p10 and p11 have the smallest grain size measured in the flow cell. In summary, a lens of low conductivity is located on the southwest side of the flow cell from S10 to S12 at p10 and p11 and is not as prevalent on the northeast side of the flow cell.
[26] The amount of Fe and Al oxyhydroxide was measured using the Na dithionite method for 19 samples within the transport zone representing 12 separate sampling ports [Dong et al., 2002a] . The Fe and Al oxyhydroxide concentration varied across the site with average values of 489 ± 154, and 847 ± 349 ppm, respectively. The oxyhydroxides were inversely correlated with grain size, with the smallest grain sizes yielding the highest concentrations of oxyhydroxides (Figure 4 ). The correlations with grain size were Fe, À0.36, Al, À0.65, and the sum of Fe and Al, À0.75.
Bacterial Injection
[27] The average Br and bacterial injection concentrations were 85.5 ± 5.6 mg/L and 1.36 ± 0.19 Â 10 8 cells/mL. The average chemical parameters of the injectate were similar to that of the in situ groundwater [Mailloux, 2003] . The groundwater chemistry across the site during the experiment was relatively uniform. The average concentrations (mM) of the major constituents were dissolved O 2 , 0.13 ± 0.03; ionic strength, 3.06 ± 0.71; total organic carbon, 0.63 ± 0.14; dissolved organic carbon, 0.46 ± 0.09; Cl, 0.67 ± 0.13; NO 3 , 0.52 ± 0.09; SO 4 , 0.34 ± 0.10; Na, 0.63 ± 0.04; Mg, 0.18 ± 0.07; Si, 0.16 ± 0.02; K, 0.06 ± 0.01; Ca, 0.65 ± 0.20; Fe, 0.003 ± .0008; pH, 5.86 ± 0.18; and conductivity, 0.267 ± 0.043 mS. No clumping of cells was observed in the injectate. At S2, located 0.5 m down-gradient, bacterial concentrations close to 10% of the injected values were observed 2 hours after the injection began ( Figure 5 ). At S10, located 1.5 m down-gradient, significant bacterial concentrations were observed within 13 hours ( Figure 5 ). Although the bacteria and Br were injected into the highpermeability zone corresponding to p8 and p9 of the samplers, the injectate plume was observed in p7 through p12, but not at p5 or p6 ( Figures 5, 6 , and 7). The injection of water above but not below the packered zone most likely created a vertical gradient that caused the injectate to migrate downward along the more permeable collapse zone around the outside of the casing of well NC-B2. Since bacteria and Br were not present above p7, only data from p7 through p12 are shown. For the rest of the analysis the data are treated assuming that no vertical transport occurred and the injection was across the zone from p7 to p12. [28] Breakthrough curves with bacteria and Br were collected at 95 sampling ports. The following samples were removed from the data set because they were anomalous when compared with samples collected immediately prior to or after they were collected: S1 at 114 hours, S16 at 62.75 hours, S3 at 103 hours, S18 at 103.85 hours, and S19 at 101.94 hours. The 37 missing data points resulting from lost or empty bottles were replaced with a linear average of the nearest neighbor data.
[29] DA001 breakthrough was always accompanied by Br breakthrough, indicating that both tracers followed similar flow paths. During the injection, the plume was observed in all MLSs except S8, S12, and S15. The breakthrough curves indicate that the peak concentrations of Br and DA001 generally decreased down-gradient (Figures 5 and 7 ). In addition, the peak concentration of DA001 usually decreased faster than the concentration of Br. There also appeared to be zones where very little attachment of DA001 occurred (e.g., S2 p10 and S10 p9). The amount of DA001 breakthrough tended to decrease with depth, with more breakthrough occurring at p9 than p10 (Figures 5  and 7 ). In addition, it appeared that DA001 arrived slightly ahead of the Br at a limited number of ports (e.g., S10 p10) and slightly later than Br at other ports (e.g., S2 p10) ( Figure 5 ).
[30] The first moment at each sampling port was similar for both the Br and DA001 breakthrough data, and therefore only the DA001 data are shown (Figure 6 ). The results are reported as time to center of mass without conversion to velocity because the flow distance to the off-axis wells is not precisely known. The results indicate a distinct pattern with depth in which p8 and p9 consistently had the fastest travel times, p11 usually had the slowest, and p12 was faster or slower than p11 depending on location. The first moments of DA001 and the geophysical estimates of hydraulic conductivity were correlated (Table 2, Figure 8) .
[31] The dispersivity values for Br ranged from less than 0.01 to greater than 0.1 m with an arithmetic mean of Figure 6 . First moment of DA001 at each sampling location. If RB was insignificant for a port, no data are shown from that port. The data are shown down the flow axis and grouped by MLSs symmetrically spaced with respect to the flow axis. For some wells, data from the slower ports were not available because sampling did not continue long enough (e.g., S17, S21, and S24). No breakthrough was observed at S8 and S12. 0.06 m. No clear trend in the data with time or distance was detected with all correlations with site data below 0.3 (data not shown). These values of dispersivity were slightly greater than the average value of 0.01 m obtained for 0.5 m intact core experiments run in the laboratory [Dong et al., 2002a] , but less than values obtained for larger-scale field injections conducted at Cape Cod .
[32] RB for DA001 tended to decrease with distance from the injection well, with S2, the closest sampler, ranging from 0.5 to 1.0 and values of less than 0.1 observed in some ports of the more distant samplers (Figures 7 and 9) . The Figure 7 . The RB of DA001 at each sampling location. If RB was insignificant for a port, no data are shown from that port. The data are shown down flow axis and grouped by MLSs symmetrically spaced with respect to the flow axis. RB at shorter distances decreased faster than at samplers further down-gradient (Figures 5, 7, and 9) . A weak correlation is sometimes, but not always, observed between hydraulic conductivity and RB with higher RB observed in p8, p9, and p12, in the higher conductivity layers relative to p10 and p11, the lower conductivity layer (e.g., S9, S10, and S11) (Table 2, Figure 8 ).
[33] Some variations in RB of DA001 were counterintuitive. The RB increased substantially from S14 to S17 and S21, with average values of 0.14, 0.32, and 0.29, respectively ( Figure 7) . The RB was a factor of 2.3 greater at S17 and 2.1 greater at S21 compared with S14. In addition, the RB observed at S10 was both above and below values observed at S9 and S11 depending on the port. Since S9 and S11 are located off the main flow axis, it was originally expected that RBs at these samplers would be lower due to the greater travel distance. The RB at S16 and S18 was the same or higher than RB at S14 even with the longer travel distances and higher first moments (Figures 6  and 7) . The RB was usually higher at the MLSs on the Table 2. northeast side of the flow cell than to the corresponding MLS on the southwest side of the flow cell (Figure 7 ). For example, the RB at S4 was greater than S7 and S9 was greater than S11. Five sampling ports (S2 P10, S5 P7, P11, and P12, and S10 P9) close to the injection well exhibited RBs greater than 1, averaging 1.08, which was attributed to errors in the measurements used in the calculation.
[34] In order to calculate the exact a distribution for the field experiment the number of bacteria in the aqueous phase over the time course of the experiment would have to be known. The experimental design, samplers spaced farther apart than the size of the injected plume, enabled only rough estimates of the aqueous phase plume mass, and these data were not utilized in calculations. The number of sampling ports therefore was utilized to estimate the a distribution. Utilizing the sampling ports is a robust method, because the number of sampling ports decreases with distance and the MLS layout was designed to track bacterial attachment . The a decreased with distance and at shorter distances had values similar to those obtained in core experiments (Figure 10a) . The a distribution calculated from the field experiment spanned approximately 2 orders of magnitude from 2.4 Â 10 À4 to 3.2 Â 10 À2 (Figure 10 ). The field-based distribution appeared to be approximately lognormal distributed with a log mean and log SD of À2.56 ± 0.43. (Figure 10b ). The jagged nature of the a distribution, however, may be caused by the choice of bins and the clumping of samplers at certain distances, for example, S5, S6, S9, S10, and S11 at approximately 1.5 m (Figure 1b) .
Error Analysis
[35] Colloid filtration theory was developed for homogenous sand filters and requires singular values for grain size, porosity, and velocity at each port. These values vary over the complex three-dimensional flow paths that DA001 and Br travel. To account for these complexities, therefore, the observed variations and the errors in each parameter were propagated through the filtration equations to determine the error expected in the calculated a (Table 3 ). In this calculation the average RB and distance from the field data were utilized (Table 3) . It was determined that each parameter individually would introduce errors from 6 to 29% in a and that cumulatively the maximum expected error would be 46% (Table 3) . This is an upper estimate, because the covariance of the individual parameters was not included in this analysis, which would decrease calculated errors. This 46% error is small when compared with the observed 2 orders of magnitude variation in a. The transport distance to each sampling port, which was only estimated because the three-dimensional flow equations were not solved, would impact the errors through the velocity and distance terms in the filtration equations. The velocity is the largest component of the error but is still small compared with the observed variations in a, and thus the choice of distance is relatively arbitrary and does not significantly impact the results. Laboratory results indicate that the filtration theory may systematically under-predict the collector efficiency (h) . A systematic under-prediction of h would cause an overestimation of a that increased with distance. Since we are examining a relatively narrow range of distances (0.5 to 7 m) and a decreases with distance, this potential bias appears to have a minimal impact on the calculated a distribution. In conclusion, the variation in a due to errors in the calculations was most likely significantly smaller than the observed range.
Scaling Intact Core Experiments
[36] The a calculated from the core experiments all fell within the upper range of those from the field injection (Figure 10) . A lognormal distribution was fit to the sorbed data from the intact core experiments. Utilizing this method produced a distributions from the intact core experiments similar to the one obtained for the field injection (Figure 10 ). The lognormal a distributions for cores NC8-1SAT and NC12-1SAT were best described by a log mean and log SD Figure 9 . RB versus distance from the field experiment. (a) Predicted RB with distance utilizing a singular collision efficiency (a) value and the distribution calculated from the core data compared to RB values observed during the field injection. The calculations used an average groundwater velocity of 1 m/d and a grain size of 354 mm. (b) The effect of heterogeneity on the predicted profile of RB with distance for a singular a value and for the same value of a but with a lognormal distribution. The log mean a was À2.32, and the log SD was 0.45. The coarse-grained zone was 500 mm with a groundwater velocity of 1.5 m/d, and the fine-grained zone was 250 mm with a groundwater velocity of 0.5 m/d. of À2.35 ± 0.51 and À2.32 ± 0.38, respectively (Figure 10c) . The best fit values for the two-a model were À2 log a for the high a, À3.1 log a for the low a, and the fraction of high a was 0.94 ( Figure 11) . The two-a model could be used to predict the RB versus distance in the field data, but the calculated a distribution was different than both the field and core data (Figure 11 ). For this reason the lognormal distribution is utilized for the following sensitivity analysis. However, either distributive model has similar results when compared with uniform a value.
[37] Colloid filtration theory with a uniform a derived from core experiments significantly under-predicted RB, especially at distances greater than 2 m (Figure 9a) . Utilizing an a distribution as compared with a uniform a greatly improved the predictions even with an average flow velocity and grain size from the field experiment (1.0 m/d and 354 mm, respectively) (Figure 9a) .
[38] A sensitivity analysis was undertaken utilizing colloid filtration theory to determine whether an a distribution would increase or decrease the predicted vertical variation in RB. High-and low-permeability zones were represented with groundwater velocities of 1.5 and 0.5 m/d and grain sizes of 500 and 250 mm, respectively. These values were not chosen to represent the largest variations observed at the site, but rather to bracket the variations observed at most of the MLSs. A uniform log mean of a (À2.32) and an a distribution (À2.32 ± 0.45) were used for this analysis. Results indicated that when utilizing a single a, the predicted differences in RB between high-and low-permeability zones become larger than the observed range in RB at a distance of 2 m (Figure 9b ). Utilizing an a distribution reduced the predicted range in RB between the high-and low-permeability zones (Figure 9b ).
[39] Intrapopulation variations in bacterial properties could affect the SD of a. Increasing the log SD of a for a given mean a increased the distance traveled but decreased the observed concentrations near the injection well (data not shown). A high log SD of a produced a distribution of bacteria with high a that sorb near the well as well as bacteria with low a that travel a significant distance. When the injected bacteria have a range of surface properties, examining only the data obtained within the first meter may lead to gross underestimates of expected transport distances. On the basis of these analyses, it is apparent that if a low a subpopulation exists with a within a microbial community, Field data were calculated from breakthrough curves, and core data were calculated from sorbed profiles. (b) Calculated distribution of a from the field experiment and two intact core experiments. (c) Fitted Gaussian distribution of the core data. NC8-1SAT and NC12-1SAT had lognormal a distributions best described by a log mean and log SD of À2.35 ± 0.51 and À2.32 ± 0.38, respectively. independent of the shape of the distribution, significant transport could occur at the field scale.
Discussion
[40] Vertical and horizontal heterogeneity strongly impacted the first moment of the injected tracers (Figures 5, 6 , and 8). For example, the breakthrough in S10 p9 was almost complete before a significant increase in concentration was seen at S10 p10 ( Figure 5 ). These ports are only separated vertically by 27 cm and possess less than one half an order of magnitude difference in hydraulic conductivity (Figures 2  and 3) . Even in what is considered a generally uniform sandy aquifer with maximum variations in hydraulic conductivity of approximately 1 order of magnitude, significant variations in the travel times of each tracer were still easily observed. These results indicate that flow was horizontal and little to no vertical mixing occurred. Comparison of variations in the first moment to the geophysical estimate of hydraulic conductivity showed a correlation, and the fastest arrival times or lowest first moments occurred in zones of higher hydraulic conductivity (Table 2, Figure 8a ).
[41] Physical heterogeneity had an impact on the direction of movement for the injected plume. MLS 9 is located in an area that possesses high hydraulic conductivity (Figures 2 and 3 ). This zone of higher hydraulic conductivity may have acted as a preferential flow path channeling the plume around S10 to the northeast. If the bacteria observed at S14 represent those moving through the lowconductivity zone near S10, this explains the higher attachment rates and lower RB observed at S14. Using the same rationale, the higher RB at S5, S6, S9, S17, and S19 likely resulted from the plume following the preferential flow path around S10 and to the northeast. This movement of the tracer plume may also account for the double and elongated peak of Br seen at S14 p8 and p9 ( Figure 5 ). The movement of the plume off the main flow axis was not caused by an eastward gradient in the water table because pumping rates were increased at NC-C3 and decreased at NC-A3 to force the plume down the flow axis after the same effect was observed during preliminary Br injections. In addition, monitoring of water levels throughout the experiment showed no easterly gradient. These data indicate that any variation in the flow paths toward the east was caused by heterogeneity and that areas of high hydraulic conductivity controlled the direction of plume migration.
[42] Laboratory studies predict that even after small travel distances, large differences in attachment should be observed between coarse-grained and fine-grained zones [Fontes et al., 1991; Ren et al., 2000] . In 14 cm long columns, recovery of bacteria eluted through either coarsegrained (1.00 mm diameter) or fine-grained (0.33 mm diameter) sediments varied by as much as 1 order of magnitude [Fontes et al., 1991] . Laboratory studies have also directly related attachment rates to variations in hydraulic conductivity [Ren et al., 2000] . Laboratory experiments using intact cores collected from near NCFA indicated that physical heterogeneity is the predominant factor in controlling attachment [Dong et al., 2002a] . Examining intact sediment cores at the millimeter scale has shown significant variations in sorbed profiles due to variations in grain size [Bolster et al., 1999; Dong et al., 2002a] . For four 0.5 m cores analyzed, however, the amounts of breakthrough of DA001 were markedly similar (measured values of 0.53, 0.58, 0.61, 0.67) [Dong et al., 2002a] . Colloid filtration theory utilizing the variations in grain size and fluid velocity at NCFA, and a bacterial population with a uniform a indicated that variations in RB greater than 1 order of magnitude should be observed after 2 m of transport during this field injection (Figure 9 ).
[43] The RB data indicated that zones of low attachment rates occurred, but usually at most samplers little vertical variability existed (Figure 7) . Comparison of the variability in first moments to RB revealed little correlation; whereas comparison of variability in RB to hydraulic conductivity showed a greater, yet still low correlation (Table 2 , Figures  8b and 8c ). This indicated that the layering at the site, which strongly affected first moments, had little to no affect on DA001 attachment rates. This is surprising given the effect of preferential flow paths and previous studies conducted at the laboratory scale. The calculated a distribution from the RB data if a two-a model is utilized. The a high is 0.01, a low is 0.00096, and fraction high is 0.94, which represents values that best fit the intact core data a distribution and could reproduce the observed RB at the field scale.
[44] Laboratory studies have indicated that other factors could have contributed to the observed variations in attachment rates including growth and predation [Kinner et al., 1997] , variations in d 10 , the amount of iron oxides [Knapp et al., 1998 ], dissolved natural organic matter , pH Scholl et al., 1990] , ionic strength [Mills et al., 1994] , and bivalent cations [Simoni et al., 2000] . Little or no growth of the injected cells occurred during the time frame of the experiment . Predation of the injected bacteria was minimal and would have slightly decreased the RB . Examination of the d 10 values from the site indicated that they vary by about 1 phi, a factor of 2 (data not shown), which is smaller than the observed variations in mean grain size, which varied by about 2 phi, a factor of 4 (Figure 2) . No correlation was observed between RB and mean grain size or d 10 (correlations <0.15), indicating these may be secondary factors in controlling attachment. A correlation was observed between Fe and Al oxyhydroxides and RB (Table 2, Figure 8d) ; however, the correlation was in the direction opposite that predicted from laboratory experiments. The groundwater chemistry, including pH, ionic strength, and bivalent cations, was relatively constant throughout the NCFA flow cell with slight increases near p10 and p12. The higher ionic strength, the smaller grain sizes, the higher Fe and Al content most likely associated with the finer grain sizes all located in the zone from p10 to p12 suggest that bacterial attachment would be greater there, but this was not observed. No single property of the site was a major factor in controlling bacterial attachment, and only a weak correlation between hydraulic conductivity and bacterial attachment was observed (Figure 8) .
[45] Compared with chemical tracers, each bacterium in a single strain grown in the same culture can have slightly different properties, and these may change over time (e.g. size, density, charge, etc.). These differences in properties could potentially affect transport. These variations in bacterial properties may contribute to produce the lognormal a distribution. Numerical simulations utilizing the a distribution indicated that incorporating this distribution into colloid filtration theory could be utilized to better predict transport. The calculations indicate that a lognormal a distribution better represented the data than a two-a model, but it is not certain which, if either, distribution truly represented the bacterial population. It was not readily apparent what physiological characteristics might cause these observed a distributions. In column experiments conducted with bacterial strain B13, the variations in size, hydrophobicity, and charge were small after passage through a column, and these differences were not believed to be capable of producing the observed decrease in a with distance [Simoni et al., 1998 ]. Capillary electrophoresis of a monoclonal bacterial culture has exhibited two peaks, but the differences between the peaks were relatively small and predictive models indicated the difference should still produce a near-uniform a for each monoclonal culture [Albinger et al., 1994] . Within laboratory grown cultures each bacterium may have slightly different cell properties [Busscher et al., 2000; van der Mei and Busscher, 2001] . For example, not every bacterium in the same culture may possess similar fimbriae and fimbrils [Busscher et al., 2000] . Variations in other cell characteristics across strains, but not within a single strain, have been able to account for variations in transport [DeFlaun et al., 1999; Gannon et al., 1991] . For instance, some studies have suggested that variations in the lipopolysaccharide (LPS) of the bacteria may affect a [Williams and Fletcher, 1996] . Other studies have indicated that changes in the type, structure, and quantity of outer membrane proteins can also influence bacterial attachment [Caccavo, 1999] . Additionally, bacteria introduced into groundwater may become coated with inorganic and/or organic substances, which could potentially modify the cell surface properties Simoni et al., 2000] . These coatings would not be present during laboratory experiments utilizing artificial groundwater and clean sediments and therefore cannot be utilized to explain all of the observed variations in a. Subtle distributions in one or more properties of each cell in a population may conspire to produce the observed variation in a.
[46] Current methods of characterizing bacteria at an adequate resolution without altering the cell properties and the associated mechanistic models to estimate a from first principals are currently incapable of accurately predicting laboratory and field-scale bacterial transport Dong et al., 2002b; Pembrey et al., 1999] . Until the bacteria/mineral interaction processes can be adequately modeled, an applied approach, which includes intact core studies and analyses of the sorbed population, may provide a method for predicting field-scale bacterial transport. The method employed in this study could not account for all the small variations observed in RB but did capture the major trends occurring at the field scale. This a distribution could easily be integrated into a fully coupled three-dimensional flow and transport model and should provide further insight into the parameters controlling field-scale bacterial transport [Bolster et al., 1999; Scheibe et al., 2001] . Understanding and/or controlling the mean and standard deviation of a values may be imperative for successfully transporting, and predicting transport of microorganisms in the subsurface. This is critical for effective bioaugmentation of contaminated sites and protection of groundwater supplies.
[47] The variability in the microbial population was large enough that the effect of aquifer heterogeneity on attachment became inconsequential, especially for DA001, which has near-optimum transport properties. During this injection a chromatographic separation of DA001 occurred, with the stickiest bacteria attaching near the injection well and the bacteria with the near-optimum transport properties moving the farthest. The normalized difference across the variation in the bacterial strain was greater than the aquifer heterogeneity at the site, making it appear like aquifer heterogeneity did not affect transport. The microbial heterogeneity effectively masked the effect of aquifer heterogeneity on transport, which is observable at the smaller scale. At the millimeter scale a uniform subpopulation of DA001 was sampled and the effect of heterogeneity on grain size was easily observed [Dong et al., 2002a] . At larger scales, a heterogeneous DA001 population was sampled and the effect of aquifer heterogeneity on transport became masked.
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