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Some years ago Gessel ([Ge]) introduced a q-analogue of functional composi-
tion that was strong enough to support a q-analogue of the chain rule. In this note
we show that Gessel’s q-composition is even strong enough to support a q-analogue
of Faa di Bruno’s formula for the n th derivative of a composite function.
q-analogues of the Bell polynomials arise naturally in this context.  1996 Academic
Press, Inc.
I. ELEMENTARY q-DIFFERENTIAL CALCULUS
We will use a well-known q-analogue of the derivative operator that goes
back at least to Jackson [Ja]. Related operators were used earlier by Heine
and by Rogers; see also [An2], [GR]. We define
Dq f (x)=
f (x)& f (qx)
x(1&q)
and we call this the q-derivative of f (x). The notation f $(x) will mean
throughout this paper the q-derivative of f (x). In this section we develop
some properties of Dq that we will require. First we introduce the requisite
notation.
We put [n]=(1&qn)(1&q)=1+q+ } } } +qn&1; thus we may write
Dq xn=[n]xn&1. Next, we define the q-factorial n!q=[1][2] } } } [n],
where 0!q=1. Then the q-multinomial coefficient may be defined by
_ nk1 , k2 , ..., km&=
n!q
(k1)!q (k2)!q } } } (km)!q
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where k1+ } } } +km=n. Mostly we will be using the q-binomial coefficient,
which we will write as [ nk]. The q-numbers have a trivial but very useful
subtraction property:
[n]&[k]=qk[n&k] (1.1)
This immediately implies the well-known recurrence relation for the q-bino-
mial coefficients
_n+1k &=_
n
k&1&+qk _
n
k& (1.2)
The alternate form
_n+1k &=_
n
k&+qn&k+1 _
n
k&1& (1.3)
follows on replacing k by n&k+1.
Using (1.2) and induction it is easy to prove Schu tzenberger’s noncom-
mutative q-binomial theorem ([Sc])
(x+y)n= :
n
k=0 _
n
k& xkyn&k (1.4)
where yx=qxy. There is an immediate generalization to m variables
(x1+ } } } +xm)n= :
k1+ } } } +km=n
_ nk1 , k2 , .., km& xk11 } } } xkmm (1.5)
where xj xi =qxi xj if and only if j>i. This in turn implies the recurrence
relation for the q-multinomial coefficients
_ n+1k1 , ..., km&=_
n
k1&1, k2 , ..., km&+qk1 _
n
k1 , k2&1, ..., km&
+qk1+k2 _ nk1 , k2 , k3&1, ..., km&
+ } } } +qk1+k2+ } } } +km&1 _ nk1 , ..., km&1& (1.6)
where k1+ } } } +km=n+1.
With these facts in hand, we turn to some basic properties of the
q-derivative. It is easy to prove the q-product rule
Dq f (x) g(x)= f (x) g$(x)+ f $(x) g(qx) (1.7)
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This immediately extends by induction to m functions
Dq f1(x) f2(x) } } } fm(x)= :
m
k=1 \ ‘
k&1
j=1
fj (x) + f $k(x) \ ‘
m
j=k+1
fj (qx)+ (1.8)
There is a weak form of the chain rule for the q-derivative, namely that
if a is independent of x, then
Dq f (ax)=af $(ax) (1.9)
We will obtain a stronger form in the next section. (1.9), in concert with
(1.7) and (1.2), can be used to prove the q-Leibniz rule
Dnq f (x) g(x)= :
n
k=0 _
n
k& f (k)(x) g(n&k)(qkx) (1.10)
A common generalization of (1.8) and (1.10) can be proved in the same
way, using (1.6) in place of (1.2):
Dnq f1(x) f2(x) } } } fm(x)
= :
k1+ } } } +km=n
_ nk1 , ..., km& f (k1)1 (x) f (k2)2 (qk1x) } } } f (kn)(qk1+ } } } +km&1x)
II. THE q-CHAIN RULE
To have a really adequate chain rule for the q-derivative, as was realized
by Gessel ([Ge]), we need a different notion of functional composition.
We give a slight modification of Gessel’s construction:
Consider a function f (x) of the form
f (x)= :

n=1
fn
xn
n!q
(Note that f (0)=0.) Define the 0th symbolic power of f by f [0](x)=1,
and for positive integer k define the k th symbolic power of f inductively by
Dq f [k](x)=[k] f [k&1](x) f $(x) (2.1)
(2.1) gives f [k](x) up to an additive constant, which is determined by
f [k](0)=0 for k1. An alternative definition, again inductive, can be
given by using the q-integral ([GR]). For k1, we have
f [k](x)=x(1&qk) :

n=0
qnf [k&1](xqn) f $(xqn) (2.2)
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Note that when k=1 we have Dq f [1](x)= f $(x), which implies that
f [1](x)= f (x) since both quantities have the same q-derivative, and both
are zero when x=0. Note also that Dqx[k]=[k]x[k&1], so by induction
we have x[k]=xk since x[1]=x. More generally, however, we have
(xm)[k]=
k!q
k!qm
xmk
Furthermore, if t does not depend on x, then
(tf (x))[k]=tkf [k](x) (2.3)
as one can see by observing that it holds if k=0, 1, and showing by induc-
tion on k that both sides have the same q-derivative (with respect to x).
Using (2.1) and induction we obtain yet another expression which we
could take as a definition of f [k](x), namely
f [k](x)=k!q :

n=k
xn :
bi1
b1+ } } } +bk=n
fb1 fb2 } } } fbk
[b1][b1+b2] } } } [b1+ } } } +bk](b1&1)!q } } } (bk&1)!q
(2.4)
If g(x)=n=0 gn(x
nn!q), then the q-composition of g with f is defined by
g[ f ] := :

n=0
gn
f [n]
n!q
(2.5)
The q-composition of g(x) with the identity function is just g(x) since
x[n]=xn. Moreover, we have
Dq g[ f ]= :

n=1
gn
f [n&1]
(n&1)!q
f $=g$[ f ] f $ (2.6)
which is Gessel’s q-analogue of the chain rule.
III. PARTITIONS
We will require a few facts about partitions, both of numbers and of sets.
A partition of a positive integer n is an unordered sum of positive integers
equal to n. Each summand is called a part. For example, the partitions of
4 are 4, 3+1, 2+2, 2+1+1, 1+1+1+1, with respectively 1, 2, 2, 3, 4
parts. Then we have the
Lemma. (1) [ nk] is the generating function for partitions into at most k
parts not exceeding n&k.
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(2) qk[ n&1k ] is the generating function for partitions into exactly k
parts not exceeding n&k.
These statements mean that the coefficient of qm in these expressions
counts the number of partitions of the number m of the appropriate kind.
They may be proved by recurrence using (1.2); see [An1] for the details.
A partition of a set is a decomposition into a disjoint union of nonempty
subsets, which are called blocks. All the set partitions we consider will be of
the set [1, 2, ..., n], which we denote by (n) , for some positive integer n.
For example,
[1, 5, 6], [7], [2, 4, 8], [3, 9]
is a partition of (9) with four blocks. We proceed to determine its weight
(a concept introduced in [Jo]). Begin by crossing out the block with the
largest element, in this case [3, 9]. Relabel the remaining elements with the
integers starting from 1, preserving the order. Here 1 is still 1 and 2 is 2, but
4 is relabeled down to 3, 5 to 4, 6 to 5, 7 to 6 and 8 to 7. The new partition
is [1, 4, 5], [6], [2, 3, 7] and the total amount of relabeling was 5 units.
Now repeat the algorithm. [2, 3, 7] is crossed out, and the remaining
elements are relabeled as [1, 2, 3], [4], with 6 more units of relabeling
since 4 is relabeled as 2, 5 as 3 and 6 as 4. The algorithm is repeated until
every block is crossed out, and the total amount of relabeling is the weight
of the partition. In this case no further relabeling will be necessary and the
weight is 5+6=11. A combinatorial interpretation of Gessel’s q-analogue
of the exponential formula may be based on this idea [Jo]. In fact, this
follows from the above lemma; see [Ge] for the original interpretation.
IV. q-ANALOGUE OF FAA DI BRUNO’S FORMULA
Since Gessel’s q-composition gives us a q-analogue of the chain rule,
namely (2.6), one can hope for a q-analogue of the iterated chain rule, that
is, Faa di Bruno’s formula for the n th derivative of a composite function
([Ch], [Ri], [Co]). In this section we obtain such a formula.
For orientation, let us look at D3q g[ f (x)]. There are five terms:
g$[ f (x)] f $$$(x)+g"[ f (x)] f $(x) f "(qx)+qg"[ f (x)] f $(x) f "(qx)
+g"[ f (x)] f "(x) f $(q2x)+g$$$[ f (x)] f $(x) f $(qx) f $(q2x)
These terms correspond to the five partitions of (3) , in the order [1, 2, 3];
[1], [2, 3]; [2], [1, 3]; [1, 2], [3]; [1], [2], [3]. The number of blocks
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in the partition is the number of derivatives on g, and the block sizes deter-
mine the numbers of derivatives of f. The powers of q will be explained
presently, but note that the weight of [2], [1, 3] is 1 while the weights of
the other four partitions of (3) are all 0.
Let ? be a partition of (n) into the blocks B1 , B2 , ..., Bk . As with the
partitions of (3) above, we put the blocks in increasing order of the maxi-
mal elements. Suppose there are bi elements in the block Bi , for each i, and
denote the set of partitions of (n) by 6(n). Then we have
Theorem (q-Analogue of Faa di Bruno’s Formula, First Form).
Dnq g[ f (x)]= :
? # 6(n) {
qwt?g(k)[ f (x)] f (b1)(x) f (b2)(qb1x)
_ f (b3)(qb1+b2x) } } } f (bk)(qb1+b2+ } } } +bk&1x)= . (4.1)
The proof is by induction on n. We have verified the case n=3 already,
and the lower-dimensional cases are trivial. Observe that the exponent of
q in the factor f (bi)(qb1+ } } } +bi&1x) counts the number of elements contained
in B1 _ } } } _ Bi&1 , i.e., in the blocks with a smaller maximal element than
that of Bi . Thus, for example, the theorem claims that to the partition
of (9)
[1, 5, 6], [7], [2, 4, 8], [3, 9]
there corresponds the term
q11g(4)[ f (x)] f $$$(x) f $(q3x) f $$$(q4x) f "(q7x)
of D9q g[ f (x)].
Assuming that (4.1) holds for n, we show it holds for n+1. Using (1.8)
in (4.1), we have
Dn+1q g[ f (x)]
= :
? # 6(n)
qwt?g(k+1)[ f (x)] \‘
k
i=1
f (bi)(qb1+ } } } +bi&1+1x)+
+ :
1ik
? # 6(n) {
g(k)[ f (x)] qwt?+
i&1
l=1
bl \‘
i&1
j=1
f (bj)(q 
j&1
l=1
blx)+ = (4.2)_ f (bi+1)(q i&1l=1 blx) \ ‘kj=i+1 f (bj)(q1+j&1l=1 blx)+
where we also used (1.9). We may obtain all the partitions of (n+1) from
the partitions of (n) by relabeling the elements 1, 2, ..., n as 2, 3, ..., n+1 in
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that order, and then either adding the element 1 as a singleton block, or
adding it to one of the relabeled blocks. Doing the former increases the
number of blocks by one, increases the number of elements in the blocks
with a smaller maximal element than that of Bi by one for each of the
original blocks, and does not change the weight. Therefore this class of
partitions of (n+1) corresponds to the first summand in (4.2).
In the latter case, suppose we have adjoined 1 to the relabeled block Bi .
For the Bj with j>i, the number of elements in the blocks of smaller index
has increased by one, but this number has not changed for the Bj with
j<i, and of course the size of Bi has increased by one. The effect on the
weight is as follows. The blocks Bj with j>i are crossed out one by one.
Each element has a label one larger than it previously had both before
and after relabeling, so there is no net effect on the relabeling weight.
When Bi is crossed out, however, the remaining elements have to be
relabeled down one more unit than before. Thereafter, each element has
the same label it would have had before the element 1 was adjoined, so
there is no further effect on the weight. Thus the weight increases by the
number of elements in the blocks with index less than i, that is, by
b1+ } } } +bi&1. Therefore these partitions correspond to the second
summand in (4.2).
Faa di Bruno’s formula is not usually stated in the form of a sum over
set partitions, although it is most easily proved when so stated. One can
then ask whether our q-analogue can be given without reference to set par-
titions. The following lemma will allow us to give such a statement.
Lemma. Let ? be a partition of (n) into the blocks B1 , B2 , ..., Bk , listed
in increasing order of their maximal elements, with |Bi |=bi , 1ik. Then
:
? # (B1 , ..., Bk)
qwt?
=_b1+b2+ } } } +bk&1bk&1 &_
b1+b2+ } } } +bk&1&1
bk&1&1 & } } } _
b1+b2&1
b2&1 &
where the sum is over all such ?.
Proof. To determine the weight of ?, we begin by crossing out Bk and
relabeling the elements in the other blocks with [1, 2, ..., b1+b2+ } } } +
bk&1], preserving the order. Before relabeling, the largest element in these
blocks does not exceed b1+b2+ } } } +bk&1, so the contribution to the
relabeling weight from any one element is no larger than bk&1. For each ?,
then, the relabeling weight is a partition into at most b1+b2+ } } } +bk&1
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parts not exceeding bk&1, and we get all such partitions from summing
over all ?. By the lemma of section III, we therefore have
:
? # (B1 , ..., Bk)
qwt?=_b1+b2+ } } } +bk&1bk&1 & :? # (B1 , ..., Bk&1) q
wt?
and the lemma follows upon iteration since the weight of a single block is 0.
Observe that we may rewrite the expression in the lemma as
(n&1)!q
[b1][b1+b2] } } } [b1+ } } } +bk&1](b1&1)!q (b2&1)!q } } } (bk&1)!q
and that this expression has (more or less) arisen already in (2.4). From
this point of view, it therefore gives a natural q-analogue of the Bell poly-
nomial ([Ri], [Co]). That is, we may put
Bn, k, q( f1 , f2 , ..., fn&k+1)
= :
bi1
b1+ } } } +bk=n
(n&1)!q fb1 fb2 } } } fbk
[b1][b1+b2] } } } [b1+ } } } +bk&1](b1&1)!q } } } (bk&1)!q
(4.3)
and rewrite (2.4) as
f [k](x)=k!q :

n=k
xn
n!q
Bn,k, q( f1 , f2 , ..., fn&k+1) (4.4)
Making the abbreviation fi, j := f (i)(q jx), we may now state our q-Faa di
Bruno formula in the following form:
Theorem (q-Analogue of Faa di Bruno Formula, Second Form).
Dnqg[ f (x)]= :
bi1
b1+ } } } +bk=n
g(k)[ f (x)] Bn, k, q( fb1 , 0 , fb2 , b1 , fb3 , b1+b2 , ...)
We conclude this note with a few properties of these q-Bell polynomials.
It follows from (4.4) and results in [Jo] that
{nk=q=Bn,k, q(1, 1, ..., 1)
cq(n, k)=Bn,k, q(0!q , 1!q , ..., (n&k)!q)
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where the latter are the (signless) q-Stirling numbers of the first kind that
occur in the literature most often, e.g., in [Sa], and the former are some
q-Stirling numbers of the second kind that were discussed in [Jo].
Recall the q-exponential function
eq(x)= :

n=0
xn
n!q
(4.4) and (2.3) imply that
eq[tf (x)]= :
nk0
Bn, k, q( f1 , ..., fn&k+1)
xn
n!q
tk (4.5)
If we take the q-derivative of (4.4) or of (4.5) and equate coefficients, we
find the recurrence
Bn+1, k+1, q( f1 , ..., fn&k+1)= :
n
l=k _
n
k& Bl, k,q( f1 , ..., fl&k+1) fn&l+1
The welter of other recurrence relations satisfied by the Bell polynomials
(see, e.g., [Co]) do not seem to go through in this setting, mainly because
eq[ f ] is not really an exponential function. It is an easy consequence of
(1.4), however, that if yx=qxy and all other parameters commute, then
eq(x) is an honest exponential function in the sense that
eq((x+y) t)=eq(xt) eq( yt)
If one is willing to use power series with noncommuting coefficients, there-
fore, one can define some other q-Bell polynomials with a richer recursive
structure. But we shall not take this topic up here.
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