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Of concern is the existence and uniqueness of anti-periodic solutions to a class of 
abstract nonlinear second-order differential equations. The investigation relies on 
the theory of m-accretive operators in Banach or Hilbert spaces. Examples of 
boundary value problems for ordinary and partial differential equations are also 
discussed. 0 1992 Academic Press, Inc. 
1. INTRODUCTION AND PRELIMINARIES 
There has been a great deal of recent research on questions of existence, 
uniqueness, and continuous dependence on data, of anti-periodic solutions 
to various classes of non-coercive evolution equations. See [2, 3, 6-91. In 
particular, the second-order boundary value problem 
(i) -u”(t)+au’(t)+Au(t)3f(t), Q<t<T, 
(ii) u(0) = -u(T), u’(O) = -u’(T), 
(1.1) 
where UE [w, A denotes an odd, nonlinear, m-accretive (equivalently, 
maximal monotone) multivalued operator in a Hilbert space X, and 
f: [0, T] -+X is considered in [3]. It is the purpose of the current paper 
to extend the ideas of [3] in several directions. 
First, we study the problem (1.1) in the case in which X is a Banach 
(rather than a Hilbert) space. Section 2 develops the corresponding 
existence-uniqueness theory, under the assumption that both X and its dual 
are sufficiently smooth. 
In Section 3, we replace (ii) of ( 1.1) by a “generalized” boundary 
condition (cf. (3.1)) and discubs the resulting problem. For convenience, we 
confine ourselves to the Hilbert space setting. A special attention is paid to 
the case when time-dependent coefficients appear in the derivatives of u, in 
(1.1)(i). 
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Finally, in Section 4 we consider a problem of the type (1.1) in a Hilbert 
space, and allow the nonlinear operator A to depend on t. Existence is 
obtained for continuous nonlinearities. 
In order to make the paper self-contained, we now present a few 
elements of nonlinear functional analysis that will frequently be used in the 
sequel. For proofs and more details we refer the reader to [4, 5, lo]. 
Let X be a real Banach space of norm /I. 11, with dual (X*, 11. )I *). The 
duality pairing between X and X* will be denoted by ( , ). (If X is a Hilbert 
space, ( , ) stands for the inner product of X.) Generally, E will designate 
the space L’(O, T, X), endowed with its usual norm 1. I. Recall that when X 
is reflexive, the dual E* of E is L2(0, T; X*). If also X* is uniformly 
convex, so is E*. In particular, if X is a Hilbert space, E has the same 
property. The (multivalued) operator F: X+ X* defined by 
F(x)= {x*EX*: (x,x*)= l(xl12= ljx*II:} 
is said to be the duality mapping of X. It is easily seen that F is 
homogeneous (i.e., F(rx) = rF(x), Vx E X, Y E R) and monotone (i.e., (x - y, 
u - W) 3 0, Vx, y E X, u E F(x), w E F(y)). A single-valued duality map will 
be called “strongly” monotone if 
(x - Y, F(x) -F(Y)) > K Ilx - A2, V-T y E x (1.2) 
for some positive constant K. 
It is well known (cf., e.g., [4, p. 141) that if X* is uniformly convex, then 
F is single-valued and uniformly continuous on bounded subsets of X. If, 
in addition, X is uniformly convex with a modulus of convexity of power 
type 2, then by [ 10, Proposition 2.111, (1.2) holds. As an example of a 
Banach space X with a strongly monotone duality mapping, one may take 
X= Lp(Q), where Sz is a bounded domain of I&!” and 1~ p < 2. 
In the following, we list some properties of X-valued functions, exactly in 
the form needed in Section 2. 
PROPOSITION 1.1. Let X* he uniformly convex, and let F be the duality 
map of X. Zf u E W2,2(0, T; X) and p(t) = (u’(t), Fu( t)), 0 < t < T, then 
(i) 2p(t) = (d/dt) Il4t)ll’, f~ (0, T). 
(ii) p is dlxferentiable almost everywhere and 
I 
, 
P’(Z) dz G p(t) - p(s), forallO<s<t<T. 
s 
Zf, in addition, (1.2) is satisfied, then 
(iii) p’(t) 2 (u”(t), Fu(t)) + K Ilu’(t)lj’; almost everywhere on (0, T). 
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Remark 1.2. Conclusion (i) of Proposition 1.1 is well known (cf., e.g., 
[4, p. 1001). Assertions (ii) and (iii) were proved in [lo, Lemma 2.51. 
For a proof of the next result, see, e.g., [6, p. 4821. 
PROPOSITION 1.3. Assume that u E W’,‘(O, T; X) satisfies u(O) = -u(T). 
Then 
Ilu(t < T”2 Id, Vte [0, T]. (1.3) 
The remainder of this section is devoted to a review of some basic facts 
about m-accretive operators. 
Let A be a set-valued operator in X with domain D(A) and range R(A). 
We say that A is accretive if llx, -x211 6 I/x, -x2 + 1(y, - y2)JI, for all 
1> 0 and all yj~ Axi, i= 1, 2. It can be shown (cf., e.g., [4, p. 721) that A 
is accretive if and only if for any yi E Axi, i = 1,2, there exists h E F(x2 - xI) 
(where F is the duality map of X), such that (y, - y,, h) B 0. An accretive 
operator A is called m-accretive if R(Z+ iA) = X, for all (equivalently, for 
some) 2 > 0. Here Z designates the identity of X. In the case when X is a 
Hilbert space, the notion of m-accretivity coincides with that of maximal 
monotonicity; see [S, Chap. II]. The graph of every m-accretive operator 
A in X is closed. If, in addition X* is uniformly convex, then A is 
demiclosed, i.e., strongly-weakly closed. 
Let now A be m-accretive in X. One can define the Yosida approxima- 
tion A, of A (E,>O) by Aj.=lp’(Z-J,), where J,=(Z+lA)-‘. It is 
readily verified that J2 is nonexpansive on X, and that A, is Lipschitz 
continuous and accretive on X, with A,x E AJ,x, Vx E X. If E = L’(O, T; X), 
we will usually denote by A’ the canonical extension of A to E, namely 
d={[u,u]~ExE:u(t)~D(A)ando(t)~Au(t),a.e.on(O, T)}. 
Note that 2 is m-accretive along with A, and (J,u)(t) = A,u(t), Vu E E, for 
almost every t E (0, T). In the special case when X is a Hilbert space and 
cp: X+ ] - co, + co] is a proper, convex, and lower semicontinuous (I.s.c.) 
function, we denote by acp the subdifferential of cp. It is well known (cf., e.g., 
[4, Chap. 11.23) that acp is m-accretive (equivalently, maximal monotone) 
on X. Moreover, if 4: E--t ] - 03, + co] is the convex, 1.s.c. functional 
cp(4t)) & if uEEandcp(u)EL’(O, T), 
+m, otherwise, 
then the extension of &p to E is given by a? = a$. 
We next consider another accretive operator B on X, and examine the 
properties of the sum A + B. 
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PROPOSITION 1.4 [4, p. 1583. Let A be m-accretive on X, and let 
B: X + X be everywhere defined, continuous, and accretive. Then A + B is 
m-accretive in X. 
Remark 1.5. (i) As a corollary of Proposition 1.4, it follows that every 
continuous, accretive, everywhere defined operator in X is m-accretive. In 
particular if A is m-accretive, so is its Yosida approximation A,, 2 > 0. 
(ii) By Proposition 1.4, we may conclude that if A, B are m-accretive, 
then A, + B is m-accretive, too, for each ,I > 0. Accordingly, for fixed y E X 
and E > 0, there is a unique x1 E X, such that 
A,X, + Bx, + EX;~ 3 y. (1.4) 
PROPOSITION 1.6 (cf., e.g., [ 10, Lemma 2.31). Assume that A, B are 
m-accretive in X, and that X* is untformly convex. Let x1 be the solution of 
(1.4). Zf {xz} and {A Ax,} remain bounded as I -+ O+, then xi converges 
strongly as ,I -+ 0 + to x, E D(A) A D(B), and 
(A+B)x,+~x,3 y. (1.5) 
COROLLARY 1.7. Let the assumptions of Proposition 1.6 be fulfilled, and 
let x, satisfy (1.5). Zf x,+x, as E-+O+, then ye(A+B)x. 
Proof. By (1.5), A + B is m-accretive in X, hence closed. This, (1.5), and 
x,-+xlead to XED(A)~D(B) andyE(A+B)x. 
In the case in which X’is a Hilbert space of scalar product ( , ), the 
surjectivity of A + B can also be established by means of the following 
criterion (cf., e.g., [ 3, Theorem 1.41). 
PROPOSITION 1.8. Let A, B be two maximal monotone operators in the 
Hilbert space X. Assume that B is single-valued, 0 E AO, and ( Bu, A, u ) 2 0, 
Vu E D(B), 1> 0. Then A + B is maximal monotone. Zf also there exists c > 0 
such that l\ull 6c l/vll, VueD(B)nD(A), VVE(A+B)U, then R(A+B)=X. 
2. EVOLUTION EQUATIONS IN SMOOTH BANACH SPACES 
Throughout this section X denotes a real Banach space with duality 
map F. Let A be an m-accretive operator in X, f~ L’(O, T; X), and a E [w. 
We are concerned with the existence and uniqueness of solutions of (1.1 ), 
in the following sense. 
DEFINITION 2.1. A solution to (1.1) is a function UE W2*2(0, T; X) 
satisfying (l.l)(ii), and u(t)ED(A), f(t)+u”(t)-au’(t)EAu(t), almost 
everywhere on (0, T). 
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We assume that 
A is m-accretive and odd, (2.1) 
f~ W’3’(0, T; X), f(O) = -f(T). (2.2) 
Note that (2.1) implies that 0 E AO, and A, is also odd for all ,? > 0. 
The basic existence result is: 
THEOREM 2.2. Let (2.1), (2.2) be satisfied. If also X* is uniformly convex 
and (1.2) holds, then the problem (1.1) has a unique solution. 
Remark 2.3. Theorem 2.2 is a generalization of [3, Theorem 2.l(ii)] to 
a Banach space setting. As compared to [3], we here need a stronger 
condition on f (cf. (2.2)). (The corresponding assumption in [3] was 
fe L2(0, T; X).) 
The following lemma plays a crucial role in the proof of Theorem 2.2. 
LEMMA 2.4. Let B: D(B) c E + E (E= L’(O, r; X)) be defined by 
D(B) = {u E WzV2(0, T; X): u(0) = -u(T), u’(0) = -u’(T)), 
Bu = -u” + au’, u E D(B). 
(2.3) 
Then B is m-accretive in E. 
Remark 2.5. It is worth mentioning that Lemma 2.4 holds true for a 
general Banach space X, irrespective of the smoothness of X and the 
properties of the duality mapping F. 
Proof of Lemma 2.4. Let Z denote the identity of E, and remark that B 
is m-accretive if and only if (A21 + B) - ‘, i # 0, is well defined on all of E, 
and 
l(~~2Z+ B)-‘gJ GAP2 lgl, Vge E. 
(Recall that 1 .I stands for the norm on E.) Obviously, this reduces to 
proving that for any g E E, the problem 
A2u + au’ - uU = -g, O<t<T(A#O), 
u(O) = -u(T), u’(0) = -u’(T) 
(2.4) 
has a unique solution UE W2,2(0, T; X), such that ]u] < P2 ]gl. Without 
loss of generality we may take T = 1 and a = 2b in (2.4), and consider the 
problem 
u”(t) = 2bu’( t) + 12u( t) + g(t), a.e. t E (0, l), 
u(0) = -u(l), u’(0) = .-u’( 1). 
(2.5) 
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A straightforward computation shows that the unique solution of (2.5) is 
given by 
where c( = (h2 + A2)li2, and 
In (2.7) we have set p, = h + U, b2 = b - c(. Note that b1 > 0, while fi2 < 0. 
It is clear that UE W2%‘(0, 1; X). We need to prove 
Il.41 d i.Y2 lg/, (2.8) 
where 1. I denotes the norm in L*(O, 1; X). From (2.6), (2.7), we infer that 
Ilu(t d jd G(t, ~1 Il&)l/ 4 O<f<l, (2.9) 
with 
~[(ca,-1)~‘e”ll’-.~)+(1-eP2)~le””’-.”], ifO<s<t< 1, 
G( t, s) = 
[(@l-l).-’ elrl(r~s+‘)+(1-e82)-1 ,D2(~-~+1)], ifO~tgs~ 1, 




Invoking (2.10) and Schwarz’s inequality in (2.9) yields 
114~)112 ~2 -‘j-; G(f, 3) II~(~)ll* 4 fE [O, 11. 
Finally, integrating this inequality over (0, 1) and making again use of 
(2.10) gives Iu~~<,V~ (g12. This is equivalent to (2.8), so that the proof is 
complete. 
Remark 2.6. Let us replace E by the space Y = C( [0, r]; X) and define 
the operator B, in Y by B,u= --u”+au’, D(B,)= {uEC~([O, T];X): 
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u(O) = --u(T), u’(O) = -u’(T)}. Using essentially the same method as in 
the proof of Lemma 2.4 (cf. in particular, relations (2.9), (2.10)), we can 
conclude that B, is m-accretive in Y, as well. 
Proof of Theorem 2.2. Existence. Let B be defined by (2.3) and let A” 
denote the canonical extension of A to E. Clearly (cf. Definition 2.1), 
(1.1) is equivalent to (B + A”)u 3.1: We are going to use Proposition 1.6 
and Corollary 1.7 to show that ,f~ R(B + A”). For fixed E, i > 0, let 
u,,~ E W2,2(0, T; X) be the unique solution of the approximating equation 
(in E) 
Bu,,j.+Ali.u,,~+EUe.l=.f: (2.11 ) 
The existence and uniqueness of u,,;, is a direct consequence of Lemma 2.4 
and Remark lS(ii). Obviously, (2.11) can be rewritten as 
(i) -Ui,i(t) + au:,,(t) + Aj,uc,,(t) + EUc,j.(t) =.f(t), O<t<T, 
(ii) U,,>(O) = -u,,~(Th uL,A(O) = -U:,>.(T). 
(2.12) 
By (2.1), (2.2) it follows that ~z,~, E W’~‘(O, T; X), with u;,,(O) = -z&j T). 
Also remark that the accretivity of Aj. together with the homogeneity of the 
duality map F yields 
$A,u,,,(r), J’(uL,,(t)) >Oo, > a.e. on (0, T). (2.13) 
Differentiate now (2.12)(i) with respect to t (almost everywhere on (0, T)) 
and multiply the resulting equation by F(z&(t)). In view of (2.13), we 
obtain 
-(d”n(tL F(uh,,(t))) + 44;(t)> F(u:,,(t))) + E Il4,n(t)ll* 
d (f’(t), Q&.(t)))> (2.14) 
for almost every t E (0, T). 
Invoking Proposition l.l(i),(iii) (with z& in place of u) in (2.14) gives 
K I14Yt)l12 -; -$ (4’,,(t), F(&(t))) +; f I14,i(t)l12 +8 Ibii(t)ll 2 
d llf’(t)ll Il4,i.(t)ll> O<t<T. (2.15) 
Integrate (2.15) over (0, T) and use Proposition l.l(ii) with p(t)= 
(z&(t), F&(t)), to deduce on account of the anti-periodicity of u,,~, ul, j., 
and z& 
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Here II . /IL~~O,T;X) and II . II c~co,rl~x)~ denote the norms in L’(0, T; X) and 
C( [0, T]; A’), respectively. Combining (2.12)(ii), (2.16), and Proposi- 
tion 1.3 (where u is replaced successively by z& and u,J, we finally get 
for some positive c, that is independent of E and A. From (2.12)(i), (2.17) 
it now follows 
{A”j.u,,I,} is bounded in E. (2.18) 
Taking into account (2.17), (2.18), and Proposition 1.6, we may let /z + 0 + 
in (2.11). Specifically, u,,, + u, (A --+O+) in E, where U,E W2,2(0, T; X) 
satisfies (cf. (1.5)) (B + A) 24, + EU, 3f, or equivalently 
(i) -u~(t)+au~(t)+~~,(t)+A~,(t)3f(t), O<t<T, 
(PC) 
(ii) u,(O) = -u,(T), u;(O) = -u;(T). 
Multiply (P,)(i) by F(u,(t)) and integrate over (0, T). Using the accretivity 
of A, OE AO, Proposition I.1 (with u, in place of u), and (P,)(ii), we have 
K l4l’G If I I% 
This and (1.3) (where u is replaced by u,) lead to 
{ uE} is bounded in C( [0, T]; X). (2.19) 
Next let q > 0 and consider the corresponding problem (P,). Form the 
inner product of (P,)(i)-( P,,)(i) with F(u,(t) - u,(t)), and integrate 
the result over (0, T), making use of (P,)(ii), (P,)(ii). By virtue of 
Proposition 1.1, the accretivity of A, and (2.19) we arrive at 
Iu:-u&12<C1(E+Y]), (2.20) 
where cr > 0 is independent of E, q. Recalling Proposition 1.3, we infer 
from (2.20) that {uE} is a Cauchy sequence in C( [0, T]; X). Let u, -+ u, in 
C( [0, T]; X), as E + O+. The closedness of B + A” in E enables us to pass 
to the limit in (P,) as E+O+, and conclude (see Corollary 1.7) that 
(B + A) u 3 f, as desired. 
Uniqueness. Let u,, u2 be two solutions of (1.1). Consequently (cf. 
Definition 2.1), u, - u2 satisfies 
(i) -(24-~~)~(t)+a(u,--+)‘(t)+(w,--wd(t)=O, O<t<T, 
(ii) (u, - u2)(0) = -(ul - u2)(T), (ul - u2)‘(0) = -(ul -u,)‘(T), (2.21) 
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where W,E E, w,(t)~&(t), almost everywhere on (0, T), i= 1, 2. Multiply 
(2.21)(i) by F(u,(t)-u,(t)) and integrate over (0, T). Employing again 
Proposition 1.1 (with U, - u2 in place of u), (2.21)(ii), and the characteriza- 
tion of an accretive operator, we obtain iu’, - u;l = 0. This together with 
the first boundary condition in (2.21)(ii) implies u,(t) = z+(t), Vt E [0, T]; 
in other words, (1.1) may have at most one solution. The proof is complete. 
We close this section by discussing an example of a boundary value 
problem for a semilinear partial differential equation, to which Theorem 2.2 
applies. 
Let !Z be a bounded, open subset of R” with smooth boundary r, and 
let 8 be an odd, maximal monotone (possibly multivalued) operator in R. 
Let X= Lp(sZ), 1 < p < 2, and define the set-valued mapping Q in X, by 
D(Q) = {u E X: 3u E X, u(x) E &u(x)), a.e. x E 52}, 
Q(u) = (v E X: u(x) E &u(x)), a.e. XE Sz}, u~o(Q). 
It is easily seen that Q is the m-accretive “lifting” of 8 in X. In addition (see, 
e.g., [4, Proposition 3.7, p. 871) the operator A: D(A) c X+ X, given by 
D(A) = W’;p(Q) n 14’2~p(L?) n D(Q), 
Au = -Au + Q(u), UEW), 
is also m-accretive in X. Obviously, A is odd as well, along with 0. An 
application of Theorem 2.2 to this choice of X and A then yields 
THEOREM 2.7. Let 0 he an odd, maximal monotone subset of R x IL!, and 
let 1 < p < 2. Then for any a E R and f E W’x’(O, T; Lp(Q)) with f(0, x) = 
-f( T, x), for almost every x E 52, there exists a unique function 
UE Wz3*(0, T; Lp(Q)) satisjjing 
-U,,(t, x)+au,(t, xl-AAt, x)+O(u(t, x))3f(t, x) 
u( t, x) = 0, on (0, T) x I’, 
~(0, x) = -u( T, x), u,(O, x) = -u,(T, XL 
on (0, T) x Q, 
on Q. 
3. GENERALIZED ANTI-PERIODIC BOUNDARY CONDITIONS 
Throughout this section X denotes a real Hilbert space of inner product 
( ., . ) and norm II.jl, while the norm of L*(O, T; X) is denoted by I .I. 
Following an idea from [l], we will replace the conditions (l.l)(ii) by 
either 
u(O) + u(T) = 0, u’(0) +u’( T) E a(u(0)) (3.1) 
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or 
40) + U(T) E P(u’(O)), u’(0) + u’(T) = 0, (3.2) 
where CI and fl are maximal monotone (possibly multivalued) operators 
acting in X. 
Autonomous Case. We first consider the case 
u”(f) E Au(t) +f(t), a.e. t fz (0, T), (3.3) 
in which the coefficients of U” and A do not depend on t (for simplicity say 
they are just 1). A first result is given by 
THEOREM 3.1. Let A:D(A)cX+~~ and a:D(~r)cX+2~ be maximal 
monotone operators such that A is odd, OEC$O), and 
<Y, A,x) 2 0, tlx~D(~()andy~~~(x). (3.4) 
Then for every fE L2(0, T; X) there exists a unique ME W2.2(0, T; X) 
satisfying u(t)ED(A), almost everywhere on (0, T), us D(E), (3.1), and 
(3.3). 
Sometimes one says that A is a-monotone if (3.4) holds. In order to 
prove Theorem 3.1 we first need 
LEMMA 3.2. The differential operator B: L’(O, T; X) -+ L’(O, T; X) 
defined by 
D(B) = {UE W2,2(0, T; X): u(O)+ u(T) =O, u’(0) + ~‘(T)EcL(u(~))}, 
Bu = -u”, usD(B) 
(3.5) 
is maximal monotone, one-to-one, and surjkctive in L’(O, T; X). 
Proof. Let u, v E D(B). Then 
(u’(t)-u’(t),u(t)-u(t))/;= -(u(O)-v(O),cc(u(O))-a(u(O)))<O. 
Integrating by parts, one obtains 
(Bu-Bv, u-v)~z> Ju’-u’12, Vu, u E D(B), (35) 
so B is monotone. To check the range condition R(Z+ B) = L2 means to 
prove that for each f 6 L2(0, T; X), the problem 
u”(t)-u(t)=f(t), a.e. t E (0, T), (3.7) 
u(O) + u(T) = 0, u’(0) + u’(T) E cr(u(0)) (3.8) 
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has a unique solution u E D(B). To this goal we will prove the existence of 
two elements x, y E X such that the function u given by 
u(t) = w(t) + x sinh t + y sinh( t - T), t E (0, T) (3.9) 
is just the unique solution of (3.7) and (3.8). Here w(t) = 
$$I,( t - s) f(s) ds. Th e f unction u given by (3.9) satisfies (3.8) if and 
y = x + w( T)(sinh T) - ‘, 
y + f( 1 + cash T) ~ ’ y(y) 3 $v( T)(sinh T) --I - w’( T)( 1 + cash T) ~ ‘, 
(3.10) 
with y(y) = --a( --y sinh T), so y is also maximal monotone. Therefore, the 
system (3.10) has a unique solution (x, y). 
The surjectivity of B (i.e., R(B) = L2(0, r, X)) can be easily shown (on 
the basis of R(I+ a) = X). Indeed, one can prove directly that for every 
f~ L2, there is UE D(B) such that -U” =f: Another proof of surjectivity of 
B will be obtained from that of Theorem 3.1. Finally it is easy to check that 
B is one-to-one. 
Proof of Theorem 3.1. Clearly 
(u’(t), fQ4Wl,T= - <40), A,u(O)) do, tlu~D(B), 1>0 
and, therefore, 
(Bu, diu)& T (u’(t), (A,u(r))‘) dt>O. 
s 0 
According to Proposition 1.8, B + A is maximal monotone in L’(O, T; X); 
i.e., for every f~ L2(0, T; X) and il > 0 there exists a unique 
u1 E D(B) n D(A”) such that 
MU, + Bu, + A”U, =.f: (3.11) 
Multiplying by Us, and taking into account (Bu,, uIJLz > lu;l’, 
GL uAjLz>O, (3.11) yields luX12G If1 lu,J < Tlfl 14 (by (1.3)). 
Therefore, 1~11 < T If1 so 1~~1 d T lu;l d T2 Ifl. Similarly, (3.11) implies 
for all 1, p > 0; i.e., UB is a Cauchy sequence in L’(O, R X) = E. Invoking 
again (1.3) which gives Iu~-- up,/ < T IL&-- u;I, we see that uL is strongly 
convergent in E (say to an element u). Now, let us write (3.11) in the form 
(B+A”)u,+f-Au;,, with f-Au, -,f in E (strongly). 
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Passing to the limit we conclude that (B + A”) u of; i.e., B + A” is surjective. 
It is also one-to-one (which is easy to check) so the proof is complete. 
In the case of subdifferentials (i.e., A = ~?cp and c( = aj), the problem (3.3) 
(3.1) is equivalent to an optimality problem, as follows. 
THEOREM 3.3. Suppose that the hypotheses of Theorem 3.1 hold with 
A = 8cp and M = aj, where cp, j: X -+ [0, + co] are lower semicontinuous, 
proper, convex functionals. Then u is the (unique) solution of (3.3) and (3.1) 
if and only tf 
Inf{F(v); VEL*(O, T; X)} = F(u), (3.12) 
where 
‘(p(v(t))dt+ (f~>~z+j(v(O)), 
F(v) = if v E W132(0, T; 9, ~(0) E WI, u(O) = -u(T), (3.13) 
and t + cp(v(t)) is in L’(0, T), 
+a, otherwise. 
Here, D(j) = {x E X: j(x) < cc }. The key tool in the proof is 
LEMMA 3.4. If CI = aj, tihere j: X -+ [0, + co] is a lower semicontinuous 
proper convex function (l.s.c.), such that j(0) = 0, then the operator B defined 
by (3.5) is the subdifferential aG of the following I.s.c. function 
G: L*(O, T; X) -+ [IO, + co], 
i lv’l* +j(v(O)), if VE W’~*(O, T; X), 
G(v) = v(O) ED(j), v(0) = -v(T), (3.14) 
+a, otherwise 
(i.e., B = cYG). 
Proof First we check that G is 1.s.c. Take r >O and prove that L,= 
{v E E; G(v) < r} is closed in E = L*(O, T; X). Indeed, let u, E L,, with v, + u 
in E. Then V,E W’,*(O, T; X), v,(O) = -v,(T), v,,(o)~D(j) and lo~l’d2r, 
j(u,(O)) < r. As vi is bounded, we may assume that I& + w weakly in E. 
It follows that w = v’ in the distributional sense and v,(t) -+ v(t) as 
n + co, uniformly on [0, T]. Therefore, la’l* d lim inf,, ou lvi\*, j(v(0)) d 
lim inf, _ ~ j(v,(O)), so that 
tIV'12+j(V(0))~l~~~f[~~V~~*+j(Vn(O))]$r; i.e., VEL,. 
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Next we check that Bc aG; i.e., for every u ED(B), we have ueD(aG) and 
G(u)-G(u)> (-u”, u---u)~z, Vu E L2(0, T; X). 
This follows by integration and using some elementary inequalities. As 
both B and aG are maximal monotone in E we must have B = aG, which 
concludes the proof. 
Proof of Theorem 3.3. First one checks (by Lemma 3.4) that 
B + @ + f c aF with a@ = (a^;;) = 2. But B + 2 + f is maximal monotone 
in E and so is dF. Thus, B + 84 + f = aF. On the other hand, u satisfies 
(3.12) if and only if aF(u)sO, which completes the proof. 
Remark 3.5. In the case of (3.2), Proposition 1.3 is not applicable. In 
this case one can prove a result weaker than Theorem 3.1, with A + AZ, 
A > 0 in place of A (and A is supposed to be p-monotone). 
EXAMPLE 3.6. Let cp, j: X-+ [0, + co ] be 1.s.c. such that for every A> 0 
AJAX) GAX)? VXEX, where J, = (Z+ ,? dq)-‘. (3.15) 
Then acp is aj monotone. (We may take, e.g., j(x) = i IIx112, x EX.) Indeed, 
(3.15) and the definition of aj yield 
O< j(x)- j(J,x)< @j(x), ;l-‘(x-J1x)), VXEX, 
which is just (3.4). Therefore, in the particular case (3.15) the conclusion of 
Theorem 3.1 and Theorem 3.3 holds. 
Applications to some PDEs can be given by choosing X= L*(Q), 
where Q is a bounded domain of R” with smooth boundary r. Let 
y: R -+ (- co, + co] be even and l.s.c., and A = -A be the Laplace operator 
with 
UEH*(Q); - $(x)~ay(z4(~)), a.e.onr , 
where a/Q is the outward normal derivative to r. Then -Au = a(p with 
cp: L’(Q) + (-co, + a~] given by 
2 ’ jR Igrad 4x)12 dx + jrY(u(x)) d , v(u) = if u E H’(Q) and x --+ y(u(x)) is in L’(T), (3.16) 
+m, otherwise. 
Invoking Theorem 3.1 and Theorem 3.3 with j(x) = f [(x1(* (i.e., aj(x) = x, 
x E X), one obtains 
409/171/2-2 
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COROLLARY 3.1. For every T> 0 and f E L2(0, T; L2(Q)), the problem 
u,,(t, x)+d,u(t, x)=f(t, x), a.e. in (0, T) x Q, 
~(0, x) + u( T, x) = 0, do, xl + u,(T, x) = 40, x), a.e. in a, 
- $ (t, x) E @(u(t, xl), a.e. on (0, T) x r 
has a unique solution UE W2s2(0, T; L2(Q)). Moreover, the above boundary 
value problem is equivalent to the optimality problem (3.12) with cp given by 
(3.16), X= L2(Q), andj(x) = 1 /Ix112, XEX. 
An example of generalized anti-periodic boundary problems for second 
order scalar differential inclusions is the following. 
Let q(x) = 1x1, x E R. Then 
i 
-1, x < 0, 
f%(x)= c-1,11, x = 0, 
+l, x > 0. 
Consider the generalized anti-periodic boundary problem 
u”(t) E acp(u(t)) + 2 cos t, O<t<lT, 
u(0) = -u(n), u’(0) = -u’(n) + u(0). 
(3.17) 
Therefore, in this case CL(X) = x, x E R (see (3.1)). Clearly a = I is acp 
monotone (i.e., (3.4) holds) as x -+ (acp)j. x is a continuous nondecreasing 
function with (acp)A(0) =0 for every 2 >O. Therefore, the hypotheses of 
Theorem 3.1 are fulfilled with X= R; so (3.17) has a unique solution 
u E W2,2(0, rc; R). Z. Cai [ 123 has shown that the solution of (3.17) is t2 
-+ ;-1 t-2cost+;, 
u(t)= t2 I ( > o<tg, y- 1,: t--cost+ i+f , 2‘ ( > ( > (3.18) LttlT, 
so u(0) = 71/2 -2 #O. He has also determined the solution v of the 
anti-periodic problem 
namely 
d’(t) E acp(v(t)) + 2 cos t, O<t<lT, 
v(0) = -v(n), v’(0) = -v’(7r), 
(3.19) 
v(t) = 
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Remark 3.8. It can also be proved that the n-anti-periodic solution of 
(3.19) (i.e., the rc-anti-periodic extension of u given by (3.20)) is the unique 
2n-periodic solution of Eq. (3.19). Indeed, let v be another 2n-periodic solu- 
tion of (3.19). Then it can be shown that v(t) - u(t) = C = constant for 
t E R. Taking into account that 2.442) = 0 and that u(t) < 0 for t E [0,742), 
u(t)>0 for tE(7t/2, rc], one derives C=O. 
There is room for some generalization of the results in this section. For 
example, U” in (3.3) can be replaced by U” + au’ with a E OX. 
The Case of Time-Dependent Coefficients. In this section we are 
concerned with the following boundary value problem of anti-periodic type 
p(t)u”(t)+r(t)u’(t)EAu(t)+f(t), a.e. t E (0, T), (3.21) 
u(O) + u(T) = 0, u’(O) + u’(T) E cr(u(O)), (3.22) 
where p and r are continuous real-valued functions on [0, T] with p(t) > 0 
on [0, T] and 
F(T)= 1, r”(t) = exp s Ids) - ds. 0 p(s) (3.23) 
We now work in the space L$,; i.e., L’(O, T; X) with the weight function 
F/p. Its inner product is given by 
<f; s> = joTz (f(t), g(t)> dt, f, g+. 
In this case we have a result similar to Lemma 3.2. Precisely, one has 
LEMMA 3.9. Set Bu = -pu” - ru’ for u E D(B), with 
D(B) = {u E W*‘*(O, T, A’): u satisfies (3.22)). (3.25) 
Then B is maximal monotone in L&. Zf u = aj with j(0) = 0, 
j: X+ [O, + co]-(Z.S.C.), then the operator B is the subdifferential of G, (i.e., 
B = aG, ), where 
I, i oT3t) Ilv’(t)l12 dt+j(u(O)), G,(v) = if v E W232(0, T; X), u(0) E D( j), (3.26) 
and u(0) = -v(T), 
+a, otherwise. 
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Proof: First, one observes that 
(Bu)(t) = ++ (u’(f) 7(t))‘, 2.4 E D(B), (3.27) 
so that the monotonicity of B in L& follows easily. However, the range 
condition R(Z+ B) = L* is not immediate. This means that for everyfE L*, 
the equation 
p(r)u”(t)+r(t)u’(t)-u(t)=f(t), a.e. t E [0, T], (3.28) 
together with the boundary conditions (3.22) has a unique solution 
u E D(B). In order to prove it, let w be the solution of the Cauchy problem 
p(t) w’l(t)+r(t) w’(t)-w(t)=f(t), a.e. on [0, T], w(0) = w’(0) = 0. 
We will prove that there exist X, y E X such that 
u(t) = w(t) + d(t) x + Ii/(t) Y (3.29) 
satisfies (3.22), too. Here 4 and II/ are solutions of p(t) u”(t) + r(t) u’(t) - 
v(t) = 0 such that 
d(O)=& 4(T)>& 4’(0)>0, d’(T)>O, 
$(O) < 0, $(T) = 0, V(O) > 0, F(T) = d'(O). 
(3.30) 




while the second condition in (3.22) requires 
(4’(O) +4’(T)) x+ (V(O) + $‘(T)).Y+ w’(T)E~W)Y). (3.32) 
Taking into account the maximal monotonicity of a we conclude that 
(3.32) uniquely determines y. Then we find x from (3.31). With su’ch x and 
y, the function u given by (3.29) is the only solution of (3.28) and (3.22). 
Integrating by parts, using (3.22) as well as the definition of sub- 
differentials, one can easily check that 
G,(u) - G,(u) 2 <Bu, u - u>>, VueD(B), UEL& 
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But G, is a 1.s.c. functional from L& into CO, + co], so aG, is maximal 
monotone in L&. On the other hand, so is B and, therefore, B = aG,. The 
proof is complete. 
We are now in a position to prove the following result. 
THEOREM 3.10. Let A and a he as in Theorem 3.1, and let p and r satisfy 
(3.23). Then for every f E L2(0, T, X), there exists a unique function 
u E W2,2(0, T; X) such that u(t) E D(A), for almost every t E [0, T], 
u(O) E D(a), and (3.21) and (3.22) are satisfied. 
ProoJ If B is given by (3.25), and 2 denotes the extension of A to L&, 
it is readily seen that B and A” satisfy all the assumptions of Proposition 1.8. 
Consequently, B + A” is maximal monotone and surjective. One can also 
easily check that B + A” is one-to-one. The proof is complete. 
EXAMPLE 3.11. First note that when p = 1 and r = 1, one obtains the 
results in the first part of this section (see “Autonomous Case”). 
As an example of p and r satisfying the assumptions of Theorem 3.10, we 
take 
p(t) = 2 + sin 2t, r(t) = (2 + sin 2t) cos 2t, 0 < t < 71. (3.33) 
We also let Q c R” be a bounded domain with smooth boundary r, and 
suppose that y: R + (-co, + co] is proper, convex, I.s.c., and even. 
Consider the boundary value problem 
p(t) UJt, x) + r(t) 46 x) + b44 x) = (sin t) g(x), a.e. on (0, n) x 52, 
go, x) + u(n, x) = 0, 4, x) + U,(T x) = 0, a.e. XE 52, (3.34) 
- g 0,x) E ay 24 4, a.e. tE(O,7c), xET, 
where p, r are given by (3.33), and ge L2(Q). A direct application of 
Theorem 3.10 with X= L2(Q) and a = 0 leads to the conclusion that (3.34) 
has a unique solution u E W2,2(0, rc; L’(Q)). 
4. A CLASS OF TIME-DEPENDENT NONLINEARITIES 
For the sake of simplicity, we let X be a real Hilbert space, of norm I/ . I). 
It is worth pointing out, however, that all of our following considerations 
remain true in a Banach space X with uniformly convex dual, and a 
strongly monotone duality map. Of concern is’ the problem (1.1). where A 
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is allowed to vary in time. Specifically, let {A(t), 0 < t < T} be a family of 
single-valued operators on X, satisfying 
For every t E [0, r], the operator x + A( t)x is 
everywhere defined and accretive on X. (4.1) 
The mapping (t, x) + A( t)x is continuous from [0, T] x X to X. (4.2) 
Note that we use the term “accretive” rather than “monotone” in order to 
emphasize that we may work in a Banach space setting as well. Consider 
the boundary value problem 
-u”(t)+au’(t)+A(t)u(t)=f(t), Obt<T, 
u(O) = -u(T), u’(O) = -u’(T), 
(4.3) 
where a E [w and .f: [0, T] + A’. 
THEOREM 4.1. Let conditions (4.1), (4.2) be satisfied. Then, for every 
f E C( [0, T]; X), the problem (4.3) has u unique solution u E C’( [0, T]; X). 
Remark 4.2. Theorem 4.1 can be viewed as a generalization of [4, 
Corollary 3.4, p. 1603 to second-order periodic problems lacking coercivity. 
Proof of Theorem 4.1. Let Y = C( [0, T]; X) and define the operator B, 
in Y by 
D(B,) = {u E C’( [0, T]; X): u(O) = -u(T), u’(O) = -u’(T)}, 
B, 24 = --u” + au’, 24 E D(B,). 
According to Remark 2.6, B, is m-accretive in Y. Let next A be the 
Y-extension of {A(t) }; i.e., 
W)(t) = A(t) o(t), VZIE Y, tE[O, T]. 
By (4.1), (4.2), it is readily verified that A is everywhere defined, 
continuous, and accretive on Y, hence (cf. Remark 1.5(i)) m-accretive. In 
view of Proposition 1.4, it also follows that B, + A is m-accretive in Y. 
As is easily seen, u is a C*-solution to (4.3) if and only if (B, + A) u = f, 
in Y. Consequently all we need to show is that R(B, + A) 3J: Taking into 
account the m-accretivity of B, + A we deduce that for each I. > 0, the 
approximating equation (in Y) 
;lu,+(B,+A)Uj.=f (4.4) 
has a unique solution ul. Equivalently, u1 E C*( [0, T]; X) satisfies 
(i) h,(t)-uY(t)+au;(t)+A(t)ul(t)=f(t), on CO, Tl, 
(ii) u,(O) = -ui( T), u;(O) = -u;(T). 
(4.5) 
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There is no loss of generality in assuming that A(t)0 = 0, Vt E [0, r]. 
Multiplying (4.5)(i) by uA(t) and integrating over (0, 7’) then yields 
(use (4.5)(ii) and (1.3)) 
{u;} is bounded in L2(0, T; X). 
This together with (1.3) leads to 
{u,} is bounded in Y. (4.6) 
Let now uV be the solution of (4.5) where ,J. is replaced by q >O. It 
follows that a1 - U, satisfies 
(i) (Au1 -vu,)(t) - (24;: - u;)(t) + ~(24; - u;)(t) 
+A(t)u,(t)-L4(t)u,(t)=0, O<t<T (4.7) 
(ii) (uA - u,)(O) = 4~~. - u,)(T), (u; - u;)(O) = -(u; - u;)(T). 
Form the scalar product of (4.7)(i) with u).(t) -u,,(t) and integrate over 
[0, T], to obtain on account of (4.6), (4.7)(ii), and the accretivity 
(monotonicity ) of A(t) 
I oT 114(t) - uQ(t)l12 dt 642 + VI, (4.8) 
for some c > 0, which is independent of 1, r. Invoking Proposition 1.3, (4.8) 
implies 
IIur-JIY+o, as 2,1]-+0+, 
where I(. 11 y denotes the usual sup-norm of C( [0, T]; A’). 
Consequently Us + U, in Y as I -+ O+. Pasage to the limit in (4.4) is now 
straightforward, due to the closedness of B, + A in Y. We conclude that 
u E D(B, ) and (B, + A)u = f, as desired. Finally, remark that the unique- 
ness claim in Theorem 4.1 follows exactly as in the proof of Theorem 2.2. 
The proof is complete. 
As an application of Theorem 4.1, we discuss the case of a scalar 
ordinary differential equation. Let (t, x) + g(t, x) be a real continuous 
function on [0, T] x R. Assume that 
For each t E [0, T], the mapping x + g(t, x) is monotonically 
nondecreasing. (4.9) 
A direct application of Theorem 4.1 with X= R then yields 
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COROLLARY 4.3. Let (4.9) be satisfied. Then for each ,fe C[O, T] and 
a E [w the boundary value problem 
-u”(f) + au’(t) + g(t, u(t)) =f(t), O<t<T, 
u(O) = -u(T), u’(O) = -u’(T) 
(4.10) 
has a unique solution UE C’[O, T]. 
Remark 4.4. A problem of the form (4.10) has recently been considered 
in [ 111, under the more restrictive assumption (as compared to (4.9)) that 
the function x -+ g(t, x) is strongly monotone, for each t E [0, T]. 
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