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ABSTRACT
 
sections for natural molybdenum,Absolute neutron capture cross 
tantalum, and 238U were measured from 1  to 1000 keV energy using 
The neutron flux spectrum was monitoredthe time-of-flight technique. 
with 3He proportional counters that were calibrated against measurements 
based on the 10B(n, a) 7Li cross section below 80 keV and on the n+p 
scattering cross section at higher energies. The measured energy varia­
tion of the capture cross sections above 80 keV relies solely upon the n+p 
cross section; the cross sections are normalized directly to resolved 
resonances at low (eV) energies. 
SUMMARY 
cross sections for natural molybdenum,Absolute neutron capture 
were measured at continuous neutron energytantalum, and the isotope 238U 
- 1 to 1000 keV using an electron LINAC pulsedintervals over the region 
neutron source, a 230-meter neutron flight path and a-large liquid scin­
gamma rays. No previous measurement of anytillator to detect capture 
energy range covered here,capture cross section has spanned the full 
and previous measurements with electron LINACs have all been confined 
to energies below 200 keV. 
The Ta and 238U cross sections were normalized by the saturated­
section was normalized resonance technique, and the molybdenum cross 
areas. The overall uncertainties (includingto low-energy resonance 
Ta and 238U cross sections areboth absolute and relative errors) of the 
10-15% at all energies. A higher overall uncertainty (-30%) is present 
cross section, which is due primarily to large 
uncertainties in existing resonance-parameter information. 
monitored by 3He gas proportional 
for the molybdenum 
The incident neutron flux was 
counters whose response for different neutron energies had been cali­
brated against that of other counters containing BF 3 and methane gas. 
also used to directly determine the flux at 
The measured energy variation of the neutron 
The methane counter was 
energies above 80 keV. 
flux, and hence the capture cross sections, is thus based on the cross 
80 keV
section for the 10B(n, a) 7Li reaction for neutron energies below 

and on the n+p scattering cross section at higher energies. The energy
 
neutron flux was thus determined with an uncertainty
dependence of the 

of < 5%/ over the full energy range of the capture measurements.
 
ii
 
Measurements of neutron flux with the methane counter were 
accomplished with a computer-based, on-line data acquisition system 
which permits a correlation of neutron flight time and proton-recoil 
energy. Since the proton energy spectrum varies with the neutron 
energy, such data are necessary to determine the efficiency of the 
counter (which varies with neutron energy for a fixed electronic 
threshold). 
ii1
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This new capture gamma-ray detector achieves a much improved signal­
to-background ratio and thus improves the accuracy and reliability of the 
capture data. To our knowledge, this installation is unique in its com­
bination of a high-efficiency gamma-ray detector with a very long flight 
path. The excellent capture gamma-ray summing properties of this new 
detector along with its coincidence detection capabilities reduce back­
ground levels dramatically. This improved detector was essential in the 
measurement of 238U(n, y). 
In the following sections we describe the experimental facility, 
the detectors employed in the measurements, the procedures used in 
data acquisition, the results of the data analysis, and conclusions drawn 
two papers concerning 
this work is attached. They have been accepted for presentation at the 
IAEA Second International Conference on Nuclear Data for Reactors, 
Helsinki, Finland, June 15-19, 1970. 
from the measurements. An appendix containing 
2 
2. EXPERIMENTAL FACILITY 
Z.1 	 NEUTRON SOURCE 
The Gulf General Atomic linear accelerator is used to generate 
short bursts of photoneutrons by bombarding a small tungsten-alloy tar­
get with a 45-MeV electron beam. The target is surrounded by a 
cylindrical 
238
U shield which serves the dual purpose of absorbing 
bremsstrahlung radiation and degrading the primary neutron energy 
spectrum by inelastic scattering. 
To increase the number of low-energy neutrons, a 2. 54-cm-thick 
placed adjacent to the uranium and perpendicular 
to the flight pathas shown in Fig. 1. The polyethylene slab has the 
added advantages of reducing the slowing-down time spread and removing 
fine structure in the flux spectrum. The polyethylene is effective in 
at which the slab 
slab of polyethylene is 
modifying the neutron spectrum for all neutron energies 
is at least one mean free path thick, i. e. E n n<500.keV. For these neu­
tron energies the -resolutionwidth contribution due to slowing-down time 
spread is approximately that resulting from the polyethylene, i. e. 
AE -4 
_ = 1.4 x 10 and for E n 500 keV the effective time spread is approxi-
E n 238 AE -4 
mately the mean neutron lifetime in the U cylinder, i.e. T = 8xlO 
2.2 	 220-METER FLIGHT PATH
 
An aerial view of the 230-meter flight path is shown in Fig. 2.
 
The flight path was designed to provide a large-diameter, well-collimated 
neutron beam with a minimum of small-angle scattering of neutrons and 
gamma rays. Materials which introduce a significant amoint of reso­
nant structure in the neutron spectrum have been excluded from the 
beam path. This is achieved by evacuating the flight path and using thin 
3 
CENTERLINEOF 
20OM FLIGHT PATH 
-I I INCH 
POLYETHYLENE 
MODERATOR 
\-A
 
TOP VIEW 
ALUMINUMI OEPLTEO C 
URANIUM E-TR TOOLITimqUw MKPPIS 
un --Fig. 1.-C-os st neEL. i .DTHERMOU 
Fig. 1. Cross section view off uranium shielded electron target 
for neutron production. 
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Fig. 2. Aerial view of the 230-meter flight path emerging from 
the Linac facility 
Mylar exit windows. These precautions eliminate structure in the neutron 
flux which might otherwise be of significance when detectors with differ­
ent timing properties are used in the same experiment. 
During the contract year improvements in the vacuum system 
have increased the reliability of the flight-path vacuum. A resurvey of 
the flight-path elements confirmed the alignment stability of the structure 
and provided fiducial points for the placement of the 2400-liter scintillator 
described in Section 2. 3. 3. 
It is necessary to filter low-energy neutrons out of the beam in 
order to allow operation of the LINAC at high repetition rates without 
0116 atoms/barn),overlap of adjacent bursts. A layer of 1OB powder (0. 
positioned at the entrance to the first collimator, was used for this pur­
whichpose. In order to avoid undesirable scattering and absorption, 
place, awould result if a binder were used to hold the boron powder in 
special evacuated holder for the powder was constructed. The holder 
clamped on eitherconsists of two 0. 007-in. (0. 0178-cm) Mylar sheets 
side of a 0. 1-in. (0. 254-cm) brass spacer ring. A uniform layer of 
boron powder was introduced between the sheets, and the residual air 
was evacuated. The atmospheric pressure on both sides of the filter 
restrains the powder from shifting. The filter is connected to a vacuum 
vacuum loss due to outgassing of the 10B. 
from uniformity 
reservoir which reduces 

Radiographic measurements indicated that deviations 

over the 7. 0-in. (17. 78-cm) diameter of the filter were less than ±4%.
 
with energies below 
4 eV and allows repetition rates of 120 pulses/second with most capture 
samples. Materials such as gold with a very strong low-energy reso­
nance require a somewhat lower rate, - 90 pulses/second. 
The low energy portion of the neutron spectrum p(t) can be 
described by an expression of the form: 
This filter effectively removes neutrons 
cp(t) = kEn exp(-O WE,) 
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Fig. 3. Facility for capture cross-section measurements located 
end of the 230-meter evacuated neutron flight path 
at the 
where k is a normalization constant, E the neutron energy, and a and 0 
n 
are parameters adjusted to achieve a least-squares fit to the measured 
flux shape. The value of 5 can be calculated from the 10B filter thickness 
and agreed very well with the value obtained from the fit. 
2.3 DETECTORS 
2. 	3.1 Proton Recoil Gas Counter 
The total cross section of hydrogen has been extensively studied 
experimentally and is well understood theoretically in terms of effective­
range theory. Estimated uncertainties in the total cross section are 
< 1%, and its freedom from sharp resonant structure makes it an almost 
ideal cross section for use as a standard. The only open channel besides 
elastic scattering is radiative capture, which is s 330 millibarns at ther­
entirely negligible compared to scattering at the energies ofmal and is 
interest here. The mass of the hydrogen nucleus is very close to that 
of the neutron, so that a large fractional energy loss occurs in the 
scattering events. Since the angular distribution of the elastic scattering 
at these energies is isotroptic in the center-of-mass system, the energy 
distribution of recoil protons corresponding to a given neutron energy 
is very nearly rectangular, with a leading edge corresponding to the 
incident neutron energy. The use of essentially noiseless gas amplifi­
cation in a proportional counter, combined with commercially available 
eventslow-noise preamplifiers, allows the observation of these recoil 
down to 1 keV or less. 
A proportional counter filled with approximately two atmospheres 
of 94. 1% methane (CH 4 ) and 5. 9% nitrogen was used to implement the 
hydrogen scattering cross section. This 5. 08-cm-diameter counter was 
0. 203-cm alumina entrance window. Since the 
counter axis was parallel to the neutron beam, 
constructed with a 
the flux measurement 
could be accurately corrected for the window transmission. The maxi­
where it mum correction occurs at the 434-keV oxygen resonance 
8 
approaches 22 ± 2%. Since the effective active length of an identical(1) teaslt 
xenon-filled counter has been experimentally determined, the absolute 
efficiency can be accurately calculated. This efficiency is 15. 4 ± 0. 5% 
at 100 keV which yields high counting rates at our 230-meter facility. 
The 0. 66-psec time jitter yields a 9%o energy resolution at 100 keV, which 
is more than adequate for these measurements. 
2.3.2 3He Gas Proportional Counters 
Neutron detection with the 3He(n, p)T reaction was implemented 
with two 1-in. (2. 54-cm) diameter cylindrical gas proportional counters 
containing 3He as the major part (97%) of the filling gas. The active 
length of the counters is 6 inches (15. 24 cm) and the gas pressure is 10 
atmospheres. For the flux measurements at the 230-meter facility con­
current with the capture measurements, two counters are located across 
the outer edges of the 6-in. (15. 24-cm) diameter neutron beam (see Fig. 
3). The capture measurements utilize the inner 9. 91-cm diameter por­
3 
tion of the neutron beam which is not intercepted by the He counters. 
These 3He counters have been calibrated 
( ) 
against 10BF 3 propor­
tional counters, and hence the response can be directly related to the 
10B(n, a) 6Li cross section. The calibration was performed with an elec­
tronic bias corresponding to 80%of the 764-keV energy released in the
 
3 He(n, p)T interaction with thermal neutrons, and hence this bias 
was 
used in the flux measurements reported here. 
2. 3. 3 Large Liquid Scintillator 
In order to improve the precision for measurements of materials 
with low capture cross sections or with a low neutron binding energy, the 
600-liter scintillator in use at the beginning of the contractual period 
was replaced with a 2400-liter scintillator. This larger detector yields 
a much improved signal-to-background ratio due to its better summing 
this means thatcharacteristics for capture gamma cascades. In effect, 
9 
the average energy deposition per capture event is increased, and the 
fraction of the capture events above a given bias is therefore much larger. 
The good gamma-ray energy resolution of the smaller detector was pre­
served with a modular form of construction. 
The Z400-liter detector consists of the container used for the 
old 600-liter detector surrounded by a closely packed array of 22 nine­
inch (22. 86-cm) diameter by 78-inch (198.12-cm) long cylindrical scin­
tillators. These cylindrical scintillators (logs) are similar to those (16) 
used in a 4000-liter scintillator located at the 20-meter flight path 
facility. Measurements of capture pulse-height distributions for gold 
using the 4000-liter detector, which contains 44 logs, indicated that the 
addition of 22 logs to the central tank would yield good capture gamma 
cascade summing and a relatively low ambient background rate. 
Since capture gamma cascades usually possess a relatively high 
multiplicity, it is possible to discriminate against single gamma-ray 
For thisbackground events by using coincidence techniques. reason 
the central 24-in. (60. 96-cm) diameter central scintillator is optically 
The photo­split in the vertical plane parallel to the neutron beam. 
multiplier anode signals from each of these scintillator halves are 
summed with the anode signals from the eleven logs on the same side 
of the scintillator, thus splitting the scintillator into two optically and 
electronically isolated halves. As will be described later in Section 3. 3, 
each half of the scintillator is provided with its own amplifier-discri­
minator system which allows the detection of capture gamma coincidences. 
This same technique has been successfully applied to the 4000-liter 
detector at the 20-meter flight path for measurements to 20-keV neutron 
energy.
 
In the 2400-liter detector, additional isolation between the two 
halves was obtained by placing a 0. 25-in. (0. 635-cm) lead sheet between 
them. The lead intercepts most of the Compton-scattered gamma rays 
which might produce a coincidence resulting from only a single gamma 
10 
6 
ray. Operational experience indicates that in the coincidence mode the 
signal-to-background ratio is improved by a factor of ten at a sacrifice 
of a factor of three in net counting rate. 
Additional suppression of backgrounds due to sample-scattered 
neutrons was achieved by surrounding the capture sample with a sleeve 
of LiH, 1. 64-cm thick and 61-cm long. This sleeve moderates and 
captures neutrons in the 6Li(n, a)T reaction and thus appreciably reduces 
the fraction of the neutrons which can moderate in the scintillator and 
produce 2. Z-MeV capture gamma rays via the H(n, y)D reaction. The 
background due to ambient gamma rays and LINAC-associated neutrons 
has been significantly reduced by surrounding the scintillator with a 
2-in (5. 08-cm) thick layer of lead and a 6-in. (15. 24-cm) layer of boric­
acid shielding. A double thickness of shielding was placed on the side 
facing the LINAC. 
Small-angle scattering from the inside surface of the last 
collimator can contribute to the time-dependent background, and for 
this reason the last collimator is composed of alternate lead and plastic 
rings machined with a 20 taper on the inside surface. This effectively 
prevents the inside surface from being directly illuminated by gamma 
rays or neutrons from the LINAC neutron source. 
A photograph of the scintillator taken during its construction is 
shown in Fig. 4. 
11 
Fig. 4. Photograph of the 2400-liter scintillator under construction 
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3. DATA ACQUISITION TECHNIQUES 
A CDC-1700 computer serves as the central element in our "on­
line" 	data acquisition system. Some of the features of this computer are: 
1. 	 A I. l-psec central processor with 16, 000 words of 
16-bit memory. 
2. 	 A two-parameter TMC interface bin, capable of 
accepting most of the pulse height and timing 
modules available. 
3. 	 An interface to the Eldorado 5-nsec time interval 
device. 
4. 	 An IBM compatible seven-track, 556-bit/inch
 
magnetic tape drive.
 
65. 	 A 1. 5 x 10 word magnetic disk drive unit with 15 
changeable disk packs. 
6. 	 Fourteen interrupt data lines. 
7. 	 A digital-to-analog interface used to drive an
 
oscilloscope.
 
8. 	 A punched card reader. 
9. 	 A plotter. 
10. 	 A very fast Hewlett-Packard ADC with digitizing 
rate of Z00 MHz. 
11. 	 A general-purpose interface bin which allows the 
addition of new devices to be made simply and 
cheaply. This bin has so far been used to inter­
face the plotter, card reader, and Hewlitt-Packard 
ADC. 
13 
The capabilities for high-speed data acquisition, coupled with 
the large storage area of the magnetic disk, allow simultaneous storage 
of two time-of-flight spectra, or of pulse height vs. time-of-flight data. 
3.]1 FLUX ABOVE 80 keV 
For the measurement of the neutron flux from 80 keV to 1 MeV 
with the methane-filled proton-recoil proportional counter described in 
Section 2. 3. 1, a two-parameter mode of data a6quisition was used in 
which the neutron flight time and proton-recoil pulse amplitude were 
stored as pairs of binary numbers. Typically, the time information 
was stored in 80 nsec increments, and the pulse height was stored in 
1024 increments of I keV each to span proton-recoil energies of roughly 
20 keV to 1 MeV. A precisely determined deadtime of 160 ysec was intro­
duced in the timing signals from the methane counter to avoid ambiguities 
in the deadtime correction due to the variable deadtime characteristic 
of the analog-to-digital converter. Since 160 tsec considerably exceeds 
the sum of the maximum digitizing time plus the computer processing 
time, the deadtime corrections could be made very precisely. These 
corrections never exceeded 30% in the present data. 
To avoid any mismatch between time and pulse-height information, 
the same pulse that stopped the time analyzer also opened the gate to the 
analog-to-digital converter. The linearity and gain stability of the entire 
system was determined with a precision mercury pulser. Since the 
methane counter had a small (5. 9%) admixture of nitrogen, it was possible 
to estimate the energy scale of the system before the experiment by 
observing the 616-keV events from the 14N(n, p)4C induced by thermalized 
neutrons from a PuBs neutron source. The final energy scale is 
established from the two-parameter data as described in Section 4. 1. 
A block diagram of the electronics used with the methane counter is 
shown in Fig. 5. 
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Fig. 5. Simplified block diagram of electrbnics used with methane gas 
proportional counter 
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3.2 FLUX BELOW 80 keV 
By making use of one of the two time-of-flight data channels in 
the computer, the flux spectrum was continuously monitored during the 
capture measurements with the 3He proportional counters. The 3He 
signals were off-gated for 10 .sec to avoid effects from the gamma 
flash and fed to a scaler to serve as a neutron intensity monitor. The 
3 He signals were also on-gated to a second scaler in the 7, 500- to 8, 000-
Msec period after the LINAC burst to obtain the background counting rate. 
This background due to low energy neutrons from cosmic rays and the 
LINAC was typically 2 to 4% of the foreground signal. Further details 
of the flux measurements are given in last year's annual report. 
3.3 CAPTURE DATA 
The gamma-ray energy scale of the scintillator was established 
using 142Pr and Z4Na sources. Two bias windows were then established: 
3. 5 to 10 MeV and 4. 5 to 10 MeV. A third bias condition was established 
by requiring that the 3. 5- to 10-MeV events correspond in time to a 
coincidence of events depositing more than 1'MeV in each half. The 
coincidence resolving time was 80 nsec. These coincidence data, along 
with the two noncoincidence data channels, were delayed in passive 
50-psec delay lines to allow the time analyzers to accumulate time-of­
flight data immediately prior to the linac burst. These pre-burst data 
provided valuable checks on the ambient background in each data channel. 
The ambient background was also measured after each data run with the 
LINAC off. The agreement between the two types of ambient determina­
tion was excellent except for 238U, where a small amount of short-lived 
induced activity was detected. 
The coincidence data were accumulated in one of the computer 
time-of-flight channels, and the two noncoincidence data channels were 
accumulated on two (TM C-211) 1024-channel time analyzers. The con­
sistency of the capture data taken under these three bias conditions is 
16 
a very sensitive check for background subtraction errors or unexpected 
changes in capture gamma-ray detection efficiency with incident neutron 
energy. The block diagram of the electronics used for capture data 
acquisition is shown in Fig. 6. 
The samples used in the capture measurements were high-purity 
metal disks of natural isotopic composition except for U which consisted 
of 99. 8% U38U.The samples were approximately 11 cm in diameter and 
had the following thicknesses in units of 10 - 3 atom/barns: 17. 58 (Mo), 
7.15 (Ta), and 5.55 (238U). 
17 
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4. DATA ANALYSIS 
FLUX SHAPE 
The first step in obtaining the neutron spectrum was the compari­
son of the 3He time-of-flight data sets taken during the successive 
capture measurements in order to conform that the spectrum did not 
change during the running period. Since the spectrum depends primarily 
upon the geometrical configuration of the LINAC target and moderator, 
it can be expected to be very stable and reproducible. This was con­
3firmed by the experimental comparisons, after which the He spectrum 
runs were summed to improve the statistical precision. The summed 
data were then divided by the previously measured ratio of 3He to BF3 
response functions to obtain a spectrum related to the 10B(n, a) 7Li cross 
section below 80 keV. 
7 x 105One set of two-parameter proton-recoil data comprising 
events was taken for each running period. These two-parameter data were 
sorted by the CDC-1700 on-line computer into pulse-height distributions 
AE
corresponding to 10% --- neutron-energy bins for the purpose of deter­
mining the energy scale of the system. 
The background pulse-height distribution was obtained by sorting 
the data corresponding to very long flight times (i. e. , very low neutron 
energies) so that the proton recoil energies are less than the discrimina­
tion level. This long flight time data represents the only source of 
background since an earlier experiment indicated that extraneous proton 
recoils from scattered neutrons were negligible. 
After the recoil distributions are corrected for deadtime and 
background, the leading edges of the semi-rectangular distributions 
are taken be be proportional to the pulse height corresponding to the mean 
19 
neutron energy. This leading edge parameter was found to be linearly 
related (within -2%) to the neutron energy after correction for the zero 
offset of the analog-to-digital converter. 
Using the linear relationship thus obtained, the two-parameter 
data were corrected for deadtime and sorted into 80 nsec channel width 
time-of-flight information biased at a pulse height corresponding to 30% 
of the neutron kinetic energy to eliminate carbon and nitrogen recoil 
events. This time-of-flight information was then corrected for the attenua­
tion of the alumina end window of the methane counter, wall effects, mul­
tiple scattering, background and the self-shielding effect. The corrected 
data, when divided by the hydrogen cross section, yielded the flux shape 
above 80 keV. 
The 3He and n+p flux shapes were normalized in the energy 
region 80-100 keV to obtain a composite flux shape extending over the 
entire energy range of these measurements. This composite flux shape 
normalized to the linac power level is shown in Fig. 7. The units in the 
figure are neutrons/amp gsec2/cm 2 vs. neutron energy, i. e. , the num­
2ber of neutrons/cm. observed in a l-Msec time channel corresponding to 
neutron energy E when the LINAC is operated with a 45-MeV electron 
energy, 1 amp of beam current and a burst width of I lsec. 
4.2 CAPTURE DATA 
The time histories recorded from the scintillator with the various 
capture samples in place were corrected for deadtime effects (<4%), and 
three backgrounds were subtracted: 
1. 	 Ambient background. The counting rate observed 
in the 50-psec immediately preceding the LINAC 
burst was taken to be the ambient background. This 
ambient background correction was checked in the 
regions between low-energy resonances. This back­
ground was also checked by observing the counting 
rate with the LINAC off, as discussed previously. 
20 
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Fig. 7. Composite flux shape normalized to LINAC 
(electron energy 45 MeV) 
beam parameters 
2. 	 Sample out background. The counting rate observed 
with no sample in the beam is due to extraneous neu­
trons from the LINAC and was very small in all cases 
because of the well-collimated beam employed. The 
time dependence of this correction is similar to that 
of the neutron flux. 
3. 	 Scattered-neutron background. As mentioned earlier, 
the use of the bLiH liner reduces the effect of sample­
scattered neutrons significantly. To obtain a measure 
of the remaining scattered-neutron background, mea­
surements were performed using 0. 635-cm-thick 
samples of high-purity carbon or lead. The capture 
signals observed with either of these materials in 
place can be assumed to be proportional to the detec­
tion of inscattered neutrons, since the capture cross 
sections of these materials are negligible. - The ratio 
of the scattering probabilities of the capture sample 
and the Pb or C samples was evaluated at a neutron 
energy that takes into account the slowing-down time 
of neutrons in the scintillator. Since the energy 
loss suffered by the inscattered neutrons is quite 
different for these two materials, the difference be­
tween the inscattering corrections, after normaliza­
tion to the respective scattering probabilities, for 
C and Pb is a measure of the energy loss effect 
combined with the effective scattering cross-section 
uncertainties. The discrepancy was P20%, and this 
figure was taken to be a measure of the scattering­
background uncertainty. 
After all of the backgrounds are subtracted, the observed noncoin­
cidence capture time histories are corrected for the change in the 
scintillator pulse-height spectrum fraction due to the increase in the 
compound-nucleus excitation energy. This correction was obtained 
using capture pulse-height distributions taken in the 110 to 400 eV neutron 
energy region. These pulse height distributions were'taken to be appro­
priate to capture at zero neutron energy since these neutron energies 
are negligible compared to the neutron separation energies of the 
An exception to this occurs at the low energy lead resonances which
 
produce an observable capture rate.
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compound nuclei. The assumption is also made that the effect of the 
neutron kinetic energy is to stretch the zero-energy pulse height distri­
bution in a linear fashion. Thus, wefirst calculate an effective bias: 
Z' =z(E , (2) 
where Z is the gamma energy bias (3. 5 or 4. 5 MeV), EB is the neutron 
separation energy of the compound nucleus and E n is the kinetic energy 
of the neutron captured. The capture cross section correction factor 
CN(n) is obtained from the relation 
j'P(Z)dZ 
CN(En)-Nn (3) 
J' P(E)dZ 
where P(Z) is the number of gamma events observed in the interval dE. 
The capture pulse-height distributions for molybdenum is illustrated in 
Fig. 8. 
In the case of coincidence data an additional correction C c(E n ) 
multiplies the above CN(En). Since the probability of observing a coin­
cidence is proportional to the product of the probabilities of detecting the 
capture event in either half of the scintillator, the effect of the neutron 
kinetic energy is treated as C (En) = CA(En) CB(En) where Cc(En) is 
the coincidence cross section correction and C (En), CB(E ) are then 
correction factors for the A and B halves of the scintillator as a function 
of neutron energy. Since the two halves of the scintillator are essentially 
identical, we can take CA(En) 4 CB(En) Pe C(En), thus CC(E n) C 2(En), 
where the quantity C(E ) is obtained as in Eqs. (2) and (3) with the 
important exception that the pulse height distribution as observed in one 
half of the scintillator must be used to obtain the correction. Since it 
n 
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Fig. 8. Pulse-height distribution from 2400-liter scintillator resulting 
from capture in low energy molybdenum resonances 
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was not practical to measure this pulse height distribution directly, it 
was estimated using distributions measured with a 24Na source. The 
uncertainty in this estimate represents the major uncertainty in the 
coincidence data correction. Due to this uncertainty, the noncoincidence 
data were used where C C(En ) differed appreciably from unity. 
After the above corrections were performed, the three capture 
time histories (3. 5- and 4. 5-MieV bias noncoincidence plus 3. 5-MIeV bias 
coincidence) for each sample were compared for consistency. The agree­
ment was excellent in all cases, except for the coincidence data at neu­
tron energies >200 keV, which is probably due to the approximations 
employed in the coincidence corrections discussed above. 
As an additional check on the reliability of the capture data, an 
experimental check was performed to obtain a measure of time-dependent 
gain changes in the~fhree capture data channels using a Z4Na source. 
2 4 Na decays by the emission of coincident 1. 37- and 2. 75-kieV gamma 
rays which produce a 4. 12-ieV sum signal in the scintillator peaking 
near the two capture bias energies. To observe the time-dependent gain 
shift, a capture sample is placed in the neutron beam; and a -4Na source 
is placed nearby, but out of the neutron beam. When data taken with the 
source removed are subtracted from the, 4Na data, the difference is 
the observed "time dependence" of the 24Na counts. Thus, any departure 
of the 24Na counts from a constant rate is a sensitive measure of efficiency 
changes in the three capture channels, and this information can be used to 
ascertain the earliest time after the bremsstrahlung burst at which the scin­
tillator data can be considered to be reliable. For the data reported here, 
the capture data appeared to be free of bremsstrahlung effects at times 
corresponding to energies < 3 ieV. The capture yield and backgrounds are 
illustrated in Fig. 9 for molybdenum.
 
Having thus obtained corrected capture time histories, the data
 
were corrected for the resonance self-shielding and multiple scattering 
effects. In the low-keV region, resonance self-shielding and multiple 
scattering were calculated using the computer code SESH 
(2 ) 
which uses 
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Fig. 9. Capture yields and backgrounds observed during the molybdenum 
capture cross-section measurements using the 2400-liter scintillator in 
the noncoincidence mode with 3. 5-MeV bias 
estimates of the average resonance parameters to generate resonance 
environments via Monte Carlo techniques. In the high energy region 
(> 50 keV) resonance self-shielding was negligible, and multiple scatter­
ing and self-shielding could be calculated using a smooth cross-section 
approximation. 
The capture yield normalization factors were obtained from mea­
surements of the average capture yield in the 2-8 keV region along with 
the very low energy resonance region using the 20-meter flight path and 
the 4000-liter scintillator. For the sample thicknesses used in these 
measurements, the neutron transmission was essentially zero in the 
low-energy resonances, i. e. they were "saturated". If the neutron 
width is small compared to the total width, as is usually the case, the 
counting rate in the peak region is insensitive to errors in the resonance 
parameters; and hence the average yield in the 2-8 keV interval can be 
converted to an average capture probability with a very small uncertainty. 
This allows the capture yield data obtained with the 230-meter flight 
path to be converted to a capture cross section by normalization in this 
same energy interval. The normalization procedure is illustrated in 
Fig. 5 of Appendix I. An example of the calculated ( 3 ) vs. measured 
shape for a saturated 238U resonance is shown in Fig. 10, and several 
normalizations obtained from resonances in tantalum are compared to 
the measured energy dependence of the flux shape in Fig. 11. 
An alternate procedure which serves as a check on the above 
technique is the comparison of capture areas of resolved resonances near 
the low-energy end of the 2 3 0-meter capture data (,v 70 eV). These 
areas may be used to normalize the capture yield within the uncertainties 
associated with the published resonance parameters. 
As has been explained previously in detail, (1) normalization of 
the capture yield measured with the 20-meter flight path is accomplished 
by determining the product of the absolute flux and the efficiency for 
detecting capture gamma rays (the quantity <e SCT > in the notation of 
0 
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Ref. 1). For 238U, this quantity was determined with an uncertainty 
of ±216 from the calculated capture probability near the peak of the 
saturated resonance at 6. 7 eV. The normalization deduced from this 
also agreed within 51o with that deduced from the captureresonance 
were calculated with 
the parameters of Ref. 4. Another check on the normalization of 238U 
was obtained from the resonances at 81 and 117 eV observed in the data 
obtained with the 230-meter flight path. These areas could be deter­
nmined to _± 2016 (including uncertainties both in our measurements and 
areas of the resonances at 36. 9 and 66.3 eV which 
(4) 
resonance parameters), and the normalization deducedthe existing 
from these resonances agreed within 10%o with the more accurate value 
obtained from the 6. 7-eV resonance. The normalization of the 238U 
capture yield is judged to be determined with an accuracy of ±5%. 
obtained from theNormalization of the capture yield for Ta was 
capture areas of eight resonances at 4. 28, 10. 34, 13. 85, 20. 34, 39. 03, 
57.4 and 62. 95 eV; the first four of which had peak capture48. 98, 
0. 95 for the sample thickness used. The normalizationprobabilities 
factors deduced from the saturated resonances could be determined within 
and these four factors agreed within 7%. The normalization factorst5%, 

deduced from the four resonances at higher energies using the parameters
 
of Ref. 5 could be established to -:h101o, 
 and these factors also agreed 
with the low-energy results within their uncertainties. The normalization 
of the Ta yield obtained from these eight resonances is judged to be 
established within an uncertainty of ±5%. 
The normal' tioof-the capture yield for natural Mo was obtained 
from an average of the normalization factors for the seven isotopes 
which were weighted by the isotopic abundance and the average capture 
cross section. The parameters of Refs. 6, 7, 8 were used to calculate 
the capture areas of observed resonances at 12.08 eV in 98Mo, 44. 65 eV 
97 100 9695 131.4 eV in Mo andin Mo, 70.93 eV in Mo, 97.5 eV in Mo, 
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159.5 eV in 95Mo. Except for the 44. 65-eV resonance in 9517o, which 
had the largest peak capture probability of 0. 68 for the sample used, the 
shapes of the capture resonances calculated with the existing parameters 
agreed very poorly with our data. This gave rise to uncertainties in the 
normalization factors of 10-30% for resonances other than the 45-eV 
level in 95Mo+n, for which the normalization could be established to 
about ±5%. 
To supplement these data, scintillator pulse-height distributions 
were measured for the same Mo resonances in order to deduce their 
detection efficiencies relative to that of the 45-eV resonance in 95Mo+n 
by ascertaining their relative pulse-height spectrum fractions above the 
electronic bias. These spectrum fractions agreed well with that calcu­
lated from the spectrum observed for the 95Mo resonance assuming this 
distribution also applies to the other isotopes but is stretched linearly 
with the neutron binding energy. Consequently, such a calculation was 
used to estimate the efficiencies for 92Mo and 94Mo, where satisfactory 
resonance capture areas or pulse-height distributions were not obtained 
experimentally. 
An additional difficulty arises in calculating the average yield 
normalization factor for the natural Mo sample, since the average 
isotopic capture cross sections are not well established. Statistical­
model calculations of these cross sections were made from available 
resonance-parameter data, and in some cases s-wave level spacings 
were estimated from the Fermi-gas model including shell and pairing 
corrections. The normalization for natural Mo, including both the 
uncertainties in the isotopic efficiencies and that introduced by the 
absence of isotopic cross-section information, is judged to be determined 
to within ±20%. This uncertainty cannot be reduced further without 
individual measurements of the capture cross sections for at least three 
of the separated isotopes (95Mo, 97Mo and 98Mo) that contribute most 
of the capture cross section for the natural material. 
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5. RESULTS 
2 3 8 
The average capture cross sections for Ta, Mo and U are given 
in Tables 1-3 and are illustratedinFigs.12, 13,14. Also listed are rela­
tive uncertainties calculated from a quadrature sum of five components: 
1. 	 Statistical uncertainties in the net capture yield, 
including contributions from the three backgrounds 
(ambient, scattered-neutron, and sample-out). 
2. 	 Statistical uncertainties in the neutron flux data. 
3. 	 Statistical uncertainties in the Monte Carlo cal­
culations of multiple- scattering and self- shielding 
effects that arise from a finite number of neutron 
histories. 
4. 	 An estimated 20% uncertainty in the correction 
applied at high energies for the capture y-ray 
spectrum-fraction change due to the variation of 
incident neutron kinetic energy. 
5. 	 An estimated 20% uncertainty in the calculated
 
resonance self-shielding effect. This effect is
 
defined as the difference between finite-sample
 
corrections calculated with the methods of Ref. 2 
and those calculated with a smooth cross-section 
approximation. 
In addition to the relative uncertainties listed in Tables 1-3, 
systematic uncertainties have been evaluated which primarily affect the 
normalization (and not the shape) of the capture excitation function. 
These were taken to be a quadrature sum of the uncertainty in the capture­
yield normalization factor, the uncertainty in the yield near 10 keV due to 
a 20% uncertainty in background subtractions, and a 5% uncertainty in the 
flux data due to possible deviations of the 10B(n, a) cross section from (l/v) 
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Table I 
NEUTRON CAPTURE CROSS SECTION FOR NATURAL TANTALUM 
Energy Cross Section 
(keV) (barn) 
.9576 12.6 
1. 009 8.52 
1.064 9.92 
1. 124 7. 65 

1. 190 8.70 
1.253 8.03 
1.321 8.91 
1. 393 6.99 
1.469 4. 79 

1.553 6.30 
1. 645 6.93 
1.745 6.43 
1.843 5. 17 

1.941 4.40 
2.046 5.58 
2. 161 5.68 
2.285 5.38 
2.420 4.61 
2.568 4.96 
2.730 4.06 
2.890 3.55 
3.044 3.86 
3.209 3.54 
3.393 3.53 
3.588 3.46 
3.800 3.45 
4.036 2.90 
4.290 3.40 
4.569 2.53 
4.877 2.82 
5. 171 2. 16 

5.451 2. 62 

5.748 2. 77 

6.070 2.52 
6.420 2.30 
6.807 2. 12 

7.226 2.10 
Relative Uncertainty 
(percent) 
12
 
11
 
11
 
10
 
10
 
10
 
10
 
10
 
10
 
10
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
9
 
8
 
8
 
8
 
8
 
8
 
8
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Table I (Continued) 
Energy Cross Section Relative Uncerta 
(keV) (barn) (percent) 
7. 690 2.-17 8 
8. 191 1.98 8 
88.743 1.89 
89.362 1.74 
10.04 1. 73 8 
10.80 1. 69 8 
11.50 1. 66 8 
812.12 1. 57 
12. 77 1.54 8 
813.48 1.51 
14.26 1.27 8 
15. 10 1.20 8 
816.02 1. 31 
817.03 1. 23 
18. 14 1.26 8 
819.35 1.14 
820. 70 1. 11 
22. 19 1. 11 8 
1. 10 823.86 
25. 70 .988 8 
27. 77 .943 8 
830.12 .876 
832. 78 .811 
35. 78 .800 8 
839.23 .743 
43. 19 .720 8 
846.57 .625 
49.01 .706 8 
51. 72 596 8 
54.64 601 8 
57.82 646 7 
61.22 .594 7 
64.99 .614 7 
69.12 .502 7 
73. 65 .512 7 
78. 63 .527 7 
784.22 .539 
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Table I (Continued) 
Energy Cross Section Relative Uncertainty 
(keV) (barn) (percent 
90.32 .437 7 
97.10 .484 7 
104.7 .472 7 
113.3 .450 7 
123.0 .423 7 
133.8 .389 7
 
146.3 .340 6 
160. 6 .328 6 
176.9 .317 6 
196. 1 .310 6 
218.5 .296 5 
245.1 .290 5 
276.5 .258 5 
314.7 ;252 5 
361.4 .220 5 
418.8 .205 5 
491.7 .201 4 
585.2 174 4 
708.5 163 5 
835.5 142 4 
1107.5 124 9 
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Table 2 
NEUTRON CAPTURE CROSS SECTION FOR NATURAL MOLYBDENUM 
Energy Cross Section 
(keV) (barn) 
.9576 .233 

1.009 .539 

1.064 .541 

1. 124 . 600 

1.190 .534 

1.253 .515 

1.321 .338 

1.393 .574 

1.469 .417 

1.553 .850 

1.645 .327 

1. 745 .694 

1.843 .335 

1.941 .536 

2.046 .476 

2. 161 .694 

2.285 .421 

2.420 .567 

2.568 .456 

2. 730 .327 

2.890 .274 

3.044 .410 

3.209 .826 

3. 393 .382 

3. 588 .352 

3.800 .454 

4.036 .279 

4.290 .442 

4.569 .410 

4.877 .449 

5. 171 .259 

5.451 .408 

5.748 .386 

6.070 .472 

6.420 .296 

6.807 .348 

7.226 .322 

Relative Uncertainty 
(percent) 
21
 
21
 
21
 
2.1 
21
 
20
 
20
 
19
 
19
 
18
 
18
 
17
 
17
 
16
 
16
 
16
 
16
 
16
 
15
 
15
 
15
 
15
 
15
 
15
 
15
 
15
 
14
 
14
 
14
 
14
 
14
 
13
 
13
 
13
 
13
 
13
 
13
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Table 2 (Continued) 
Energy Cross Section Relative Uncertaint' 
(keV) (barn) (percent) 
7.690 .302 13 
8.191 .264 13 
8. 743 .340 12 
9.362 .257 12 
10.04 .289 12 
1310.80 .267 
11.50 .222 13 
12.12 .233 14 
-12. 77 .193 14 
1513.48 190 
14.26 195 15 
15. 10 194 15 
1416.02 188 
1417.03 165 
18. 14 199 14 
19.35 172 14 
1320. 70 154 
" 1322. 19 138 
1323.86 132 
25. 70 145 12 
1227.77 137 
30. 12 129 13 
32.78 126 13 
35.78 ill 13 
39.23 106 13 
43. 19 .099 14 
1446.57 .0940 
1449.01 .0921 
1451.72 .0825 
54. 64 .0840 14 
1457.82 .0835 
1461.22 .0829 
1464.99 .0753 
69. 12 .0740 14 
1473.65 .0687 
1478.63 .0616 
14
84.22 .0690 
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Table 2 (Continued) 
Energy Cross Section Relative Uncertainty 
(keV) (barn) (oercent) 
90.32 .0692 13 
97. 10 .0628 13 
104. 7 .0547 12 
113.3 .0544 12 
123.0 .0543 12 
133.8 .0446, 12 
146.3 .0497 11 
160.6 .0446 11 
176.9 .0438 11 
196. 1 .0381 10 
218.5 .0375 9 
245. 1 .0379 8 
276.5 .0372 7 
314.7 .0374 6 
361.4 .0346 6 
418.8 .0354 5 
491.7 .0356 5 
585.2 .0319 4 
708.5 .0311 4 
835.5 .0265 4 
1107.5 .0215 9 
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Table 3 
NEUTRON CAPTURE CROSS SECTION FOR 238U 
Energy Gross Section 
(keV) (barn) 
1.005 1.73 
1.060 1.79 
1.120 3.15 
1. 185 3.03 
1.250 2.37 
1.316 .960 

1.387 1.80 
1.463 1. 60 

1.547 1.27 
1.637 1.68 
1.736 2.07 
1.834 1. 19 

1.931 1.41 
2.036 1.36 
2.150 1. 61 

2.274 1.59 
2.408 1. 62 

2.555 1.31 
2.716 1.22 
2.873 1.02 

3.02_6 1.03 

3. 190 1.41 
3.369 1.32 
3.563 .927 

3.774 .908 

4.004 .896 

4.256 900 

4.533 .626 

4.838 .982 

5. 130 .749 

5.402 .777 

5.697 .906 

6.016 .853 

6.363 .768 

6.741 .645 

7. 154 .755 

7.606 .700 

Relative Uncertainty 
(percent) 
12
 
12
 
12
 
12
 
12
 
12
 
12
 
12
 
11
 
11
 
11
 
10
 
10
 
10
 
10
 
10
 
10
 
10
 
9
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9
 
8
 
8
 
8
 
7
 
7
 
7
 
7
 
7
 
7
 
7
 
7
 
6
 
6
 
6
 
6
 
6
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Table 3 (Continued) 
Energy Cross Section Relative Uncertaint 
(keV) (barn) (percent) 
8. 102 642 6 
8. 648 627 6, 
9.251 676 6 
9.920 735 6 
10. 66 643 5 
11.35 614 5 
11.95 639 5 
512.59 .581. 
513.29 .622 
14.05 .599 5 
14.88 .562 5 
15. 78 .542 5 
16.76 .570 5 
17.85 .523 -5 
19.03 .527 5 
ZO. 35 .543 5 
21.80 .548 -5 
523.42 .505 
525.22 .482 
527.23 .464 
29.50 .464 5 
32.07 .455 5 
34.98 .450 5 
38.31 .433 5 
542.14 401 
45.39 .392 5 
47.77 .339 5 
50.36 356 5 
53. 15 .359 .5 
56. 19 .308 5 
59.49 .298 5 
63. 10 .295 5 
67.04 .288 5 
571.37 .255 
76. 12 .252 5 
81.37 .230 5 
87. 18 .224 5 
40 
Table 3 (Continued) 
Energy Cross Section Relative Uncertainty 
(keV) (barn) (percent) 
93.64 .218 5 
100.8 194 5 
108.9 194 5 
118.0 174 5 
128.2 .179 5 
139.9 163 5 
153.2 163 5 
168.5 160 5 
186.2 .139 5 
206.9 139 4 
231.2 125 4 
260. 1 117 4 
294.7 112 5 
336.8 114 4 
388.5 104 4 
453.2 115 4 
535.4 109 5 
642.3 106 6 
752.0 115 10 
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Fig. 14. Capture cross section for 238U from 1 keV to 750 keV 
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at energies below 80 keV. The total systematic uncertainty thus defined 
is ±12% for 238U, :10% for Ta'and ±29% for natural Mo. 
The capture cross sections for 238U have been corrected for 
contributions from fission in 238U and in the 0. 2% of ?35U present in 
the sample. The ratio of detection efficiencies for fission and capture 
in our experiment was determined to be approximately unity from pre­
vious measurements at this laboratory of capture and fission in 236U and 
239Pu. The correction to the 238U capture data is 5% at 750 keV, 2% 
near 500 keV, 1. 5% near 100 keV, and <1% at and below 10 keV. 
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6. CONCLUSIONS 
Absolute average capture cross sections have been obtained for 
2 3 8 U, Ta and Mo over the unprecedented neutron energy range 1-1000 keV. 
The quadrature sum of relative and systematic uncertainties is -10-15% 
for 238U and Ta over the full energy region. The relative uncertainties 
for Mo are of similar magnitude, but the uncertainty in normalization is 
much larger (20-30%). Previous data for, Mo(n, y) are subject to similar 
(or larger) systematic uncertainties, so that the present results cannot 
be arbitrarily adjusted to conform with the results of other experiments. 
Capture measurements for separated isotopes of Mo are required to 
reduce these uncertainties, and there are also indications that much of 
the existing resonance-parameter information is inaccurate for all of the 
Mo isotopes. The latter observation leads us to remark that multiple­
scattering and self-shielding calculations fo2 bulk media which are made 
With the existing Mo resonance parameters are very likely to be incorrect. 
The present data do not rely upon other standard neutron cross 
sections for normalization, and the shape of the capture excitation func­
tions above 80 keV are based directly on the exceedingly well-known 
hydrogen scattering cross section. The present results can thus be 
expected to differ from some of the earlier, more indirect measure­
in a paper included 
in the appendix to this -report. Major discrepancies are observed between 
our data and such early (1960-62) measurements as those of Gibbons 
re­
ments. Our data are compared to previous results 
et al. (9) for Ta and of Diven et al. (10) for 238U. Most of the more 
cent data for Ta are in good agreement with our results. For 238U, our 
data agree almost exactly with the measurements of Menlove and 
46 
(I2 )Poenitz (11) and disagree significantly with the recent data of Moxon 
and also with the recent evaluation of Davey. (13) For Mo, we are in 
fair agreement with the results of Aitzel and Plendl (1 4 ) at low energies 
but disagree vastly with the more recent data of Kompe ( 15 ) and of 
Weigmann and Schmid. (7) The Mo excitation function measured by 
Kompe falls off much more rapidly with energy than does ours, and a 
similar but smaller discrepancy between our results and Kompe's can 
be observed for Ta, W and Re (see Appendix A). Kompe's crQss sections 
below 20 keV agree within -10% with those of Weigmann and Schmid, 
and our results below 20 keV are -40% or more lower than these previous 
data. 
We conclude that the present measurements establish the current 
state of the art in determining absolute average capture cross sections 
over the full neutron energy region important to the technology of fast­
reactor performance and shielding. 
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APPENDIX 
The following pages contain the texts of two papers describing 
the GGA capture cross-section program, which have been accepted for 
presentation at the IAEA Second International Conference on Nuclear 
Data for Reactors, Helsinki, Finland, June 15-19, 1970. 
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1. INTRODUCTION 
Radiative capture cross sections for neutrons of energy 1-1000 keV 
are known to be very important in determing the performance and 
economy of fast-breeder reactor systems. They are also of considerable 
interest in establishing statistical properties of nuclei at high excitation 
energies and for calculations of heavy-element nucleosynthesis in studies 
of nuclear astrophysics. 
Measurements of capture cross sections at these energies have 
been made in a number of different ways, using different types of neutron 
sources, different methods to detect the capture events and incident neu­
trons, and different schemes to establish both the normalisation of the 
cross section and the shape of the excitation function. Previous capture 
data from any one measurement have spanned only a portion of the neu­
tron energy region 1-1000 keV, and the results of different measurements 
have been determined relative to several different standard neutron cross 
sections. When separate data sets have energies in common, discre­
pancies of 20-50% in the cross-section values are often observed. In the 
energy region -l00 keV - I MeV it is particularly difficult to accurately 
establish the incident neutron flux relative to a well-known, primary 
Work supported in part by the U. S. Atomic Energy Commission and by 
the U. S. National Aeronautics and Space Administration. 
+Present address: University of California at San Diego, La Jolla, 
California 92037, USA. 
standard cross section. Capture data for gold in this region that have 
2 3 5been based on the U fission cross section of Ref. [1] or [2 ] have 
tended [3 ] to b6 consistently higher than results normalised by other 
means. The data above 100 keV are also relatively sparce and have been 
obtained almost exclusively from measurements made with van de Graaff 
accelerators. These energies are above those covered by lead slowing­
down spectrometers, and previous measurements made with electron ­
have been confined to neutron energies below 200 keV.linear accelerators 
In the present paper we describe measurements of capture cross 
number of the uncertainties involved in 
some of the previous data. The present measurements yield absolute 
average capture cross sections for eight heavy elements at continuous 
neutron energy intervals over the region- 1-1000 keV. The excitation 
sections which have reduced a 
resonances, and 
their shapes above 80 keV are based directly on the well-known hydrogen 
scattering cross section. A theoretical interpretation of these and other 
recent data is presented in the following paper (CN-26/44). 
functions are normalised directly to low-energy (eV) 
Z. EXPERIMENT 
made with short bursts of 
photoneutrons produced by bombarding a tungsten-alloy target with 45­
Time-of-flight measurements were 
from the Gulf General Atomic linear accelerator. TheMeV electrons 
electron target is surrounded by a cylinder of uranium or lead to moder­
ate the neutrons by inelastic scattering and also to shield the detection 
apparatus from bremsstrahlung. The neutrons are slowed further in a 
2. 5-cm slab of polyethylene, and a 10B filter is used to prevent overlap 
of very low-energy neutrons produced from different accelerator bursts. 
The neutrons traverse an evacuated flight path containing the colli-
Fig. 1. The capture 
sample is located 230 metres-from the neutron-producing target at the 
centre of a large liquid scintillator used to detect the capture gamma rays. 
During a capture experiment, the incident neutron flux is monitored by 3 He gas propor­
mators and anti-scattering baffles illustrated in 
sampling the outer edge of the neutron beam with two 
tional counters located ahead of the final collimators shown in Fig. 1. 
not viewed by the capture sample. 
discussed 
This portion of the neutron beam is 
Determinations of the neutron flux and capture y-ray yield are 
further in this Section. 
The samples used for the capture measurements were all high­
purity metal disks approximately 11 cm in diameter and ranged in thick­2 3 8 
ness from 0. 1 to 0. 25 cm. Except for the U sample which was 2 3 8 
composed of depleted uranium (99. 8% U), the isotopic composition 
of the samples was that of the naturally occurring element. 
2 
2.1. Neutron flux 
The energy distribution of the incident neutron flux is deter­
3 
mined by the time history of counts from the He gas proportional 
counters. The 3He counter was a convenient monitor for use during the 
capture measurements since it has a high detection efficiency and ade­
quate timing resolution over most of the neutron energy region of interest 
3 
here. The relative efficiency of the He counters for detecting neutrons 
of different energies was calibrated above 80 keV against that of a meth­
ane (CH 4 )-filled proportional counter and, at lower energies, against 1 0 
that of another gas counter filled with BF 3 . Consequently, the mea­
sured energy variation of the neutron flux, and hence the shape of the 
excitation function for radiative capture, is based upon the cross section* 
0 + 7 for the 1 B(n, a 0 oly) Li reaction at neutron energies below 80 keV and 
upon the n+p scattering cross section [4] at higher energies. These 
cross sections are widely considered to be the best standards presently 
available for partial neutron cross-section measurements at these 
energies. 
To supplement the flux data obtained from the 3He monitor 
counters, separate measurements of the flux were made either before or 
after a capture determination with the methane counter placed in the 
centre of the neutron beam near the liquid scintillator. These measure­
ments have an overall resolution of 3 ns/m (about four times better than 
3 and provide more detailed information on thethe He measurements) 

neutron spectrum at higher energies. The 31e monitors were also used
 
during the measurements with the methane counter to verify that the flux
 
measure­spectrum was the same as that observed during the capture 
The flux data from the methane counter were used at energiesments. 

above 80 keV.
 
used in this work, theFor all three types of proportional counters 
corrections made for backgrounds, self-shielding and multiple scattering 
and wall-scattering andin the gas, transmission through end windows, 

The

misalignment effects are well understood and were kept small. 

counters and their timing resolution were deter­active volume of the 

mined experimentally.' 
 Full details of the construction and instrumen­
tation of these counters are given in Ref. [5 ]. 
was implemented for time-of-flight measure-The methane counter 
ments by using a computer-based data acquisition system [6] to record
 
both the pulse height and neutron flight time associated with each 
event 
counter for fourin the counter. Pulse-height spectra from the methane 
2. The solid curves in the figureflight-time intervals are shown in Fig. 

are the results of Monte Carlo calculations [7 ] of the proton -recoil
 
spectrum which were made to extrapolate the spectra to zero pulse
 
as (1/v) from the thermal value [Z3This cross section was taken to vary 

to 80 keV.
 
3 
height. The spectrum for a given interval of flight time is summed 
only above a threshold pulse height (see broken lines in Fig. 2) taken 
at three-tenths of the maximum proton-recoil pulse height, which eli­
minates the smaller pulses due to iC recoils. The relative efficiency 
of the counter, which then varies little with incident neutron energy, is 
established directly from the fraction of the proton-recoil spectrum that 3 
lies above the threshold pulse height. The implementation of the He and 
I0BF3 counters is more straightforward since a fixed electronic thres­
1 0 
hold can be used that will eliminate 
3 He and B recoils, respectively, at 
all neutron energies of interest. Some two-jarameter (pulse-height and 
counter to determine thetime-of-flight) data were also taken for the 'He 3 He(n, p)T cross section relative to the 3 He total cross section in the 
neutron energy region 0.3 to 1. 16 MeV [8]. 
Neutron flux data with an overall uncertainty of about 576 in rela­
the neutron energy region 
-l00 eV - I MeV. A typical time-of-flight flux spectrum is shown in 
Fig. 3. Although absolute flux data are illustrated in this figure, only 
the relative energy variation (or time history) of the incident flux is 
required in our experiment. Normalisation of the radiative capture 
yields is discussed in the next Section. 
tive intensity were obtained routinely over 
2. 2. Capture yields 
For most of the data reported here, a 600-litre liquid scintill-
Fig. 1) was used to detectator viewed by photomultipliers (illustrated in 
the capture gamma rays. This scintillator has recently been enlarged 
to a volume of 2400 1 to improve the signal-to-background ratio by 
increasing the efficiency for summing capture y-ray cascades. This 
the measurements for ?38U improvement was particularly important in 
due to the low excitation energy (0 4. 8 MeV) of the compound nucleus. 
Both scintillator configurations used in this work were similar in con­
struction to that described in Ref. [9]. 
summed to produce a pulse 
the liquid. A pulse-
The photomultiplier outputs were 
proportional to the total y-ray energy deposited in 
normally set to accept events depositingheight window discriminator was 
a total energy in the range 4 to 10 MeV, and the time history of accepted 
events was stored by a multi-channel analyser. In recent measurements 
made with the enlarged scintillator, three types of data were obtained 
simultaneously. Two data channels used different lower limits (3. 5 and 
4. 5 MeV) for the discriminator and provided a useful check on the varia­
tion of the detection efficiency with neutron energy (see below). In the 
third data channel a 3. 5-MeV level was used, but a coincidence was re­
quired which assured that at least 1 MeV of energy was deposited in each 
of the two optically isolated halves of the scintillator. This requirement 
selects many of the multi-gamma cascades which are usually produced 
by capture and eliminates many single-gamma events that areusually 
associated with background. This increasedthe signal-to-background ratio 
4 
by about one order of magnitude, and comparison of the data taken for 
several samples both with and without the coincidence requirement has 
failed to reveal any dependence on the y-ray cascade mode (or energy 
spectrum) introduced by the requirement. Moreover, the y-ray energy 
spectrum is not expected to vary markedly with neutron energy when 
the measurement averages over many resonances of the compound nu­
cleus. Figure 4 illustrates the very acceptable signal-to-background ratio 
2 3 8
achieved with the coincidence mode for U, which has the poorest 
signal-to-background ratio of the nuclei measured here. Gain shifts in 
each data channel were checked by verifying a constant (flight-time inde­
pendent) difference of counts betweqn capture yields measured with and 
without a ? 4 Na y-ray source placed near the sample but outside the 
neutrbn beam. This differenle (the count rate from the 2 4 Na source) is 
2 4 
very sensitive to gain shifts since the total y-ray energy from Na 
is close to the sum-signal discriminator threshold. 
The ambient background shown in Fig. 4 is the constant back­
ground arising principally from cosmic-ray interactions with the 
scintillator. The sample-out background varies with neutron flight time 
and is primarily due to neutrons scattered and captured in the vicinity of 
the collimator nearest to the scintillator. The scattered-neutron back­
ground results from neutrons scattered by the sample and then captured 
in the scintillator materials. A measure, of this background was obtained 
by substituting a lead or carbon sample (where capture is negligible) and 
scaling the observed y-ray counts by the ratio of scattering probabilities 
at a representative neutron energy that takes into account the mean life­
time of neutrons in the scintillator. An overall check of the background 
subtractions is made by introducing a thick sodium "notch" filter in 
the beam ahead of the capture sample. The count rate observed at the 
2 3 
bottom of the transmission dip at the 2. 85-keV resonance in Na+n has 
always agreed within a few. percent with the sum of the individually deter­
mined backgrounds. The statistical precision of the net capture counts 
(summed over 5%/ energy intervals under 50 keV) is -:10% or better for 
all elements at all neutron energies. 
A typical capture yield (net capture counts divided by the incident 
neutron flux) obtained for gold with the 230-in flight-path facility is shown 
by the points in the upper portion of Fig. 5. The data are usually taken 
with a Z-ps accelerator burst width and a 2-ps channel width for the time 
analyser, which results in an overall energy resolution of about 116 at 
1 keV and 20%o at 1 MeV. The data extend downward in neutron energy to 
1 9 7
about 70 eV, and known [Z] resonances in Au+n below 300 eV are 
indicated in the figure. When accurate resonance parameters are avail­
able, the yields can be normalised from the observed and calculated 
areas of capture resonances in the energy region-l00 eV. By scaling 
the measured yield to produce the calculated area, the capture pro­
bability for a given sample thickness can be normalised without recourse 
to a determination of the absolute detection efficiency for either the 
capture y-rays or the incident neutrons. 
5 
To improve the precision of the normalisation, capture yields 
at lower neutron energies were measured for each sample with a 20-m 
neutron flight-path facility using a 4000-1 scintillator [9] to detect the 
3 
capture y-rays and a He gas proportional counter to detect the incident 
neutrons. Data were obtained with this facility from about 2 eV - 20 
keV, and the results for Au are shown in the lower portion of Fig. 5. At 
these lower energies most of the elements studied have resonances that, 
for the sample thickness used, become "saturated"; i. e. they have a 
neutron interaction probability near unity. When the resonance is also 
weak (I'n «1 '), the area of the resonance calculated near its peak then 
becomes essentially independent of the values of the resonance parame­
ters, and the yields measured with the 20-m facility can be normalised 
with an accuracy of 1-276. The yields determined with the 230-m facility 
were then normalised to the absolute.20-m results in the region where 
the two data sets overlap. This is normally done by matching the inte­
grals of the yields from Z-8 keV, as is indicated in the figure. 
Typical fits to saturated resonances are shown in Fig. 6 for 
197Au(n, y) and 2 3 8 U(n, y). The resonance shapes were calculated with a 
Monte Carlo code [10] that includes Doppler and resolution broadening, 
multiple neutron scattering, and incoherent contributions from adjacent 
resonances. Existing resonance parameters were used without any 
adjustment to produce detailed fits in the wings of the resonances, and 
the calculated capture probabilites were used only at energies near the 
peak of the resonance. In most cases several resonances of a given 
nuclide, although not saturated, were suitable for normalisation; and 
the absolute yield could therefore be determined at more than one energy. 
This provides a check on the flux spectrum neasured at low energies, as 
is illustrated in Fig. 7. The curve in this figure was obtained from a 
least-squares fit to the flux data measured with-the 
3 He counters, and 
the points denote the relative flux deduced from the ratio of observed and 
calculated capture areas of eight resonances in 
18 1Ta+n. The normalisa­
2 3 8 
tion of the yields for Rh, Ta, Au and U measured with the 230-m 
flight path is judged to be determined within + 57o. 
Normalisation of the yields for Mo, Gd, W, and Re is less 
straightforward since the effective y-ray detection efficiency for samples 
that are not essentially monoisotopic involves an average of the different 
efficiencies for each isotope weighted by both the isotopic abundance and 
the average isotopic capture cross section. The latter were taken from 
recent data and, in some cases, were estimated from statistical-model 
calculations. An additional difficulty is present for the molybdenum 
isotopes, where existing resonance parameters produced very poor agree­
ment with many of the observed capture resonances, and where none of 
the resonances was saturated for a sample thickness of 0.25 cm. This 
difficulty was partially overcome by comparing capture v-ray pulse­
height distributions for resonances in different isotopes and deducing 
relative detectionefficiencies from the observed spectrum fractions 
above the discriminator threshold. Full details of the normalisation are 
-6 
given in Ref. [11] for Gd, Ref. [53 for W and Re, and Ref. [12] for Mo. 
The normalisation of the yield is judged to be determined to within +107a 
for Gd, W, and Re and within - 2016 for Mo. 
The average capture cross sections were obtained from the nor­
malised yields measured with the Z30-m flight path facility by taking 
into account the variation of y-ray detection efficiency at the higher 
incident neutron energies and the finite-sample effects of multiple 
scattering and self-shielding. For all samples the capture data obtained 
with no coincidence requirement were used at the higher energies, and 
the efficiency variation was calculated from the change in the spectrum 
fraction of scintillator pulses above the sum-signal discriminator thres­
hold. The pulse-height distributions at high energies were deduced from 
those measured in the resolved-resonance region with the assumption 
that the distribution is stretched linearly with the initial excitation 
energy of the compound nucleus. (The spectra f(Ey) measured at low 
neutron energies were replaced by the spectra g(Ey) = f[E-yBn/(Bn+ En)], 
where E. is the 'i-ray energy, Bn the neutron separation energy, and Enthe 
incident neutron energy. ) For multi-isotopic samples, the efficiency 
correction was obtained from an average weighted by isotopic capture 
cross sections. At 700-keV incident energy, this correction was -10% 
3 8 
or less for all samples except ? U, where it was about 20%. Correc­
ti6ns for resonance self-shielding and multiple scattering were deter­
minted with the code SESH [13] which uses Monte Carlo methods to 
generate a Doppler-broadened resonance environment at each collision 
in the sample. This environment is produced by sampling distributions 
of resonance widths and spacings calculated from specified values of 
neutron strength functions, average level spacings, and average radia­
tion widths. The total correction to the data for finite-sample effects 
was <15% for all samples at neutron energies above 5 keV. 
3. RESULTS 
Our capture cross-section results for Mo, Rh, Gd, Ta, W, and 
Re are shown in Fig. 8 together with some previous data from other 
laboratories. The other data chosen for illustration were selected some­
what at random. The data of Gibbons et al. [14] and Diven et al. [153 
are perhaps representative of "early" (1960-62) measurements made with 
liquid scintillators and pulsed van de Graaff neutron sources. The data 
of Kompe [163 obtained with a liquid scintillator and van de Graaff, and 
those* of Moxon [17] measuredwith a Moxon-Rae detector and electron 
linear accelerator, have been published within the last two years. A 
variety of neutron flux measurement techniques and capture-yield 
The data of Ref. [17] are measured at very small energy intervals, and 
many of these points are not included in Figs. 8 and 9. 
7 
normalisation procedures are represented, and several primary and 
secondary cross-section standards are involved.
 
Of our present results for eight elements, those for Mo(n, y) 
appear to be in poorest agreement with previous data. The data of 
1 0 7 
Weigmann and Schmid [18] are relative to B(n, o) Li* and are norma­
lised to saturated resonances in Ag, and these results agree well with 
those of Kompe [16] which are relative to the Au(n, y) data of Poenitz 
et al. [3] (discussed below). The data of Mitzel and Plendl [19]are rel­
1 0 
ative to B(n, a) and are normalised to Mo resonances. Even in view of 
some uncertainties in both the present and previous data which arise from 
poor resonance-parameter and isotopic cross-section information, it is 
difficult to account for the systematically smaller cross sections found 
here at the lower energies. Further measurements designed to defi­
nitively resolve these discrepancies for Mo(n, -y) are planned at this 
laboratory. 
Our cross sections for Rh are about 207o higher (at least in the 
region 	10-50 keV) than those determined by Moxon [17], which are rela­
10 The pre­tive to B(n, a)7Li* and normalised to saturated resonances. 
sent data for Gd near 100 keV do not fall off as fast with increasing 
neutron energy as those of Gibbons et al. [14], which are relative to 
their determination [14] of the excitation function for In(n, y). A similar 
disagreement with the results of Gibbons et al. occurs for Ta and Au. 
Agreement of our Ta data with the other results illustrated is excep­
tionally good at all energies below 900 keV. Discrepancies in the average 
cross section exceed a few percent only in the region'- 50-150 keV, where 
our results are - 10% higher than those of Kompe [16] and'- 20% higher 
than those of Moxon [17]. 
Our data for W are -20% lower than those of Kompe below 100 
keV and are also lower than those of Gibbons et al. both below 20 keV 
and above 100 keV. The vast disagreement above 100 keV with the 
measurements of Diven et al. [15] relative to the 235U capture-plus­
fission cross section is not easily explained. Similar but smaller dis­
agreements with the results of that experiment are also observed for Mo, 
2 3 8Ta, W and U but do not appear to be present for Rh and Au. Our 
shape with that measured by 
Kononov and Stavisskii [20] relative to the In(n, y) cross section deter­
mined by Gibbons et al. Our Re data are about 10%o lower than those of 
Kompe below 50 keV and about 20%o lower than the results of Block [21], 
which are all at energies <-10 keV. The latter measurements were made 
1 0 
excitation function for Re disagrees in 
B(n, a) but were normalised without a detailed considerationrelative to 

of the capture y-ray detection efficiency.
 
238 
U are shown in Fig. 9. Our data forCapture data for Au and 
gold agree within a few percent at all energies below 400 keV with the 
measurements of Poenitz et al. [3] made with a "grey" (flat-response) 
neutron detector and normalised at 30 keV to an absolute value of the 
8
 
section determined by five independent measurements. The cross 
.section measured by Poenitz et'al. at - 470 keV is about 101o lower than 
our data. Our data from -40-200 keV are about 20%o higher than the 
data of both Gibbons et al. and the later measurements of Macklin and 
which are relative to their previous results for Ta, In or I. 
cross 
Gibbons [22), 

are 10-20%o lower than the
Except near 500 keV, our data for Au(n, 'y) 1 0 
activation measurements of Cox £23), which are relative to B(n, a) below 
on U(n, f) above 200 keV. Our data above 400 keV2 3 5 200 keV and based 
are - 157 higher than the absolute activation measurements of Harris [24) 
and agree closely above 400 keV with the measurements of Grench and 
Vaughn [23 relative to Z3 5 U(n,f). Our gold data from 200-800 keV also
 
agree within -l01o with the measurements of Barry [25) using a 235U
 
fission counter calibrated [1 
 against the n+p cross section. 
Our data for 238U are once again in best overall agreement with 
by Menlove and Poenitz [26 using the grey detector andmeasurements 

an absolute activation normalisation at 30 keV. Our results are some­
and -15%

what lower than the evaluation of Davey [27) below 20 keV, 

The cross sections above
lower everywhere in the region 200-800 keV. 

200 keV recommended by Davey are essentially equivalent to the activa­3 5 
of Barry [28), which were relative to the ? U fissiontion measurements 
cross section. Our results near 40 keV are about 20go higher than the
 
B(n, a) 7 Li and
data of Moxon E7], which were obtained relative to 

were normalised to saturated resonances.
 
4. CONCLUSIONS 
the pre-With the possible exception of the results for Mo(n, 'i), 
over 
sent measurements considered together with previous data obtained 
more limited regions of energy-are believed to establish the absolute 
average capture cross sections discussed here to within 10-15% over the 
The present experiment is designed tofull energy region - 1-1000 keV. 

very large
yield cross-section values with an accuracy 1l0% over a 
our results 
energy range. Consequently, it is difficult to judge whether 
lend support to previous indications that gold capture data based on the 2 3 5 U fission cross section are - 1516 higher than other results above 
data for gold above 400 keV are in good agreement with200 keV. Our 
good agreement
one such measurement by Grench [2) and yet are also in 
with the data of Poenitz et al. [3] at lower energies. Our cross sections 
2 3 8 agree best with those of Menlove and Poenitz [26), arefor U(n, y) 

200 keV than the recommended values of
consistently smaller above 
capture cross sectionsDavey [27], and do not support the lower 
obtained by Moxon [17] between Z0 and 100 keV. 
9 
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FIGURE CAPTIONS 
Fig. 1. Facility for capture cross-section measurements. 
Fig. 2. Proton-recoil pulse-height spectra from methane gas propor­
tional counter. The solid curves are the results of Monte Carlo 
calculations [7], and the broken lines denote the threshold pulse heights 
described in the text. 
Fig. 3. Neutron flux per unit time of flight measured with 3He and 
methane proportional counters. 
Fig. 4. Time-of-flight neutron capture data and. y-ray backgrounds 
described in the text. 
Fig. 5. Capture probabilities measured with 230-m and 20-in neutron 
flight paths. The scatter of points is primarily due to partially­
resolved resonance structure. 
Fig. 6. Data and calculations for saturated resonances in gold and 
uranium. 
Fig. 7. Flux normalisation deduced from eight resonances in tantalum. 
The curve was obtained from a least-squares fit to the flux data and 
was normalised to three saturated resonances below 15 eV. 
Fig. 8. Capture data for Mo, Rh, Gd, Ta, W, and Re. 
Fig. 9. Capture data for Au and 238U. 
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The data of the previous paper (CN-26/43), together with some 
results of recent activation measurements, have been analysed in terms 
of the statistical model. It has not been found possible to reproduce 
most of the observed excitation functions using the customary energy 
dependence of the y-ray penetrabilities. This result is independent of 
used to describe the neutron 
channels and the effects of a non-spherical potential; (2) different level­
density formulas and a 
(1) different optical-model parameters 
wide variation in their parameters; (3) extreme 
assumptions of neutron width-fluctuation correlations; (4) extreme 
(n, yn') process; and (5) of any plausible spinlimits of the effect of the 
or parity dependence of the total radiation width. If the usual form is 
retained for the -y-raypenetrabilities, T N ' zT <ry> /D, then the most 
likely source of difficulty appears to lie with the conventional excitation­
energy dependence of the average partial radiation widths that sum to 
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1. INTRODUCTION 
Reliable experimental information on average neutron capture 
cross sections, particularly at energies 100 keV, is virtually absent 
for some. important fertile and fissile nuclei and completely absent for 
most fission-product nuclides. This places considerable emphasis on 
theoretical capabilities to predict these cross sections or to extrapolate 
them from energies where credible measurements have been made. 
For a critical examination of such capabilities, it is desirable to con­
sider first the case where fission channels are-closed. 
The current theoretical description of average capture cross 
sections below one MeV was developed quite fully almost two decades 
ago [i ]. The Hauser-Feshbach theory is used, and the shape of the 
excitation function for capture is fairly insensitive to different optical­
model characterisations of the neutron channels. The main ingredient 
for capture cross sections is the radiative strength function, i. e. the 
ratio of the average total radiation width to the average level spacing. 
The average radiation width is calculated conventionally from the 
Weisskopf estimate [23, and the average level spacing is taken from 
standard level-density formulas. When radiation widths and level 
Work supported in part by the U. S. Atomic Energy Commission. 
+Present address: University of California at San Diego, La Jolla, 
California 92037, USA. 
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spacings have been measured for low-energy neutron resonances, or 
when the average capture cross section is known in the lower-keV region, 
the radiative strength function can be chosen to produce agreement with 
these data. The average capture cross section at higher energies is then 
determined principally by the variation of the radiative strength function 
with energy. 
Such calculations have been compared to the data presented in the 
previous paper (CN-Z6/43) and also to recent measurements by Stupegia 
et al. [3]. We conclude that the conventional treatment of the capture 
reaction is in general unable to reproduce the observed excitation func­
tions in the region~ 100 keV - 1 MeV. Early results of this study were 
presented in Ref. [4]. 
2. THEORY
 
The average angle-integrated compound-nucleus cross section 
is given [5] by the following sum over all entrance (a) and exit (0) channel 
quantum numbers: 
n I2'X 3 [Ea$<e ><9 0>/<9 > >2/4]. (1)n = nZa n / 2c 8al a< /20. 
Here gJ is the spin statistical factor; F.8 the correction for width fluc­
tuations; and <0eP> is a sum over all open channels v of resonance para­
meters <pv >, where the brackets denote an average over compound 
levels 14. 
The average resonance parameters for the neutron channels are 
the excitation function from 100 keV - 1 MeV is incorrectly reproduced; 
the calculated capture cross sections fall off too slowly with increasing 
neutron energy, even with the maximum effect of (n, yn'). We note that 
this discrepancy is opposit to that found at much higher energies, 
En > 10 MeV, where a direct or collective capture mechanism is required 
to increase the calculated cross sections above those given by the com­
pound-nucleus treatment. The discrepancy found here was also observed 
in the previous work of Stupegia et al. [3]. Of the nuclei examined in that 
study, the discrepancy was more pronounced for deformed nuclei; and 
it was speculated [3] that the source of difficulty might lie in the use of 
a spherical optical-model potential to describe the neutron scattering 
channels. 
3. ANALYSIS 
3. 1. Trial calculations 
Studies were carried out for a few nuclei in an attempt to recon­
cile theory and experiment by modifying ingredients of the calculation 
other than the form of the y-ray penetrabilities. Some of these results 
are illustrated here, principally by calculations made for Au(n, Y); 
the data shown are those presented in the previous paper (CN-26/43). 
For convenience, the (n, yn') process was not included in these calcula­
tions at energies where it changes the gold capture cross section by<10%. 
The statistical-model calculations were made with a version [10] of the 
code NEARREX [83 and were verified to agree with sample calculations 
made with similar programs in use at four other laboratories. Several 
Qptical-model codes were used and intercompared. 
The effects of width-fluctuation correlations were examined by 
varying the parameter QL from 0 to 2 (as T0 permits) and also by 
setting F. = I to eliminate the width-fluctuation correction. Varying QL 
was determined to have no appreciable effect in the capture calculations. 
Eliminating the width-fluctuation correction increases the capture cross 
section almost uniformly by about 20% at energies below the first thres­
hold for inelastic scattering and has little effect above the threshold. 
This, however, does not remove the discrepancy in the slope of the 
excitation function. The change produced is much too small, and for 
some nuclei (see below) the discrepancy can be observed below the first 
(n, n') threshold. The rest of the calculations discussed here include 
the correction for width fluctuations and use Qa = 0. 
Results of calculations made with different sets [6,1l,12]of 
optical-model parameters for the neutron elastic and inelastic scattering 
channels are shown in Fig. 2. The calculations were normalised by 
adjusting T y(U0) to produce agreement with the data at En 10 keV. The= 
values of Ty(U0 ) varied _: 20% with the choice of optical potential and 
were in fair agreement (20-30%) with values of <' >/Dobs deduced from 
4 
s-wave resonance parameters. As can be seen in Fig. 2, the relative 
cross sections calculated with the different potentials agree within - 207o 
from 10-700 keV. 
Possible changes in the excitation function produced by using a 
non-spherical optical-model potential were investigated by making 
coupled-channel calculations [13] of the neutron scattering amplitudes. 
Generalised transmission coefficients were then obtained from the 
scattering amplitudes in the manner indicated in Ref. [4]. Coupled­
channel calculations were made with the code described in Ref. [14] for 
1 9 7 1 9 7Au+n including the first five positive-parity states in Au. The 
four excited states 1/2+ - 7/2+ were assumed to result from coupling the 
d3 /? valence proton to a one-quadrupole-phonon vibration of the core 
with a typical deformation parameter [13] of $2 = 0. 2. Coupled-channel 
calculations were also made for the tungsten isotopes 182, 183, 184, 186 W 
assuming a quadrupole deformation of strength B2 = 0.24. The 0+ - 2+ -
4+ states were included for the even isotopes, and the ground-state band
 
18 3
 
1/2- - 7/2- was used for W. Capture calculations were then made with 
these generalised transmission coefficients together with the usual trans­
mission coefficients (obtained from a spherical potential) for any other 
open (n, n') channels. The capture calculations were essentially identical 
for generalised transmission coefficients obtained with "complex coupling", 
for which both real and imaginary parts of the optical potential are de­
formed [133, and "real coupling" where only the real part of the potential 
is allowed to contribute to the nonspherical interaction. 
Results of capture calculations for gold and natural tungsten 
using the spherical and nonspherical optical potentials are shown in 
Fig. 3. The two results are essentially identical for both the vibrational 
nucleus Au and the rotational nucleus W. Although the nonspherical 
treatment for W changes the transmission coefficients considerably 
at the higher incident energies, the capture calculation is still largely 
unaffected. This can be understood as an approximate cancellation of 
the differences in transmission coefficients in the quantities <e M>/<O > 
It was thus found unlikely that the discrepancy in the shape of the
 
capture excitation function could be attributed to the neutron channels,
 
and the exit-channel parameters were then examined. In its present
 
form (Eqs. 3 and 4), the energy dependence of the v-ray penetrabilities 
is determined by the energy and angular-momentum dependence of the 
level density. Capture calculations were made using the composite level 
density of Gilbert and Cameron[7], a simple Fermi-gas form p - exp(4aU)T, 
and a constant-temperature model p- exp(U/T). For values of the para­
meters a and T given in Ref. [7], these three representations produce 
negligible differences in the cross section at neutron energies below I 
MeV. A pairing correction [73 was used in the Fermi-gas formula, but 
this also has a small effect. Figure 4 illustrates that, to force the cal­
culation to fit the general shape of the excitation function for gold up to 
value about700 keV, the inverse-temperature parameter a must take a 
5 
- 1 
one order of magnitude different from the expected value of 18 MeV . 
The spin dependence of the level density also changes the shape of the 
excitation function, since higher-energy neutrons bring more angular 
momentum into the compound nucleus. The spin dependence is repre­
sented here by p (J) -: [f(J) -f(J+l)], where f(x) = exp (_x2/Zo2); and the 
parameter a is taken from Ref. [7]. Qualitiative agreement with a 
few (but not all) of the exitation functions could be produced by elimin­
ating the spin dependence altogether. None of these gross changes in 
the level-density representation is attractive. 
The calculations in which the spin dependence of the level density 
was varied can also be interpreted as introducing a spin dependence of 
the total radiation width, since the capture calculation depends only on the 
ratio <F >/Dj . Thus, the limited agreement mentioned above could 
also have been achieved using a standard [7] level density but a total 
radiation width which had the spin dependence [f(J) -f(J+l)-1 or, approxi­
- I
mately, (2J+) . There is no evidence of such a dependence from 
neutron resonance-parameter studies. Calculations were also made with 
an arbitrary dependence of the total radiation width on the parity of the 
initial compound state. For gold, the p-wave contribution to the capture 
cross section dominates the s- and d-wave components in the region 
60-600 keV, and the observed excitation function there could be repro­
-duced by using a constant value of (Fr.+/ ) other than unity and by 
adjusting F + to also produce agreement at 10 keV. However, a fit 
could only le achieved with the very unlikely [15] ratio (F + / Fy- 5. 
3.2. Results for several nuclei 
Standard calculations (as described in Section 2) were then carried 
out systematically for the eight data sets presented in the previous paper 
and also for ten excitation functions measured by Stupegia et al. [3] which 
also span the energy region of interest. The optical-model parameters 
were taken from Ref. [6], the level-density parameters from Ref. [7], 
and the (n, yn') process was included. The calculations were normalised 
by adjusting Ty(U0 ) to approximately reproduce the data at the lowest 
energies. The normalisation is not critical for our present purposes 
since the shape of the exitation function changes little with wide varia­
2
tions in T'Y(Uo). For 38U, the fission competition was represented in 
the manner of Ref. [16] and is very small at energies below one MeV. 
The results are shown bythe solid curves in Figs. 5 and 6. Within 
uncertainties in the data and reasonable variations of the parameters, 
we conclude that the standard treatment produces fairly good agreement 
with the capture data for Rh, Ta and Re but that a persistent discrepancy, 
of varying magnitude but always in the same direction, can be seen in 
the excitation functions for all the nuclei examined. The discrepancy 
can be observed in regions where there are no open (n, n') channels, e. g. 
8 9in Y(n, y) below 1 MeV. The agreement is exceptionally poor for 98Mo, 
1 5 8 1 7 0 1 7 6Gd, natural Gd, Er, Yb and natural W. We find no consistent 
variation of the magnitude of the discrepancy for different nuclei with 
6 
such properties as <r (Uo ) > D(U 0 ), <F (U 0 )> / D (U o), U0, even or odd 
A, characteristics of measured capture y-ray energy spectra, extrema 
in the s- and p-wave neutron strength functions, or the ground-state 
quadrupole deformation parameter. 
Some additional calculations are shown in Figs. 5 and 6 to illus­
trate the degree of disagreement with the present theory. The broken 
curves were calculated with a much more slowly-varying y-ray penetra­
bility which has the empirical form TY = C(U-A)m[f(J) - f(J+l)J, where A 
is the pairing energy [7] and where the constant C was adjusted to pro­
duce the same value of Ty(Uo) used in the standard calculation. The 
exponent m is a measure of the energy dependence of Ty required to 
roughly fit the shape of the excitation function below 1 MeV. If we retain 
Eq. (3)'and a conventional level-density expression, then m is a measure 
of the energy variation of <I> - Ty(U)/p (U). For Au(n, y) using the 
level density of Ref. [7], the value of <rY(U)>/<ry(Uo)> calculated 
conventionally is about 1. 2 at En = 700 keV, whereas it drops to about 
0. 6 for the empirical expression with m = 6. 
4. CONCLUSIONS 
The current statistical-model treatment of fast-neutron capture 
cross sections with parameters presently deemed reasonable does not 
reproduce the majority of the excitation functions examined. Even when 
normalised to data at energies up to 100 keV, the excitation functions 
calculated for some nuclei differ from the data by a factor of two at 
only 500 keV; and the discrepancy is always in the same direction. On 
grounds, the most likely source of difficulty lies withphenomenological 
the excitation-energy dependence of the y-ray penetrability (or radiative 
strength function). Since there is no compelling reason to abandon 
Eq. (3) for the cases examined, and since such enormous departures 
from conventional level-density descriptions would otherwise be required 
cross sections with the standard calculation of<r (U)>,to fit many of the 
it is tempting to speculate that the difficulty lies with the traditiona 
estimate [2] of the excitation -energy dependence of the partial radiation 
obtained from' very simple assumptionswidths. Although this estimate is 
about the electromagnetic matrix elements and the distribution of single­
particle strength at high excitation energies, it is still difficult to under­
stand how the estimate could be so grossly incorrect. It thus seems 
clear that new, fundamental work on the capture mechanism will be 
required before theory can be applied with confidence to fill gaps in the 
data for capture cross sections at neutron energies -100 keV - 1 MeV. 
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FIGURE CAPTIONS 
Fig. 1. Statistical-model calculations of the average capture cross 
section for gold. In the region spanned by the bracket labeled T Y(U), 
the competition from inelastic scattering can be treated rigorously
1 9 7for each level in Au, and the effect of the (n, -yn') process is small. 
Below this region TY is approximately constant since the compound 
excitation energy U = U 0 + En differs little from the binding energy U0 . 
Fig. 2. Capture cross sections for gold calculated with different 
optical-model parameters. The solid curve was calculated with the 
parameters of Ref. [6], the long-dash curve with Ref. [12], and the 
short-dash curve with Ref. [11]. 
Fig. 3. Capture cross sections calculated with neutron transmission 
coefficients obtained from spherical and nonspherical optical-model 
potentials. A vibrational model was assumed for Au and a rotational 
model for W. 
Fig. 4. Capture cross sections for gold calculated with a reasonable 
value (18 MeV - 1 ) of the level-density parameter a and with lower values 
required to force agreement with the data. 
Fig. 5. Capture cross-section data of-paper CN-26/43 vs. statistical­
model calculations. The solid curves-were obtained with the standard 
theory and the broken curves with y-ray penetrabilities proportional 
to a power m of the compound excitation, energy. 
Fig. 6. Capture cross-section data of Ref. [3] vs. statistical-model 
calculations. As in Fig. 5 the solid curves are standard calculations, 
and the broken curves use - Um.T N 
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