Abstract-This paper presents a physically constrained maximum-likelihood (PCML) method for spatial covariance matrix and power spectral density estimation as a reduced-rank adaptive array processing algorithm. The physical constraints of propagating energy imposed by the wave equation and the statistical nature of the snapshots are exploited to estimate the "true" maximum-likelihood covariance matrix that is full rank and physically realizable. The resultant matrix may then be used in adaptive processing for interference cancellation and improved power estimation in nonstationary environments where the amount of available data is limited. Minimum variance distortionless response (MVDR) power estimates are computed for a given environment at different levels of snapshot support using the PCML method and several other reduced-rank techniques. The MVDR power estimates from the PCML method are shown to have less bias and lower standard deviation at a given level of snapshot support than any of the other reduced-rank methods used. Furthermore, the estimated power spectral density from the PCML method is shown to offer better low-level source detection than the MVDR power estimates.
I. INTRODUCTION
A DAPTIVE array processing with large aperture arrays is used in many fields where high spatial resolution and sidelobe control are needed. To cope with nonstationary environments of moving interferers with high bearing rates, adaptive processing methods require modification.
The number of data snapshots available from a nonstationary environment is often insufficient to produce a well-conditioned sample covariance matrix needed for interference cancellation. Methods currently used to compensate for snapshot-deficiency (called reduced rank methods) can add a significant amount of bias to the system, thus raising the minimum level at which a target may be detected [2] . These include diagonal loading, Manuscript received July 18, 2006 ; revised November 16, 2006 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Antonio Napolitano. This work was completed under SBCNAV/CNO Chair and ONR/MIT Scholar of Oceanographic Sciences/N00014-99-1-0087 through the Office of Naval Research.
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Digital Object Identifier 10.1109/TSP. 2007 . 896026 subspace methods such as reduced minimum variance (RMV), signal coherence (SC), direct form (DF), and dominant mode rejection (DMR) [13] , and beamspace processing [17] . Other, less commonly used methods often impose restrictions on array geometry [3] , [5] .
A physically constrained maximum-likelihood (PCML) method for spatial covariance matrix estimation is presented as a reduced-rank adaptive array processing algorithm. The physical constraints of propagating energy imposed by the wave equation and the statistical nature of the snapshots are exploited to estimate the "true" maximum-likelihood covariance matrix that is full rank and physically realizable. The resultant matrix may then be used in adaptive processing for interference cancellation and improved power estimation in nonstationary environments where the amount of available data is limited. Unlike the reduced-rank methods listed above, this technique incorporates physical a priori restrictions that should reduce the number of snapshots required for adaptive array processing. Furthermore, it imposes no requirements on the array geometry.
This paper is organized as follows. Section II summarizes the topic of spatial power estimation using antenna arrays and defines much of the notation used in this paper. Section III discusses the issue of snapshot deficiency in nonstationary environments and its impact on adaptive processing. Section IV summarizes several commonly used reduced rank techniques to cope with snapshot deficiency. The performance of these techniques will be compared to that of the PCML method. Section V presents the PCML method and provides a general scheme for its implementation. Section VI contains a comparison the performance of the various reduced rank algorithms with simulated data. The conclusions of this report are in Section VII.
II. SPATIAL POWER ESTIMATION WITH ANTENNA ARRAYS
This section summarizes the topic of spatial power estimation using antenna arrays.
A. Frequency Wavenumber Spectra
A zero-mean space-time random process is assumed to be at least wide-sense stationary in a homogeneous medium allowing its space-time covariance to be expressed as a function of separations in time and space, as follows: (1) 1053-587X/$25.00 © 2007 IEEE The temporal frequency spatial covariance function is obtained by applying a Fourier transform along the dimension of the time lag , as follows: (2) For simplicity, will be referred to as the spatial covariance function and the dimension of temporal frequency will be assumed.
The frequency-wavenumber power spectrum is given by the Fourier transform (with a minor sign change) of the spatial covariance function along the dimensions of spatial separations , , and and represents the amount of power arriving from the direction of wavenumber vector 1 and temporal frequency , as follows: (3) where and (4) and is restricted to a sphere of radius , where propagating waves exist. 2 Depending on the spatial dimensions where the spatial covariance function is sampled by an antenna array, the dimensions of the wavenumber vector (and corresponding vector) and Fourier transform may decrease from 3-D to 2-D or 1-D. The wavenumber vector would correspondingly be restricted to lie within a disc of radius , or along a line of length .
B. Frequency Wavenumber Power Estimation Using Antenna Arrays
Antenna arrays are used in a wide variety of applications to elicit information contained in a received signal, such as its temporal spectrum and its direction and speed of propagation. The geometrical arrangement of individual sensors in space allows filtering algorithms to extract this information simultaneously by exploiting both the temporal and spatial characteristics of the data [17] .
The sensor of the antenna array samples the space-time random process at spatial position . The samples from all sensors are compiled into data snapshot vectors, which may be generated in either the frequency or time domain, depending on the time-bandwidth product of the input data [17] . In this paper, we 1 The wavenumber vector has a magnitude of 2= and points in the direction of signal propagation k = 0 2 cos sin sin sin cos where and are the angles of incidence referenced from the coordinate system origin. 2 The 3-D wave equation in a homogeneous medium dictates that
assume a narrowband processing system and use a frequencydomain snapshot model. Equation (5) denotes the frequency-domain snapshot vector from time index and frequency , as follows:
. . .
The spatial covariance function is represented at discrete separations in space by the ensemble spatial covariance matrix , where the element of is (6) It is often useful to view as being the sum of two covariance matrices: one associated with propagating energy , and another associated with zero-mean nonpropagating noise that is uncorrelated with the propagating energy and uncorrelated from sensor to sensor, . The motivation for this separation is that noise of this type always exists [17] . (7) Directional power estimation with an antenna array is done by applying a set of complex weights to the input of each sensor and calculating the mean-squared beamformer output. The complex weights are chosen to pass a plane-wave signal 3 propagating in the direction of the unit vector and with temporal frequency , and to suppress signals arriving from all other directions. The output power of the array processor steered in the direction of is (8) where is the complex weight vector. The weights may be precomputed (conventional beamforming) or, alternatively, they may be a function of the incoming data (adaptive beamforming).
In an environment of loud discrete interference, adaptive beamforming can offer far superior performance in terms of power estimation [6] , [12] . The minimum variance distortionless response (MVDR) beamformer forms the basis of one of the most extensively used adaptive weighting schemes and, with the ensemble covariance matrix, yields the maximum-likelihood power estimate at wavenumber [6] .
where is the array response vector that describes the array response to a unit-amplitude signal input. Equation (11) shows the array response vector for the plane-wave signal model, where is the location of the th array element.
3 Alternate models for how a signal arrives at the array may incorporate more propagation physics, such as matched-field processing or near-field processing.
A key point about the MVDR power estimate is that it is the maximum-likelihood power estimate when ensemble quantities are used in place of the sample covariance matrix formed from the measured data. However, it is a power through beam estimate and not a true frequency-wavenumber power spectral density estimate. That is, when inverted by (12) it does not yield the covariance matrix that was used to generate it.
In practice, one rarely has access to the ensemble covariance matrix and must form a sample covariance matrix from a finite amount of data.
C. Sample Covariance Matrix
The sample covariance matrix is given by (13) and is substituted into the MVDR formula for power estimation, as follows: (14) Capon and Goodman demonstrated in [7] that when snapshots are used to form the sample covariance matrix of an array with sensors, has a complex chi-squared distribution with bias and variance equal to (15) (16) Many adaptive algorithms either explicitly or implicitly involve forming the sample covariance matrix and its inverse. The expressions for the singular value decomposition of the ensemble quantities and are useful in understanding how forming a sample covariance matrix with a limited number of snapshots can affect its invertibility, as follows:
When snapshots are used to form , eigenvalue estimates are zero. In this case, is rank deficient and not invertible. Even when snapshots are used, must still be large enough to well estimate the lower eigenvalues that are usually associated with white noise or weak interfering signals. When the lower eigenvalues are not well estimated, the sample covariance matrix is poorly conditioned and sensitive to inversion.
To obtain good conditioning of the lower eigenvalue estimates, Brennan, Reed and Mallett suggest using [4] . In reduced-rank adaptive processing methods, more emphasis tends to be placed on the larger, more dominant eigenvalue estimates that are often associated with strong interfering signals that require cancellation. Assuming a loud discrete source manifests itself as a single large eigenvalue in the sample covariance matrix, using loud sources may be sufficient for estimating the large eigenvalues needed for interference cancellation with some reduced rank algorithms [8] .
In stationary environments, using more snapshots to form the sample covariance matrix yields better power estimates. However, the nonstationarity of many real-world environments limits the amount of data available to form a sample covariance matrix, especially when the arrays in use have a large number of sensors.
III. SNAPSHOT DEFICIENCY
This section draws heavily from [2] . There are two limits upon the number of snapshots that are available for adaptive processing: 1) the duration of environmental short-term stationarity and 2) the bandwidth over which frequency averaging can be done without introducing distortions in the phase estimates of the sample covariance matrix.
The cross-range extent of the array's resolution cell is a function of the broadside angular resolution , as follows:
where is the range to the source, is the array aperture, and the operating wavelength. A moving source traveling tangential to the array with a bearing rate of will be in this resolution cell for a duration of seconds (20)
The available bandwidth for frequency averaging is determined for signals close to endfire. The estimate of the phase in the cross spectra is smeared when one averages over too large a bandwidth. The available bandwidth is constrained by (21) where is the transit time across the array. The product of these two constraints gives the number of snapshots available for forming the sample covariance matrix, as follows:
Continuing to average more data snapshots beyond the prescribed limits spreads the eigenvalue spectrum of a moving discrete source. Fig. 1 , referenced from [2] , depicts the eigenvalue spread caused by a single discrete source as it traverses the array. The quantity is target motion during sample covariance formation relative to a beamwidth. As soon as the source motion occupies one full beamwidth during snapshot averaging, the second eigenvalue becomes comparable. With increasing speed, the source effectively splits into multiple sources of decreased power.
The inverse square dependence on array length can limit the number of available snapshots. This is of particular concern in applications where large aperture arrays are used for their high resolution. For example, a 200-Hz source moving at 20 knots at a 10-km distance transiting a 100-wavelength array would yield approximately three snapshots. This is far less than the 600 snapshots recommended for full-rank adaptive processing, assuming a standard sensor spacing of . Reduced-rank methods provide a way to cope with snapshot deficiency in adaptive processing. Two widely used reducedrank methods are diagonal loading and dominant mode rejection. These are summarized in the next section.
IV. REDUCED-RANK METHODS
This section reviews two methods commonly used to compensate for snapshot deficiency in adaptive processing. In this section, denotes the sample covariance matrix generated directly from the frequency-domain snapshots and is defined in (13) .
A. Diagonal Loading
A simple method of simultaneously addressing the issues of target self-nulling and limited snapshots in MVDR processing is to apply diagonal loading to the sample covariance matrix used in the weight computation [13] . The diagonally loaded matrix has full rank and is invertible. The load level is chosen to satisfy a white noise gain constraint and reduces the amount of adaptive nulling in all directions by artificially raising the noise floor. The MVDR output power is computed as (25) The additional sensor noise introduced by diagonal loading can reduce the expected SINR power loss normally incurred by using the sample covariance matrix. However, it can also add a significant amount of bias, raising the minimum detectable level of targets.
B. Dominant Mode Rejection
The DMR algorithm tends to preserve adaptive nulling in the "dominant" interference directions and increases it in the "noise" directions. An approximation of the sample covariance matrix is formed by retaining the largest eigenvalues of and averaging the rest. For example, if the sample covariance matrix has the eigenvalue decomposition (26) where rank , then the DMR approximation to the matrix inverse is In practice, should be at least as large as the number of strong interferers expected in the environment [9] , [18] and cannot be larger than the rank of the sample covariance matrix. The impact of the choice of on system performance remains an open question [13] .
V. PCML ALGORITHM
This section introduces the PCML method as a reduced-rank adaptive processing scheme. First, the assumed statistical structure of the data and the physical constraints of the medium are discussed. Then, a general outline of the algorithm and implementation are presented.
A. Statistical Data Model
The vector samples for the PCML algorithm are the array's frequency domain snapshots and are modeled as independent and identically distributed (i.i.d.) zero-mean complex normal random vectors. This widely used model is valid when the space-time random process received at the sensors is real, zero-mean, and Gaussian [17] and the environment is stationary during the time period over which the snapshots are formed. Their joint probability density function (pdf) is (31) Given data snapshots, the maximum-likelihood estimate of the covariance matrix is
This can be manipulated to
is referred to as the log-likelihood function, and we wish to find the , subject to the appropriate constraints, that maximizes it. While there is no closed-form solution to this equation, it is possible to derive the first and second order derivatives (see the Appendix ), which suggests an iterative update algorithm may be used to maximize the likelihood function. Note that the sample covariance matrix is not inverted in (33) so the likelihood function may still be evaluated in snapshot deficient cases.
B. Physical Constraints
Physical constraints may be imposed on and should reduce the number of snapshots required for adaptive array processing since they provide a priori restrictions [1] , [13] , [16] . Miller and Snyder [15] and Barton [3] used the above statistical snapshot structure in conjunction with a Toeplitz constraint when the data are from a stationary time series or an antenna array with some amount of linear, equally spaced sensor geometry. An arbitrary array geometry can be assumed for the PCML method, which prevents the Toeplitz constraint from being imposed, but will keep the algorithm applicable to a broader range of cases, such as, for example, applications that call for circular or non-equally spaced array geometries or when the array sensors deviate from their nominal positions.
The PCML method exploits the statistical data model described above, and imposes the physical constraints of the wave equation on the structure of the covariance matrix. The physical constraints are imposed by separating into its two components associated with white noise and propagating energy (as was done in (7)) and requiring that the covariance matrix obey a Fourier relationship with the power spectrum (34) Separating the power associated with the sensor noise from the power of the ambient field ensures the covariance matrix is positive semidefinite and desensitizes the model to superdirectivity.
A physical constraint is imposed by limiting the integral in (34) to the region , which is the support of the wavenumber field for propagating energy at frequency imposed by the wave equation. The 3-D wave equation in a homogeneous medium dictates that (35)
C. PCML Method
A general schematic of the PCML algorithm is shown in Fig. 2 . The major components are the algorithm initialization and the iterative loop. The main outputs are the power spectral density estimate and the MVDR power estimate, which may be compared with those of other reduced rank methods.
Due to the nonlinearity of the problem, an iterative method is used to update the power estimates associated with propagating energy and white noise. As will be shown, the conditions for stationarity for the PCML algorithm are as follows: i) when the MVDR power estimate obtained by processing the data snapshots directly is consistent with the PCML MVDR power estimate and ii) when the PCML covariance matrix estimate whitens the sample covariance matrix obtained from the data.
A general discussion of the PCML algorithm components is given the sections below, and specific implementation choices used to produce the results of this paper are given in Section VI.
1) Algorithm Initialization: a) Covariance matrix initialization:
The PCML covariance estimate may be initialized with the sample covariance matrix obtained directly from the array data, as follows:
There are many ways is estimated in practice, including exponentially weighting snapshots as a function of time, or applying a uniform sliding window. In this paper, we use the unconstrained maximum-likelihood estimate of the covariance matrix, as follows 4 :
(37) b) Power spectrum initialization: The PCML power spectrum estimate associated with propagating energy may be initialized as a (possibly DL or DMR) MVDR power estimate. Estimates are made at discrete wavenumber points to keep the number of unknown parameters finite, as follows:
The points could be chosen arbitrarily but must be confined to the region of wavenumber support . Also, the points should be chosen finely enough to capture local behavior, but coarsely enough so as to not over parameterize the problem and to save computational resources. Criteria such as array resolution or identifiability conditions may also be used to select the number and spacing of the discrete wavenumber points.
c) White noise initialization: The white noise power is physically restricted to lie between zero and the average diagonal term of the sample covariance matrix, i.e.,
Therefore, an initial estimate for would reasonably lie in the range of , where is a small number that ensures the invertibility of the covariance matrix estimate. 4 This is equivalent to using a uniformly weighted L-point sliding window.
2) Iterative Loop: a) Covariance matrix update:
The first step in the iterative loop is to obtain the new covariance matrix estimate. This is done by inverse Fourier transforming the power spectrum estimate from the previous iteration, 5 as follows: (40) Since is only known at discrete points, each sample can be approximated as a weighted, shifted window in -space, i.e.,
Substituting this model into the expression for the covariance matrix update yields (42) where is the inverse Fourier transform of the window.
is a covariance matrix taper [10] and can be computed offline. In this paper, we use a 2-D array geometry and 5 The Fourier transform should be done in the appropriate dimensions. 
where is the normalized wavenumber grid spacing in the and dimensions. b) Stationarity conditions: The second step in the iterative loop is to update the power estimates associated with propagating energy and white noise.
The PCML power spectrum estimate associated with propagating energy is updated at each point according to the gradient of the likelihood function with respect to the previous power spectrum estimate. (44) where (45) (46) and is the update function. A derivation of the first and second gradient is provided in the Appendix. Equation (45) indicates that the gradient provides a measure of consistency between the MVDR power estimate at the th iteration of the PCML algorithm and the MVDR power estimate obtained by processing the snapshots directly. The point at which they are consistent with one another is the stationary point of a gradient-based update.
In general, the update function should be chosen such that the following is found:
• ; • increases the scale of monotonically for ;
• decreases the scale of monotonically for . The PCML white noise power estimate is updated at each iteration according to the likelihood function gradient, as follows: (47) where (48) (49) and is the update function. A derivation of the first and second order gradients are provided in the Appendix. Equation (48) indicates that the gradient provides a measure of how well the inverse of the covariance matrix estimate at the th iteration of the PCML algorithm whitens the sample covariance matrix obtained directly from the data. The point at which the PCML algorithm whitens the sample covariance matrix is the stationary point of a gradient-based update.
3) Outputs: a) Likelihood function:
The likelihood function is calculated at the iteration as
Monitoring indicates the algorithm's state of convergence. Other useful quantities to monitor are the convergence of the white noise estimate and the convergence of the eigenvalue spectrum of . The number of iterations required for the PCML algorithm to converge depends on a number of factors, including the signal and noise environment, snapshot support, array geometry, wavenumber grid sampling, and initializations and updates used for the power estimates. While environment, snapshot support, and array geometry cannot always be controlled, the wavenumber grid sampling, power initialization, and power updating schemes can be modified.
b) PCML-MVDR power estimate: The PCML-MVDR power estimate is computed as (51) c) PCML power spectral density estimate: The PCML power spectral density estimate can be compared with the PCML-MVDR power estimate as well as the MVDR power estimates from other reduced rank methods. 
VI. SIMULATIONS AND RESULTS

A. Test Environment 1) Array:
The array used in all simulations is a 50-element circular array with a radius of five wavelengths. A nonlinear array geometry was chosen so that Toeplitz constraints would not apply to the PCML algorithm processing. Furthermore, the circular array response is equal for discrete sources at a given elevation to the antenna.
2) Signal Environment: The simulated signal environment consists of sensor noise, isotropic noise, and discrete sources (with a small amount of spatial spreading) whose properties are summarized in Table I . The discrete source powers were chosen to represent loud, moderate, and low-level interference, and their locations were chosen to not necessarily lie on sample points used by the PCML method.
A sample covariance is formed for this environment using a given number of snapshots and is input to the reduced rank algorithms.
3) PCML Initialization: The PCML power spectrum is initialized with a rank-5 DMR-MVDR power estimate by substituting the appropriate weights into (38). The 2-D array geometry dictates that the points sampled in wavenumber space lie on a 2-D plane. A 2-D linear equally spaced grid with spacing of in the allowable region of wavenumber space is chosen. This grid spacing is approximately equal to the resolution of the array.
The white noise estimate is initialized as a uniformly distributed random variable between a small number, , and 10% of the average diagonal term of the sample covariance matrix, i.e.,
Good results for this particular environment can also be achieved when the white noise is distributed between and 100% of the average diagonal term of the sample covariance matrix. However, large biases in the white noise estimate appear to raise the minimum detectable source level in the MVDR power estimates in a manner similar to diagonal loading. where and are the scale's upper and lower limits, respectively, and and control how quickly and stably the algorithm converges. Multiplicative updates are naturally suited for this type of sparse non-negative optimization. A number of multiplicative and additive updates for the power spectral density were experimented with for the environment in Table I , and the update in (53) was found to offer the most rapid and stable convergence. The update for the white noise estimate was chosen to be the following additive update:
Through experimentation, it is believed that the likelihood function is highly multimodal with respect to , and convergence was highly unstable when multiplicative updates were used. Although biases in the white noise estimate can occur when the additive update in (54) is used, the update is stable and the biases can be compensated for by the power spectral density estimation. Alternatively, more computationally intensive minimization techniques that combat multimodal cost functions, such as simulated annealing, could also be used.
B. Results
This section presents a comparison of the power estimates of the PCML, diagonal loading, and DMR methods for various levels of snapshot support. Performance is assessed in terms of the estimates' bias and variance, and their agreement with the "gold standard" ensemble MVDR power estimate.
The rank of the dominant mode rejection algorithm used is 5, and a white noise gain constraint of 2 dB is imposed for the diagonal loading method. The PCML algorithm is initialized with the rank-5 DMR-MVDR power estimate and iterates 50 times to produce the outputs shown.
For the 50-element array, snapshot support levels of 200, 50, 20, 10, and 5 are considered.
The power estimates are drawn as contours plots, with one contour placed every 2 dB. Fig. 3 shows the MVDR power estimate formed with the ensemble covariance matrix, which serves as the "gold standard" to which all other power estimates will be compared. All three discrete sources are visible, and the "bowl" structure of the isotropic noise can also be seen around the perimeter of the allowable wavenumber region. Fig. 4 shows the average power estimates over 50 trials when the sample covariance matrix is formed using 200 snapshots for the PCML, DL, and DMR methods. For this wellconditioned case, the PCML-MVDR and DMR-MVDR mean powers are most similar to the ensemble MVDR, but the discrete sources are also distinguishable in the DL-MVDR and PCML-PSD outputs. The sources appear most prominently in the PCML-PSD. (Note that the PCML PSD is plotted on a modified scale to account for its larger dynamic range.) Fig. 5 shows the average power estimates over 50 trials when the sample covariance matrix is formed using 50 snapshots for the PCML, DL, and DMR methods. This is a case where the sample covariance matrix may be poorly conditioned and is on the verge of rank deficiency. The PCML-MVDR mean power is most similar to the ensemble MVDR for this case. The low-level (6 dB) discrete source is no longer visible in the DMR-MVDR output, and the DL-MVDR power estimates have become noticeably biased. All discrete sources appear prominently in the PCML PSD. Fig. 6 shows the average power estimates over 50 trials when the sample covariance matrix is formed using 20 snapshots for the PCML, DL, and DMR methods. This is a case where the sample covariance matrix is rank deficient. The PCML-MVDR mean power is most similar to the ensemble MVDR, but the low-level (6 dB) source is no longer visible. None of the discrete sources is visible in the DL or DMR-MVDR mean powers, but all three of the discrete sources appear in the PCML-PSD. Fig. 7 shows the average power estimates over 50 trials when the sample covariance matrix is formed using 10 snapshots for the PCML, DL, and DMR methods. This is another case where the sample covariance matrix is rank deficient. The PCML-MVDR mean power is most similar to the ensemble MVDR, but the low-level (6 dB) source is no longer visible and the structure of the isotropic noise is not present. None of the discrete sources is clearly visible in the DL-or DMR-MVDR mean powers, but all three of the discrete sources appear in the PCML-PSD. Fig. 8 shows the average power estimates over 50 trials when the sample covariance matrix is formed using 5 snapshots for the PCML, DL, and DMR methods. This is the most stressing case of rank-deficiency considered here. The two louder (12 and 9 dB) sources are still visible in the PCML-MVDR power, and all three sources are still distinguishable in the PCML-PSD. None of the sources are visible in the DL-or DMR-MVDR mean powers.
1) Power Estimates Versus Snapshot Support:
2) Standard Deviation Versus Snapshot Support: Figs. 9-13 show the standard deviation relative to the mean of the power estimates over 50 trials when the sample covariance matrix is formed using 200, 50, 20, 10, and 5 snapshots. The PCML-MVDR power estimate has a consistently lower standard deviation (relative to its mean) than any of the other estimates for each level of snapshot support. The PCML-PSD estimate has the largest standard deviation. (Note the standard deviation of the PCML PSD estimates are plotted on a different scale to account for its larger range.)
3) Low Level Source Detection: It was noted in the mean power estimates that the discrete sources appear more distinctly in the PCML-PSD estimate than in any of the MVDR power estimates. Therefore, it may be a better statistic to use for lowlevel source detection.
Fig. 14 shows the estimated low-level source power relative to its local mean averaged over 50 trials for each of the reduced rank methods considered.
When the sample covariance matrix is full rank , the source is about 1 dB above the local mean for all of the MVDR power estimates, which is consistent with the ensemble MVDR power. In the snapshot-deficient regime , the low-level source is more distinguishable in the PCML-MVDR output than in the other MVDR powers. For all levels of snapshot support, Fig. 14 indicates that the low-level source is most distinguishable in the PCML-PSD, even more so than in the ensemble MVDR power.
VII. CONCLUSION
This paper presented the PCML method as a reduced rank processing technique for low-level source detection which can be of critical importance for many applications where the lack of environmental stationarity limits the amount of data available for adaptive processing.
The PCML method is shown to produce MVDR outputs that have less bias and standard deviation at a given level of snapshot support than other commonly used reduced-rank methods. Furthermore, the power spectral density estimate given by PCML method is shown to be a superior statistic for low-level source detection than the MVDR power through beam estimates.
The PCML method uses an iterative update whose initialization demands the same level of computational complexity as the reduced rank method used to initialize it, such as dominant mode rejection or diagonal loading. In addition, each iteration of the PCML method requires a multidimensional Fourier transform and an matrix inverse. The stationary conditions of the iterative update are when the estimated covariance matrix whitens the sample covariance matrix, and when the MVDR power estimate is consistent with the MVDR power estimate obtained by processing the data snapshots directly.
APPENDIX
This Appendix contains the gradient derivations of the likelihood function with respect to the power estimates associated with propagating energy and sensor noise used by the PCML algorithm. 
A. First-Order Gradient of Likelihood Function With Respect to PSD of Propagating Energy
