When intelligent agents learn visuomotor behaviors from human demonstrations, they may benefit from knowing where the human is allocating visual attention, which can be inferred from their gaze. A wealth of information regarding intelligent decision making is conveyed by human gaze allocation; hence, exploiting such information has the potential to improve the agents' performance. With this motivation, we propose the AGIL (Attention Guided Imitation Learning) framework. We collect high-quality human action and gaze data while playing Atari games, driving in a virtual city, and walking outdoor. Using these data, we first train a deep neural network that can predict human gaze positions with high accuracy (the gaze network) and then train another network to predict human actions (the policy network). Incorporating the learned attention model from the gaze network into the policy network significantly improves the task performance. Current work involves using attention learned from human to facilitate the training process of deep reinforcement learning algorithms, as well as understanding attention mechanism in the biological nervous systems.
Introduction
• Imitation learning: extracting initial biases as well as strategies how to approach a visuomotor task from demonstrations of humans [Schaal, 1999] • Deep imitation learning: using a deep neural network to extract such knowledge • One concern: The sensory system of a human demonstrator is different from a machine's -Humans have foveal vision with high acuity for only 1-2 visual degrees The images are generated using the foveated rendering algorithm [Perry and Geisler, 2002] • Foveal vision leads to eye movements/gaze behaviors to solve the POMDP problem • For visuomotor tasks, gaze indicates visual features that matter for the current decision -a very strong clue why that decision was made • Approach: learn a visual attention model from human gaze data, then use the learned model to guide the process of learning the actions Data Collection: Gaze + Action
• 20 Atari games using Arcade Learning Environment [Bellemare et al., 2012 • Virtual urban driving in a virtual environment with Logitech driving platform [Johnson et al., 2014] • Outdoor walking on a rough terrain with full-body motion capture [Matthis et al., 2018] Learning to Predict Human Gaze Figure 2 : The three-channel gaze network [Zhang et al., 2018] . The top channel takes in images, the mid channel takes in the corresponding optical flow , and the bottom channel takes in the bottom-up image saliency. The final output is a gaze saliency map that indicates the predicted probability distribution of the gaze trained using KL divergence. 
Learning to Predict Human Actions
Figure 4: The policy network architecture for imitating human actions [Zhang et al., 2018] . The top channel takes in the current image frame and the bottom channel takes in the masked image which is an element-wise product of the original image and predicted gaze saliency map by the gaze network. • Hypothetically, visual attention simplifies the learning problem by indicating the object of interest for current decision
• There is still a large performance gap between the human player and the learning agent, what else is missing from an imitation learning perspective?
• Attention guided deep reinforcement learning -applying learned attention model to speedup RL
The Neural Mechanism of Attention
• Motivation: ultimately, machines should be able to learn its own attention mechanism from experience, which requires a deeper understanding of attention mechanism itself
• A neural multiplexing model: neurons communicate like radio stations [Ballard and Zhang, 2018] • Neurons dedicated to a computational process tuned to a particular frequency in gamma range
• Attention reflects the use of additional neurons by a computational process by switching these neurons to the frequency band associated with that process
• Initial analysis of awake mouse V1 neural recording data tends to support this theory. It could constitute an advance in understanding attention and designing artificial neural networks
