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BINARY PROPORTIONAL PAIRING FUNCTIONS
MATTHEW P. SZUDZIK
Abstract. A pairing function for the non-negative integers is said to be bi-
nary perfect if the binary representation of the output is of length 2k or less
whenever each input has length k or less. Pairing functions with square shells,
such as the Rosenberg-Strong pairing function, are binary perfect. Many well-
known discrete space-filling curves, including the discrete Hilbert curve, are
also binary perfect. The concept of a binary proportional pairing function
generalizes the concept of a binary perfect pairing function. Binary propor-
tional pairing functions may be useful in applications where a pairing function
is used, and where the function’s inputs have lengths differing by a fixed pro-
portion. In this article, a general technique for constructing a pairing function
from any non-decreasing unbounded function is described. This technique is
used to construct a binary proportional pairing function and its inverse.
1. Introduction
A bijection from the set N2 of ordered pairs of non-negative integers to the set
N of non-negative integers is said to be a pairing function. Pairing functions play
an important role in computability theory [9], and have practical applications in
computer science [14]. More generally, we say that a bijection from Nd to N, where
d is a positive integer, is an d-tupling function. The concept of a d-tupling function
generalizes the concept of a pairing function to higher dimensions.
For each integer n > 1 and each non-negative integer x, let lenn(x) denote the
number of digits in the base-n representation of x. We say that lenn(x) is the
base-n length of x. Formally,
lenn(x) =
⌈
logn(x+ 1)
⌉
,
where ⌈t⌉ denotes the ceiling of t for each real number t. By this definition,
(1.1) lenn(x) ≤ k if and only if x < nk,
for all integers n > 1, and all non-negative integers x and k.
Now, when a d-tupling function f is implemented on a computer, integer overflow
can be avoided by paying careful attention to the manner in which len2
(
f(x1, x2, . . . ,
xd)
)
depends on len2(x1), len2(x2), . . . , len2(xd). With this in mind, we make the
following definition.
Definition 1.1. Let n be any integer greater than 1. A d-tupling function f is
said to be base-n perfect if and only if, for all non-negative integers x1, x2, . . . , xd
and k,
(1.2) lenn(x1) ≤ k & lenn(x2) ≤ k & · · · & lenn(xd) ≤ k
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implies
lenn
(
f(x1, x2, . . . , xd)
) ≤ dk.
In the special case where n = 2, any such function is said to be binary perfect.
An alternate way to characterize the base-n perfect d-tupling functions is pro-
vided by the following corollary.
Corollary 1.2. Let n be any integer greater than 1. A d-tupling function f is
base-n perfect if and only if, for all non-negative integers x1, x2, . . . , xd,
(1.3) lenn
(
f(x1, x2, . . . , xd)
) ≤ dmax(lenn(x1), lenn(x2), . . . , lenn(xd)).
Proof. Let f be any d-tupling function and suppose that f is base-n perfect. Given
any non-negative integers x1, x2, . . . , xd, let k = max
(
lenn(x1), lenn(x2), . . . ,
lenn(xd)
)
. It immediately follows from Definition 1.1 that
lenn
(
f(x1, x2, . . . , xd)
) ≤ dmax(lenn(x1), lenn(x2), . . . , lenn(xd)).
Conversely, suppose that inequality (1.3) holds for all non-negative integers x1,
x2, . . . , xd. Notice that for all non-negative integers x1, x2, . . . , xd and k, if
condition (1.2) holds, then
max
(
lenn(x1), lenn(x2), . . . , lenn(xd)
) ≤ k.
Hence, for all non-negative integers x1, x2, . . . , xd and k, if condition (1.2) holds,
then it follows from inequality (1.3) that
lenn
(
f(x1, x2, . . . , xd)
) ≤ dmax(lenn(x1), lenn(x2), . . . , lenn(xd)) ≤ dk.
By definition, f is base-n perfect. 
Commonly-studied examples of base-n perfect pairing functions, for various bases
n, are discussed in Sections 2 and 3. But the concept of a base-n perfect pairing
function can also be generalized, as follows.
Definition 1.3. Let a and b be any positive integers, and let n be any integer
greater than 1. A pairing function f is said to be base-n proportional with constants
of proportionality a and b if and only if, for all non-negative integers x, y, and k,(
lenn(x) ≤ ak & lenn(y) ≤ bk
)
implies lenn
(
f(x, y)
) ≤ ak + bk.
In the special case where n = 2, any such function is said to be binary proportional.
In Section 4 we introduce a general technique for constructing a pairing func-
tion from any non-decreasing unbounded function g : N → N. This technique is a
variation of Rosenberg’s technique for constructing a pairing function that favors a
specific shape [12]. Our technique is then used in Section 5 to construct a pairing
function pa,b for each pair of positive integers a and b. For every integer n > 1, this
pairing function is base-n proportional with constants of proportionality a and b.
In particular, for each (x, y) ∈ N2 we define
pa,b(x, y) =


y
⌊
b
√
y
⌋a
+ x if
⌊
b
√
y
⌋
>
⌊
a
√
x
⌋
x
(⌊
a
√
x
⌋
+ 1
)b
+ y otherwise
,
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where ⌊t⌋ denotes the floor of t for each real number t. The function’s inverse is
given by
p−1a,b(z) =


(
z mod ma ,
⌊ z
ma
⌋)
if z < ma(m+ 1)b(⌊ z
(m+ 1)b
⌋
, z mod (m+ 1)b
)
otherwise
,
where m =
⌊
z1/(a+b)
⌋
for each z ∈ N.
By composing functions of the form pa,b, various sorts of d-tupling functions can
be constructed. For example,
p2,1
(
p1,1(x1, x2), x3
)
is a base-n perfect 3-tupling function for all integers n > 1,
p3,1
(
p2,1
(
p1,1(x1, x2), x3
)
, x4
)
is a base-n perfect 4-tupling function for all integers n > 1, and so on. More
practically, if x1 is a 32-bit unsigned integer,
1 if x2 is a 48-bit unsigned integer, and
if x3 is a 64-bit unsigned integer, then
p5,4
(
p2,3(x1, x2), x3
)
is a 144-bit unsigned integer. This fact follows directly from Definition 1.3, since(
len2(x1) ≤ 32 = 2 · 16 & len2(x2) ≤ 48 = 3 · 16
)
implies len2
(
p2,3(x1, x2)
) ≤ 32 + 48
and(
len2
(
p2,3(x1, x2)
) ≤ 32 + 48 = 5 · 16 & len2(x3) ≤ 64 = 4 · 16)
implies len2
(
p5,4
(
p2,3(x1, x2), x3
)) ≤ 144 = (32 + 48) + 64.
Now, given any positive integers a, b, and c, if c > 1 then
pa,b(1, 0) = 2
b 6= 2bc = pac,bc(1, 0).
An immediate consequence is that pa,b and pac,bc are distinct functions if c > 1.
Nevertheless, we have the following theorem.
Theorem 1.4. Let a and b be any positive integers, and let n be any integer greater
than 1. If a base-n proportional pairing function f has constants of proportionality
a and b, then f also has constants of proportionality ac and bc, for all positive
integers c.
Proof. Suppose that f is a base-n proportional pairing function with constants
of proportionality a and b. Consider any positive integer c and any non-negative
integer k′. By Definition 1.3,(
lenn(x) ≤ ak & lenn(y) ≤ bk
)
implies lenn
(
f(x, y)
) ≤ ak + bk
1 The phrase “32-bit unsigned integer”, for example, refers to any non-negative integer x such
that len2(x) ≤ 32.
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Figure 1. The Rosenberg-Strong pairing function r2(x, y). To
make the sequence of points r−12 (0), r
−1
2 (1), r
−1
2 (2), . . . more vi-
sually apparent, line segments have been drawn between some of
the points that occur consecutively in the sequence.
for all non-negative integers x, y, and k. But letting k = ck′, we have that(
lenn(x) ≤ (ac)k′ & lenn(y) ≤ (bc)k′
)
implies lenn
(
f(x, y)
) ≤ (ac)k′+(bc)k′
for all non-negative integers x, y, and k′. It then follows from Definition 1.3 that f
is base-n proportional with constants of proportionality ac and bc. 
If we are only interested in finding a base-n proportional pairing function with
constants of proportionality ac and bc, where a, b, and c are positive integers,
then according to the theorem, it is sufficient to consider the function pa,b. For
this reason, we often restrict our attention to functions of the form pa,b where
gcd(a, b) = 1.
2. Pairing Functions With Square Shells
Given any d-tupling function f : Nd → N, a function s : Nd → N is said to be a
shell numbering for f if and only if
(2.1) s(x) < s(y) implies f(x) < f(y)
for all x and y in Nd. Pairing functions that have max(x, y) as a shell numbering
are said to have square shells. The Rosenberg-Strong pairing function, given by the
formula
r2(x, y) =
(
max(x, y)
)2
+max(x, y) + x− y,
is the most well-known example of a pairing function with square shells.2 This
function is illustrated in Figure 1, and its inverse is given by
2 The functions originally described by Rosenberg and Strong [15, 10] were bijections from Pd
to P, where P denotes the set of all positive integers. For this article, we have translated these
functions to the non-negative integers, and reversed the order of the arguments.
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r−12 (z) =


(
z −m2,m) if z −m2 < m(
m,m2 + 2m− z) otherwise ,
where m =
⌊√
z
⌋
for each z ∈ N.
Rosenberg and Strong also generalized their pairing function to higher dimen-
sions. In particular, the Rosenberg-Strong d-tupling function can be defined recur-
sively so that r1(x1) = x1, and so that for each integer d > 1,
rd(x1, . . . , xd−1, xd) = rd−1(x1, . . . , xd−1) +m
d + (m− xd)
(
(m+ 1)d−1 −md−1),
where m = max(x1, . . . , xd−1, xd). The inverse of this function is defined so that
r−11 (z) = z, and so that for each integer d > 1,
(2.2) r−1d (z) =
(
r−1d−1
(
z −md − (m− xd)((m+ 1)d−1 −md−1)
)
, xd
)
,
where
xd = m−
⌊
max
(
0, z −md −md−1)
(m+ 1)d−1 −md−1
⌋
and m =
⌊
d
√
z
⌋
. Note that in equation (2.2) we use the set-theoretic convention [4]
that (x1, x2, x3, x4) is an abbreviation for
((
(x1, x2), x3
)
, x4
)
, for example.
Generalizing the concept of square shells to higher dimensions, any d-tupling
function that has max(x1, x2, . . . , xd) as a shell numbering is said to have cubic
shells. By this definition, every pairing function with square shells also has cubic
shells. Moreover, we have the following theorem [18].
Theorem 2.1. Let f be any d-tupling function and let n be any integer greater
than 1. If f has cubic shells then f is base-n perfect.
The Rosenberg-Strong d-tupling function is an example of a d-tupling function
with cubic shells. Therefore, by the theorem, rd is base-n perfect for all integers
n > 1. But the converse of Theorem 2.1 does not hold—there are examples of
pairing functions that are base-n perfect for some integer n > 1, but that do not
have cubic shells. In fact, the discrete space-filling curves of Hilbert and Peano,
discussed in the next section, are two such examples.
Given any integer n > 1, we say that a d-tupling function f has base-n shells if
and only if f has
max
(
lenn(x1), lenn(x2), . . . , lenn(xd)
)
as a shell numbering. As will be seen in Theorem 2.5, the d-tupling functions with
base-n shells are exactly those d-tupling functions that are base-n perfect. But
first, define
(2.3) U<ks =
{
y ∈ Nd : s(y) < k }
for each function s : Nd → N and each non-negative integer k. The following theo-
rem [18] relates U<ks to shell numberings.
Theorem 2.2. Let f : Nd → N be any d-tupling function. A function s : Nd → N
is a shell numbering for f if and only if, for all x ∈ Nd,∣∣U<s(x)s ∣∣ ≤ f(x) < ∣∣U<s(x)+1s ∣∣.
But in the special case where U<ks is a finite set for each non-negative integer k,
the following lemma allows us to simplify the theorem.
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Lemma 2.3. Let f : Nd → N be any d-tupling function, and let s : Nd → N be any
function such that U<ks is a finite set for each k ∈ N. If
(2.4) f(x) <
∣∣U<s(x)+1s ∣∣
for all x ∈ Nd, then ∣∣U<s(x)s ∣∣ ≤ f(x)
for all x ∈ Nd.
Proof. Suppose that inequality (2.4) holds for all x ∈ Nd. Now consider any k ∈ N
and any x ∈ U<k+1s . By the definition of U<k+1s , s(x) < k+1. Therefore, s(x) ≤ k.
And by inequality (2.4),
(2.5) f(x) <
∣∣U<s(x)+1s ∣∣ ≤ ∣∣U<k+1s ∣∣.
Now define
(2.6) J<k+1s =
{
f(y) : y ∈ U<k+1s
}
.
Because f : Nd → N is a bijection, ∣∣J<k+1s ∣∣ = ∣∣U<k+1s ∣∣. Therefore, by inequal-
ity (2.5), f(x) <
∣∣J<k+1s ∣∣. But f(x) ∈ J<k+1s because x ∈ U<k+1s . We have just
shown that every member of J<k+1s is less than
∣∣J<k+1s ∣∣. And since ∣∣J<k+1s ∣∣ =∣∣U<k+1s ∣∣ is finite, it immediately follows that
(2.7) J<k+1s =
{
0, 1, 2, . . . ,
∣∣J<k+1s ∣∣− 1}
for all k ∈ N.
Now consider any z ∈ Nd. If s(z) = 0 then
f(z) ≥ 0 = ∣∣U<s(z)s ∣∣
because U
<s(z)
s is empty. Alternatively, if s(z) > 0 then let k = s(z) − 1. By
equation (2.7), J
<s(z)
s =
{
0, 1, 2, . . . ,
∣∣J<s(z)s ∣∣− 1}. But by the definition of J<s(z)s ,
J
<s(z)
s =
{
f(y) : y ∈ U<s(z)s
}
, and z /∈ U<s(z)s by the definition of U<s(z)s . There-
fore, f(z) /∈ J<s(z)s , and it must be the case that
f(z) ≥ ∣∣J<s(z)s ∣∣ = ∣∣U<s(z)s ∣∣.
In either case, we have shown that f(z) ≥
∣∣U<s(z)s ∣∣, and this holds for all z ∈ Nd. 
Corollary 2.4. Let f : Nd → N be any d-tupling function, and let s : Nd → N
be any function such that U<ks is a finite set for each k ∈ N. Then, s is a shell
numbering for f if and only if, for all x ∈ Nd,
f(x) <
∣∣U<s(x)+1s ∣∣.
Proof. This is an immediate consequence of Theorem 2.2 and Lemma 2.3. 
The corollary can now be applied to prove the following theorem.
Theorem 2.5. Let n be any integer greater than 1. A d-tupling function is base-n
perfect if and only if it has base-n shells.
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Proof. Let s(x1, . . . , xd) = max
(
lenn(x1), . . . , lenn(xd)
)
for each (x1, . . . , xd) ∈ Nd.
Now consider any x ∈ Nd. By definition,
U<s(x)+1s =
{
(y1, . . . , yd) ∈ Nd : max
(
lenn(y1), . . . , lenn(yd)
)
< s(x) + 1
}
.
But max
(
lenn(y1), . . . , lenn(yd)
)
< s(x) + 1 if and only if
lenn(yi) ≤ s(x) for all i ∈ {1, . . . , d}.
Hence, by condition (1.1),
U<s(x)+1s =
{
(y1, . . . , yd) ∈ Nd : yi < ns(x) for all i ∈ {1, . . . , d}
}
.
It immediately follows that
∣∣U<s(x)+1s ∣∣ = ns(x)d for all x ∈ Nd.
Now consider any d-tupling function f . By definition, f has base-n shells if and
only if s is a shell numbering for f . Hence, by Corollary 2.4, f has base-n shells if
and only if f(x) < ns(x)d for all x ∈ Nd. But by condition (1.1), this is true if and
only if lenn
(
f(x)
) ≤ s(x)d for all x ∈ Nd. And by Corollary 1.2, this is true if and
only if f is base-n perfect. 
The d-tupling functions with cubic shells may also be characterized in the fol-
lowing manner.
Theorem 2.6. Let f be any d-tupling function. Then f has cubic shells if and
only if, for all integers n > 1, f has base-n shells.
Proof. Suppose that f has cubic shells. By Theorem 2.1, f is base-n perfect for all
integers n > 1. Then by Theorem 2.5, f has base-n shells for all integers n > 1.
Alternatively, suppose that f does not have cubic shells. By condition (2.1),
there exist points (x1, . . . , xd) ∈ Nd and (y1, . . . , yd) ∈ Nd such that
max(x1, . . . , xd) < max(y1, . . . , yd) & f(x1, . . . , xd) ≥ f(y1, . . . , yd).
Let m = max(x1, . . . , xd). There are two cases to consider.
Case 1: If m = 0 then xi = 0 for each i ∈ {1, . . . , d}. Therefore, len2(xi) = 0
for each i ∈ {1, . . . , d}. But max(y1, . . . , yd) > 0, so there must exist an
index j ∈ {1, . . . , d} such that len2(yj) > 0. Hence,
max
(
len2(x1), . . . , len2(xd)
)
= 0 < len2(yj) ≤ max
(
len2(y1), . . . , len2(yd)
)
.
Case 2: If m > 0 then consider the base-(m + 1) lengths of x1, . . . , xd
and y1, . . . , yd. Notice that xi < m + 1 for each i ∈ {1, . . . , d}. By
condition (1.1), this implies that lenm+1(xi) ≤ 1 for each i ∈ {1, . . . , d}.
And since max(y1, . . . , yd) > m, there must exist an index j ∈ {1, . . . , d}
such that yj ≥ m+ 1. Then by condition (1.1), lenm+1(yj) > 1. Hence,
max
(
lenm+1(x1), . . . , lenm+1(xd)
) ≤ 1 < lenm+1(yj)
≤ max(lenm+1(y1), . . . , lenm+1(yd)).
In either case, there exists an integer n > 1 such that
max
(
lenn(x1), . . . , lenn(xd)
)
< max
(
lenn(y1), . . . , lenn(yd)
)
and
f(x1, . . . , xd) ≥ f(y1, . . . , yd).
That is, there exists an integer n > 1 such that f does not have base-n shells. 
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3. Discrete Space-Filling Curves
We use the following conventions in this section. For any non-negative integer
n, a bijection from {0, 1, . . . , n− 1} to {0, 1, . . . , n− 1} is said to be a permutation
on n symbols. The set of all permutations on n symbols is Sn. We use the two-row
notation (
0 1 · · · n− 1
y0 y1 · · · yn−1
)
,
where y0, y1, . . . , yn−1 are non-negative integers, to denote the permutation σ ∈ Sn
that satisfies the equations
σ(0) = y0, σ(1) = y1, . . . , σ(n− 1) = yn−1.
For any sets A, B, and C, and any functions g : A→ B and f : B → C, we use f ◦g
the denote the function from A to C that satisfies the equation f ◦ g(x) = f(g(x))
for all x ∈ A. We say that f ◦ g is the composition of f with g. The identity
function is denoted I. We use σk, where σ ∈ Sn and k ∈ N, to denote the function
σ ◦ σ ◦ · · · ◦ σ︸ ︷︷ ︸
k many σ’s
◦I.
If k = 1, σ−k is the inverse of σ. Otherwise, σ−k is the function (σ−1)k.
Now, any continuous surjection from the unit interval [0, 1] to the d-dimensional
unit cube [0, 1]d, where d is an integer greater than 1, is said to be a space-filling
curve.3 The first space-filling curves to be discovered were the continuous Peano
curve [8] and the continuous Hilbert curve [7], both of which are functions from
[0, 1] to [0, 1]2. If F : [0, 1]→ [0, 1]2 is the continuous Peano curve, then there exists
a unique pairing function f : N2 → N such that
F
(
z + 1/2
9k
)
= 3−k
(
f−1(z) +
(
1
2 ,
1
2
))
for all non-negative integers z and k such that z < 9k. This function f is said to
be the discrete Peano curve. More generally, we make the following definition.
Definition 3.1. Let n be any integer greater than 1. A function f : N2 → N is said
to be a base-n discrete space-filling curve if and only if there exist permutations τ ,
σ0, σ1, . . . , σn2−1 in Sn2 such that the following three conditions hold.
(a) τ(0) = 0 and σ0(0) = 0.
(b) f(0, 0) = 0.
(c) For all non-negative integers x, y, and z such that (x, y) 6= (0, 0), f(x, y) = z
if and only if
(3.1)
σ
−(m−1)
0 ◦ τ
(
nxm−1 + ym−1
)
= zm−1,
σzm−1 ◦ σ−(m−1)0 ◦ τ
(
nxm−2 + ym−2
)
= zm−2,
σzm−2 ◦ σzm−1 ◦ σ−(m−1)0 ◦ τ
(
nxm−3 + ym−3
)
= zm−3,
...
σz1 ◦ · · · ◦ σzm−2 ◦ σzm−1 ◦ σ−(m−1)0 ◦ τ
(
nx0 + y0
)
= z0,
3 Sagan [16] provides a more general definition for the notion of a space-filling curve.
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where m = max
(
lenn(x), lenn(y)
)
, where
x = xm−1n
m−1 + xm−2n
m−2 + · · ·+ x0n0,
y = ym−1n
m−1 + ym−2n
m−2 + · · ·+ y0n0
are base-n expansions of x and y, and where
z = zm−1
(
n2
)m−1
+ zm−2
(
n2
)m−2
+ · · ·+ z0
(
n2
)0
is a base-n2 expansion of z.
If f : N2 → N is a base-n discrete space-filling curve, then the corresponding
permutations τ , σ0, σ1, . . . , σn2−1 uniquely determine the value of f(x, y) for each
(x, y) ∈ N2. In particular, equations (3.1) can be used to calculate a base-n2 expan-
sion of f(x, y), given the appropriate base-n expansions of x and y. Equations (3.1)
can also be inverted, as follows:
(3.2)
(xm−1, ym−1) = δ
−1
n ◦ τ−1 ◦ σm−10
(
zm−1
)
,
(xm−2, ym−2) = δ
−1
n ◦ τ−1 ◦ σm−10 ◦ σ−1zm−1
(
zm−2
)
,
(xm−3, ym−3) = δ
−1
n ◦ τ−1 ◦ σm−10 ◦ σ−1zm−1 ◦ σ−1zm−2
(
zm−3
)
,
...
(x0, y0) = δ
−1
n ◦ τ−1 ◦ σm−10 ◦ σ−1zm−1 ◦ σ−1zm−2 ◦ · · · ◦ σ−1z1
(
z0
)
,
where δn is the bijection from {0, 1, . . . , n− 1}2 to {0, 1, . . . , n2 − 1} that is given
by the formula δn(x, y) = nx+ y.
Theorem 3.2. If f : N2 → N is a base-n discrete space-filling curve, where n is an
integer greater than 1, then f is a base-n perfect pairing function.
Proof. Suppose that f : N2 → N is a base-n discrete space-filling curve, and consider
any (x, y) ∈ N2. Let m = max(lenn(x), lenn(y)) and suppose that (x, y) = (0, 0).
Then, m = 0. And by Definition 3.1(b), f(x, y) = 0. Therefore,
lenn2
(
f(x, y)
)
= lenn2
(
0
)
= 0 = m.
Alternatively, suppose that (x, y) 6= (0, 0) and let
x = xm−1n
m−1 + xm−2n
m−2 + · · ·+ x0n0,
y = ym−1n
m−1 + ym−2n
m−2 + · · ·+ y0n0
be base-n expansions of x and y. Note that m > 0 because (x, y) 6= (0, 0). By
Definition 3.1,
f(x, y) = zm−1
(
n2
)m−1
+ zm−2
(
n2
)m−2
+ · · ·+ z0
(
n2
)0
,
where zm−1, zm−2, . . . , z0 are given by equations (3.1). In particular,
σ
−(m−1)
0 ◦ τ ◦ δn
(
xm−1, ym−1
)
= zm−1.
But σ−10 , τ , and δn are bijections, and a composition of bijections is itself a bijection.
Therefore, σ
−(m−1)
0 ◦τ ◦δn is a bijection from {0, 1, . . . , n−1}2 to {0, 1, . . . , n2−1}.
And by Definition 3.1(a),
σ
−(m−1)
0 ◦ τ ◦ δn(0, 0) = 0.
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This implies that zm−1 = 0 if and only if (xm−1, ym−1) = (0, 0). But (xm−1, ym−1)
6= (0, 0) because x or y must have a base-n length of m. Therefore, zm−1 6= 0. That
is, lenn2
(
f(x, y)
)
= m. We have now shown that
(3.3) lenn2
(
f(x, y)
)
= m
for all (x, y) ∈ N2. Hence, for each non-negative integer m, f is a function from
Cm =
{
(x, y) ∈ N2 : max(lenn(x), lenn(y)) = m}
to
Dm =
{
z ∈ N : lenn2(z) = m
}
.
By similar reasoning, equations (3.2) define a function g : Dm → Cm for each each
non-negative integer m, where g(0) = (0, 0). It is then straightforward to show that
g is the inverse of f . Therefore, f : Cm → Dm is a bijection for each non-negative
integer m. But C0, C1, C2, . . . are disjoint sets whose union is N
2, and D0, D1,
D2, . . . are disjoint sets whose union is N. Hence, f is a bijection from N
2 to N.
That is, f is a pairing function.
Now, for each non-negative integer i, lenn(i) ≤ 2 lenn2(i) because⌈
logn(i+ 1)
⌉
=
⌈
logn2(i+ 1)
logn2(n)
⌉
=
⌈
2 logn2(i+ 1)
⌉ ≤ 2⌈ logn2(i + 1)⌉.
Therefore, by equation (3.3),
lenn
(
f(x, y)
) ≤ 2 lenn2(f(x, y)) = 2max(lenn(x), lenn(y))
for all (x, y) ∈ N2. We may then conclude, by Corollary 1.2, that f is a base-n
perfect pairing function. 
Several examples of base-n discrete space-filling curves can be found in the pub-
lished literature.4 In particular, the discrete Peano curve (Figure 2(a)) is the base-3
discrete space-filling curve that is determined by the permutations
τ =
(
0 1 2 3 4 5 6 7 8
0 1 2 5 4 3 6 7 8
)
, σ4 =
(
0 1 2 3 4 5 6 7 8
8 7 6 5 4 3 2 1 0
)
,
σ0 = σ2 = σ6 = σ8 = I, σ1 = σ7 =
(
0 1 2 3 4 5 6 7 8
6 7 8 3 4 5 0 1 2
)
,
σ3 = σ5 =
(
0 1 2 3 4 5 6 7 8
2 1 0 5 4 3 8 7 6
)
.
And the discrete Hilbert curve (Figure 2(b)) is the base-2 discrete space-filling curve
defined by the permutations σ1 = σ2 = I and
τ =
(
0 1 2 3
0 1 3 2
)
, σ0 =
(
0 1 2 3
0 3 2 1
)
, σ3 =
(
0 1 2 3
2 1 0 3
)
.
If F : [0, 1]→ [0, 1]2 is the continuous Hilbert curve, then the discrete Hilbert curve
is the unique pairing function f : N2 → N such that
F
(
z + 1/2
42k+1
)
= 2−(2k+1)
(
f−1(z) +
(
1
2 ,
1
2
))
4 Asano et al. [2] survey the base-2 discrete space-filling curves that often appear in the
literature, but only discuss these curves on finite domains. Chen et al. [3] extend the domain of
the discrete Hilbert curve to N2. Neither paper uses the term “discrete space-filling curve”. That
term is used by Gotsman and Lindenbaum [5], for example.
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(e) A base-2 discrete
space-filling curve
q q q q q q q q
q q q q q q q q
q q q q q q q q
q q q q q q q q
q q q q q q q q
q q q q q q q q
q q q q q q q q
q q q q q q q q
x
y
0 1 2 3 4 5 6 7
0
1
2
3
4
5
6
7
❅
 
 ❅ ❅
❅
 
❅
 
❅
 
 ❅  ❅
❅
 
Figure 2. Base-n discrete space-filling curves. For each pairing
function f : N2 → N, points that occur consecutively in the se-
quence f−1(0), f−1(1), f−1(2), . . . are joined with a line segment
or arc.
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for all non-negative integers z and k such that z < 42k+1. Other well-known
examples of base-2 discrete space-filling curves include the z-order (Figure 2(c)),
which is defined by the permutations τ = σ0 = σ1 = σ2 = σ3 = I, and the
Gray-coded curve (Figure 2(d)), given by the permutations
τ =
(
0 1 2 3
0 1 3 2
)
, σ0 = σ3 = I, σ1 = σ2 =
(
0 1 2 3
2 3 0 1
)
.
In all of these examples, and for each i ∈ {0, 1, . . . , n2−1}, the function δ−1n ◦τ−1◦
σ−1i ◦ τ ◦ δn happens to be a geometric isometry from {0, 1, . . . , n− 1}2 to {0, 1, . . . ,
n− 1}2. These isometries are closely related to the similarity transformations [16]
that are often used to construct space-filling curves. But Definition 3.1 allows
any permutations τ , σ0, σ1, . . . , σn2−1 in Sn that satisfy the equations τ(0) = 0
and σ0(0) = 0 to determine a base-n discrete space-filling curve, including those
permutations where δ−1n ◦ τ−1 ◦ σ−1i ◦ τ ◦ δn is not an isometry. For example, a
base-2 discrete space-filling curve where δ−1n ◦ τ−1 ◦ σ−1i ◦ τ ◦ δn is not an isometry
for any i ∈ {0, 1, 2, 3} is defined by the permutations
τ = I, σ0 =
(
0 1 2 3
0 3 1 2
)
, σ1 =
(
0 1 2 3
0 1 3 2
)
,
σ2 =
(
0 1 2 3
1 0 2 3
)
, σ3 =
(
0 1 2 3
1 2 0 3
)
.
This function is illustrated in Figure 2(e).
The definition of a base-n discrete space-filling curve can also be extended to
higher dimensions. In three dimensions we have the following.
Definition 3.3. Let n be any integer greater than 1. A function f : N3 → N is said
to be a 3-dimensional base-n discrete space-filling curve if and only if there exist
permutations τ , σ0, σ1, . . . , σn3−1 in Sn3 such that the following three conditions
hold.
(a) τ(0) = 0 and σ0(0) = 0.
(b) f(0, 0, 0) = 0.
(c) For all non-negative integers w, x, y, and z such that (w, x, y) 6= (0, 0, 0),
f(w, x, y) = z if and only if
σ
−(m−1)
0 ◦ τ
(
n2wm−1 + nxm−1 + ym−1
)
= zm−1,
σzm−1 ◦ σ−(m−1)0 ◦ τ
(
n2wm−2 + nxm−2 + ym−2
)
= zm−2,
σzm−2 ◦ σzm−1 ◦ σ−(m−1)0 ◦ τ
(
n2wm−3 + nxm−3 + ym−3
)
= zm−3,
...
σz1 ◦ · · · ◦ σzm−2 ◦ σzm−1 ◦ σ−(m−1)0 ◦ τ
(
n2w0 + nx0 + y0
)
= z0,
where m = max
(
lenn(w), lenn(x), lenn(y)
)
, where
w = wm−1n
m−1 + wm−2n
m−2 + · · ·+ w0n0,
x = xm−1n
m−1 + xm−2n
m−2 + · · ·+ x0n0,
y = ym−1n
m−1 + ym−2n
m−2 + · · ·+ y0n0
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are base-n expansions of w, x and y, and where
z = zm−1
(
n3
)m−1
+ zm−2
(
n3
)m−2
+ · · ·+ z0
(
n3
)0
is a base-n3 expansion of z.
Generalizing the proof of Theorem 3.2, it can be shown that every 3-dimensional
base-n discrete space-filling curve, where n is an integer greater than 1, is a base-
n perfect 3-tupling function. Many examples of these functions appear in the
published literature. Most notably, Alber and Niedermeier [1] have identified
3! · 1536 = 9216 distinct 3-dimensional base-2 discrete space-filling curves that
generalize the discrete Hilbert curve. One such generalization is given by the per-
mutations
τ =
(
0 1 2 3 4 5 6 7
0 1 3 2 7 6 4 5
)
, σ1 = σ2 =
(
0 1 2 3 4 5 6 7
0 1 6 7 4 5 2 3
)
,
σ0 =
(
0 1 2 3 4 5 6 7
0 7 4 3 2 5 6 1
)
, σ3 = σ4 =
(
0 1 2 3 4 5 6 7
2 3 0 1 6 7 4 5
)
,
σ5 = σ6 =
(
0 1 2 3 4 5 6 7
4 5 2 3 0 1 6 7
)
, σ7 =
(
0 1 2 3 4 5 6 7
6 1 2 5 4 3 0 7
)
.
4. A Technique For Constructing Pairing Functions
In this section we describe a technique for constructing a pairing function from
a non-decreasing unbounded function. Let g be any function from N to N. By
definition, g is non-decreasing if and only if
∀x, y ∈ N (x ≤ y implies g(x) ≤ g(y) ).
And g is unbounded if and only if
∀y ∈ N ∃x ∈ N ( g(x) ≥ y ).
If g is unbounded, we define g+ : N → N so that g+(y) = x if and only if
(4.1) g(x) ≥ y & ∀u ∈ N ( g(u) ≥ y implies u ≥ x ).
That is, we define g+(y) to be the smallest x ∈ N such that g(x) ≥ y. If g is
non-decreasing and unbounded, this definition implies that g+ is a pseudo-inverse
of g, in the sense that g
(
g+(g(x))
)
= g(x) for all x ∈ N.
Lemma 4.1. Let g : N → N be any unbounded function. Then g+ is unbounded.
Proof. Consider any y ∈ N. Let m = max(g(0), g(1), . . . , g(y)) and let z = g+(m+
1). By definition, z is the smallest non-negative integer such that g(z) ≥ m + 1.
But g(0), g(1), . . . , g(y) are all strictly less than m+ 1 because
max
(
g(0), g(1), . . . , g(y)
)
= m < m+ 1.
Hence, it must be the case that z > y. That is, g+(m + 1) = z > y. We have
shown that for every y ∈ N there exists an x ∈ N, namely x = m + 1, such that
g+(x) ≥ y. 
Given any unbounded function g : N → N, let S = {g+(y) : y ∈ N} denote the
range of g+. We say that S is the set of step points of g. Conventionally, we order
the members of S in the sequence s0, s1, s2, . . . where
s0 < s1 < s2 < · · · .
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We say that this is the sequence of step points of g. This definition implies that
(4.2) s0 = 0,
since g+(0) = 0 for every unbounded function g : N → N. And by Lemma 4.1, each
unbounded function g : N → N has infinitely many step points.
Lemma 4.2. Let g : N → N be any non-decreasing unbounded function, and let s0,
s1, s2, . . . be the sequence of step points of g. Then,
∀x, k ∈ N (x < sk+1 implies g(x) ≤ g(sk) ).
Proof. Consider any non-negative integers x and k. We will prove the contrapositive
that
g(x) > g(sk) implies x ≥ sk+1.
So, suppose that
(4.3) g(x) > g(sk)
and let g+
(
g(x)
)
= z. Because z is in the range of g+, z must be a step point of g.
Furthermore, by condition (4.1),
(4.4) g(z) ≥ g(x) & ∀u ∈ N ( g(u) ≥ g(x) implies u ≥ z ).
Combining conditions (4.4) and (4.3),
g(z) ≥ g(x) > g(sk).
But g is non-decreasing, so this implies that z > sk. We have shown that the step
point z is larger than sk. Therefore, it must be the case that
z ≥ sk+1.
But substituting u = x into condition (4.4), we have
g(x) ≥ g(x) implies x ≥ z.
Therefore, x ≥ z ≥ sk+1. 
Definition 4.3. Let g : N → N be any unbounded function, and let s0, s1, s2, . . .
be the sequence of step points of g. For each k ∈ N, define
Ak =
{
(x, y) ∈ N2 : x < sk+1 & y ≤ g(sk)
}
and
Bk =
{
0, 1, 2, . . . , sk+1
(
g(sk) + 1
)− 1}.
Definition 4.4. Given any non-decreasing unbounded function g : N → N, let
φg : N
2 → N be defined5 so that for all non-negative integers x and y,
φg(x, y) =

y · g
+(y) + x if y > g(x)
x
(
g(x) + 1
)
+ y otherwise
.
We will prove that φg(x, y) is a pairing function in Theorem 4.7. The function
is illustrated in Figure 3.
5 Note that y > g(x) can be replaced with x < g+(y) in this definition, since
y > g(x) if and only if x < g+(y).
BINARY PROPORTIONAL PAIRING FUNCTIONS 15
s s s s s s s
s s s s s s s
s s s s s s s
s s s s s s s
s s s s s s s
x
y
0 1 2 3 4 5 6
0
1
2
3
4
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
0
1
2
3
4
5
6
7
8 9 10 11
12 13 14 15
16
17
18
19
20 21 22 23 24
25
26
27
28
29
30
31
32
33
34
Figure 3. A non-decreasing unbounded function g(x), together
with the pairing function φg(x, y) that is constructed from g.
Points in the graph of g are interpolated with dotted line seg-
ments. To make the sequence of points φ−1g (0), φ
−1
g (1), φ
−1
g (2),
. . . more visually apparent, solid line segments have been drawn
between some of the points that occur consecutively in the se-
quence.
Definition 4.5. Let g : N → N be any unbounded function, and let s0, s1, s2, . . .
be the sequence of step points of g. Define ψg : N → N2 so that
ψg(z) =


(
z mod sm ,
⌊ z
sm
⌋)
if z < sm
(
g(sm) + 1
)
(⌊ z
g(sm) + 1
⌋
, z mod
(
g(sm) + 1
))
otherwise
,
where m is the smallest non-negative integer such that z ∈ Bm.
Lemma 4.6. Let g : N → N be any non-decreasing unbounded function. For each
k ∈ N, φg is a bijection from Ak to Bk, and ψg is its inverse.
Proof. Consider any k ∈ N. Since Ak and Bk are finite sets with the same number
of elements, it is sufficient to prove that φg is an injection from Ak to Bk, and that
ψg is its inverse. Equivalently, it is sufficient to prove that φg is a function from Ak
to Bk, and that ψg is its left inverse. The proof is by induction on k.
For the base step, consider any (x, y) ∈ A0. By Definition 4.3,
(4.5) y ≤ g(s0)
and
(4.6) x < s1.
Then, by Lemma 4.2, g(x) ≤ g(s0). But s0 = 0 by equation (4.2), and g is non-
decreasing, so g(x) < g(s0) implies that x < 0. Since x cannot be negative, it
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must be the case that g(x) = g(s0). Therefore, by inequality (4.5), y ≤ g(x). It
immediately follows from Definition 4.4 that
(4.7) φg(x, y) = x
(
g(s0) + 1
)
+ y.
Together with inequalities (4.5) and (4.6), this implies that
φg(x, y) ≤ (s1 − 1)
(
g(s0) + 1
)
+ g(s0),
φg(x, y) ≤ s1
(
g(s0) + 1
)− g(s0)− 1 + g(s0),
φg(x, y) ≤ s1
(
g(s0) + 1
)− 1.
Therefore, φg(x, y) ∈ B0 by Definition 4.3. We have shown that φg is a function
from A0 to B0.
Now, we have also shown that m = 0 is the smallest non-negative integer such
that φg(x, y) ∈ Bm. Furthermore, φg(x, y) ≥ s0
(
g(s0) + 1
)
because s0 = 0. There-
fore, by Definition 4.5,
ψg
(
φg(x, y)
)
=
(⌊ φg(x, y)
g(s0) + 1
⌋
, φg(x, y) mod
(
g(s0) + 1
))
.
But y < g(s0) + 1 by inequality (4.5). So, by equation (4.7) and the Euclidean
division theorem, ψg
(
φg(x, y)
)
= (x, y). We have shown that ψg is a left inverse of
φg : A0 → B0.
Next, consider any k ∈ N and suppose, as the induction hypothesis, that φg is
a function from Ak to Bk, and that ψg
(
φg(x, y)
)
= (x, y) for all (x, y) ∈ Ak. Now
consider any (x, y) ∈ Ak+1. By Definition 4.3,
(4.8) x < sk+2
and
(4.9) y ≤ g(sk+1).
If (x, y) ∈ Ak, then it follows from the induction hypothesis that φg(x, y) ∈ Bk ⊆
Bk+1 and ψg
(
φg(x, y)
)
= (x, y). Otherwise, (x, y) /∈ Ak and Definition 4.3 implies
that
(4.10) x ≥ sk+1 or y > g(sk).
There are two cases to consider.
Case 1: If
(4.11) x ≥ sk+1
then g(x) ≥ g(sk+1) because g is non-decreasing. But by inequality (4.8)
and Lemma 4.2, g(x) ≤ g(sk+1). Therefore, g(x) = g(sk+1). And by in-
equality (4.9), this implies that y ≤ g(x). It then follows from Definition 4.4
that
(4.12) φg(x, y) = x
(
g(sk+1) + 1
)
+ y.
Together with inequalities (4.8) and (4.9), this implies that
φg(x, y) ≤ (sk+2 − 1)
(
g(sk+1) + 1
)
+ g(sk+1),
φg(x, y) ≤ sk+2
(
g(sk+1) + 1
)− g(sk+1)− 1 + g(sk+1),
φg(x, y) ≤ sk+2
(
g(sk+1) + 1
)− 1.
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Therefore, φg(x, y) ∈ Bk+1 by Definition 4.3. Moreover, by inequality (4.11)
and equation (4.12),
(4.13) φg(x, y) ≥ sk+1
(
g(sk+1) + 1
)
.
But sk+1 ≥ sk, so g(sk+1) ≥ g(sk). This implies that
φg(x, y) ≥ sk+1
(
g(sk) + 1
)
.
Hence, φg(x, y) /∈ Bk. It immediately follows that m = k + 1 is the small-
est non-negative integer such that φg(x, y) ∈ Bm. Therefore, by inequal-
ity (4.13) and Definition 4.5,
ψg
(
φg(x, y)
)
=
(⌊ φg(x, y)
g(sk+1) + 1
⌋
, φg(x, y) mod
(
g(sk+1) + 1
))
.
But y < g(sk+1) + 1 by inequality (4.9). So, by equation (4.12) and the
Euclidean division theorem, ψg
(
φg(x, y)
)
= (x, y).
Case 2: If
(4.14) x < sk+1
then g(x) ≤ g(sk) by Lemma 4.2. But by condition (4.10),
(4.15) y > g(sk).
So, y > g(sk) ≥ g(x). It immediately follows from Definition 4.4 that
(4.16) φg(x, y) = y · g+(y) + x.
Now consider any u ∈ N and suppose that u < sk+1. By Lemma 4.2 and
inequality (4.15), g(u) ≤ g(sk) < y. So,
u < sk+1 implies g(u) < y.
The contrapositive of this statement is
g(u) ≥ y implies u ≥ sk+1.
Together with inequality (4.9), this implies that
g(sk+1) ≥ y & ∀u ∈ N
(
g(u) ≥ y implies u ≥ sk+1
)
.
By condition (4.1), g+(y) = sk+1. Hence, by equation (4.16),
(4.17) φg(x, y) = y · sk+1 + x.
Then, by inequalities (4.9) and (4.14),
φg(x, y) < g(sk+1) · sk+1 + sk+1,
φg(x, y) < sk+1
(
g(sk+1) + 1
)
.(4.18)
But sk+1 < sk+2, so φg(x, y) < sk+2
(
g(sk+1) + 1
)
. It immediately fol-
lows from Definition 4.3 that φg(x, y) ∈ Bk+1. But by inequality (4.15),
y ≥ g(sk) + 1. Therefore, by equation (4.17), φg(x, y) ≥ sk+1
(
g(sk) + 1
)
.
Then, by Definition 4.3, φg(x, y) /∈ Bk. We have shown that m = k + 1 is
the smallest non-negative integer such that φg(x, y) ∈ Bm. Therefore, by
inequality (4.18) and Definition 4.5,
ψg
(
φg(x, y)
)
=
(
φg(x, y) mod sk+1 ,
⌊ φg(x, y)
sk+1
⌋)
.
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It then follows from inequality (4.14), equation (4.17), and the Euclidean
division theorem that ψg
(
φg(x, y)
)
= (x, y).
In all cases, we have shown that φg(x, y) ∈ Bk+1 and ψg
(
φg(x, y)
)
= (x, y). There-
fore, φg is a function from Ak+1 to Bk+1, and ψg is its left inverse. 
Theorem 4.7. Let g : N → N be any non-decreasing unbounded function. Then φg
is a pairing function from N2 to N, and ψg is its inverse.
Proof. Consider any (x, y) ∈ N2, and note that there must exist a non-negative
integer k such that (x, y) ∈ Ak. Therefore, by Lemma 4.6, ψg
(
φg(x, y)
)
= (x, y).
Similarly, consider any z ∈ N. There must exist a non-negative integer k′ such that
z ∈ Bk′ . Therefore, by Lemma 4.6, φg
(
ψg(z)
)
= z. It immediately follows that
ψg : N → N2 is the unique inverse of the bijection φg : N2 → N. 
Corollary 4.8. Let g : N → N be any non-decreasing unbounded function. For all
non-negative integers x, y, and k,
(x, y) ∈ Ak if and only if φg(x, y) ∈ Bk.
Proof. Consider any non-negative integers x, y, and k. Now suppose that (x, y) ∈
Ak. By Lemma 4.6, φg(x, y) ∈ Bk. Conversely, suppose that φg(x, y) ∈ Bk. By
Lemma 4.6, ψg
(
φg(x, y)
) ∈ Ak. But by Theorem 4.7, ψg(φg(x, y)) = (x, y). Hence,
(x, y) ∈ Ak. 
Given any non-decreasing unbounded function g : N → N, and given any x, y ∈ N,
define µ(x, y) to be the smallest non-negative integer k such that φg(x, y) ∈ Bk. By
this definition, the quantity m that appears in Definition 4.5 is equal to µ
(
ψg(z)
)
.
And by Corollary 4.8, µ(x, y) is also the smallest non-negative integer k such that
(x, y) ∈ Ak. It then follows from equations (2.3) and (2.6) that Ak = U<k+1µ and
Bk = J
<k+1
µ for each k ∈ N.
Theorem 4.9. Let g : N → N be any non-decreasing unbounded function. Then µ
is a shell numbering for φg.
Proof. Consider any points (x1, y1) and (x2, y2) in N
2. Let m1 = µ(x1, y1) and let
m2 = µ(x2, y2). Now suppose that µ(x1, y1) < µ(x2, y2). Then m1 < m2. Since
m2 is the smallest non-negative integer such that φg(x2, y2) ∈ Bm2 , and since m1 is
smaller than m2, it must be the case that φg(x2, y2) /∈ Bm1 . But φg(x1, y1) ∈ Bm1
by the definition of µ(x1, y1). Hence, by Definition 4.3,
φg(x1, y1) < sm1+1
(
g(sm1) + 1
) ≤ φg(x2, y2).
We have shown that µ(x1, y1) < µ(x2, y2) implies φg(x1, y1) < φg(x2, y2). There-
fore, by condition (2.1), µ is shell numbering for φg. 
5. A Proportional Pairing Function
Given any positive integers a and b, and any non-negative integer x, define6
ga,b(x) =
(⌊
a
√
x
⌋
+ 1
)b
− 1.
6 Many of the formulas in this section that are expressed with the floor operation can also
be expressed with the ceiling operation if one uses the fact that
⌊
a
√
x
⌋
+ 1 =
⌈
a
√
x+ 1
⌉
for all
positive integers a and all non-negative integers x.
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Note that ga,b is a non-decreasing unbounded function from N to N. In this section,
we will use the function ga,b to construct the pairing function pa,b. And in the course
of deriving the formula for pa,b, we will rely on the following well-known identity [6],
which holds for all integers k and all real numbers t:
(5.1) k ≤ t if and only if k ≤ ⌊t⌋.
Lemma 5.1. Let a and b be any positive integers. For all non-negative integers x
and y,
y > ga,b(x) if and only if
⌊
b
√
y
⌋
>
⌊
a
√
x
⌋
.
Proof. Consider any non-negative integers x and y. The following statements are
equivalent:
y > ga,b(x),
y >
(⌊
a
√
x
⌋
+ 1
)b
− 1,
y ≥
(⌊
a
√
x
⌋
+ 1
)b
,
b
√
y ≥ ⌊ a√x ⌋+ 1.
But by condition (5.1), this is equivalent to⌊
b
√
y
⌋ ≥ ⌊ a√x ⌋+ 1,⌊
b
√
y
⌋
>
⌊
a
√
x
⌋
.

Lemma 5.2. Let a and b be any positive integers. Then g+a,b(y) =
⌊
b
√
y
⌋a
for all
non-negative integers y.
Proof. Consider any non-negative integer y. By definition, g+a,b(y) is the smallest
non-negative integer x such that ga,b(x) ≥ y. But by Lemma 5.1, this inequality is
equivalent to
⌊
b
√
y
⌋ ≤ ⌊ a√x ⌋. And by condition (5.1), this is equivalent to⌊
b
√
y
⌋ ≤ a√x,⌊
b
√
y
⌋a ≤ x.
Since g+a,b(y) is the smallest non-negative integer x satisfying this inequality, it must
be the case that g+a,b(y) =
⌊
b
√
y
⌋a
. 
Now, for each pair a and b of positive integers, let pa,b be the function φga,b that
is defined in Definition 4.4. Then by Lemmas 5.1 and 5.2,
pa,b(x, y) =


y
⌊
b
√
y
⌋a
+ x if
⌊
b
√
y
⌋
>
⌊
a
√
x
⌋
x
(⌊
a
√
x
⌋
+ 1
)b
+ y otherwise
for all (x, y) ∈ N2. It then follows from Theorem 4.7 that pa,b is a pairing function.
And when a = 1 and b = 1, we have
p1,1(x, y) =

y
2 + x if y > x
x2 + x+ y otherwise
.
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Figure 4. The pairing function p3,2(x, y). To make the sequence
of points p−13,2(0), p
−1
3,2(1), p
−1
3,2(2), . . . more visually apparent, line
segments have been drawn between some of the points that occur
consecutively in the sequence.
This special case has previously been considered by Rosenberg [13]. It has also
been studied by Szudzik [17]. The function p3,2 is illustrated in Figure 4, and p1,1
is illustrated in Figure 5.
Now let s0, s1, s2, . . . be the sequence of step points of ga,b. Notice that for
each non-negative integer k, the equation
⌊
b
√
y
⌋
= k has a solution for y, namely
y = kb. And since
⌊
b
√
y
⌋
is a non-negative integer for each y ∈ N, the range of
g+a,b(y) =
⌊
b
√
y
⌋a
is the set S =
{
ka : k ∈ N}. Therefore, by definition,
sk = k
a
for each k ∈ N. It immediately follows that
ga,b(sk) = (k + 1)
b − 1
and
sk+1
(
ga,b(sk) + 1
)
= (k + 1)a(k + 1)b = (k + 1)a+b.
Then by Definition 4.3,
(5.2) Ak =
{
(x, y) ∈ N2 : x < (k + 1)a & y < (k + 1)b }
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Figure 5. The pairing function p1,1(x, y). To make the sequence
of points p−11,1(0), p
−1
1,1(1), p
−1
1,1(2), . . . more visually apparent, line
segments have been drawn between some of the points that occur
consecutively in the sequence.
and
(5.3) Bk =
{
0, 1, 2, . . . , (k + 1)a+b − 1}.
Lemma 5.3. For each z ∈ N, ⌊z1/(a+b)⌋ is the smallest non-negative integer m
such that z ∈ Bm.
Proof. Consider any z ∈ N, and let m be the smallest non-negative integer such
that z ∈ Bm. Note that z ∈ Bm if and only if
z < (m+ 1)a+b,
z1/(a+b) < m+ 1.
And by condition (5.1), this is equivalent to⌊
z1/(a+b)
⌋
< m+ 1,⌊
z1/(a+b)
⌋ ≤ m.
Since m is the smallest non-negative integer satisfying this inequality, it must be
the case that m =
⌊
z1/(a+b)
⌋
. 
It immediately follows from Definition 4.5 and Theorem 4.7 that
p−1a,b(z) =


(
z mod ma ,
⌊ z
ma
⌋)
if z < ma(m+ 1)b(⌊ z
(m+ 1)b
⌋
, z mod (m+ 1)b
)
otherwise
,
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where m =
⌊
z1/(a+b)
⌋
for each z ∈ N. Now consider the special case where a = 1
and z ≥ m(m+ 1)b. In this case, m = ⌊z1/(1+b)⌋. So,
z1/(1+b) < m+ 1,
z < (m+ 1)1+b,
m(m+ 1)b ≤ z < (m+ 1)1+b,
and
m ≤ z
(m+ 1)b
< m+ 1.
Hence, m =
⌊ z
(m+ 1)b
⌋
if a = 1 and z ≥ m(m+ 1)b. And by the definition of the
mod operation,
z mod (m+ 1)b = z −
⌊ z
(m+ 1)b
⌋
(m+ 1)b = z −m(m+ 1)b
in this case. We may conclude that
(5.4) p−11,b(z) =


(
z mod m ,
⌊ z
m
⌋)
if z < m(m+ 1)b(
m , z −m(m+ 1)b
)
otherwise
,
where m =
⌊
z1/(1+b)
⌋
for each z ∈ N.
Similarly, consider the special case where b = 1 and z < ma(m+1). In this case,
m =
⌊
z1/(a+1)
⌋
. So,
m ≤ z1/(a+1),
ma+1 ≤ z,
and
ma+1 ≤ z < ma(m+ 1),
m ≤ z
ma
< m+ 1.
Hence, m =
⌊ z
ma
⌋
if b = 1 and z < ma(m+ 1). And by the definition of the mod
operation,
z mod ma = z −
⌊ z
ma
⌋
ma = z −ma+1
in this case. We may conclude that
(5.5) p−1a,1(z) =


(
z −ma+1 , m
)
if z < ma(m+ 1)(⌊ z
m+ 1
⌋
, z mod (m+ 1)
)
otherwise
,
where m =
⌊
z1/(a+1)
⌋
for each z ∈ N. And combining equations (5.4) and (5.5), we
have that
p−11,1(z) =


(
z −m2 , m
)
if z < m(m+ 1)(
m , z −m(m+ 1)
)
otherwise
,
where m =
⌊√
z
⌋
for each z ∈ N.
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Theorem 5.4. Let a and b be any positive integers. Then max
(⌊
a
√
x
⌋
,
⌊
b
√
y
⌋)
is
a shell numbering for pa,b.
Proof. By Theorem 4.9, µ is a shell numbering for pa,b. But for each (x, y) ∈
N
2, µ(x, y) is the smallest non-negative integer m such that (x, y) ∈ Am. By
equation (5.2), this is equivalent to each of the following conditions:
x < (m+ 1)a & y < (m+ 1)b,
a
√
x < m+ 1 & b
√
y < m+ 1.
And by condition (5.1), this is equivalent to⌊
a
√
x
⌋
< m+ 1 &
⌊
b
√
y
⌋
< m+ 1,⌊
a
√
x
⌋ ≤ m & ⌊ b√y ⌋ ≤ m.(5.6)
Now, because
⌊
a
√
x
⌋
and
⌊
b
√
y
⌋
are both non-negative integers, it cannot be the
case that ⌊
a
√
x
⌋
< m &
⌊
b
√
y
⌋
< m,
because then ⌊
a
√
x
⌋ ≤ m− 1 & ⌊ b√y ⌋ ≤ m− 1,
and this would contradict the fact that m is the smallest non-negative integer for
which condition (5.6) holds. Therefore, it must be the case that
⌊
a
√
x
⌋
= m or⌊
b
√
y
⌋
= m. That is,
m = max
(⌊
a
√
x
⌋
,
⌊
b
√
y
⌋)
.
We have shown that µ(x, y) = max
(⌊
a
√
x
⌋
,
⌊
b
√
y
⌋)
for each (x, y) ∈ N2. 
An immediate consequence of Theorem 5.4 is that max(x, y) is a shell numbering
for p1,1. That is, p1,1 has square shells. We conclude this section with the following
theorem.
Theorem 5.5. Let a and b be any positive integers. For each integer n > 1, pa,b
is a base-n proportional pairing function with constants of proportionality a and b.
Proof. Consider any integer n > 1. Now consider any non-negative integers x, y,
and j, and suppose that lenn(x) ≤ aj and lenn(y) ≤ bj. Then by condition (1.1),
x < naj and y < nbj . It immediately follows from equation (5.2) that (x, y) ∈ Ak,
where k = nj − 1. Then by Lemma 4.6, pa,b(x, y) ∈ Bk. Hence, by equation (5.3),
pa,b(x, y) < n
aj+bj . And by condition (1.1), this implies that lenn
(
pa,b(x, y)
) ≤
aj+bj. We may then conclude, by Definition 1.3, that pa,b is a base-n proportional
pairing function with constants of proportionality a and b. 
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