In this paper, we explore the problem of developing an argumentative dialogue agent that can be able to discuss with human users on controversial topics. We describe two systems that use retrieval-based and generative models to make argumentative responses to the users. The experiments show promising results although they have been trained on a small dataset.
Introduction
Research in argument mining has mainly focused on the problem of identifying claims, premises (Boltužić andŠnajder, 2014 (Boltužić andŠnajder, , 2015 Levy et al., 2014) , assessing arguments, classifying stances, detecting political beliefs (Hasan and Ng, 2013; Iyyer et al., 2014; Bamman and Smith, 2015) or finding connection between claims (Stab and Gurevych, 2014) . Very few research has addressed the problem of generating arguments directly in a conversational form.
To study and analyse debates, it is important to understand how to formulate claims, how arguments develop and relate to each other, what factors influence the next argument. In this work, we explore the question whether we can teach computers to make or generate arguments and follow the ideas/stances/sides of actors in a debate. To start inspecting this challenging problem, we develop two debate dialogue systems, a retrievalbased and a generative model. The aim of the system is to mimic a debater, make arguments and give relevant responses to users on given topics.
Such argumentative dialogue systems could be useful in a lot of future applications, such as in information campaigns, where the users can get objective answers for controversial topics to make evidence-based decisions; in an interactive argumentative dialogue system, where the users can practice making arguments, learning to persuade people.
Related work
Analyzing public debates about controversial issues is a well-studied area in social and political science. Natural language processing and machine learning could help building a scalable and datadriven predictive modelling for public debates. In this rapidly growing field, most of the work has focused on the identification of claims and justifications in text (Boltužić andŠnajder, 2014 (Boltužić andŠnajder, , 2015 Levy et al., 2014) , connecting claims (Stab and Gurevych, 2014) , actors with discourse analysis (Peldszus and Stede, 2015) , stance detection (Hasan and Ng, 2013) , or the categorization of political beliefs (Iyyer et al., 2014; Bamman and Smith, 2015) .
Most of these studies have focused on public debates which can be found in newspaper articles, written essay (Stab and Gurevych, 2017) or parliament debates (Koehn, 2005) . Another line of research works on Internet dialogues such as those in social networks, online forum debates (Walker et al., 2012a) . The dialogic language used in these forms is usually different from that found in newspapers. While it also contains stances, arguments, opinions, this language is usually more informal, can contain typos and subjective acts such as sarcasm (Justo et al., 2014; Swanson et al., 2017) . There are a number of studies focusing on this kind of data, working on sarcasm and nastiness detection (Justo et al., 2014; Swanson et al., 2017) as well as topic stance classification (Walker et al., 2012b) .
Little research has been done on using machine learning to generate arguments in a conversation. The most relevant idea is the one reported in (Rakshit et al., 2017; Rach et al., 2018) . In (Rakshit et al., 2017) , the authors describe Debbie, a debate bot of the future. It is an initial working prototype, in which the system retrieves the most appropriate counter-arguments using a similarity al-gorithm. In particular, they used Latent Semantic Similarity for word similarity and Wordnet, together with hierarchical agglomerative clustering to retrieve the most similar responses. Evaluation has been done based on the time the system took to retrieve the results. While this work is the most similar to our ideas, it is currently an initial prototype and fully-retrieved based. Our work on the other hand explores several options focusing on the currently challenging direction, generative model in argumentative dialogue systems.
Research on conversational systems has two main directions: task-oriented dialogue systems (Williams et al., 2017; Bordes and Weston, 2016; Eric and Manning, 2017) and general/opendomain chatting systems such as those described in (Vinyals and Le, 2015; Zhou et al., 2017; Li et al., 2016a; Serban et al., 2016) . For the taskoriented dialogue systems, it is usually important to have an intent classifier together with a dialogue state tracker that keeps track of which information is needed to be requested and finally a language generation module (Williams et al., 2017; Bordes and Weston, 2016) . Our work is more related to the second direction, a general/open-domain chatting system. Besides the common retrievalbased approach, a growing interest in the research area focuses on a generative, end-to-end system. One of the first study using sequence to sequence model for building conversational models is described in (Vinyals and Le, 2015) . These systems can generate new responses in daily conversational topics, but are still quite limited in making sense of these responses. The main problem often lies in the decoder and objective parts, where usually the most generic and safe responses such as "I don't know" are selected. To deal with this problem, (Li et al., 2016a) proposed using another objective function to promote diversity in responses. Some other work investigates the problem of integrating emotion and persona into the conversational agents such as (Zhou et al., 2017; Li et al., 2016b) .
The debater system
In this section, we describe our argumentative conversational system, which can give responses in two different modes: using a retrieval-based approach and using a generative model.
Format of a debate
The aim of the chatbot is to be able to carry a conversation with humans to debate about a given topic. At the initial step, the system suggests a topic (Table 1 ) and the user can decide to debate on this topic or move on to another one. When a topic is selected, the user can give her opinions and the system should generate coherent responses to the user's message. Ideally, the system's response should be meaningful, relevant to previous messages and present opinions/arguments about the given topic.
Dataset
In the demo, we use the Internet Argument Corpus (Abbott et al., 2016) , which is a collection of 65K posts in 5.4K debate topics ( A debate can contain multiple posts from several users. We use each debate as a training sample of a dialogue for the argument system, where two consecutive posts are served as a quote and response pair.
To build the conversational argument system, we employ two typical approaches: a retrieval and a generative method.
The retrieval-based system
In the retrieval-based system, the task is to select the most relevant response given a user's message and the context of the conversation. While limited in the sense that it cannot generate new responses, retrieval-based systems are still often selected as a base method for many applications including summarisation, tasked-oriented dialogue systems. The aim of the system is to learn how to select the best argument from a pre-defined topic that matches the current user's response and the history of the conversation. The architecture of the system is depicted in Figure 1 . We use a siamese adaption of the LSTM network, which is called the Manhattan LSTM (MaL-STM) model (Mueller and Thyagarajan, 2016) to learn the similarity representation of two given messages. Common approaches usually use neural networks to represent sentences whose word vectors are trained on large corpora (Mikolov et al., 2013b; Le and Mikolov, 2014) . The MaL-STM model on the other hand learns the semantic similarity directly with its representation learning objective function. It is reported to achieve stateof-the-art results on the task of assessing semantic similarity between sentences (Mueller and Thyagarajan, 2016) .
The model is composed of two networks LSTM a and LSTM b , where the weights of these two networks are shared. The first LSTM a represents candidate responses taken from the dataset, while the second LSTM b represents the current human's response. A context tracker helps keeping track of which responses have been retrieved before to avoid repetition. The current user's message is compared to all candidates from the given debate to find the most relevant one r k top , where k is the index of the response in the dataset. Finally, r k+1 top , the next response of r top is selected to become Dave's response. Based on this approach, the first response r 1 will never be selected. To avoid irrelevant responses (when the user's message is not similar to any of the posts in the debate), we set a similarity threshold τ . For cases when the system cannot find a response that is similar (i.e., similarity value S < τ ), the system will select the first post to return since the first post is usually the most general one that describes the topic of the debate. After a new response is selected, the context tracker will add the response to the context and only reset it when all responses have been achieved to promote diversity in the whole conversation.
For similarity metric, we use the simple function S(h
are representation of posts and user's messages respectively. The similarity value S ∈ [0, 1]. l 1 norm is used in the similarity function instead of l 2 in order to avoid the problem of correcting errors in early stages due to vanishing gradients of the Euclidean distance (Chopra et al., 2005) . It has also been reported to perform slightly better than other metrics such as cosine similarity (Mueller and Thyagarajan, 2016; Yih et al., 2011) .
To train the MaLSTM, one needs to have a parallel corpus with similarity annotation between pairs of sentences. Unfortunately, there is no such corpus that is directly representing posts' similarities in debates and is large enough for training. We therefore use the Quora question pairs Kaggle competition dataset 2 which contains 404,302 question pairs annotated with similarity information (i.e., whether they are having the same meaning or not). Examples of questions in the training set is given in Table 2 . This dataset has an open domain with questions covering many topics, which are suitable to be applied to our online post similarity assessment task. As can be seen from Table 2 , computing similarity between sentences requires more than just word/word meaning matching. A similarity classifier should be able to do reasoning and take into account the struc-ture of the sentences. For the embedding layer, we use the pre-trained word2vec of Google News dataset 3 (Mikolov et al., 2013a 
The generative system
Figure 2: The debater generative system architecture Although retrieval-based method is straightforward and guarantee to produce high quality messages, it is limited to only arguments that are available in the dataset and cannot adapt or tailor to every new responses from the users. A common trend in dialogue system community is to push towards generative models, where they are able to generate new messages based on the context and/or current states of the conversation (Vinyals and Le, 2015; Li et al., 2016a; Zhou et al., 2017) .
Debating is different from normal opendomain conversation: argumentative responses may present attributes such as emotion, agreement, disagreement, sarcasm and stance.
3 https://code.google.com/archive/p/ word2vec/ To study if an end-to-end model could generate such responses, we use a hierarchical recurrent (RNN) encoder-decoder architecture as depicted in Figure 2 . The original hierarchical RNN was introduced in (Sordoni et al., 2015) for the task of generating context-aware query suggestion for search engines. Its model attempts to capture the context of user queries based on sessions and sample suggestion one word at a time.
Applying to the task of generating debater responses, this architecture could take into account previous users' responses and is context sensitive. The order of messages in history is captured and encoded in a session-level recurrent state and the current response is represented in a response level recurrent state.
A given topic is treated as the first message starting a conversation. When the user submits the first response, it is fed into a bidirectional RNN (Jain and Medsker, 1999) , in our case using GRU cells (Cho et al., 2014) . Each word in the response is embedded using the pre-trained word embeddings. The encoder RNN then updates its internal vector, the response-level recurrent state. To capture the context of the previous messages in the dialogue and condition the next response generation based on the context, the session-level recurrent state is updated using another RNN on top of the previously computed current response-level encoder. This therefore forms a hierarchical architecture that could be able to capture the deep dialog context together with the current response encoder.
Given a set of responses R = {r 1 , r 2 , ..., r M } where M is the number of responses in the given session and the responses are submitted in a chronological order. Each response is represented by a set of words r m = {w m 1 , w m 2 , ..., w m Nm }, where N m is the total number of words in that response.
Response-level encoder. For each word w n , the response-level recurrent encoder state h m (enc),n is computed based on the previous state and the current word:
The first initial state h 0 is set to 0. h m (enc),n stores information about the current response r m and word w m n . Session-level encoder. In the session-level encoder, we encode the context of the previous re- 
The session level encoder sums up the context of all responses that the network has seen so far in a chronological order. It additionally builds up on the response vector r m .
Response decoder. In this model, the response is sampled one word at a time. In particular, the prediction of the next response r m based on the context r 1:m−1 is based on the estimation of the probability:
(w n |w 1:n−1 , r 1:m−1 ) (3)
The current state d m n of the decoder is computed using another GRU:
To embed the context information into the decoder space d m , we initialize the first recurrent state d m 0 using a tanh function:
where D 0 projects the context summary vector c m−1 into the decoder space and b 0 is a bias vector.
Finally, the probability of a word w m n takes the form u is computed based on the previous words and given context as:
where e u and e k are the word embeddings of word u and k; f is the function that is computed based on both response-level and sessionlevel states, similar to those used in (Sordoni et al., 2015; Cho et al., 2014) .
Objective function. In this framework, we use the maximum mutual information (MMI) as proposed in (Li et al., 2016a) instead of the tradition likelihood function. As reported in (Li et al., 2016a) , MMI objective function helps produce more diverse and interesting responses.
The likelihood objective function is computed as: r * = arg max r {log P (r|r 1:m )}
while the MMI objective function is defined as:
Generation and reranking. We use sampling method, where each word is sampled based on the output distribution. The results are finally reranked based on the log likelihood or the MMI score.
Web Demo for Dave the debater
A demo of the system described in the previous sections is available at http://114.212.80. 16:8000/debate/. The interface is illustrated in Figure 3 . A topic is randomly selected for a user, he or she can start talking about this topic by giving own arguments. The user can also select to switch to a new debate topic with the button "Let's change the topic". There are two different modes depending on which debater system the user wants to talk to. In the retrieval mode, each topic has a pre-defined list of responses. Note that these responses are ordered chronically. The selected responses are chosen based on the comparison of the user's current message and the history of the debate. In particular, the message from the user is being compared to every responses in the pre-defined set and the response coming after the most similar one is going to be selected. We keep track of all responses that have been retrieved to not get repeated responses again. More details about the approach is explained in section 3.3.
For the generative mode, the user can talk about the given topic or any other topics. The responses are generated based on the current message (encoded in the response-level recurrent state) and the context, which is the history of the whole conversation from the beginning (encoded in the sessionlevel recurrent state) (section 3.4).
To collect feedbacks for each response to retrain the models, users are able to rate each response with rating from 1 (very bad) to 5 (very good). These ratings are stored in the database together with the responses and their contexts to use in the future so the models can learn from them.
Experiments and results
In this section, we report the first evaluation results we have so far for both retrieval-based and generative argumentative dialogue system.
Retrieval-based model
We evaluate the MaLSTM as describe in section 3.3 for the similarity assessment task on the Quora dataset. As we do not have directly gold standard data for similarity evaluation performing on the argumentation dataset, we use the Quora as a measurement of the similarity assessment for the MaLSTM. We used 50 hidden layers, word embedding length of 300, batch size of 2048, dropout rate of 30%. For the loss function, we used the mean square error and Adam Optimizer (Kingma and Ba, 2014) . After several experiments, we observe that the model accuracy and loss converge at around 50 epochs. The model accuracy and loss on the train and validation dataset are plotted in Figure 4 . The final result obtained on the test set is 81.92%.
Topic: Is anything in this world free? Human: Nothing in this world is completely free, there must always be a cost somewhere Dave: Nothing in this world is free.. Everybody has to pay a price for anything they want or recieve.. Life is not free.. Death is not free.. Happiness is not free.. No matter what it is, there will always be a toll.. Nothing in this world is free.. Human: I totally agree with you Dave: Close, there is no energy cost to giving up life, entropy takes care of that.. But there is an energy cost to having life to give up.. I was running under the assumption that "free" was referring to currency, not energy.. If we're going to argue that energy is a currency for the purposes of this debate, then there's really no debate to be had at all.. Human: Happiness is free Dave: I'm sorry to ruin your fun, but "picking up a penny on the street" is MOST definitely not free, the effort to bend down and grab that penny costs you energy loss etc.. of course on minuscule level but still causes some sort of work.. In general for one thing to be free another has to lose true, BUT there is still never anything free for the one that is receiving the "gift", even the portion of receiving is some sort of exchange! Human: how about dead? Dave: Death comes with many expense's there is a energy cost, you have to give up life to gain death, Death can come at the price of pain.. Table 3 : Examples of a conversation in the retrieval mode
Generative model
Evaluation metric. To evaluate the responses from the generative model, following (Vinyals and Le, 2015; Li et al., 2016a; Zhou et al., 2017) , we use the perplexity metric P P evaluated on the test data: P P = 2
Usually the lower the perplexity the better the model is, and more specialized corpus also often obtains lower perplexity.
To measure the degree of diversity of responses, we use the distinct-1 and distinct-2 metrics following (Li et al., 2016a) . They are the number of distinct unigrams and bigrams in generated responses, scaled by total number of tokens.
Settings. In our experiments, for both encoder and decoder, the number of recurrent layers is set to two, the number of dimensions for the recurrent layer is 512 and the drop-out ratio is 0.2. We use the batch size of 192, the Adadelta method for adapting learning rate (Zeiler, 2012) .
For the decoder, we examine two methods: the Sampling method, in which responses are sampled from output distribution token by token. For each token, the temperature transform is performed prior to sampling. Generally, the low temperature sample is more grammatically correct while the high temperature sample represents greater linguistic variety. In our experiments, we set the default temperature to 0.5. The second model is Sampling with MMI re-ranking. In this model, the sampling procedure is done the same as the other one, but candidates are ranked according to their MMI-score (see section 3.4).
Human: I think guns should be banned Dave: So, if you want to ban guns, then they're not completely legitimate. I don't think that the government should start a legal system.. Finally, to prevent the model from generating the same tokens over and over again, we use a penalized coefficient method, in which tokens that have been generated before will have their probabilities lower down by a factor of 10.0. Tokens that are not penalized including modifiers (such as a, an, the) and punctuations.
Testing data. For testing the perplexity of the model and the distinctness metrics, we prepare two datasets: a context free dataset that contains 200 argumentative sentences and a context sensitive dataset containing 200 consecutive argumentative responses from an online debate.
The results are reported in table 5. The context sensitive perplexity is higher than the context free perplexity. In both cases, the reranking method helps reducing the perplexity of the model by 13% (in context sensitive case) and 3.1% (in context free case). Reranking also helps increasing the diversity of the responses: the distinct-1 increased by 3.8% and the distinct-2 increased by 13.16%.
While these metrics may not be the most useful in evaluating conversational systems, they are most widely used metrics and could somehow give a reflection on how different models perform. In this paper, we have described an argumentative dialogue agent, whose aim is to be able to debate with human on a given topic. We explored two approaches, using a retrieval-based and a generative system. The systems have been trained on a limited open-domain dataset, but have shown interesting and promising results. Still there is a lot of work that can be done to improve the system, including training on a much larger dataset, combining both retrieving and generating methods alternatively to give interesting responses to the users based on different scenarios. For the retrieval- based system, one can try the un-tied version of the Manhattan LSTM, since responses could vary in length and may not be symmetric. In the generative system, different decoding methods could be applied such as a traditional beam search, sampling output based on topics, increasing the depth and power of the model. One can also integrate argument strategies as those described in (Rosenfeld and Kraus, 2016) to the generative system to have a more structural and persuasive conversation. Such system can put the first milestones in developing a machine that can someday fully engage in a debate and discussion with human on controversial topics.
