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Abstract
In this paper, we focus on two recently introduced parameters in the literature,
namely ‘local boxicity’ (a parameter on graphs) and ‘local dimension’ (a parameter
on partially ordered sets). We give an ‘almost linear’ upper bound for both the
parameters in terms of the maximum degree of a graph (for local dimension we
consider the comparability graph of a poset). Further, we give an O(n∆2) time
deterministic algorithm to compute a local box representation of dimension at most
3∆ for a claw-free graph, where n and ∆ denote the number of vertices and the
maximum degree, respectively, of the graph under consideration. We also prove two
other upper bounds for the local boxicity of a graph, one in terms of the number of
vertices and the other in terms of the number of edges. Finally, we show that the
local boxicity of a graph is upper bounded by its ‘product dimension’.
Keywords: local boxicity, local dimension, boxicity, poset dimension, product dimen-
sion, prague dimension, box representation of a graph.
1 Introduction
1.1 Dimension of a poset
A partially ordered set or poset P = (X,) is a tuple, where X denotes a finite or infinite
set, and  is a binary relation on the elements of X . The binary relation  is reflexive,
anti-symmetric and transitive. For any two elements x, y ∈ X, x is said to be comparable
with y if either x  y or y  x. In this paper, we only deal with finite posets. A linear
order is a partial order where every two elements are comparable with each other. If a
partial order P = (X,) and a linear order L = (X,≺) are both defined on the same set
X , and if every ordered pair in P are also present in L, then L is called a linear extension
of P. A collection of linear orders, say L = {L1, L2, . . . , Lk} with each Li defined on
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X , is said to realize a poset P = (X,) if, for every two distinct elements x, y ∈ X ,
x  y ∈ P if and only if x ≺Li y, ∀Li ∈ L. We call L a realizer for P. The dimension
of a poset P, denoted by dim(P), is defined as the minimum cardinality of a realizer for
P. The concept of poset dimension was first introduced by Dushnik and Miller in [9] and
was extensively studied by researchers since then.
1.1.1 Literature on poset dimension and maximum degree of the compara-
bility graph of a poset
A simple undirected graph GP is the underlying comparability graph of a poset P if X is
the vertex set of GP and two vertices are adjacent in GP if and only if they are comparable
in P. Let dim(∆) denote the maximum dimension of a poset whose comparability graph
has maximum degree ∆. Furedi and Kahn in [16] and Trotter in [24] have independently
shown that dim(∆) ≤ 2∆2 + 2. Fu¨redi and Kahn [16] improved this to show that for
a constant c, where c < 50, dim(∆) < c∆ log2∆. Erdo˝s, Kierstead, and Trotter in
[10] showed that dim(∆) ∈ Ω(∆ log∆). Recently, Scott and Wood [23] showed that
dim(∆) ∈ O(∆ log1+o(1)∆) which is an improvement over the upper bound given by
Fu¨redi and Kahn and thus narrows the gap between the upper and lower bound for
dim(∆).
1.1.2 Local dimension of a poset
This paper revolves around a newly introduced parameter of poset, ‘local dimension’,
which is a variation of poset dimension. The notion of local dimension was first intro-
duced by Ueckerdt in Order and Geometry Workshop, 2016 [26]. The definition of local
dimension originates from the concepts studied in [6, 18]. A partial linear extension or
ple of a poset P is defined as a linear extension of any subposet of P.
Definition 1 (Local Realizer). A local realizer of a poset P is a family L = {L1, L2, . . . , Ll}
of ple’s of P such that following conditions hold.
1. If x  y in P then there exists at least one ple Li ∈ L such that x ≺Li y.
2. If x and y are two incomparable elements of the poset P, then there exist ple’s
Li, Lj ∈ L such that x ≺Li y and y ≺Lj x.
Given a local realizer L of P and an element x ∈ P, the frequency of x in L, denoted by
µx(L), is defined as the number of ple’s in L that contain x as an element. The maximum
frequency of a local realizer is denoted by µ(L) = max
x∈P
µx(L).
Definition 2 (Local Dimension). The local dimension of a poset P, denoted by ldim(P),
is defined as min
∀L
µ(L) where the minimum is taken over all the local realizers L of P.
1.1.3 Space efficient representation using the notion of local dimension
The notion of local dimension can be useful in space efficient representation (or storage) of
dense posets having small local dimension. For example, consider the dense crown poset
Sn (Sn is a height 2 poset with n maximal elements b1, b2, . . . , bn, n minimal elements
a1, a2, . . . , an, and ai  bj for i 6= j) having dim(Sn) ≥ n. Representing such a poset by
either storing every relation in the partial order or by storing a realizer requires Ω(n2)
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space. However, since ldim(Sn) = 3, there is a way to represent Sn in O(n logn) space.
For each element x in the ground set of Sn a 2-D array Ax[3][2] of size 3×2 is maintained
whose entries are the following. For 1 ≤ i ≤ 3, A[i][1] = identifier of the ith ple that
contains x, and A[i][2] = position of x in ith ple.
1.1.4 Results on local dimension of a poset in literature
For a poset P, it folows from their definitions that ldim(P) ≤ dim(P). Trotter and
Walczak in [25] showed that the local dimension d and dimension d of a poset P are
equivalent for d ∈ {1, 2}. Kim et al. have recently shown in [17] that the maximum local
dimension of a poset on n points is Θ(n/ logn).
1.2 Boxicity of a graph
Let G be a simple, undirected, finite graph with vertex set V (G) and edge set E(G).
A k-dimensional box or a k-box is defined as a Cartesian product of closed intervals
[a1, b1]× [a2, b2]× · · · × [ak, bk]. A k-box representation of a graph G is a mapping of the
vertices of G to k-boxes in the k-dimensional Euclidean space such that two vertices in
G are adjacent if and only if their corresponding k-boxes have a non-empty intersection.
Definition 3 (Boxicity of a Graph). The boxicity of a graph G denoted box(G), is the
minimum positive integer k such that G has a k-box representation.
The notion of boxicity was first introduced by Roberts in [22] in the year 1969. Cozzens
[8] showed that computing the boxicity of a graph is NP-hard. Kratochv´ıl showed in [19]
that determining whether the boxicity of a graph is at most two is NP-complete.
Definition 4 (Interval Graph). A graph is an interval graph if it has a 1-box represen-
tation.
Let G = (V,E) be any graph and Gi, 1 ≤ i ≤ k be graphs on the same vertex set as
G such that E(G) = E(G1) ∩ E(G2) ∩ · · · ∩ E(Gk). Then G is the intersection graph of
Gis, for 1 ≤ i ≤ k, and denoted by the equation G = ∩ki=1Gi. Boxicity of a graph can be
stated in terms of intersection of interval graphs [22].
Definition 5 (Alternate definition of boxicity). The boxicity of a graph G is the minimum
positive integer k such that G is the intersection graph of k interval graphs.
Moreover, if G = ∩ki=1Gi, for some graphs Gi, then box(G) ≤
k∑
i=1
box(Gi).
Definition 6 (Interval Representation). Interval representation f of an interval graph I
is a mapping of each vertex in I to a closed interval on the real line in such a way that
∀u, v ∈ V (I), uv ∈ E(I) if and only if f(u) intersects (or overlaps) f(v).
It is known that an interval graph may have multiple interval representations.
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1.2.1 Literature on the boxicity and the maximum degree of a graph
Let box(∆) denote the maximum boxicity of a graph having maximum degree ∆. It is
easy to verify that box(2) = 2, and Adiga and Chandran proved that box(3) = 3 in [2].
Chandran, Francis, and Sivadasan proved the first general upper bound for boxicity in
terms of maximum degree of a graph in [7]. They showed that box(∆) ≤ 2∆2 + 2. This
result was improved to box(∆) ≤ ∆2+2 by Esperet [12]. Let P be a poset and GP be the
underlying comparability graph of the poset P. The following is an important result by
Adiga et al. [1] which relates the dimension of a poset to the boxicity of its underlying
comparability graph. Let χ(GP) be the chromatic number of GP and χ(GP) 6= 1. Then,
box(GP )
χ(GP )−1 ≤ dim(P) ≤ 2 box(GP). It immediately follows that if P is a height 2 poset
then box(GP) ≤ dim(P) ≤ 2 box(GP), since the underlying comparability graph of a
height 2 poset is a bipartite graph. Using this connection between the poset dimension
and the boxicity of the underlying comparability graph of a poset they have also shown
box(∆) ∈ O(∆ log2∆), there exist graphs with boxicity Ω(∆ log∆), and there exists no
polynomial time algorithm to approximate the boxicity of a bipartite graph on n vertices
within a factor of O(n0.5−ǫ) for any ǫ > 0, unless NP = ZPP . The recent work of Scott
and Wood [23] implies box(∆) ∈ O(∆ log1+o(1)∆).
1.2.2 Local boxicity of a graph
The notion of ‘local boxicity’ was introduced recenty by Bla¨sius, Stumpf, and Ueckerdt
in [5]. Local boxicity is a graph parameter which is a variation of the standard graph
parameter boxicity.
Definition 7 (Local Boxicity). Local boxicity of a graph G, denoted by lbox(G), is the
smallest positive integer t such that G = ∩ki=1Ii, where each Ii is an interval graph and
each vertex of G appears as a non-universal vertex in at most t interval graphs in the
collection {I1, I2, . . . , Ik}.
1.2.3 Space efficient representation using the notion of local boxicity
The notion of local boxicity is useful in space efficient representation (or storage) of dense
graphs having small local boxicity. As an example, consider Roberts’ graph (Roberts’
graph Rn is the graph obtained by removing a perfect matching from a complete graph
on 2n vertices) having boxicity n. Representing this graph by storing every interval
graph whose intersection is the original graph requires Ω(n2) space. Any conventional
representation of the Roberts’ graph using an adjacency matrix or adjacency list also
requires Ω(n2) space. However, since the local boxicity of this graph is 1, there is a way
to represent it in O(n logn) space. For each vertex v in the graph, an array Bv[1][3] of
size 1× 3 is maintained whose entries are as follows. Bv[1][1] = identifier of the interval
graph that contains v as a non-universal vertex, Bv[1][2] = left endpoint of the interval
that represents v, and Bv[1][3] = right endpoint of the interval that represents v.
1.2.4 Results on local boxicity of a graph in literature
The boxicity of a graph G can also be interpreted as covering representations of the
complement Gc of G with co-interval graphs (complements of interval graphs). Bla¨sius et
al. [5] followed the recent framework of global, local and folded covering numbers in [18]
to define the parameter local boxicity. It follows from their definitions that lbox(G) ≤
4
box(G). It is also shown in [5] that this inequality can be arbitrarily far apart. Local
boxicity is also characterized by intersection representations of appropriate axis-aligned
boxes in Rd.
1.3 Local boxicity and local dimension
Let P be a poset and GP be the underlying comparability graph of P. Adiga, Bhowmick,
and Chandran in [1] proved the following theorem.
Theorem 1. Let χ(GP) be the chromatic number of GP and χ(GP) 6= 1. Then, box(GP )χ(GP )−1 ≤
dim(P) ≤ 2 box(GP).
A similar result connecting lbox(GP) and ldim(P) was shown in [21].
Lemma 2. [21]
lbox(GP)
χ(GP)
≤ ldim(P) ≤ 2 lbox(GP) + 1,
when χ(GP) 6= 1.
1.4 Notations used
Unless mentioned explicitly, all logarithms used in the paper are to the base 2. For
any positive integer n, we use [n] to denote {1, . . . , n}. Given a graph G, we shall
use V (G), E(G), and ∆(G) to denote its vertex set, edge set, and maximum degree,
respectively. For any v ∈ V (G), we use NG(v) to denote the neighborhood of v, i.e.,
NG(v) = {u ∈ V (G) | vu ∈ E(G)}. For any S ⊆ V (G), we use G[S] to denote the
subgraph of G induced on the vertex set S.
1.5 Our contribution
Let lbox(∆) denote the maximum local boxicity of a graph whose maximum degree is
∆. In Theorem 4 in Section 2.1, we show that lbox(∆) is at most 29 log
∗∆∆ for every
positive integer ∆. The proof is inductive and uses a partitioning lemma by Alon et
al. which is restated in Lemma 3. Interestingly, using a constructive proof, we show
in Section 2.2 that the local boxicity of a claw-free graph is at most 3∆, where ∆ is
the maximum degree of the claw-free graph. We have an algorithm that gives a local
box representation of dimension at most 3∆ in O(n∆2) time, where n is the number of
vertices in the claw-free graph under consideration. In an attempt to connect the local
boxicity and the order of a graph, we show in Section 3 that the maximum local boxicity
of a graph on n vertices is Θ( n
logn
). In Section 4, we show that the local boxicity of a
graph is at most (29 log
∗
√
m+2)
√
m, where m is the total number of edges (i.e. size) in the
graph. Finally, in Section 5 , we conclude with a result that shows that the local boxicity
of a graph is upper bounded by its ‘product dimension’. With the help of Lemma 2 that
relates local dimension and local boxicity, every upper bound that we establish for local
boxicity can be extended to local dimension.
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2 Local boxicity, local dimension, and maximum de-
gree
2.1 Upper bound in terms of maximum degree
We define lbox(∆) := max{lbox(G) : maximum degree of G is ∆}. Similarly, we define
box(∆) := max{box(G) : maximum degree of G is ∆}, where box(G) denotes the
boxicity of G.
Lemma 3. (Lemma 3 in [4]) For a graph G with maximum degree ∆ ≥ 264, there exists
a partition of V (G) into r parts, where r = ⌈400∆
log∆
⌉, such that for every vertex v ∈ V (G)
and for every part Vi, i ∈ [r],|NG(v) ∩ Vi| ≤ 12 log∆.
The following theorem connects the local boxicity of a graph with its maximum degree.
Theorem 4. For every positive integer ∆, lbox(∆) ≤ 29 log∗∆∆.
Proof. (Induction on ∆) It follows from their definitions that lbox(G) ≤ box(G), which
leads to lbox(∆) ≤ box(∆). We know from [15] and [7] that box(∆) ≤ 50∆ log2∆. So,
lbox(∆) ≤ 50∆ log2∆.
Base Case: For every 1 < ∆ ≤ 264, note that 50∆ log2∆ ≤ 29 log∗∆∆.
Induction step: Let ∆ > 264 and assume the theorem is true for every graph with
maximum degree less than ∆. Let G be a graph with maximum degree ∆. We partition
V (G) into r parts, namely V1, V2, . . . , Vr, where r = ⌈400∆log∆⌉ and |NG(v) ∩ Vi| ≤ 12 log∆,
∀v ∈ V (G), i ∈ [r]. Existence of such a partition is guaranteed by Lemma 3. For any
i, j ∈ [r], let G[Vi ∪ Vj ] denote the subgraph of G induced on the vertex set Vi ∪ Vj .
Since the maximum degree of G[Vi ∪ Vj] is at most log∆, lbox(G[Vi ∪ Vj ]) ≤ lbox(log∆).
Let Ii,j denote a collection of interval graphs that corresponds to an optimal local box
representation of G[Vi∪Vj ]. That is, G[Vi∪Vj ] =
⋂
I∈Ii,j
I. It is easy to see that, lbox(G) ≤
⋂
1≤i<j≤r
(
⋂
I∈Ii,j
I). Note that in such a representation, every vertex v ∈ Vi appears as a
universal vertex in every I ∈ Ia,b, where i /∈ {a, b}. Thus we have for every ∆ > 264,
lbox(∆) ≤ (r − 1) lbox(log∆)
≤ ⌈400∆
log∆
⌉ lbox(log∆)
≤ 29 ∆
log∆
lbox(log ∆)
≤ 29 ∆
log∆
29 log
∗(log∆) log∆
= 29 log
∗∆∆.
Theorem 5 (Theorem 2 in [17]). The maximum local dimension of a poset on n points
is Θ(n/ logn).
Let ldim(∆) := max{ldim(P) : maximum degree of GP is ∆} where GP is the un-
derlying comparability graph of a poset P. Corollary 6 follows directly from Lemma 2,
Theorem 4, and Theorem 5.
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Corollary 6. ldim(∆) ∈ Ω( ∆
log∆
). Further, ldim(∆) ≤ 21+9 log∗∆∆+ 1.
Corollary 7 follows directly from Lemma 2, Theorem 4, and Corollary 6.
Corollary 7. lbox(∆) ∈ Ω( ∆
log∆
). Further, lbox(∆) ≤ 29 log∗∆∆.
2.2 Algorithm for finding an efficient local box representation
for claw-free graphs
In this section we show a linear upper bound for the local boxicity of a claw-free graph
in terms of its maximum degree. Using an algorithmic proof, we show that the local
boxicity of a claw-free graph having a maximum degree of ∆ is at most 3∆.
A claw graph is a complete bipartite graph K1,3 with one part containing a single vertex
and the other part containing three vertices. A claw-free graph is a graph which contains
no claw graph or K1,3 as its induced subgraph. Below we state a result due to Adiga and
Chandran [2] which we use in our proof.
Theorem 8. [2] Every graph of maximum degree 3 has a 3-box representation with the
restriction that two boxes can intersect only at their boundaries.
Theorem 9. Let G be a claw-free graph. Then, lbox(G) ≤ 3(χ(G) − 1), where lbox(G)
is the local boxicity and χ(G) is the chromatic number of G.
Proof. Let the vertex set of G be partitioned into χ(G) color classes, namely V1, V2, . . . ,
Vχ(G), based on any optimal vertex coloring of G. Consider the graph G[Vi ∪ Vj ] induced
on the vertex set Vi ∪ Vj, where 1 ≤ i < j ≤ χ(G). Since G[Vi ∪ Vj] is a claw-free
bipartite graph, ∆(G[Vi ∪ Vj ]) ≤ 2. Applying Theorem 8, it can be concluded that
G[Vi ∪ Vj] has a 3-box representation. Let I i,j1 , I i,j2 , I i,j3 be three interval graphs such that
G[Vi ∩ Vj ] = I i,j1 ∩ I i,j2 ∩ I i,j3 . For each k, 1 ≤ k ≤ 3, we construct an interval graph
J i,jk from I
i,j
k by adding every vertex v ∈ V (G) \ (Vi ∪ Vj) as a universal vertex to it.
It is easy to see that G =
⋂
1≤i≤χ(G)−1,
i+1≤j≤χ(G)
(J i,j1 ∩ J i,j2 ∩ J i,j3 ). Since each vertex v ∈ V (G)
appears as a non-universal vertex in at most 3(χ(G)− 1) of the interval graphs, we have
lbox(G) ≤ 3(χ(G)− 1).
Corollary 10. Let G be a claw-free graph of maximum degree ∆. Then, lbox(G) ≤ 3∆.
2.2.1 Algorithmic consequences of our result
In Section 4 of their paper [3], Adiga and Chandran have shown that the construction
of a 3-box representation of a graph adhering to the property mentioned in Theorem 8
can be realized in O(n) time, where n is the number of vertices of the graph. Since there
are O(∆2) possible graphs G[Vi ∪ Vj], where 1 ≤ i ≤ ∆− 1 and i+ 1 ≤ j ≤ ∆, for which
we use the box representation given by Theorem 8, the time complexity of our algorithm
that yields a local box representation of dimension 3∆ is O(n∆2).
3 Local boxicity and the order of a graph
In this section we show that the maximum local boxicity of a graph on n vertices is
θ( n
logn
), where n is the order of a graph. The following theorem is due to Erdo˝s and
Pyber.
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Theorem 11. [11] Let G be a graph on n vertices. The edge set E(G) can be partitioned
into complete bipartite graphs such that each vertex v ∈ V (G) is contained in most 24· n
logn
of the bipartite subgraphs.
Using Theorem 11 we prove the following theorem.
Theorem 12. Let G be a graph on n vertices. Then, lbox(G) ≤ 24 · n
logn
.
Proof. Let G be the complement of the graph G i.e. the vertex set V (G) = V (G) and the
edge set E(G) = {uv : uv /∈ E(G)}. Now, E(G) is partitioned into k complete bipartite
graphs G1, G2, . . . , Gk using Theorem 11. From each complete bipartite graph Gi we
construct one interval graph Ii whose interval representation is denoted by fi. Let Ai
and Bi be the two constituting parts of the complete bipartite graph Gi. All the vertices
v ∈ Ai are assigned the interval [1, 2] and all the vertices v ∈ Bi are assigned the interval
[3, 4] in fi. The vertices that are not present in Gi are given the interval [1, 4] in fi.
Note that each vertex of G appears as a non-universal vertex in at most 24 · n
logn
number
of interval graphs from the set {I1, I2, . . . , Ik}. We now argue that G = ∩ki=1Ii.
Claim 13. If uv /∈ E(G) then there exists exactly one interval graph Ii where uv /∈ E(Ii).
As u and v are not adjacent in G, they are adjacent in G. Since we have partitioned E(G)
into k complete bipartite graphs, there exists exactly one complete bipartite graph, say
Gi, which has, without loss of generality, u ∈ Ai, v ∈ Bi. Then, u receives the interval
[1, 2] and v receives the interval [3, 4] in fi. Thus, uv /∈ E(Ii). This proves the claim.
Claim 14. If uv ∈ E(G) then in all the interval graphs Ii, where 1 ≤ i ≤ k, uv ∈ E(Ii).
Since uv ∈ E(G), they are not adjacent in G. In every complete bipartite graph Gi that
u or v is absent, it (u or v) acts as a universal vertex in the interval graph Ii constructed.
Further, in the bipartite graphs Gi where both u and v are present, they appear on
the same part (Ai or Bi) thus getting the same interval ([1, 2] or [3, 4]) in fi. Hence,
uv ∈ E(Ii), ∀1 ≤ i ≤ k. This proves the claim and thereby the theorem.
Combining Lemma 2, Theorem 5 and Theorem 12, we get the following corollary.
Corollary 15. The maximum local boxicity of a graph on n vertices is θ( n
logn
).
4 Local boxicity and the size of a graph
In this section we discuss the connection between the local boxicity of a graph with its
size. It is shown here that the local boxicity of a graph is at most (29 log
∗
√
m + 2)
√
m,
where m is the total number of edges (i.e. size) in the graph.
Theorem 16. Let G be a graph having m edges. Then, lbox(G) ≤ (29 log∗√m + 2)√m.
Proof. Let V ′ denote the set of vertices having degree at least
√
m in G. We have, |V ′| ≤
2m√
m
= 2
√
m. Let G[V \V ′] denote the graph induced on the vertex set V \V ′. Each vertex
in G[V \ V ′] has degree at most √m in G. From Corollary 7, we have lbox(G[V \ V ′]) ≤
29 log
∗
√
m
√
m. Therefore, lbox(G) ≤ lbox(G[V \ V ′]) + 2√m = 29 log∗√m√m + 2√m =
(29 log
∗
√
m + 2)
√
m.
Corollary 17. Let P be a poset whose underlying comparability graph has m edges. Then,
ldim(P) ≤ (29 log∗√m + 2)2√m+ 1.
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Tightness of the bound
Lemma 18 in [17] shows the existence of a height 2 poset P, whose comparability graph
has n vertices and Ω(n2) edges, having ldim(P) ∈ Ω( n
logn
). Thus, ldim(P) ∈ Ω(
√
m
logm
)
and, by Lemma 2, lbox(GP) ∈ Ω(
√
m
logm
).
5 Local boxicity and the product dimension of a graph
Definition 8. [20] The product dimension of a graph G, denoted by prod dim(G), is
the minimum positive integer k for which there exists a function f : V (G) → N × N ×
· · · × N(k times) such that uv ∈ E(G), if and only if f(u) and f(v) differ in exactly k
coordinates.
Lemma 18. For any graph G, lbox(G) ≤ prod dim(G).
Proof. Let prod dim(G) = k. Let f : V (G) → N × N × · · · × N(k times) be a k-
coordinate representation of G (that satisfies the condition of Definition 8) where fi(v)
denotes the ith coordinate of f(v). For each i ∈ [k], let Si = {fi(v) : v ∈ V (G)}. Let
V (G) = {v1, v2, . . . , vn}. For each i ∈ [k], j ∈ Si, we construct an interval graph Ii,j in
the following way. Let gi,j be an interval representation of Ii,j (gi,j : V (Ii,j) → X , where
X is the set of all closed intervals on the real line). For a vertex va ∈ {v1, v2, . . . , vn}, if
fi(va) = j, then gi,j(va) = [a, a]. Otherwise, gi,j(va) = [1, n].
In order to show that G =
⋂
i∈[k](
⋂
j∈Si Ii,j), consider any va, vb ∈ V (G). If vavb ∈ E(G),
then ∀i ∈ [k], fi(va) 6= fi(vb) and therefore either va or vb is a universal vertex in every
interval graph we construct. Now, suppose vavb /∈ E(G). Then, for some i ∈ [k],
fi(va) = fi(vb) (= j, say) and therefore, from our construction, the intervals of va and vb
don’t overlap in gi,j. Thus, G =
⋂
i∈[k](
⋂
j∈Si Ii,j).
For any given i ∈ [k], a vertex v ∈ V (G) appears as a non-universal vertex in exactly one
interval graph Ii,j where j = fi(v). Thus, v appears as a non-universal vertex in at most
k interval graphs in this collection. Hence, lbox(G) ≤ k = prod dim(G).
Corollary 19. ldim(P) ≤ 2 prod dim(GP) + 1, where P = (X,) is a poset and GP is
its underlying comparability graph.
6 Discussion
Consider a graph G that is Kt minor free. In a recent paper, Esperet and Wiechert [14]
showed that box(G) ∈ O(t2 log t). Since lbox(G) ≤ box(G), it would be worthwhile to
investigate whether lbox(G) has an improved upper bound in terms of t.
Let box(∆) (, lbox(∆)) denote the maximum boxicity (respectively, local boxicity) of a
graph having maximum degree ∆. It is known that, there exist constants c1, c2 such
that c1∆ log∆ ≤ box(∆) ≤ c1∆ log2∆. Bridging the gap between the upper and the
lower bound for box(∆) is a longstanding open problem. Recently, Scott and Wood
[23] narrowed this gap by improving the upper bound to O(∆ log1+o(1) ∆). As for local
boxicity, from Corollary 7, we know that there exists a constant c such that c ∆
log∆
≤
box(∆) ≤ 29 log∗∆∆. Bridging this gap between the upper and lower bound for lbox(∆)
(and thereby ldim(∆)) certainly looks like an interesting problem.
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