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Abstract
We prove the polynomiality of the bigraded ring Jw,W∗,∗ (F4) of weak
Jacobi forms for the root system F4 which are invariant with respect
to the corresponding Weyl group. This work is a continuation of the
joint article with V.A. Gritsenko, where the structure of algebras of the
weak Jacobi forms related to the root systems of Dn type for 2 6 n 6 8
was studied.
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1 Introduction
The Chevalley theorem states that the algebra of polynomials which are
invariant under the action of a finite group is polynomial if and only if this
group is generated by (pseudo)reflections (see [1]). The generalization of this
result to the case of complex crystallographic Coxeter groups was studied in
[2], [3], [4] and [5]. An analogue of the Chevalley theorem for weak Jacobi
forms was obtained by K. Wirthmu¨ller in [6] where the structure of the
algebras was studied for all root systems, except E8. In the case of the
root system E8, as it has been proven by H. Wang in [7], the corresponding
algebra of weak Jacobi forms is not polynomial.
The Wirthmu¨ller’s proof does not contain a direct construction for all
generators of the corresponding algebras, but explicit formulas of them could
be useful in applications. A one of such application is the computation of
flat coordinates on some Frobenius manifolds (see [8], [9], [10, §4], [11] and
[12, 13]). For example, M. Bertola has considered the cases of the root
systems An, Bn and G2 in papers [12] and [13], and I. Satake has studied
the case of the root system E6 in [11].
∗The author is supported by Laboratory of Mirror Symmetry NRU HSE, RF Govern-
ment grant, number 14.641.31.0001.
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The main goal of the present paper is to prove an analogue of the Cheval-
ley theorem for the bigraded algebra of the weak Jacobi forms which are
invariant under the action of the Weyl group for the lattice generated by
the root system F4. More precisely, we prove that this algebra is polynomial
over the ring of modular forms. In the joint paper with V. Gritsenko [14] we
have proven the same result for the case of root systems Dn with 2 6 n 6 8,
and have explicitly constructed the generators of the corresponding alge-
bras. In this paper, we make use of these generators for the case of D4 and
provide the direct construction of generators for the case F4.
The paper is organized as follows. In §2 we give necessary definitions of
root systems, Jacobi forms, and their examples. In §3 we introduce notations
for the coefficients of Fourier expansions of Jacobi forms which are invariant
under the action of Weyl group. In §4 we state the main theorem of this
paper and construct the generators of the algebra of weak Jacobi forms for
F4. In §5 we prove that constructed forms are algebraically independent
over the ring of modular forms and generate the corresponding algebra of
weak Jacobi forms.
The author is grateful to O. Schwarzman for the original formulation of
the problem, helpful discussions of results and useful remarks to the paper,
and to V. Gritsenko for supervision and very stimulating conversations.
2 Definitions and constructions
2.1 Root systems
In this paper we deal with the root systems of Dn and F4 type. Let us define
them, following [15].
Definition 2.1. Let ε1, . . . , εn be the standard orthonormal basis of Z
n.
Then α1 = ε1 − ε2, . . . , αn−1 = εn−1 − εn and αn = εn−1 + εn form a basis
of the root system Dn and generate the lattice
Dn = {(x1, . . . , xn) ∈ Zn |
n∑
i=1
xi ≡ 0 mod 2}.
By definition, this lattice is even, that is for any vector λ ∈ Dn the
square of its length (λ, λ) ∈ 2Z.
Hereinafter, for simplicity, we use the same notation for the root system
Dn or F4 and for the corresponding lattice. It should be noted that it is
possible to define the root system Dn for n = 2. In this case we obtain the
reducible root system isomorphic to A1⊕A1, where A1 is the 1-dimensional
root system with the basis ε1 − ε2 ∈ R2, and the corresponding lattice is
A1 = {(x1, x2) ∈ Z2 |x1 + x2 = 0}.
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The Weyl group for Dn acts by permutations and by sign changes of
even number of coordinates of vectors λ = (x1, . . . , xn) ∈ Dn in the standard
basis.
Definition 2.2. The vectors α1 = ε1 − ε2, . . . , αn−1 = εn−1 − εn and αn =
2εn for n > 3 form a basis of the root system Cn. The lattice generated by
the root system Cn is the lattice Dn.
For n 6= 4 the Weyl group W (Cn) acts by permutations and by sign
changes of any number of coordinates of vectors belonging to Dn. This
group is also called the full orthogonal group O(Dn) of the lattice Dn; it
contains the Weyl group W (Dn) as a subgroup of index 2.
For n = 4 the Weyl group W (Cn) acts the same way. Following [14], we
denote it O′(D4), because it is not equal to the full orthogonal group O(D4),
and the exceptional root system F4 appears.
Definition 2.3. The vectors
α˜1 = ε2 − ε3, α˜2 = ε3 − ε4, α˜3 = ε4, α˜4 = 1
2
(ε1 − ε2 − ε3 − ε4)
form a basis of the root system F4. The lattice generated by this root system
is odd and contains the lattice D4 as a sublattice of index 2.
The Weyl group W (F4) corresponds to the full orthogonal group O(D4)
and it is equal to the semidirect product of the symmetric group S3 and the
Weyl group W (D4). The group W (F4) is generated by reflections in ±εi,
±εi ± εj and 12(±ε1 ± ε2 ± ε3 ± ε4).
Remark 2.1. Let L be a lattice with inner product (·, ·). Given an integer
m, we denote by L(m) the same lattice L, but with the inner productm(·, ·).
Example 2.1. By definition, the lattice A1 consists of vectors (x,−x) with
x ∈ Z. The square of the length of any such vector is equal to 2x2. Hence,
A1 ≃ Z(2). By Definition 2.1, Dn is a sublattice of Zn of index 2. Therefore,
Dn(2) < Z(2)
⊕n ≃ A⊕n1 .
Example 2.2. Let us consider the lattice F4(2). One can show by construct-
ing an explicit isomorphism that this lattice is isomorphic to the lattice D4
with standard inner product.
As it was mentioned above, the Weyl group W (F4) is the orthogonal
group of the lattice D4. Thus, there are the following correspondences be-
tween the root systems and the pairs (lattice, group)
D4 ↔ (D4,W (D4)), C4 ↔ (D4, O′(D4)), F4 ↔ (D4, O(D4)).
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2.2 Jacobi forms
For any positive definite lattice L one can introduce the notion of Jacobi
forms associated with this lattice.
Definition 2.4. Let L be a positive definite lattice with the inner product
(· , ·), let τ be a variable in the upper half-plane H and let z = (z1, . . . , zn) ∈
L⊗ C. Then a weak Jacobi form of weight k ∈ Z and index m ∈ Z for the
lattice L is a holomorphic function ϕk,m : H× (L ⊗ C) → C which satisfies
the functional equations
ϕk,m
(
aτ + b
cτ + d
,
z
cτ + d
)
= (cτ + d)kepiim
c(z,z)
cτ+dϕk,m(τ, z) for
(
a b
c d
) ∈ SL2(Z),
ϕk,m(τ, z + λτ + µ) = e
−2piim(λ, z)−piim(λ, λ)τϕk,m(τ, z) for all λ, µ ∈ L
and such that ϕk,m(τ, z) has a Fourier expansion
ϕk,m(τ, z) =
∑
l∈L∨
∑
n>0
a(n, l)qnζ l.
Hereinafter L∨ = {m ∈ L⊗Q | ∀l ∈ L : (m, l) ∈ Z} is the dual lattice of
L, q = e2piiτ , ζ l = e2pii(z, l) for all l from L or L∨.
The first condition is called the modular equation, the second one is
called the quasiperiodicity equation. The set of all weak Jacobi forms has
the natural structure of the bigraded ring
Jw∗,∗(L) =
⊕
k,m
Jwk,m(L).
Remark 2.2. If the function ϕk,m(τ, z) satisfies the quasiperiodicity and
the modular equations and has a Fourier expansion
ϕk,m(τ, z) =
∑
l∈L∨
∑
n
a(n, l)qnζ l
where a(n, l) 6= 0 ⇒ 2nm > (l, l), then it is called a holomorphic Jacobi
form. If, moreover, ϕk,m(τ, z) satisfies the stronger condition a(n, l) 6= 0 ⇒
2nm > (l, l), then it is called a cusp Jacobi form. By these definitions,
Jc∗,∗(L) ⊂ J∗,∗(L) ⊂ Jw∗,∗(L)
where Jc∗,∗(L) and J∗,∗(L) are the sets of cusp and holomorhic Jacobi forms,
respectively. Let us note here that the holomorphic Jacobi forms are often
called just Jacobi forms, after [16]. However, to avoid confusion, in this pa-
per we use the name Jacobi form only when we consider a form of general
type, that is when it does not matter whether this form is weak, or holo-
morhic or cusp. Also it should be noted that the main theorem 4.1 of this
paper does not apply to the cases of holomorphic and cusp Jacobi forms.
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Remark 2.3. Let ϕ(τ, z) be a Jacobi form of weight k and index m for the
lattice L. Then, by definitions, ϕ(τ, z) is also a Jacobi form of the same type
(weak, holomorhic or cusp), of weight k and of index 1 for the lattice L(m)
(see Remark 2.1).
Lemma 2.1. Let L be an odd positive definite lattice. Then the index of
any Jacobi form for this lattice is even.
Proof. Let us consider an arbitrary Jacobi form ϕk,m of weight k and index
m for L. After substitution of τ + 1 instead of τ in the quasiperiodicity
equation we obtain
ϕk,m(τ + 1, z+ λ(τ + 1) + µ) = e
−2piim(λ, z)−piim(λ, λ)(τ+1)ϕk,m(τ + 1, z).
The modular equation and the periodicity under shifts z 7→ z + λ give
ϕk,m(τ, z+ λτ + µ) = ϕk,m(τ, z+ λτ + (λ+ µ)) =
= e−2piim(λ, z)−piim(λ, λ)(τ+1)ϕk,m(τ, z) =
= e−piim(λ,λ)e−2piim(λ, z)−piim(λ, λ)τϕk,m(τ, z).
Comparing this equation with the quasiperiodicity equation we conclude
that m(λ, λ) ∈ 2Z for all λ ∈ L. Therefore, all Jacobi forms for the odd
lattice L have even indices. Or, equivalently, as it follows from Remark 2.3,
it is possible to consider Jacobi forms of an arbitrary integer weight, but for
the even lattice L(2).
Definition 2.5. Let G be a subgroup of the full orthogonal group O(L) of
the positive definite lattice L. The Jacobi form ϕk,m(τ, z) for this lattice is
called a G-invariant Jacobi form if for all g ∈ G
ϕk,m(τ, g(z)) = ϕk,m(τ, z).
In this paper we consider weak G-invariant Jacobi forms for positive
definite lattices. We denote the bigraded algebra of the corresponding forms
Jw,G∗,∗ (L) =
⊕
k,m
Jw,Gk,m (L).
Our main goal is to prove that the algebra of weak W (F4)-invariant Jacobi
forms is polynomial. As it was mentioned above the lattice F4 is odd. Hence,
by Lemma 2.1, we consider Jacobi forms for the lattice F4(2). However, by
Example 2.2,
Jw,W∗,∗ (F4(2)) ≃ Jw,O∗,∗ (D4).
Therefore, we study the structure of the algebra of weak O(D4)-invariant
Jacobi forms.
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Any O(D4)-invariant Jacobi form is W (D4)-invariant because W (D4) is
a subgroup of O(D4). So, the generators of J
w,O
∗,∗ (D4) are W (F4)/W (D4) ≃
S3-invariant polynomials in generators of the algebra of weakW (D4)-invariant
Jacobi forms (the other conditions of Definition 2.4 are satisfied automati-
cally).
2.3 Examples of Jacobi forms
In this section we give the main examples of Jacobi forms and, following
[14], generators of Jw,W∗,∗ (D4).
Example 2.3. One of the most important functions in the theory of Jacobi
forms is the odd Jacobi theta-function (see e.g. [17]):
ϑ(τ, z) = −iϑ11(τ, z) = q
1
8
∑
n∈Z
(−1)nq n(n+1)2 ζn+ 12 =
= −q 18 ζ− 12
∞∏
n=1
(1− qn−1ζ)(1− qnζ−1)(1− qn).
Formally, ϑ(τ, z) is not a Jacobi form (if we consider forms of integer weight
and without characters), because
ϑ(τ, z + λτ + µ) = (−1)λ+µe−pii(λ2τ+2λz)ϑ(τ, z), λ, µ ∈ Z,
ϑ
(−1
τ
,
z
τ
)
= −i
√
iτepii
z2
τ ϑ(τ, z).
However, combining it with the Dedekind η-function
η(τ) = q
1
24
∏
n>1
(1− qn)
one can construct many examples of Jacobi forms. For example, the weak
Jacobi form of weight −2 and index 1 from [16] can be represented as
φ−2,1(τ, z) =
ϑ(τ, z)ϑ(τ,−z)
η6(τ)
= (ζ − 2 + ζ−1) + q · (. . .) ∈ Jw,W−2,1 (A1),
because A1 ≃ Z(2), and the Weyl group acts on A1 by the sign changes (see
Remark 2.1).
Definition 2.6. Another method to construct Jacobi forms is a modular
differential operator. More precisely, it is the operator Hk acting on Jacobi
forms of weight k and index m for a lattice L of rank n0 with the inner
product (·, ·) by
H
(L)
k (ϕk,m)(τ, z) =
6
=
1
2pii
∂ϕk,m
∂τ
(τ, z)+
1
8pi2m
(
∂
∂z
,
∂
∂z
)
ϕk,m(τ, z)+ (2k−n0)G2(τ)ϕk,m(τ, z) =
=
∞∑
n=0
∑
l∈L∨
(
n− 1
2m
(l, l)
)
a(n, l)qnζ l + (2k − n0)G2(τ)ϕk,m(τ, z),
where G2(τ) = − 124 +
∑
n>1 σ(n)q
n is the quasimodular Eisenstein series of
weight 2 and
σk(n) =
∑
d|n
dk.
One can check that this operator transforms weak (holomorphic, cusp)
Jacobi forms of weight k and index m into weak (holomorphic, cusp) Jacobi
forms of weight k + 2 and the same index m. For details see [18].
Example 2.4. Using this operator one can construct the weak Jacobi form
of weight 0 and index 1 from [16]:
φ0,1(τ, z) = H
A1
−2(φ−2,1(τ, z)) = (ζ + 10 + ζ
−1) + q · (. . .) ∈ Jw,W0,1 (A1).
As it was proven in [16],
Jw,W∗,∗ (A1) =M∗[φ0,1, φ−2,1],
where
M∗ =
⊕
k>0
M2k(SL2(Z)) = C[E4, E6]
is a ring of modular forms. This ring is generated by two Eisenstein series
E4(τ) = 1 + 240
∑
n>1
σ3(n)q
n, E6(τ) = 1− 504
∑
n>1
σ5(n)q
n. (1)
Example 2.5. Let ϕ1(τ, z1) be a weak Jacobi form of weight k1 and index
m for the lattice L1, and let ϕ2(τ, z2) be a weak Jacobi form of weight k2
and the same index m for the lattice L2. Then for the lattice L = L1 ⊕ L2
(here we consider the orthogonal sum of the lattices) the form
ϕ(τ, z) = ϕ1(τ, z1)ϕ2(τ, z2)
is a weak Jacobi form of weight k1 + k2 and index m. The averaging over a
subgroup G of the O(L) group gives G-invariant Jacobi forms.
For example, if L = A⊕n1 , then for any k the form
ϕL−2k,1 =
1
k!(n − k)!
∑
σ∈Sn
φ−2,1(τ, zσ(1)) . . . φ−2,1(τ, zσ(k))×
× φ0,1(τ, zσ(k+1)) . . . φ0,1(τ, zσ(n))
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is a weak Jacobi form of weight −2k and index 1 for (A1)⊕n. Here φ−2,1
and φ0,1 are the same as in Examples 2.3 and 2.4. By Remark 2.1, all
such forms ϕL−2k,1 are weak O(Dn)-invariant (or O
′(D4)-invariant, if n = 4)
Jacobi forms of weight −2k and index 2.
The case of holomorphic or cusp Jacobi forms is practically the same,
but we do not consider it in this paper.
Example 2.6. In [19, Example 1.8], the functions
ϑD4(τ, z) = ϑ(τ, z1) · . . . · ϑ(τ, z4),
ϑ
(2)
D4
(τ, z) = ϑ
(
τ,
−z1 + z2 + z3 + z4
2
)
ϑ
(
τ,
z1 − z2 + z3 + z4
2
)
×
×ϑ
(
τ,
z1 + z2 − z3 + z4
2
)
ϑ
(
τ,
z1 + z2 + z3 − z4
2
)
,
ϑ
(3)
D4
(τ, z) = ϑ
(
τ,
z1 + z2 + z3 + z4
2
)
ϑ
(
τ,
z1 − z2 − z3 + z4
2
)
×
×ϑ
(
τ,
z1 + z2 − z3 − z4
2
)
ϑ
(
τ,
z1 − z2 + z3 − z4
2
)
have been introduced for the lattice D4. These functions are not Jacobi
forms in the sense of Definition 2.4, because they transform with some mul-
tiplicative characters under the action of SL2(Z) and the shifts by elements
of the lattice D4. However, like in Example 2.3, the use of suitable power of
the Dedekind η-function makes possible to get rid of these characters and
to obtain weak W (D4)-invariant Jacobi forms of weight −4 and index 1:
ω−4,1(τ, z) =
ϑD4(τ, z)
η12(τ)
=
ϑ(τ, z1) · . . . · ϑ(τ, z4)
η12(τ)
,
ϕ
(2)
−4,1(τ, z) =
ϑ(2)(τ, z)
η12(τ)
and ϕ
(3)
−4,1(τ, z) =
ϑ(3)(τ, z)
η12(τ)
.
The form ω−4,1 vanishes at each zi ∈ Z ⊕ Zτ . Also this form is anti-
invariant under sign changes of odd number of z-coordinates. The other
two forms are neither invariant nor anti-invariant, but one can check that
ω−4,1 = ϕ
(2)
−4,1 + ϕ
(3)
−4,1, and that ϕ−4,1 = ϕ
(2)
−4,1 − ϕ(3)−4,1 is invariant under
such transformations.
Remark 2.4. By analogy with construction of ω−4,1(τ, z), for any lattice
Dn the form
ω−n,1(τ, z) =
ϑ(τ, z1) · . . . · ϑ(τ, zn)
η3n(τ)
is a weak Jacobi form of weight −n and index 1, which is anti-invariant
under sign changes of odd number of z-coordinates, and its divisor consists
of zi ∈ Z⊕ Zτ .
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In [14], the author of this paper and V. Gritsenko proved that set of all
W (Dn)-invariant weak Jacobi forms for the lattice Dn with 3 6 n 6 8 has
the structure of a polynomial algebra with n+1 generators over the ring of
modular forms. Moreover, these generators were constructed in an explicit
way. Here we need this result only in the case n = 4.
Theorem 2.1. The bigraded algebra of weak W (D4)-invariant Jacobi forms
for the lattice D4 is polynomial
Jw,W∗,∗ (D4) =M∗[ϕ0,1, ϕ−2,1, ϕ−4,1, ϕ−6,2, ω−4,1].
The form ω−4,1 is anti-invariant under sign changes of odd number of z-
coordinates, and the other forms are invariant. Moreover,
Jw,W∗,∗ (D3) =M∗
[
ϕ0,1
∣∣∣∣
z4=0
, ϕ−2,1
∣∣∣∣
z4=0
, ϕ−4,1
∣∣∣∣
z4=0
, ω−3,1
]
.
The forms ϕ−4,1 and ω−4,1 here are exactly the same as in Example 2.6.
Construction of ϕ−6,2 is described in Example 2.5. Let us note that for the
lattice D4 the images of both ϕ−4,1 and ω−4,1 under the differential operator
H−4 are identically equal to zero (by direct computation). However, for Dn
with n 6= 4
H−4(ϕ−4,1) = ϕ−2,1 6= 0,
while H−4(ω−4,1) is still equal to zero; the form ϕ−2,1 6= 0 for D4 can be
obtained from ϕ−2,1 for Dn with n > 4 by restriction on D4 (for details see
[14]). The last form ϕ0,1 can be obtained, for example, as
ϕ0,1 = 4H−2(ϕ−2,1) +
1
3
E4ϕ−4,1.
We add the last summand here because of some technical details (see [14]).
Remark 2.5. In further constructions we also use representation of ϕ−4,1
and ω−4,1 in terms of ϕ
(2)
−4,1 and ϕ
(3)
−4,1. Let us note that the transformation
between these two pairs of forms is invertible. So, the form ϕ ∈ Jw,W∗,∗ (D4)
can also be uniquely represented as a polynomial in ϕ0,1, ϕ−2,1, ϕ
(2)
−4,1, ϕ−6,2
and ϕ
(3)
−4,1.
3 Invariant Fourier coefficients
As it was mentioned in Definition 2.4, a weak Jacobi form has a Fourier
expansion of the following type:
ϕ(τ, z) =
∑
l∈L∨
∑
n>0
a(n, l)qnζ l.
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Let L be a lattice generated by a root system. Its Weyl group acts on
elements of L and L∨. So, if any two vectors l1 and l2 belong to the same
orbit under the action of the Weyl group, then any W (L)-invariant Jacobi
form satisfies a(n, l1) = a(n, l2). Consequently, each q
n-coefficient can be
represented as a sum of W (L)-invariant polynomials in ζ l. For the lattice
D4 we introduce the following polynomials:
Q0 = 1 corresponding to the orbit of 0,
P1 =
4∑
j=1
(ζj + ζ
−1
j ) corresponding to the orbits of ε1 and − ε1,
P+4
4
=
∑
{even number of +}
ζ
± 1
2
1 ζ
± 1
2
2 ζ
± 1
2
3 ζ
± 1
2
4 for the orbit of
1
2
(ε1+ε2+ε3+ε4),
P−4
4
=
∑
{odd number of +}
ζ
± 1
2
1 ζ
± 1
2
2 ζ
± 1
2
3 ζ
± 1
2
4 for the orbit of
1
2
(ε1+ε2+ε3−ε4),
P 4
4
= P+4
4
+ P−4
4
,
Q2 =
∑
16i<j64
ζ±1i ζ
±1
j for the orbit of roots ± ε1 ± ε2,
P3 =
∑
16i<j<k64
ζ±1i ζ
±1
j ζ
±1
k for the orbit of elements of the type ±ε1±ε2±ε3,
Q14 =
∑
16i<j<k<l64
ζ±1i ζ
±1
j ζ
±1
k ζ
±1
l for the orbit of elements of the type
4∑
i=1
±εi,
Q24 =
4∑
j=1
(ζ2j + ζ
−2
j ) corresponding to the orbits of 2ε1 and − 2ε1,
Q4 = Q
1
4 +Q
2
4,
P 12
4
sum over the orbits of elements of the type
1
2
(±3ε1 ± ε2 ± ε3 ± ε4),
1
2
(±ε1 ± 3ε2 ± ε3 ± ε4), 1
2
(±ε1 ± ε2 ± 3ε3 ± ε4), 1
2
(±ε1 ± ε2 ± ε3 ± 3ε4).
Remark 3.1. Following the tradition, Q corresponds to the orbits of ele-
ments belonging to the lattice and P corresponds to the orbits of the weight
vectors. The subscripts of P and Q are equal to the length of each element
of the orbit. We use different subscripts for polynomials P1 and P 4
4
which
represent different orbits. This separation is correct because in the general
case of the lattice Dn the dual lattice D
∨
n contains the vector
1
2(ε1+ . . .+εn)
of the length n4 . The notations P3 and P 124
are similar. In the case of Q14 and
Q24 this way to distinguish the orbits does not work, and we use superscripts
instead.
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One can prove by direct computation the following representations of
generators of the algebra of weak W (D4)-invariant Jacobi forms, using their
explicit construction from Theorem 2.1:
ϕ0,1 = 32Q0 + P 4
4
+ q · (. . .),
ϕ−2,1 = 24Q0 − P1 − P 4
4
+ q · (. . .),
ϕ−4,1 = −2P1 + P 4
4
+ q · (. . .),
ω−4,1 = P
+
4
4
− P−4
4
+ q · (. . .),
ϕ−6,2 = −320Q0 + 112P1 − 32Q2 + 4P3 + 4Q14 + q · (. . .).
Also, it follows from the Example 2.6 that
ϕ
(2)
−4,1 = −P1 + P+4
4
+ q · (. . .);
ϕ
(3)
−4,1 = P1 − P−4
4
+ q · (. . .).
Remark 3.2. The polynomials Q24 and P 12
4
defined above are not contained
in q0-coefficients of W (D4)-invariant Jacobi forms, but they appear below
in the construction of O(D4)-invariant generators.
4 Construction of generators
We mark weak Jacobi forms for the lattice F4(2) (that is, O(D4)-invariant
forms) with the superscript F4. However, to shorten notation we omit this
label for W (D4)-invariant Jacobi forms. The main result of the paper is the
following theorem.
Theorem 4.1. The ring of weak Jacobi forms of even index for the lattice
F4, which are invariant under the action of the Weyl group W (F4), has a
structure of a polynomial algebra over the ring of modular forms. Namely,
Jw,W∗,2∗ (F4) ≃ Jw,W∗,∗ (F4(2)) =M∗[ϕF40,1, ϕF4−2,1, ϕF4−6,2, ϕF4−8,2, ϕF4−12,3] ≃ Jw,O∗,∗ (D4).
Remark 4.1. A first idea of the proof is to construct the generators of
the algebra of weak W (F4)-invariant Jacobi forms as the averages of the
generators of Jw,W∗,∗ (D4) over the group W (F4)/W (D4) ≃ S3. However, a
straightforward computation proves that the average of the form ϕ−4,1 is
identically equal to zero, and this is a stumbling block in the construction,
because this form is central in the case of the lattice D4. Nevertheless, we
construct generators of Jw,W∗,∗ (F4) by use of generators of J
w,W
∗,∗ (D4), but this
construction is a little bit tricky than averaging over S3.
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The Weyl group W (F4) is generated by reflections in ±εi ± εj , ±εi and
1
2(±ε1±ε2±ε3±ε4), while the Weyl groupW (D4) is generated by reflections
only in ±εi ± εj . Suppose that we have constructed generators in the case
of the lattice F4. Let us choose one representative of each type of vectors
±εi (this corresponds to the sign changes of any number of z-coordinates),
1
2(±ε1 ± ε2 ± ε3 ± ε4) with odd number of +, 12(±ε1 ± ε2 ± ε3 ± ε4) with
even number of +, and call reflections in them by f , g, h, respectively.
Because of W (D4)-invariance of generators for D4 it is enough to check that
constructed generators for F4 are invariant under these reflections.
Statement 1. The reflections f , g and h act on polynomials P1, P
+
4
4
and
P−4
4
as follows:
f : P−4
4
7→ P+4
4
, P+4
4
7→ P−4
4
P1 7→ P1;
g : P−4
4
7→ P1, P+4
4
7→ P+4
4
, P1 7→ P−4
4
;
h : P−4
4
7→ P−4
4
, P+4
4
7→ P1, P1 7→ P+4
4
.
Proof. Direct calculation.
Statement 2. The reflections f , g and h act on Jacobi forms ϕ
(2)
−4,1 and
ϕ
(3)
−4,1 as follows:
f : ϕ
(2)
−4,1 7→ −ϕ(3)−4,1, ϕ(3)−4,1 7→ −ϕ(2)−4,1;
g : ϕ
(2)
−4,1 7→ ϕ(2)−4,1 + ϕ(3)−4,1, ϕ(3)−4,1 7→ −ϕ(3)−4,1;
h : ϕ
(2)
−4,1 7→ −ϕ(2)−4,1, ϕ(3)−4,1 7→ ϕ(2)−4,1 + ϕ(3)−4,1.
Proof. Like in the previous statement, the proof amounts to a direct calcu-
lation due to the explicit expressions of the Jacobi forms ϕ
(2)
−4,1 and ϕ
(3)
−4,1 in
terms of ϑ(2) and ϑ(3) given in Example 2.6.
4.1 Construction of ϕF4−12,3 and ϕ
F4
−8,2
As it was mentioned in Definition 2.3, the Weyl group W (F4) is the semidi-
rect product of W (D4) and S3. Realization of the involutions f , g and h as
transpositions in S3 defines the following matrix representation of S3:
f =
(
0 −1
−1 0
)
, g =
(
1 1
0 −1
)
, h =
(−1 0
1 1
)
.
Hence, by the Chevalley theorem over C (see e.g. [15, V, §5]), the subalgebra
of invariants of algebra of polynomials in ϕ
(2)
−4,1 and ϕ
(3)
−4,1 is freely generated
12
by two polynomials of degrees 2 and 3, respectively. These polynomials are
weak W (F4)-invariant Jacobi forms ϕ
F4
−12,3 and ϕ
F4
−8,2 automatically. Let us
find them.
The form ϕF4−12,3 is equal to
P (ϕ
(2)
−4,1, ϕ
(3)
−4,1) = a(ϕ
(2)
−4,1)
3 + b(ϕ
(2)
−4,1)
2ϕ
(3)
−4,1 + cϕ
(2)
−4,1(ϕ
(3)
−4,1)
2 + d(ϕ
(3)
−4,1)
3
with some complex coefficients, due to the weight and index considerations.
A direct calculation of S3 action shows that up to a constant factor there is
only one such invariant Jacobi form:
2ϕF4−12,3 = 2(ϕ
(2)
−4,1)
3 + 3(ϕ
(2)
−4,1)
2ϕ
(3)
−4,1 − 3ϕ(2)−4,1(ϕ(3)−4,1)2 − 2(ϕ(3)−4,1)3.
Using the fact that ϕ−4,1 = ϕ
(2)
−4,1 − ϕ(3)−4,1 and ω−4,1 = ϕ(2)−4,1 + ϕ(3)−4,1, we
obtain
8ϕF4−12,3 = 9ϕ−4,1ω
2
−4,1 − ϕ3−4,1 = ϕ−4,1(9ω2−4,1 − ϕ2−4,1).
As for ϕF4−8,2, it can be written as
Q(ϕ
(2)
−4,1, ϕ
(3)
−4,1) = a(ϕ
(2)
−4,1)
2 + bϕ
(2)
−4,1ϕ
(3)
−4,1 + c(ϕ
(3)
−4,1)
2
with complex coefficients. Again, a direct calculation proves that up to a
constant factor there is only one invariant form
ϕF4−8,2 = (ϕ
(2)
−4,1)
2 + ϕ
(2)
−4,1ϕ
(3)
−4,1 + (ϕ
(3)
−4,1)
2.
Using the fact that ϕ−4,1 = ϕ
(2)
−4,1−ϕ(3)−4,1 and ω−4,1 = ϕ(2)−4,1 +ϕ(3)−4,1, we get
4ϕF4−8,2 = 3ω
2
−4,1 + ϕ
2
−4,1.
4.2 Products of some invariant polynomials
For the further computations we need to find the q0-terms of all W (D4)-
invariant forms of index 2. The q0-term of ϕ−6,2 is known and the q
0-terms of
generators of index 1 are linear combinations of Q0, P1, P
+
4
4
and P−4
4
. Hence,
we need to calculate the pairwise products of these four polynomials, with
the exception that we do not need to know P1 · P+4
4
and P1 · P−4
4
separately,
only their sum P1 · P 4
4
is required. Obviously, the multiplication by Q0 is
trivial. The other products are the following:
(P+4
4
)2 = 8Q0 + 2Q2 +Q
1,+
4 ,
(P−4
4
)2 = 8Q0 + 2Q2 +Q
1,−
4 ,
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where Q1,−4 and Q
1,+
4 correspond to the summands with odd and even num-
ber of + signs, respectively,
P−4
4
· P+4
4
= 4P1 + P3,
(P1)
2 = 8Q0 + 2Q2 +Q
2
4,
P1 · P 4
4
= 4P 4
4
+ P 12
4
.
Using all these formulas we obtain all pairwise products of generators of
index 1 for D4.
4.3 Construction of ϕF4−6,2
In the case of the lattice F4 the differential operator Hk acts on the Jacobi
form ϕF4k,m =
∑∞
n=0
∑
l∈F4
a(n, l)qnζ l by
Hk(ϕ
F4
k,m) =
∞∑
n=0
∑
l∈F4
(
n− 1
2m
(l, l)
)
a(n, l)qnζ l + (2k − 4)G2ϕF4k,m.
Let us apply the differential operator H−8 to the constructed Jacobi form
ϕF4−8,2. By use of the above pairwise products we obtain
ϕF4−8,2 =
3ω2−4,1 + ϕ
2
−4,1
4
= 24Q0−4P1−4P 4
4
+6Q2−P3−P 12
4
+Q4+q ·(. . .).
Hence, as one can calculate,
12H−8(ϕ
F4
−8,2) = 240Q0−28P1−28P 4
4
+24Q2−P3−P 12
4
−2Q4+q ·(. . .) 6= 0,
and we may choose this form as ϕF4−6,2. Let us express this form in terms of
the generators of Jw,W∗,∗ (D4). As we know,
Jw,W−6,2 (D4) = 〈ϕ−6,2;ϕ−2,1ϕ−4,1;ϕ−2,1ω−4,1〉.
However, the form ϕ−2,1ω−4,1 is anti-invariant under the odd number of sign
changes of z-coordinates. Thus,
ϕF4−6,2 = aϕ−6,2 + bϕ−2,1ϕ−4,1.
We know that
ϕ−6,2 = −320Q0 + 112P1 − 32Q2 + 4P3 + 4Q14 + q · (. . .);
ϕ−2,1ϕ−4,1 = (24Q0 − P1 − P 4
4
)(−2P1 + P 4
4
) + q · (. . .) =
= −56P1 + 28P 4
4
− 2P3 + P 12
4
−Q14 + 2Q24.
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Therefore,
240Q0 − 28P1 − 28P 4
4
+ 24Q2 − P3 − P 12
4
− 2Q4 =
a(−320Q0+112P1−32Q2+4P3+4Q14)−b(56P1−28P 4
4
+2P3−P 12
4
+Q14−2Q24),
and a = −34 , b = −1. As a result, we obtain
−4ϕF4−6,2 = 3ϕ−6,2 + 4ϕ−2,1ϕ−4,1.
4.4 Construction of ϕF4−2,1
Similar to the previous case, let us apply the differential operator H−6 to
ϕF4−6,2. We get
H−6(ϕ
F4
−6,2) =
=
1
12
(
1920Q0 − 140P1 − 140P 4
4
+ 48Q2 + P3 + P 12
4
+ 8Q4 + q · (. . .)
)
.
However, in this case
Jw,W−4,2 (D4) = 〈E4ϕ2−4,1;E4ω2−4,1;ϕ2−2,1;ϕ0,1ϕ−4,1;ϕ0,1ω−4,1〉.
The latter Jacobi form is not invariant under the odd number of sign changes
of z-coordinates. So, it does not appear in the expression of H−6(ϕ
F4
−6,2) as
a linear combination of Jacobi forms of weight −4 and index 2 for D4. Let
us calculate q0-term of other forms. By use of the pairwise products from
Section 4.2, we obtain
E4ω
2
−4,1 = 16Q0 − 8P1 + 4Q2 − 2P3 +Q14;
E4ϕ
2
−4,1 = 48Q0 + 8P1 − 16P 4
4
+ 12Q2 + 2P3 − 4P 12
4
+Q14 + 4Q
2
4;
ϕ2−2,1 = 600Q0 − 40P1 − 40P 4
4
+ 6Q2 + 2P3 + 2P 12
3
+Q4;
ϕ−4,1ϕ0,1 = 16Q0 − 56P1 − 40P 4
4
+ 4Q2 + 2P3 − 2P 12
4
+Q14.
Suppose that H−6(ϕ
F4
−6,2) = aE4ω
2
−4,1+bE4ϕ
2
−4,1+cϕ
2
−2,1+dϕ0,1ϕ−4,1. Then
we get a system of linear equations, which has the unique solution a = 154 ,
b = 34 , c = 3, d = 0. Hence,
H−6(ϕ
F4
−6,2) =
15
4
E4ω
2
−4,1 +
3
4
E4ϕ
2
−4,1 + 3ϕ
2
−2,1 =
=
5
4
(3E4ω
2
−4,1 + E4ϕ
2
−4,1 + 3ϕ
2
−2,1).
By subtracting
H−6(ϕ
F4
−6,2)− 5E4ϕF4−8,2 = H−6(ϕF4−6,2)−
5
4
(3E4ω
2
−4,1 + E4ϕ
2
−4,1),
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we obtain that 0 6= ϕ2−2,1 ∈ Jw,W−4,2 (F4).
Let us prove now that ϕ−2,1 is W (F4)-invariant. By construction it is
invariant under the action of W (D4) and any number of sign changes of z-
coordinates. So, we only need to check invariance under reflections in roots
of type 12(±ε1 ± ε2 ± ε3 ± ε4). Because of invariance of ϕ2−2,1 under this
transformations, the form ϕ−2,1 is invariant or anti-invariant. However, the
q0-term of ϕ−2,1 is equal to 24Q0 − P1 − P 4
4
, and it is W (F4)-invariant by
Statement 1. Therefore ϕ−2,1 is W (F4)-invariant.
4.5 Construction of ϕF40,1
Finally, the form of weight 0 and index 1 can be obtained as
ϕF40,1 = 6H−2(ϕ
F4
−2,1) = 48Q0 + P1 + P 4
4
+ q · (. . .).
As we know, any Jacobi form of weight 0 and index 1 which is invariant
under any number of sign changes of z-coordinates is a linear combination
of ϕ0,1 and E4ϕ−4,1. Therefore, by comparing the coefficients we obtain the
representation
2ϕF40,1 = 3ϕ0,1 −E4ϕ−4,1.
5 Algebraic independence and sufficiency of the
constructed Jacobi forms
Now let us prove that the constructed Jacobi forms for the lattice F4 are
indeed generators of the algebra of weak W (F4)-invariant Jacobi forms.
Lemma 5.1. Jacobi forms ϕF40,1, ϕ
F4
−2,1, ϕ
F4
−6,2, ϕ
F4
−8,2 and ϕ
F4
−12,3 are alge-
braically independent over the ring of modular forms.
Proof. Let us recall the expressions of these forms in terms of generators of
the algebra of weak W (D4)-invariant Jacobi forms:
2ϕF40,1 = 3ϕ0,1 −E4ϕ−4,1,
ϕF4−2,1 = ϕ−2,1,
−4ϕF4−6,2 = 3ϕ−6,2 + 4ϕ−2,1ϕ−4,1,
4ϕF4−8,2 = 3ω
2
−4,1 + ϕ
2
−4,1,
8ϕF4−12,3 = ϕ−4,1(9ω
2
−4,1 − ϕ2−4,1).
Suppose that these forms are algebraically dependent. Then
U(ϕF40,1, ϕ
F4
−2,1, ϕ
F4
−6,2, ϕ
F4
−8,2, ϕ
F4
−12,3)
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for some polynomial U over the ring of modular forms. Consider its mono-
mials containing the maximal degree k of the form ϕF40,1. Their sum is equal
to
(ϕF40,1)
kU1(ϕ
F4
−2,1, ϕ
F4
−6,2, ϕ
F4
−8,2, ϕ
F4
−12,3)
for some polynomial U1. Now let us set ϕ
F4
0,1 =
3
2ϕ0,1 − 12E4ϕ−4,1. Then the
polynomial U ≡ 0 can be written as
ϕk0,1U1(ϕ
F4
−2,1, ϕ
F4
−6,2, ϕ
F4
−8,2, ϕ
F4
−12,3)+ϕ
k−1
0,1 U2(ϕ
F4
−2,1, ϕ
F4
−6,2, ϕ
F4
−8,2, ϕ
F4
−12,3)+. . . .
Considering this relation as relation for D4 we obtain that U1 = 0. Hence,
U does not depend on ϕF40,1, because of maximality of k.
The same argument shows that U does not depend on ϕF4−6,2, because the
Jacobi form ϕ−6,2 does not appear in expression of other forms in terms of
generators for D4. Then the same argument shows that U does not depend
on ϕF4−2,1.
Thus we need only to check that ϕF4−8,2 and ϕ
F4
−12,3 are algebraically in-
dependent over the ring of modular forms. Suppose the contrary. Then
U(ϕF4−8,2, ϕ
F4
−12,3) ≡ 0. Consider the explicit formulas for these forms in
terms of ϕ−4,1 and ω−4,1, which were obtained in §4.1. Setting z4 = 0 we
get the non-trivial relation on ϕD3−4,1 = ϕ−4,1
∣∣∣∣
z4=0
for the lattice D3, because
ω−4,1
∣∣∣∣
z4=0
= 0. And this is a contradiction to Theorem 2.1.
Lemma 5.2. Any weak W (D4)-invariant Jacobi forms is a polynomial in
ϕF40,1, ϕ
F4
−2,1, ϕ
F4
−6,2, ϕ
F4
−8,2 and ϕ
F4
−12,3 over the ring of modular forms.
Proof. Consider an arbitrary Jacobi form Φk,m ∈ Jw,W∗,∗ (F4). As we know,
this form can be expressed as a polynomial in generators of Jw,W∗,∗ (D4). Thus,
for some polynomial U over C
Φk,m = U(E4, E6, ϕ0,1, ϕ−2,1, ϕ−4,1, ϕ−6,2, ω−4,1).
Let us substitute into U the expressions
ϕ0,1 =
2ϕF40,1 + E4ϕ−4,1
3
,
ϕ−6,2 =
ϕF4−6,2 − 4ϕ−2,1ϕ−4,1
3
.
Then we obtain that Φk,m equals∑
α=(n1,n2,n3,n4,n5)
aαUα(ϕ−4,1, ω−4,1)E
n1
4 E
n2
6 (ϕ
F4
0,1)
n3(ϕF4−2,1)
n4(ϕF4−6,2)
n5 ,
17
where α is a multi-index, aα are complex numbers, Uα is a polynomial in
ϕ−4,1 and ω−4,1 over C. This representation is correct since ϕ
F4
−2,1 = ϕ−2,1.
By construction, each form
En14 E
n2
6 (ϕ
F4
0,1)
n3(ϕF4−2,1)
n4(ϕF4−6,2)
n5
is invariant under the action of W (F4). Hence, all Uα are also invariant.
Then each of them is a polynomial in ϕF4−8,2 and ϕ
F4
−12,3, as it has been
noticed in §4.1.
Lemma 5.1 and Lemma 5.2 together complete the proof of Theorem 4.1.
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