This paper primarily presents numerical results for the Anderson accelerated Newton method on a set of benchmark problems. The results demonstrate superlinear convergence to solutions of both degenerate and nondegenerate problems. The convergence for nondegenerate problems is also justified theoretically. For degenerate problems, those whose Jacobians are singular at a solution, the domain of convergence is studied. It is observed in that setting that Newton-Anderson has a domain of convergence similar to Newton, but it may be attracted to a different solution than Newton if the problems are slightly perturbed.
Introduction
The purpose of this paper is to present some standard benchmark tests, including both degenerate and nondegenerate problems, for Anderson acceleration applied to Newton iterations, referred to as the Newton-Anderson method. The motivation behind studying this method stems from the results of [1] , where it was shown how Anderson acceleration can locally improve the convergence rate of linearly converging fixed-point iterations for nondegenerate problems, and from the numerical results of [2] , where Anderson acceleration applied to Newton's method was demonstrated to allow convergence for a finite element discretization of the steady Navier-Stokes equations with a Reynold's number high enough to cause standard Newton iterations to diverge. In that setting, the convergence history for Newton-Anderson was similar to that of a damped Newton method.
A further investigation in [3] proved that in one dimension, Anderson(1), Anderson acceleration with an algorithmic depth of m = 1, applied to Newton provides higher order (superlinear) convergence to nonsimple roots of scalar equations. Newton alone is known to only provide linear convergence for such problems [4, Chapter 6] , at the rate 1 − 1/p, where p is the multiplicity of the root. Generalizing to higher dimensions, it is reasonable to ask whether Newton-Anderson also provides superlinear convergence for degenerate systems: those whose Jacobians are singular at a solution. The convergence of Newton's method for such systems has been shown to be locally linear, in the intersection of a ball and a star-shaped domain about the solution [5, 6] . The numerical results in subsection 2.2 indicate that Newton-Anderson can provide such locally superlinear convergence, and that an algorithmic depth of m = 1 can be sufficient to accomplish this.
Results for the first accelerated Newton method of [7] , which has been shown both theoretically and numerically to provide superlinear convergence for degenerate problems [7, 8, 9] , are shown alongside Newton and Newton-Anderson. This method, which can be viewed either as a predictor-corrector or an extrapolation method applied to every other iteration, is similar in form to Anderson(1) (particularly when considered from the extrapolation viewpoint), but has convergence properties that are sensitive to the tuning of two parameters. This method will be referred to as accelerated-Newton (or KS-acc. N., in the tables of results). The advantage of Newton-Anderson (1) , is that, to the present authors' knowledge, there is not a robust method of determining a priori the two parameters, C > 0 (C ∈ R as originally presented in [7] ) and α ∈ (0, 1), of the accelerated-Newton method. A brief discussion of convergence theory for Newton-Anderson in the nondegenerate setting is included in subsection 1.1. The analysis of the convergence properties of Newton-Anderson however, particularly in the degenerate setting, remains pending.
In Section 2, the Newton-Anderson method is first tested on problems from the standard benchmark problem set of [10] to identify further problem classes on which Newton-Anderson is either advantageous or disadvantageous; and, to identify problems or problem classes where Newton-Anderson(m), with m > 1, is preferable to Newton-Anderson (1) . The only problem identified from this set that falls in the last category is the Powell badly scaled function. Another such example designed to demonstrate that there exist problems where depth m > 1 is preferred is (19) shown in subsection 2.2. That degenerate problem was purposely designed to demonstrate Newton-Anderson(m) converging at at iterate x m+1 , for a problem f (x) = 0, of the form
Next, the iterative schemes tested on the problems of sections 2 and 3 are specified. Each one is given below in terms of a uniform damping parameter β ∈ (0, 1], as is standard practice for all but Algorithm 4. Damping (β 1) was only used here for one problem, the Brown almost-linear function on R n , with n = 20. In that case the damping factor β = 0.8 improved the convergence of all methods tested.
Algorithm 3 (Newton-Anderson(m) from [11] ). Set β ∈ (0, 1] and m ≥ 0. Choose
Algorithm 4 (Accelerated Newton from Theorem 1.3 of [7] ). Set β ∈ (0, 1] and parameters C > 0 and α ∈ (0, 1). Choose x 0 . For k = 1, 2, . . .
In accordance with [12] , results are shown for Algorithm 4 with parameter choices C = 1 and α = 0.9. In the cases where the iteration with those parameters failed to converge, results are additionally shown with parameters C = 0.35 and α = 0.1. In [7] , where Algorithm 4 is introduced, the given parameter range for C is R; however, C > 0 appears to be standard in presented demonstrations of the method [7, 8, 9, 12] , and C ≤ 0 is not considered here.
If the norm · used in the optimization step of Algorithm 3 is induced by an inner product ( ·, · ), Algorithm 3 reduces to Algorithm 2, for m = 1 (and reduces to Algorithm 1, for m = 0). See [13, 14] for the equivalence of this form of the Anderson algorithm to that originally stated in [11] , and [15] for a results on optimization in norms not induced by inner products. Throughout the remainder, the norm · will denote the l 2 norm over R n .
Convergence theory
Convergence and acceleration theory for Anderson acceleration applied to fixed-point iterations has been recently been studied under assumptions that the underlying fixed-point operator is contractive (linearly converging) [1, 2, 15, 16, 17] , nonexpansive [18] , or nondegenerate [1] . Here, a small contribution to the theoretical understanding of the method is introduced for the particular case of applying Anderson acceleration to Newton iterations. The first lemma shows for nondegenerate problems that Newton-Anderson(m) displays superlinear convergence under the assumption that the optimization coefficients are bounded. The second lemma shows for Newton-Anderson(1) that if the direction cosine between consecutive update steps is bounded below unity (the update steps don't become parallel), then the resulting optimization coefficient is bounded. This result is applied to the first lemma in Theorem 3 to show superlinear convergence of the error for Newton-Anderson (1) . The results that follow in this section do not show that Newton-Anderson is an improvement over Newton (and where Newton converges quadratically, it generally is not), but they do show that the technique is reasonable.
While the underlying theory behind the superlinear convergence in degenerate settings is of interest to the authors, it is only demonstrated numerically here. The first part of the next assumption is a nondegeneracy condition which requires that the singular values of f are uniformly bounded away from zero.
Assumption 1. Let f : R n → R n , be continuously Frechét differentiable, and suppose there exist positive constants σ and L such that
Based on Assumption 1, f is invertible on R n , and since σ provides a lower bound on the smallest singular value of f , its inverse satisfies
For the remainder of the section, suppose f (x) = 0 has solution x * . The error in iteration k will be denoted by
Lemma 1 (Convergence assuming bounded coefficients). Let Assumption 1 hold, and let x * be a solution to the problem f (x) = 0. Then the errors {e * k+1 } k≥1 generated by Algorithm 3 with β = 1, satisfy
For the simple but useful case of depth m = 1, γ k+1 is a scalar coefficient and
The results of Lemma 1 show superlinear convergence ifγ k+1 (or γ k+1 for m = 1) can be shown to be bounded. In Lemma 2, a condition is found on the direction cosines between w k+1 and w k to guarantee this bound for the particular case of depth m = 1. While the more general result for depths m > 1 is not presented here, it can likely be obtained through an application of the machinery developed in [1] in which a QR decomposition is used to analyze the defect introduced by the matrix F k of Algorithm 3 having columns that are not orthogonal.
Proof. For an arbitrary index l ≥ 1, the usual estimates for Newton's method hold under Assumption 1. In particular
The error in x l + w l+1 then satisfies
Under the two conditions of Assumption 1, the usual bound holds
Expanding the update step of Algorithm 3, with m k denoted by m, and the entries of γ k+1 denoted γ 1 , . . . , γ m , for simplicity
Taking norms and applying (5) to each term of (6), yields the result (3).
For the simple case of m = 1, letting γ = γ k+1 , the estimate (5) is applied to the expansion
to produce the result (4).
The next lemma is specific to the algorithmic depth of m = 1, and produces a simple verifiable condition under which the optimization coefficient γ k+1 for depth m = 1 is bounded in magnitude by 1.
Lemma 2 (Boundedness conditions for γ k+1 for Newton-Anderson (1)). The coefficient γ k+1 produced by Algorithm 2 (or Algorithm 3 with m = 1) is bounded, so long as cos(w k+1 , w k ) ≤ᾱ, for someᾱ < 1. Specifically, forᾱ = 0.942, it holds that |γ| < 2.
Proof. For depth m = 1, γ = γ k+1 is given by
where cos(u, v) is the direction cosine between vectors u, v ∈ R n . For w k+1 , w k 0, the right-hand side of (7) is of the form
Clearly ψ 1 (r) has a singularity as r → 1; however for α < 1, there are no singularities. Hence, so long as cos(w k+1 , w k ) ≤ᾱ < 1, the coefficient γ remains bounded.
To be more precise and determine a value ofᾱ for which |γ| < 2, for instance, it is first noted that |ψ α (r)| < 1 for α ∈ [−1, 0] and r > 0, and ψ α (1) = 1/2. So, it remains to investigate α ∈ (0, 1) for r > 0, r 1. The extreme values of ψ α (r) can first be found for each fixed value of α ∈ (0, 1), by setting 0 = ψ α (r) = (−αr 2 + 2r − α)/(r 2 − 2αr + 1) 2 . The numerator yields a quadratic equation in r to which the solution for r < 1 is
, which is a decreasing function of α, for α > 0. Investigating this function numerically, it is seen, for example, that ψ α (r) > −0.990 for α < 0.942.
For r > 1, the extremum of ψ α (r) occurs at
, which is an increasing function of α, for α > 0; and, for which ψ α (r) < 1.99 for α < 0.942.
Theorem 3 (Superlinear convergence for Newton-Anderson (1)). Let Assumption 1 hold, and let x * be a solution to the problem f (x) = 0. Then the errors {e * k+1 } k≥1 generated by Algorithm 2 (or Algorithm 3 with m = 1) and β = 1 converge superlinearly to zero if the direction cosines between update steps satisfy cos(w k+1 , w k ) <ᾱ, for some constantᾱ < 1.
Proof. The result follows immediately from applying the results of Lemma 2 to the result (4) of Lemma 1.
This shows that if consecutive update steps are not parallel (anti-parallel is harmless), then convergence is locally better than linear. The superlinear convergence for nondegenerate problems agrees with the numerical results shown below. Consistent with the theory, the convergence is also observed to be subquadratic. While it is not demonstrated here, superlinear convergence for degnererate problems (which violate Assumption 1) is also obesrved.
Benchmark results
The first set of problems considered are the systems of nonlinear equations that map f : R n → R n , from the standard test set of Moré et al., [10] . The problems and results are stated in subsection 2.1. Subsection 2.2 that follows specifically considers additional degenerate problems.
Throughout this section, each method was terminated on the residual reduced below the tolerance f (x k ) < 10 −8 . In section 3 discussing the domain of convergence to particular solutions, iterations were terminated based on error dropping below tolerance x k − x * < 10 −8 , where x * is a given (known) solution. All computations were done in Matlab on an 8 core Intel Xeon W-2145 CPU @ 3.70GHz, with 64 GB memory. Timing was performed using Matlab's tic/toc commands. Each algorithm/problem pair was run 100 times, and the results were averaged to produce the time displayed in the tables of results.
Problems from the Systems of Nonlinear Equations test set of [10] for which all methods converged in no more than four iterations, in addition to the Chebyquad function, are excluded from the test set below. In a slight (but standard) abuse of notation, subscripts are used in the algorithms above to indicate iteration counts, and in the problem descriptions below to denote components of x ∈ R n .
2.1. Problems f : R n → R n from [10] B1. Powell badly scaled function, [10, (3) ] and [19] , n = 2.
, with x 0 = 0, 1 T .
B2. Helical valley function, [10, (7) ] and [20] , n = 3.
where arctan(·) is the four-quadrant arctangent function. B3. Powell singular function, [10, (13) ] and [21] , n = 4.
B4. Watson function, [10, (20) ] and [22] , n = 31.
B5. Trigonometric function, [10, (26) ] and [20] , n = 100, 1000, 10000.
B6. Brown almost-linear function, [10, (27) ] and [23] , n = 5, 20.
B7. Broyden tridiagonal function, [10, (30) ] and [24] , n = 1000.
B8. Broyden banded function, [10, (31) ] and [25] , n = 1000.
Results
The first set of results, those for which Anderson(1) was preferred over Anderson(m), with m > 1, are summarized in table 1. Here, results are given for Newton, Newton-Anderson(1), and accelerated-Newton. An entire predictorcorrector step is counted as a single iteration for the accelerated-Newton method. For each problem and method, the number of iterations (k), terminal residual f (x k ) , norm of the final update step w k , the terminal approximate order of convergence q k = log f (x k ) / log f (x k−1 ) , and the (average) time in seconds, are displayed.
Discussion
In accordance with the expected results, for the Powell singular function (11), whose Jacobian is singular at the solution (with rank 2), Newton converges linearly, and both accelerated and Anderson methods yield faster convergence, as seen in the convergence histories shown in in figure 1, on the right. In terms of timing, Newton-Anderson(1) is advantageous over accelerated-Newton as the problem dimension n increases, as Newton-Anderson(1) solves a linear system plus computes two additional inner products to set the optimization parameter, whereas accelerated-Newton solves two linear systems. This difference is illustrated by comparing the results of problem (11) with n = 4 to problem (16) with n = 1000, where both methods converge in the same number of iterations.
Newton-Anderson(1) was found disdvantageous compared to Newton in terms of timing for the Watson function (12), with n = 31, and the Broyden tridiagonal function with n = 1000 (15), taking respectively 1.40 and 1.44 times as long as Newton to converge (but only two additional iterations). It was found nominally disadvantageous for the Broyden banded function (16) , with n = 1000, taking 1.14 times as long to converge as Newton, with one additional iteration. Newton-Anderson and Newton both converged in 10 iterations for the Helical valley function (10), with n = 3. In each of the above cases, Newton-Anderson converged faster than accelerated-Newton. In agreement with Table 1 : Results for problems from [10] where Newton-Anderson(1) converges the results of [1, 2] , these results indicate that Anderson slows the convergence of quadratically-converging iterations, and should not be used on problems for which Newton is known to converge robustly and quadratically. For the Brown almost-linear function (14), Newton-Anderson converged in 1.5 times as long as Newton (6 additional iterations) with n = 5 and no damping, but 0.15 times as long as Newton (316 fewer iterations), for the problem with dimension n = 20 with a damping factor of 0.8. In both cases, accelerated-Newton failed to converge with parameters (C, α) = (1.0, 0.9), and succeeded with parameters (0.35, 0.1). Taken together, these results indicate that Newton-Anderson can be useful for problems where convergence of Newton is locally quadratic but less stable as the dimensions of the problem increases.
For the trigonometric function (13), as n increases, the Newton method has an extended preasymptotic regime of linear convergence. Both accelerated methods, which display superlinear (but subquadratic) convergence, attain residual tolerance in fewer iterations. Newton-Anderson(m) for m = 1, 2 are illustrated for n = 10,000, in figure 1 on the left. On the right of figure 1 , the residual history for the Powell singular function is shown. The plot illustrates the curiously high approximate order of convergence for Anderson (1) . The accelerated-Newton method is shown for comparison, with both sets of tested parameters, along with Newton. Table 2 : Results for problems from [10] where Newton-Anderson(1) fails to converge. Results for the Powell badly scaled function (9) are shown in table 2. For this problem, Newton-Anderson(m) converges for m > 1, but not m = 1. Tests (not shown) were run for m = 1, . . . , 20. However, as n = 2 for this problem, the optimization problem reduces to a solvable linear system for depth m = 2, and results with greater depths are not shown. Convergence can be restored for m = 1 by applying a safeguarding strategy based on Lemma 2. If a Newton step is taken whenever cos(w k+1 , w k ) > 0.942, and the Anderson(1) step otherwise, then Newton-Anderson(1) converges, essentially tracking the Newton iteration.
Additional degenerate problems
Based on the results of [3] , which show superlinear convergence of Newton-Anderson(1) to nonsimple roots of scalar equations, it is conjectured that Newton-Anderson also provides superlinear convergence to solutions of degenerate problems. Three such problems (in addition to the Powell singular function above) are collected in this section. The first two are standard problems from the literature and the third was chosen to demonstrate a case where Newton-Anderson(4) converges faster than Newton-Anderson(m), for m = 1, 2, 3. D1. From [6] , f :
D2. Chandrasekhar H-equation from [16] . The Chandrasekhar H-equation from radiative transfer (see [16, 26, 27] and the references therein), is given by
Discretizing the equation (as described in [16, Example 2.10] ) by the composite midpoint rule with n subintervals, yields the discrete system in f : R n → R n given componentwise for h ∈ R n = (h 1 , · · · , h n ) T , by
D3. Problem designed to demonstrate Newton-Anderson (4) . 
Discussion
In problems (17), (18) , and (19), Newton-Anderson(1) converges faster than Newton by respective factors of 0.55, 0.38, and 0.8. Newton-Anderson(4) outperforms Newton-Anderson(1) by a factor of 0.22, and accelerated-Newton by a factor or 0.26, in the last problem. The approximate convergence order q k is close to one for Newton in each case, and greater than one (generally above 1.4) for each of the accelerated methods, when they converge. The accelerated-Newton method was run with an additional parameter pair for (19) as the method did not converge under either of the other two parameter-pairs used in the rest of the tests. The varied nature of these problems in terms of both problem dimension, and the dimension of the nullspaces at their respective solutions, indicates consistent behavior of Newton-Anderson on degenerate problems, which is worth a theoretical investigation.
The first problem (17) has a Jacobian featuring a two-dimensional nullspace at the solution. For the Chandrasekhar H-equation (18) , the rank of the Jacobian at the solution is n − 1. For the degenerate polynomial problem (19) , the Jacobian has rank zero at the solution. The problem was designed to solve exactly for m = 4 after the first full optimization. It is shown here to illustrate that there exists a class of problems for which m > 1 is preferable. It is not yet clear what this problem class is. In this section, the domains of convergence for Newton, Newton-Andreson(1), and accelerated-Newton are compared on standard benchmark degenerate and nearly degenerate polynomial systems. The first investigated problem is the polynomial system f :
Domain of convergence
As presented in [8] , for ε > 0 there are two distinct roots in the vicinity of x + = (1, 3) T , the second being
For ε = 0, the degenerate case, the two roots coincide; and, for ε 1 but ε > 0, the near-degenerate case, the two roots are distinct but close. For figures 2-4, each algorithm is run from the the intial iterate (x 0 , y 0 ) for x 0 ∈ [−1, 3] and y 0 ∈ [1, 5] over a grid of 40,000 equally spaced points, and the number of iterations to convergence to a particular solution is displayed. The maximum of 100 iterations indicates not converging to the specified solution. As demonstrated in figure 2, Algorithm 2 has a similar domain of convergence to Newton (Algorithm 1) and accelerated-Newton, (Algorithm 4); but, as illustrated in figures 3-4, as ε is varied away from zero, the Anderson method has substantially different domains of attraction to the roots x − and x + . For this example, Algorithm 4 was run with parameters C = 0.5 and α = 0.35, presented as optimal for ε = 10 −6 in [8] .
The second system investigated for domain of convergence is (17), from subsection 2.2. In this system, the Jacobian degenerates for coordinates x 3 = 0, and also for x 1 = x 2 = 0. Here the domain of convergence is investigated for x 0 = (a, b, 10 −3 ), as the first two components are varied, again over a grid of 40,000 equally spaced initial iterates. This example points out that the domains of convergence are similar for the three algorithms, but the accelerated-Newton method is sensitive to parameter choice. With α and C chosen small enough, the convergence is similar to Newton and Newton-Anderson, but with the parameters chosen too large (C = 1, α = 0.9), the star-shaped domain of convergence is considerably smaller. 
Conclusion
This results of this numerical benchmarking investigation of the Newton-Anderson method indicate a superlinear but (usually) subquadratic order of convergence on both degenerate problems and nondegenerate problems. The superlinear convergence for nondegenerate problems is also shown theoretically. The Newton-Anderson method is seen to be advantageous in both the degenerate setting and for problems in which Newton's method has an extended linearly converging preasymptotic regime, such as the trigonometric function (13) considered here. Further investigations show the method can show a similar domain of convergence to the standard Newton iteration for degenerate problems; however, under small perturbation of a problem parameter, the Newton-Anderson method may be attracted to a different solution than the Newton iteration.
