Abstract. In this paper, we study the asymptotic behavior, the spreading speed, and the existence/nonexistence of traveling waves of a class of nonmonotone discrete-time dynamical system. As a byproduct, we also obtain some results on the global attractivity of a nontrivial constant fixed point and on the existence of a nonconstant fixed point. We then apply the main results to three model systems: (i) a spatially nonlocal integro-difference equation; (ii) a reaction-diffusion equation with spatial nonlocality and time delay in the reaction term; and (iii) an equation with nonlocal diffusion and delayed nonmonotone nonlinearity in the reaction term. The obtained results for these three equations improve some existing ones by removing the symmetry of the kernel functions and relaxing the conditions on the nonlinear terms.
Introduction. In order to study reaction-diffusion equations, Aronson and
Weinberger [2, 3] introduced the concept of the spreading speed and showed that it coincides with the minimal wave speed for traveling wave fronts under appropriate assumptions. Since the solution of the initial value problem of reaction-diffusion equations may also be considered as a solution to some discrete dynamical system in an appropriate space, Weinberger [37] and Lui [21] established the theory of spreading speeds and monostable traveling waves for a monotone discrete dynamical system. This theory has been further developed recently in [7, 16, 17, 18, 19, 20, 38, 39, 47] for more general monotone semiflows so that it can be applied to a variety of discrete and continuous time evolution equations admitting the comparison principle.
However, many discrete and continuous time population models with spatial structure are not monotone. For example, scalar discrete time integro-difference equations with nonmonotone growth functions and predator-prey type reaction diffusion systems are among such models. The asymptotical behavior of some nonmonotone continuous time integral equations and time-delayed reaction diffusion models have been established in [35, 36] . The spreading speeds and the existence of monostable traveling wave fronts were obtained for some nonmonotone continuous-time integral equations and time-delayed reaction diffusion models in [4, 36] . Motivated by the ideas of the above works, established in [5, 6, 9, 24, 26, 28, 40] was the existence of monostable traveling wave fronts for several other classes of nonmonotone timedelayed reaction-diffusion equations.
Preliminaries and basic hypothesis.
We first introduce some notation. Let R, R + , and R N be the sets of all reals, and nonnegative reals, N-dimension vectors, respectively, where N is a given positive integer. Denote the Euclidean norm of R N by || · ||. Let C = BC(R N , R) be the normed vector space of all bounded and continuous functions from R N to R with the so-called compact open topology, that is, the topology induced by the norm ||φ|| C n≥1 2 −n sup{|φ(x)| : x ∈ R N with ||x|| ≤ n}, φ ∈ C.
Let C + = {φ ∈ C : φ(x) ≥ 0 for all x ∈ R N } and C
• + = {φ ∈ C : φ(x) > 0 for all x ∈ R N }. It follows that C + is a closed cone in the normed vector space C. Note that C • + = Int(C + ) due to the noncompactness of the spatial domain R N . For a given y ∈ R N , define the translation operator T y by T y [φ](x) = φ(x − y) for all x ∈ R N and φ ∈ C. For a ∈ R,ȃ ∈ C is defined asȃ(x) = a for all x ∈ R N . For any ξ, η ∈ C, we write ξ ≥ η if ξ − η ∈ C + , and ξ > η if ξ ≥ η and ξ = η. For simplicity of notation, we shall write a ȃ. For given numbers r, s > 0, define C r = {φ ∈ C : 0 ≤ φ ≤ r} and C r,s = {φ ∈ C : r ≤ φ ≤ s}.
In what follows, we very often need to deal with the space C with N = 1, i.e., BC(R, R). For convenience of notation and statements, we denote this space with N = 1 by X (i.e., X = BC(R, R)), again equipped also with the corresponding compact open topology, accordingly, and let X + = {φ ∈ X : φ(x) ≥ 0 for all x ∈ R} and X r = {φ ∈ X + : φ(x) ≤ r for all x ∈ R} for all r > 0, and let X r,s = {φ ∈ X + : r ≤ φ(x) ≤ s for all x ∈ R} for all s > r > 0.
In this paper, we say that a map Q : C + → C is continuous(compact) if Q| Cr is continuous(compact) for any r > 0.
Let r * > 0 be given and consider a continuous operator Q * : C + → C + possessing the following properties:
( [37] , for the discrete dynamical system of the form (1.1) with Q replaced by Q * , we can define the wave speed c * by choosing a checking function ϕ that satisfies the following property: Given real number c and unit vector ξ in R N , the iteration scheme a n+1 (c, ξ; ·) = R c,ξ [a n (c, ξ; ·)], a 0 (c, ξ; ·) = ϕ generates a sequence {a n (c, ξ; ·)} in X r * . By the remarks after Lemma 5.1 in [37] , this sequence is convergent in X r * . Let a(c, ξ; s) = lim n→∞ a n (c, ξ; s). We remark that the sequence a n depends upon the choice of the function ϕ, and thus a also depends upon this choice. However, by Lemma 5.4 in [37] , a(c, ξ; +∞) is independent of the choice of ϕ. As in [37] , the wave speed c * with respect to Q * along the direction ξ is defined as 
It is easily seen that if V is convex, then nV = {nv|v ∈ V }. Also, with respect to Q * , we define the following convex set:
3. Main results. Since we do not assume that Q is order preserving, we will make use of two properly chosen auxiliary systems that are order preserving which are closely related to Q in some way. In this section, we always assume that Q, Q − , Q + : C + → C + are continuous and compact with 
For any ε ≥ 0, define
and
Then U − (ε) ≤ U + (ε), and for any τ ≥ σ ≥ 0, we know that
Due to the monotonicity of U ± , we easily see that Downloaded 09/11/15 to 129.100.144.195. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
, then by (H5) and the continuity of U ± , we may assume, without loss of generality, that for some ε ∈ (0, ε 0 ), U − is continuous at ε and inf
According to the definition of U − (τ ), for any τ ∈ (0, ε), there exists sequences n k → ∞ and x k ∈ n k A τ 2 such that lim
. These combined with (H1) imply
By the continuity of U − at ε and letting τ → ε, we have
. This, together with (H5), gives U − (0) = U + (0) = h, and thus the conclusion follows. This completes the proof.
In the following, we turn to the study of traveling waves of Q by applying some results in [37] . We point out that other various methods have also been used to obtain the traveling waves of some particular equations; see, e.g., [4, 5, 13, 24, 36] and the references therein.
Let ϕ be a checking function that satisfies the property (P1) in section 2 with r * replaced by r − . For any k ∈ (0, 1), any real number c, and any unit vector ξ in R N , we define the operators H c,ξ :
respectively, where a ∈ X + . 
for all a ∈ X + and R 
, and for all large n, and hence
This is a contradiction which implies that the statement (i) holds.
(ii) By Lemma 3.1(iv), for any k 
Then, by the choice of A 4 , there exist positive integer n k and x k ∈ Int(A 4 ) such that
So, W (−∞) = h, and thus W is a nonconstant function.
We now claim that lim inf
This implies (see also the discussions of the last paragraph in section 5) that W (x · ξ − nc) tends to h with the supremum norm as n → ∞. Thus, there is a positive integer n 0 such that 
and for every δ > 0, there is an ε > 0 such that Proof. First, applying Corollary in [37] to Q ± , we easily get (3.6). The proof of (ii) follows from Theorem 3.3. It remains to prove (i) and (iii).
Then, for any unit vector
(i) By (3.4)-(3.5) and the fact that Q satisfies (H3), there exist δ * ∈ (0, 1) and
for all φ ∈ C + due to the definition of M . By applying Theorem 6.2 and Lemma 8.8 in [37] to M , there exists a radius d 0 with the property that if u 0 (x) > 0 on a ball of radius d 0 , then
Following the proof of (3.2) in Theorem 3.2, we easily see that the first conclusion of (i) holds. Again, by an argument similar to the proof of Theorem 6.5 in [37] , the second conclusion of (i) is also confirmed.
for all s ≥ 0. By the compactness of Q and the fact that
Choose a closed bounded subset A 1 with ∅ = Int(A 1 ) ⊆ A 1 ⊂⊂ A − =Â. By the second conclusion of Theorem 3.4(i), we get lim
by the choice of A 1 , there exists positive integer n k and x k ∈ Int(A 1 ) such that w n = φ for some φ ∈ C + due to the compactness of Q. In particular, φ(0) = W * > 0, and hence φ ∈ C + \{0}. It follows from the second conclusion of Theorem 3.4(i) that there are a positive integer
. Again, by the continuity of Q, we have lim
, a contradiction. This completes the proof. To describe the spreading speeds along a unit vector ξ in R N , we give the following results by appealing to the proof of Theorem 2.1 in [38] or the proof of Theorems 6.1 and 6.2 in [37] . 
Proof. By applying the proof of Theorem 2.1(1) in [38] to Q + and combining Proposition 4.1 in [37] with the fact that 0
for all φ ∈ C + , we easily see that (i) holds. It remains to prove (ii).
(
Applying the proof of Theorem 2.1(2) in [38] to Q ± , we may obtain for any ε ∈ [0,ĉ
These inequalities, with the fact that 
, then by (H5) and the continuity of V ± , we may assume, without loss of generality, that for some ε 1 ∈ [0,ĉ * (ξ) − c), V + is continuous at ε 1 and sup
According to the definition of V + (τ ), there exists sequences n k → ∞ and
In view of τ < ε 1 , we know that for any
By the continuity of V + at ε 1 and letting τ → ε 1 , we have
. This, together with the monotonicity of V ± , yields that
3 ) for every positive integer n. In view of the definitions of V ± and the choices of x n and ε 2 , we easily see that lim 
These combined with (H1) imply
This, together with (H5), gives V − (0) = V + (0) = h, and thus the conclusion follows. This completes the proof. Due to the property ofĉ * (ξ) stated in (i) and (ii) in Theorem 3.5, we follow [38] to callĉ * (ξ) the asymptotic speed of spread (spreading speed in short) of the discretetime semiflow {Q n } ∞ n=0 on C + along the unit vector ξ ∈ R N . We also remark that for a given unit vector ξ ∈ R N , spreading speedĉ * (ξ) is unique. The spreading speed c * (ξ) can be vividly explained by the descriptions after Theorem 2.1 in [38] : "if u 0 (x) is zero for all large values of ξ · x and uniformly above 0 for all sufficiently negative values of ξ · x, then an observer who moves in the direction ξ with a speed faster than c * (ξ) will see the solution go down to at most 0, while an observer who moves in this direction at a speed slower thanĉ * (ξ) sees the solution approach h." As pointed out in [38] , "if the model includes a phenomenon such as a prevailing wind,ĉ * (ξ) may be negative in some directions. In this case an observer who stands still sees the solution go down to or below the unstable state 0 because the cloud of growing population gets blown away."
As a byproduct of Theorem 3. 
Applications.
In this section, we shall apply the results obtained in section 3 to three particular model equations: (i) a spatially nonlocal integro-difference equation; (ii) a reaction-diffusion equation with spatial nonlocality and time delay in the reaction term; (iii) an equation with nonlocal diffusion and delayed nonmonotone nonlinearity in the reaction term. We will use f (·) to denote the nonlinear terms in all these three equations, which will be assumed to satisfy the following conditions:
(A1) f is a continuously differentiable function on some right-neighborhood of 0.
To study the convergent property, we formulate, in addition to (A1)-(A3), another assumption on the nonlinearity f : (A4) u * is the only positive fixed point of f 2 . By establishing a relation of the globally stable dynamics of the nonlinear map in the equation and the dynamics of the delay differential equations, we have shown in [44, 45] that (A4) plays a crucial role in the delay independent (or absolute) global stability of a positive equilibrium for some delay differential equations with spatial effects. In this section, we shall see that (A4) also plays a similar role in describing the global dynamics of the three models equations.
Note that (A4), together with (A1)-(A2), implies (see Proposition 2.1 in [44] ) that
which further implies the following property:
For a discussion of the equivalence relation of (A4) and (P2), see Lemma 5.3 in [42] .
Define 
Then, we have the following results from Lemma 5.5 in [42] .
and f L be defined as above. Then the following statements are true: 
An integro-difference equation.
Consider the integro-difference equation
Here, k : R → R is a nonnegative continuous function satisfying R k(y)dy = 1, and as in [13] , we assume that R e ±αy k(y)dy < ∞ for all α ∈ [0, Δ ± ), where Δ ± > 0 is the abscissa of convergence and it may be infinity.
Let
By the assumptions (A1)-(A4), we easily see that Q
M satisfy the assumptions (H1)-(H4), and Q M satisfies the assumption (H5) with r ± and h replaced by u * ± and u * , respectively. In view of the above preparation and the fact that for any The spreading speed and traveling wave fronts of (4.1) were also studied in [13] under the assumption that the kernel k(·) in (4.1) is even. In addition, two conditions, denoted by (C1) and (C2), are required in [13] . One can easily verify that either the condition (C1) or (C2) in [13] implies (A4). We also point out that here we do not require that the kernel k(·) in (4.1) be symmetric. In what follows, we consider three concrete examples of nonlinear functions for f (u) in (4.1) to demonstrate these.
Example 4.1. The first one is the Ricker's function f (u) = que −pu , which is widely adopted as birth function for fish population and for blowfly population (see, e.g., [11, 12, Example 4.2. The second example of the nonlinear function f in (4.1) is the Mackey-Glass hematopoiesis function f : R → R by f (u) = pu/(q + u m ) for all u ∈ R + . This function was initially used by Mackey and Glass in [25] to model the blood cell production in an ordinary differential equation model, and that model has since been studied and modified by many researchers. Among other topics for these models is the stability of a positive equilibrium, accounting for a long-term stable blood concentration level. See, for example, Kuang [14] and Tang and Zou [34] and the references therein. Applying Theorem 4.1, and taking advantage of the proof of Theorem 4.2 and Remark 4.3 in [44] , we obtain the following theorem. We point out that [13] also obtained the conclusions of Theorems 4.2 and 4.3 when the kernel k(x) is symmetric : k(x) = k(−x) for all x ∈ R. Our approach does not require this symmetry, and hence our results improve the corresponding ones in [13] .
In addition to removing symmetry of the kernel, our general results are also applicable for some nonlinear functions when the results in [13] (0, 1) . Clearly, it is easy to verify that f satisfies the assumptions (A1)-(A4). But f (x)/x is not nondecreasing on [0, 2], and thus f does not satisfy the assumption (C2) in [13] . Thus, the results in [13] cannot be applied to (4.1) with the above f , but our Theorem 4.1 is applicable to this system.
A delayed nonlocal reaction-diffusion equation.
Consider the following reaction diffusion equation with time delay and spatial nonlocality in the reaction term (4.2) For the kernel, we assume that k : R → [0, ∞) is continuous and satisfies R k(y)dy = 1 and R e ρy k(y)dy < ∞ for ρ ∈ R.
A prototype of the kernel is
4α with which (4.2) is the model derived in So, Wu, and Zou [33] to describe the growth of the matured population of a single species. Moreover, Yi, Chen, and Wu in [41] established the global attractivity of (4.2) under some conditions, and Yi, Chen, and Wu in [42] also obtained some results on the asymptotic speeds of spread and traveling waves of (4.2) when k(·) possesses the following symmetry: k(x) = k(−x) for all x ∈ R. Here, we do not assume this symmetry. We should mention that for nonsymmetric kernel functions, Gomez, Prado, and Trofimchuk [8, section 5.1] have also obtained some results on existence/nonexistence of traveling wave for (4.2) by using a sub-and super-solution method.
For any c ∈ R, let Proof. (i) By using a similar proof to that of Lemma 2.2(iv) in [45] , we easily see that K c is a continuous and compact map.
Define
To prove the continuity and compactness of L c , it suffices to show that J 1 | X1 and J 2 | X1 are continuous and compact, due to the linear property. We first prove the continuity of J 1 | X1 . Let ε > 0 and φ, φ n ∈ X 1 with n ∈ N and lim n→∞ φ n = φ. By Lemma 2.1(i) in [45] , we only need to show that
for any bounded and closed interval I ≡ [a, b] ⊆ R. Indeed, for any ε > 0, by taking
) λ1 | and using Lemma 2.1(i) in [45] , there exists n ε > 1 such that
for all x ∈ [a − T ε , b + T ε ] and n ≥ n ε . It follows from the definition of J 1 that, for any x ∈ I and n ≥ n ε , 
This implies that J 1 | X1 is compact. By similar arguments, we can show that J 2 | X1 is also continuous and compact, and so is L c . Now, by the boundedness, compactness, and continuity of g, K c , and L c , we easily know that Q[·; c, g] is a continuous and compact map.
(ii) The proof follows from Lemma 4.1(i) and the definition of
combined with the definition of Q[·; c, ·] and the fact that f
(iv) The proof follows from 
for any φ ∈ X ε , which together with the monotonicity and linearity of
and m c (y, dy) satisfy the inequality in (3.5).
The proof of the lemma is completed. 
. Proof. We only consider the case of "+," since the other case can be dealt with by similar arguments.
(i) For any c ∈ R, ρ > 0, it follows from the definitions of l, l + , Fubini's theorem, and the linear transformations of variables that
which yields the statement (i).
(ii) By the statement (i) and a simple computation, we have
The proof of the lemma is completed. To proceed further to study the convergence property, we give the following assumptions on the nonsymmetry kernel function k(·).
Lemma 4.4. The following statements are true: Similarly, inf ρ∈Ia a(ρ, c) + inf ρ∈I b b(ρ, c) > 0 for all c ≤ 0. These together with the assumption (K2) and the definitions of p ± and l ± imply that for any c ∈ R, we have 
Similarly, we have the following results. Lemma 4.5. The following statements are true: To complete the proof of (ii), we apply the conclusion in (i) to the following auxiliary system, which is exactly the same as (4.2) when k(·) is symmetric: 4) ) is not compact, and hence many existing methods/approaches cannot be applied, at least directly. See, e.g., [10, 15] and the references therein for more details.
For (4.4), Pan, Li, and Lim [29, 30] investigated the existence of traveling wave fronts using the approach of upper-lower solutions and monotone iteration developed in [40] . In order for the approach to be applicable, some monotonicity conditions were posed in [29, 30] ; in addition, the kernel function k(·) was assumed to be symmetric. Here, we only assume that f : R + → R + satisfies (A1)-(A4) stated at the beginning of this section; and the kernel k : R → (0, ∞) is continuous and satisfies R k(y)dy = 1 and R e ρy k(y)dy < ∞ for ρ ∈ R. Thus, we do not require the symmetry for k(·) and neither do we assume the quasi-monotonicity posed in [29, 30] .
Following the scheduling in [37] , Yagisita [47] and Fang and Zhao [7] obtained some general results on the existence/nonexistence of traveling waves which are applicable to (4.4) with the quasimonotone nonlinearity f for τ > 0. By applying the existence/nonexistence of traveling waves and asymptotic behaviour of solutions in nonlocal and nonmonotone convolution equations with nonsymmetric kernels in [8] and by using the discussions of subsection 6.1 in [1] , one may also establish results in this section. This suggests that the approach of [8] 
Also let
The following lemma summarizes some properties for the maps ( 
confirming that (ii) holds. Finally, by (iii) and by using an argument similar to the proof of Theorem 3.2, we easily get (iv).
The proof of the lemma is completed. This is a different space from the one dealt with in section 3, and hence, one cannot directly apply the results on the spreading speeds and asymptotic behaviors to these two systems. It is possible to follow the same framework in section 3 to establish some similar results on the spreading speeds and asymptotic behavior for these two systems, but we decide not to do so in this already lengthy paper and will leave it for a possible future project. However, as far as traveling wave solutions are concerned, one only needs to consider the corresponding profile equations containing a parameter c and the delay τ , which has the same phase space as discussed in section 3, and as such, one can directly apply the results on traveling wavefronts in section 3 to the operators Q properly formulated from the respective profile equations in these two sections.
