Of the light element abundances capable of testing standard big bang nucleosynthesis, only 4 He is measured with an accuracy of a few percent. Thus, it is imperative to establish a comprehensive technique for determining 4 He abundances and reliable estimates of the true systematic uncertainties. Helium abundance determinations in H II regions are made from the observations of several distinct He I emission lines and their strengths relative to H I emission lines. With the general availability of large format, linear CCD detectors, the accuracy of relative emission line ratios has improved to the point where several terms in the error budget which were assumed to be negligible may now be important. Here we investigate the estimation of errors in deriving and reporting nebular helium abundances from optical emission line spectra.
Introduction
The only way to test big bang nucleosynthesis (BBN) and therefore cosmology at an age of order seconds to minutes, is through the observational abundances of the light elements D, 3 He, 4 He, and 7 Li (see. e.g., Olive, Steigman, & Walker 2000) . Because there are no measurements of 3 He at very low metallicity (i.e., significantly below solar) at this time, a higher burden is placed on the remaining three elements. The measurements of D/H in quasar absorption systems are very promising (Burles & Tytler 1998a; , although not all data agree (Webb et al., 1997; Levshakov, Tytler, & Burles 1998; Tytler et al. 1999) . Similarly, 7 Li measurements are continually improving (Ryan, Norris & Beers 1999) and systematic uncertainties are being reduced (Ryan et al. 2000) , but the accuracy of the primordial abundance determinations for 7 Li are not probably not much less than a factor of 2. Testing the theory of BBN requires reliable abundances of at least two isotopes. Unlike the other light element abundances, in order to be a useful cosmological constraint, 4 He needs to be measured with a precision at the few percent level. Thus, the determination of the 4 He abundance with improved accuracy continues to be of prime importance to cosmology.
To date, the most useful 4 He abundance determinations are made by observing helium emission lines in HII regions of metal-poor dwarf galaxies. These measurements, which span metallicities ranging down to 1/50th of the solar oxygen abundance, all show 4 He abundances, Y , between 22 and 26% by mass. This is one of the strongest indications that the majority of the 4 He observed in these systems is in fact primordial and that BBN occurred. At the next level of precision, however, it is necessary to be able to extract a primordial abundance, Y p , from these data (e.g., Pagel et al. 1992, hereafter PSTE) . The most common method to determine Y p is by means of a linear regression with respect to a tracer element (Peimbert & Torres-Peimbert 1974; 1976) such as oxygen or nitrogen (other methods such as a Bayesian analysis gives similar results, Hogan et al. 1997) . To first order, we expect that along with the stellar production of heavy elements, there is a component of stellar contamination of primordial He. The uncertainty in the primordial abundance of 4 He due to this contamination and its exact relationship to the production of heavy elements is reduced by observing the lowest metallicity objects. Currently there is some controversy concerning the best estimate of Y p . Izotov & Thuan (1998b, hereafter IT98) assembled a sample of 45 low metallicity HII regions, observed and analyzed in a uniform manner, and derived a value of Y p = 0.244 ± 0.002 and 0.245 ± 0.001 (with regressions against O/H and N/H respectively). This value is significantly higher than the value of Y p = 0.228 ± 0.005 derived by PSTE.
Analysis based on the combined available data (Olive & Steigman 1995; Olive, Skillman, & Steigman 1997; Fields & Olive 1999) yield an intermediate value of 0.238 ± 0.002 with an estimated systematic uncertainty of 0.005. Peimbert, Peimbert, & Ruiz (2000, hereafter PPR) have derived a very accurate helium abundance for the HII region NGC 346 in the Small Magellanic Cloud, and from this they infer a value of Y p = 0.2345 ± 0.0026. These different results depend, in part, on differences in the analyses of the observations. Thus, it is important to better understand any systematic effects that may result due to different analyses methods.
Furthermore, as one can plainly see, the differences in the various determinations of the 4 He abundance appears to be many sigma. Thus it is clear that present systematic errors have been underestimated, and the main goal of this paper is to specify methods to better quantify and reduce the systematic uncertainties in 4 He abundance determinations.
Of course, the degree to which we can make an accurate determination of the primordial He abundance ultimately depends on our ability to extract accurate 4 He abundances from individual extragalactic HII regions.
All of the information comes from the relative strengths of the emission lines of He I and H I, and the emission lines of heavier elements such as oxygen, nitrogen, and sulfur. To determine a 4 He abundance from the emission line intensities, it is necessary to determine the physical characteristics of the HII region. The electron temperature of the HII region is usually determined from the temperature sensitive ratio of [O III] emission lines (but see PPR). Electron densities can be derived from the ratios of [S II] and [O II] lines, although these may not be favored (see Izotov et al. 1999 and also section 2.4). While the relative H I and He I emissivities have very small dependencies on the electron densities, certain He I emission lines have an enhanced density dependence due to the collisional excitation of electrons out of the metastable 2S state. Additionally, some He I emission lines are subject to enhancement or diminuation through the radiative transfer effects of absorption or florescence.
One also needs to ascertain whether or not neutral helium (or neutral hydrogen) corrections are important (e.g., Shields & Searle 1978; Dinerstein & Shields 1986; Viegas, Gruenwald, & Steigman 2000) . Finally, corrections due to possible effects of underlying He I stellar absorption in the spectra must be considered, though in the past, these have usually been neglected. Underlying He I absorption was shown to be an important effect for the NW region of I Zw 18 (Izotov & Thuan 1998a) . Skillman, Terlevich, & Terlevich (1998) have demonstrated that the effects of underlying He I absorption may be more important than claimed by IT98 and may explain some of the "anomalous" line ratios observed by them (which led to the rejection of certain objects from the linear regressions used to determine Y p ).
In some studies (e.g., Skillman & Kennicutt 1993; Skillman et al. 1994) , 4 He abundances determinations were based on a single emission line at λ6678. This line was deemed preferable as it is less subject to the effects of collisional enhancement relative to the stronger He I lines at λ4471 and λ5876 (cf. Pagel & Simonson 1989) .
Its proximity to Hα also means that the ratio λ6678/Hα is practically unaffected by a reddening correction.
However, there is always a danger relying on a single emission line. Fortunately, other He I emission lines are available. The three lines λ4471, λ5876, and λ6678 are all relatively insensitive to density and optical depth effects. This means that, on the one hand, the conversion of these line strengths to a helium abundance can be done with greater certainty. On the other hand, they do not provide a reliable estimate of the either the optical depth or density. The latter is known to make a correction of order 1% to 5% (depending on both the density and the temperature) due to collisional excitations. Nevertheless, one could make a case for using only these lines to determine the helium abundance.
Recently, a "self-consistent" approach to determining the 4 He abundance was proposed by Izotov, Thuan, & Lipovetsky (1994 by considering the addition of other He lines. First the addition of λ7065 was proposed as a density diagnostic, and then, λ3889 was later added to estimate the radiative transfer effects (since these are very important for λ7065). This is the method used by IT98 in their most recent estimate of Y p . While this method, in principle, represents an improvement over helium determinations using a single emission line, systematic effects become very important if the helium abundances derived from either λ3889 or λ7065 deviate significantly from those derived from the other three lines (see §5).
In this paper, we will attempt to better quantify the true uncertainties in the individual helium determinations in extragalactic HII regions. After a brief discussion of the available observables needed in the determination of y + =He + /H + , we present methods for determining the reddening correction, C(Hβ), the degree of underlying absorption in H I and He I, and ultimately y + . In addition we will show specifically how various uncertainties in measured quantities affect y + . In section 4, we will describe several alternative methods for deriving the helium abundance based on 3 to 6 emission lines. Here we will investigate the utility of adding a sixth He I line, λ4026, which may be used to make a quantitative correction for the presence of underlying stellar He I absorption. For various cases based on several emission lines, we will test the minimization procedure (with respect to the recombination values) by calculating Monte Carlo realizations of the input data. This enables us to check the stability of any given solution of the minimization and better estimate the uncertainties in our result. In section 5, we present some examples of synthetic data to demonstrate the power of the method and the dangers of systematic uncertainties in the observed He I line strengths. Our conclusions and prospects for accurate helium determinations will be given in section 6.
The goal of this paper is to explore different analysis methodologies and to promote particular observational and analysis techniques. In the future, we will apply the recommended methods to both new observations and other observations reported in the literature.
Determination of Physical Parameters
In this section, we will concentrate on the impact of the physical input parameters on He abundance determinations. We will discuss the necessity of obtaining accurate line strengths and the limitations in doing so. We pay special attention to reddening as determined by H I line ratios. The uncertainties in this correction are particularly important as they feed into the uncertainty in all of the subsequent He I line strength determinations. We will also discuss determination of the electron temperature and density.
Measurements of Relative Emission Line Strengths and Errors
With the advent of large format, linear CCD array detectors in the last decade, we are in the best position ever to obtain spectra of emission line objects with the quality and accuracy necessary for helium abundance measurements. While it may seem unnecessary to discuss the measurement of emission line strengths here, this work starts with the assumption that the spectra have been properly calibrated and that errors associated with that calibration have been taken into account. Targets and standard stars should both be observed close to the parallactic angle in order to minimize atmospheric differential refraction (Filippenko 1982) . It is important to observe several standard stars (preferably from the HST spectrophotometric standards of Oke 1990 ). These standard stars are believed to be reliable to about 1% across the optical spectrum, and thus, this sets a fundamental minimum level of uncertainty in any observed emission line ratio. Observations of both red and blue stars allows a check on the possibility of second-order contamination of the spectrum. Typically, one-dimensional spectra are extracted from long-slit (2-D) observations. Special care needs to be taken setting the extraction aperture width and the aperture should be sufficiently wide that small alignment errors do not give rise to systematic errors (this comes at a cost in signal/noise, but ensures photometric fidelity). Given these potential uncertainties, it is unreasonable to record errors of less than one percent in emission line ratios, regardless of the total number of photons recorded. Of course, multiple independent measurements of the same target provide the best estimates of true observational errors, and existing measurements of this type confirm this minimum error estimate (Skillman et al. 1994 ).
It should also be noted that it is imperative to integrate under the emission line profile (as opposed to fitting the line with a Gaussian profile). Fitting procedures can introduce systematic differences between high signal/noise and low signal/noise lines. Given the dynamic range of the H I and He I emission lines required to produce an accurate He/H abundance (e.g., the faint He I line λ6678 is about 1% of Hα and He I λ4026 is less than 2% of Hβ), any systematic error between measuring strong and faint lines will have dramatic results.
A special challenge is presented by the presence of underlying stellar absorption. The underlying absorption is generally broader than the emission, so quite often, when observed at a resolution of a few Angstroms or better, the H I or He I emission line is sitting in an absorption trough. Measuring all H I and He I emission lines in a consistent manner is important to obtaining a good solution for both the emission strength and the underlying absorption (see next section). Measurements at maximum resolution possible (while still measuring all lines simultaneously) are preferred.
Determination of Reddening and Underlying H I Absorption from Balmer Lines
Because (1) we know the theoretical emissivities of the recombination lines of H I (e.g., Hummer & Storey 1987) , (2) the ratios of the H I recombination lines in emission are relatively insensitive to the physical conditions of the gas (i.e., electron temperature and density), and (3) there are a number of H I recombination lines spread through the optical spectrum, it is possible to use the observed line ratios to solve for the line-of-sight reddening of the spectrum (cf., Osterbrock 1989) . If one assumes a reddening law (f (λ), e.g., Seaton 1979) , in principle, it is possible to solve for the extinction as a function of wavelength by measuring a single pair of H I recombination lines. Values of C(Hβ), the logarithmic reddening correction at Hβ, can be derived from:
where I(λ) is the intrinsic line intensity and F (λ) is the observed line flux corrected for atmospheric extinction.
Assuming a reddening law introduces a degree of uncertainty. Studies in our Galaxy have shown that the reddening law exhibits large variations between different lines of sight, but these variations are most important in the ultraviolet (Cardelli, Clayton, & Mathis 1989) . Additionally, the total measured extinction can have both Galactic and extragalactic components (and note the added complexity of the shift in wavelength for the reddening law for systems at significant redshift). Note that it is typical that no error is associated with the assumption of a reddening law. Davidson & Kinman (1985) point out that tying the He I emission lines to the nearest pair of bracketing H I lines significantly reduces the impact of assuming a reddening law (i.e., "the interpolation advantage"), but it is unlikely that there is absolutely no error incurred with this assumption.
Underlying stellar absorption will affect the ratios of individual H I line pairs, so, in practice, it is best to measure several H I recombination lines. One can then solve for both the reddening and the stellar absorption underlying the emission lines (e.g., Shields & Searle 1978; Skillman 1985) . It is generally assumed that the underlying absorption for the brightest Balmer H I lines is constant in terms of equivalent width. It is not clear how much error is incurred through this assumption, and inspection of stellar spectra shows that it is unlikely to be true for the fainter Balmer emission lines (e.g., H8, H9, and higher). However, one has the observational check of comparing these corrected lines to their theoretical values.
We recommend solving for the reddening and the underlying absorption by minimizing the differences between the observed and theoretical ratios for the three Balmer line ratios Hα/Hβ, Hγ/Hβ, and Hδ/Hβ. Both H7 and H8 are blended with other emission lines, so they cannot be used for this purpose. While the H9 and H10 lines are often not observed with sufficient accuracy to constrain the reddening and absorption, in high quality spectra, the relative strengths of H9 and H10 provide a check on the derived solutions. In Appendix A we describe our method of using a χ 2 minimization routine to determine the best values of C(Hβ), the underlying equivalent width of hydrogen absorption (a HI ), and their associated errors.
Figure 1 is presented for instructional purposes. It shows a comparison of the observed and corrected hydrogen Balmer emission line ratios for three synthetic cases. In constructing this figure, synthetic H I Balmer emission line spectra were calculated assuming an electron temperature (18,000 K), density (100 cm −3 ), and
Hβ equivalent width (100Å). Balmer emission line ratios were derived for three different combinations of reddening and absorption. All emission lines and equivalent widths were given uncertainties of 2%. In the first case, the spectrum was calculated assuming reddening and no underlying absorption. The second case assumes underlying absorption and no reddening. The third case has both. The open circles show the deviations of the original synthesized spectra from the theoretical ratios in terms of the synthesized uncertainties (2% for all lines). Note that reddening and underlying absorption induce corrections in the same direction for all three line ratios, i.e., the Hα/Hβ line ratio increases for increased reddening and underlying absorption and the bluer Balmer line ratios all decrease for both effects. This covariance results in a degeneracy, thereby decreasing the diagnostic power of the corrections as we will show.
The filled circles in Figure 1 show the results of using the χ 2 minimization routine described in Appendix A.
If such a minimization is used, then the χ 2 should be reported. This allows one to make an independent check on the validity of the magnitude of the emission line uncertainties. As one can see, the minimization procedure accurately reproduces the assumed input parameters. In case 1, the minimization found C(Hβ) = 0.10 ± 0.03 and a HI = 0.00 ± 0.57. Similarly, for the other two cases, we find C(Hβ) = 0.00 ± 0.03, a HI = 2.00 ± 0.59 and C(Hβ)= 0.10 ± 0.03, a HI = 2.00 ± 0.59 respectively. In all three cases, since the data are synthetic, the χ 2 values for the solutions are vanishingly small. Appendix B discusses cases from the literature where the χ 2 values are quite large, indicating either a problem with the original spectrum, an underestimate of the emission line uncertainties, or both.
As a test to determine the appropriateness of the uncertainties for the values of C(Hβ) and a HI as produced by the χ 2 minimization, we have run Monte Carlo simulations of the hydrogen Balmer ratios. The Monte Carlo procedure is described in Appendix A. error ellipses. The Monte Carlo simulations find the correct solutions, but the error bars appropriate to these solutions are significantly larger than the errors inferred from the single χ 2 minimization. In this case there is a small offset in the mean solutions (mostly due to the fact that solutions with negative values are not allowed).
In the bottom panel, the errors in C(Hβ) are 29% larger and the errors in a HI are about 61% larger for the Monte Carlo simulations compared to the single χ 2 minimization.
The middle and top panels of Figure 2 show cases for decreasing emission line equivalent width. Note that,
given the input assumptions, the constraints on the underlying absorption are stronger in absolute terms for the lower emission line equivalent width cases. In all three cases, the χ 2 minimization errors are smaller than those produced by the Monte Carlo simulations. For the middle panel, the differences are 41% for C(Hβ) and 80% for a HI , while for the top panel, the differences are 46% for C(Hβ) and 86% for a HI .
These test cases have shown that the errors in C(Hβ) and the underlying stellar absorption can be underestimated by simply using the output from a χ 2 minimization routine, and that Monte Carlo simulations can be used to give a more realistic estimate of the errors. Based on this experience, we recommend that the best way to determine the true uncertainties in the derived values of C(Hβ) and a HI is to run Monte Carlo simulations of the hydrogen Balmer ratios. Simply running a χ 2 minimization will underestimate the uncertainty (due, in large part, to the covariance of the two parameters being solved for). Since the reddening correction must be applied to the He I lines as well, this uncertainty will propagate into the final estimation of the He abundance.
This uncertainty, we find, is too large to be ignored.
If He I lines are observed at a given wavelength λ, their intensities relative to Hβ after the reddening correction is given by eq. (1). The ratios I(λ)/I(Hβ) can then be used self-consistently to determine the He abundance and the physical parameters describing the HII regions, after the effects of collisional excitation, florescence, and underlying absorption as described in the next section. We can quantify the contribution to the overall He abundance uncertainty due to the reddening correction by propagating the error in eq. (1).
Ignoring all other uncertainties in X R (λ) = I(λ)/I(Hβ), we would write
In the examples discussed above, σ C(Hβ) ∼ 0. Finally, we should note that an additional complication is the possibility that, in the highest temperature (lowest metallicity) nebulae, the Hα line may be collisionally enhanced (Davidson & Kinman 1985; Skillman & Kennicutt 1993) . In their detailed modeling of I Zw 18, Stasinska & Schaerer (1999) have found this to be an important effect (of order 7% enhancement in Hα). If this is not accounted for, this has the effect of artificially increasing the determined reddening (and thus, artificially decreasing the helium abundances measured from the lines redward of Hβ (e.g., λλ 5876, 6678) and increasing the helium abundances measured from lines blueward of Hβ (e.g., λ4471). More work along the lines Stasinska & Schaerer (1999) with photoionization modeling of high temperature nebulae is needed to determine whether this effect is common in these low metallicity regions.
Electron Temperature Determinations from Collisionally Excited Lines
Since the temperature is governed by the balance between the heating and cooling processes, and since the cooling is governed by different ionic species in different radial zones, one expects different ions to have different mean temperatures (cf. Stasińska 1990; Garnett 1992 including the effects of collisional enhancement almost perfectly cancels this effect for the reported density of 110 cm −3 (y + = 0.0815 treated as a single temperature zone and y + = 0.0811 treated as two temperature zones for this object). Thus, using a lower temperature for the y + in the O + zone can increase or decrease the helium abundance depending on the density. The main point here is that the temperatures used for the two zones and the helium abundance should be treated consistently (as emphasized by PPR). Steigman, Viegas, & Gruenwald (1997) have investigated the effect of internal temperature fluctuations on the derived helium abundances and find this to be important in the high temperature regime. The presence of temperature fluctuations, when analyzed assuming no temperature fluctuations, results in underestimating both the oxygen and helium abundances (here only [S II] densities are used, which are typically higher than the densities derived from He I lines). Assuming a range of relatively large temperature fluctuations (with a maximum of 4000K) results in an overall shift in the derived primordial helium abundance of about 3%.
Steigman et al. have argued that, in absence of constraints on the temperature fluctuations, the errors should be increased to account for this uncertainty. Peimbert, Peimbert, & Ruiz (2000) have shown that the different temperature dependences of the He I emission lines can be used to solve for the density, temperature, and helium abundance simultaneously and selfconsistently. They point out that photoionization modeling consistently shows that the electron temperature derived from the [O III] lines is always an upper limit to the average temperature for the He I emission, and thus, assuming the [O III] temperature will always produce an upper limit to the true helium abundance. Here we will not explore the possibility of adding the electron temperature as a free parameter to our minimization routines. This is, in part, because the main motivations are to explore the method promoted by IT98, to explore the possibility of handling the effects of underlying absorption, and also, because one of our main conclusions, that Monte Carlo modeling is required for a true estimation of the errors will be true regardless of the minimization parameters. Nonetheless, this is a very important result with the implication that most helium abundances reported in the literature to date are really upper limits.
Electron Density Determinations from Collisionally Excited Lines
The average density can be derived by measuring the relative intensities of two collisionally excited lines which arise from a split upper level. In the "low density regime" collisional de-excitation is unimportant and all excitations are followed by emission of a photon. The ratio of the fluxes then simply reflects the ratio of the statistical weights of the two levels. In the "high density regime", where the level populations are held at the ratio of their statistical weights, the emission ratio becomes the ratio of the product of the statistical weights and the radiation transition probabilities. In the intermediate regime, near the "critical density" the line ratios are excellent density diagnostics. The best known is that of [S II] λ6717/λ6731 which is sensitive in the range from 10 2 to 10 4 cm −3 and can be observed at moderate spectral resolution. At higher spectral resolution, one can use several other line pairs (e.g., [O II] λ3726/λ3729).
In order to convert these line ratios into densities, one needs to know the energy level separations, the statistical weights of the levels, and the radiative and collisional excitation and de-excitation rates. Fortunately, one can use the five-level atom program originally written by De Robertis, Dufour, & Hunt (1987) which has been made generally available within IRAF * by Shaw & Dufour (1995) . This program has the additional great advantage that the authors have promised to keep the input atomic data updated.
As emphasized by ITL94, ITL97 and IT98, the [S II] line ratio suffers from two problems as a density diagnostic: (1) it is measuring the density is the low ionization zone, which may apply to less than 10% of the emission in a low metallicity giant HII region, and (2) it is relatively insensitive to density below about 100 cm −3 . Since the collisional excitation of the He I lines is important at the 1% level down to densities as low as 10 cm −3 , the [S II] lines are not ideal density indicators (cf. Izotov et al. 1999) , and deriving densities directly from the He I lines is, in principle, preferable. This is discussed further in §4. However, calculating the density from the [S II] lines (and other collisionally excited lines) provides an excellent consistency check on the density derived from the He I lines.
Converting Individual He I Lines into He/H Abundances

He I and H I Emissivities
The F(He I)/F(Hβ) emission line flux ratios are converted to intrinsic intensity ratios, I(He I)/I(Hβ), by correcting for reddening and underlying H I absorption and then incorporating the errors in these corrections (from eq. (2)) into the errors in the line ratios as discussed in section 2.2. These intrinsic line ratios can then be converted to He/H abundance ratios by using the theoretical emissivities calculated from recombination and radiative cascade theory (e.g., Brocklehurst 1971; 1972 ). Here we use the H I emissivities calculated by Hummer & Storey (1987) and the He I emissivities calculated by Smits (1996) . See Appendix C for further details. Normally, uncertainties in the H I and He I emissivities are not included in the error calculations when determining He/H abundance ratios. It is usually assumed that these uncertainties are small in comparison with the other error terms, however, the quoted uncertainties on derived nebular helium abundances are becoming so small that this assumption may no longer be true. We would like to note that there is still a need for a modern assessment of the uncertainties of the calculated He I emissivities. Benjamin, Skillman, & Smits (1999) have estimated that the uncertainty in the input atomic data alone may limit the accuracy to 1.5%.
Collisional Enhancement of He I Emission Lines
At the high electron temperatures found in metal poor nebulae, collisional excitation from the metastable 2S level can become significant in determining the higher level populations in He I. This effect has an exponential dependence on electron temperature and a linear dependence on density. Thus, the theoretical emissivities need to be "corrected" for the radiative contribution of these collisional excitations. In order to better calculate these collisional corrections to the radiative cascade, quantum calculations of increasing accuracy have been carried out to determine more exact collisional rates (Berrington et al. 1985; Berrington & Kingston 1987; Sawey & Berrington 1993 ). Here we use the collisional rates of Sawey & Berrington (1993) and the resulting collisional corrections calculated by Kingdon & Ferland (1995) . In principle, it is better to join the collisional effects directly into the recombination cascade calculation (e.g., as done by Benjamin et al. 1999 ), but for the present exercise absolute numbers are less important than judging the relative magnitudes of various effects. One of the original motivations for this work was to reproduce the results published in IT98, so we have adopted an identical treatment of the input atomic data.
The Effects of Underlying Stellar Absorption
A potential source of systematic error is the possibility of stellar absorption underlying the helium emission lines. Certainly there are typically many early type stars exciting the observed HII regions, and certainly many of these stars have strong He I absorption lines.
Judging the degree to which underlying stellar absorption is important has been a real problem in the past (e.g., Shields & Searle 1978) . Kunth & Sargent (1983) proposed the very simple test of looking for a trend in derived He abundance with EW(He I emission). They found no evidence for this effect in their data (which span approximately the same range in EW(He I emission) as modern day observations). Skillman, Terlevich, & Terlevich (1998) reexamined their data and found evidence for a slight trend in He/H with EW(Hβ) implying that underlying absorption may be present at a detectable level. The theoretical modeling results of Olofsson (1995) have also been used as a guide in the past. These models indicated that the EW of λ4471 in absorption was generally of order 0.1Å or less. However, Skillman, Terlevich, & Terlevich (1998) pointed out that the model results may not be representative of the typical extragalactic HII region observed for these purposes, and that the underlying absorption values may be much larger than 0.1. They also drew attention to an inconsistency in the relative strengths of He I absorption lines modeled by Olofsson. That is, in observed stars (e.g., Lennon et al. 1993) and in numerical models (e.g., Auer & Mihalas 1972) , the strengths of the λ4471 and λ4026 lines are about a factor of two stronger than λ4387 and λ4922, while in the models of Olofsson, the opposite is true. This potentially implies that the underlying absorption in λ4471 and λ4026 could have been underestimated by a factor of 4 in Olofsson's models (EWs for λ5876 and λ6678 are not calculated). Revisiting the modeling by Olofsson with a view to the specific case of determining nebular helium abundances remains a valuable exercise for the future.
What are the greater implications for this realization that the effects of underlying absorption could have been underestimated in the past? Izotov & Thuan (1998a) have demonstrated that underlying absorption is important in the NW component of I Zw 18. IT98 recognize the potential importance of underlying stellar absorption. They deal with this effect by (1) averaging over three lines or (2) excluding a line from consideration when "absorption is evidently important".
Here, we feel that a truly self-consistent approach will account for the effects of underlying absorption through detection and correction for such effects. In the next section we present a method for doing this. We pursue two different methods; first we include the possibility of underlying absorption in a χ 2 minimization routine. Second, we experiment with including a sixth line λ4026, which has enhanced sensitivity to underlying absorption.
In order to do this correctly, one must know, a priori, the relative strengths of the underlying He I absorption lines. We assume that the underlying He I stellar absorption lines are all equal in terms of equivalent width.
Recall that we made a similar assumption in the case of underlying H I absorption. Similarly, we cannot estimate how much systematic error we are incurring with this assumption in the analysis of real observations. However, by making the same assumption in both the synthesized spectra and the analysis, we can focus on the uncertainties in the method. The assumption of identical equivalent widths is probably not too bad.
Observations of individual Galactic B supergiants (Lennon, Dufton, & Fitzsimmons 1993) show that the EW of the absorption lines of λ6678, λ4471, and λ4026 are all of approximately equivalent strength and share the same dependency on stellar effective temperature. The models by Auer & Mihalas (1972) show relatively good agreement for EW(λ4026), EW(λ4471), EW(λ5876), and EW(λ6678) for temperatures in excess of 35,000 K and surface gravity values values of log g = 4 and 4.5.
He I Optical Depth Effects
In order to compare observational measurements of helium line intensities with theoretical values, it is necessary to consider radiative transfer effects and to determine what effects these have on the resulting line ratios. The standard references for radiative transfer in He I emission lines are those of Robbins (1968) and Robbins & Bernat (1973) . Recent examinations of this issue are given by Almog & Netzer (1989) , Proga, Mikolajewska, & Kenyon (1994) and Sasselov & Goldwirth (1995) . Given the improvements in the atomic data afforded by the re-examination of A-values (Kono & Hattori 1984) , the recombination rates (Smits 1996) , and collisional rates (Sawey & Berrington 1993 ), a re-examination of radiative transfer issues should be very useful.
For the purpose of reproducing the IT98 results, here we will adopt the fits given by IT98 to the modeling results of Robbins (1968) (the IT98 equations are reproduced in Appendix C). In Figure 3 we show the data from Robbins (1968) and the IT98 fits. Note that for the regime of low values of τ (3889) relevant for the current study (values of τ (3889) ≥ 1.5 are rarely observed) there is very little data available from Robbins (1968) . It is also important to note that these results represent only one set of physical conditions. An important parameter is the velocity gradient of the absorbing gas, which has been assumed to be zero in the models chosen by IT98. This is further motivation for a new study of the He I radiative transfer effects.
Ionization Correction Factors
The degree to which the hydrogen and helium ionization zones in an HII region coincide is generally determined by the hardness of the ionizing radiation field, and may be governed, in part, by geometry (e.g., Osterbrock 1989) . Thus, there is always concern that in a specific observation of an HII region that neutral helium is co-existent with ionized hydrogen along the line of sight (see, e.g., discussion in Dinerstein & Shields 1986 ).
Historically, a correction has been applied to the helium abundances in order to correct for unobserved neutral helium. Vílchez & Pagel (1988) , following the ideas of Mathis (1982) , used the models of Stasińska (1990) to demonstrate that ratios of ionization fractions of sulfur and oxygen provided an accurate measure of the hardness of the radiation field. Pagel et al. (1992) used this technique to determine whether such a correction was necessary. Their proposed methodology consisted of a simple test: if the radiation field was soft enough that a significant correction for neutral helium was implied, this correction was probably too uncertain for the proposed candidate to be useful for a helium abundance measurement.
ITL94 and ITL97 applied neutral helium corrections based on the models of Stasińska (1990) , without adopting the methodology of PSTE. Unfortunately, the correction derived in ITL94 is based only on the neutral helium fraction and does not take into account the neutral hydrogen fraction (see discussion in Skillman, Terlevich, & Terlevich 1998) . IT98 revised these estimates assuming ionization correction factors of one. Viegas, Gruenwald, & Steigman (2000) have produced photoionization models indicating that H II regions ionized by young, hot, metal-poor stars may actually have more extended ionized helium regions when compared to the ionized hydrogen. This results in a "reverse" ionization correction, reducing the derived helium abundance by as much as 1% (cf. Figure 2 in Skillman, Terlevich, & Terlevich 1998) . At present, lacking observational evidence of this effect, it is not clear that such a correction should be applied, but the fact that it is of order the size of the errors presently quoted on derived helium abundances implies that it should not be ignored in the error budget.
In this work we will simply assume that the ionization correction factors are very close to one. Skillman et al. (1994) noted the constancy of He/H as a function of position in UGC 4483 despite significant variations in oxygen ionization ratios. However, it is very difficult to constrain this uncertainty to less than 1%.
Self-Consistent Methods for extracting the 4 He Abundance
Having discussed many of the potential pitfalls in determining the 4 He abundance in individual extragalactic HII regions, we can now discuss the methodology for making such a determination. As we noted earlier, a He abundance can be inferred for each He I emission line observed by comparing the ratio of its observed intensity to Hβ with the theoretical ratio and correcting for the effects of collisional excitation, florescence and underlying He I absorption. Thus, as per the discussion of the previous sections, we need to determine three physical parameters, the density, n, the optical depth, τ , and the equivalent width for underlying helium absorption, a HeI . As argued by ITL94 and ITL97, a self-consistent determination of the parameters, if possible, is preferable. Below we describe a few possible methods for such a determination and stress the need for a careful accounting of the resulting errors, which we deem requires a Monte Carlo simulation of the data.
As we noted above and discuss in detail below, different He I lines are more or less sensitive to the different physical parameters. In principle, it is possible to fix these parameters by minimizing χ 2 using only the three best determined line strengths, λ4471, λ5876 and λ6678. However, because these line strengths are not very sensitive to any of the physical parameters of interest, it may be preferable to consider two or even more additional wavelengths. We describe these various possibilities below. Once the parameters and their associated uncertainties have been fixed, the He abundance may be determined by averaging over all of the He I lines used in the determination of the physical parameters.
We note that we are adopting a different philosophical approach here compare to that in IT98. In the final calculation of y + , IT98 use only the main three lines to obtain the final He abundance. Additionally, they adopt and report a minimum density of 10 cm −3 (reduced from the minimum density of 50 cm −3 adopted in ITL97) and not lower densities which may be derived from their minimizations. To be truly "self-consistent" would imply that the helium abundance is derived from all observed lines and the physical parameters are those resulting from the minimization. An inspection of the IT98 data reveals that often the He/H ratios derived from the λ7065 and λ3889 lines are significantly different from the He/H ratios derived from the main three lines. Additionally, when their minimization routine is applied, one often finds unrealistically small values of the density. We take these as warning signs that in some cases either the minimization is not finding the best possible solution due to a degeneracy in the χ 2 minimization, or there are problems with the input data. In such cases, it makes sense to either reject the object from derivations of the primordial helium abundance or to attribute a larger uncertainty to account for the lack of self-consistency in the minimization solution.
We begin our discussion of the merits of various minimization routines by examining the dependence of the line strengths (for the six He I lines of interest) on the physical parameters, n, τ, and a HeI . Figure 4 shows six He I emission lines and their relative dependences on the different effects discussed in the last sections. We show the relative effects for a baseline model of T = 15,000K, n = 10 cm −3 , τ = 0, and no underlying stellar
He I absorption (a HeI = 0). The top panel of Figure 4 shows the effects of an error of 500 K. This is of order or larger than the errors typically quoted for electron temperatures for high quality spectra. It can be seen that reasonable errors in electron temperature (or temperature fluctuations) will have a relatively small effect on the derived He/H abundances (note, however, that Peimbert, Peimbert, & Ruiz 2000 have found that a coupling between temperature and density allows solutions with small differences in temperature to result in significant differences in density resulting in larger than expected changes in the derived helium abundance).
The second panel from the top in Figure 4 shows the effect of increasing the density from 10 to 100 and the subsequent collisional enhancement of the He I lines. Clearly, of the six lines, λ7065 is most sensitive to this effect. Of the three lines normally used to calculate He/H abundances, λ5876 is the most sensitive and λ6678 is the least sensitive. λ7065 would be an ideal density diagnostic if not for the sensitivity to optical depth shown in the third panel.
The third panel from the top in Figure 4 shows the effect of increasing the optical depth τ (3889) from zero to one. λ7065 has a strong sensitivity to optical depth effects. λ3889 is also sensitive to τ (3889), and in the opposite sense, so that in combination these two lines could act to constrain both density and optical depth.
Unfortunately, λ3889 is blended with H8 (λ3890). Thus, in order to derive an accurate F(λ3889)/F(Hβ) ratio, the F(λ3890) must be subtracted off and underlying stellar H I (and He I) absorption must be corrected for.
This generally implies a relatively large uncertainty for F(λ3889), and thus, a larger uncertainty in the density and optical depth measures than one would hope for.
Finally, the bottom panel in Figure 4 shows the effects of 0.2Å of underlying stellar absorption. The difference of a factor of three between the effect on λ5876 and λ4471 and λ6678 means that there is some sensitivity to underlying absorption through the analysis of just those three lines. However, the effect is very strong for the weaker λ4026 line. Thus, we will explore the possibility of adding λ4026 as a diagnostic line.
It is very important to note from Figure 4 the strong trade-off between density and underlying He I absorption. All six He I line strengths are increased by increasing the density, while all six He I line strengths are decreased by increasing the underlying He I absorption. While the relative effects vary from line to line, the main result is a basic trade-off between density and underlying absorption when both are included in a minimization routine. This means that adding underlying absorption as a free parameter in a minimization routine will open up a larger range of parameter space for good solutions. On the other hand, it means that if absorption is not included in minimizations, its effects may be masked by driving the solutions to lower He abundances or densities.
Using 3 Lines
In principle, under the assumption of small values for the optical depth τ (3889), it is possible to use only the three bright lines λ4471, λ5876, and λ6678 and still solve self-consistently for He/H, density, and a HeI . Of course, because these lines have relatively low sensitivities to collisional enhancement, the derived uncertainties in density will be large. However, as we will show, if there is some reason to suspect a problem with any of the additional lines, the three line method can actually lead to a more accurate result, and hence should be used as a diagnostic if nothing else. Using a minimization routine, as opposed to a direct solution, it is not even necessary to assume that τ (3889) = 0 in order to derive a helium abundance from just three lines.
The detailed procedure we use to determine the physical parameters along with the He abundance is given in Appendix C. The procedure is actually independent of the number of lines used, though when using fewer lines (as in the present case of 3 lines) the results are likely to be less robust.
Using 5 Lines
A self-consistent approach to determining the 4 He abundance was proposed by Izotov, Thuan, & Lipovetsky (1994 by considering the addition of other He lines. First the addition of λ7065 was proposed as a density diagnostic and then, λ3889 was later added to estimate the radiative transfer effects (since these are important for λ7065). By minimizing the difference between the ratios of λ3889/λ4471, λ5876/λ4471, λ6678/λ4471, and λ7065/λ4471 and their recombination values, the density, optical depth, and helium abundance can be determined. The latter is determined by a weighted mean of the helium abundance based on λ4471, λ5876, λ6678 once the values of n and τ (3889) are fixed. This is the method used by IT98 in their most recent estimate of Y p . Underlying He I absorption is assumed to be negligible in their method.
While this method, in principle, represents an improvement over helium determinations using a single emission line, systematic effects become very important if the helium abundances derived from either λ3889 or λ7065 deviate significantly from those derived from the other three lines. In addition, working with the ratios of all of the He I lines to a single He I line puts undue weight on that single line (in this case λ4471). This is especially vulnerable to systematic errors in the presence of undetected underlying stellar absorption.
Here, we also consider using these five lines for determining the He abundance along with the physical parameters. However, as described in the appendix B, our minimization procedure is based on the weighted average of the He abundance as determined from the five lines independently. We allow for the presence of underlying He I absorption through the assumption that it will be identical (in terms of equivalent width) for all of the He I lines. In addition, once the physical parameters have been determined by the minimization, all five values of y + (λ) are used in a weighted mean to determine the final Y + .
Using 6 Lines
Adding λ4026 as a diagnostic line increases the leverage on detecting underlying stellar absorption. This is because the λ4026 line is a relatively weak line. However, this also requires that the input spectrum is a very high quality one. λ4026 is also provides exceptional leverage to underlying stellar absorption because it is a singlet line and therefore has very low sensitivity to collisional enhancement (i.e., n) and optical depth (i.e., τ (3889)) effects.
Our procedure for this case is identical to the one above with the addition of the sixth line. By adding λ4026
as a diagnostic line, we increase our dependence on the assumption of equal equivalent width of underlying absorption for all of the He I lines. Our philosophy is that it is most important to discover underlying absorption when it is present. If underlying absorption is important in an individual spectrum, conservatively, it may be better to reject the object from consideration from studies constraining the primordial helium abundance. If a solution implies significant underlying absorption, and all of the helium lines give the same abundance within errors, it may be taken as an endorsement of the assumption of equal EW of underlying He I absorption.
Test Cases and Examples
In this section we present the results from a number of test cases varying the input physical parameters, the number of He I emission lines used in the minimizations, and assumptions about certain physical parameters.
Our philosophy here has been to test for relatively small variations, since the final goal is helium abundances for individual nebulae with accuracies approaching 1%. That is, we are confident that if assumptions are grossly in error that the derived abundances are wrong, but, more importantly, if there is a very subtle effect (e.g., a very small amount of underlying absorption or a small amount of optical depth), we need to understand how that will affect our derived helium abundances.
Cases with no Systematic Errors
We present here the results of running a few series of test cases. In all cases, input spectra were synthesized with the prescriptions and assumptions described above or in the appendices. We chose a baseline model of T = 18, 000 ± 200 K, EW(Hβ = 100), and He/H = 0.080. We then varied the density, a HeI , and τ (3889) to produce different cases. Errors of 2% were assumed for all of the input emission lines and equivalent widths, and then each of these models were run through Monte Carlo realizations. We then analyze the resulting distributions of the results from a χ 2 minimization solution for He/H, density, a HeI , and τ (3889). Figure 6 presents the results of modeling of 6 synthetic He I line observations for a case identical to that of Figure 5 with the exception of a higher density of 100 cm −3 . For the n = 100 cm −3 case, there is a systematic trend for the Monte Carlo realizations to tend toward higher values of He/H. This is because, again, the inclusion of errors has allowed minimizations which find lower values of the density and non-zero values of underlying absorption and optical depth. However, in this case, there is more "distance" from the lower bound of n = 0, and thus more parameter space to allow the effects of the parameter degeneracy to be noticed.
Note that the size of the error bars in He/H have expanded by roughly 50% as a result. We can conclude from this that simply adding additional lines or physical parameters in the minimization does not necessarily lead to the correct results. In order to use the minimization routines effectively, one must understand the role of the interdependencies of the individual lines on the different physical parameters. Here we have shown that trade-offs in underlying absorption and optical depth allow for good solutions at densities which are too low and resulting in helium abundance determinations which are too high. This is one of the central results of this study. Again, note that there is no trend in the values of χ 2 with y + . For the first two cases, (no underlying absorption and no optical depth), as expected, the 3 line method constraints on the density are not strong. However the derived helium abundances are consistent, within the errors, with the input values. For the 5 line method, since the first two cases (1 and 2) have no underlying absorption, the method with the correct assumption finds a solution much closer to the correct result (although all solutions are consistent with the correct result, within errors). Again, it is the degeneracy between density and underlying absorption which is responsible for the derived low density and high He abundance. Note, interestingly, that the three line method did not do any worse (in fact it did slightly better) than the 5 line methods, unless we assume a priori the correct answer for underlying absorption (a HeI = 0). Similarly, assuming τ = 0 also improves the result in this case for obvious reasons. The six line method, within the errors, gave results consistent with but not equal to the input parameters. Indeed, there is a systematic trend to lower density and some underlying absorption even when there is none. The net result is a higher estimate of the He abundance. This systematic trend can be traced to the degeneracy in the trends imposed by the different input parameters. However, the 6 line method does significantly better than the 5 line method at constraining the underlying absorption (as the λ4206 line anchors the values of a HeI ).
We learn more about the various methods when we consider the remaining cases in Table 1 . When τ (3889) = 0 (and a HeI = 0), the five and six line methods give very accurate results although, once again, λ4206 is needed to pin down the value of a HeI and break the degeneracy. When the input value of a HeI = 0, then only the 5 line method which assumes a HeI = 0 does badly. The 5 and 6 line methods which solve for a HeI do quite well. Figure 7 shows the results of the Monte Carlo when both τ and a HeI = 0, and n = 100 cm −3 ,
i.e., case 6 of Table 1 . Thus it is encouraging that in perhaps more realistic cases where the input parameters are non-zero, we are able to derive results very close to their correct values.
Indeed, Figure 7 shows many of effects we have been describing in the previous cases. The average of Monte Carlo realizations is remarkably close to the straight minimization for all of the derived parameters (n, a HeI , τ and y + ). However, there is an enormous dispersion in these results due to the degeneracy in the solutions with respect to the physical input parameters. This results in error estimates for parameters which are significantly larger than in the straight minimization. For example, the uncertainties in both the density and optical depth are almost a factor of 3 times larger in the Monte Carlo. When propagated into the uncertainty in the derived value for the He abundance, we find that the uncertainty in the Monte Carlo result (which we argue is a better, not merely more conservative, value) is a factor of 2.5 times the uncertainty obtained from a straight minimization using 6 line He lines. This amounts to an approximately 4% uncertainty in the He abundance, despite the fact that we assumed (in the synthetic data) 2% uncertainties in the input line strengths. This is an unavoidable consequence of the method -the Monte Carlo routine explores the degeneracies of the solutions and reveals the larger errors that should be associated with the solutions.
From the above, we conclude (1) that adding absorption to the minimization routines can lead to much larger regions of valid solution space; (2) the trivial result that assuming no underlying absorption will lead to incorrect solutions in the presence of underlying absorption, (3) that adding an accurate λ4026 observation to a minimization solution will provide strong diagnostic power for underlying stellar absorption, and (4) that Monte Carlo models are required to determine the true uncertainties in the minimization results.
Cases with Systematic Errors in I(λ3889)
In §4, it was shown that λ3889 is strongly sensitive to optical depths effects and is required if λ7065 is to be a good tracer of density. It was also pointed out that, unfortunately, λ3889 is blended with H8 (λ3890).
Thus, in order to derive an accurate F(λ3889)/F(Hβ) ratio, the F(λ3890) must be subtracted off and underlying stellar H I (and He I) absorption must be corrected for.
In the methodology of IT98, the contribution to He I λ3889 from H I emission is subtracted off by assuming the theoretical value for the H I emission (typically, the He I emission accounts for almost 50% of the blended line). The total emission has to be corrected for underlying stellar absorption, which is assumed to be a constant equivalent width for all of the H I lines. This assumption is a potentially dangerous one. Spectral studies of individual stars show that while this may be a good assumption to first order, the equivalent widths of the higher order Balmer lines are not strictly identical (see, for example, the spectral atlas of Galactic B supergiants of Lennon, Dufton, & Fitzsimmons 1992) . Secondly, this correction is usually large (corrected He I λ3889 emission line equivalent widths generally lie in the range of 4 to 10Å compared to the underlying absorption which is in the range of 0.5 to 3Å). A good test of the uncertainty in this correction would be a comparison of the corrected higher order (H9 and H10) H I emission line strengths compared to their theoretical values. In Appendix B,
we show a few cases in the literature, where these comparisons reveal evidence of a problem.
Here we investigate the possible effects of a systematically low strength of λ3889 motivated by the possibility of oversubtracting the underlying H I absorption. We have run identical cases and analyses as in Table 1 , but altered the input synthetic spectra by decreasing the relative flux and equivalent width of λ3889 by 10%.
These results are presented in Table 2 . The first two columns are identical (since they are based on only three unaffected lines) and are repeated for comparison. Note that this exercise was motivated, in part, by the systematically low values of He/H derived from λ3889 when compared with the main three He I lines in a subsample of the highest quality data from IT98.
The 10% drop in λ3889 has dramatic effects. From §4, and especially Figure 4 , it can be seen, that an underestimate of I(λ3889) will lead to both artificially high values of τ (3889) and artificially low values of the density. This is born out in inspection of Table 2 . Beginning with the cases in which the input values of τ and a HeI are 0, we see that the density is grossly underestimated in both input cases with n = 10 and 100 cm −3 . In the low density case, the He/H solutions based on all available lines are low, while the He/H (3) solutions are close to correct. This main effect is due to including the low value of He/H from λ3889. However, in the high density case, it is the values of He/H(3) which are in error on the high side. This is due to the underestimate of the density (and thus the corrections for collisional enhancement are too small). Note that the solutions for τ (3889) have been driven to large values. For both the higher density cases, the density has been underestimated, the τ (3889) overestimated, and the He/H(3) overestimated.
In Figure 8 , we show the results of the 6 line method Monte Carlo for case 2 of (λ3889) occurs when the nebula has a high enough density that the collisional enhancement is important. Then the underestimate of density results in systematically higher He/H.
Cases with Systematic Errors in I(λ7065)
One of the possible problems of using λ7065 is that in a spectrum where the entire wavelength range from λ3727 to λ7065 is observed in first order, there is the potential for contamination of the red part of the spectrum from blue light in the second order. In principle, if a blue cutoff filter is used (e.g., a CG385 order separation filter) then there should be little contamination blueward of 2 × 3850Å or 7700Å. However, order separation filters are not perfect cut-on filters at 3850Å, but rather start to filter out light above 4000Å, reach 50% transparency at about 3850Å and then drop to zero transparency somewhere between 3500 and 3600Å.
Thus, there is potential for some second order contamination for all wavelengths above 7000Å. If the observed target has a significant redshift, then the He I λ7065 is even more susceptible to this problem. The problem is worse for bluer order separation filters (e.g., CG375).
This effect can be quite subtle and there are two separate problems to consider. The first is contamination of the standard star spectrum. If a blue standard star (e.g., a white dwarf) is used for flux calibration, then the far red part of the spectrum detects additional second order blue photons, which, when used to calibrate the spectrograph, results in an overestimate of the red sensitivity of the spectrograph. The second problem occurs in the target spectrum. Here the far red continuum will be contaminated by extra second order blue photons. It is possible that if the blue spectral shape of the standard star is similar to the spectral shape of the target, then these two effects will compensate, giving a rather normal looking red continuum. However, the overestimate of the red sensitivity will result in underestimated emission line fluxes and equivalent widths.
Since λ7065 lies right at the border of where this effect can become important, it is very important to check for this possibility. This is most easily done by obtaining spectra of both red and blue standard stars and deriving instrument sensitivity curves independently for the two stars. The wavelength at which the two sensitivity curves begin to deviate indicates the onset of second order contamination.
Here we investigate the possible effects of a systematically low strength of λ7065. We have run identical cases and analyses as in Table 1 , but altered the input synthetic spectra by decreasing the relative flux and equivalent width of λ7065 by 5%. These results are presented in Table 3 . Note that this exercise was motivated, in part, by the systematically low values of He/H derived from λ7065 when compared with the main three He I lines in a subsample of the highest quality data of IT98.
The 5% drop in λ7065 has dramatic effects. Beginning with the cases in which the input values of τ and a HeI are 0, we see that the density is grossly underestimated in both input cases with n = 10 and 100 cm −3 .
In the low density cases, this does not have a very strong effect on the derived helium abundances (because the density dependent collisional enhancement term is already quite small).
In the high density case with no underlying absorption or optical depth effects, the five and six line methods give a He abundances which are significantly higher than the correct value of 0.08. In this case, the three line method which is not distracted by the errant λ7065 line does the best at finding the solution. We see the effect of the λ7065 line driving down the density and compensating by allowing for non-zero absorption, which is controlled in the 6 line method due to λ4026.
In Figure 9 , we show the results of the six-line method Monte Carlo for case 2 of Table 3 . Case 2 shows the most discrepant results in Table 3 , and the six-line method is only better than the five-line method with absorption allowed (but not constrained by λ4026. Here it can be seen clearly that the solutions all favor lower density, and thus higher He/H. The trade-off between low density and high values of underlying absorption is clearly shown. Interestingly, the values for χ 2 are relatively low and quite satisfactory. Clearly the χ 2 is not a good diagnostic of an underestimated I(λ7065), as the degeneracies allow mathematically acceptable solutions.
Case 6 provides an interesting comparison case to consider when λ7065 is low. Notice here, that the 5 and 6 line methods again over-estimate the He abundance. While both solutions find the approximate underlying absorption (the 6 line method is better) they underestimate the density and the optical depth. Here the 3 line method, even with its lack of sensitivity, still solves for the correct density (to within 8% when τ is not assumed to be zero) and underlying absorption. The He abundance is again very accurately determined by this method.
In Figure 10 , we show the results of the six-line method Monte Carlo for case 6 of Table 3 . In this case of a small amount of optical depth and a small amount of underlying absorption, the solutions do a pretty good job of finding the correct range of density, optical depth, and underlying absorption. The underestimated λ7065 has resulted in a bias toward lower density, which has resulted in a bias toward larger He/H, but the effect is not very large. The main effect is the size of the error bars. Here it is clear that Monte Carlo errors in He/H are about 3 times larger than the errors from a straight minimization. Note again that the χ 2 values are generally small.
The main result of tests with a systematically low λ7065 is that for nebulae with densities which correspond to significant collisional enhancement corrections, the He/H will be overestimated. The χ 2 is not necessarily a good test of whether λ7065 has been systematically underestimated.
Discussion
We have pointed out a number of points in the analysis of optical spectra of nebulae that can lead to biased or inaccurate abundance results if not accounted for properly. We hope to draw attention to the treatment of the H I Balmer lines as a critically important step in an accurate abundance analysis.
Our inspection of self consistent minimization methods for determining helium abundances has revealed several things. In the perfect world when all of the uncertainties in the input data are under control, the 6 line method is best at solving for the physical input parameters and ultimately the He abundance. However, minimization routines should used with caution with a eye toward systematically biased observations. The key diagnostics are the values of the χ 2 in a straight minimization, and the results of the 3 line method. When the data are good the χ 2 per degree of freedom should be small, and the results of the 3, 5, and 6 line methods should be consistent. The latter methods should be more accurate and carry smaller error bars on the derived quantities. If either of these conditions are not met, then it is probably not advisable to use those data in a determination of the primordial He abundance. In any case, a Monte Carlo realization of the observations should be conducted to assess the true uncertainties in the resultant abundances.
While it may seem that, in some cases, the straight minimization gives a solution closer to the original input parameters than does the average Monte Carlo result, one must bear in mind that we have been using synthetic data with known values. By running the Monte Carlo on synthetic data we are modeling possible Clearly the abundances used in estimating Y p are not observed but rather derived quantities. As we have seen, the derivation of the He abundance relies on several, a priori, unknown but physical input parameters. In this paper, we hope to have clarified the determination process, and quantified the uncertainties in the result.
Thus, it may be premature to be arguing over the 3rd decimal place in Y p until a systematic treatment and
Monte Carlo analysis of the data has been performed. Our purpose here is not to propose a minimum error for all nebular helium abundances nor to try to give a quantitative estimate of how a given analysis may result in a systematic bias in the derivation of Y p . Rather, we wish to promote a methodology for the analysis of all nebular HII region spectra in the pursuit of accurate He abundances. We emphasize the importance of reporting more information (the equivalent widths of all of the H I and He I emission lines, the χ 2 results for minimizations) and the use of Monte Carlo techniques for characterizing error terms. In the future, we will apply the recommended methods to both new observations and other observations reported in the literature. 
A. Monte Carlo Estimates of Reddening and Underlying Balmer Absorption
Here we would like to describe the Monte Carlo procedure we use for determining the corrections for reddening and underlying stellar absorption in the Hydrogen lines. Beginning with an observed line flux F (λ), and an equivalent width W (λ), we can parameterize the correction for underlying stellar absorption as
The parameter a HI is expected to be relatively insensitive to wavelength because all of the Balmer lines should be saturated in the stars which are producing the underlying continuum. As described in section 2, the reddening correction is applied to determine the intrinsic line intensity I(λ) relative to Hβ
We assume the intrinsic Balmer line ratios calculated by Hummer & Storey (1987) , and we use the reddening function, f (λ), normalized at Hβ, from the Galactic reddening law of Seaton (1979) , as parameterized by Howarth (1983) , assuming a value of R ≡ A V /E B−V = 3.2. By comparing X R (λ) to theoretical values, X T (λ),
we determine the parameters a HI and C(Hβ) self consistently, and run a Monte Carlo over the input data to test the robustness of the solution and to determine the systematic uncertainty associated with these corrections.
For definiteness, we list here the theoretical ratios we use: 
We begin therefore with four input fluxes F (λ) along with their associated observational (statistical) uncertainties and four equivalent widths (and their observational uncertainties). In addition, the theoretical ratios are temperature dependent, so we must add the temperature and its uncertainty as an additional observational input. From these, the ratios, X R (λ) for Hα, Hγ, and Hδ are obtained. The χ 2 statistic is defined by
where σ X R (λ) is the derived uncertainty in X R . The minimization of χ 2 , allows us to determine the values of a HI and C(Hβ). The uncertainties in the two outputs are determined by varying the solution so that χ 2 (a ± σ a ) − χ 2 (a) = 1. σ C(Hβ) is similarly determined.
As we indicated above, we further test this solution and its robustness by running a Monte Carlo on the input data. This also allows us to better determine the systematic uncertainty in the output parameters a HI and C(Hβ). The data for the Monte Carlo are generated from the input data, F (λ), W (λ) and temperature and the uncertainties in these quantities. A Gaussian distribution of input values centered on the observed values with a spread determined by their observational uncertainties. A new set of data is then randomly generated by picking input values from these Gaussian distributions. Consequently, after running the χ 2 minimization procedure, new values for the output parameters a HI and C(Hβ) are found. Our Monte Carlo produces 1000 randomly generated data sets from which we can produce a distribution of solutions for a HI and C(Hβ). One would expect that the mean of the solutions for a HI and C(Hβ) tracks the original solution based on the actual observational data. The spread in these allows us to test the systematic uncertainty associated with these quantities.
B. Monte Carlo Estimates of Reddening and Underlying Balmer Absorption in Real Observations
Here we provide examples of deriving reddening and underlying stellar absorption from emission line spectra. We take as a examples, the observations of SBS1159+545, SBS1415+437, and SBS1420+544 as reported in IT98. These three spectra are all reported with very high accuracy; the brightest lines are reported with errors of less than one percent. Since the emission line equivalent widths for all of the Balmer lines are required as input and since only the emission line equivalent width for Hβ is reported, we have had to estimate these from the relative line strengths and the spectra shown in figures. The fractional uncertainties in the equivalent widths were assumed to be twice as large as the fractional uncertainties reported in the relative intensities.
We used the values reported in IT98 and calculated C(Hβ) and a HI for the three targets. Our results are shown in Figure B -1. Here we display the originally observed Balmer line ratios, the corrected ratios reported in IT98 and our own solutions. There are two important points to note. First note that the IT98 corrected values for the Hγ/Hβ and Hδ/Hβ ratios are several σ away from the theoretical values. In the case of SBS 1159+545, this is because these ratios were already higher than the theoretical ratios, and correcting for reddening and underlying absorption only increases the ratios. In the other two cases, the original ratios were very close to the theoretical ratios, but correcting the Hα/Hβ ratio for reddening has caused these ratios to exceed their theoretical ratios. Since the deviations from the theoretical line ratios are large (yielding generally high values of the χ 2 ), we conclude that the uncertainties in the reported emission lines are underestimated.
The second point to note in Figure B -1 is the difference between our solutions are those of IT98. In all three cases, the IT98 solution yields very good agreement with theory in the Hα/Hβ ratio (better than ours)
but not as good in the other lines. It would appear that the weighting scheme used by IT98 favors this line ratio more than would be called for by the relative errors in the line ratios.
C. Monte Carlo Estimates of Self-Consistent Helium Line Ratios
For 4 He, we follow an analogous procedure to that described above. We again start with a set of observed quantities: line intensities I(λ) which include the reddening correction previously determined and its associated uncertainty which also includes the uncertainty in C(Hβ); the equivalent width W (λ); and temperature t. The Helium line intensities are scaled to Hβ and the singly ionized helium abundance is given by
where E(λ)/E(Hβ) is the theoretical emissivity scaled to Hβ. The expression (C1), also contains a correction factor for underlying stellar absorption, parameterized now by a HeI , a density dependent collisional correction factor, (1+γ) −1 , and a florescence correction which depends on the optical depth τ . Thus y + implicitly depends on three unknowns, the electron density, n, a HeI , and τ .
To be definite, we list here the necessary components in expression (C1). The theoretical emissivities scaled to Hβ are taken from Smits (1996) : 
Our expressions for the collisional correction γ, are taken from Kingdon & Ferland (1995) . We list them here for completeness. They are:
γ ( 
f (4026) is not given by IT98, but is assumed to be 1 because it is a singlet line (as is the case for λ6678).
Once the individual values for y + (λ) are determined, we can begin the process for self-consistently determining the physical parameters. As described in the text, we may wish to consider 3,5, or 6 different 4 He emission lines. Depending on the number of lines used, we next determine the average helium abundance.ȳ,
This is a weighted average, where the uncertainty σ(λ) is found by propagating the uncertainties in the observational quantities stemming from the observed line fluxes (which already contains the uncertainty due to C(Hβ), the equivalent widths, and input temperature. Since the average,ȳ, depends on the parameters, n, τ and a HeI , we must make an initial estimate for these.
Fromȳ, we can define a χ 2 as the deviation of the individual He abundances y + (λ) from the average,
We then minimize χ 2 , to determine n, a HeI , and τ . Uncertainties in the output parameters are determined as in the case for a HI and C(Hβ), that is by varying the outputs until ∆χ 2 = 1. Propagation in the latter uncertainties give us a reasonable handle on the systematic uncertainties in our final result for y + .
This procedure differs somewhat from that proposed by IT98, in that the χ 2 above (C6) is a straight weighted average, whereas IT98 minimize the differences between ratios of He abundances from pairs of He I lines (referenced to one wavelength, typically 4471). When the reference line is particularly sensitive to a systematic effect such as underlying stellar absorption, the uncertainty propagates to all lines this way. In our case, the individual uncertainties in the line strengths are kept separate.
Finally, as in the case for the hydrogen lines, we have performed a Monte-Carlo simulation of the data to test the robustness of the solution for n, a HeI , and τ from the χ 2 minimization and the true uncertainty in these quantities. As before, starting with the observational inputs and their stated uncertainties, we have generated a data set which is Gaussian distributed for the 6 observed He emission lines (plus the temperature).
From each distribution, we randomly select a set of input values and run the χ 2 minimization. The selection of data is repeated 1000 times. We thus obtain a distribution of solutions for n, a HeI , and τ , and we compare the mean and dispersion of these distributions with the initial solution for these quantities. The important point to note is that regime of the calculations is mostly at far larger values of τ (3889) than is relevant for work with giant extragalactic HII regions. More detailed work concentrating on the relevant regime is needed. Note that in all three cases the corrected Hγ/Hβ and Hδ/Hβ ratios are several σ away from the theoretical values. In the case of SBS 1159+545, this is because these ratios were already higher than the theoretical ratios, and correcting for reddening and underlying absorption only increases the ratios. In the other two cases, the original ratios were very close to the theoretical ratios, but correcting the Hα/Hβ ratio for reddening has caused these ratios to exceed their theoretical ratios. Since the deviations from the theoretical line ratios are large, we conclude that the uncertainties in the reported emission lines are underestimated.
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