Abstract-This paper investigates the strengths and drawbacks of the recently developed feature selective validation (FSV)-2D method. Considering that a subjective benchmark for the validation of two-dimensional computational electromagnetics data is not available, five datasets with subjective scores, commonly used in image quality assessment, are used. It is found that the FSV-2D prediction is influenced by image type and distortion type. Encouraged by the assessment results, eight parameters of the FSV-2D method are optimized by use of genetic algorithms. It is shown that the optimized FSV-2D method provides better correlation with subjective scores. Good agreement with theoretical analysis for computational electromagnetic data further validates the proposed approach.
V
ISUAL information is often used to validate computational electromagnetic (CEM) modeling and simulations. Though methods for validity evaluation by directly employing human observers are available, they are time consuming and difficult to be communicated to other engineers compared to an automatic evaluation technique [1] , this is especially true for data with multiple degrees of freedom. The feature selective validation (FSV) method was developed to provide a heuristic analog of the properties of the human visual system [2] , [3] . After the FSV method was adopted by IEEE standards 1597.1 and 1597.2, the improvement and enhancement of the FSV method became a topic of significant research interest [4] .
Recently, the extension of the FSV method from one-dimension (1-D) to two-dimensions (2-D) [5] , threedimensions, and beyond [6] has been introduced. Generally, the A. Orlandi is with the UAq EMC Laboratory, University of L'Aquila, L'Aquila I-67040, Italy (e-mail: antonio.orlandi@univaq.it).
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Digital Object Identifier 10.1109/TEMC.2017.2771159 approach in [5] and [6] is to repeatedly apply FSV-1D to different dimensions of datasets with multiple degrees of freedom, which is naturally scaled well for datasets with sizable differences in the number of points in different directions. Also, all the improvements and enhancements to FSV-1D can be directly applied to n-D without being "re-cast" [7] . As the basic principle followed by FSV is to mirror the decision-making process of a group of experts, higher levels of dimensionality provides substantial challenges for calibration. To date, the reference subjective benchmark for higher dimensional CEM data validation, as the visual survey performed in [8] was for the FSV-1D algorithm, has not been established. Such a benchmark dataset needs careful design and conscientious implementation. In this case, the performance of the FSV-2D method was assessed by use of the Laboratory for Image & Video Engineering (LIVE) Image Quality Assessment (IQA) database when the method was developed in [5] . The general conclusion is that the FSV-2D method is well correlated with the human evaluation-based mean opinion score (MOS). Reference [5] focused on the development of the FSV-2D algorithm, although the verification of this algorithm was noted to simply be a preliminary study. For instance, only two types of distortion were used in the LIVE database. Besides this, the strengths and drawbacks of the FSV-2D method were not fully investigated.
Therefore, as the follow-up of [5] , this paper concerns itself with a more detailed appraisal of the FSV method for the comparison of 2-D data. This paper is organized as follows: The performance of the FSV-2D method is further assessed in Section II and discussed in Section III by means of five IQA databases that include thousands of images with different degrees and types of distortion. Based on the assessment results, parameters of the FSV-2D method are optimized by use of genetic algorithms (GAs) to improve the correlation between FSV-2D and MOS in Section IV. A set of electromagnetic simulation results are presented in Section V to show the performance improvements. Concluding remarks are presented in Section VI.
II. PERFORMANCE ASSESSMENT OF FSV-2D
The IQA databases were developed to evaluate the performance of full-reference IQA metrics that can automatically assess the perceptual quality of a distorted image with respect to 0018-9375 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. the original high quality image. Automatic IQA metrics play a significant role in image acquisition, image compression, image restoration, and multimedia streaming, in which information carried by an image is distorted or modified by the various processing steps. The IQA database allows estimation of how a given metric corresponds to mean human perception. A typical IQA database consists of complete distortion free reference images, their corresponding distorted images given by various distortion types and levels, and subjective scores. Some of the image distortions that are present in images taken from the TID2013 database are shown in Fig. 1 [9] .
Subjective scores are normally represented by MOSs or a difference MOS (DMOS) obtained by subjective experiment. The testing procedure was as follows: each observer was shown the images randomly. Observers were asked to provide their perception of quality on a continuous linear scale that included qualitative indicators. The scale was then converted into quantitative scores. The IQA databases were created using different scales to the MOS, with different ways to remove abnormal experiments, and various recommendations to observers.
In this paper, the performance assessment is performed by comparing the subjective score (from MOS/DMOS) and the metric score that is given by comparing reference images and distorted images using the FSV-2D algorithm. The following five commonly used image benchmarks are adopted: TID2013 [9] , TID2008 [10] , LIVE [11] , IVC [12] , and CSIQ [13] . For the LIVE database, its latest version, Release 2, has been used. In contrast to Release 1 used in [5] , Release 2 consists of more distortion types and distorted images. The number of reference images, distortions, and subjects for each database are shown in Table I .
To evaluate whether an IQA metric is statistically consistent with the human perception, three performance evaluation measures are commonly employed to show agreement between subjective scores and IQA metric scores. They are the Spearman rank order correlation coefficient (SROCC), the Kendall rank order correlation coefficient (KROCC), and the Pearson linear correlation coefficient (PLCC). To enable the comparison between FSV and the image databases, these metrics have been used. The SROCC measures the degree to which a metric agrees with the rank of the subjective ratings
where R(GDM i ) and R(MOS i ) denote ranks of the metric score GDM i and the subjective score MOS i for the ith image in the database, respectively, and N is the total number of distorted images in the database. The KROCC is also a correlation coefficient to measure the prediction monotonicity
where N c and N d represent the numbers of concordant and discordant pairs in scores, respectively. For iࣔj, if 
where GDM and MOS are the means of metric scores and subjective scores, respectively. Unlike PLCC, both SROCC and KROCC only measure the rank of scores and neglect the relative distance between scores. The closer the absolute values of SROCC, KROCC, and PLCC are to 1, the better agreement is demonstrated by the metric.
The FSV values can be given as both quantitative and qualitative assessments. The relationship between the two is given in Table II . The overall performance of quantitative and qualitative results of FSV-2D for the five databases is shown in Table III using SROCC, KROCC, and PLCC. Table III shows that FSV-2D yields the best results compared with the LIVE database. However, its performance on TID2008 and TID2013, which are two large databases, is not as good. In addition, there is no difference between quantitative and qualitative results of FSV-2D regarding the measure of SROCC and KROCC, since the monotonic nonlinear transformation in Table II will not change the rank of the scores. The piecewise linearization shown in Table II improves the PLCC for LIVE, IVC, and CSIQ databases, as indicated in Table III . Furthermore, the scatter plots of MOS/DMOS against a global difference measure (GDM) of the FSV-2D method are given in Fig. 2 . Coordinate values of each point in the scatter plots represent the metric score and subjective score of the same distorted image. It is clear that the FSV-2D predictions show the best agreement with subjective scores for LIVE database, which is in line with the measures in Table III .
It is also indicated in Fig. 2 that the low correlation coefficient values of IVC and CSIQ databases in Table III are caused by the sparse and branched linear relationship between MOS/DMOS and GDM, respectively. For TID2008 and TID 2013 databases, good correlation is also observed.
These problems indicated by Table III and Fig. 2 provide a good starting point to discuss the improvement of the current version of FSV-2D. 
III. PROBLEMS AND DISCUSSIONS
The results presented in Table III and Fig. 2 reveal that FSV-2D does not show better performance on TID2008, TID2013, IVC, and CSIQ than that on the LIVE database. The main differences between these databases are source image types and image distortion types. Therefore, further investigation is performed based on these two differences. Fig. 3 shows the scatter plots of MOS against GDM for different distortion types of the IVC database. Scatter points connected by the same solid line indicate that the distorted images are made on the same reference image. It is noted that the level of distortion defined by MOS is well correlated with FSV-2D for each reference image. However, the FSV-2D results show some variation for the same level of distortion for different reference images. In other words, the FSV-2D results are image-type-dependent, which is not a desirable feature for an automatic assessment algorithm.
A. Influence of Image Type
To further investigate the relationship between the FSV-2D results and image type, the standard deviations of the grayscale reference images for TID2008, TID2013, and IVC databases are calculated. The scatter plot of these standard deviations against the average GDM value of the same reference images is shown in Fig. 4 .
It is found that the standard deviation σ of grayscale images approximately demonstrates the logistic relationship with GDM values, as described using the following equation:
Here, A, B, and C are parameters that determine the shape of the curve.
In this case, a possible solution to eliminate the influence of image type is that the GDM is modified in order to compensate for this as shown in the following equation:
B. Influence of Image Distortion Type
As indicated in Table III , the FSV-2D results show less correlation with MOS for TID2008 and TID 2013 datasets. These two databases were constructed in the same way, but TID2013 included seven more types of distortion than TID2008. The SROCC and KROCC values for each of the distortion types of TID2013 are outlined in Table IV . It is found that FSV-2D assessment on some distortion types is far less correlated with MOS than that of the overall database, e.g., local blockwise distortion (No. 15), contrast change (No. 17), and change of color saturation (No. 18). The scatter plots of distortion type 15, 17, and 18 are presented in Fig. 5 .
The problem in Fig. 5(c) is easy to understand. Fig. 6 shows color saturation distorted image and its reference image from TID2013. For the FSV-2D method, the RGB (Red Green Blue) image is first converted to a grayscale image by eliminating the hue and saturation information while retaining the luminance. In this case, the FSV-2D method in [5] cannot identify the change of image color saturation. A possible solution is to adjust the proportions of RGB in the grayscale conversion, which is similar to the conversion of the E/H distribution in three directions, E x /H x , E y /H y , and E z /H z to one single value. Fig. 7 compares the contrast change images with reference to Fig. 6(a) . The MOS values for Fig. 7(a) and (b) are 4.97 and 6.19, respectively, while the GDM values for them are correspondingly 0.33 and 0.43. Considering that the value of GDM was set to show negative correlation with MOS, the aforementioned results actually give contrary conclusions. This should be attributed to the trait of visual assessment. The contrast enhancement does visually improve the image quality in contrast with the reference image in Fig. 6(a) , which is different from the validation of CEM data.
For the "local blockwise distortion," the distorted image and its FSV-2D results are shown in Fig. 8 . It has been pointed out in [4] that the FSV method shows some failure in the comparison of transient datasets. The blockwise distortion introduces transient change for vertical and horizontal datasets of the image. This 
failure should be improved by enhancing the FSV-1D algorithm, e.g., transient FSV proposed in [14] . Considering that FSV-2D was developed for the validation of CEM data, the failure of contrast change and change of color saturation is not further discussed in this paper. The enhancement of FSV-2D overcoming these two failures would be an interesting topic for the IQA application in the future and could be implemented by taking each color image and comparing them separately, and then combining the resultant constituent results into a single value, in a similar method used to compare real and imaginary electromagnetic data.
IV. IMPROVEMENT
Based on the results and discussions mentioned above, it is proposed to improve the performance of FSV-2D by optimizing the values of its parameters. It was indicated in Table III that the piecewise linearization has influence on PLCC, but the value of breakpoints for the piecewise linearization in Table II is the same as FSV-1D. Therefore, it may be necessary to tune their values for the 2-D case, as shown in Table V . In addition, the modification of GDM illustrated in (5) is also applied, and the parameters A and B should be determined. So there are eight parameters that need to be optimized, which are as follows:
Since the number of possible solutions exponentially increases with the number of parameters, the optimization problem was solved using a real-valued GA [15] with the objective function shown in (7). The Fun(x) is set to avoid any correlation coefficient improvement for some databases with the price of decrease for that of other databases
Fun(
where CC i (j) represents the ith type of correlation coefficient (1 = SROCC, 2 = KROCC, and 3 = PLCC) between FSV-2D and MOS/DMOS for the jth IQA database shown in Ta- (8) is set to a little smaller than 0 (b p = −0.01) to avoid the divergence of the GA code. Fun(x) is a set to make sure that all the correlation coefficients are improved. The value will sharply decrease when one of the correlation coefficients becomes less than its original value. In this case, the individual will be removed from the next generation.
The GA uses multiple subpopulations of individuals, each individual represents a single solution. Then, from generation to generation, after applying selection, crossover, mutation operators and migration of individuals between subpopulations, better solutions emerge. The GA was run for 100 generations with 4 subpopulations, each of which included 100 individuals. Scattered crossover, Gaussian mutation, and stochastic uniform selection rules were used [15] . After 100 runs, the optimized values of the parameters were selected, as shown in Table VI . The parameters of the GA (e.g., numbers of generations, individuals, and subpopulations) are determined by experimentally observing the convergence of the objective function over the generations, as shown in Fig. 9 .
Only the TID2013, LIVE, IVC, and CSIQ databases were used for the optimization. Database TID2008 was used to validate the performance of the optimized parameters. The correlation coefficients after optimization are shown in Fig. 10 . It is shown that the absolute values of SROCC, KROCC, and PLCC for all the databases are improved after optimization. Particularly, Fig. 11 shows the improvement of correlation coefficients for all the distortion types of TID2008, which further indicates the validity of improvement.
It is noted in Figs. 10 and 11 that improvement in rank order correlation coefficients (ROCC) is not very dramatic. As ROCC measures the similarity of the rank of scores under comparison, any monotonic linear or nonlinear transformation will not Table I ).
change the ROCC. In this case, the improvement of ROCC is mainly introduced by the modification of GDM in (5) which eliminates the influence of the image type on IQA results. In practice, different postprocessing methods adopted in the generation of MOS data of IQA databases influenced the effectiveness of (5) . Therefore, it is noted in Fig. 10 that the values of the ROCC of the IVC database has improved better than other databases, which means that the MOS values of the IVC database are more affected by image type. In contrast, the linear correlation coefficient, PLCC, is more easily improved by the piecewise linearization shown in Table V. A four-parameter, monotonic logistic function presented in [16] is used for mapping between the subjective scores of the images, MOS, given in the five databases and the corresponding objective scores GDM. Nonlinear least squares estimation is performed to find the optimal parameters β 1 , β 2 , β 3 , and β 4 in the function. Initial values of the parameters are chosen based on the recommendation in [16] 
where GDMtot i represents the FSV-2D predictions for image i. GDMtot i is the fitted scores for image i. The optimal parameters are β 1 = −287.32, β 2 = 3.64, β 3 = −2.69, β 4 = 1.25. The fitted result shown in Fig. 12 indicates that the values of MOS and GDM are linearly correlated after optimization. (identified as "F") shows the numerical evaluations performed with a fine mesh (37 152 mesh cells). The right column (identified as "C") reports the same simulations but is performed with a coarse mesh (12 960 mesh cells). The middle column (identified as "M") shows the results with a medium mesh size (20 592 mesh cells).
The influence of mesh size on model accuracy is analyzed by applying the FSV-2D method to the comparison of H field distributions shown in Fig. 14. The results of the fine mesh are used as the reference data to evaluate the performance of the medium and coarse mesh size at the same frequency. Fig. 15 compares the GDM results of the FSV-2D and the improved FSV-2D method. It is noted in Fig. 15 that both the methods show the accuracy improvement (smaller GDM value) of medium mesh size in contrast to the coarse mesh size. Furthermore, for the same mesh size, the GDM values in Fig. 15(a) and (b) show different trends at 2 MHz. It is conjectured that the accuracy of simulation results should get worse (higher GDM value) at high frequency for the same mesh size. Therefore, the improved GDM shown in Fig. 15(b) is in agreement with our qualitative analysis, which demonstrates the validity of our improvement. Fig. 15 . Performance comparison of medium and coarse mesh size for different frequencies using (a) the FSV-2D in [5] and (b) the improved method proposed in this paper.
VI. CONCLUSION
As an extension to the research presented in [5] , a more detailed appraisal of the FSV-2D method has been presented in this paper. Five widely used IQA databases, which include thousands of images, are used to assess the performance of FSV-2D. The correlations indicated by MOS/DMOS and GDM reveal that FSV-2D is effective for most of the distortion types except "local blockwise distortion," "contrast change," and "change of color saturation." Nevertheless, the latter two types of distortion are not applicable to CEM data, which are not further investigated in this paper but suggested as future work for image analysis applications of FSV. The first of these types is of direct relevance to EMC data but out of the scope of this study, and is recommended for further research. It is also found that the FSV-2D predictions approximately show logistic relationship with the image type reflected by the standard deviation.
Further optimization of FSV-2D is investigated by using a GA. The influence of image type and piecewise linearization of quantitative results of FSV-2D are taken into account. Based on this, eight parameters were selected to be optimized. It is demonstrated that the optimized FSV-2D performs better in terms of prediction quality reflected by SROCC, KROCC, and PLCC.
The improved FSV-2D method is finally applied to the validation of CEM data. Comparing with the FSV-2D method in [5] , the improved GDM results show the decrease of accuracy with the increase of frequency for the same mesh size.
