Abstract-Uncoded bit error probability with maximum-likelihood detection and channel capacity is derived for binary signaling on the dual antenna array channel with constrained scattering in the large system limit making use of the replica method. Examples are discussed in case of equal power for all propagation paths. In case of poor scattering (or high load), a waterfall behavior of the uncoded bit error probability is observed.
I. INTRODUCTION

C
OMMUNICATION via dual antenna arrays (i.e., multiple antenna elements at both ends of the link) promise reliable communication at high data rates [1] . The potential performances of such systems were analyzed in literature under various idealized assumptions. Telatar [2] assumed that the channel coefficients are fading statistically independently-which is an assumption that holds well only if there are much fewer antenna elements than scattering objects. Other theoretical work on the antenna array channel based on the independence assumption includes, e.g., [3] - [5] . 1 In practice, the elements of the channel matrix are correlated. There are two dominant reasons for this correlation.
I) The electromagnetic interactions between adjacent antenna elements: If the antenna elements of an array are spaced sufficiently far away from each other, the correlation due to this effect vanishes.
II)
The limited amount of scattering objects: If the number of scattering objects tends to infinity, correlation due to this effect vanishes. Additionally, there are other sources of correlation reported in literature, e.g., the so-called key holes in [6] . In earlier work, [7] assumed limited scattering but a very large number of antenna elements and calculated channel capacity as well as the performance of a linear detector based on the minimum mean-squared error optimization criterion. The impact of antenna correlation onto channel capacity for a large number of antennas is also addressed in [8] - [11] . The recent work of Lozano et al. [12] Manuscript received November 27, 2002 ; revised May 8, 2003 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Helmut Bölcskei.
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1 This is by far not a comprehensive list.
addressed antenna correlation for a finite number of antennas but finds channel capacity only for high background noise power. All these [1] , [2] , [4] , [5] , [7] - [12] assumed Gaussian distributed channel input alphabet. Although it is optimum for perfect channel state information, the Gaussian alphabet cannot be used in practice, but it can only be approximated up to a certain extent. In practice, the input alphabet is a finite set. Often, it is binary (or quaternary). This work takes into account statistical dependencies among channel coefficients using the correlation model introduced in [7] and calculates channel capacity for binary input alphabet as well as the exact uncoded error probability for individually optimum detection in the large antenna limit analytically. The calculations are based on the replica method developed in statistical physics [13] , [14] . Recently, it was successfully used to analyze the performance of code-division multiple-access communication systems [14] - [23] and iterative decoding [14] .
II. CHANNEL MODEL
Consider the communication over a wireless channel with transmit and receive antennas and distortion by additive white Gaussian noise. Such a channel can be described in the complex baseband as (1) where denotes discrete time, the vector sequence and the vector sequence contain the transmit and receive signals at the and antenna elements in its respective components, is the channel matrix, and is additive, temporally and spatially white Gaussian noise with zero mean and variance .
The matrix models the propagation from the transmit array via the scattering objects to the receive array. Thus, it can be decomposed into the product of at least three matrices (2) where the steering matrix accounts for the propagation from the transmit array to the scattering objects, the steering matrix accounts for the propagation from the scattering objects to the receive array, and the (diagonal dominant) matrix accounts for propagation between and attenuation at scattering objects.
For the sake of analytical tractability, we make two additional assumptions.
1053-587X/03$17.00 © 2003 IEEE 1) The entries of the matrices and are independent identically distributed random variables with vanishing odd order moments and variances and , respectively. This is a reasonable approximation for many practical scenarios [7, App . A] since for many antenna elements, steering matrices can be seen as pseudo-random number generators.
2) The sizes of the matrices grow large, with their ratios (3) remaining fixed. The large matrix assumption has also been made in previous work [4] , [7] , [8] , [10] , [11] . References [5] , [11] , and [24] independently show by theoretical and experimental means, respectively, that it gives accurate results even for few antenna elements. This channel model can also be related to more physically oriented channel models like [25] and [26] . Following the ideas in [26] , the channel model analyzed here would relate to the case were directions of arrival and directions of departure are statistically independent. Correlations arise since the number of significant directions of arrival and/or departure can be smaller than the number of antenna elements yielding to a rank-deficient channel matrix . For sake of simplicity, the matrix is assumed to be composed of independent identically distributed Gaussian entries in [1] , [3] - [5] . This particular case is included in the model discussed here if we let .
III. REPLICA ANALYSIS
Consider the singular value decomposition (4) where are unitary. The positive semi-definite diagonal matrix contains the eigenvalues of the matrix . Note that the signal (5) is a sufficient statistic for . Since the matrix is unitary, is independent identically distributed spatially and temporally white Gaussian noise. In order to ease calculations, we restrict ourselves to a real-valued channel in the following. Intuitively, the results for the real-valued channel easily extend to the complex valued-channel with Gray-mapped quaternary modulation.
The landmark paper of Tanaka [15] has analyzed the abstract channel (6) for a binary input vector , where the matrix is composed of independent identically distributed spreading sequences targeting code-division multiple access (CDMA). Tanaka's analysis was generalized later on by Guo and Verdú [16] to (7) accounting for users with different powers by the diagonal matrix . Identifying , the difference between (7) and (5) is the interchange of the order of the matrix multiplication. While this interchange does not make any difference for Gaussian input signals due to the commutativity of multiplicative-free convolution [27] , [28] , it is decisive for most non-Gaussian and particularly binary input signals. The contribution of this chapter is the above-mentioned generalization of Tanaka's as well as Guo and Verdú's results to the channel given in (5).
The replica method is a tool developed in statistical physics [13] , [14] . Although not rigorously justified by probability theory, it has been proven to give accurate results in both physics and communications [15] . Moreover, it allows for the analysis of some problems that all other methods have been failing to give explicit results so far, such as the traveling salesman problem [29] and maximum-likelihood detection of random CDMA [15] . Nevertheless, applying the replica method requires a certain amount of care. Some of the standard assumptions to be made in the derivations, e.g., replica symmetry, are not guaranteed to be fulfilled in all technically relevant settings. For the bit error probability of the individually optimum multiuser detector and channel capacity, however, those problems do not occur [17] . For a survey on these issues, see [13] and [14] . A short summary is also given in Appendix B.
The key quantity to study large systems in statistical physics is the free energy [13] ; see also Appendix B. Normalized to the number of transmit antennas, it is given for the Gaussian channel by (8) where is the probability density function of the channel output signal, and is the normalizing factor of the Gaussian distribution with variance [15] . A fundamental principle of statistical physics states that the free energy is selfaveraging in the large system limit [13] - [16] , i.e., (9) This means that in the large system limit, the free energy becomes independent of the realizations of the random processes and . Since the self-averaging property implies that the expectation of the free energy is identical to the free energy itself, i.e., E , the free energy is (up to the sign and some constant) equivalent to the differential entropy (in information-theoretic sense) of the channel output signal per antenna (10) This relation will be helpful to find the channel capacity in Section IV.
Using the replica method, it is shown in the Appendix that the free energy is given by (11) with the macroscopic parameters and being defined by the following system of equations: (12) (13) where is the Gaussian measure, and (14) denotes the limiting distribution of the set containing the eigenvalues of (which are identical to the eigenvalues of ). It is shown in [30] and [31] that is self-averaging as well and how it can be calculated for arbitrary matrices . For the particular case of , the eigenvalue density can be given explicitly and reads [32, Prop. 2.1] (15) for and elsewhere. In that case, the integrals over the eigenvalue distributions in (11) and (13) can be evaluated explicitly using methods developed in [33] , and we find (16) (17) with (18) (19) For most other choices of , such explicit formulas are not possible, but fixed point equations can be found that determine .
If the system of (12) and (13) has multiple solutions, the correct solution is the one for which the free energy is maximum.
IV. CHANNEL CAPACITY
If the channel is perfectly known at the receiver, but totally unknown at the transmitter, channel capacity per transmit antenna for binary input alphabet is given in terms of differential entropies by (20) Fig. 1 . Channel capacity per receive antenna versus load and richness for binary input alphabet for 9-dB SNR per transmit antenna.
where [34] . Thus, channel capacity relates in the large system limit to the free energy like [15] (21)
Note that (21) holds for any choice of the constant .
With the previous considerations, the channel capacity (constraint to binary input) becomes (22) (23) (24) For comparison, the capacity with Gaussian input is given by (25) (26) (27) which could be further simplified. Comparisons with the binary input capacity, however, are easier in the form presented here. Note that the equations determining , i.e., (24) and (27) , and those terms in the capacity influenced by the eigenvalue distribution are identical. Nevertheless, their values can be entirely different due to the dependency on the parameter .
Channel capacity is plotted in Fig. 1 versus load and richness for . Comparing Fig. 1 with its counterpart for Gaussian input alphabet [7, Fig. 5 ], 2 we find only one signif- icant difference: For small loads, the binary input capacity is degraded due to the limitation of the input entropy that cannot exceed 1 bit ( nats) per transmit antenna. This area is highlighted by bold grid in Fig. 1 .
The limited input entropy of binary signaling also affects the optimal partitioning of antennas into transmit and receive antennas. For Gaussian input signals, rich scattering, and high signal-to-noise ratio, it is best (from a capacity point of view) to have as many transmit as receive antennas. For binary signals, a different trade-off occurs. An example is shown in Fig. 2 . Particularly for rich scattering, it is beneficial to have more transmit antennas than receive antennas, given a fixed total number of antennas at both ends altogether. This is, as entropy per transit antenna is upper bounded by 1 bit, while the entropy per receive antenna is only limited by the (logarithm of the) number of the quantization levels of the analog to digital converter, in practice, and unlimited in theory. (Of course, a significant part of the channel output entropy is noise entropy.)
V. BIT ERROR PROBABILITY
The individually optimum detector, i.e., the one that minimizes bit error probability, performs an exhaustive search over all possibly transmitted vectors . It is given by [32] (28)
The bit error probability can be shown to converge to (29) in the large system limit [15] .
Bit error probability is depicted for equal number of transmit and receive antennas in Fig. 3 . It shows a waterfall behavior unless scattering is very rich. Such waterfall behavior was observed also in overloaded CDMA [15] and turbo coding [35] . From a statistical mechanics point of view, the waterfall behavior is a phase transition, similar to freezing water or the hysteresis of a ferro-magnetic material, and not surprising at all. Moderate rank deficiencies of the channel matrix , which occur if , hardly affect performance if bit error rates below are targeted. As linear receivers are not able to cope with rank deficiencies, the superiority of the optimum detector that is based on exhaustive search is striking. In rich multipath environments, the waterfall region tends toward lower signal-to-noise ratios or may even disappear.
The importance of a rich multipath environment increases if the system is overloaded (cf. Fig. 4 ) since it helps to keep the waterfall region at a reasonable signal-to-noise ratio level and compensate to a certain extent for increasing load.
VI. CONCLUSION
The individually optimum detector was shown to be surprisingly robust against moderate rank deficiencies of the channel matrix for small and moderate loads. This was identified as a consequence of the waterfall behavior of the uncoded bit error probability.
In rich multipath environments, more transmit than receive antennas are needed in order to achieve high channel capacity with binary modulation. This is as transmit antennas are limited to at most 1 bit per antenna per channel use, whereas receive antennas are not subject to such limitations.
APPENDIX A CALCULATION OF FREE ENERGY
The derivation is a generalization of [15] . Since the full derivation is very lengthy, some intermediate steps whose generalizations in comparison to [15] are obvious are omitted in this Appendix. For the convenience of the reader, the Appendix uses the same notation as [15] .
Let be the pdf of the output of a virtual channel that is identical to the one considered, except that the variance of the additive noise is instead of . This enables us to rewrite the free energy (8) as (30) where the overline denotes averaging with respect to .
The essential trick of the replica method is to evaluate the integral for integer values of only, although an expression for real is required to perform the limit operation in (30) . For further discussion on this matter, see [13] , [17] , and Appendix B.
Applying the replica trick, the integral is given by (31) , shown at the bottom of the page, with , where denotes the th column of the matrix . Equation (31) differs from [15, eq. (20) ] by . Since the entries of the matrix are jointly independent with vanishing odd order moments and the vector is binary, the vector converges to a (correlated) jointly Gaussian random variable as [15] . Since the matrix is unitary, the same convergence holds for . In order to perform the integration in (31), the -dimensional space is split into subshells , where the inner product of two different vectors and is constant. Thus, we find (32) which is a generalization of [15, eq. (22)], where denotes the probability weight of the subshell, and (33) with the correlated jointly Gaussian random variables . In the limit of , one of the exponential terms in (32) will dominate over all others. As shown in [15] , the replicas within the dominant subshell are symmetric. Thus, we can assume without loss of generality that and . This allows the construction of the correlated Gaussian random variables out of independent zero-mean, unit-variance Gaussian random variables . With that substitution and the definitions , we get (34) and (35) , shown at the bottom of the page, which is the counterpart to [15, eqs. (28) and (29) ]. Simply, an additional factor appears in front of and .
Under the replica symmetry (RS) assumption, we solve the integral in (32) (generalizing [15, eq. (37)]) (36) using the saddle-point method with the rate function . A supremum point with respect to and satisfies the extremum condition derived from (35) and [15, eq. (34) ], which is given by (37) and (38), shown at the bottom of the page. With the asymptotic convergence of the eigenvalue distribution (39) we proceed the same way as [15] and finally find (40) with the macroscopic parameters being defined by the following system of equations:
Letting
, which implies , we find the desired result. It remains to be shown that the assumption of replica symmetry is fulfilled. Proposition 4 in [15] , which states that for all replicas are symmetric, generalizes to the case addressed here. In order to see this, note from [15, eq. (74) ] that the crucial point to check is whether the second derivative of the free energy with respect to changes its sign in comparison to the case of i.i.d. entries in , which was analyzed in [15] . This is obviously not the case since that part of the free energy that is to be integrated over some eigenvalue distribution does not involve the parameter ; cf. (40).
APPENDIX B FREE ENERGY AND THE REPLICA METHOD
A. Free Energy
The second law of thermodynamics demands that the entropy of any physical system with conserved energy must converge to its maximum as time evolves. If the system is described by a probability distribution , this means that in the thermodynamic equilibrium, the entropy (42) is maximized while keeping the energy (43) constant. Hereby, the energy function can be any non-negative measure.
The distribution at thermodynamic equilibrium is easily shown by the method of Lagrange multipliers to be (44) and is called the Boltzmann distribution. The parameter is called the temperature of the system. For a Euclidean energy measure, the Boltzmann distribution takes on the form of a Gaussian distribution, which is well known in information theory to maximize entropy for given average energy.
A helpful quantity in statistical mechanics is the free energy, which is defined as (45) (46) In the thermodynamic equilibrium, the entropy is maximized, and the free energy is minimized since the energy is constant. The free energy normalized to the dimension of the system is a self-averaging quantity.
B. Replica Continuity
The explicit evaluation of the free energy turns out to be very complicated in many cases of interest. One major obstacle is the occurrence of the expectation of the logarithm of a random variable
In order to circumvent this expectation, which also appears frequently in information theory, the following identity is helpful:
Under the assumption that limit and expectation can be interchanged, this gives
and reduces the problem to the calculation of the th moment in the neighborhood of . Note that the expectation must be calculated for real-valued variables in order to perform the limit operation.
At this point, it is customary to assume analytic continuity of the function E . That is, the expectation is calculated for integer only, but the resulting formula is trusted to hold for arbitrary real variables in the neighborhood of . Note that analytic continuity is just an assumption. There is no mathematical theorem that states under which exact condition this assumption is true or false. In fact, establishing a rigorous mathematical fundamental for this step in the replica analysis is a topic of present research.
Relying on the analytic continuity, let
for some function . Since the variable of integration is arbitrary, this implies (51) (52) Thus, instead of calculating the th power of , replicas of are generated. These replicated variables are arbitrary and can be assigned helpful properties. Often, they are assumed to be independent random variables.
In general, it is not easier to calculate the expectation of the right-hand side of (52) than just the expectation over . However, there are some functions for which the replica method is indeed advantageous, particularly if there is no closed-form solution for , and cannot be given explicitly. Then, it might help to substitute the set of variables by some other variables that allow the integral to be solved.
C. Replica Symmetry
Typically, integrals arising from the replica method are solved by saddle point integration. The general idea of saddle point integration is as follows: Consider an integral of the form (53)
In the limit , the integral is dominated by values that maximize the function . Thus, we have
That means that the integral can be solved taking the derivative of the argument of the exponential function. If the function in the exponent is multivariate-typically all replicated random variables are arguments-one would need to find the extremum of a multivariate function for an arbitrary number of arguments. This can easily become a hopeless task, unless one can exploit some properties of the exponential argument.
The replica symmetry assumption means that one concludes from the symmetry of the exponent, e.g., for the bi-variate case, that the extremum appears if all variables take on the same value. Then, the multivariate optimization problem reduces to a single variate one, e.g., for the originally bi-variate case. This is the most critical assumption when applying the replica method. In fact, it is not always true, even in practically relevant cases. The general way to circumvent this trouble is to assume replica symmetry at hand and prove later, having found a replica symmetric solution, that it is correct.
There are also practically relevant cases without replica symmetric solutions. Such phenomena are labeled replica symmetry breaking, and a rich theory in statistical mechanics literature exists to deal with them [13] , [14] . However, replica symmetry breaking does not occur for the problems addressed in this paper.
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