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ON SOME FAMILIES OF MODULES FOR THE CURRENT ALGEBRA
MATHEW BENNET, ROLLO JENKINS
Abstract. Given a finite-dimensional module, V, for a finite-dimensional, complex, semi-
simple Lie algebra g and a positive integer m, we construct a family of graded modules for
the current algebra g[t] indexed by simple CSm-modules. These modules have the additional
structure of being free modules of finite rank for the ring of symmetric polynomials and so
can be localized to give finite-dimensional graded g[t]-modules. We determine the graded
characters of these modules and show that if g is of type A and V the natural representation,
these graded characters admit a curious duality.
1. Introduction
The current algebra associated to a simple Lie algebra g is the Lie algebra g[t] = g ⊗ C[t]
with the obvious bracket (see Section 2.3). The study of graded representations for the current
algebra g[t] has been of significant interest for several decades. One of the reasons for this is
that the current algebra is a maximal parabolic subalgebra of the associated affine Kac-Moody
Lie algebra and many interesting representations for the affine algebra specialize to graded
modules for the current algebra. One can also getmodules by taking the so called graded-limit
of modules for the quantum affine algebras (see for example [4] and [14]).
Of particular interest is the category I, comprising graded modules M for the current
algebra with the condition that the graded components are finite dimensional. The simple
modules in I are indexed by pairs, {(λ, r) ∈ P+ × Z}, where P+ is the set of dominant integral
weights for the Lie algebra g. The category I is not a semi-simple category; there are many
indecomposable, yet reducible, modules in I. The subcategory of I consisting of objects
with only finitely many non-zero graded components of negative grade is known to admit a
BGG-style reciprocity (see [6] for the most general case) and a tilting theory (see [1]), while
the subcategory consisting of finitely-generatedmodules is a motivating example of an affine
highest weight category (see [12] and [13]).
Our work can be thought of as a generalization of the following classical construction.
Becausewewillwork exclusively overC, the representation theory of the symmetric groupSm
is semi-simple, with the simple modules indexed by partitions, γ ∈ P(m), ofm. Given a finite-
dimensional g-moduleV, themoduleN = V⊗m is naturally a bimodule for g andSm (bothwith
left actions) and the actions commute. If we decomposeN Sm
⊕
γ S(γ)⊗HomSm(S(γ),N) as
a CSm-module, we have an action of g on the multiplicity spaces HomSm(S(γ),N). As special
cases, the multiplicity space associated to the trivial module is the space of invariants NSm ,
while that associated to the sign representation is the exterior power ∧mV.
The first author was supported by Fapesp grant 2012/06923-0 and the second author was supported by Fapesp
grant 2013/17654-3.
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In our situation, we start with a finite-dimensional g-module V, and let V ⊗ C[t] be a
g[t]-module with the natural action. The tensor product M = (V ⊗ C[t])⊗m is naturally a g[t]-
CSm-bimodule and again, the actions commute. The grading on C[t] by powers of t induces
a grading on M. Clearly, Sm preserves the finite-dimensional graded components of M and
so we can decomposeM as follows.
M Sm
⊕
k∈Z
⊕
γ∈P(m)
S(γ) ⊗HomSm(S(γ),M[k]).
These multiplicity spaces are naturally g[t]-modules; we denote them
B(γ,V) :=
⊕
k∈Z
HomSm(S(γ),M[k]).
Note that these modules lie in I. The purpose of this paper is to study the modules B(γ,V).
We note here that the modules B(γ,V) have additional structure. Using the natural isomor-
phism M  V⊗m ⊗ C[t1, . . . , tm], we see that M admits a right action by the polynomial ring
C[t1, . . . , tm], which is simply right multiplication. This action commutes with the action of
g[t], but not with the action of the symmetric group. However, if we restrict this right action
to the ring of symmetric polynomials Am, then all three actions commute. In fact, M is a free
Am-module of finite rank. It follows from the celebrated result of Quillen and Suslin that
B(γ,V) is a free right Am-module. We let Im be the unique graded maximal ideal in Am and
define the graded localization Bloc(γ,V) := B(γ,V) ⊗Am Am/Im. This is a finite-dimensional
graded g[t]-module. The main result of our paper is the following theorem.
Theorem. The multiplicity space B(γ,V) is a graded module for the current algebra and so is
Bloc(γ,V). The graded characters of these modules behave in the following way.
(i) For each γ ∈ P(m), the graded character of Bloc(γ,V) is given by
chgr Bloc(γ,V) =
∑
µ∈P+
∑
σ,τ∈P(m)
sµ(τ,V)c
γ
τ,σ fσ(u)e(O(µ)).
The notation here is defined in Section 2.
(ii) Up to a fixed graded shift, the graded characters of localizations corresponding to con-
jugate partitions and dual g-modules are dual to one another in the following way
chgr Bloc(γ,V) = u
(m2) chgr Bloc(γ
∨,V∗)∗.
Part (i) can easily be used to give the graded character of chgr B(γ,V). When V = V(ω1) is
the natural representation, wewill show that the coefficients sµ(τ,V) appearing in the formula
above are Kostka numbers.
Some of these modules have already been studied in other contexts. When g = sln+1 and
V = V(ω1), the g[t]-module V ⊗ C[t] is the global Weyl module of highest weight ω1. The
global Weyl module of highest weight mω1 can be realized as the Sm invariants in W(ω1)
⊗m
([8] for sl2 and [11] for sln+1); that is, B(triv,V(ω1)).
In the case that g = sl2, it is shown in [2] that W(1)
⊗m admits a filtration by global Weyl
modules (as does any summand) and that the tilting module of highest weight m is (up to
a grade shift) the exterior product of W(ω1); that is B(sgn,V(1)). It follows from the first
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result that {B(τ,V(1)) : τ ∈ P(m), m ∈ Z>0} is a two parameter family of modules admitting
filtrations by globalWeylmodules. Themain theoremalso gives a new formula for the graded
character of the global Weyl modulesW(mω1) and the tilting modules T(m). We also note that
the character equality implied by [2] Proposition 3.7 can be thought of as a special case of part
(ii) of the Theorem.
We also note the following generalizations of this construction. Given a commutative
associative algebra A , g ⊗ A is naturally a Lie algebra. Given a g-module V, the space V ⊗ A
is naturally a g ⊗ A-module, and (V ⊗ A)⊗m is a bimodule for g ⊗ A and Sm such that the
actions commute. Therefore the multiplicity spaces associated to simple modules S(τ) will be
g ⊗ A-modules. A key component to understanding the multiplicity spaces when A = C[t]
is understanding the Sm structure of C[t]
⊗m  C[t1, . . . , tm]. However, very little can be said
about the Sm structure of A
⊗m in this generality.
Acknowledgements: The authors would like to thank Adriano deMoura for many useful discussions.
2. Notation
Throughout this paper we will work over the complex numbers. All unmarked tensor
products are understood to be over C. All graded algebras will be positively graded over the
integers.
2.1. Lie theory, characters and gradings. Let gdenote a finite-dimensional complex simple
Lie algebra, h ⊂ g a fixed Cartan subalgebra of rank n. We set I = {1, . . . , n} and let {αi : i ∈ I}
be a set of simple roots for h∗ with respect to h. We let R denote the set of roots, R+ the positive
roots, Q the root lattice and Q+ the positive root lattice. We also let P be the set of weights
and P+ the dominant integral weights, with {ωi : i ∈ I} the fundamental weights. We put a
partial order on h∗ by letting λ ≥ µ if λ − µ ∈ Q+.
Let W ⊂ Aut(h∗) be the Weyl group and w0 the longest word. For α ∈ R let gα be the
corresponding root space. We have a decomposition g = (⊕α∈Rgα) ⊕ h and set n
± = ⊕α∈R+g±α.
Let {xα, hi : α ∈ R
+, i ∈ I} be a Chevalley basis for g. We set x±
i
= x±αi .
Given a g-moduleM and λ ∈ h∗, denote byMλ the λ weight space ofM; that isMλ := {m ∈
M : h · m = λ(h)m, for all h ∈ h}. Finite-dimensional g-modules decompose as a direct sum
of their weight spaces. Any module with such a decomposition is referred to as a weight
module. The finite-dimensional simple g-modules each correspond to a dominant integral
weight λ ∈ P+, and we call this module V(λ); it is generated by a vector vλ of weight λ such
that n+ · vλ = 0. The finite dimensional representation theory of g is semi-simple, meaning
that every finite dimensional g-module is isomorphic to a direct sum of simple modules.
Given a finite dimensional g-module V, the dual space V∗ is also a finite dimensional
g-module, and hence a weight module. Note that
(Vλ)
∗
 (V∗)−λ. (2.1)
It is well known that if λ ∈ P+ then λ∨ := −ω0 · λ ∈ P
+. On simple modules, this duality
satisfies V(λ)∗  V(λ∨).
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The character of a finite-dimensional g-module, M, is the formal sum in the group ring of
the weight lattice,
chgM :=
∑
λ∈P
dimMλe(λ) ∈ Z[P].
A standard result says that if w ∈ W and λ ∈ h∗, then dimMλ = dimMw·λ for any finite-
dimensional module M. If we let O(λ) = {w · λ : w ∈ W} and e(O(λ)) =
∑
µ∈O(λ) e(µ) then we
can also write the character ofM as
chgM =
∑
λ∈P+
dimMλe(O(λ)).
Given a finitely generated, graded algebra A = ⊕i∈ZA[i], we call an A-module M a graded
module if it decomposes as a vector space into graded pieces M = ⊕k∈ZM[k] such that
A[i]M[ j] ⊂ M[i + j]. If each graded component is finite dimensional we can associate to
M its Hilbert series,
H(M) :=
∑
k∈Z
dimM[k]uk ∈ Z[[u, u−1]]
where u is an indeterminate.
If M is also a g-module, we define its graded character to be the following power series
with coefficients in the group ring Z[P];
chgrM :=
∑
r∈Z
chgM[r]u
r ∈ Z[P][[u±1]].
2.2. The coinvariant ring for Sm. Let P(m) = {τ = (τ1 ≥ τ2 ≥ · · · ≥ τm) :
∑
τi = m} be
the set of partitions of m. Given τ ∈ P(m) we let τ∨ denote the conjugate partition. The
complex irreducible representations of Sm are indexed by partitions of m. Given such a
partition, τ, we will denote the corresponding simple CSm-module S(τ). We will denote the
one-dimensional modules corresponding to the trivial and sign representations by triv and
sgn respectively. The group algebra CSm has a comultiplication induced by the assignment
g 7→ g ⊗ g; in this way, we define the tensor product of CSm-modules. We can also define the
dual representation S∗ = HomSm(S,C), which on simple modules satisfies S(γ)
∗  S(γ).
Define non-negative integers, c
γ
τ,σ, by
S(τ) ⊗ S(σ) 
⊕
γ∈P(m)
c
γ
τ,σS(γ); (2.2)
the c
γ
τ,σ are known as Kronecker coefficients. Note that the decomposition above depends
on a choice of basis for each isotypic component of S(τ) ⊗ S(σ) and hence is not canonical.
However, for any finite-dimensional module, N, the following decomposition is canonical.
N 
⊕
τ∈P(m)
S(τ) ⊗HomSm(S(τ),N) (2.3)
where the dimension of HomSm(S(τ),N) records the multiplicity of the isotypic component
corresponding to τ.
Given a finite dimensional g module V, the module N = V⊗m is a left Sm-module via
permutation of tensorands, and this action commutes with the left action of g. In particular
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Sm preserves theweight spaces ofN. By the discussion above, for eachµ ∈ P, theweight space
Nµ decomposes into a direct sum of simple Sm-modules. We define non-negative integers
sµ(τ,V) to satisfy
Nµ Sm
⊕
γ
sµ(γ,V)S(γ). (2.4)
Let Am := C[t1, . . . , tm], the polynomial ring in m indeterminates, which we consider to be
Z≥0 graded in the natural way. ThenSm acts onAm by permuting the ti. Clearly,Sm preserves
the graded components of Am, so Am is a graded CSm-module. Let Am := A
Sm
m be the ring of
polynomials invariant under the action of Sm and (Am)+ = ⊕k≥1Am[k]. It is know that Am is
itself a polynomial ring, and that Am is a free module over Am. The coinvariant ring
1 is the
quotient
Acoinm := Am/(Am)+.
It is well known (for example, [5]) that the module Acoinm is isomorphic to the regular
representation of Sm; however, in the category of graded representations, these two are not
isomorphic: the coinvariant has a non-trivial grading which reflects some of the more subtle
features of the symmetric group, such as the ordering of simple Sm-modules induced by the
natural ordering of partitions. More precisely, given a partition γ ∈ P(m), we can decompose
the S(γ)-isotypic component of Acoinm into graded pieces. We denote the Hilbert series of these
components by fγ(u); that is to say,
H(Acoinm ) =
∑
γ∈P(m)
fγ(u) dim S(γ). (2.5)
Note that the fγ(u) are actually polynomials.
The proof of following result on the Hilbert series of free Am modules is straight forward
Lemma. Let M be a free, finitely generated, graded Am module with graded basis S such that there
are nr elements of S of grade r. Then H(M) = H(Am)
∑
nru
r.
2.3. The Current Algebra. For a Lie algebra, a, the current algebra of a is the vector space
a[t] = a ⊗ C[t] with the Lie bracket determined by the rule [a ⊗ tr, a′ ⊗ ts] := [a, a′] ⊗ tr+s for
a, a′ ∈ a. Let U(a) denote the universal enveloping algebra of a. The current algebra is graded
by putting t in degree one, as is U(a[t]). Note that g ⊗ 1 ⊂ g[t] is isomorphic to g and we will
simply write g ⊂ g[t]. The universal enveloping algebra U(a) is an associative Hopf algebra
with co-multiplication induced by the assignment ∆(x) = 1 ⊗ x + x⊗ 1 for x ∈ a. This is a map
of graded algebras for the case U(a[t]).
We let I be the category of graded g[t]-modules, M, such that each graded component
satisfies dimM[k] < ∞ with graded morphisms (that is, they preserve degrees). Note that,
because the graded components are finite-dimensional g-modules, the objects in I are neces-
sarily weight modules. The simple modules in I are indexed by (λ, r) ∈ P+ × Z; the simple
module V(λ, r) is isomorphic as a g-module to V(λ), and is concentrated in the rth graded
component.
1also known as the co(in)variant algebra
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The category I is not strictly a tensor category: given two objects M and N, the tensor
product M ⊗ N satisfies (M ⊗ N)[k] =
∑
i∈Z M[k − i] ⊗ N[i]. This will be an object of I if and
only if this sum is finite for all k. A sufficient condition is that both M and N have a lower
bound on their grades.
Given an object, N ∈ I, its graded dual is the module N∗ = ⊕k∈Z Hom(N[k],C), which has
graded components
(N∗)[k] = (N[−k])∗.
The following lemma explains the connection between the graded characters of a module
N ∈ I and that of its dual, N∗.
Lemma. Let chgrN =
∑
λ∈P+ gλ(u)e(O(λ)), where gλ(u) ∈ Z[[u
±1]]. Then the graded character of N∗
is given by
chgrN
∗ =
∑
λ∈P+
gλ(u
−1)e(O(λ∨)).
Proof. It is enough to show that the coefficient of e(O(λ∨) is gλ(u
−1), for which it is enough to
show that the coefficient of (N∗)λ∨ is gλ(u
−1). For this, it is enough to show that the dimension
of (N∗)λ∨[−k] is equal to the dimension of Nλ[k].
If Nλ , 0 then (Nλ)
∗ = (N∗)−λ , 0. By the invariance of dimensions of weight spaces under
the action of the Weyl group and equation ?? it follows that
dimN[k]λ = dimN[k]ω0λ = dim(N
∗)[−k]λ∨ .
The result follows. 
The subcategory of I where objects have a lowest graded component admits a tilting
theory([1]); for each (λ, r) ∈ P+ × Z there is an indecomposable tilting module T(λ, r) which
admits a filtration by standardmodules and a filtration by costandardmodules. The standard
modules are the global Weyl modules W(λ, r): these are universal highest weight modules,
and can be defined using generators and relations. If λ , 0 the global Weyl module is
infinite dimensional. The costandard objects are the graded duals of so called local Weyl
modules (Wloc(λ, r))
∗. The local Weyl module is a finite dimensional quotient of the global
Weyl module, and can be defined using generators and relations. Global and local Weyl
modules were introduced in [8] and defined in broad generality in [7]. The modules W(λ, r)
andW(λ, s) are grade shifts of each other.
If V is a finite-dimensional g-module then V[t] := V ⊗ C[t] is an object in I, with an
action defined by letting x ⊗ tr · v ⊗ ts := (x · v) ⊗ tr+s, for x ∈ g, v ∈ V and r, s ∈ Z. We
have chgr V[t] =
∑
r≥0 chgVu
r. In [3] it is shown that the fundamental global Weyl module
W(ωi, 0)  V(ωi) ⊗ C[t].
3. A natural construction
For V a finite-dimensional g-module, the module M = (V[t])⊗m ∈ I admits a natural
right action of Sm, permuting tensorands; therefore, M is a g[t]-CSm-bimodule and the two
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actions commute. Because Sm preserves the finite-dimensional graded components, the
decomposition ofM as a representation of Sm follows Equation 2.3:
M Sm
⊕
γ∈P(m)
⊕
k∈Z
S(γ) ⊗HomSm(S(γ),M[k]).
For each k ∈ Z, we set B(γ,V)[k] = HomSm (S(γ),M[k]) and we define
B(γ,V) =
⊕
k∈Z
HomSm (S(γ),M[k]).
Wewill show at the end of the section that B(γ,V) is a g[t]-module.
Consider the vector space isomorphism
M = (V ⊗ C[t])⊗m  V⊗m ⊗ Am. (3.1)
Using equation 3.1 we see that M admits the structure of a right Am-module. This action
does not commute with the action of Sm; however, if we restrict this right action to Am, the
actions commutes with Sm and g[t]. Because the polynomial ring Am is a free graded Am-
module of rank = dimAcoinm , we see thatM is a free Am-module of rank = (dimV)
m×dimAcoinm .
The B(γ,V) are then projective Am modules, and the Quillen-Suslin Theorem tells us that the
B(γ,V) are in fact free (graded) Am-module. Given J a maximal ideal of Am, we define the
localization of B(γ,V) at J to be
BJ(γ,V) := B(γ,V) ⊗Am Am/J
and analogously define MJ. These will always be a finite dimensional vector space, but will
only be a graded vector space if J is a graded ideal. We let Im be the unique graded maximal
ideal in Am, and denote BIm(γ,V) by Bloc(γ,V) andMIm byMloc.
The main result of this paper is the following theorem. See equations 2.2, 2.4 and 2.5 for
the definitions of the coefficients.
Theorem. The multiplicity space B(γ,V) is a graded module for the current algebra and so is
Bloc(γ,V). The graded characters of these modules behave in the following way.
(i) For each γ ∈ P(m), the graded character of B(γ,V) is given by
chgr Bloc(γ,V) =
∑
µ∈P+
∑
σ,τ∈P(m)
sµ(τ,V)c
γ
τ,σ fσ(u)e(O(µ)).
(ii) Up to a fixed graded shift, the graded characters of localizations corresponding to con-
jugate partitions and dual g-modules are dual to one another as g[t]-modules in the
following sense
chgr Bloc(γ,V) = u
(m2) chgr B(γ
∨,V∗)∗
This theorem is proved in the next section. We end this section by stating the following,
which is an immediate corollary of Theorem 3(i) and Lemma 2.2
Corollary. The graded character of B(γ,V) is given by
chgr B(γ,V) = H(Am)
∑
µ∈P+
∑
σ,τ∈P(m)
sµ(τ,V)c
γ
τ,σ fσ(u)e(O(µ)).
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We now explain why the (graded) multiplicity space B(γ,V) = HomSm (S(γ),M) is a g[t]
module. Recall that the actions of g[t] and Sm onM commute. This means that, as elements
of End(M), we can view g[t] ⊂ EndSm (M). It is now sufficient to show that B(γ,V) is a module
for EndSm(M). To the end, let f ∈ B(γ,V) and φ ∈ EndSm (M). Let φ · f denote the composition
f followed by φ. Then
S(γ)
f
→M
φ
→ M
is clearly an element of B(γ,V).
4. Proof of Theorem 3
In this section we will look more closely at several CSm-modules.
4.1. Hilbert polynomials for the coinvariant ring. Recall that we defined the polynomials
fσ(u) by the decomposition H(A
coin
m ) =
∑
σ fσ(u)S(σ). In this section we prove the following
proposition
Proposition. Let σ ∈ P(m) and σ∨ denote its conjugate. The polynomial fσ(u) satisfies
fσ(u) = u
(m2) fσ∨(u
−1).
The first step is to understand the polynomials fσ(u) better. Let Tab(σ) (respectively STab(σ))
denote the set of tableau (respectively the set of standard tableau) of shape σ. Given T ∈ Tab(σ)
we define its descent by Dec(T) := {a : a + 1 is in a row strictly below the row of a}. Define
the major index of T to be the integer MajT =
∑
a∈Dec(T) a. For each σwe define a polynomial
Majσ(u) =
∑
T∈STab(σ)
uMajT .
The graded multiplicity of S(σ) in Acoinm is given by the major index,
fσ(u) =Majσ(u); (4.1)
see, for example, [10].
Lemma. The major indexes of the tableau T and T∨ are related byMajT +MajT∨ =
(m
2
)
.
Proof. It is easy to see that the conjugatemap induces a bijection of sets∨ : STab(σ)→ STab(σ∨)
sending T 7→ T∨.
If b ∈ {1, . . . ,m−1} is such that b < Dec(T), then b+1must be in the same row as b, and to the
right. Then b+1must be below b inT∨, and so b ∈ Dec(T∨). It follows thatDec(T)∩Dec(T∨) = ∅
and that Dec(T) ∪Dec(T∨) = {1, . . . ,m − 1}. Hence MajT +MajT∨ =
∑m−1
i=1 i =
(m
2
)
. 
Proposition 4.1 is an immediate corollary.
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4.2. The simple modules. Recall the Kronecker coefficients are non-negative integers de-
fined by S(τ) ⊗ S(σ) = ⊕c
γ
τ,σS(γ). We will show that
Lemma. The Kronecker coefficients satisfy c
γ
τ,σ = c
γ∨
τ,σ∨
.
The key tool to proving this is the fact [9, Exercise 4.51] that S(τ) ⊗ sgn = S(τ∨).
Proof. We start with S(τ) ⊗ S(σ) = ⊕c
γ
τ,σS(γ) and then tensor by sgn on the right. This shows
us that
S(τ) ⊗ S(σ∨) =
⊕
γ
c
γ
τ,σS(γ
∨).
However, by definition we also have
S(τ) ⊗ S(σ∨) =
⊕
γ
c
γ∨
τ,σ∨
S(γ∨).
Thus we must have c
γ
τ,σ = c
γ∨
τ,σ∨
. 
4.3. Weight modules.
Proposition. Let V be a g[t]−Sm bimodule andµ ∈ h
∗. Then we have an isomorphism ofSm-modules
Vµ Sm (V
∗)−µ.
Proof. This follows from the fact that the g[t] duality satisfies (Vµ)
∗  (V∗)−µ together with the
fact that the Sm dual of a simple module is itself. 
4.4. Proof of the main result. We can now prove Theorem 3. We have already established
the opening remark. We will start by proving the first equality. We freely use the notation of
the previous sections. Recall that for all µ ∈ P+, the weight space (Mloc)µ is aSm-module, and
(Mloc)µ = (V
⊗m ⊗ Acoinm )µ = (V
⊗m)µ ⊗ A
coin
m .
Using the decompositions of (V⊗m)µ and A
coin
m as Sm-modules, we see that as a Sm-module,
(Mloc)µ is isomorphic to
∑
τ
sµ(τ,V)S(τ)
 ⊗

∑
σ
fσ(u)S(σ)
 =
∑
τ
∑
σ
sµ(τ,V) fσ(u)S(τ) ⊗ S(σ) (4.2)
=
∑
τ
∑
σ
∑
γ
sµ(τ,V) fσ(u)c
γ
τ,σS(γ).
Another way to state this is that H((Mloc)µ) =
∑
τ
∑
σ
∑
γ sµ(τ,V) fσ(u)c
γ
τ,σS(γ).
The Hilbert series of Bloc(γ,V)µ is obtained by collection the coefficient of S(γ) in the
decomposition of (Mloc)µ. We know that Bloc(γ,V) is a finite-dimensional module for g, and
so is a direct sum of it’s weight spaces. Therefore the graded character of Bloc(γ,V) is given
by summing over the Hilbert series for its weight spaces:
chgr Bloc(γ,V) =
∑
µ∈P+
(
∑
τ
∑
σ
sµ(τ,V)c
γ
τ,σ fσ(u))e(O(µ)).
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To prove the second equality in Theorem 3, first note that by using the equality proved
above, and Lemma 2.3, we have
chgr Bloc(γ
∨,V∗)∗ =
∑
µ∈P+
(
∑
τ
∑
σ
sµ(τ,V
∗)c
γ∨
τ,σ fσ(u
−1))e(O(µ∨)).
It is enough to show that, for a fixed µ ∈ P+ and τ ∈ P(m)
∑
σ
sµ(τ,V)c
γ
τ,σ fσ(u) =
∑
σ
sµ∨(τ,V
∗)c
γ∨
τ,σ fσ(u
−1).
Starting on the left, we apply Proposition 4.1 and Lemma 4.2
u(
m
2)
∑
σ
sµ(τ,V)c
γ∨
τ,σ∨
fσ∨(u
−1).
Using Proposition 4.3 we get
u(
m
2)
∑
σ
sµ∨(τ,V
∗)c
γ∨
τ,σ∨
fσ∨(u
−1)
and reindexing gives the result.
5. The case V = V(ω1)
5.1. Weights and Characters. A special case of our construction is when we take g = sln+1
and V to be the natural representation V(ω1). In this case we can identify those dominant
weights, µ ∈ P+, such that (V⊗m)µ , 0 and we can explicitly describe theSm-structure of these
weight spaces.
The following results are well known.
Proposition. The module corresponding to the natural representation, V(ω1), satisfies the following
properties.
(1) It has a basis {v0, . . . , vn}, defined by vi := x
−
i
x−
i−1
· · · x−
1
v0 for i ≥ 1, where the xi are Chevalley
basis elements.
(2) Each basis vector, vi, has weight, wt(vi) = −ωi + ωi+1, where we use the convention that
ω0 = ωn+1 = 0.
Let N = V⊗m. Let a = (a0, . . . , an) ∈ Z
n+1
≥0
be such that
∑
ai = m and define v
a := ⊗n
i=o
vai
i
; this
element of N has weight wt(va) =
∑n
i=1(ai−1 − ai)ωi. It follows that wt v
a ∈ P+ if and only if
ai+1 ≤ ai for all i; that is to say, precisely when a is a partition. Given such a partition a ∈ P(m),
define an n-tuple, a′ ∈ Zn
≥0
, by a′
i
=
∑n
j=i a j. We can now write the weight of v
a as
wt va = mω1 −
∑
a′iαi.
The following properties follow immediately from the definition.
Lemma. The weight spaces of N can be described as follows
(i) Suppose Nµ , 0, then there exists some a such that µ = mω1 −
∑
a′
i
αi, where a
′ is associated to
a as above. Furthermore, µ ∈ P+ if and only if ai ≥ ai+1 for all i.
(ii) The space Nµ is spanned by permutations of the tensorands of the vector v
a.
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Proposition. Fix a ∈ P(m) as above and let µ be an arbitrary weight. The decomposition of the
module Nµ is described by Kostka numbers; that is,
Nµ 
⊕
τ≥a
Kτ,aS(τ).
Proof. Define Y(a) = Sa0 × · · · × San ⊂ Sm, the Young subgroup associated to a. Clearly the
action of Y(a) fixes va. Lemma 5.1 shows that va generates Nµ as a left CSn-module, that is
Nµ  CSn ⊗Y(a) v
a = IndSn
Sk
triv .
The proposition follows by applying Young’s Rule (see, for example, [9, Corollary 4.39]) in
the special case that the representation is trivial. 
Corollary. The character of Bloc(γ,V(ω1)) can be described explicitly:
chgr Bloc(γ) =
∑
σ,τ,a∈P(m) | τ≥a
Ka,τ fσ(u)c
γ
τ,σe(O(µa)).
References
[1] M. Bennett and V. Chari, Tilting modules for the current algebra of a simple Lie algebra, Proceedings of Symposia
in Pure Mathematics (86): Recent Developments in Lie Algebras, Groups and Representation Theory 2012,
75-97.
[2] M. Bennett and V. Chari Character Formulae and Realization of Tilting Modules for sl2[t], arXiv:1409.4464.
[3] M. Bennett, V. Chari, J. Greenstein andN.Manning,On homomorphisms between globalWeyl modules, Represent.
Theory 2011, 15, 733-752.
[4] V. Chari,On the fermionic formula and the Kirillov-Reshetikhin conjecture, Int. Math. Res. Not. 12 (2001), 629-654.
[5] C. Chevalley, Invariants of finite groups generated by reflections, Amer. J. Math 77 (1955), 778-782.
[6] V. Chari and B. Ion BGG reciprocity for the current algebra, Compositio Mathematica 151 (2015), 1265-1287.
[7] V. Chari, G. Fourier and T. Khandai, A categorical approach to Weyl modules, Transform. Groups 15 (2010), no.
3, 517-549.
[8] V. Chari and A. Pressley Weyl modules for classical and quantum affine algebras, Represent. Theory, 5 (2001),
191-223.
[9] Fulton, William and Harris, Joe, Representation theory, 1991, Graduate Texts in Mathematics, Springer-Verlag,
New York.
[10] Humphreys, J. E., Reflection Groups and Coxeter Groups, 1990, Cambridge University Press.
[11] B. Feigin and S. Loktev Multi-dimensional Weyl Modules and Symmetric Functions, Comm. Math. Phys. 251
(2004), no. 3, 427-445.
[12] A. KkoroshkinHighest weight categories and Macdonald Polynomials, arXiv:1312.7053
[13] A. Kleshchev Affine highest weight categories and affine quasihereditary algebras, Proceedings LondonMathemat-
ical Society 100 (2014), no. 4, 841-882.
[14] A. Moura Restricted limits of minimal affinizations, Pacific J. M 244 (2010), 359-397
Imecc -Unicamp, DepartamentodeMatema´tica. RuaSe´rgioBuarquedeHolanda, 651, CidadeUniversita´ria
Zeferino Vaz. 13083-859 Campinas - SP, Brasil. E-mails: mbenn002@gmail.com, rollojenkins@googlemail.com
.
