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Современные методы обнаружения и классификации вредоносно-
го программного обеспечения, основанные на сигнатурах, не спо-
собны эффективно обнаруживать полиморфные вирусы и вирусы 
нулевого дня. Таким образом, существует необходимость в новых 
методах анализа, таких как методы, основанные на машинном обу-
чении. 
В данной работе было проведено исследование, направленное на 
определение наиболее точного метода обнаружения вирусов, пред-
ставленного в виде задач бинарной классификации (ви-
рус / легитимная программа) и многоклассовой классификации. В 
качестве признаков были использованы успешные и безуспешные 
вызовы API, а также соответствующие коды возврата, которые были 
получены во время выполнения вирусов в изолированной виртуаль-
ной среде. 
Для работы было использовано 1150 вредоносных файлов, принад-
лежащих к семьям Dridex, Locky, TeslaCrypt, Vawtrak, Zeus, 
DarkComet, CyberGate, Xtreme, CTB-Locker, а также 980 легитимных 
файлов.  
Для задач бинарной и многоклассовой классификации были проте-
стированы методы Decision Tree, Naive Bayes, Support Vector 
Machines, Random Forest, k-Nearest Neighbors. Данные методы дали 
следующие результаты для бинарной классификации: kNN – 94.6%, 
SVM – 94.6%, Naive Bayes – 55%, Decision Tree – 94.6%, Random 
Forest – 96.8%. Для многоклассовой классификации были получены 
следующие результаты: kNN – 87%, SVM – 87.6%, Decision Tree –
 93.3%, Random Forest – 95.69%. 
Таким образом, наилучший результат в обоих случаях был достиг-
нут с помощью Random Forest. Была достигнута высокая точность, что 
подтверждает актуальность и эффективность использования методов 
машинного обучения для обнаружения вредоносного прогарммного 
обеспечения.  
