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Introduction 
The last few years have seen a flurry of research involving indecomposable 
maximal Cohen-Macaulay modules over local Cohen-Macaulay rings (see [l-4, 
S-10, 16, 191). We are interested in the indecomposable modules over a ring- 
order, that is, a ring of Krull dimension one, which is reduced, commutative, 
Noetherian, and has finitely generated normalization. We assume throughout that 
R is such a ring and S is its normalization. Modules are always assumed to be 
finitely generated and torsionfree. Ring-orders have been studied extensively (for 
example in [7, 11, 13, 15, 17, 18, 20, 211). 
The property that a ring-order have finite representation type, that is, the 
number of non-isomorphic indecomposable modules is finite, was studied for 
ring-orders finitely generated over the integers in [7,11]. For general iing-orders 
R, it is more natural to impose the condition finite local representatim type (also 
called finite genus type): that there exists a finite list of indecomposable modules, 
M,, M,, . . . , M,, such that every indecomposable R-module is locally isomorphic 
to one of the Mi. Otherwise, our analysis does not even include Dedekind 
domains, since finite representation type fails for Dedekind domains with infinite 
ideal class group, whereas finite local representation type does hold. For the 
orders studied in [7,11] and for semi-local ring-orders, finite representation type 
and finite local representation type coincide. 
For a ring R, prime ideal .P of R, and R-module M, let dim, M denote the 
vector space dimension of (M/.9M)YP over (R/9),. The rank of a R-module A4 is 
defined to be the s-tuple (r,, . . , r,), {PI, P,, . . . .P.J are the minimal 
primes of the ring R and each ri = dim,M, and rank-set of is the 
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1 rp 5, - l *, r,}. Our question is: What rank-sets arise for indecomposable finitely 
generated torsionfree modules over ring-orders of finite local representation type? 
In fact, for general ring-orders, finite local representation t; oe is probably 
equivalent to bounded representation the existence of a bound on the 
ranks of the indecomposable torsionfree modules; that is, there exists a positive 
integer N such that rank M 5 (N, N, . . . , IV). Obviously, finite local representa- 
tion type implies bounded representation type. The converse implication was 
proved in 181, assuming mild separability that we condition (*), 
its precise for the For convenience will denote 
the condition R has and N the bound. example, 
Dedekind are BRTl. general, there no uniform on the 
of indecomposable for all of finite representation type; 
example in [ 13,4. l] provides, for every positive integer n, a ring-order R of 
finite local representation type containing at least two minimal primes 9 and 2, 
and an indecomposable R-module M such that dim,M is at least n and dim, M is 1. 
In [Zl], the case of locally BRTI rings was studied, and the following theorem 
was proved: 
(S. Wiegand Suppose R a ring-order is locally 
T 1 is, locally module is direct sum ideals). 
(i) If all the rank entries ri of a module M are between n and 2n - a for some 
integer n > 2, then M decomposes. 
(ii) On the other hand, for any n > 0, there exist such an R (of finite representa- 
tion type) and an indecomposable module M with all the ri between n and 
2n-1. Cl 
The computations in [21] involved 7-tuples of positive integers and at the time it 
appeared that considering rings with a local bound of 2 or more would be 
horrendous. However, we have since discovered ways of eliminating many cases 
from consideration and the general local-global problem became much more 
tractable. Our analysis also yielded a shorter proof of the theorem stated above. 
If the rank entries of a module M are all identical, say rank(M) = 
( ar,a,..., (Y), we say that M has constant rank cy and also that rank(M) = cy. 
The main result of this paper is that, for all ring-orders R which satisfy 
condition (*) and have bounded representation type (or, equivalently, finite local 
representation type), the rank of every indecomposable R-module OF CON- 
STANT RANK is 539. (This might not be the best possible bound.) 
erminology and background 
The work of Drozd and Roiter [7] and Green and Reiner [ll] concerned the 
special case where R is a module-finite Z-algebra. They showed that such a ring R 
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has finite representation type if an._i only if R satisfies the following two conditions 
introduced by Drozd and Roiter in [7] and relating R to its normalization S: 
The Drozd-Roiter conditions (dr): 
W) 
m-2) 
We also 
0 *: 
0 * 
In [I8], 
SIR is generated by two elements as an R-module. 
The radical of S/R is a cyclic R-module. 
will need one other condition relating R to S, which we call condition 
The residue field(s) of S are separable over the corresponding 
residue field(s) of R. 
Roger Wiegand established the following two propositions: 
Proposition 1.1 (R. Wiegand [I& 2. I. ] ). Bounded representation type implies 
(dr). 0 
fioposition 1.2 (R. Wiegand [l&3.1]). If R satisfies (dr) and (*) loclzlly, then R 
has bounded representation type. If in additicn, R is semrlocal, then r’i has finite 
representation type. Cl 
Thus, for R semiloc& finite representation type is equivalent to bounded 
representation type, at least when condition (*) holds. 
Recall that the conductor ideal c of R is the set of elements of R that multiply S 
into R. AS in [US], we let Rsing be R iocalized outside the maximal ideals 
containing the conductor ideal c of R. 
Proposition 1.3 (R. W+md [l&1.3]). F or bounded representation type, it suf- 
fices to consider R sen, . :.-al, since R has bounded repre.rentation type if anci only if 
Rsing has bounded representation type. Furthermore, the bound on R is achieved by 
the bound on Rsing. 0 
In Roger Wiegand’s analyses, some of which we adopt to get our bounds, he 
uses the concept of Artinian Pair: a pair (A, B) where A is an Artinian subring of 
a ring B and B is finitely generated as an A-module. An (A, B)-module is a pair 
(V, W), denoted V, consisting of a projective B-module W and an A-submodule V 
of W such that BV= W. For many of the proofs we replace R by Rk = A and s 
by S/c = B, and thus we reduce the situation +o considering Artinian pairs. 
Proposition 1. (R. Wiegand [ 18,1.5]). The Kruli-Achmidt Theorem holds for * 
direct-sum decompositions of modules over an Artinian pair. 0 
Proposition 1.5 (R. Wiegand [ 18,1.6]). For R a ring-order, A = Ric, B = s/c, 
and (V, W) an (A, B)-module, these are equivalent: 
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(i) For each pair $P,9 of maximal ideals of S containing c and lying in the same 
connected component of Spec dim, W dim, W. 
(ii) (V, W) s 
Theorem 1.6. F be finite one-dimensional ordered set. there 
exists ring-order R that Spec is order to F. R can 
chosen so if is maximai ideal R containing most three 
primes, then torsionfree R_, is a sum of 0 
Theorem Let R a ring-order { .ki i E > the of all ideals 
of For each E 1, Ai be torsionfree (R pi)-‘R-module. Assume, 
each i,i i, that s (Aj)g or each prime P in Eli Ju i. 
there exists torsionfree R-module unique up isomorphism, such 
q 
Theorem 1.8 (well-known). Let feMi z ~Nj (both finite), where ~v~i, N, are 
indecomposable modules over R, a local ring. If End(Mi) is Hocal for each i, then 
the number of summands on each side is the same and Mi s Ni after 
renumbering. Cl 
Theorem 1.9. A semilocal ring-order R satisfying (*) has finite representation type 
(or bounded representation type) if and only if locally R has finite representation 
type (or bounded representation type). 
Proof (outline; from [18]). As observed above, bounded and finite representation 
type are equivalerit. By Proposition 1.3, R has bounded representation type if and 
only if Rsine has bounded representation type. (Alternately use Theorem 1.7 to 
show directly R has bounded or finite representation type implies Rsing has.) Thus 
it suffices to suppose R = Rsing. 
By [ 18,1.9], which adapts the argument in [15], R has finite representation type 
if and only if R/c has finite representation type. Now since Rk is a finite direct 
product of the local rings R,/cR,,~~, where 4 ranges over the maximal ideals of R, 
the result holds. 0 
Finally, we depend on these theorems of Dade and Green and Reiner: 
Theorem 1.10 (Dade [6]). If R is local BRT, then R has at most three minimal 
primes. Cl 
Theore 1 (Green and Reiner [ll]; paraphrased). Suppose (A, B) is an 
Artinian pair such that: 
Ranks of indecomposable modrtles 123 
( 1) A is local with maximal ideal Jt , residue field k. 
(2) B=~(B,Il~i~s); s 5 3; each BI is a local prirzcipal ideai ring with 
m,?ximal ideal Jui. 
(3) (A, B) has bounded representation type. 
(4) The natural maps AM + B,lJtl i are isomorphisms for all i. 
Theft 
(ii Ifs= 1, the ranks of indecomposable (A, B )-modules are bounded by 3. 
(ii) If s = 2, the only possible rank p&rs for indecomposable (A, B )-modules 
are 
~(0,l),(1,0),(1,l),(2,1),(1,2),(2,2)} l 
(iii) Ifs = 3, the only possible rank-triples for indecomposable (A, B)-modules 
are (2, O,I) and the ordered triples ~(l,l, 1). Cl 
Note that, because bounded representation type implies (dr) by Proposition 
1.1, whenever (A, B) is an Artinian pair with bounded representation type, we 
have 
p&?/A) 5 2, pA((A + JUB)IA) 5 1, 
or equivalently, 
dim& Bl(& + ,& ‘) B 5 1 . 
Examples of local ring-orders of finite representation type were given in the 
1985 paper of Greuel and Kniirrer [lo]; their examples arise as the local rings of 
plane curve singularities over algebraically closed fields of characteristic zero. In 
[ 181, Roger Wiegand gave a general characterization of the local ring-orders of 
finite representation type assuming only that the residue field(s) of S are separable 
over that of R. Then in [19] he gave explicit formulas in the complete equicharac- 
teristic case (except in characteristics 2,3,5). Fcr plane curves with no residue 
field growth in the normalization, the list is identical to that of Greuel and 
Kniirrer. In addition, there are the two space curves k[[t’, t’, t’]] and k[[t”, t’, t’]], 
plus two families: 
(1) { y2 = X2’t+‘, 2 = 0) U (z-axis) and 
(2) {y=x”,z = 0} U (x-axis) U (z -axis). 
When there is residue field growth, the situation is more complicated, but the 
whole list involves only nine families and eight specific rings (see [ 19,2.1]). 
2. A bound on the local ranks 
For these results we use the Green and Reiner result (Theorem 1.10 above) and 
Roger Wiegand’s technique of passing to biggei rings with the Fame residue fields. 
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Theorem 2.1. Suppose (A, B) is an Artinian pair such that 
( 1) A is local with maximal ideal JI, residue field k. 
(2) B=n(B$~i%s>; s 5 3; each Bi is a lccal principal ideal ring with 
maximal ideal Jli’ and residue field Ki; dim, Kj 2 &II,K’ if 1~ j 5 i 5 3. 
(3) (A, B) has (BRT). 
(4) B, IA, B, is a separable extension of k. 
Then : 
(i) kf s = I, then the ranks of indecomposable (A, B) modules are 58, but not 
5 nor 7. 
e rank pairs for indecomposable (A, B )-modules are 
(iii) If s = 3, then i/~e rank-triples for indecovnposable (A, B)-modules are 
at most (2.1, 1) and the ordered triples ~(1, 1,l). Cl 
Proof, Note that (dr) in1 lies that dim, Ki 5 3, for each i. If dim,& = 1, then the 
residue fields are all the same and we can use the Green and Reiner Theorem. 
Thus we need only consider dim,K, to be 2 or 3; now tne (dr) conditions imply 
that s is 2 or 1, and when s is 2, dim, K, 5 2 and dim,Kz = i. Hence conclusion 
(iii) of Theorem 1 follows from (iii) of Green and Weiner; we show (i) and (ii). 
Following [18], let f(x) E A[x] be manic such that K, E k[x] I( f), let 
A’ = A[x]l(f) , Bi = B,[x]I(f) and B’ = B[x]/(f). 
By [18, Lemmq 3.4, p. 19 and the discussion]: 
1. A’ is a free A-module of rank equal to degree f. 
2. AA’ = Ju ‘, where 4’ is the maximal ideal of A’. 
3. A’/& ’ = K,. 
4. .& ,B ; is the maximal ideal of B I. 
5. If K, is a Galois exte sion of k, then every residue field of B’ is isomorphic to 
K,* 
6. B I is a principal ide 
7. If K, is not Galois over k (hence of degree 3), then B’ has two maximal ideals 
whose res&e fields are K, and a separable quadratic extension L of K, . (In 
this case, doing the procedure again, we get L as the rt - idue fields for an 
Artinian pair (A”, B”), which also will satisfy properties l-6.) 
8. If A, B has (dr), then A’, B’ (or (A”, 3”) in case mentioned in item 7) has (dr) 
and no residue field extension. 
In addition we require the following lemma: 
Lemma 2.2. (i) 11-M is an indecomposable (4, B)-module, then M is isomorphic 
(as an (A, B)-module) to a submodule of an indecomposable (A’, B’) (or 
(A”, B”)-module N. In :wticular rank,M (: rank,.N (or rank,.N). 
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(ii) In this case, if deg,A’ (or deg,A”) = 11, tlzeu IQ s @M (some number 5 n 
copies), as (A, 
Primf. Write _M G9 A’ = @N,, ~s(A’, B’) -mo u es, where the Ni are indecompos- d i 
able (.4’, B’)-modules. (C 1or (.J!“~ B”) change all ‘s to “s.) Now M 63) A’ s @M (it 
copies) as (A, B) modules, whence by the Krull-Schmidt property for Artinian 
pairs, Proposition 1.4, each Ni is a direct sum of copies of M as (A. B) 
niodules. 0 
Now we return to the proof of Theorem 2.1: 
Case (ia). We now look at the special case of Theorem 2.1, where s = 1, 
K=K, is a degree 3, Galois extension of k and dim, B/&B = 3. Pictorially, 
Since f factors mod .H B, B’Ld B’ has three components and we can write 
A[x]l(f)=A’-B’= B[x]l(f) 
K >KxKxK 
k G. 
B’= B’e, @ B’e,$ B’e, . 
Now using the Green and Reiner result the indecomposables over A’,B’ have 
possible ranks from this list: 
For 
For 
(o,O, 11, (0, 1, O), (LO, O), (1, LO) ‘) 
(07 19 l), (19 0, l), (191, l), (2,L 1) - 
each of these ranks over B’, we determine the corresponding rank over B. 
example, if M = ( y9 W) is an (A’, B’)-module of rank (2,1,1) over B’, then 
Wz (B’e,)% B’e,@ B'e, . 
Thus M has rank 4 over B. Similarly, if M had rank (a, b, c), then 
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so M would have rank a + b + c as an A, B-module. Thus for Case (ia), we get 
1,2,3,4 as possible ranks over B for indecomposable (A’, B’)-modules. 
Case (ib). Vow suppose that K is a degree 2 extension, necessarily Galois, i.e. 
A[x]l(f) = A’ -B’ = B[x]/(f) 
induces 
k 4. 
Then B’ has two components and so 
B’ = B’e, $ B’e,. 
The lndecomposable A’, B’ modules have rank: 
(0, I), (19 O), (1, I), (1,2), (2, I), (272) l 
If M = (V, W) is an (A’, B ‘)-module and M has rank (2,2), then 
W= (Bte1)2@(B’e2)2 . 
Thus M has rank 4 as an (A, B) 
might occur in Case (ib). 
module. As before, we see ranks 1,2,3,4 
Case (ic). Suppose K is a degree 3 extension of k that is not Galois. Then we 
do the procedure twice; pictorially: 
A’[x]l(f’) = A”- B” = B’[x]/( f’) _ 
A[x]l(f) = A’- B’ = B[x]l(f) 
k 
where L is the Galois closure of K and the degree of L over K is 2. ;I!o-w 
B” = B”e, tT3 Bnez $ B”e3 , B’ = B’f, 03 B’f, , 
where B’el 03 B’e2 has tank 2 over B'ft , and B”e, has rank 2 over B’f,. Also B’f, 
has rank 2 over B and B’f, has rank 1 ovet B, so B’ has rank 3 over B. 
If M = (V, W) is indecomposable over B” and M has rank (2,1, l), then 
W s (B”e, )2 @ PHe, @ B”e3 9 
which implies that M has rank (3,2) over B ‘. Thus 
W= (B’f,)3 @3 (B”f2)2 , 
and M has rank 5 l 2 + 2 = 8 over B. Similarly, if A4 were indecomposable a; an 
(A”, B”)-module with rank (a, b, c), then 
wz We,)” $ ( B"e2)b @ (B)‘e3)c , 
so M would have lank a + b + 2c as an (A’, B’)-module. Thus 
W= (B’f,)“‘b @ (B’~2)2c , 
and M has rank 2 l (a + b) + 2c as an (A, B)-module. 
To summarize, for Case (i), the ranks of indecomposable (A”, 8”)-modules 
could be 1, 2, 3, 4, 6, or 8 as B-modules. Now since an indecomposable 
(A, B)-module must fit an even number of times (in the sense of the !emma) in an 
indecomposable (A”, B”)-module, ranks 5 and 7 cannot occur for indecomposable 
(A, B)-modules. 
Case (ii). Suppose that B/JR B = K x k, where K is a two-dimensional Galois 
extension of k. Pictorially 
A[x]/( f) = A’- B’ = B[x]l( f) 
I 
rh 
A l B 
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k &xk. 
The indecomposables over A’, B’ have possible ranks from this list: 
(o,o,l),(o,l,a),(l,o,o),(~,~~~~~ 
(0, 1, l), (LO, l), (1, 1, 1$, (29 19 1) l 
Correspondiag to them, we get the following ranks over A, B: 
(49, (1. (9, (L% (29 0) 9 
(192) (192) (272) (39 2) l 
Thus by the lemma, indecomposable (A, B)-modules have ranks ~(3,2); how- 
ever, (3,O) and (3,l) are not possibie because no direct sum of copies of modules 
of rank (3,O) could yield one of the ranks above, nor would (3.1) work. Thus 
Case (ii) is proved and so is Theorem 2.1. q 
Theorem 2.3. Suppose tha; R is Q rzcd ring-order of finite representation type such 
that R and S kave the same residue jieL& Then the ranks of indecomposable 
modules over R are bounded by three. More precisely, only these ranks might 
occur: 
(1) For R with unique minimal prime, 1, 2, or 3. 
(2) For R with two minimal primes, 
a l), (1, Q), (1, l), (1,2), (2, l), c&2) - 
(3) For R &h three minimal primes, 
uho, 1). (0, 19 q, (19% O), (1, l,O) 9 
(0. 1, 11, (1, Q, 11, (191, l), (2,171) l 
Remark 2.4. The proof does not use the fact that <he residue fields are the same 
except to conclude that for A = R/c and B = WC, the only ranks that occur for 
(Al B)-modules are the numbers from the Green and Reiner Theorem. 
We need to do some preliminary work to set the stage for the proof of Theorem 
2.3. 
Notation. Let W = ( w,. wJ, . . . , w,,} be a finite set of vtztors of fixed equal length 
having nonnsgative integer entries, and let J = (1. t , . . . . 1) be the vector or‘ all 
ones of that same length. Let 2’ be a summation of vectors from W. i.e.. 
2 = Ey=, a,~,, where the G, are nonnegative integers. 
(i) We say that 2 is itrdecomposably constant if c rG, a,w, = r.! for some 
nonnegative integer r, and whenever cy= f bi wi = sl for some 0 5 b, 5 n, and 
0 5 s (: r, nonnegative integers, then s = 0 or s = r. 
(ii) We say 2 is colnpwwed if no subsum is nontrkaliy in W, i.e. whenever 
zyz, BiH’i E Mf for integers t) 5 b, 5 ai, we have 
Lemma 2.5. (i) Suppose .&at Z1 ;‘; a compressed indecomposably constant sum- 
mation of vectors in 
W, = {(O, l), (LO), (1, l), (1.2), (2, l)* (2.2)) . 
Then 2, is one of the following: 
0 a 
(b) 
0 C 
( ) ii 
(1, l), 
(2, a), 
(2,1)+(L2). 
Suppose that & is a compressed indecomposab!y constant sum of vectors in 
wz = ((0, I), (1, O), (1, I), (012) 9 
(2, O), (LQ, (2,1), (2,2)9 (372)) * 
Then 
0 a 
(b) 
(9 
(4 
0 e 
( f ) 
(g) 
(h) 
2, is one of the follo.Gng : 
(LO, 
(2,2), 
(372) + (Q, 0, 
(2,l) + (L2), 
(372) + (1,2)9 
(092) $- XL I), 
((42) + (291) + (3,217 
(0,2) + 2(3,2). 
(iii) Suppose that & is a compressed kdecomposably constant sum of vectors in 
the set of 3-vectors: 
w3 = {(l,O,O), (O,l,O), (r),O, l), (111,O) 7 
(LO, l), (0, 1, :), (1, 1, l), (2,1,1)) ’ 
Then ZJ is one of the following: 
(a) (1, 1, I), 
(b) (2, I, 1) + (0, I, 1). 
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proof. We can do items (i) and (ii) of Lemma 2.4 simultaneously. We assume 
that we have I$ as in (ii). If (1,l) or (2,2) is present in &, it must be the whole 
sum. Let us refer to the vector (a, b) as having imbalance a - b. After removing 
(1,l) and (2,2). each of the remaining vectors has i~21~ ante 12, -1, or -2. 
Note that saying that the sum of vectors has no co t (proper, nontrivial) 
subsum is equivalent to saying the imbalances of the vectors present have sum 0 
but no (proper, nontrivial) subsum totals 0. The only ways to take sums of these 
four imbalance sizes to get a total of 0 without a subtotal of 0 is as one of 
1+(-l), 2+(-2), 2+(-1)+(-l), and l+l+(-2). 
Writing down the possibilities and replacing pairs of vectors which add to another 
vector in W2 produces the list given. 
For item (iii), note that if (1, 1, 1) is present, it must be the only vector since & 
is indecomposably constant. 
Now (1, 0,O) cannot be present, for if it were present we would need another 
vector in which the second entry was larger than the first (since the total is a 
constant vector). The only such elements are (0, 1,0) and (0, 1, l), and these are 
ineligible since & is compressed, but (LO, 0) added to either of them yields an 
element of W3. Likewise we can rule out (0, 1,O) and (0, 0,l). If (1, 1,O) is 
present, again we need a vector with third entry larger than its second entry, but 
(l,O,l) cannot be present (since (l,l,O)+(l,O, 1)=(2,1,1)E W3), nor can 
(0, 0,l) be used, making the situation impossible. Symmetrically, (1, 0,l) is ruled 
out. This leaves only (2, 1, 1) and (0, 1,1) as possibilities, and we obviously must 
use both lo get a constant sum. If both are present, (2,1,1) + (0, 1,l) is present 
as at least a subsum, but again since & is indecomposably constant, this must 
represent all of &. 0 
Proof of Theorem 2.3. We prove the theorem by considering all the possible 
cases. 
Case (i) R has one minimal prime, S has one maximal and one minimal prime. 
Then A, B each have exactly one prime ideal so case (i) of the Green and Reiner 
Theorem says that indecomposable (A, B)-modules have rank 1, 2, or 3. (All do 
come from R-modules, by Proposition 1.5.) Thus the ranks of indecomposables 
over R are 1, 2, or 3. 
Case (ii) R has one minimal prime, S has two maximals and one minimal 
prime. Then A is local and B has two components. Thus indecomposable 
(A, B)-modules have ranks as given in case (ii) of Green and Reiner. Now an 
indecomposable R-module corresponds to a sum of indecomposable (A, B)- 
modules of constant rank that contains no smaller sum of the same pieces having 
constant rank. That is, we need to examine all indecomposably constant sums of 
form 
a(0, 1) + b( 1,O) + ~(1, 1) + d(l,2) + e(2,l) + f(2,2) = (r, r) , 
(with nonnegative integers a, 6, c, d, e, f, I-). By the lemma, it suffices to consider 
sums with rank 1, 2, and 3. In summary, for Case (ii), the same ranks are possible 
as in Case (i). 
Case (iii) For R with unique minimal prime, S with three maximals and one 
minimal, we see that indecomposable R modules will be represented by a sum of 
indecomposable (A, @-modules corresponding to a rank sum of the form: 
a(O,O,1)+6(0,1,0)+c(l,0,il)+d(l.l,0) 
+ e(O,l, 1) +f(LO, 1) + g(2,L 1) + h(l, 1, l), 
(where a, b, c, d, e, f, g, h are nonnegative integers) and this must be an 
indecomposably constant sum. Again using the lemma, we see that the possible 
ranks are just 1 and 2. 
Case (iv) Supposing R has one maximal and two minimal primes, then S has 
two minimal primes and at least two maximal ideals, since S is a direct product of 
Dedekind domains. For this case we suppose S has exactIy two maximal and two 
minimal primes. Then the possible ranks for (A, B)-modules are 
(0, 11, (1, q, (1, l), (1,2)7 (2, 11, (292) l 
Each of these represents an R-module by Proposition 1.5; thus we get the same 
list for R. 
Case (v) Suppose R has one maximal and two minimal primes, and that S has 
three maximal and two minimal primes. Then the possible ranks for (A, B)- 
modules are 
(07 19 l)* (LO, l), (1, 1, l), (2,L 1) l 
Now, assuming that the first two maximals lie over the first minimal, the 
indecomposable R-modules are all combinations (a, a, b) of minimum size. We 
can obviously omit (0 0, l), (1, 1, 0), and (1, 1,l) from consideration, since they 
are already of that form. (They yield ranks (0, 1), (1,O) and (1, l).) Thus we 
consider 
If g > 0, we may assume c = 0 and e = 0. (Otherwise we get subsums (0, LO) + 
(2,1,1) of rank (2,2,1) or (0, 1,l) i (2, I, 1) of rank (2,2,2).) But then the 
total rank is (d + f + 2g, g, f, -I- g) and it is impossible for d + f + 2g = g. If we 
assume that the second and third maximals of S lie over the second minimal, then 
we seek combinations (a, b, b) of minimum size. We can omit (LO, 0), (0, 1,l). 
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(2,1,1). and (1,l. 1) from consideration; they yield ranks (l,O), (0, l), (2, I), 
and ( 1,l). Thus we consider 
and we see that c + e =d+f. If e>O, we may as well assume d=O andf=O, 
else we get subsums equal to (1, 1,l) or (2,1,1). But then c + e = d +f is 
impossible. So e = 0, but then we must have c =d+f, and if cl&O we get a 
subsum of (0, 1, l), while if c of > 0 we get a subsum of (1, 1,l). In conclusion, 
when R has two minimal primes, we get at most the ranks listed. 
Case (vi) Suppose R has one maximal and three minimals, then S has three 
maxilnals and three minimals and the (A, B) indecomposables all come tram 
R-indecomposables. 
Thus we get the desired list and the theorem is proved. Cl 
Theorem 2.6. Suppose that R is a local ring-order of finite representation type such 
that (*) holds. Then the ranks of indecomposable modules over R are bounded by 
eight. More precisely, at most these c-g&s might occur: 
(1) For R with unique minir:znl prime, I, 2, 3, 4, 5, 6, or 8. 
(2) For R with two minimal primes, ranks i(3,2), but not (3,0) nor (3,l). 
(3) For R with three minimal primes, 
(0, 1, 0, (LO, 0, (1, 1, 0, (2,191) -
Proof. We prove the theorem by adjusting the proof of Theorem 2.3 slightly. 
First, consider all the possible cases. 
Case (i) R has one minimal prime, S has one maximal and one minimal prime. 
Then A, B each have exactly one prime ideal so Case (i j of Theorem 2.1 says that 
indecomposable (A, B)-modules have rank 1, 2, 3, 4, 6, or 8. Thus the ranks of 
indecomposables over R are the same. 
Case (ii) R has one minimal prime, S has two maximals and one minimal 
prime. Then A is local and B has two components. Thus indecomposable 
(A, B)-modules have ranks as given in Case (ii) of Theorem 2.1. That is, we use 
part (ii) of Lemma 2.5, and see that the indecomposably constant sums corre- 
spond to modules over R with possible ranks 1, 2, 3, 4, 5, or 6. 
Case (iii) For R with unique minimal prime, S with three maximals and one 
minimal, the argument is exactly the same as in Theorem 2.3; we see that the 
ranks are 1, 2, or 3. 
Case (iv) Supposing R has one maximal and two minimal primes, then S has 
two minimal primes and at least two maximal ideals, since S is a direct product of 
Dedekind domains. For this case we suppose S has exactly two maximal and two 
minimal primes. Then the possible ranks for (A, B)-modules are as in item (ii). 
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Each of these represents an R-module by Proposition 1.5; thus we get the same 
list for R. 
Case (v) Suppose R has one maximal and two minimal primes. and that S has 
three maximal and two minimal primes. Then the possible ranks for (A, B)- 
.nodcles are 
((4% 0, V-Al, O), (LO, O), (1, LO) , 
(0, 1, 0, (17 0, l), (1,L I), (l&l, 1) * 
Now, assuming that the first two maximals lie over the first minimal, the 
indecomposable R-modules are all combinations (a, a, 6) of minimum size. The 
argument is the same as in 2.3. In conclusion, when R has two minimal primes, 
we get at most the ranks listed. 
Case (vi) Suppose R has one maximal and three minimals, then S has three 
maximals and three minimals and the (A, B) indecomposables all come from 
R-indecomposables. Cl 
Notation 2.7. Suppose that R has minimal prime ideals { LPI, P,, . . . , P,,l>. As 
noted above, the rank of a module M will be an m-vector u with entries in Z,, the 
nonnegative integers. We say M rank-decomposes as v, + v, + l - - + v,, , if M z 
M, G3 M, @* l l Cl3 M,,, where each M,. has rank uj. (So it follows that u = u, + u, + 
. . . + v,.) We use similar terminology to speak of the rank decomposition of a 
(A, B)-module when (A, B) is an Artinian pair. 
Remark 2.8. Note that in Theorem 2.6, indecomposables of rank 5 for R with 
unique minimal prime arose only because of the possibility of having an (R/c, 
S/c)-module which rank-decomposes as (0,2) + (2,l) + (3,2). But the sum of 
two such modules will also rank-decompose as (4,4) + (6,6). So, given any two 
indecomposables of rank 5 over such a ring R, their direct sum has summands of 
ranks 4 and 6. 
We conjecture that the original Green and Reiner bounds are correct for local 
rings in all cases, even if there is residue field growth and (*) does not hold 
3. A global bound on constant rank modules 
In order to piece together the bounds found in Section 2, we need rather 
technical combinatorial arguments. This process yields the upper bound of 40 on 
the ranks of indecomposable constant rank modules over rings that ;ire locally 
BRTN with separable residue field extensions in the normalization. First v % a 
short, more abstract, proof of the existence of a bound, and then we comptC.: ihe 
best bound for the information of Section 2. 
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Notation. We say a vector u = (V 1, v,, v,) E (Z, I3 is 2,3-constant if vZ = v3. We 
say a summation 
for some nonnegative integers ai, bj , q, ei, 1 s i 5 M is indecomposably 2,3- 
constant if the sum of the vectors is a 2,%eonstant vector, and no proper 
subsummation yields a 2,3-constant vector. 
Although the following lemma is not totally unknown (see, e.g., [S, Remark 11, 
where a version of it is used), we do not have a good reference to it, so -we 
include a brief proof for completeness. 
Lemma 3.1. If 9 is a finitely generated abelian monoid, and 4 : Y+ G is a 
homomorphism from Y to a group G, then (f, - ‘(0) is a finitely generated abelian 
submonoid of Y. 
Proof. By expressing 9’ as a homomorphic image of a finitely generated free 
abelian monoid, we may reduce to the cast: where 9 = (Z,)“. But now, under the 
natural partial ordering on (Z, )“, C#I - ‘( 0) is generated by its minimal nonzero 
elements. However, any subset of (Z,)” has a finite number of minimal 
elements. q 
Lemma 3.2. (i) Zf 
W, = {(a,, b,), (a,, b,), . . . ,(a,, b,)} 
is a finite set of ordered pairs qf nonnegative irztegers, then there exists a positive 
integer L such that whenever the summatiort 
f or some nonnegative integers cl, c2,. . . , c,, aed r, is indecomposably constant, 
then r 5 L. 
(ii) If 
is a fink set of ordered triples of nonnegative integers, then there exists positive 
integers L! and Lz SE”, _ JI that whenever the suwz;.2ation 
z= ci!ai,bl;e,)+c,ja,,b,,e,)S*‘.-t-c,(a,, b,,e,,)=(t,r,rj, 
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for some nonnegative integers c, , c2, . . . , c, , t and r, is indecomposably 2,3- 
constant, then t (: L, and r 5 L,. 
Proof. For (i), let T be the free abelian monoid on {t, , t2, . . . , t, > . Define 
t$ z T-h by I = ai - bi. Then 4-‘(O) is finitely generated, by Lemma 3.1. 
Let L be the largest total rank corresponding to the image of the generators of 
+-l(O) under the map 8 : T +Z X Z induced by e(ti) = (ai, bi). 
Part (ii) is done in exactly the same way, only now +(ti) = bi - e, and 
e(ti) = (ai, bi, ei) E Z X Z X Z. fl 
In the following discussion, it will be helpful to have a bit more notation. 
Notation 3.3. We will call a module of constant rank a CR-module for short. If 
the rank of M is (r, r,. . . , r), we simply refer to M as having rank r. An 
KY?-module (for indecomposably-constant rank module) is a CR-module which 
cannot be written as a direct sum of proper CR-submodules. 
Remark 3.4. Note that if M rank-decomp:3ses as u, + u2 + ug and u, + u, = w, 
then M also rank-decomposes as ‘rt’ + u3. For example, if M rank-decomposes as 
(0, 1,O) + (0, 1,1) + (2,0, l), then M aiso rank decomposes as (0,2,1) + 
(2,0, l), as (2,1,1) + (0, 1, l), as (0, 1,O) + (2,1,2j and (trivia!!yj as (2,2,2). 
Thus if M rank-decomposes using a set of vectors in some set W, there must be a 
rank-decomposition of M into vectors from W where the rank-decomposition is a 
compressed summation in W. 
Proposition 3.5. Let T be a Noetherian semilocal ring with maximal ideals 
A,,.. . , A,, . Suppose that for each i, M,i s Fi $ Xi, where Fi and Xi are 
T,;modules. Assume further that (F;:), s (Fj )s,, for each prime ideal P c pi t7 
4 i. Then there exist T-modules F and X, unique up to isomotphism, such that 
M = F @ X, Fi s Fdli, and Xi E XMi. 
Proof. By Theorem 1.7, there exists F, unique up to isormorphism, such that 
Fi E FMi for every i. Also by direct sum cancellation for local rings, we have, for 
every 9 C pi n ~j, 
Therefore, (Xi)s, E (Xi>,. But then there exists a unique X such that IK, z Xi for 
all i. Also, MJfi, s (F EI9 X)di, f or each i. For semilocal Noetherian rings, local 
isomorphism implies isomorphism [12, 2.5.81; hence M z F43 X. El 
Proposition 3.6. Let R be a locally %RTN ring for some N. There exists a positive 
integer N’ (depending only on N) such that every CR-R-module of rank greater 
than N’ can be decomposed into CR-R-modules of smaller rank. 
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Proof. Prom Theorem 1.3, it suffices to assume R is semilocal. And in that case, 
if M is a CR-R-module with CR-summands of rank N” at each localization, then 
the local summands can be patched together to form a summand of M of rank N” 
by Proposition 3.5. Thus we need to show that there exists an N’ and an N” in the 
positive integers such that every CR-module of rank ?N’ over a local BRTN ring 
has a CR-summand of rank N’! 
So assume R is local, with three or fewer minimal primes. If R has one minimal 
prime, every R-module is a CR-module, and is a sum of CR-modules of rank (: N. 
If R has two minimal primes, let W be the set of vectors in Z X Z giving the ranks 
of indecomposable R-modules. (This is finite since all such vectors are ((N, N).) 
The ICR-R-modules must rank-decompose into a summation of vectors from W 
in a way which is indecomposably constant. The abelian monoid Y’of summations 
of vectors from W (with coefficients in Z, ) is finitely generated by the elements of 
W. Under the homomorphism (b : 9’ 4Z defined by 4(a, b) = a - b, 4-‘(O) is 
just the submonoid of summations which are rank-decompositions of CR-R- 
modules. By Lemma 3.1, this is finitely generated-but the generators of this 
submonoid must be the indecomposably constant summations. Since there are 
only finitely many possibilities for W, there are only finitely many possible ranks 
for an ICR-R-module when R has two minimal primes. 
If R has three minimal primes, the argument is similar to the case with two 
minimal primes. Only now let 4 1 : 9’~Z be defined by 4,(a, 6, e) = b - e, so 
3’* = 4 -l(O) is actually the finitely generated submonoid of Sp consisting of the 
summations which are 2,3-constant, and the generators are the summations in 9’ 
which are indecompossbly 2,3-constant. Then we define & : Yl * H by 
4&, b, e) = a - b, a;ld :‘IOW 9.. = $‘(O) is the fi nitely generated submonoid of 
9’* containing the summr‘tions of constant sum, and the generators of this are the 
indecomposably constant summations in 9’. Again, there are only finitely many 
possible ranks for an ICR-R-module. 
Thus we have a finite subset T of B, containing all the possibie ranks of 
ICR-R-modules. And every CR-R-module is a direct sum of CR-modules of 
these ranks. But it is well known that for any such set T, any sum of the elements 
of T which totals to at least N’ = (lcm( T)) - card(T) has a subsum which totals 
N” = lcm( T). Thus any CR-R-module of rank sN’ has a summand of rank N”, 
and the proposition is proved. q 
Theorem 3.7. There exists a positive integer N so that for every BRT ring R such 
that (*) holds, every CR-R-module of rank greater than N can be decomposed into 
CR-modules of smaller rank. 
Proof. Since BRT rings for which (*) holds are locally of finite representation 
type, Theorem 2.6 implies that all such rings arc locally BRTN for N 5 8. The 
proof of Theorem 3.7 now follows from Proposition 3.6. Cl 
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We now seek to establish a specific global bound on the ranks of indecompos- 
able CR-modules over a BRT ring-order satisfying (*). 
Lemma 3.8. Suppose R is a local BRT ring with three minimal primes, and that the 
indecomposable modules of R have ranks in the set W, 
(LO, l), (0, 1, l), (191, l), (2,L 1)) * 
Then every CR-module can be written as a direct sum of ICR-submodules which 
rank-decompose as either (a) or (b) ; 
(a) (1, 1, 1) or 
(b) (2,L 1) + (0, 1, 1). 
Proof. This follows directly from part (iii) of Lemma 2.5. Cl 
Corollary 3.9. If R is as in Lemma 3.8, every CR-R-module has a CR-summand of 
each smaller even rank. If the module has odd rank, it has a CR-summand of each 
rank less than its rank. 
Proof. By the lemma, any CR-module is a sum of ICR-submodules of ranks 1 and 
2. If the rank of the module is ~2, there must be either one of rank 2 or two of 
rank 1, in either case yielding a CR-summand of rank 2. Induction now implies 
the first part of the corollary. The second part results from considering the 
complementary summands to the summands present by the first part of the 
corollary. Cl 
Lemma 3.10. Suppose R is a local BRTn ring with two minimal primes, and 
indecomposable modules of ranks in 
w= ((0, l), (1, O), (1, l), (0,2) 7 
(2, O), (1,2), (2, I), (2,2), (392)) * 
Then every CR-R-module can be written as a direct sum of ICR-submodules which 
rank-decompose as one of the following: 
(a) (1,1), 
(b) (29 2)Y 
(4 (372) --I- (0, 0, 
(dj (2,‘) -‘- (1,2), 
(d (3,2) + (1,2), 
(0 (0,2) + 2(2,1), 
(g) (0,2) + (271) + (3,217 
(h) ((42) + 2(3,2). 
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ows from part (ii) of Lemma 2.5. q 
1. If R Js as in Lemma 3.10, every CR-R-module of rank ~20 has a 
CR-summand of rank 12. 
at if we take an ICR-module of rank 5 and add it to another of 
ave CR-summands of rank 4 and 6 (i.e., 2((0,2) + (2,l) + 
+ 2(2,1)) + ((0,2) + 2(3,2)). Also, an ICR-module of rank 5 
-module of rank 3 has either summands of rank 2 and 6 or 
nk 4 (since ((0,2) + (2,1) + (3,2)) + ((3,2) + (0,l)) = ((2,l) + 
3,2))and((O, 2) + (2, I) + (3,2)) + ((2, I) + (I, 2)) = ((0,2) + 
(1,2))). Thus we may assume that we have written the module 
as a sum of ICR-modules of ranks 1 through 6, but where there are not two 
summands of rank 5 nor both a summand of rank 3 and one of rank 5. Suppose 
we have a num er written as a sum of positive integers from 1 through 6 subject 
to these restrictions, i.e., we have it written as a l 1 + b l 2 + c l 3 + d = 4 + e l 5 + 
f* 6, where e 5 I and em c = 0, and suppose there is no iubsum equal to 12. Then 
f 51. Iff=l and e = 1, then c = 0, a = 0, and d l b = 0, ai:d it is easy to verify 
that the largest such sum arises when a =0, b=O, c=O, d=2, e=l, andf=l. 
Tl : resulting rank is 19. Similar analyses for other cases (f = 0 and/or e = 0) 
yield smaller maximum totals with no subsums of 12. (And note that the vector 
sum obtained by adding two copies of line (f) in the lemma to one copy each of 
lines (g) and (h) yields a vector sum of 4(0,2) + 5(2,1) + 3(3,2), which does not 
have (l&12) as a subsum, showing that the result is optimal.) So any CR-module 
of rank ~20 has a CR-summand of rank 12. n 
Lemrslla 3.12. Suppose R iy a local BRT ring-order with one minimal prime, and 
that the indecomposable modules of R have ranks 1, 2, 3, 4, 5, 6, or 8. Suppose 
also that any t o indecomposables of rank 5 have direct sum possessing a 
summand of rank 4. Then every module of rank ~40 has a summand of rank 24. 
Proof. As usu it suffices to show that any module of rank 240 has a 
n which possesses a subsum of 24. So let Y = (1, 2, 3, 4, 5, 6, 
e have a summation of elements of Y (allowing repetitions), 
such that 24 does not arise as a subsum, and 5 does not appear more than once. 
We may reduce to the case where no sum of two or more elements in the 
summation yields another element of Y - (5). This means there cannot be more 
than one 1, 2, 3, or 4. Also, if there is a 1, then 2, 3, and 5 cannot appear; if there 
is a 2, then 4 and 6 cannot appear (as well as 1); and if there is a 3, then 5 cannot 
24 is not a subsum, we cannot have more than two 8’s, nor 
more than thre . Also if we have two 6’s, we cannot have both a 4 and an 8. It 
ed that under these circumstances, the summation with the 
largest total is 5 + 3 - 6 + 2 l 8, producing a total of 39. So any R-module of rank 
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~40 has a rank-decomposition which has a subsum of 24, thus the module has a 
summand of rank 24. 0 
Theorem 3.13. If R is a Iocally BRT ring-order which satisfies condition t,*), then 
every CR.R-module of rank ~40 has a summand of rank 24. 
Proof. By Theorem 2.6 and Remark 2.8, every such R locally satisfies either 
Corollary 3.9, Corollary 3.11, or Lemma 3.12, so every CR-R-module of rank 
~40 has a summand of rank 24 at each localization. But as in the proof of 
Proposition 3.6, this suffices to assure a summand of this rank first over the 
semilocal Ruing and then over R itself. Cl 
4. More on the BRTl case 
We are interested in finding what sets of nonnegative integers occur as rank-sets 
for indecomposable modules in the special case when the indecomposables over 
lctalizations of the ring-order are ideals. 
Theorem 4.1. Suppose that X is a nonempty finite subset of h, and let % be the set 
of all fi!nctions f : X-, Z + which satisfy all of the following conditions for all 
a,b,c E X with c 5 b (: a: 
(4.1.i) f(c) (: f(b) 5 f(a). 
(4.G) 0 5 c -f(c) (: b -f(b) 5 a -f(a). 
(4.l.iii) If b + c 5 a, then OS f(a) -f(b) -f(c) I: a - b - c. 
(4.l.iv) Ifaabbc, then Osf(b)+f(c)-f(n)sb+c-a. 
(4.1.~) If a 5 b + c, and a + b + c is even, then f(a) + f(b) + f(c) is even. 
Theit for ar;y function 4 : X + Z, he following are equivalent: 
(A) +z 9. 
(B) For any ring-order R which is locally BRTl and any R-module M such that 
X is the rank-set of M, there is a summand N of M such that if 9 is any minimal 
prime of R, dim,N, = +(dim,M). 
Before proving this, we need a technical lemma. (PJote that the term O&vector 
refers to a tuple with all entries 0 or 1.) 
Lemma 4-2. Assume a, b,c E H + with a 2 b r: c. Then the only whys to write 
(a, 6, c) as the sum of a compressed summation of OJ-vectors in (Z, )’ are as 
f 11 0 ows: 
(1) If a 2 b + c, there is a one-parameter family of summations 
(a, b, c) = (a -b-c+t)~(l,O,O)+t~(l,l,l) 
+(b-t)(l,l,O)+(c-t).(l,O& 
for 05ttc, t&Z. 
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(2) If a zs b + c, there are two one-parameter families: 
(0 
(a, b, c) = t(1, 0,O) + (c + b - a + t)(l, 1,1) 
+(a-c- t)(l, LO) + (a - b - t)(LO, I), 
forO%tsa -b and tEZ. 
( ) ii 
(a, b, c) = (c + b - a - 2t)(l, 1,l) + (a - c + t)(l, LO) 
+ (a - b + t)(l,O, 1) + t(0, 1,l) , 
forOstl(c+b-a)/2andtCZ. 
Proof. This lemma becomes just the solution to some linear algebra problems in 
H, once we observe that (0, 1,O) cannot appear in a compressed summation of 
0,1-vectors totaling (a, b, c) since a 2 b would then require that either (1, 0,O) or 
(1, 0,l) be present, and likewise (0, 0,l) cannot occur, while if (1, 0,O) does 
appear, then (0, 1,l) cannot also be present. Cl 
Proof of Theorem 4.1. (A) 3 (B). It suffices to show that this is true at each 
localization. So let R be a local BRTl ring, and note that M has a rank- 
decomposition into O,l-vectors. As usual we rnzj assume this rank-decomposition 
is compressed (as a summation of 0, l-vectors). 
Case 1. If R has only one minimal prime, the rank of M is a length one vector 
(a) for some a E X, and we need to know A4 has a summand of rank +(a). Since 
4 E 9,O 5 +(a) 5 a. But the rank decomposition of M is just a l (l), so it clearly 
has a subsum of @(a)). 
Case 2. If R has two minimal primes, we may assume rank M = (a, b) with 
a,b E X and a 16. The only way to express (a, b) as a compressed summation of 
O&vectors is as (a- b).(l,O)+ b-(1, l), and we need to show that (4(a), 4(b)) 
is a subsum of this summation. But by (4.l.i), 4(h) 5 b, and by (4.l.ii), 
+(a) - cb(b) 5 a - 6, so we can use 
(+(a), 4(b)) = (4(a) - 4(b)) - (L 0) + 4(b) l (L1) - 
Case 3. If R has three minimal primes, then rank M = (a, b, c) where a, b,c E 
X, and we can assume a 2 b 2 c. We need to show that (+(a), 4(b), 4(c)) is a 
subsum of the rank-decomposition of M as a compressed summation of OJ- 
vectors, whichever case from Lemma 4.2 might actually have arisen. To simplify 
the notation, let Q! = +(a), p = 4(b), and y = 4(c). We break the problem up 
into subcases according to the possibilities: 
Case 3a. If we have c 2 b + c and 
(a, b, c) = (n - b-c+r)(1,0,O)+r(l.1.1) 
+(b-t)(l,LO)+(c-r)(l,O,l), 
for some t with 0 5 I 5 c, we subdivide according to the value of y. When t 5 y 
write 
This is a subsum since /3 5 b and y 5 c by (4.l.ii), while 0 5 cy - /3 - y 5 
a - b -- c by (4.l.iii). If y < ts r, we can use 
which works since cy - p 5 a - b by (4.l.ii) and /3 - y 5 b - c 5 b - t by (4.l.ii). 
Case 3b. If a 5 b + c and the rank decomposition of A4 has the form 
(a, b, c) = t(l,O, 0) + (c + b - a - t)(l, 1,l) 
+(a-c- t)(L LO) + (a -b-+(1,0,1), 
for 0 5 t 5 a - b, we subdivide according to the size of cy - p. When c 5 cy - P, 
we can write 
(Q,p,y)=t”(l,O,O)+(y+p-(r+t)~(l,l,l) 
+(a!-y-t)*(l,l,O)+(a-/3 -t)*(l,O,l), 
while when a! - petsa-b, we can use 
Here all the required inequalities to show these are subsums arise from (4.1 .i), 
(4.l.ii), and (4.l.iv). 
Case 3c. If a 5 b + c, and we are dealing with the compressed summation 
(a,b,c)=(c+b-a-2t).(l,l,l)+(a-c+t).(l,l,b: 
+(a-b+t)(l,O,l)+t(O,l,l) 
withOst++ b - a) /2, then when c 5 (y + p - cy) /2 we can write (a, /3, y) as 
a subsum using 
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((r,~.y~=(y+~-(Y-2t)~(l,l,l)+(~-y+t)~(P,l,O) 
+ (a - p + t)(l,O, 1) + t(O, 191) , 
which again is allowed just using (4.l.i), (4.l.ii), and (4.l.iv). For (y -b 
cts(c+b-a)/2, we let 6 =Oifcu+p+yisevenand6=lifex 
odd. Then write 
(~,p,yj=6e(1,1,1)4- n+P;v-S 
+&y-@-6 
2 l (b% 1) -g 
Note that this is the same subsummation used for 
l (l, 1.0) 
P+Y-a-6.(* 11) 
2 39 l 
the largest t 5 (y + /3 - a) /2. 
Condition (4.1.~) shows that c + b - u - 2116, and as the coefficients of (1, 1, 0), 
(1, 0, l), and (0, 1,l) in our summation for (a, b, c) increase as t increases, it is 
obvious those coefficients stay larger than the coefficients in our summation 
producing (cy, p, y), so this is indeed a subsum. 
(B)+(A) Suppose a,b,cEXwithar b=c. AssumeX= (x1,x,,. l l ,x,}= Let 
R' be a local BRTl ring-order with three minimal primes, let R,,R2,. . l , R, be 
BRTl ring-orders with one minimal prime each (e.g., DVRs), and let R = 
R' x 1 I:= 1 Ri. Note that R is a BRTl ring-order, and for any R’-module M’ of 
rank (a, b, c), the R-module M = M' x ny=, RF has X as its rank-set, and (B) 
implies that M' must have a summand of rank @(a), 4(b), 4(c)). 
Now for any O,l-vector u in Z”, there is a cyclic R’ module with rank u. Let C 
be a summation of O&vectors which sums to (a, b, c). and let M’ be the direct 
sum of the corresponding cyclic R’-modules. In this situation, the Krull-Schmidt 
Theorem 1.8 implies that any summand of M' has a subsummation of C as its 
rank-decomposition. So it follows that any such p3 must have a subsum of (4(a), 
W), 4(c)). Writing 
(a,b,c)=c*(l,l,l)+(b-c)*(l,l,O)+(a-b)=(l,O,O), 
the subsummation must be 
(4(a), cb(b), b(c)) = W)* (1, 171) + W(b) - W))= (1, LO) 
+ (Ha) - W)) ’ (17 09 0) 
(because of the linear independence of the vectors). This forces 0 5 4(c) 5 c, 
O’+(b)+i(c)lb-- c, and 0 5 d(u) - 4(b) I=_ u - b. These inequalities readily 
transpose to show (4.l.i) and (4.Lii) hold for ~5. To verify (4.l.iii), proceed 
similarly with 
(U, 6, Cj = CU - ‘~ - c)~(l,O,O)+b~(l,1,O)+c=(l,O,1), 
a to get (4.1 .iv) start with 
Fi y, (4.1.v) follows from the equation 
(a,b,c)= a+;-cql,l, 
+b+c-a 
2 *(%I, 1). 
e we note that any subsum has an even total to its entries. This completes the 
sition 4.3. Let X be a nonempty finite subset of H + , and suppuse that 9 
d as in Theorem 4.1 contains only the two functions f. and f, , where fur all 
) fo(x) = 0 and fr (x) = x. Then there exists a semilocal ring-order R which is 
BRT1, and an R-module M, such that X is the rank-set of M and M is 
indecomposable. 
We start by defining a finite partially ordered set which will be Spec R. For 
E X, Spec R will contain three minimal elements denoted .Px, 9,) and ‘1’;. 
We also have four classes of maximal elements: 
(1) For all a,b,c E X with a 2 b 2 c, A, b c contains PO, eb, and “v;-. 
(2) For all a,b,c E X with a 1: b I c and h’? b + c, A$ b c contains Pa, gbr and . . 
y;_* 
(3) For all a&c E K with a 2 b 2 c and a 5 b + c, JV~,~,~ contains Pa, 9,, and 
Y* 
(4) For all a,b,cE X with a 1 b 2 c, a L b + c, and a + b + c even, JV~,~.~ 
contains .9=, L$, and V,. 
Since this partially ordered set has dimension one, and each maxima! contains 
exactly three minimals, there is a semilocal ring-order R which is locally BRTI 
and has this partially ordered set (up to order isomorphism) as Spec R [21, 
Theorem 1.11. 
To get M, we shall describe a set of compatible (up to rank) localizations of M, 
which can then be pieced together into a module: 
(1) At each A, b,c, iM is locally isomorphic to 
(2) At each JV~,~,~, M is locally isomorphic to 
(Rl(Pa f-l ?i!b))b @@/(pa n V;))‘$ (RIPa)a-b-c . 
(3) At each Ni h r, . . M is locally isomorphic to 
(R&Pa n 9b n Yc))b+c-* @(Rl(Pa n 9,))“~“ @(R/(9', n Yc))u-h .
(4) At each .+‘I: t, (., M is locally isomorphic to . . 
These descriptions all yield dimgOM = dim@ = dim I -)d = a. IJsing Krull- 
Schmidt 1.8 on the localizations, since each is a sum of c)rclics over a local ring, 
leads to the following conclusions about any summand A4 of M: 
(0) The localization at &,,0,0 implies dim, fi = dim, fi = dim,. fi, which can 0 u a 
be called f(a). 
(1) The localizations at the maximals Ju, b r , . imply that f defined in this way 
satisfies (4.1 .i) and (4.1 ii). 
(2) The localizations at the maximals -A: h c imply that f satisfies (4.l.iii). 
(3) The localizations at the maximals XL b c imply that f satisfies (4.1 .iv). 
(4) The localizations at the maximals Nfb’c imply that f satisfies (4.1.~). 
Therefore by our hypothesis, either f(x) =‘6 for all x E X or n - f(x) = 0 for all 
x E X. So either ji? or its complement in M has rank 0 everywhere, and thus is 0, 
i.e. M is indecomposable. 
Remark 4.4. These items easily follow from (4. I .i)-(4.1 .v): 
(4.4.i) For i even, i E F, f(i) is even. 
(4.4.ii) For i, j odd, i, j E F, if there exists an even k E F with Ii - j] 5 k 5 
i +- j, then f(i) + f( j) is even. 
(4.4.iii) For i, i + 1 E F, f(i + 1) -f(i) is 0 or 1. 
For (4.4.i), consider i + i + i and use (4.1.~); likewise for (4.4.ii), consider 
i + j + k. Item (4.4.iii) follows from (4.1.i) and (4.l.ii): f(i) sf(i + 1) and 
i- f(i)S+l-f(i+l). 
Corollary 4.5. (The main theorem of [21] .) Suppose R denotes a ring-order for 
which locally, the ranks of indecomposable modules are bounded by 1 (that is, 
locally, every module is a direct sum of ideals). 
(i) !f all the rank entries ri of a module M are between n and 2n - 2 for some 
integer n : 2, then M decomposes. 
(ii) On the other hand, for any n > 0 there exist an R and an indecomposable M 
with all the ri between n and 2n - 1. 
roof. For (i), let F = {r 1 r = rank M,, for some minimal prime ideal P}. Define 
f(i) = 2, for all i E F. Clearly all the conditions of Theorem 4.1 hold. (Condition 
(4.1. iii) holds vacuously.) 
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For (ii), suppose f is a function satisfying the conditions (4.l.i)-(4.1.v). (We 
will not actually need (4.l.iii).) Let f(n) = a. The following claims complete the 
proof that we are in the situation of Proposition 4.3: 
Claim (i): f(2n - 1) = 2a or f(2n - 1) = 2a - 1. For since 2n - 1~ ;l+ tr, 
(4.l.iv) implies 0 5 a + a - f(2n - 1) 5 2n - (2n - 1). 
Claim (ii): If f(2n - 1) = 3 ,a, then f(i) = 0 for all i E F. For by (4.4.i) and 
(4.4.ii), f(i) is even for all i E F. But now by (4.4.iii), f(i) and f(i + 1) are both 
even and they differ by at most 1. This means that f(i) = f( i + l), for all i, and so 
f(n) = f(i: y f(2n - 1). But then a = 2a, whence a = 0.) 
Claim (iiij: If f(2n - 1) = 2a - 1, then f(i) = i for all i E F. For in this case, by 
(4.4.i) and (4.4.ii), f( ‘) 1 is even if and only if i is even; also f(i) and f(i + 1) differ 
by at most 1. Thus f(i + 1) = f(i) + 1. This implies f(n + 1) = a + 1, . . . , f(2n - 
l)=a-I-n-1=2a- 1, so a = n and f(i) = i. Cl 
Now we set out to show that there are only a finite number of sets X of any 
given cardinality such that X is the rank-set of an indecomposable module over a 
ring-order which is locally BRTl. 
Lemma4.6. AssumeXCZ, withO<card(X)=n<~,sayX={x,,x,,...,x,) 
withx,>xz+= > x,,. Let 9” be the monoid of all (a,, az, p . . , a,,) E H: satisfy- 
ing all of the following conditions for all i, j,k E 7, with 1 (: i 5 j zs k 5 n : 
(1) 
(2) >~~‘x.+x,, then a.ra.+a,. 
(3) IfXi’X:+X,, then ajsa:+a,. 
(4) If Xi 5 xi -I- X, and xi + xi + X, is even, then ai + ai -I- ak is even. 
The folio wing are equivalent : 
(I) There exists a semilocal ring-order R which is locally BRTl, and an 
indecomposable R module M such that X is the rank-set of M. 
(II) If (x,,...,x,)=(b,,...,b,)+(c,,...,c,,) with (b,, . . . , b,,), 
CC,, . l . , c, ) E &, then either b, = l l - = b, = 0 or c, = l l l = c, = 0. (Equivalent- 
ly, (q, x,9 l l . , x,, ) is part of a minimal generating set for &.) 
Proof* (1)3(11) If(bl,...,b,~),(c*,...,c,,)E~~,(X1,..., xJ=(b1,..., 6,)+ 
( cp*.., cn) and neither (b,, . . . , b,J nor (c,, . . . , c,) equals (O,O, . . . ,O), define 
f : XjZ+ by f(xi) = bi f or all 15 i 5 n. Then (4.l.i)-(4.1 .v) are easily verified 
for f, SO by Theorem 4.1, M has a nontrivial proper summand, which contradicts 
(I) . 
(II) 3 (I) With 9 defined as in Theorem 4.1, it is easily verified that for any 
function f E 9, both (f(x,), . . . , f(x,)) and (x, - f(xl), . . . , x, - f(x,)) are in 
&. By hypothesis, then, the only such functions are f0 and fi from Proposition 
4.3, and by that proposition, (I) follows. Cl 
3. For any O<xCZ+, there are only finitely many sets X such that 
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card(X) = n and there exists an indecomposable module M over a locally BRT 1 
ring-order such that M has rank-set X. 
pro&. For any n, there are obviously only a finite number of ways to choose the 
inequalities and parity conditions in Lemma 4.6, SO all we need to do is show that 
each resulting semigroup is finitely generated. We apply Lemma 3.1, adding slack 
variables to turn the inequalities into equalities. Start with 9; = Zy. Now define 
#+‘~xZ++Z by &(a,,a,,...,a,,i)=a,-a,-i. Note that &l(O) is fi- 
nitely generated, and its first 12 components give the submonoid of elements 
( a,, a,, . . . v a,,) EZ, such that a, 2 a2, SO this is finitely generated. Proceeding 
inductively with all of the inequalities in (l), (2), and (3) of Lemma 4.6, the 
submonoid 9’; of Z: which simultaneously satisfies all of these is finitely 
generated. Then for each i, j,k for which (4) applies in the lemma, use the map 
into U2Z which takes (a,, a2, . . . , a,) to the residue class of ai + aj + ak. Again, 
inductively, the kernel is always finitely generated. So each Y;r is finitely 
generated. 0 
Remark. It can be shown that replacing X = {xi, x2,. . . , x,} (where x1 > x2 > 
. . . > x,) by X’ = {xi 1 xl = Sn-‘Xi + 2 l 5’-‘} results in the mi+nal generators of 
Y;r all being minimal generators of Y”,, and in X’ there are no equalities of the 
form xi =xi+x;. This reduces slightly the number of semigroups whose 
generators we must examine to find sets of size n which are rank-sets of 
indecomposables over locally BRTl ring-orders. 
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