In localization, an outage occurs if the positioning mean squared error (MSE) exceeds a pre-defined threshold th. For time-of-arrival-based localization, a key factor affecting the MSE is the relative positions of the anchors with respect to the target location. From a design point of view, characterizing the distribution of the MSE over an ensemble of anchor locations as seen from the perspective of a target is essential for providing probabilistic performance guarantees against outage. To solve this difficult problem, previous works have assumed all anchortarget links to have the same SNR (i.e., SNR homogeneity), which neglects the impact of link distance variation on the SNR and the positioning error; for instance, under an inversesquare law pathloss model, the outage probability can differ by orders of magnitude when compared with the homogeneous SNR assumption. In this paper, we derive an approximate expression for the MSE distribution under an inverse-square law pathloss model when the anchors are uniformly distributed around a target. Through simulations, we verify that our approximation can be used to estimate the number of anchors needed so that the outage probability is below 1%. Index Terms-Localization outage probability, time-ofarrival (ToA) based localization, squared position error bound (SPEB), SNR heterogeneity, geometric dilution of precision (GDOP), Cramer-Rao lower bound (CRLB), binomial point process (BPP), constrained moment matching.
. ToA based localization: Each distance (range) estimate constrains the target to lie on a circle centered at the corresponding anchor, whose radius equals the range. The intersection of three or more such circles provides an unambiguous solution for the target location in R 2 .
location-based advertising [3] and virtual reality [4] , to name a few. On a two-dimensional surface, a target can be localized if its distance (also known as range) to at least three fixed reference points, called anchors, is known (see Fig. 1 ). For wireless systems, ranges can be estimated from the time-ofarrival (ToA) of a ranging signal 1 and for wideband systems in particular, ToA-based localization is especially attractive, since the finer time resolution due to the large bandwidth improves the accuracy of the range estimates [5] , thereby resulting in accurate location estimates.
While the principle behind ToA-based localization is fairly straightforward, a variety of operating conditions and propagation phenomena, such as noise, interference, multipath, blocking, target mobility etc. render the task of designing a localization network challenging. In order to provide a reliable quality of service in terms of accuracy (e.g., an error of at most 50m at least 90% of the time, as mandated by the E911 standard [6] ), it is important to characterize the probability distribution of the localization mean squared error (MSE) over an ensemble of operating conditions, especially for safety critical applications like autonomous vehicles or E911 emergency services. The MSE is a function of the anchor locations relative to the target, the transmit powers, the propagation environment as well as the choice of ranging and localization algorithms. For localization algorithms that return unbiased 2 estimates of the target location, the MSE is bounded below by the squared position error bound (SPEB) [7] , [8] . Unlike the MSE, the SPEB does not depend on a specific localization algorithm and is a function of the anchor locations relative to the target, among other things. As a result, it is well-suited as a metric to analyze the impact of the anchor geometry around a target on the MSE. If the SPEB exceeds a pre-defined threshold, th , then the target is said to be in outage. Over an ensemble of anchor locations as seen from the perspective of a target, the SPEB (and the MSE, as well) is a random variable and characterizing its complementary cumulative distribution function (ccdf) in closed-form (i.e., P(SPEB > u), as a function of u) is important from a design perspective, as it can be used to determine a deployment of anchors that can guarantee an outage probability of at most p out 3 across an ensemble of target locations, assuming spatial stationarity and ergodicity. Given N anchors within communication range from the target, a natural model for capturing the randomness in the anchor locations is the well-known binomial point process (BPP) [9, Ch. 2] , in which the anchors are distributed independently and uniformly over an annular region centered at the target. In this paper, we attempt to derive a closed-form expression for the SPEB ccdf for such an anchor model. Our approach is summarized below.
A. Methodology
• For a given target, we assume that the anchors that are within its communication range are distributed according to a BPP over an annular region centered at the target. For this setup, we model the SNR heterogeneity across different anchor-target links using a pathloss model. As a result, the SPEB metric is a function of the anchor distances and angular positions, relative to the target. • Given N anchors within communication range from the target, we rearrange the SPEB expression and reduce it in terms of the product of two random variables, X N and Y N . While X N depends only on the anchor distances, Y N depends on both the distances and angular positions of the anchors. In particular, Y N and X N are statistically dependent. • We then proceed to demonstrate that the conditional distribution of Y N , given X N , is difficult to characterize in closed form. Hence, through constrained moment matching, we derive an approximation for Y N , denoted by V N , which depends only on the angular positions of the anchors and has the same mean as Y N . In particular, X N and V N are statistically independent. • Consequently, the SPEB can be approximated in terms of the product of independent random variables, X N and V N , and we derive a closed-form expression for the ccdf of this approximation (see Theorem 1 in Section III), which is the key result of this paper. • Through simulations, we verify that the derived (approximate) SPEB ccdf accurately estimates the true ccdf. Thus, from a design perspective, our contribution is useful in determining the number of anchors required to satisfy p out ≤ δ, for any δ ∈ (0, 1). We also show that the accuracy of our approach is superior to that of other approaches that ignore SNR heterogeneity, which serves to highlight the impact of SNR heterogeneity on the SPEB (and consequently, the MSE) distribution.
B. Related Work
There have been a number of recent works that have focused on the impact of anchor geometry on the localization error performance; specifically, for the SPEB metric, the impact of the target being situated within the convex hull of the anchors was investigated in [10] , while scaling laws with respect to the number of anchors within communication range were derived in [11] . A related, but simpler metric, known as the geometric dilution of precision (GDOP) has been studied extensively for the BPP anchor model. The GDOP corresponds to a special case of the SPEB when all the anchor-target links have the same SNR. The asymptotic distribution of the GDOP, as the number of anchors approaches infinity, was derived using U-statistics in [12] . For the more realistic case of a finite number of anchors, the max-angle metric was proposed and analyzed in [13] and shown to be correlated to the GDOP. An approximate GDOP distribution was presented in [14] , using the order statistics of the inter-node angles, while the exact GDOP distribution was characterized in [15] . To the best of our knowledge, ours is the first work to consider the more realistic scenario where the anchor-target links may have different SNRs (due to the anchors being situated at different distances from the target), which increases the difficulty of the problem considerably, as highlighted in Section II.
C. Notation
Throughout this work, bold lower case letters are used for deterministic vectors. In particular, 1 denotes the all-one vector. Uppercase letters in serif font are used for scalar random variables (e.g., X), while random vectors are underlined and similarly represented (e.g., X). For square matrices, the trace and inverse operators are respectively denoted by tr(·) and (·) −1 . R represents the real numbers, C the complex numbers, i ∈ C the imaginary unit, and Im(z) the imaginary part of z ∈ C. For random variables X and Y, f X (·), F X (·) and ϕ X (·) denote the marginal probability density function (pdf), the marginal ccdf and the characteristic function of X, respectively, while F X|Y (.|y) denotes the conditional ccdf of X, given Y = y. P(.) denotes the probability measure, while E X [.] denotes the expectation operator over the distribution of X. A real, parametrized function h : R → R, with argument t and parameters given by a vector, a, is denoted by h(t; a). For x ∈ R, the sine and cosine integrals, denoted by Si(x) and Ci(x), respectively, are defined as follows:
½(·) denotes the indicator function and finally, the function H : R → C is defined as follows:
D. Organization
This paper is divided into five sections. The system model is described in Section II, where the anchors are modeled by a BPP over an annular region surrounding the target, and a distance-dependent pathloss model is assumed for the SNRs of the anchor-target links. Under these conditions, we illustrate the difficulty of characterizing the SPEB distribution in Section III, which motivates the derivation of a tractable approximation for the SPEB ccdf later on in the same section. In Section IV, we compare the accuracy of our approach with other bounds and approximations that do not consider SNR heterogeneity. Finally, Section V concludes the paper.
II. SYSTEM MODEL Consider a target situated in R 2 that needs to be localized. Since we are interested in the anchor geometry relative to the target, we can assume, without loss of generality, that the target is situated at the origin, o. Centered at the target, consider N ≥ 3 anchors deployed according to a BPP 4 over an annular region from d min to d max (d max > d min > 0), 5 denoted by A o (d min , d max ), and let (R k , Θ k ) denote the location of the k-th anchor in polar coordinates (R k ∈ [d min , d max ], Θ k ∈ [0, 2π); k = 1, . . . , N). Let s(t), having Fourier transform S(f ), denote the ranging signal transmitted by the anchors 6 and let y(t; R k , Θ k ) denote the signal received from the kth anchor, which can be modeled as a superposition of a number of multipath components (MPCs) in the following manner: 4 Typically, the number of anchors, N , is also a random variable, often modeled as having a Poisson distribution. Together with the randomness in the anchor locations, this corresponds to the well-known homogeneous Poisson point process (PPP), which has been used to analyze the localization performance of a variety of wireless networks [16] [17] [18] [19] [20] . Hence, the results presented in this paper for the BPP anchor model can be readily extended for the PPP case by averaging over the distribution of N . 5 d min denotes the distance beyond which the far-field assumption holds while dmax denotes the distance beyond which the ranging signal is too weak to be detected by the target. 6 We assume that the anchors coordinate their transmissions to avoid interference at the target. As a result, ToA/range estimation is noise-limited.
where the location-dependent quantities L(R k , Θ k ), α l (R k , Θ k ) ∈ C and τ l (R k , Θ k ) ∈ R respectively denote the number of observed MPCs, the complex amplitude of the l-th MPC and its ToA. η k (t) is the measurement noise, which is modeled as a zero-mean complex Gaussian random process, having a power spectral density of N 0 . We assume that line-of-sight exists from the target to all the anchors. Hence, the first arriving MPC from each anchor corresponds to the direct path (DP) and depends on the anchor position as follows:
where c denotes the speed of light in free space. The other MPCs are known as indirect paths (IPs) and we assume no prior knowledge of their statistics. Under these conditions, the MSE of an unbiased estimate of the target location can be bounded using the Cramer-Rao lower bound (CRLB) [7] , [8] , as follows:
where
and
S(R (N ) , Θ (N ) ) is commonly known as the squared position error bound (SPEB) [7] , [8] in localization terminology. The term μ(R k , Θ k ) is referred to as the ranging information intensity (RII) from the k-th anchor and is a measure of the ranging accuracy associated with the k-th anchor. 7 It is a function of the DP SNR, γ(R k , Θ k ), the effective bandwith, β, and the path overlap factor, χ(R k , Θ k ) ∈ [0, 1], which determines the extent of overlap between the DP and subsequent MPCs, due to finite bandwidth. 8 Remark 1: Since R (N ) and Θ (N ) are random vectors, S(R (N ) , Θ (N ) ) is a random variable. Moreover, the inequality in (6) holds for each realization of R (N ) and Θ (N ) . Hence, over an ensemble of anchor locations relative to the target, the MSE random variable stochastically dominates S(R (N ) , Θ (N ) ).
For simplicity, we assume χ(R k , Θ k ) = 0 for all k, which corresponds to the case where the DP does not overlap with any other MPC, thereby resulting in the most accurate estimate of R k . Furthermore, γ(R k , Θ k ) is a function of the DP attenuation, |α 1 (R k , Θ k )| 2 , for which the following pathloss model is assumed:
Remark 2: For anchors having line-of-sight to the target, the inverse-square law pathloss model in (14) is a reasonable assumption for the DP component if there is zero path overlap, which, in turn, can be assumed when d max < d break , where d break denotes the breakpoint distance associated with the ground reflection [21] , since zero overlap between the DP and the ground-reflected path can rarely be achieved.
Apart from the RIIs, which depend primarily on the ranges, S(R (N ) , Θ (N ) ) also depends on the azimuthal (or angular) geometry of the anchors, which is captured in (6) by the outer product u(Θ k )u(Θ k ) T , where u(Θ k ) is the unit vector in the direction of the k-th anchor. In summary, the k-th term in the summation in (6) represents the contribution of the k-th anchor to S(R (N ) , Θ (N ) ). From (6)-(14), S(R (N ) , Θ (N ) ) can be expressed as follows:
Since S(R (N ) , Θ (N ) ) does not depend on any particular positioning algorithm, it is well-suited as a metric to analyze the impact of anchor geometry on the MSE. Moreover, many positioning algorithms have been proposed in recent years that have been shown to satisfy (6) with equality [22] [23] [24] [25] . Hence, for the remainder of this paper, we assume that the MSE is identical to S(R (N ) , Θ (N ) ). In the next section, we attempt to characterize the ccdf of S(R (N ) , Θ (N ) ) in closed form.
III. CHARACTERIZING SPEB DISTRIBUTION

A. A Special Case: SNR Homogeneity
For the special case when all the anchors are at the same distance R from the target (i.e., all links have the same SNR), S(R (N ) , Θ (N ) ) reduces to another well-known metric called the Geometric Dilution of Precision (GDOP), which is denoted by G(R, Θ (N ) ) and has the following expression. 9
For the derivation of (a) in (17), the reader is referred to [27, Lemma 1] and [28, Proposition 3] , where a more general result is proved.
From (17), it is evident that G(R, Θ (N ) ) can be decomposed in terms of the radial and the azimuthal geometry of the anchor locations through the terms R 2 and W N , respectively. Since the radial contribution (i.e., R 2 ) merely acts as a scaling term, G(R, Θ (N ) ) essentially captures the relationship between the MSE and the azimuthal geometry of the anchor locations. As the radial and azimuthal coordinates are independent random variables for the BPP anchor model, the ccdf of G(R, Θ (N ) ), denoted by F GN (·), can be evaluated as follows:
where the ccdf of W N has the following expression [15] ,
with J 0 (.) and J 1 (.) denoting the zeroth and first order Bessel functions, respectively, while the pdf of R is given by
In contrast to G(R, Θ (N ) ), S(R (N ) , Θ (N ) ) cannot, in general, be decomposed in terms of the radial and azimuthal geometries of the anchor locations since the sin 2 (·) terms in the denominator of (15) are weighted differently when the anchors are not constrained to be equidistant from the target. 10 As a result, a statistical characterization of S(R (N ) , Θ (N ) ) is challenging. Hence, we formulate a tractable approximation for S(R (N ) , Θ (N ) ) in the following subsection. 9 Technically, the GDOP is defined as the square root of G(R, Θ (N) ) [26] and thus, has the units of distance. However, in order to have a fair comparison with S(R (N) , Θ (N) ) (which has units of distance-squared), we slightly abuse the notation and refer to G(R, Θ (N) ) as the GDOP in this work. 10 Just as it is generally not possible to represent an expression like a 1 x 1 + · · ·+ a M x M as h 1 (a 1 , . . . , a M )h 2 (x 1 , . . . , x M ) [i.e., as a product of scalar-valued real functions h 1 (·) and h 2 (·)] when a i and x i (i = 1, . . . , M) can take arbitrary real values, the denominator of (15) cannot, in general, be expressed as S 1 (R (N) )S 2 (Θ (N) ), for some choice of S 1 (·) and S 2 (·).
B. The General Case: SNR Heterogeneity
Although S(R (N ) , Θ (N ) ) cannot, in general, be decomposed in terms of the radial and azimuthal geometries of the anchor locations, a partial decomposition can be obtained as shown in the lemma below:
Lemma 1: The expression for S(R (N ) , Θ (N ) ) in (15) can be re-written as follows:
Proof: See [27, Lemma 1] or [28, Proposition 3] . While X N depends only on R (N ) , Y N is a function of both R (N ) and Θ (N ) . Moreover, since Y N is a function of X N , the two random variables are statistically dependent. Let F SN (·) denote the ccdf of S(R (N ) , Θ (N ) ), which can be expressed as follows:
We now attempt to characterize the marginal distribution of X N and the conditional distribution Y N , given X N . Lemma 2: The characteristic function of X N is given by:
and H(·) is given by (3) . Proof: See Appendix A. From ϕ XN (t), the ccdf of X N can be evaluated as follows [29] :
Remark 3: We have chosen to characterize X N by its ccdf instead of its pdf, since the ccdf can be obtained from the characteristic function by evaluating a single integral, which is computationally less intensive than the double integral required to obtain the pdf. Since X N is non-negative, the expected value of h(X N ), for a differentiable real function h(·), can be expressed in terms of F XN (·) by considering the following expression:
where h (·) denotes the derivative of h(·). Applying the expectation operator on both sides of (31), we obtain
While the marginal distribution of X N is fairly tractable, as it is the sum of N independent and identically distributed (iid) random variables, the same cannot be said of F YN |XN (·|x).
To illustrate this, consider the expression for Y N , given X N = x:
Let A (N ) = [A 1 , . . . , A N ] T . Given X N = x, it is easily seen from (23) and (33) that A (N ) is a vector of identically distributed, but not independent random variables. Hence, in order to characterize F YN |XN (·|x), the conditional joint distribution of A (N ) , given X N = x, is required, which is not easy to express in closed form. From (25) , it is clear that the dependence between X N and Y N is induced by the collection of random variables, {B k,N : k = 1, . . . , N}.
For the sake of tractability, we remove this dependence by assuming B k,N ≈ m, for some m ≥ 0; furthermore, to obtain a random variable whose second-order statistics match that of Y N , we approximate Y N as follows:
The parametric form for V N in (34) is based on the expression for Y N given by (25) and the values of the parameters, v and m, can be determined by moment matching with Y N .
From (34), the mean and variance of V N are given by:
where (35) follows as a result of Θ (N ) being an iid uniform random vector over [0, 2π). Equating E[V N ] and σ 2 VN with the corresponding quantities for Y N , i.e., E[Y N ] and σ 2 YN , we obtain the following expressions for m and v:
However, since Y N is non-negative, a similar requirement on V N imposes the following constraint on m:
(39)
The term in square parentheses in (39) can be interpreted as the squared distance of an N -step two-dimensional random walk with unit step size; thus, it has a maximum value of N 2 , obtained when all the steps are in the same direction (i.e., Θ k = Θ, for all k). Therefore,
From (37) and (38), the upper bound on m given by (40) reduces to the following equivalent constraint on the second-order statistics of Y N :
However, from Fig. 2 , it can be seen that (41) is not satisfied for any N ≥ 3; in fact, the expression on the left-hand side of (41) becomes increasingly negative as N increases. Thus, it follows that (37), (38) and (40) are not satisfied simultaneously. In particular, the expression for m in (37) is greater than 1/N . As a result, we optimize for the values of m and v in the following manner:
where the above optimization problem can be viewed as constrained moment matching, due to the non-negativity constraint on V N imposed by (40). From (43) and (35), the objective function in (42) can be represented in terms of a single parameter, m, as follows: For m > 0, the expression in (44) is initially a monotonically decreasing function of m and attains a minimum value of zero, for m given by (37). However, as observed previously, this value of m does not lie in the feasible region, 0 ≤ m ≤ 1/N . Consequently, the minimum value of (44) over m ∈ [0, 1/N ] is attained at m = 1/N . Thus, the optimal solutions for m and v, denoted by m opt and v opt , respectively, are given by:
where the expression for E[Y N ] is given by the following lemma: Lemma 3: The mean of Y N is given by
Proof: See Appendix B. Substituting m opt and v opt in (34), we obtain
Using Approximation 1, S(R (N ) , Θ (N ) ) can be approximated as follows:
where V N is given by (51). We now proceed to derive an approximate expression for the ccdf of S(R (N ) , Θ (N ) ) using (52). Theorem 1: The SPEB ccdf, F SN (·), can be approximated as follows:
where F WN (·) is given by (20) , v opt by (46) and Lemma 3, and the distribution of X N by (30). Proof: From (52), we get
where (a) follows from (51), and (b) from the independence of X N and W N . Using (32), F SN ,app (·) can be expressed as follows:
From (20) and (30), (58) can be expressed as follows: 
The steps involved in computing F SN ,app (·) are listed in Algorithm 1, where the terms involving integrals can be evaluated numerically using standard software packages. We conclude this section with a few remarks on the results derived in this subsection.
C. Remarks
• Firstly, for the special case when R (N ) = R1, the approximation in (34) reduces to an equality (i.e., Y N = V N = W N ), with v = 1 and m = 1/N . • The quantity V N in Approximation 1 captures the relationship between S(R (N ) , Θ (N ) ) and the azimuthal geometry of the anchor locations relative to the target, analogous to the manner in which W N does so for G(R, Θ (N ) ). From this perspective, m opt = 1/N results in V N being a scaled version of W N , which is intuitive. Furthermore, the scaling factor v opt can be thought of as a correction term due to SNR heterogeneity that minimizes the error (from a constrained second moment perspective) due to the assumption that B k,N ≈ m opt for all k. • Incidentally, we observe that E[B k,N ] = 1/N = m opt .
To see this, E[B k,N ] can be expressed as follows:
Since A (N ) is a vector of identically distributed random variables, given X N = x, we have N k=1
for any k ∈ {1, . . . , N} (64)
Substituting (65) in (63), we get
While, in retrospect, approximating B k,N by its mean may seem like an obvious choice, the intuition behind m opt = 1/N as noted in the previous remark and its optimality from a constrained moment matching perspective is not self-evident. • From the pathloss model assumed in (14) , we infer that the term X N is, in general, proportional to N k=1 SNR k , the sum SNR across all links. Unlike (14) , the pathloss exponent can, in general, be different for each link. In addition, the DP signal often experiences both shadowing and small-scale fading. Hence, SNR k is typically a complicated function of the distance, R k , for many propagation environments. Therefore, a closed-form characterization of the distribution of X N may not be tractable for more advanced channel models and its distribution may need to be approximated by fitting to a known family of distributions. • The expression for F WN (·) in (20) holds true only when Θ (N ) is an iid uniform random vector over [0, 2π). To the best of our knowledge, the distribution of W N has not been analyzed for any other distribution of Θ (N ) . Hence, even the distribution of G(R, Θ (N ) ), let alone S(R (N ) , Θ (N ) ), is unknown for a large class of point processes. This motivates future work aimed at point processes that are "better" than the BPP (e.g., point processes for which the 99-th percentile of G(R, Θ (N ) ) or S(R (N ) , Θ (N ) ) is smaller than the corresponding values for the BPP, say).
In the next section, we present numerical results pertaining to Theorem 1.
IV. NUMERICAL RESULTS
For our simulations, we consider F SN (.), obtained from 10 6 realizations of (22) , F SN ,app (.) obtained from Theorem 1, F GN (·) from (19) , and the ccdfs corresponding to the following GDOP-based bounds:
• Upper and lower bounds to S(R (N ) , Θ (N ) ), based on G(R, Θ (N ) ): Let R (1) and R (N ) denote the distance of the nearest and farthest anchors, respectively. S(R (N ) , Θ (N ) ) can then be bounded as follows:
As a result, F SN (·) can be bounded using (19) , in the following manner:
where F near,N (u) and F far,N (u) denote the ccdfs of G(R (1) , Θ (N ) ) and G(R (N ) , Θ (N ) ), respectively, and have the following expressions:
with the ccdfs of R (1) and R (N ) given by:
For d min = 1m, the impact of SNR heterogeneity on the outage probability, p out , can be seen in Fig. 3 which plots p out as a function of d max for an error threshold, (N ) th , corresponding to a 1% outage probability when N anchors are present and d max = d min = 1m (i.e., the homogeneous SNR case). Naturally, p out = F SN ( (N ) th ) ≥ P(G(d min , Θ (N ) ) > (N ) th ) = 0.01 since S(R (N ) , Θ (N ) ) ≥ G(d min , Θ (N ) ), but even for d max as small as 4m, p out increases by nearly an order of magnitude to approximately 0.1 for N = 3 and by two orders of magnitude for N ≥ 7. This highlights the close relationship between SNR heterogeneity and p out , and by extension, the SPEB distribution as well.
For d min = 1m and d max = 10m, which is a reasonable assumption for the link distances encountered in indoor applications, the ccdf curves are plotted as a function of the SPEB, scaled by the term T s , in Fig. 4 for N ∈ {3, . . . , 8} . For all the values of N considered, it can be seen that F SN ,app is accurate at estimating F SN (·). In particular, the accurate estimation of the tail of F SN (·) is especially important from a design perspective, as it captures the outage regime. To quantify the accuracy of F SN ,app (·) in this regime, we plot p out as a function of d max with d min = 1m in Fig. 5 for an error threshold, N (d max ), corresponding to a 1% outage probability (i.e., F SN ( N (d max )) = 0.01). Consistent with the observation Fig. 5 . For a given threshold, th , F S N ,app (·) can be used to determine the value of N such that the outage probability is at most 1% (d min = 1m). from Fig. 4, F SN ,app ( N (d max ) ) ≈ 0.01 across all values of N and d max , which implies that for a given value of the outage threshold, F SN ,app (·) can be used to estimate the minimum number of anchors, N , needed for the outage probability to be at most 1%. In contrast, the GDOP based approximation and bounds become progressively inaccurate with increasing N and d max . This further highlights the importance of distance-dependent SNR heterogeneity on the SPEB distribution.
V. CONCLUSION
In this paper, we set out to characterize the impact of distance-based SNR heterogeneity on the error performance of ToA-based localization using the SPEB metric, S(R (N ) , Θ (N ) ). From the perspective of a given target, we considered an ensemble of anchor locations modeled as a BPP over an annular region centered at the target and assumed a distance-dependent inverse-square law pathloss model to capture the SNR heterogeneity. For this setup, S(R (N ) , Θ (N ) ) was shown to be a tightly coupled function of the anchor distances (R (N ) ) and angular positions (Θ (N ) ) and as a result, its ccdf, F SN (·), was difficult to characterize in closed-form. Hence, we formulated an approximation for S(R (N ) , Θ (N ) ), where the coupling between R (N ) and Θ (N ) was removed by constrained moment matching, which enabled us to derive a closed-form approximation, F SN ,app (·), of F SN (·). Through simulations, we observed that F SN ,app (·) was accurate at estimating F SN (·), especially at the tail which corresponds to the outage regime. In particular, it was observed that for distances up to 10m, F SN ,app (·) can be used to determine the minimum number of anchors needed to guarantee an outage probability of at most 1% for a given outage threshold, th .
The accuracy of F SN ,app (·) motivates future work where the MSE can be approximated (upto a constant of proportionality) as follows,
where the sum SNR captures the radial component (see Section III-C, bullet point 4) and W N the azimuthal component, while v c is a correction term that can be optimized to minimize the errors from assuming such a decoupled structure for the MSE. In this paper, we derived an expression for v c when the SNR decays with distance according to an inversesquare law and the anchors are distributed according to a BPP, but other cases of practical interest that could be studied under this framework are:
• Varying path loss exponents for different links, • Links affected by shadowing and small-scale fading • Anchor deployments that are "better" than the BPP (e.g., point processes for which the 99-th percentile of S(R (N ) , Θ (N ) ) is smaller than the corresponding value for the BPP, say).
As B k,N is non-negative for all k, E[B 2 1,N ] can be expressed as follows:
From (26), F B1,N (u) can be expressed as follows:
Since A (N ) is an iid random vector, the characteristic function of T (N ) (u) has the following expression:
Similar to (30), F T (N ) (u) (0) can be evaluated from ϕ T (N ) 1 (u) (t), as follows:
Combining (82) (90) 
