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Dynamical quantum phase transitions (DQPTs) feature singular temporal behavior in transient
quantum states during nonequilibrium real-time evolution. In this work we show that DQPTs in
random Ising chains exhibit critical behavior with nontrivial exponents that are not integer valued
and not of mean-field type. By means of an exact renormalization group transformation we estimate
the exponents with high accuracy eliminating largely any finite-size effects. We further discuss how
the considered dynamical phenomena can be made accessible in current Rydberg atom platforms. In
this context we explore signatures of the DQPTs in the statistics of spin configuration measurements
available in such architectures. Specifically, we study the statistics of clusters of consecutively aligned
spins and observe a marked influence of the DQPT on the corresponding distribution.
I. INTRODUCTION
The advances in quantum simulators over the last
decade have provided experimental access to the real-
time dynamics of quantum matter at an unprecedented
level of control. This has led to the observation of
many-body localization,1–3 time crystals,4–7 the quan-
tum Kibble-Zurek mechanism,8–13 dynamics in gauge
theories,14–18 prethermalization,19–22 and various con-
cepts of dynamical phase transitions.23–27 A fundamen-
tal property of the quantum states generated through
a nonequilibrium process is that they cannot be cap-
tured with a conventional thermodynamic description.
As a consequence, elementary equilibrium concepts such
as phases and phase transitions require a generalization
to the dynamical realm.
In this context, Dynamical Quantum Phase Transi-
tions (DQPTs) have been introduced as an attempt to
lift the notion of phase transitions and criticality to the
dynamical regime.28–32 As opposed to conventional tran-
sitions, which are driven by external control parame-
ters, these DQPTs are signaled by singular behavior as
a function of time and are therefore occurring due to
drastic internal changes as a system evolves temporally.
In some cases it has been rigorously shown that such
DQPTs can follow the equilibrium paradigm of continu-
ous phase transitions.33–42 However, the found associated
critical exponents have typically been integer valued or
of mean-field type.43–45 Thus, it has remained as a cen-
tral open question whether some generic quantum models
exist exhibiting DQPTs with critical behavior featuring
nontrivial exponents belonging to more exotic universal-
ity classes.
It is the central goal of this work to show that DQPTs
in random one-dimensional Ising chains with bond dis-
order show critical behavior associated with a nontriv-
ial exponent. Using an exact real-space renormalization
group treatment, we find that the dynamical analog λ(t)
of a free energy density follows a temporal scaling form
λ(t) ∼ |(t − tc)/tc|α close to a DQPT at time tc with
α = 0.1264(2). We argue that the considered real-time
scenario is accessible with current experiments in Ryd-
berg atoms trapped in optical tweezers,46–50 where the
random couplings in the Ising chain can be created by a
suitable random spatial arrangement of the atoms in real-
space. In this context we further explore whether signa-
tures of the DQPTs in experimentally accessible quanti-
ties other than λ(t) can be observed. A particular feature
of these experiments is that single shots of a measurement
yield spin configurations of all the individual Rydberg
atoms, whose statistics we study via the occurrence of
clusters with M consecutive aligned spins. We find that
the associated probability distribution function p(M, t)
exhibits a distinct temporal signature of DQPTs.
It is a key challenge in the field of nonequilibrium
real-time dynamics of quantum matter to characterize
transient quantum states as they cannot be described in
terms of ensembles as it is the case in equilibrium or for
many steady states appearing in the asymptotic long-
time limit. In this context, the theory of DQPTs has
been introduced28,51 as a concept to provide a general
framework for the identification of dynamical phases and
their mutual transitions even without the possibility of
an ensemble description. The central quantity within this
theory is the Loschmidt amplitude
L(t) = 〈ψ0|e−iHt|ψ0〉, (1)
which is nothing but the overlap between the initial
state |ψ0〉 before and its time-evolved version |ψ(t)〉 =
exp(−iHt)|ψ0〉 after the quench. On a formal level, L(t)
assumes the form of a complex partition function. As a
natural consequence, it is natural to introduce an effec-
tive free energy density (also termed rate function):
λ(t) = − 1
N
log(|L(t)|2). (2)
In close analogy to equilibrium, where phase transitions
are associated with singular behavior in free energies, a
DQPT occurs whenever λ(t) becomes nonanalytic. Here,
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2however, this nonanalytic behavior happens as a func-
tion of time and therefore as a consequence of dras-
tic internal changes during the dynamics and not as a
function of an external control parameter, as it is the
case for equilibrium transitions. In the meantime it
has been explored extensively to which extent proper-
ties of conventional phase transitions can be general-
ized to DQPTs.29 It is of particular importance, that
DQPTs can follow the equilibrium paradigm of contin-
uous phase transitions involving scaling and universal-
ity. Concretely, this has been shown for one-dimensional
Ising chains using exact renormalization group transfor-
mations where the exact fixed points and their critical
behavior have been identified.33 While for many mod-
els a close analogy between the equilibrium phase dia-
grams and DQPTs have been observed,52,53 also excep-
tions have been found such as in the case of long-range
Ising models,54,55 where the corresponding DQPTs have
been termed anomalous. Importantly, DQPTs have not
only remained a theoretical framework, but it has also be-
come of significant experimental interest. DQPTs have
been observed in a trapped ion experiment,23 where the
dynamics of the transverse Ising model was simulated
and it was possible to measure the rate function λ(t).23
Further, DQPTs have been explored in systems of ultra-
cold atoms,24 quantum walks,56,57 and nitrogen-vacancy
centers in diamond.58
This manuscript is organized as follows. In Sec. II we
introduce the main model we use for our analysis. In
Sec. III we compute the Loschmidt echo in terms of the
complex Ising partition function, and then numerically
extract the critical exponent associated with the non-
analytic cusps arising in the Loschmidt return rate. In
Sec. IV we present an experimentally inspired scheme in
order to detect signatures of DQPTs based on projective
measurements of spin configurations. Also in the spirit of
experimental relevance, we add in Sec. V a weak random
longitudinal field in our model to investigate the effect
of possible noise on our results. We finally conclude and
propose future investigations in Sec. VI.
II. MODEL AND QUENCH
In this work we consider the one-dimensional quantum
nearest-neighbor Ising model with uniformly distributed
random site-dependent spin-spin coupling given by the
Hamiltonian
H = −
∑
n=1
Jnσ
z
nσ
z
n+1 − hz
N∑
n=1
σzn − hx
N∑
n=1
σxn. (3)
There are three parameters appearing in the Hamilto-
nian (3): Jn is the random spin-spin coupling assuming
its value from a probability density function uniformly
distributed between −0.5 and 0.5. hz and hx are the
longitudinal- and transverse-field strengths, which take
on a constant value. σxn, σ
z
n are the Pauli matrices act-
ing on the lattice site n ∈ {1, . . . , N}, with N the total
number of sites in the chain. Periodic boundary condi-
tions are considered in the following.
The system for t < 0 is prepared in the ground state
of the Hamiltonian (3) at vanishing longitudinal field hz
and spin-spin coupling Jn for each n. This leads to the
ground state
|ψ0〉 = |ψ(t = 0)〉 = | →1 . . .→N 〉. (4)
The quench in the system is performed at t = 0 when the
transverse field hx is switched off while the longitudinal
one (hz) and the spin-spin coupling Jn are switched on.
III. DYNAMICAL QUANTUM PHASE
TRANSITIONS
The particular quench introduced in Sec. II has already
been studied in the past59 and it was observed that close
to the critical time of the emerging DQPT, the rate func-
tion could be consistent with a power-law behavior of the
kind: |λ(t)− λ(tc)| ∼ |t− tc|α. One of the main goals of
this work is to numerically provide an accurate estimate
of the critical exponent α. We achieve this because, for
the quench considered, the Loschmidt amplitude can be
written as a complex partition function of the classical
random Ising chain.33,38
A. Complex Ising partition function
To see this, consider the initial state (4), which can
be written as an equally weighted superposition of eigen-
states of the z-basis: |ψ0〉 = 2−N/2
∑
sz |sz〉, where |sz〉
is of the form: |s1, . . . , sN 〉, with sn =↑, ↓. As a conse-
quence, replacing this expression of the initial state into
the definition of the Loschmidt amplitude, and noticing
that the final Hamiltonian is diagonal in the z-basis,
all the interference terms vanish (〈(sz)′|H|sz〉 = 0 if
|sz〉 6= |(sz)′〉) and thus only the diagonal elements re-
main. Therefore, the Loschmidt amplitude can be recast
into the complex partition function
L(t) = 1
2N
Tr e−iHt. (5)
In the uniform limit of such a problem, transfer matrix
techniques allow for an exact solution of the free energy
in the thermodynamic limit N → ∞.60,61 Few changes
have to be taken into account at the level of the transfer
matrix when computing the Loschmidt amplitude since
we are dealing with a time-evolved state and a random
site-dependent parameter in the Hamiltonian. The final
result yields
L(t) = Tr(K1 . . .KN ), (6)
where Kn is the transfer matrix describing the interac-
tions between two neighboring sites. In order to obtain
Eq. (6), we define
3K(σn, σn+1) = e
iJntσnσn+1+
it
2 (hnσn+hn+1σn+1), (7)
where, for the sake of notational brevity, we have omit-
ted the z superscript in the associated Pauli matrices.
Accordingly, the final expression of L(t) in Eq. (5) can
be written as
L(t) =
∑
σ1=±1
. . .
∑
σN=±1
K(σ1, σ2)K(σ2, σ3)× . . .
×K(σN−1, σN )K(σN , σ1). (8)
Considering K(σn, σn+1) as entries of the 2 × 2 matrix
Kn (see Appendix A) and introducing two states σ
+ and
σ− defined as
σ+ =
(
1
0
)
, σ− =
(
0
1
)
, (9)
it turns out that one can write
L(t) =
∑
α1=±
(σα1)ᵀK1K2 . . .KNσα1 = Tr
N∏
n=1
Kn. (10)
B. Critical Exponent
In our quench protocol, we can reach very large sys-
tem sizes in performing a spatial decimation RG on the
Loschmidt amplitude through merging together two con-
secutive lattice sites. The result can still be described
with a transfer matrix of the same form of the initial
problem, but with different parameters. After the itera-
tion of N − 1 RG steps, it turns out that the Loschmidt
amplitude is given by the product of N − 1 scalars mul-
tiplied by the trace of a 2 × 2 matrix. More details
are provided in the Appendix A. Exploiting this tech-
nique, we can reach very large system sizes(N ∼ 220),
immensely reducing finite-size effects which in general
severely undermine the estimation of critical exponents.
In Fig. 1(a) we show the effective free energy λ(t) as
a function of time. In the plot one can see the two
times: 4pi and 8pi, when λ(t) exhibits sharp features—
clear consequences of the underlying DQPT of the quench
considered. In Fig. 1(b), we zoom into the vicinity of
the critical time observed in panel (a), where on the x-
axis we consider now the distance to the critical time:
∆t = t − tc. We show the result for three different
system sizes: N = 214, 216, 218. In order to under-
stand how the effective free energy scales in the vicin-
ity of the critical time, we focus on Fig. 1(c) where we
show log |∆λ| vs. log |∆t|, with ∆λ = λ(t) − λ(tc). The
almost-straight line observed, suggests a polynomial re-
lation |λ(t)−λ(tc)| ∼ |t− tc|α, where α is the critical ex-
ponent. Although any system close to the critical point
is subjected to severe fluctuations which affect the esti-
mation of the critical exponent, in our case we achieve
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FIG. 1. (a) Effective free energy λ as a function of time for
system size N = 220, obtained with hz = 0.25. (b) Effective
free energy λ as a function of ∆t = t− tc in the vicinity of the
critical time tc = 4pi. The results are shown for three different
system sizes: N = 214, 216, 218. At the critical time tc, λ
exhibits a non-analytical pattern. (c) log[∆λ] as a function
of log[∆t], where ∆λ = λ(t)− λ(tc). The resulting plot looks
like a straight line, suggesting a power law relation between
∆λ and ∆t. (d) Logarithmic derivative of λ. It assumes an
almost constant value which is the slope of the line in panel
(c) and the value of the critical exponent α. The red line is
the best fit of the form d log |∆λ|/d log |∆t| = a + b|∆t|c of
the points obtained for N = 218.
a good accuracy because of the large system size con-
sidered. In order to very accurately estimate the value
of α, we look at the logarithmic derivative of λ(t). The
result is shown in Fig. 1(d), where we see that α is not
yet constant on the whole considered time interval. Nev-
ertheless, upon restricting the range of ∆t around the
critical time, very good convergence is achieved towards
a value of
α = 0.1264(2). (11)
The error here is calculated as the standard deviation of
the distance of the points in Fig. 1(d) for N = 218 from
their best fit with a+b|∆t|c. This functional form follows
directly from scaling behavior expected at critical points,
where |∆λ| assumes the structure |∆t|A + |∆t|B + . . ..
Thus, log |∆λ|/ log |∆t| can be expected to scale as
A + (B − A)|∆t|B−A. At small |∆t| (i.e., very close to
the critical point), this behavior shows a visible devia-
tion from our data, which we attribute to both finite-size
corrections and the inherent imprecision in determining
the exact value of the critical point. The dependency of
α on ∆t is evident when trying to get the critical ex-
ponent as the slope of the best linear fitting procedure
on the data for N = 218 in Fig. 1(c). The result yields
α = 0.13258(7), which can be considered as an aver-
age of the value of the critical exponent in the whole
∆t-range considered. As expected from Fig. 1(c), this
value is affected by the dependency of α on ∆t and it is
4slightly higher than the asymptotic result α = 0.1264(2)
for ∆t → 0. The results presented so far have been ob-
tained using hz = 0.25 and averaging over 3000 random
realizations. We have checked that the same conclusions
hold also for other values of the longitudinal field hz.
IV. CLUSTER SIZE
Having shown that quantum quenches in random Ising
chains support DQPTs with unconventional instead ex-
ponents, we now aim to explore signatures of these un-
conventional DQPTs in other physical observables.
Here, we orient along recent advances in experimen-
tal quantum simulation platforms such as in systems
of Rydberg atoms,48–50 where the nonequilibrium dy-
namics of random Ising models as in Eq. (3) can be
potentially realized,62 as we will discuss in more de-
tail in our concluding discussion in Sec. VI. Naturally,
these architectures provide access to the system prop-
erties through projective measurements of spin config-
urations in a given orientation on the Bloch sphere of
each of the qubits. Here, we will consider the case where
the projection is along the x-spin direction of each indi-
vidual atom. After multiple measurements such exper-
iments provide naturally access to the statistics of spin
configurations, e.g., for our time-evolved state |ψ(t)〉. Im-
portantly, this also includes, in principle, the Loschmidt
echo itself, as it is nothing but the probability to find at
time t the quantum state |ψ(t)〉 in the spin configuration
|ψ0〉 = | →1 · · · →N 〉, see Eq. (4). Measuring |L(t)|2, i.e.,
the probability that the measurement outcome is a sin-
gle cluster of → pointing spins, is only feasible for quan-
tum systems with a limited number of degrees of freedom
N , as L(t) = exp[−Nλ(t)] is exponentially suppressed.
Smaller clusters of → pointing spins can be identified
with much less experimental resources. In the following,
we are thus interested in theoretically characterizing the
statistics of such clusters and to provide a link to the
underlying DQPTs in our setup.
To be specific, a cluster of size M refers to a spa-
tial region with M consecutive spins aligned in the posi-
tive x-direction, while the two spins at the edges of this
string are pointing along the negative x-direction, e.g.,
←1,
∏M+1
n=2 →n,←M+2. For this reason we introduce the
on-site projectors
pˆ→n = | →n〉〈→n |, (12)
pˆ←n = | ←n〉〈←n |, (13)
onto the states | →n〉 and | ←n〉, respectively. The prob-
ability of finding a cluster of size M at an evolution time
t in the chain is
p(M, t) = 〈ψ(t)|Pˆ xM |ψ(t)〉, (14)
0 0.33 0.66 1
m = MN : cluster size density
tc - 8
tc
tc + 8 0.03
0.91
(M
,t)
FIG. 2. θ(M, t) = − 1
N
log(|p(M, t)|) as a function of time
and of cluster size M . Around tc, and for large values of M ,
the underlying DQPT affects θ(M, t), which starts to assume
relatively large numbers. This is a consequence of the fact
that θ(M, t) tends to λ in the limit of M ∼ N and the effective
free energy λ shows a cusp at tc.
where
Pˆ xM := | ←N 〉〈←N |Pˆ→M | ←M+1〉〈←M+1 |
= pˆ←N Pˆ
→
M pˆ
←
M+1, (15)
with
Pˆ→M :=
M∏
n=1
pˆ→n . (16)
We consider now N = 27 and we compute
θ(M, t) = − 1
N
log[p(M, t)], (17)
in the vicinity of the critical time. The result is shown in
Fig. 2, where we see that the underlying DQPT exhibits a
marked influence on the probability distribution function
p(M, t). In particular, a clear pattern arises for large
values of M .
In fact, when M approaches N , we notice that
θ(M, t) → λ(t) This fact can be understood by noticing
that for M ∼ N , the contributions of the two projectors
pˆ←N and pˆ
←
M+1 become less and less relevant and, there-
fore, θ(M, t) approaches the effective free energy λ(t).
This asymptotic equality holds since the Loschmidt echo,
given by |L(t)|2, can be written in terms of the projector
in Eq. (16), with M = N :
|L(t)|2 = |〈ψ0|e−iHt|ψ0〉|2 = 〈ψ(t)|ψ0〉〈ψ0|ψ(t)〉
= 〈ψ(t)|
N∏
n=1
pˆ→n |ψ(t)〉 = 〈ψ(t)|Pˆ→N |ψ(t)〉. (18)
Consequently, θ(M, t) must reproduce the non-analytical
pattern for t = tc which is a mark of the DQPT and well
visible in the color plot. Importantly, the nonanalytic
structure at M = N controls θ(M, t) in a large region for
M < N .
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FIG. 3. (a) Effective free energy λ(t) in the vicinity of the
critical time tc for different values of the longitudinal field h:
h = 0, 0.01, 0.04, 0.07, 0.1. The system size considered is
N = 210. In the limit h = 0 the cusp is clearly visible, while
increasing the value of h, the pattern becomes more and more
smooth. (b) ∆λ as a function of ∆t, rescaled by hb and hc,
respectively, for different values of h, where ∆λ = λ(t)−λ(tc)
and ∆t = t− tc. The curves for different h collapse onto each
other when the exponents are b = −0.475 and c = −1.02.
V. ADDING A PERTURBATIVE RANDOM
LONGITUDINAL FIELD
Up to now we have studied the dynamics of the random
Ising chain for homogeneous longitudinal fields. In the
following we will now investigate the influence of a weak
inhomogeneity, which is also a particular experimental
relevance because imperfections can likely induce such
random fields such as for Rydberg atoms, see Sec. VI
for a more detailed discussion. We therefore now study
DQPTs for the extended Hamiltonian
Hp = H −
N∑
n=1
hRz (n)σ
z
n , (19)
where the site-dependent random longitudinal field
hRz (n), with n = 1, . . . , N , are independently drawn from
a uniform probability distribution centered around 0:
hRz (n) ∈ [−h/2, h/2] with h setting the disorder strength.
We consider the same quench protocol used in Sec. III.
Using the same methodology introduced in Sec. IV, we
determine the effective free energy λ(t). We show the
results in Fig. 3(a) in the vicinity of the critical time for
N = 210 averaged over around 3000 random realizations.
While for h = 0 we see the same DQPT as studied be-
fore, this singular feature is smoothed out with increasing
h. This is consistent with recent renormalization group
considerations, suggesting that the random longitudinal
field is a relevant perturbation38 meaning that its pres-
ence causes the system to be attracted to a different fixed
point. From an alternative perspective, however, the in-
stability of the underlying fixed point implies universality
and scaling, even in the presence of this relevant per-
turbation, which one can make use of. In this context,
the value of h characterizes the distance from the critical
point. Consequently we expect to observe some scaling
collapse of the curves for different values of h in the vicin-
ity of the critical time upon appropriately rescaling both
the distance ∆t = t − tc to the critical time as well as
the distance ∆λ = λ(t) − λ(tc) from the singularity in
the effective free energy, by hb and hc, respectively. This
analysis is shown in Fig. 3(b), where the values of the ex-
ponents b and c are chosen in such a way to achieve a data
collapse for different h. It turns out that the exponents
are
b = −0.475,
c = −1.02. (20)
Our analysis provides encouraging hopes for a successful
experimental realization of such a quench protocol. In
fact, although the random longitudinal field smears out
the non-analytical pattern of the effective free energy at
the critical time, the underlying DQPT at h = 0 still
manifests in the scaling properties of λ(t).
VI. CONCLUDING DISCUSSION
In this work we have investigated DQPTs in random
Ising models. Using an exact large-scale renormalization
group transformation we have identified with high accu-
racy the exponent of the DQPT. As opposed to previ-
ously studied cases, where typically integer of mean-field
kind of exponents have been found,29,43–45 we observe in
the present model that the exponent is nontrivial.
As already anticipated, the considered nonequilibrium
scenario appears feasible within current platforms of Ry-
dberg atoms trapped in optical tweezers. In particular,
these systems allow to approximately realize the desired
target Hamiltonian in Eq. (3). The Rydberg interaction
generates an effective interaction V =
∑
n 6=m VNN |rn −
rm|−6(σzn + 1)(σzm + 1) between the spin degrees of free-
dom. Upon tuning the positions rn of the Rydberg atoms
using the optical tweezers, it possible to realize effec-
tive random and inhomogeneous interaction potentials
Jn = VNN/|rn−rn+1|6.62 In principle, also longer-ranged
couplings are present due to the algebraic dependence of
the interaction potential. However, due to the large ex-
ponent in the respective power law, further distant cou-
plings are strongly suppressed and can be neglected on
the time scales considered in our nonequilibrium setup.
Importantly, the specific form of the Rydberg interac-
tions implies that an inhomogeneous spatial configura-
tion of atoms also leads to inhomogeneous magnetic field
contributions hn = VNN (|rn−1 − rn|−6 + |rn − rn+1|−6).
While it might be possible in the future to compensate for
these random longitudinal fields with additional locally
applied fields, in the short term their presence appears
unavoidable and consequently our analysis in Sec. V di-
rectly relevant. Furthermore, Rydberg atoms allow the
projective measurements considered for the characteri-
zation of cluster sizes in Sec. IV, so that the presented
6results appear experimentally accessible in current exper-
iments.
For the future, it would be an interesting aspect to use
the introduced methodology to study critical exponents
in other models such as the one-dimensional Potts model
with random couplings, which in the homogeneous case
has already been investigated using similar techniques.63
A further interesting route might be to study two-
dimensional Ising models, where the Loschmidt ampli-
tude can still be identified with a complex classical par-
tition function.33 Such a mapping is still possible for ran-
dom couplings, where solutions for the classical problem
are known64,65 and might be extended to the nonequilib-
rium dynamical context.
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Appendix A: Large N for the rate function λ(t)
1. Transfer matrix
Here, we shall explain in detail how we compute the
rate function λ(t) for large system sizes. As mentioned
in the main part of the manuscript, the initial state we
are considering is the one described in Eq. (4), while the
Hamiltonian is given in Eq. (3), with hx = 0. Since this
Hamiltonian is diagonal in the z-basis, we are able to
write the Loschmidt amplitude in the form of Eq. (8).
The associated terms K(σn, σn+1) form elements of the
2× 2 matrix
Kn = Cn
(
x−1n y
−1
n xnz
−1
n
xnzn x
−1
n yn
)
, (A1)
with xn = e
−itJn , yn = e
−it
2 (hn+hn+1), and zn =
e
−it
2 (hn−hn+1). The factor Cn is equal to unity in this
case, but its inclusion here is useful, because when per-
forming spatial-RG transformations on the Loschmidt
amplitude, its value will change upon application of the
RG steps. We notice that in the uniform limit Jn =
J, hn = h, ∀n ∈ {1, . . . , N}, the transfer matrix (A1)
yields the well-known result for the partition function of
the uniform Ising model.
Using the definition of the vectors σ+(−) given in
Eq. (9), we obtain the following identities:
K(1, 1) = (σ+)ᵀKσ+, (A2)
K(1, 2) = (σ+)ᵀKσ−, (A3)
K(2, 1) = (σ−)ᵀKσ+, (A4)
K(2, 2) = (σ−)ᵀKσ−. (A5)
Taking these equalities into account, we can rewrite the
Loschmidt amplitude of Eq. (8) as
L(t) =
∑
α1=±
. . .
∑
αN=±
(σα1)ᵀK1σα2(σα2)ᵀK2σα3×
. . .× (σαN−1)ᵀKN−1σαN (σαN )ᵀKNσα1
=
∑
α1=±
(σα1)ᵀK1
∑
α2=±
σα2(σα2)ᵀK2σα3×
. . .× (σαN−1)ᵀKN−1
∑
αN=±
σαN (σαN )ᵀKNσα1
=
∑
α1=±
(σα1)ᵀK1K2 . . .KNσα1
= Tr(K1 . . .KN ) = Tr
N∏
n=1
Kn, (A6)
where we have used the completeness relation of the
states σ+(−).
2. Spatial RG
We now perform a spatial RG transformation merg-
ing together two consequent lattice sites. For the Ising
model, the transfer matrix (A1) keeps the same form af-
ter performing one RG step. Subsequently, we multiply
consequent transfer matrices, KnKn+1, and enforce that
the result has the same form of the transfer matrix K,
which is now a function of new couplings Jˆ , hˆ. The equal-
ity will set the new couplings Jˆ , hˆ (and consequently xˆ,
yˆ and zˆ ) in terms of the initial parameters J, h. This
recipe is known as the RG flow equations of the problem.
Explicitly, we have to compute the equation
KnKn+1 = Kn,n+1:
CnCn+1
(
x−1n y
−1
n xnz
−1
n
xnzn x
−1
n yn
)(
x−1n+1y
−1
n+1 xn+1z
−1
n+1
xn+1zn+1 x
−1
n+1yn+1
)
= Cˆm
(
xˆ−1m yˆ
−1
m xˆmzˆ
−1
m
xˆmzˆm xˆ
−1
m yˆm
)
. (A7)
The matrix multiplication in Eq. (A7) leads to the fol-
7lowing four equations:
Cˆm
yˆmxˆm
=
(
[xnynxn+1yn+1]
−1 + ynz−1n yn+1zn+1
)
CnCn+1
(A8)
Cˆmyˆmzˆm =
(
ynzny
−1
n+1x
−1
n+1 + xny
−1
n yn+1zn+1
)
CnCn+1
(A9)
Cˆmyˆm
zˆm
=
(
y−1n x
−1
n yn+1z
−1
n+1 + ynz
−1
n y
−1
n+1xn+1
)
CnCn+1
(A10)
Cˆmxˆm
yˆm
=
(
ynznyn+1z
−1
n+1 + y
−1
n xny
−1
n+1xn+1
)
CnCn+1.
(A11)
Dividing Eq. (A11) by Eq. (A8), we get
xˆ2m =
ynznyn+1z
−1
n+1 + y
−1
n xny
−1
n+1xn+1
[xnynxn+1yn+1]−1 + ynz−1n yn+1zn+1
. (A12)
Similarly, dividing Eq. (A9) by Eq. (A10) yields
zˆ2m =
ynzny
−1
n+1x
−1
n+1 + xny
−1
n yn+1zn+1
y−1n x−1n yn+1z−1n+1 + ynz
−1
n y
−1
n+1xn+1
, (A13)
and dividing Eq. (A10) by Eq. (A8) leads to
yˆ2m =
y−1n x
−1
n yn+1z
−1
n+1 + ynz
−1
n y
−1
n+1xn+1
[xnynxn+1yn+1]−1 + ynz−1n yn+1zn+1
zˆm
xˆm
. (A14)
From Eq. (A9) we compute
Cˆm =
(
ynzny
−1
n+1x
−1
n+1 + xny
−1
n yn+1zn+1
)CnCn+1
yˆmzˆm
.
(A15)
We here make a brief comment on the subscript m
of the new couplings appearing in the left-hand side of
Eqs. (A12)–(A15). At the beginning the chain has N
sites. After one RG step, the number of effective sites is
halved and consequently also the number of new cou-
plings Oˆ, where the operator O in the previous step
can be equal to C, x, y, z. We have for example
Oˆ1 = O1O2, Oˆ2 = O3O4, . . . OˆN/2 = ON−1ON . More
generally Oˆm = OnOn+1 with 2m = n+ 1.
The RG analysis presented above turns out to be very
useful to compute the Loschmidt amplitude numerically
for large system sizes. Indeed, Eq. (A6) states that the
Loschmidt amplitude is given by the product of N matri-
ces. On the other hand, after one RG step the Loschmidt
amplitude can be written as a product of N/2 matrices:
L(t) = Tr
N/2∏
n=1
KˆnCˆn. (A16)
Performing another RG step we obtain
L(t) =
N/2∏
n=1
Cˆn Tr
N/4∏
m=1
ˆˆ
Km
ˆˆ
Cm. (A17)
Let us suppose that N = 2M , with M ∈ N. Conse-
quently, after M − 1 RG steps the effective chain has
only one site and the Loschmidt amplitude is given by
a product of N − 1 scalars multiplied by the trace of a
single 2× 2 matrix:
L(t) =
N/2∏
n=1
CRG1n
N/4∏
m=1
CRG2m
N/8∏
p=1
CRG3p . . .
×
2∏
1=1
CRGM−2q C
RGM−1 Tr(KRGM−1)
= Tr(KRGM−1)
N−1∏
n=1
CRGn , (A18)
where CRGrn is the coefficient associated to the n-site after
r RG steps.
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