Abstract. The minimal nonnegative solution G of the matrix equation G = A 0 + A 1 G + A 2 G 2 , where the matrices A i (i = 0, 1, 2) are nonnegative and A 0 +A 1 +A 2 is stochastic, plays an important role in the study of quasi-birth-death processes (QBDs). The Latouche-Ramaswami algorithm is a highly efficient algorithm for finding the matrix G. The convergence of the algorithm has been shown to be quadratic for positive recurrent QBDs and for transient QBDs. In this paper, we show that the convergence of the algorithm is linear with rate 1/2 for null recurrent QBDs under mild assumptions. This new result explains the experimental observation that the convergence of the algorithm is still quite fast for nearly null recurrent QBDs.
Introduction.
A discrete-time quasi-birth-death process (QBD) is a Markov chain with state space {(i, j) | i ≥ 0, 1 ≤ j ≤ m}, which has a transition probability matrix of the form
where B 0 , B 1 , A 0 , A 1 , and A 2 are m×m nonnegative matrices such that P is stochastic. In particular, (A 0 + A 1 + A 2 )e = e, where e is the column vector with all components equal to one. The matrix P is also assumed to be irreducible. Thus, A 0 = 0 and A 2 = 0. The matrix equation
plays an important role in the study of the QBD (see [12] and [16] ). It is known that (1.1) has at least one solution in the set {G ≥ 0 | Ge ≤ e} (i.e., the set of substochastic matrices). The desired solution G is the minimal nonnegative solution. We assume that A = A 0 + A 1 + A 2 is irreducible. Then, by the Perron-Frobenius Theorem (see [17] ), there exists a unique vector α > 0 with α T e = 1 and α T A = α T . The vector α is called the stationary probability vector of A. By Theorem 7.2.3 in [12] , the QBD is null recurrent if α T A 0 e = α T A 2 e; positive recurrent if α T A 0 e > α T A 2 e; and transient if α T A 0 e < α T A 2 e. For our purpose, we may use this criterion as an alternative definition for the three classes of QBDs.
The minimal nonnegative solution of (1.1) can be found by any of the following three fixed-point iterations (see [3] , [5] , [9] , [10] , [14] , [15] , [18] ):
Among the three iterations, iteration (1.4) has the fastest rate of convergence. An inversion free version of (1.4) has also been proposed in [1] and analysed in [1] and [5] . These four iterations are adequate for most situations. However, the convergence of all four iterations is sublinear when the QBD is null recurrent (see [5] ). The convergence of these methods is also extremely slow if the QBD is nearly null recurrent.
The algorithm proposed by Latouche and Ramaswami [11] is a little more complicated. However, it works very well even for nearly null recurrent QBDs.
The algorithm is as follows: Algorithm 1.1. Set
It is shown in [11] that the matrices H k and L k are well defined and nonnegative and that the sequence {G k } converges quadratically to the matrix G for positive recurrent QBDs and for transient QBDs. The algorithm is called a logarithmic reduction algorithm in [11] . We will call it the LR algorithm (for Logarithmic Reduction or for Latouche-Ramaswami). A similar method is proposed in [2] for positive recurrent QBDs.
Since the LR algorithm has the greatest advantage over the fixed-point iterations when the QBD is nearly null recurrent, it is important to know the convergence rate of the LR algorithm when the QBD is null recurrent.
Before we can determine the convergence rate, we will take a closer look into the LR algorithm and present some preliminary results.
Preliminaries.
It was mentioned in [11] that G. W. Stewart pointed out that the LR algorithm is related to the cyclic reduction technique. We will make this point more transparent and derive two equations relating H k and L k .
Let G and F be the minimal nonnegative solution of (1.1) and
respectively. We have the following fundamental result (see [12] , for example).
Theorem 2.1. If the QBD is positive recurrent, then G is stochastic and F is substochastic with spectral radius ρ(F ) < 1. If the QBD is transient, then F is stochastic and G is substochastic with ρ(G) < 1. If the QBD is null recurrent, then G and F are both stochastic.
It is clear that the matrix G is also the minimal nonnegative solution of G = L 0 + H 0 G 2 . Thus, we have the infinite system
for appropriate K 0 and W 0 . As in [2] , we apply the cyclic reduction algorithm to (2.2) and get a reduced system. Multiplying both sides of the reduced system by a proper block diagonal matrix, we get an infinite system with the same structure as (2.2), but with G replaced by G 2 . After repeated application of the cyclic reduction algorithm and the block diagonal scaling, we obtain for each n ≥ 0,
where H n and L n are as in the LR algorithm.
From equation (2.3), we have
In general,
where G k is as in the LR algorithm.
It is clear that the matrix F is also the minimal nonnegative solution of
By repeating the whole process leading to the equation (2.4), we get for each n ≥ 0,
From (2.6), we can see that H n ≤ F 2 n for each n ≥ 0. Thus, we have by (2.5)
Therefore, if the QBD is positive recurrent or transient, the quadratic convergence of {G k } is an immediate consequence of Theorem 2.1. In this situation, it is also very easy to determine the limits of the sequences {H k } and {L k }. The following result is necessary.
Theorem 2.2. Let Q be a stochastic matrix. If Q r has a positive column for some integer r ≥ 1, then there is a unique vector q ≥ 0 such that q T Q = q T and q T e = 1 (the vector q is called the stationary probability vector of Q). Moreover, there are constants K > 0 and β ∈ (0, 1) such that
For a proof of this result, see [6] . See also [7] for the special case when Q r is positive for some integer r ≥ 1. Obviously, the condition that Q r has a positive column for some r ≥ 1 is necessary for lim n→∞ Q n = eq T . If the QBD is positive recurrent, then G is stochastic and ρ(F ) < 1. Assuming that G p has a positive column for some integer p ≥ 1, we get from (2.4) and (2.6) that lim n→∞ H n = 0 and lim n→∞ L n = eg T , where g is the stationary probability vector of G. If the QBD is transient, then ρ(G) < 1 and F is stochastic. Assuming that F p has a positive column for some integer p ≥ 1, we have lim n→∞ L n = 0 and lim n→∞ H n = ef T , where f is the stationary probability vector of F . The limits of {H n } and {L n } were determined in [11] in a different way.
If the QBD is null recurrent, then ρ(G) = 1 and ρ(F ) = 1. In this case, (2.7) tells us nothing about the convergence rate of the LR algorithm. It is also much more difficult to determine the limits of the sequences {H n } and {L n }. These issues will be resolved in the next section.
Convergence rate of the LR algorithm for the null recurrent case.
We start with an algebraic proof of a basic result about the LR algorithm. An probabilistic proof was given in [11] .
We have thus proved the result by induction.
In the above proof, we have used the fact that the sequences {H k } and {L k } are well defined (i.e., the matrices
It is noted in [11] that, when the QBD is null recurrent, it is not true in general that one of the two sequences {H k } and {L k } converges to 0. Our next result shows that neither of the two sequences can converge to 0 for null recurrent QBDs.
Lemma 3.2. For the null recurrent QBD, there is a sequence {α k } such that for
Proof. Recall that α is the stationary probability vector of
Since the QBD is null recurrent, we have α T A 2 e = α T A 0 e and thuŝ α T H 0 e =α T L 0 e. Let α 0 =α/c 0 . It is clear that α 0 has all the properties in the lemma, noting that α
Assuming that an α i (i ≥ 0), with all the properties in the lemma, has been found, we are going to find an α i+1 satisfying these properties.
Since
we have
i )e > 0 and we can define
It remains to prove α
Remark 3.1. The result in the above lemma has also been obtained independently by Ye [19] . In [19] it is assumed that α Our further analysis will rely on Theorem 2.2. In order to apply Theorem 2.2, we make the following assumption:
has no zeros on the unit circle other than z = 1.
This assumption may be verified easily when the matrices A 0 , A 1 , A 2 have special structures (see [13] , for example). From [4] we know that, in the null recurrent case, assumption (3.1) is equivalent to the assumption that λ = 1 is a simple eigenvalue of G and F and there are no other eigenvalues of G or F on the unit circle. It is easy to show that the latter assumption is in turn equivalent to the next assumption. Note that assumption (3.2) for G is satisfied if G k in the LR algorithm has a positive column for some k ≥ 0, since G ≥ G k . In particular, assumption (3.2) for G is satisfied if L 0 has a positive column. Similar comments can be made on assumption (3.2) for F . Since assumptions (3.1) and (3.2) are equivalent, Theorem 2.2 can be applied to G and F under assumption (3.1). We let f and g be the unique stationary probability vector of F and G, respectively.
Since (H k + L k )e = e for all k ≥ 0, the sequences {H k } and {L k } are bounded and hence have convergent subsequences. Let {H n k } and {L n k } be convergent with
Then, by equations (2.4) and (2.6) and Theorem 2.2,
Therefore, H = af T with a = e − Le, and L = bg T with b = e − He. Note that
We have thus proved the following result. Lemma 3.3. For the null recurrent QBD with assumption
T and L = bg T with a ≥ 0, b ≥ 0, and a + b = e.
To prove that the convergence of the LR algorithm is linear with rate 1/2, we will need to show that
Lemma 3.3 is only one small step towards this goal. Many other auxiliary results will be needed.
Although we are unable to show the convergence of the sequences {H k } and {L k } at the moment, it is fairly easy to show that the sequence {α k } in Lemma 3.2 converges.
Lemma 3.4. For the null recurrent QBD with assumption (3.1),
Proof. Let α * be any limit point of {α k } and lim k→∞ α n k = α * . We will prove that α * = 1 2 (f + g). We may assume without loss of generality that
for some a, b ≥ 0 with a + b = e. By taking limits in
As we have already seen, in the null recurrent case, the two equations (2.4) and (2.6) are not sufficient to determine the convergence of the sequences {H n } and {L n }. We have to seek additional information from the recursions for the sequences {H n } and {L n }. The next result is one such finding.
Lemma 3.5. For the null recurrent QBD with assumption (3.1), if
and g T a = 1, then
Proof. Let (ãf T ,bg T ) be any limit point of {(H n k +1 , L n k +1 )} and let
we get by letting k → ∞,
Post-multiplying the above equality by e gives
By Lemma 3.2,
By taking limits in the above identities and using Lemma 3.4, we have
Thus,
.
The proof is completed since the limit point is uniquely determined by a and b.
We can now move a little closer to our goal. Lemma 3.6. For the null recurrent QBD with assumptions (3.1) and Each limit point af T of the sequence {H n } is such that 0 < g T a < 1, (3.3) the sequence {(H n , L n )} has a limit point (
By the previous lemma, for each integer r ≥ 1,
where
and b k+1 = e − a k+1 for each integer k ≥ 0. Let p k = g T a k . We have by (3.4)
Since p 0 = g T a 0 > 0 by assumption, it is easy to show that lim k→∞ p k = 
which can be rewritten as
Since lim k→∞ g T a k = 1 2 , we have
for k large enough. Thus
Therefore, we can find a subsequence
This completes the proof. The next result is quite straightforward. Lemma 3.7. Let the relation between (H k+1 , L k+1 ) and (H k , L k ) in the LR algorithm be denoted by
is a fixed point of T . Proof. It is easy to verify that
The result follows since
is a nonsingular M -matrix (note that M e = e/2). Thus, we have shown that the sequence
that is a fixed point of T . By a theorem on general fixed-point iterations (see [8, p. 21] , for example), we can conclude that the whole sequence {(H n , L n )} converges to this fixed point if the spectral radius of the Fréchet derivative of the operator T at the fixed point is less than 1. But, unfortunately, the spectral radius is not less than 1 in our case (the spectral radius is equal to 4 when the matrices A 0 , A 1 , A 2 are 1 × 1). However, the sequence {(H n , L n )} can still converge since (H n , L n ) may approach ( 
We start with expressing
To simplify the expression, observe that
Therefore,
Similarly, we can get
Now, for any ∈ (0, 1 4 ), we can find δ > 0 such that whenever
To get rid of the inverse in (3.5), we use
for all i ≥ 1, we get by (3.5) and (3.6) that
Similarly,
instead. Thus, we should try to show that 3(H + L)(H k − H)H is "small" in the general case. Let α * = (f + g)/2. We have
Since lim α k = α * by Lemma 3.4, we can find integer k 1 such that for all k ≥ k 1 ,
and
Next we will estimate the term (H k − H)(I − 2H) in (3.7) and the term (L k − L)(I − 2L) in (3.8) . By the equations (2.4) and (2.6), we have
By Theorem 2.2, there are constants C 1 > 0 and β ∈ (0, 1) such that
for all k ≥ 0. Now, by (3.7) and (3.8), we have
l < δ, and β 2 l ≤ r. Now, it is clear that (3.9) and (3.10) are valid for all k ≥ l and that β 2 l+j−1 ≤ r j for all j ≥ 0. Thus, we can obtain for any m ≥ 1 that
and that
Therefore, lim k→∞ H k = H and lim k→∞ L k = L. Moreover, since > 0 can be arbitrarily small, we also have lim sup
In summary, we have proved the following result. Theorem 3.8. For the null recurrent QBD with assumptions (3.1) and (3.3), we have
It is clear that assumption (3.3) is necessary for the conclusion of the above theorem. Since the assumption cannot be verified directly, we will give a sufficient condition that is easier to verify. Proposition 3.9. Let the components of f and g be f i and g i (i = 1, 2, . . . , m), respectively, and let
If assumption (3.1) and the assumption that
It is shown in the proof of Lemma 3.5 that
If
which is a contradiction. Similarly, we get a contradiction if g T a = 0. Remark 3.2. Assumption (3.11) is certainly satisfied if one of F and G is irreducible (in particular, if one of H 0 and L 0 is irreducible) since one of S f and S g is an empty set in this case.
We are now ready to determine the convergence rate of the LR algorithm for the null recurrent case. Recall that, for the sequence {G k } generated by the LR algorithm,
It is easy to verify that the corresponding QBD is null recurrent. We also find that G 1 = L 0 + H 0 L 1 is irreducible and has a positive column and that F 1 = H 0 + L 0 H 1 has a positive column. Since G ≥ G 1 and F ≥ F 1 , assumptions (3.1) and (3.11) are satisfied. By Proposition 3.9, assumption (3.3) is also satisfied.
For this example, the exact minimal nonnegative solutions of (1.1) and (2.1) can be found to be For the matrices H 18 and L 18 , found by the LR algorithm using double precision, we have Note that H 18 and L 18 are already very close to So,G 18 is a much better approximation for G.
For the next example, assumption (3.11) is satisfied although neither of S f and S g is empty.
Example 5. T for all k ≥ 0. We also have for each k ≥ 0
So, {G k } converges to G linearly with rate 1/2 andG k = 2G k − G k−1 = G for all k ≥ 1. We can also find examples for which (3.11) is not satisfied. So, we have S f = {1} and S g = {2}. Therefore, assumption (3.11) is not satisfied. However, the conclusions in our main results in Section 3 still hold. In fact, we have H k = The corresponding QBD is clearly null recurrent. In this case,
