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Abstract 
In this paper, we compare two approaches for the reproduction and generalization of human-like movements by an upper-body 
humanoid robot. The specific purpose is to gain new insights into a key component of imitation learning: the ability to generalize 
from very few examples. In line with this, we aim to accurately portray the characteristics and generalization performance of 
those approaches based on the paradigm of motion primitives. Specifically, we focus on two established techniques, the dynamic 
motion primitives (DMP) and the principal component analysis (PCA). First, we recorded demonstrations from human subjects 
executing a reaching task in order to create a database of reaching motions. Then, the multiple demonstrations are mapped to an 
upper-body humanoid robot through an inverse kinematics algorithm that attempts to track the kinematics of the movement of 
human arms. Finally, the generalization performance is evaluated and the feasibility of the two approaches is discussed for this 
study of reaching movements.  
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Humans evolve and learn from a variety of experiences occurring in everyday life, being able to predict the 
effects of their actions in the environment and, in this way, react accordingly. Given the diversity of tasks to be 
represented in a robot’s movement repertoire, real-time trajectory planning in joint space does not seem feasible. 
Even more importantly, the reliance on robots that must be carefully programmed and calibrated before use and 
thereafter, whenever the task changes, is quite unacceptable for robots that have to coexist and cooperate with 
humans. Therefore, there is an increasing need to go beyond robots that are pre-programmed explicitly towards 
those that learn and adapt to natural and dynamic environments using approaches typically observed in animals. The 
expected interaction and cooperation among humans and robots imposes additional restrictions in terms of 
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movement appearance (e.g., look natural, recognizable and predictable). Nowadays, imitation learning is a well-
established concept that appears as an appealing approach for teaching robots due to its ability to generate human-
like movements and the ease of teaching new tasks [1][2]. In line with this, a large body of work has studied the use 
of human motion capture systems for extracting observed poses as input for teaching robots to perform from simple 
movements to complex skills. 
However, there are several challenges when transferring skills from humans to robots. First, a systematic 
evaluation of the imitation performance in robots requires the analysis of their ability to reproduce, generalize and 
learn complex tasks that will be faced in real-world environments. A second challenge is to attempt to understand 
the underlying principles governing human movement coordination in order to apply them in robotic systems. In 
order to cope with the complexity of planning, control and learning, many researchers have proposed that animal 
motor control is based on motion primitives and that complex movements are generated by combining a finite set of 
these elementary movements [3]-[6]. Recently, researchers have extended the paradigm of motion primitives to the 
robotics context. Several frameworks employ the concept of motion primitives since this allows a compact 
description of general motion patterns. In line with this increasing interest, several mathematical frameworks have 
been proposed to extract motion primitives, such as nonlinear dynamical systems [7][8], principal component 
analysis [9]-[11] and hidden Markov models [12][13]. 
The purpose of the present study is to demonstrate how two state-of-the-art approaches solve the generalization 
problem. Further, we aim to evaluate the ability to learn new tasks by using a very few examples from a human 
demonstrator. The generalization performance, which is the main focus of this paper, was studied comparing two 
established approaches based on the paradigm of motion primitives: the dynamic motion primitives and the principal 
components analysis. In order to further address this problem, we aim to accurately portray the characteristics and 
generalization performance of those approaches for this specific study of reaching movements. The remainder of the 
paper is organized as follows: Section 2 presents the motion capture system based on a single Kinect camera and 
briefly describes a pose correction method based on constraint optimization. Section 3 considers the use of nonlinear 
dynamical systems and principal component analysis for extracting motion primitives from multiple observed 
movements of a reaching task. Section 4 focuses on the reproduction and generalization performance. Section 5 
concludes the paper and proposes future extensions. 
2. Motion Capture System 
The trajectories performed by the human subject were recorded with a Kinect motion camera that provides a 
640u480 depth image at 30 frames per second. The human skeleton estimated from the depth image includes a total 
of 20 body joints. In this study, the attention is dedicated to the upper limbs, including the shoulder, elbow and wrist 
joints of both right and left arms. The captured data consists of a set of Cartesian points in the 3D volume for each 
human pose. Several studies have assessed the accuracy of skeleton estimation and, in general, they highlight the 
potential of the Kinect skeleton in controlled body postures whenever self-occlusions are avoided [14][15]. In this 
work, we have used a single Kinect camera positioned at about 3 meters from the human subject to capture the 
whole body standing upright. The subject remained in a standing upright posture, being asked to avoid lower trunk 
movements and to perform controlled scapular motions. Precautions were also taken with occlusions of the upper 
limb parts during the movement.  
A characteristic of the human body skeletonization with the Kinect sensor is that the limb lengths are not kept 
constant through the entire sequence and differ between the two arms. To correct this, we developed a constrained 
motion filtering method. More details about this method and application can be found on our previous work [18]. 
2.1. Joint-angle calculations 
A key component in transferring motion capture data for robots is to convert the 3D positions of each joint into 
the corresponding angles relative to a robot model. In this study, the human upper limbs are modeled by two 4-DOF 
robot arms mounted on a trunk unit. More concretely, the filtered movement data is the input for the inverse 
kinematics module in which the human arms are modeled as two independent 4-dof serial chains consisting of a 3-
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DOF shoulder (rotations joints with intersecting axis) and a 1-DOF elbow joint. Based on this model, the problem is 
decomposed into a per-frame inverse kinematics algorithm, followed by motion filtering and interpolation.  
The implementation of the inverse kinematics follows some basic assumptions. First, the robot model was defined 
to match the anthropometric measures of the human subject, avoiding the ‘retargeting’ problem (i.e., the need to 
compensate the body differences). Second, the perturbations in the movement data caused by movements of the 
subject’s shoulder are ignored. Concretely, we consider that all joint positions are uniformly affected by the 
perturbations and the shoulders are at the origin of the reference system with fixed coordinate frames. Third, the 
inverse kinematics considers mechanical constraints at the joints, such as physical limits both on the range of joint 
motions and on the maximum joint velocities. Given the 3D positions of the shoulder, elbow and wrist, the inverse 
kinematics algorithm is simplified: two degrees of freedom completely describe the elbow when the position of the 
shoulder is known (the elbow lies on the surface of a sphere centered at the shoulder). Similarly, the wrist can only 
lie on the surface of a sphere centered at the elbow. Thus, the configuration of the arm is completely represented by 
four variables (the joint angles).  
3. Extracting Motion Primitives 
Methods for extracting motion primitives include nonlinear dynamic systems, principal components analysis and 
hidden Markov models (HMM). The difficulty lies in identifying which motion primitives constitute a full set of 
representative movements for all required tasks. This section describes the data-driven methods used for deriving 
motion primitives from human observed demonstrations of a reaching task. Two state-of-the-art approaches that 
have proven useful in robotics applications are considered. The first approach is based on the concept of dynamic 
motion primitives. The second approach employs a dimension reduction technique based on principal component 
analysis and a motion interpolation algorithm based on the principle components.  
3.1. Dynamic motion primitives 
The basic idea behind DMP’s, proposed by Ijspeert et al. [7][8], is to use an analytically well-understood 
dynamical system with convenient stability properties and modulate it with nonlinear terms such that it achieves a 
desired attractor behavior. The method allows reaching a target by modulating a set of damped spring models which 










   (1) 
where W  is a time constant and zD  and zE  are positive constants, y is the current position and f is the forcing term.  
The essence of the methodology is to transform well-understood simple attractor systems with the help of a 
learnable forcing function term into a desired attractor system. A phase variable x acts as a decay term for ensuring 
that the system asymptotically converges to a target point. In this study, the reaching movement is fitted by the DMP 
as two independent Cartesian trajectories, one for the elbow point and another for the end-effector point. Each of 
these trajectories is fitted by a system of n-basis functions ߰௜and weight terms ߱௜ that are part of the forcing term: 
݂ሺݐሻ ൌ σ అ೔ሺ௫ሻఠ೔೔ಿసభσ అ೔ሺ௫ሻ೔ಿసభ ݔሺ݃ െ ݕ଴ሻ   (2) 
ߖሺݔሻ ൌ ݁ݔ݌൬െ ଵଶఙ೔మ ሺݔ െ ܿ௜ሻ
ଶ൰   (3) 
where x is a state variable that converges monotonically to zero (indicating that the goal g has been reached), ݕ଴ is 
the initial state ݕሺݐ ൌ Ͳሻ, ߪ௜  and ܿ௜  are constants that determine, respectively, the width and centers of the basis 
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functions, and. In order to obtain the ߱௜  parameters, a learning algorithm can be used such as locally weighted 
regression (LWR) or reinforcement learning (RL).  
3.2. Principal component analysis 
Dimensionality reduction is a widely used approach when dealing with high dimensional datasets whose 
variables are mutually correlated. In this section, we describe how a linear dimensionality reduction method based 
on PCA’s is used throughout this work to solve the motion generalization problem. First, we evaluate the preferred 
relationships between the joint motions involved in the reaching task by performing a PCA separately for each 
individual joint angle using different trials of a reaching movement. Let us assume that M examples of a reaching 
task are demonstrated to the robot in different situations. Each demonstration ^ `Mm ,...,1  consists of a set of time 
series of the joint angles ሼݍଵሺݐሻǡ ݍଶሺݐሻǡ ݍଷሺݐሻǡ ݍସሺݐሻሽ over a specific time T interval. The starting point for the PCA is 
a vector 4u nniX  defined, for each individual joint ݍ௜, by the joint-angle trajectories of n reaching movements 
(i.e., a subset of all reaching movements). These vectors are first rescaled in time based on a pre-defined trial onset 
and termination times and, then, they are centered by subtracting its mean estimated from the available samples.    
For each individual joint variable, PCA attempts to identify a smaller set of uncorrelated linear combinations of 
the original variables such as the set of new variables, or principal components (PC), captures most of the 
information with less redundancy. Let ܴ௫௜  be the covariance matrix of niX  and ሼߣଵǡ ݁ଵሽǡ ሼߣଶǡ ݁ଶሽǡ ǥ ǡ ሼߣ௡ǡ ݁௡ሽ the 
pairs of eigenvectors (weighted contributions of each trial to each PC) and eigenvalues (variance of each PC) 
ordered so that ߣଵ ൒ ߣଶ ൒ ڮ ൒ ߣ௡ . In the present experiments, the first three components account for 98% (or 
more) of the variance, being sufficient to explain a substantial amount of the joint-angle trajectories. Finally, the 
ability to generalize from the examples uses the principal components as interpolating functions (a similar approach 
has been proposed by Lim et al. [10]):  
ݍሺݐሻ ൌ ݇ଵ ή ܲܥଵ ൅ ݇ଶ ή ܲܥଶ൅݇ଷ ή ܲܥଷ ൅݇ସ   (4) 
where the coefficients ݇௜ are computed by solving a system of linear equations involving the three PC and some 
boundary conditions. 
3.3. Performance evaluation 
The evaluation of the generalization performance with respect to the set of demonstrations involves a metric and 
a statistical technique. The metric evaluates the generalization capability by measuring how well the reproduced 
trajectory matches the different demonstrations. It evaluates the accuracy of the reproduction in terms of spatial 
information using the root-mean-square (RMS) error that compares the path followed by the elbow and the endpoint 
of the robot model. At the same time, multidimensional scaling (MDS) is used for exploring the similarity measures 
among movements or actions (pairs of objects). MDS constructs a configuration of points in a low dimensional 
space (two or three dimensions for visualization purposes) from information about inter-point distances in high 
dimensional space. This new geometrical configuration of points preserves the proximities of the high dimensional 
space and, further, it facilitates the perception and interpretation of the data’s underlying structure. The proximity 
among items measures their (dis)similarities and, in general, it is a distance measure (more similarity means smaller 
distances). In this study, the metric used to define the distance matrix is the Euclidean distance metric.  
4. Reproduction and Generalization Performance 
Teaching robots to generalize a manipulation task is a challenging problem whenever the intention is transferring 
skills from humans to robots. Even more, the generalization capability must come from few examples of human 
demonstrations. This section describes, firstly, the experimental conditions for recording the human demonstrations. 
Then, we sheds further light on the reproduction and generalization performance of arm movements in the context of 
a three-dimensional reaching task involving the coordination of four joint angles (4-DOF robot model). 
427 José Rosado et al. /  Procedia Technology  17 ( 2014 )  423 – 430 
4.1. Reaching task 
Several reaching movements executed by a human subject were captured using the Kinect sensor. More 
specifically, reaching trajectories towards a total of 50 targets located on two vertical and parallel planes (25 points 
in each plane) in front of the subject were recorded (see Fig. 1). The points were spaced by 10 cm on a 40 by 40 cm 
grid. The subject is instructed to perform each trial as follows: “After the ‘go’ signal, move the hand in one 
continuous motion to the designated target at a comfortable speed, while being as accurate as possible. Try to keep 
the speed consistent across all trials.” Additionally, the subject was reminded to move only the arm and scapula 
when reaching to the targets, while preventing lower trunk motions. Although the reaching task did not require trunk 
movement, these precautions were taken to ensure that the trunk did not participate, because our geometric model 
did not account for trunk motions. A static calibration posture of the arm was recorded prior to each data collection. 
This arm calibration was the basis for joint-angle calculations in a body-centered coordinate frame. All joint angles 
were defined as zero degrees at this calibration posture. Prior to each experiment, the subject was asked to assume 
















Fig. 1. Illustration of the reaching task defined by two parallel grids of 25u25 target points. 
The MDS analysis is performed in a 3D representation space using a 2525u  similarity matrix, in which each cell 
represents the Euclidean distance between a pair of movements evaluated along a reference time. The MDS 
visualization in Fig. 2 helps to find apparent clusters present in the data which are as discussed below.  
  
Fig. 2. MDS visualization of the Euclidean distances among the reaching movements defined in the front grid (left) and the back grid (right).  
4.2. Evaluation of the movement generalization 
The requirements for the study are the following: First, the generated trajectories must be able to fit the joint-
angle trajectories (i.e., the four angles) of the demonstrated movements. Second, an important aspect will be to 
assess how well the robotic arm reproduces and generalizes a given movement which, therefore, requires the 
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previous metrics for measuring differences among them. First, we tested the DMP approach trying to answer the 
following questions: (1) can the coordination of joint motions obtained from motion primitives fitted to one 
particular reaching movement be used to generalize to other target points (i.e., its parameters are fixed and only the 
goals change)?, and (2) how well the motion primitives fitted to the other reaching movement can be used to 
generate the motion to a specific target point?  
In order to address the first question, the motion primitives are fitted to the target points 13 and 38 in the front 
and back planes, respectively. Fig. 3 shows the results of the root-mean-square error between the original recorded 
and the reproduced movements expressed in terms of the spheres’ radii. One simple observation is that a significant 
difference exists when the targets are located above or below the original target. Further, these results are in 
agreement with the MDS representation once they reflect the proximities (smaller distances) around the target points 
13 and 38. To address the second question, the original recorded reaching movements are fitted by the DMPs and 
their parameters are fixed. Then, these DMPs are used to reproduce the movement to the original targets 13 and 38 
in the front and back plane, respectively. The results depicted in Fig. 4 highlight a similar cluster of points around 
the target 13 (the set formed by the points 2,3,4,8,16,17) and the target 38 (the set formed by the points 
33,34,38,42,47). 
   
Fig. 3. Error between the recorded movements and the movements reproduced by the robot when fixing the parameters of the motion primitives 
once fitted to the target point 13 in the front plane (left) and target point 38 in the back plane (right) and only the goals are modulated. (the 
parameters of the motion primitives are fitted to each particular reaching movement, while the goal is fixed) 
  
Fig. 4. Three-dimensional MDS visualization of the Euclidean distances among 25 reaching movements for the same target point 13 defined in 
the front plane (left) and the target point 38 in the back plane (the parameters of the motion primitives are fitted to each particular reaching 
movement, while the goal is fixed). 
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In the case of the PCA approach, a subset of 12, 24 and 34 movements were chosen among the total set of 50 
movements to compute the principal components, as described in subsection 3.2. These PC where then used to 
generate the movements to each of the 50 target points. Fig. 5 shows the error measure between the new generated 
movement and the original movement in the same grids of target points. The study shows that the error tends to 
reduce as the set of movements used to generate the PC increase. However, this is only true to certain extent, being 
dependent on several factors, namely the specific subset of samples used and the inherent variability of the human 
movements. Therefore, a deeper study is being conducted to clarify how many and which target points should be 
used to force the movement reproduction to resemble the recorded demonstrations. 
The results achieved demonstrate the feasibility of the two approaches to generalize movements from a small set 
of previous learned/acquired movements. However, the generalized movements show some deviation when 
compared to the same original movements. In particular, the DMP approach assures a small error when compared 
with the PCA approach, but they require more compute power and more memory space to store the weights factors 
and the base movements. On the other hand, the PCA approach allows for less memory requirements and processing 
power which can be relevant for increasing the library of movements.  
   
 
Fig. 5. Error between the recorded movements and the movements reproduced by the robot using 12, 24 and 34 reaching targets to compute the 
principal components (the radii of the spheres are divided by a factor 3 compared with the results in Fig. 3 using DMPs). 
5. Conclusions 
In this paper, we have described and demonstrated the potential of the Kinect sensor for acquiring movements 
that can later be used in movement generalization, as long as some processing is first applied. The implementation 
of the proposed ideas on the robot model shows that human-demonstrated movements are well replicated by the 
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robot. In this context, the approach is useful for providing a natural and intuitive interface for a user to teach 
complex movements to a robot. The main goal is to create real data sets that, if combined with other, can be later 
used for learning a compact representation of the task. In this context, they will assist in developing learning 
techniques for manipulation/locomotion behaviors based on examples of human demonstrations. 
The present study sheds further light on the in the context of comparison of DMP with PCA for movement 
generalization of movements. Both methods offer a good solution for the proposed task and it’s our belief that a 
deeper study using repetitions of the same movement and other test subjects is required in order to create a better 
generalization library with lower errors, especially in the case of PCA. 
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