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１はじめに
複数の自律エージェントが相互に作用しあいながら問題を解決するマルチエージェントシステム(Mutliagent
System)の研究が盛んである[141エージェントとは，行動を行うことによって，自分がおかれている環
境に対して影響を与えることのできる自律的主体を指す[111マルチエージェントシステムの応用例とし
て，災害現場での活躍が期待されるレスキューロボットがあげられる．1995年に起こった阪神淡路大震災
は，想像を絶する大災害であったため，被災者の救助活動は困難を極めた．このような災害現場において，
人間の代わりに迅速に被災者の救助活動を行うことができる自律ロボットの実現が強く求められている．自
律ロボットの活躍が期待される災害現場のように，マルチエージェントシステムがおかれる環境として想定
されるのは，大規模で複雑（動的・未知）な環境である場合が多く，そのような環境でタスク（被災者を救
助するという仕事）を達成するためには，複数のエージェント同士が協力してタスクを達成する協調行動
の実現が非常に重要な課題となる．しかし，大規模で複雑な環境に適応可能であり，協調行動を行うこと
ができるマルチエージェントを設計することは非常に困難である．設計者が予め起こりうる全ての状況を
予測し，知識をプログラム化して，エージェントに与えておくことは事実上不可能だからである．よって，
各エージェントが自身の経験を通じてタスクを達成する方法を学習できる機能を備えていることが望まし
いといえる．そのような学習機能として，設計者が目標達成時に与える報酬の設定をするだけで，あとは
エージェントが自律的に環境との相互作用を通して，報酬を最大にする適応行動を獲得していく強化学習
(ReinfbrcementLeaming)[4,12]による機械学習アプローチが注目を集めている[2,5,101
現在多くのマルチエージェント強化学習の研究では，エージェント間の協調の獲得を前提として，単一タ
スクを有する問題を対象にする場合がほとんどであるが，現実的な問題においては複数タスクが存在する
場合が多い例えば，マルチエージェントシステムの代表的な問題であるサッカーゲームでは，通常，ゲー
ムに勝利する，またはゴールするというタスク（主目標）を達成するまでには，パスやドリブルなどを成功
させるという複数のタスク（副目標）が連鎖的に存在している．このような問題を対象とするマルチエー
ジェント強化学習においては，一般的に主目標達成時に報酬を与えることが適切と考えられている．しか
し，問題が大規模で複雑であれば，非常に多くの試行錯誤行動を余儀なくされるため，報酬が得られるまで
の時間が膨大になることがある．そのような場合には，学習途中に補助的な報酬を与えるなどの工夫が考
えられているが，その補助的な報酬が強化学習に与える影響などについては不明な点が多い．
そこで本研究では，ゴミを拾うタスクと拾ったゴミをゴミ箱に捨てる複数のタスクが連鎖的となるクリー
ンナップ問題を対象にして，主目標達成時に報酬を与える方法と副目標達成時に報酬を与える方法の報酬
の与え方の違いによるマルチエージェント強化学習の特性に関して検討する．その際，後述する協調確認の
尺度を用いて協調行動の有無を確認し，結果として，副目標達成時に報酬を与える方法は，主目標達成時に
報酬を与える方法よりも良好な学習を行い，かつエージェント間の協調行動も獲得できることを示す．
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２強化学習
２１強化学習エージェント
強化学習を用いて学習する自律エージェントを強化学習エージェントと呼ぶ．強化学習エージェントは，
環境の状態を認識し，それに対してエージェントが可能な行動群の中から行動を－つ選択して実行する．こ
の状態認識と行動を繰り返した結果，目標状態に達したとき，環境から報酬が与えられる．エージェントは
報酬をもたらす行動を優先するように環境への適応を目指す．
２２マルコフ決定過程[13］
強化学習では，環境のダイナミクスをマルコフ決定過程（Markovdecisionprocess:ＭＤＰ）として定式化
し，アルゴリズムの解析を行うのが一般的である[7｝現状態を時刻ｔの状態８t，次状態を時刻t＋１の状態
８t+,，現状態での行動を時刻ｔの行動ａｔとし，現状態から次状態への遷移確率を照､‘+1と表すと，式’に
示すような条件つき確率で記述できる．これは，過去の状態ｓｏにおいて行動ｑｏを実行し，その遷移先で
ある状態ｓ，において行動α，を実行するというプロセスを繰り返し，最終的に状態８tにおいて行動ａｔを
実行したときに，状態８t+，に遷移する確率を表している．
暁`+Ⅲ＝Ｐ{８t+'|st恥st-1,ａｔ-1,…,SMO｝ (1) 
ここで，もしＰが現在の状態と行動のみに依存するだけなら，式２のように簡略化できる．つまり，状
態８tにおいて行動ａｔを実行したときに，状態８t+’に遷移する確率となる．
聡叶1＝Ｐ{st+''８t,ａｔ｝ (2) 
式２のように１ステップ前の現象（ここでは時刻ｔの状態と行動）のみから次の事象（ここでは時刻ｔ＋１
の次状態）が決定できる性質を（単純）マルコフ性（Markovproperty）と呼び，そのマルコフ性を持った
確率過程を（単純）マルコフ過程（Markovprocess）という．上記の例のように状態を離散値として扱って
いるマルコフ過程において，各時刻ごとに状態が定義されているとき，エージェントが何らかの決定をする
ことによって状態の遷移が起こり，それに依存した利得や費用が発生する場合，適切な決定を下す必要があ
る．このような離散状態のマルコフ過程を基にした逐次（あるいは多段）決定過程のことをマルコフ決定過
程と呼ぶ．
マルチエージェント環境では，他のエージェントの行動や内部状態を正確に知ることができないという設
定が一般的であり，その環境では単純マルコフ性は仮定できなくなる．なぜならば，再び同じ状況で同じ
エージェントに出会ったとしても，そのエージェントが今までに学習した内容によって依然とは異なる行
動を実行する可能性があるからである．なお，このような環境はマルコフ性を仮定できないという意味で，
非マルコフ決定過程（nonMarkovdecisionprocess）環境と呼ばれている．このように，マルチエージェン
ト環境では単純マルコフ決定過程を基にした学習メカニズムでは完全に対処できないことが多い．非マル
コフ決定過程の代表例として，セミマルコフ決定過程（Semi-MarkovDecisionProcess:ＳＭＤP）や部分観
測マルコフ決定過程（PartiallyObservableMarkovDecisionProcessPOMDP）があげられる．ＳＭＤＰは
時間が連続なＭＤＰであり，報酬が時間積分される点を除けば，基本的な取り扱いはＭＤＰと大きな相違は
ない．一方，ＰＯＭＤＰとは，実際には異なる環境の状態がエージェントにとっては同一の感覚入力として
知覚される，いわゆる不完全知覚状態を有する問題クラスのことをいう．
2.3ProfitSharing 
本研究では，強化学習手法として，マルチエージェント環境において有効とされている[lIProfitSharing
を用いる．ProfitSharingは，報酬に至るまでのエピソードにおける状態ｓと実際に行った行動αの対から
なるルール系列を記憶しておき，報酬が得られたときにそれまでの系列上のルールを一括して強化する学
習方法である．ルール系列は次式を用いて強化する．
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、U(s`,α`ルーu）(s`山)＋ノ(r,i）（３）
/(γ,i)＝βw-ir（４） 
ここで,Ｌｕ(si山)はエピソード系列上のｊ番目のルールの重み,ノは強化関数,γは報酬値,β(Ｏ三β≦1）
は報酬割引率，Ｗはエピソードの最大長である．
ProfitSharingの学習過程におけるエージェントの行動選択法としては，ルーレット選択法が良い性能を
示すことが知られている[1]、このことから本研究では，エージェントの行動選択法としてルーレット選択
法を使用する．ルーレット選択法は，ある状態ｓにおいて，各行動の重みu）(Ｍ`)を全ての行動の重みの
合計Ｅｕ）(Ｍｔ)で割り，確率Ｐ(qtls)を求め，その確率により行動を決定する方法である．
Ｐ(ｑｆｌｓ)＝⑩(Ｍｔ)/Ｚ山(Ｍ`）（５）
３マルチエージェント強化学習における問題
マルチエージェント強化学習には，マルチエージェントシステム特有の困難な問題が発生する．本章で
は，マルチエージェント強化学習において特に考慮すべき問題である，（１）不完全知覚問題,（２）同時学習
問題および（３）報酬分配問題の３つについて述べる[2,131
3.1不完全知覚問題
不完全知覚問題（perceptualaliasingproblem）とは，エージェントの知覚情報が限られている，あるい
は不完全であるために，異なる状態を同じ状態として知覚することで，学習に悪影響を及ぼす問題である．
不完全知覚問題を有する環境のクラスは，上述したようにＰＯＭＤＰと呼ばれているこのＰＯＭＤＰ環境下
において，各エージェントにProfitSharingを適用し，陽に定義された通信による情報の交換を行うことな
しに，マルチエージェント間で不完全知覚問題を解消し協調行動を創発できたことが報告されている[21
3.2同時学習問題
同時学習問題（concurrentlearningproblem）とは，自分の行動した結果が自分の行動のみによるものか，
他のエージェントとの協調行動によるものかを判断することが困難なために，適切な学習が行えない問題
である．マルチエージェント環境では，他のエージェントと協調して，効率的にタスクを達成することが求
められており，状態の遷移先は自己の行動のみによるものではなく，他のエージェントとの連係行動による
場合が多い．しかし，複数のエージェントが同時に学習するため，自己の行動による環境の状態遷移先を特
定するのは難しいよって，他のエージェントの学習の影響により，適切な学習が行えない場合が生じる．
3.3報酬分配問題
報酬分配問題（rewardsharingproblem）とは，複数のエージェントが協力して目標を達成した場合，ど
のエージェントにどれだけの報酬を与えるべきか適切な判断が難しい問題である．例えば，サッカーゲーム
において，ゴールを決めたエージェント，ゴールを決めたエージェントに絶妙なパスをしたエージェント，
何もしていなかったエージェントがいた場合，ゴールを決めたエージェントのみに報酬を与えると，他の
エージェントは全く学習をしない．逆に，全てのエージェントに同じ報酬を与えると，目標達成に貢献しな
かったエージェントが冗長な行動を学習する問題が発生する．適切に報酬が分配されなければ，各エージェ
ントの学習だけでなく，システム全体に悪影響を及ぼすことになる．
４クリーンナップ問題
クリーンナップ問題とは，エージェントがある環境中に存在するゴミをすべてゴミ箱に捨てることを目
標とする問題である．よって，クリーンナップ問題での主目標はすべてのゴミをゴミ箱に捨てるこであり，
副目標はゴミを拾う，またはゴミを捨てることである．クリーンナップ問題は，ゴミを拾い，そのゴミをゴ
ミ箱に捨てるという連鎖的な複数のタスクが存在するため，これまでのマルチエージェント強化学習の研
究で対象とされてきた単一タスクの追跡問題に]に比べ，目標状態への到達が困難な問題である．以下，本
研究で利用するクリーンナップ問題の設定に関して記述する．
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図２：エージェントの視界図１：クリーンナップ問題の環境の例
、×〃の２次元格子状の環境を設定し，格子の外枠を壁とする．この環境にゴミ箱をlVbc個，ゴミをｊＶｂ
個，エージェントをjVA個配置する．図１に、＝１０，１VＤＣ＝１（中央付近に固定)，jVb＝４，ＩＶＡ＝２（左
上と右下の端が初期位置）の例を示す．クリーンナップ問題におけるエージェントは，自分が置かれている
環境と以下に示す相互作用を行う．
Stepｌエージェントは時刻ｔにおいて，状態８tを認識する．ただし，図２の網掛けで示すように，エー
ジェントの視界は、×ｍで与え，自分の位置とその周囲、２コマに存在するゴミ箱，ゴミ，他のエー
ジェント，壁の状態を認識することができる．
Step２エージェントは入力として認識した状態に対し，上下左右の方向に１コマ進む，または停止の５つ
の行動の中から１つの行動を選択し，出力として実行する．
Step３エージェントの行動ａｔにより，環境の状態8ｔが次状態８t+，に遷移する．
Step４次状態８t+,が目標状態となれば，エージェントは環境から報酬γが与えられる．目標状態でなけれ
ば，時刻ｔをｔ＋１に進め，Steplへ戻る．
ただし，各エージェントＡｊ(j＝1,…,jvA)は同時に行動するものとする．エージェントは壁への移動を
選択することはできないエージェントがゴミを拾うときは，ゴミが存在するマスの上で停止の行動を選択
しなければゴミを拾うことができないまた同様に，エージェントが拾ったゴミをゴミ箱に捨てるときは，
ゴミ箱が存在するマスの上で停止の行動を選択しなければゴミを捨てることができない．エージェント同士
が同一の場所に存在する，またはすれ違うことはできない．いずれの場合もエージェント間の衝突となり，
衝突前の位置に戻ることとする．ただし，あるマスでゴミを拾う，またはゴミを捨てること（停止の行動）
を選択したエージェントと，そのマスに進む行動を選択したエージェントが衝突した場合，そのマスに進
んだエージェントのみがマスに進む前の位置に戻ることとする．エージェントが行動した単位時間を１ス
テップ；目標状態に達するまでを１エピソードとする．
５クリーンナップ問題における協調確認の尺度
マルチエージェントによる協調行動を適切に確認することは一般的に難しく，学習後の各エージェントの
行動を人間が視覚的に観察し，協調めいた行動が達成されているか否かを主観的に判断する場合が多い．そ
れに対しクリーンナップ問題は，協調行動の有無を数値的に表しやすい問題である．本研究では，クリーン
ナップ問題におけるマルチエージェントの協調獲得を確認する尺度として，以下に示す３つを考えた．協
調をしているならば，学習の進行に伴って以下に示す尺度を最適化することとなる．
報酬獲得ステップ数均等化尺度
JVD/jVAの剰余がＯの時，Ａｊが報酬を得るまでのステップ数ｌＶＡｊが（ほぼ）均等になる．
衝突回数最小化尺度
１エピソードでエージェント同士が衝突する回数肌がｏに近づく．
ゴミ捨て個数均等化尺度
lVb/IVAの剰余がＯの時，Ａｊが捨てるゴミの数が均等（1Vb/川個）になる．
回
● 
● 
■ 
● 
● 
ロ
複数タスクの問題に対するマルチエージェント強化学習の報酬に関して 7９ 
６実験結果と考察
報酬の与え方の違いによるマルチエージェント強化学習の特性を検討するために，４章で記述したクリー
ンナップ問題を対象に，次の３つの報酬の与え方による学習の比較を行う．
Methodlすべてのゴミがゴミ箱に捨てられたときに報酬を与える．ただし，各エージェントに対する
報酬は，各エージェントが最後にゴミを捨てた時点から与えることとする．
Method2エージェントがゴミを捨てたときに報酬を与える．
Method3エージェントがゴミを拾ったときとゴミをゴミ箱に捨てたときに報酬を与える．
ここでは，クリーンナップ問題のパラメータを、＝10,ｍ＝3,1VＤＣ＝１，１Vb＝4,6,1VＡ＝２，３と設定し
て実験を行った．ただし，ゴミ箱は中央付近に固定して配置し，エージェントの初期位置は1VＡ＝２のとき
格子の右上と左下の端に，lVA＝３のときランダムに配置している．また，ProfitSharingの初期のルール
重みを０．１，報酬割引率β＝0.9,報酬値ｒ＝1.0とする．
ｊＶＡ＝２，１Vb＝４に設定した実験結果を図３に示す．さらに，ゴミの数を増やしてjVA＝2,1Vb＝６と設
定した実験結果を図４に，エージェントの数を増やしてＭ＝3,1Vb＝６と設定した実験結果を図５に示す．
図３から図５の（α）は，各エピソードで目標状態に達するまでに費やしたステップ数をプロットした図で
ある．図３と図４の(6)，図５の（６）から（｡）は，各エージェントが最後に報酬を獲得したステップ数
の差をプロットした図である．図３と図４の（c)，図５の（e）は，各エピソードでエージェントが衝突し
た回数をプロットした図である．図３（｡）は50000エピソードごとに，図４（｡）は20000エピソードごと
に，図５（/）は5000エピソードごとに，エージェントがゴミを（jVb/1VA）個捨てた割合をプロットした
図である．クリーンナップ問題ではマルチエージェント環境である上に，ゴミ箱，ゴミ，壁が存在する．こ
のためゴミの数やエージェントの数が増えるほど，エージェントが認識する状態の数が指数関数的に増加
し，計算機のメモリ不足を引きおこして，実行不能になることもあった．
図３（α）より，副目標を達成した時点で報酬を与えるMethod2と３は，主目標を達成した時点で報酬を
与えるMethodlよりも，目標状態に到達するまでに費やしたステップ数が少ない結果となっており，学習
が速く進んでいることがわかる．これは図４（α），図５（α）についても同様の結果が得られている．学習
が進むにつれてMethodl，２，３の差は小さくなっているが，図３（α）から観測できるように，1000000回
学習を行ってもなおMethod2と３の方がステップ数が少ない結果となっている．
学習が早く進行しているMethod2と３がマルチエージェントシステムにおいて重要な協調行動を獲得で
きているか確認するために，上述した尺度に基づいて考察する．図３(6)，（c）より，エージェント間のス
テップ数の差，エージェント間の衝突回数は学習の進行とともに徐々に減少している．図４（６），（c)，図５
(6)，（c），（｡），（e）も同様の傾向を示している．これらのことから，どのパラメータの実験結果も報酬獲
得ステップ数均等化尺度，衝突回数最小化尺度を最適化する学習が行われていることがわかる．また，ほぼ
全ての結果で，副目標達成時に報酬を与えるMethod2と３が，主目標達成時に報酬を与えるMethodlよ
りも良好な結果を示している．図３（｡）より，学習の進行とともにＡｊがゴミを(八MVA)個捨てた割合が
上昇している．図４（｡）も同様の傾向があらわれている．しかし，図５（｡）から（h）は，学習が足りな
いために収束に向かっていないこれは，前述した図５（６），（c)，（｡)，（e）が報酬獲得ステップ数均等化
尺度，衝突回数最小化尺度を最適化する学習の傾向が見られることから，学習が進行すれば(jVb/IVA)個捨
てた割合が上昇するのではないかと考えられる．これらのことから，どのパラメータの実験結果も，学習
の進行に伴いゴミ捨て個数均等化尺度を最適化する学習になっていることが確認できる．また，学習が足
りないと考えられる図５（｡）から（h）の結果を除いては，Method2と３がMethodlよりも高い割合を示
す結果となっている．以上の結果より，副目標達成時に報酬を与えるMethod2と３は，協調行動を獲得で
き，さらに主目標達成時に報酬を与えるMethodlよりも良好な学習を行っていることが確認できる．
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７むすび
強化学習は，大規模で複雑な環境に適応可能であり，協調行動を実現できるマルチエージェントの設計手
法に対するアプローチとして注目を集めている．本研究では，これまでほとんど対象とされていなかった複
数タスクを有する問題を対象にして，報酬の与え方の違いによるマルチエージェント強化学習の特性に関
して検討を行った．その際，本研究で示した協調確認の尺度を用いて，一般的に確認が難しいとされている
協調行動の有無を確認した．結果として，副目標を達成した時点に報酬を与える方法は，主目標を達成した
時点に報酬を与える方法よりも良好な学習を行い，さらに協調も獲得できることを示した．
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Researchofmostmulti-agentreinfOrcementlearninghasdesignatedontheproblemofsingletaskas 
thesubject,butmostrealisticproblemshavecontainedmultipletaskslnthispaper,weinvestigatethe 
characteristicofdifIerenceofgivingtherewardsinmultLagentreinfbrcementlearningfbrthemulti-task 
problem,calledthecleanupproblem． 
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