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[1] The Ferrar Glacier extends from the Taylor Dome, through the Royal Society Range,

to the Ross Sea. Its pathway is strongly influenced by large-scale topographic features. Ice
thins and flows over these features, like water over a dam. Recently acquired evidence
demonstrates that the profile of the Ferrar Glacier has been relatively static for the last
4 million years. This long record of stability is in sharp contrast to numerous other
features in Antarctica and motivates an exploration of the stability with a numerical model.
Large variations in ice thickness along the Ferrar profile make necessary a
thermomechanically coupled model which includes higher-order stress terms. Such a
model is presented here and then is used to investigate (1) glacial ice flow patterns,
(2) stress fields, and (3) sensitivity to climate forcing. In all three cases, the Ferrar Glacier
is shown to be generally insensitive to the changes and to have stability consistent with
cosmogenic nuclide evidence. The modeling is novel in that the Ferrar Glacier is a
member of a class of glaciers which has never before been modeled. Ice flow results
indicate that curious flow patterns arise in the glacier, producing very old ice
(100,000 years) near the surface up glacier of thinning points. This flow pattern is
demonstrated to be of consequence when interpreting the inheritance of cosmogenic
nuclides in two ways. First, the velocity field is used to determine the maximum time a
cobble found on the glacier surface could have been exposed to cosmic radiation. Second,
the flow entrains supraglacial material from the glacier’s surface, shielding it from cosmic
rays for a period, and then deposits the material at the surface down glacier. Both flow
effects are discussed in relation to cosmogenic nuclide inheritance and are quantified. The
sensitivity of the results to past climates and glacier surfaces is also considered.
Citation: Johnson, J. V., and J. W. Staiger (2007), Modeling long-term stability of the Ferrar Glacier, East Antarctica: Implications
for interpreting cosmogenic nuclide inheritance, J. Geophys. Res., 112, F03S30, doi:10.1029/2006JF000599.

1. Introduction
[2] Recently, Staiger et al. [2006] determined that the
Ferrar Glacier, an outlet glacier draining Taylor Dome in
Southern Victoria Land, has remained stable in terms of
surface elevation for the last 4 Ma (million years). The
former ice surface of the upper Ferrar Glacier recorded
by marginal moraines shows a negligible response to the
last glacial maximum decrease in sea level of 120 m
[Yokohama et al., 2000]. The Ferrar Glacier does not
show pronounced thinning during the Holocene as do
outlet glaciers on the conjugate margin of the Ross Sea
that drain the West Antarctic Ice Sheet [Stone et al.,
2003]. A significant control on upper Ferrar Glacier
stability is the frozen-bed conditions that have existed
1
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in the region for at least the last 7.4 Ma [Marchant et
al., 1993] to 8.1 Ma [Sugden et al., 1995].
[3] In this work, the Ferrar’s exceptional record of
stability is considered in an effort to address the following
questions of glaciological importance. (1) What is the ice
flow behavior in glaciers such as the Ferrar, characterized
by a path which is strongly influenced by large-scale
topographic features? (2) What are the appropriate numerical methods to treat such glaciers and how do these
methods differ from others? and (3) What are the consequences of the modeled flow for cosmogenic nuclide data?
This set of questions separates into two major concerns;
modeling, and cosmogenic nuclide studies. Each will be
treated separately, after an introduction to the region.
1.1. Regional Setting
1.1.1. Geomorphology and Glacier Description
[4] High-elevation bedrock thresholds at the heads of the
main W-E valleys in Southern Victoria Land (SVL) limit
draining of East Antarctic ice (Figure 1). Along with
extremely low local precipitation rates, this accounts for
the ice-free rock and sediment exposed in SVL. The Ferrar
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Figure 1. Map plane view of the Ferrar Glacier and the surrounding area. Orientation is provided by
inset of Antarctica. The bottom left inset summarizes the cosmogenic nuclide results from Staiger et al.
[2006]. A red line shows the flow line from Calkin [1974]. Red ticks are placed every 10 km for
reference. Blue lines indicate the uniform transverse extent of the glacier.
Valley (occupied by Ferrar Glacier) is one such W-E
trending valley that originates at Taylor Dome and terminates as a floating terminus in McMurdo Sound. The glacier
extends 150 km and its base lies below modern sea level for
much of the seaward third (Figure 2). The path of the valley
is likely a fluvial relict from a premodern East Antarctic Ice
Sheet (EAIS) that has since experienced submergence.
Evidence for an Oligocene-aged Ferrar Valley come from
fluvial sediments in the CIROS-1 core from McMurdo
Sound [Barrett, 1989].
[5] The Ferrar Glacier is a typical member of a class of
glaciers found in SVL. These glaciers are characterized by
bedrock topography that dams flow in one or more locations
along the path of flow. Because of the topographic constraints, flow is slow, ordinarily less than 20 m/a. Examination of the ice surface and bedrock profile in Figure 2
reveals that two topographic dams retard flow along the
Ferrar Glacier path. The first occurs at 95 km from the
grounding line, where only 200 m of ice moves over
the damming feature. The second is 39 km from the
grounding line, and at that point only about 40 m moves
over the dam.
[6] Ferrar has driving stresses averaging 100 kPa, but
fluctuating from 50 to 300 kPa. Surface slopes are steep
(102), characteristic of outlet glaciers, contrasting sharply

to the lower slope ice streams in West Antarctica (103).
Velocity measurements on the Ferrar have not been made in
recent years, although the journals of Captain R. F. Scott
[Scott, 1913, p. 182] provided an estimate from near the
Cathedral Rocks (30 –40 km from grounding line) of 11 –
16 m per annum.
1.1.2. Bedrock Geology
[7] Ferrar Valley marks the boundary between the Royal
Society Range to the south and the Dry Valleys sector of
Southern Victoria Land to the north. The bedrock consists of
Devonian-Triassic sandstones, siltstones, and conglomerates
of the Beacon Supergroup and intruded Jurassic sills and
dikes of Ferrar Dolerite, which often form subglacial obstructions [Calkin, 1974]. These units overlie PrecambrianDevonian basement [Barrett, 1981] that is inferred to crop
out on the valley floor in some subglacial locations.
[8] Geothermal heat flux is not well known in Antarctica.
The value of 68 mW/m2 used here is taken from Llubes et
al. [2006], who infer values for Antarctica from geological
similarity of the crust and the global database assembled
from Pollack et al. [1993]. This value is also consistent with
recent work by Maule et al. [2005].
1.1.3. Climate
[9] Strong and persistent katabatic winds flow off the
adjacent polar plateau to the west and are funneled through
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Figure 2. Constraining the geometry with the data of Calkin [1974], a steady state velocity field is
computed. Here the magnitude of the field is represented with the color map. Directions are to be inferred
from the streamlines, drawn in white.
the Dry Valleys. The dominant katabatic wind direction is
from west to southwest; however, storms approach from the
northeast to east [Steig et al., 1998]. Accumulation at the
Taylor Dome ice center and along the length of SVL outlet
glaciers is strongly influenced by the fetch of storms over
open water and the temperature of that water. During a
relatively warmer climatic interval, the Ross Sea would be
ice free farther south for a longer portion of each year [Dort,
1970]. In contrast, during a colder climatic episode, the
Ross Sea would be frozen farther north for a greater
portion of each year. This relationship between storm
tracks and sea ice extent is also observable over seasonal
timescales. Ablation over most of the Ferrar Glacier is
through sublimation, and primarily controlled by ambient
air temperature.
[10] This understanding of the generalities of local climate on the Ferrar is insufficient for modeling purposes and
we must fall back upon the limited quantitative data from
gridded climate data sets [Comiso, 1994; Vaughan et al.,
1999], and data acquired at Taylor Dome [Morse et al.,
1998]. Values of accumulation and temperature at the
terminus of the glacier will be taken from the gridded data
sets, and lapse rates fit to yield the measured values at
Taylor Dome.
1.2. Relevance of the Long-Term Stability of the Ferrar
in Glacial Modeling
[11] Several features of the Ferrar Glacier make it an
attractive target for modeling investigation. They are; large
thickness gradients, the established long-term stability, the
significance of high-order stress terms, and the significance
of the EAIS response to climate change.

[12] The dam-like geometrical features of the Ferrar make
it a novel modeling case. Successful modeling may have
relevance for the Taylor Dome climate record, paleoclimate
reconstruction based on samples acquired in the surrounding Dry Valleys, and a need to understand the differences
between stable and unstable ice streams. There has been
some modeling of the neighboring Taylor glacier, notably
the efforts of Hubbard et al. [2004]. However, those efforts
concerned only the lower tongue of the glacier, and did not
include the interesting dynamic of ice flowing over the
natural dams, which is a focus of this work.
[13] The long-term stability of the Ferrar, documented by
Staiger et al. [2006], is an attractive feature to model. Since
their inception [Jenssen, 1977], numerical models of ice
flow have focused on dynamical evolution of the ice
surface. This is in spite of severe complications having to
do with parameterization of climate over long time periods,
large uncertainties in the coupling of ice shelves to ice
sheets, and lack of a coherent frame work for understanding
grounding line migration. Because of its long history of
stability, Ferrar provides us with a case well suited to steady
state solutions.
[14] Recent advances in computing power and numerical
methods have allowed investigators to solve a more complete set of equations describing ice flow, rather than
reduced forms of the equations that neglect all but the
gravitational driving stresses [Hutter, 1983]. Models solving
the complete or nearly complete set of ice flow equations
are referred to as ‘‘higher order’’ (HO). These advances are
of considerable interest as they reveal a finer-scale structure
in surface elevation and flow velocity [Pattyn, 2002, 2003].
However, they come at a high computational cost, and there
remain unresolved questions about which situations warrant
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HO modeling, and which do not. Ferrar Glacier provides an
interesting case to consider with regard to HO modeling
because of large longitudinal thickness gradients that cause
the aspect ratio (thickness to length ratio) to vary greatly
along flow.
[15] The Ferrar Glacier is also important in the broader
context of the EAIS, which comprises the largest body of
ice on Earth. Although relatively stable compared with the
West Antarctic Ice Sheet (WAIS), it may carry a larger
response to increasing precipitation and sea level lowering
(cf. ice shelf grounding), both effects that have been
suggested to accompany global warming. In this way, even
a minimal EAIS response to global warming might offset or
augment WAIS changes [Zwally et al., 2005]. Because the
projected increases in temperature could be less than the
change in Antarctic temperatures for glacial-interglacial
transition [Cubasch et al., 2001; Toracinta et al., 2004], it
is possible to use the past response of East Antarctic ice to
fluctuating climatic conditions in the context of possible
future ice sheet response. Outlet glaciers draining West
Antarctic ice have been found to be more dynamic and
more sensitive to changes in the hydrosphere and atmosphere than the stable East Antarctic ice drainage system
[Ackert et al., 1999; Conway et al., 1999], but the mechanisms for such different responses to climate amelioration
have not been thoroughly explored.
1.3. Relevance of the Long-Term Stability of Ferrar in
Cosmogenic Nuclide Studies
[16] Cosmogenic nuclides are formed by the interaction
of cosmic radiation with target minerals in surface material
(rocks and soil) and accumulate as those surface materials
are exposed to the flux of high-energy cosmic radiation
[Lal, 1991]. Measuring the concentration of these nuclides
in rock can be used to determine how long a surface or
deposit has been exposed, provided that the latitude and
altitude-dependent rate of cosmogenic nuclides production
is known.
[17] In Vernier Valley, the moraine termed Ferrar 4 is the
farthest moraine from the modern Ferrar Glacier margin and
contains the most weathered material, followed by Ferrar 3
and Ferrar 2 moraines [Staiger et al., 2006]. With respect to
the modern ice surface, Ferrar 4 moraine is 125 m (maximum) above, Ferrar 3 is 75 m (maximum) above, and Ferrar 2
moraine is 50 m (maximum) above. Ferrar 1 moraine is the
collection of cobbles on the modern Ferrar Glacier margin.
Cobbles and boulders on the crest of these moraines provide
chronologic control on the retreat of the tongue of the Ferrar
Glacier, which once extended farther into the mouth of the
valley. The cosmogenic isotope ages in these morainal
boulders adjacent to the modern margin of the Ferrar
Glacier are reproduced in the inset of Figure 1 after Staiger
et al. [2006]. These exposure ages reflect a simple direct
relationship between the known site-specific production rate
and the measured stable cosmogenic nuclide concentrations
of 3He and 21Ne.
[18] Assumptions in this cosmogenic dating technique are
(1) that there has not been persistent sloughing of the upper
exposed rock surface and (2) that, at the time of surface
exposure (e.g., deposition of a boulder in a moraine), the
nuclide inventory starts at zero atoms per gram of material
[Gosse and Phillips, 2001]. These assumptions are gener-
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ally not met, and the assumption of no erosion is often used
to provide minimum ages. For example, a moderate rock
surface erosion rate of 10 cm/Ma increases the age of the
oldest moraine on the Ferrar Glacier near Vernier Valley
from almost 4 Ma to over 6 Ma. These data imply
progressive, extremely slow thinning of the Ferrar Glacier
since late Miocene – early Pliocene time as is documented
elsewhere in the Dry Valleys region [Marchant et al., 1993;
Staiger et al., 2006]. The Vernier Valley data and the
regional data set all point to stability of the Ferrar Glacier
ice surface. The latter of these assumptions (2) is the subject
of our inquiry and requires a full description below.
[19] A nuclide concentration that is greater than zero
atoms/gram causes an overestimate of the duration of
exposure and is often called the nuclide inheritance.
Warm-based ice that contains zones of basal melting is
capable of eroding deeper than the cosmogenic nuclide
accumulation such that the glacial debris often has a
negligible inherited cosmogenic nuclide component [e.g.,
Briner et al., 2002]. In contrast, glacial deposits originating
from cold-based ice have a significant inherited component
[Staiger et al., 2007]. In the Dry Valleys sector of Antarctica, glaciers often lack warm-based subglacial zones necessary to incorporate basal materials [Robinson, 1984;
Staiger et al., 2006]. Most of the debris carried by coldbased glaciers probably fell on the surface of the glacier
from cliffs up ice. The amount of inherited cosmogenic
nuclide concentration depends on the sample position
before the rockfall, the time period it was exposed in this
position, and the duration of supraglacial transport.
[20] To estimate the potential effect of nuclide inheritance
on cosmogenic ages, the commonly practiced technique is
to measure the cosmogenic isotope concentration of supraglacial material or of boulders on the modern moraine. In
Figure 1, the maximum amount of inheritance measured
was equivalent to 56 ka on the modern Ferrar 1 moraine.
This amount of inheritance could then be subtracted from
the total inventory of other older moraines (up valley) to
determine the timing of moraine deposition. Inheritance
adds enough uncertainty to the dating method in cold-based
zones that it often precludes precise determination of the
time of glacial retreat.
[21] These methods of removing the modern-day inherited
cosmogenic isotope component from older deposits
assumes that the inheritance we see in the modern moraine
has not significantly changed through time. Tschudi [2000]
reported using a unique combination of radioactive (10Be
and 26Al) nuclides and a stable (21Ne) nuclide to estimate
the amount of inherited nuclides in a rockfall deposit that
fell onto the ice surface in nearby Beacon Valley. This
technique exploits the differences in production rates and
decay constants of these nuclides and was useful for
constraining the possible cosmogenic nuclide production
and the position and depth of the sample prior to the rockfall
event.
[22] As stated above, the inherited contribution is a
combination of the prerockfall accumulation and the possible accumulation during supraglacial transport. For morainal deposits in Vernier Valley that originated from rockfall
events up ice, an interpretation of the results using this
technique would be ambiguous for three reasons. First, the
various nuclides are only produced and retained reliably in
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specific minerals and not found in a single rock type with a
single typical erosion rate. Second, radioactive nuclides
would decrease during englacial transport before being
brought to the surface in sublimation and ablation zones
while the stable nuclides retain the inherited contribution.
Third, the technique described by Tschudi [2000] would not
constrain the accumulation of cosmogenic nuclides as they
travel on the surface of the ice.
[23] In this work, we use a higher-order model of a Ferrar
Glacier profile to estimate the maximum possible supraglacial transport times and the possible variability in surface
ice residence time for different time periods on the basis of
past ice surface profiles from perched moraines and limited
paleoclimate proxy data. We also compute very long englacial transport times (100 ka) for the slow-moving,
subglacially obstructed Ferrar Glacier. We note that this
work does not help constrain the component of inherited
cosmogenic nuclides that is a result of cliff spalling, a
stochastic process that is difficult to model or measure for
times in the past.

2. Modeling Approach
[24] A steady state, thermomechanically coupled flow
line model that includes a solution to the plane strain
approximation to the momentum equation will be used to
investigate the Ferrar Glacier. Such an approach is consistent with the best available data sets and modeling
approaches.
2.1. Justification for Model Selection
[25] Our choice of models is based in part on the data sets
which are available, which prevent the extension of the
model outside of the xz plane. The profile of Calkin [1974]
provides adequate coverage of the surface and bed (1 km
spacing) along a flow line, but out of the flow line plane,
there is only the BEDMAP data [Lythe et al., 2000]. At 5 km
grid spacing, this data does not provide enough information
for detailed modeling of a single glacier.
[26] We will not include a transverse width variable in our
field equations, as does Pattyn [2002], because the width is
relatively constant (see Figure 1), not well constrained, and
the resulting (small) width gradients are not expected to
change the results appreciably. For example, the greatest
single change in width occurs 30 km down glacier from
Vernier Valley, and represents a change in the width of less
than 13% in 10 km. This is far less than gradients arising
from changes in bedrock elevation, and not believed to play
a significant role in glacier dynamics.
[27] The path of the glacier does deviate from a straight
line, following a moderately winding path to the grounding
line. The most pronounced bend occurs 50– 80 km from the
grounding line (Figure 1). It is possible that this bending is
increasing the stresses that are acting out of the xz plane,
and softening the ice. As was the case with a transverse
width variable, the lack of highly resolved bed data prevents
a detailed analysis of this effect.
[28] There are several confluences of flow along the
glacier, most notably, the confluence with Taylor glacier
at 50 km up glacier from the grounding line. Consulting
the topographic data from Liu et al. [1999], it is easy to see
that the slopes in this confluence are very low (0.0086),
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and in the direction of the Taylor glacier. For this reason,
and because other tributaries of the Ferrar Glacier are very
small, the confluences will not be considered in this model.
[29] As there is little velocity or strain rate data to
constrain our approach to modeling the Ferrar Glacier, we
will not concern ourselves with the anisotropy that is likely
to be occurring in this very old ice that is experiencing high
driving stresses.
[30] For the purposes of this investigation, it is assumed
that time transient responses to changes in the boundary
conditions (accumulation pattern and surface temperature)
are small on the timescales of interest. Hence all time
derivatives are assumed to be zero, and the surface of the
glacier is held constant while the velocity and temperature
fields are computed in the steady state. Our assumption is
justified by (1) clear evidence that the changes in the surface
elevation are relatively minor for the last 4 million years
[Staiger et al., 2006], (2) vagaries of the climate, particularly accumulation rates, over the last several millennia
make the uncertainty in time evolved surfaces high, and
(3) the highly irregular nature of the bedrock, and strong
longitudinal gradients in thickness make numerical convergence of time evolution schemes difficult.
[31] Later in this work, we shall assume that the steady
state velocity field is upheld for long periods of time that it
can be used to estimate the timescales for submergence and
reemergence of supraglacial material. This is based upon the
assumption that Stoke’s flow continuity is upheld for as
long as the ice surface remains constant. That is to say that
we assume that the accumulation pattern on the glacier
enforces the long observational record of surface stability.
These assumptions are consistent with the field equations
used in the numerical model.
[32] The long record of stability is believed to be linked
to the lack of basal melting [Denton et al., 1993; Marchant
et al., 1993; Staiger et al., 2006]. While our model is able to
treat the thermodynamics of basal melt, and the resulting
sliding, there is no need for it, as the solutions found here
indicate that the temperature never exceeds the pressuredependent melting point of ice. Hence there is no formal
description of basal melting or sliding in the field equations.
[33] Other typical glacial modeling assumptions regarding homogeneity of materials, values of physical constants
and parameters are revealed in the following sections. Table 1,
summarizes model setup.
2.2. Field Equations
[34] The equations solved in our numerical model are
developed in this section. The approach used here closely
follows that of Pattyn [2002, 2003], subject to the assumptions of the previous section. Model formulation begins
with the conservation of mass, momentum, and energy.
They are, respectively,
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Table 1. Parameters and Physical Constants Used in the Model
Parameter

Symbol

Value

Thermal conductivity of ice, W (m K)1
Density of ice, kg m3
Heat capacity of ice, J (kg K)1
Latent heat of fusion of ice, J kg1
Triple point of water, K
Flow rate factor, Pa a1/3
Flow rate factor, KKn
Flow rate exponent
Pressure dependence of melting, K m1
Surface temperature, °C
Temperature lapse rate, °C m1
Accumulation rate, m yr1
Accumulation lapse rate, yr1
Geothermal heat flux, W m2
Activation energy for creep, J mol1
Universal gas constant, J mol1 K1
Seconds per year, s yr1
Glen’s flow law exponent
Viscosity constant

ki
r
cp
L
T0
B0
C
Kn
b
Ts
l
M
la
G
Q
R
n

2.1
911
2093
3.35 105
273.15
2.207
0.16612
1.17
8.66 104
17 + l z
1.1 102
0.19 + la z
5.5 105
0.068
7.88 104
8.314
31556926
3
1 1030

_0
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These strain rates, and the incompressibility condition
(equation (1)) allow the effective viscosity to be rewritten in
terms of velocity gradients as
!ð1nÞ=2n


1  * 1=n @u 1 @u @w 2
2
h¼ A q
þ_0
:
þ
þ
2
@x 4 @z @x

ð8Þ

While the partial derivative of q is assumed to be zero in the
steady state calculation, expression of the total derivative in
equation (3) leads the diffusion-advection equation
rcp u  rq ¼ ki r2 q þ F;

ð9Þ

where ki has been assumed to be uniform. Deformational
heat generation is computed from
_
F ¼ 2t;

ð10Þ

where t is the second invariant of the stress tensor t 2 =
1
_ ijs_ ij.
2Sijs
[35] Analysis is restricted to the xz plane, which is
described by the unit vector ^i in the x direction, and ^
k in
the z direction. u = u^i + w^k will be used to represent the
velocity vector, s the stress tensor, q the temperature, and F
sources of heat generation in the ice. Total time derivatives
@^
i+
are expressed with dtd and partial space derivatives r = @x
@ ^
^
,
k
,
r,
and
g
=
g
k
are
defined
in
k.
Physical
constants;
c
p
i
@z
Table 1.
[36] A constitutive relation for ice will take the form
s0ij ¼ 2h_ij ;

2.3. Boundary Conditions
[38] Boundary conditions are applied to three distinct
regions on the boundary of the Ferrar Glacier; (1) the
surface, (2) the bed, and (3) the vertical segment at Taylor
Dome.
2.3.1. Conservation of Momentum and Mass Boundary
Conditions
[39] The surface of the glacier upholds the neutral or
stress free boundary condition

ð4Þ

where s0ij is the ij element of the deviatoric stress tensor
(sij0 = sijp), _ij the corresponding element of the strain rate
tensor, p the pressure, and h the viscosity.
[37] A non-Newtonian rheology is used for ice
1  1=n
h ¼ A q*
ð_ þ _0 Þð1nÞ=n ;
2

h

i
^ ¼ 0;
pI þ h ru þ ðruÞT n

ð11Þ

^ is the unit vector, outward normal to the boundary.
where n
[40] The bed of the glacier is subjected to a no-slip
boundary condition

ð5Þ

u ¼ 0;

ð12Þ

with _2 = ru + (ru)T = 12Sij_ij_ij, or the second invariant of
the strain rate tensor, and _0 is viscosity in the limit of zero
strain rate. Glen’s flow law [Paterson, 1994] gives n = 3,
and A(q*) is the flow law rate factor, a function of
temperature adjusted for pressure p (q* = q + bp)

and the vertical segment at Taylor Dome, the slip/symmetry
boundary condition,
^u¼0
n

ð13Þ

0
1
 n
 
1
3C
Q
*
A:

A q ¼m
exp@
B0
Rq*
qr  q* ÞK

h

i
^t  pI þ h ru þ ðruÞT ¼ 0:

ð14Þ

ð6Þ

Here Q is the activation energy for creep, R the universal
gas constant, and m the flow enhancement factor. Units and
values for constants appear in Table 1. Because analysis will
be restricted to the xz plane, the strain rate tensor is given
by, and related to velocity gradients as follows
0
@

_xx

_xz

_zx

_zz

1

0

A¼@

@u
@x
1 @u
2 @z

þ @w
@x

1 @u
2 @z

þ @w
@x

@w
@z

Where ^t is the unit vector, tangent to the boundary, such that
^ ^t = 0.
the cross product; n
2.3.2. Conservation of Energy Boundary Conditions
[41] The bed of the glacier is subject to the inward
geothermal heat flux, G, via the Neumann boundary condition
^
nki rT ¼ G:

1
A:

ð7Þ

ð15Þ

The surface of the glacier suffers the mean annual
temperature, which is inferred from the data set of Comiso
[1994]. A temperature at sea level is used in conjunction
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Table 2. Quantities of Importance for Model Numerics
Quantity

Value

Mesh elements
Degrees of freedom
Element type
Initial damping factor
Minimum damping factor
Criterion for convergence

44,312
294,738
Lagrange quadratic
1 104
1 108
<1 106

with a lapse rate in order to match the temperature measured
by Morse et al. [1998] at Taylor Dome (Table 1). The
vertical segment at Taylor Dome is thermally insulated such
^  q = 0, where q is the heat flow vector.
that n
2.4. Numerical Considerations
[42] The model uses the finite element method to solve
the field equations subject to the boundary conditions. The
domain for analysis is directly derived from data sets of
Calkin [1974], using cubic splines to interpolate between
data points (Figure 2). In spite of the aspect ratio of this data
set being 0.005 (based on mean thickness) the model did
not require a rescaling of the vertical coordinate [Lliboutry,
1987] that is typically used in ice flow models. Instead, the
finite elements themselves are rescaled by a factor of 15 in
the vertical in order to make the domain well sampled in
both the horizontal and vertical directions. This method of
using anisotropic meshes allows for the equations to be used
in precisely the form they appear in the previous sections,
without the algebraic complications that arise from vertical
rescaling.
[43] Lagrange quadratic elements are used [Hughes,
2000], allowing second derivatives of the velocity to be
computed accurately. The nonlinearity resulting from the
viscosity (equation (8)) is resolved by using the modified
Newton’s method iterative solver [Deuflhard, 1974]. The
resulting linear systems were solved with UMFPACK
[Davis, 2004]. Model specific parameters are summarized
in Table 2.
[44] All numerical work was carried out in the Comsol
Multiphysics modeling environment. This is a commercial
package for finite element analysis of general partial differential equations. It is hoped that the work here may serve as
a template for how other HO models may be quickly
developed from commercial or open source finite element
packages.
2.5. Model Intercomparison and Validation
[45] Modeling of ice sheets with so-called ‘‘higher-order’’
stress terms has a shorter history than do the more often
used shallow ice methods [Hutter, 1983]. As such, there is a
smaller body of literature to draw from for model intercomparison, or loosely, ‘‘validation’’ (rarely is there field data to
compare modeling results to, so the term is usually applied
to model intercomparison). This is very different from
shallow ice type models, which can be compared to the
results of the European Ice Sheet Model Intercomparison
(EISMINT) [Huybrechts et al., 1996, 1998; MacAyeal et al.,
1996; Payne et al., 2000]. Similar experiments for higherorder modeling are currently being conducted, but results
are not yet available. Hence two works on HO modeling are
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drawn from for the purposes of comparing this new model
with previous works.
[46] The first comparison will be to the results of Blatter
[1995], where stress and velocity fields were computed at
various aspect ratios of an idealized ice sheet geometry.
This comparison provides a solid basis for expectations
when the geometry being modeled is regular and slowly
varying, as well as a family of curves that illustrate the
significance of aspect ratio in determination of stress and
velocity fields.
[47] The second comparison will be to results from the
Haut Glacier D’Arolla (HGA), Switzerland. This glacier has
been the focus of numerous studies [e.g., Warburton, 1990,
1992; Willis et al., 1998; Richards et al., 1996; Tranter et
al., 1994], but, the focus here will be on the higher-order
model presented by Pattyn [2002], which itself provides
excellent coverage of previous modeling of the HGA. The
purpose of this validation will be to assure that the model
works properly for the irregular geometries that arise in real
glaciers, and that specific invariants of higher-order modeling are upheld, which stands more as a consistency check,
than a validation.
2.5.1. Idealized Geometry
[48] For these experiments, the upper surface of an ice
sheet is characterized by the quartic S~ (~x) = 1  ~x4. The
~ The analysis is in a
~ = 0.2S.
lower surface is given by B(x)
rescaled system where ~x = x/L and ~z = z/H and H and L are,
respectively, the maximum height and length of the ice
sheet. The aspect ratio is given by e = H/L.
[ 49 ] Through a range of aspect ratios, our results
(Figure 3) are in excellent agreement with those presented
by Blatter [1995, Figures 2 and 5] and give us confidence
that our model is working properly. Note that as the aspect
ratio becomes small, the longitudinal stresses fall to zero, as
expected.
2.5.2. Haut Glacier D’Arolla
[50] In order to assure that the model works for more
realistic glacial geometries, a profile of the HGA is used.
The profile is digitized from Pattyn [2002]. Direct comparisons are difficult, as the errors introduced in the digitization
process can be large. Instead, we follow the methods
introduced by Blatter et al. [1998] and used by Pattyn
@s
) are
[2002] to confirm that the driving stresses (t d = rgH @x
balanced through the glacier by basal and resistive stresses.
Basal drag is the sum of resistive forces, and can be written
[Van der Veen, 1989]


Z s
@
@b
t b ¼ sxz ðbÞ þ 2s0xx ðbÞ þ
sxz dz
:
@x b
@x

ð16Þ

Integration of equation (2) from the bed to the surface,
clarifies the relation between driving stress and basal drag,
tb ¼ td þ

@
2H s
 0xx þ
@x

Z
b

s

Z
b

s

@ 2 t xz 0
dz dz:
@x2

ð17Þ

Where s
 xx has been introduced to indicate a vertical
averaging. Driving stress is balanced by the basal traction,
corrected for longitudinal compression and extension.
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Figure 3. Velocity and stress fields calculated through a range of aspect ratios (). For validation
purposes, an idealized ice sheet geometry is used. These data are in agreement with those of Blatter
[1995, Figures 4 and 5].
[51] Equations (16) and (17) serve as a basis for checking
model consistency. Integrating equation (17) on the interval
x = 0, L (L is the longitudinal extent of the glacier) gives
1
ht b i ¼ ht d i þ 2H s
 0xx jL0 ;
L

ð18Þ

where longitudinally averaged variables are denoted with
brackets, e.g., ht bi.
[52] In the HGA, H = 0 at x = 0 and x = L; hence td = tb.
This is checked through integration of the appropriate
values and they are found to agree to within 0.4%. Further
@
consistency is evaluated by comparison of t bt d and @x
2H
s’xx. Figure 4 (middle) shows good agreement between
the two. Unlike [Pattyn, 2002] our plot includes the vertical
resistive stresses in the calculation of t b, which explains the
slightly larger differences observed here. The bottom plot of
Figure 4 shows the stresses, computed at the base of the
glacier. In comparing to Pattyn [2002] one sees immediately
that the driving stresses differ significantly. As this is a
purely local variable, this difference indicates the differences in the digitization. Allowing for these differences,

overall agreement between models is strong, and numerical
methods are self consistent.
2.6. Thermomechanical Coupling
[53] To verify that the thermomechanical coupling in this
model is functioning correctly, we refer to the published
benchmarks referenced by the commercial package we
used, Comsol Multiphysics. The package successfully computes solutions for thermomechanically coupled Marangoni
convection, published by Levich [1962]. Additionally, we
can run our model to steady state in the absence of
advection of the temperature field. This temperature field
has a trivial linear analytic solution, which has been
computed and compared to our solution. The analytic and
modeled solutions are found to be the same to within the
machine’s precision.

3. Numerical Experiments and Discussion
3.1. Steady State Velocity and Temperature Fields
[54] Using the metric of the previous section to check the
self consistency of our Ferrar Glacier model, ht bi = ht di +
1
sxxjL, to within 1.5%.
L 2H
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Figure 4. More realistic geometry: Haut Glacier D’Arolla modeled for internal consistency and
validation purposes. (top) The profile is shown for reference. (middle) The stress balances which should
be upheld on the longitudinally averaged on the basis of equation (17) are considered. (bottom) All key
stresses are plotted.
[55] To begin the analysis we compute the steady state
velocity and coupled temperature fields, shown in Figures 2
and 5, respectively. These results represent best estimates of
present-day circumstances. Our velocity estimates of up to
14 m/a are very consistent with the measurements of Scott
[1913]. The results demonstrate that the velocity can increase appreciably before it is halted by the bedrock relief.
This behavior produces a strong downward and upward
flow pattern that is seen from the streamlines. This behavior
is commented on further in the following section. The
temperature field shows that advection of temperature fields
has a tendency to ‘blow’ warm ice out of the deep
depressions, and against the stoss side of the subglacial
mountain ranges. This effect is important, as it is in part

responsible for the fast upward flow that occurs on the stoss
side of those mountains.
[56] The modeling experiments reveal a significant vertical component of the velocity in areas of thick ice. The
effect is apparent in the streamlines of Figure 2. Ice plunges
downward in the regions up glacier from the thickest areas,
and promptly reemerges as flow reaches the controlling
mountain ranges.
[57] This flow pattern motivates us to quantify the traveltime of ice within the glacier (Figure 6). This can be done
by numerically integrating the particle path through the
glacier. The result is significant to those that rely on
assumptions regarding the origin of materials on the surface
of a glacier. It appears that in some cases the route to the
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Figure 5. Computed temperature field. The color map indicates the temperature in degrees Celsius.
surface can be remarkably long and circuitous, with traveltimes as high as 100,000 years.
[58] Time spent beneath the ice surface acts to decrease
radioactive nuclides (e.g., 10Be or 26Al) and leave paired
stable nuclides (e.g., 21Ne or 3He) unaffected. As in burial
dating [Granger and Muzikar, 2001], this englacial travel
would result in greater concentrations of the stable nuclide

versus the radioactive nuclide for boulders that contain both
target minerals.
3.2. Residence Times
[59] Having computed the velocity field of the Ferrar
Glacier, it is now possible to estimate the maximum time
that a boulder collected on the glacier’s surface may have

Figure 6. Particle paths shown with colored lines, where the color indicates the amount of time that has
passed since the particle was at the ice surface.
10 of 14
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Figure 7. Maximum time of exposure for four climate and ice surface configurations.
been exposed as it travels along the surface of the glacier.
This is done by numerical integration of the velocity field
on the surface of the glacier. So long as the vertical velocity
component (computed vertical velocity plus accumulation
rate) is positive, the integration proceeds down slope, adding the traveltime of an up-glacier cobble. If the vertical
velocity component is negative, the depth to which the
cobble sinks is computed and integrated down glacier. If
that depth exceeds a threshold of 5 m, the forward integration is restarted from the last up-glacier position which
yields a depth at the point in question that is less than 5 m.
For 100 per cent shielding of cosmogenic radiation that
produces cosmogenic nuclides, >8 m of ice with a density
of 0.92 g cm3 or >30 m of snow with a density of 0.25 g
cm3 is required. Below the threshold of 5 m, cosmogenic
nuclide production would be negligible.
[60] The results of this analysis appear in Figure 7 and
demonstrate the variability of inheritance through past
climatic and ice surface configurations. These calculations
bear on the assumption that the cosmogenic nuclide
inherited component from the modern moraine can be
subtracted from the past cosmogenic isotope signals. We
note that the gaps in the graph occur when the horizontal
velocity is so slow that cobbles will be buried by accumulation before they move any significant distance down
stream. This graph shows that although different configu-

rations produce different possible supraglacial exposure to
cosmic radiation, the magnitude of that exposure does not
vary by one or more orders of magnitude. At Vernier Valley
(80 km from grounding line), a maximum modern Ferrar
Glacier surface exposure expectation of 35 ka and the
largest theoretical exposure time for the LGM of 38 ka.
These values of maximum possible surface exposure from
the model are less than the values of inheritance measured
in the modern Ferrar Glacier moraine. This graph demonstrates that the inheritance we observe in the modern
moraine is not entirely the product of supraglacial transport
but must have a component of prerockfall inheritance.
[61] For different flow regimes, subglacial topography
and rockfall source areas, the supraglacial exposure would
vary as a result [Brook and Kurz, 1993; Ackert et al., 1999;
Staiger et al., 2006]. Two boulders on the modern moraine
of the upper Ferrar Glacier show an inherited cosmogenic
signal of 56 ka and 34 ka. These values of inheritance
are substantially higher than those inheritance values for
supraglacial material from faster WAIS ice or Taylor Glacier
and support large residence times at the surface of the ice.
For example, in Marie Byrd Land, Mount Waesche is a
volcanic nunatak that projects through the WAIS approximately 300 km from the site of the Byrd Ice Core. Ice flows
around Mount Waesche to the Ross Ice Shelf [Ackert et al.,
1999]. Ackert et al. [1999] analyzed samples of volcanic
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Figure 8. Comparison of shallow ice and higher-order horizontal velocities at the surface of the glacier.
(top) The profile is shown for reference. (middle) Comparison of t b, t d, t xz, and sxx is given. (bottom)
Shallow ice and HO estimates of horizontal velocity at the surface are given.

rock exposed in the ablation area and found that these rocks
have exposure ages of less than 900 years. In the Dry
Valleys, a sandstone sample collected from the surface of
Taylor Glacier near the mouth of Arena Valley (15 km
northwest of Vernier Valley) had an exposure age of 9 ± 3 ka
[Brook and Kurz, 1993]. The authors argued that this debris
was consistent with supraglacial transport originating at
Finger Mountain (10 km from the endpoint), which at
1 – 15 m yr1 implies a 10 ka traveltime on the surface of
the ice.

gradients in thickness should make the pushing and pulling
effects pronounced. To investigate this we offer two lines of
analysis. First, we compare the relative sizes of t b, t d, t xz
and sxx along the profile. Second, we compare the velocity
field computed from our higher-order model to the velocity
computed from a shallow ice approximation,

3.3. Importance of Longitudinal Stresses
[62] The role longitudinal stresses play in the flow of the
Ferrar glacier can now be estimated. The large longitudinal

[63] The results are summarized in Figure 8. The profile
is plotted for reference. The stresses show great variability,
attributable to the variability in the bedrock. The longitudi-

 n1
Z
 @s  @s s
usi ðsÞ ¼ 2ð rgÞn  
Aðq* Þðs  zÞn dz:
@x
@x b
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Table 3. Changes to Present Climate and Ice Profile Used for
Calculation of Sensitivity in Maximum Exposure Time Plots
Geological
Period

Accumulation
Change

Temperature
Change

Last Glacial
Maximum

Double
lapse rate

3°C at
sea level

Quaternary
Maximum
Pliocene
Maximum

No change

+3°C at
sea level
+10°C at
sea level

Double
accumulation
at sea level

Profile
Change
+400 m at present-day
terminus; +0 m at
Pivot Peak
+50 m at Pivot Peak;
+25 m at Taylor Dome
+125 m at Pivot Peak;
+63 m at Taylor Dome

nal stresses follow this trend as well, occasionally rising to a
value as high as a bar. The spikes in sxx follow the bedrock,
especially in areas where there is an abrupt bedrock rise in
an area of thick ice. The velocity computed from using the
shallow ice approximation significantly overestimates the
velocity of the Ferrar, and has a much higher frequency
variation, owing to the purely local nature of the calculation.
We note that the HO calculation has a smoothing effect on
the velocity field, and the longitudinally averaged shallow
ice velocity fields appear to be close HO velocity field.
3.4. Sensitivity of Results to Paleoclimate and
Geological Evidence of Elevated Surface
[64] Our contention has been that cosmogenic nuclide
evidence strongly suggests that on timescales of interest
(10 ka, Figure 1) the time transient response of the glacier
is insignificant in determining glacier flow. Thus, for the
determination of the inheritance of boulders found on the
glacier surface, we have a good estimate for the Holocene
epoch.
[65] However, it is also clear that the inheritance for
boulders found on the older (higher, see Figure 1) moraines
should be different, on the basis of the effect of past climate
and glacier geometry. To explore this, we conduct three tests
of the model on our best estimates of glacier shape and
paleoclimate (Table 3). These represent the paleoclimate
estimates and Ferrar Glacier geometries documented by
Staiger et al. [2006].
[66] Table 3 summarizes the three scenarios explored.
This analysis generates 3 new curves for the maximum
expose time of surficial boulders (Figure 7).
[67] The most striking feature of this sensitivity study is
the exposure times for the last glacial maximum. This curve
diverges from the others in the thin region from 60 to 90 km
from the grounding line. This is explained by the low
accumulation rate in the area, and the low velocity, consistent with the velocities computed in Figure 2. While other
paleoclimate and surface scenarios are slow in that region,
the accumulation there tends to burry cobbles much more
quickly. Pliocene and Quaternary estimates are overall
lower, which is attributed to their higher temperatures,
making the ice move more quickly. High accumulation
rates also bury cobbles faster, giving rise to the breaks in
the curves.
[68] Other sensitivity studies carried out on this model
indicate that the model is generally less sensitive to changes
to surface accumulation rate or mass balance (via manipu-
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lation of surface height), than it is to changes in the surface
temperature.

4. Concluding Remarks
[69] Our results demonstrate that the mountain ranges that
the Ferrar glacier is trickling over dominate the ice flow
dynamics. They retard flow as it begins to accelerate over
regions of thicker ice and higher driving stress. This
dynamic is producing ice which travels upward from the
bed as it encounters controlling bedrock features, in some
cases returning to the surface some 100,000 years after
beginning its downward journey.
[70] The velocity field of the glacier can be used to
estimate the residence time of supraglacial material. The
residence time of supraglacial debris can be tested using
values of inherited cosmogenic nuclides that accumulate in
rocks with exposure to cosmic radiation at the surface,
provided that the cosmogenic production prior to rockfall
from nunatak cliffs can be estimated. Values of inheritance
previously reported by Staiger et al. [2006] are consistent
with high residence times estimated using this model.
[71] Ferrar Glacier is known to have had a remarkably
long history of stability [Staiger et al., 2006]. This history
appears to be stable in spite of dramatic climate change, and
changes in grounding line forcing [Denton and Marchant,
2000]. Our modeling demonstrates that there are curious
flow patterns in the very deep regions of this glacier. The
flow patterns are of consequence for cosmogenic nuclide
interpretation where assumptions about the origin of rocks
do not typically account for a possible down draw and
subsequent upwelling of glacial ice.
[72] The results demonstrate that this is a case where the
full momentum equation must be solved for an accurate
assessment of the velocity fields. Shallow ice methods yield
velocity fields that differ from the HO fields by as much as a
factor of three. The high-frequency variations in the difference between basal and driving stresses appears to follow
bedrock topography and is of interest to those that try to
infer bed from surface expression.
[73] Our results are generally insensitive to changes in
surface elevation, even unreasonable changes produce little
change in the qualitative flow pattern, or the residence
times. However, the model is considerably more sensitive
to changes of temperature, altering the residence times by a
factor of two or more.
[74] Acknowledgments. Stephen F. Price provided helpful discussion
on the traveltimes plot. Christina Hulbe and Alun Hubbard provided careful
reviews and helpful suggestions that greatly improved the quality of this
manuscript.
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