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ABSTRACT. We prove the existence and uniqueness of Stochastic Lagrangian Flows and almost
everywhere Stochastic Flows for nondegenerate SDEs with rough coefficients. As an application
of our main result, we show that there exists a unique stochastic flow corresponding to each Leray-
Hopf solution of 3D-Navier-Stokes equations.
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1. INTRODUCTION
Consider the following SDE in Rd :
Xt = ξ +
ˆ t
0
b(s,Xs)ds+
ˆ t
0
σ(s,Xs)dWs, (1.1)
where b : [0,T ]×Rd → Rd and σ : [0,T ]×Rd → Rd×m are measurable functions and W is a
standard m−dimensional Brownian motion. In this work, we first study the well-posedness of
(1.1) in the sense of DiPerna-Lions, when the coefficients only satisfy some very weak integrability
conditions. Then under some additional mild regularity assumptions on the coefficients, we also
investigate the well-posedness of above SDE in the stochastically strong sense. In particular, as an
application, when b is an arbitrary Leray-Hopf solution of 3D-Navier-Stokes (NS) equations and
σ =
√
2I3×3 the stochastic flow corresponding to (1.1) is discussed.
The study of classic strong solution to SDEs in multidimensional spaces with singular drifts
can at least date back to [20], where Veretennikov showed that (1.1) admits a unique strong so-
lution, provided that b is bounded measurable, a := 12σσ
t is uniformly elliptic and ∇xσ ∈ L2dloc.
Using Girsanov’s transformation and results from PDEs, Krylov and Ro¨ckner [8] obtained the
existence and uniqueness of strong solutions to (1.1), when σ = Id×d and b satisfies the following
Ladyzhenskaya-Prodi-Serrin’s type condition (abbreviated as LPS):
b ∈ Lqt Lpx with p,q ∈ [2,∞),
d
p
+
2
q
< 1.
See also [25, 27, 2, 21] and the references therein for further development. What we specifically
point out is that Krylov made significant progress in his very recent work [9], where the strong
well-posedness is proved when b(t,x) = b(x) ∈ Ld and ∇xσ ∈ Ld .
Research of Guohuan is supported by the German Research Foundation (DFG) through the Collaborative Research
Centre(CRC) 1283 Taming uncertainty and profiting from randomness and low regularity in analysis, stochastics and
their applications.
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2 GUOHUAN ZHAO
On the other hand, classic martingale solutions to (1.1) were first considered by Stroock and
Varadhan in [16] when the coefficients are continuous. Recently, in [29], Zhang and the author of
this paper studied (1.1) far beyond the above LPS condition. Their main result shows that if
σ = I; b,(divb)− ∈ Lqt Lpx with p,q ∈ [2,∞),
d
p
+
2
q
< 2, (1.2)
then SDE (1.1) admits at least one weak (martingale) solution. However, in this paper, we will
show that the weak uniqueness may fail in this case by providing a nontrivial counterexample (see
Theorem 5.1 for more details). Therefore, the classic framework of martingale problem may be no
longer suitable for studying SDEs with this kind of very singular drifts, and some other theoretical
structures need to be considered.
In [6], Figalli proposed another important objects closely related to the martingale solution
called Stochastic Lagrangian Flow (abbreviated as SLF and see Definition 2.3), which is a family
of probability measures {Px}x∈Rd on C([0,T ];Rd) such that (i) Px is a martingale solution to (1.1)
for λd-a.e. x∈Rd , where λd is the Lebesgue measure on Rd ; (ii) for each t ∈ [0,T ], the probability
measure
´
Rd Px ◦ (Xt)−1ρ0(x)dx on Rd has a uniformly bounded density ρt (see Definition 2.3). In
fact, the origin thought of SLF can be traced back to DiPerna and Lions’s celebrated work [5],
where the authors studied the connection between the transport equation and the associated ODE
Xt(x) = x+
ˆ t
0
b(s,Xs(x))ds.
Later, Ambrosio [1] developed the theory of Regular Lagrangian Flow (RLF), which relates exis-
tence and uniqueness for the continuity equation with well-posedness of the ODE. And the men-
tioned SLF can be regard as the stochastically analogy of RLF. Of course, the SLFs are related
with the stochastically weak solutions to SDEs. After then, Zhang proposed the “strong” version
of SLF in [24] and [26], which was named by almost everywhere Stochastic Flow (abbreviated
as AESF, see Definition 2.6). In this framework, the filtered probability space (Ω,F ,Ft ,P) and
Brownian motion W are given, and the object is a random field X : [0,T ]×Rd×Ω→Rd such that
(i) X(x) is a strong solution of (1.1) for a.e. x ∈Rd ; (2) {law(X(x))}x∈Rd is a SLF associated with
(1.1) (see Definition 2.3). From their definitions, the well-posedness of (1.1) in both above senses
should be understood “in average” respect to a.e. initial condition.
Due to the fact that (1.1) may be ill-posed in probabilistically weak sense under assumption
(1.2), and inspired by [6], [19] and [29], we will from now on concentrate on SLFs and AESLs for
SDE (1.1), under nondegenerate condition on σ , some integrability conditions on b and specially a
couple of additional Sobolev regularity assumptions of b,σ for AESLs. As showed in [6] and [19],
there are deep connections between well-posedness of Fokker-Planck equations associated with
(1.1) in L∞-setting and well-posedness of associated SLFs, which provides efficient tools to study
SDEs under low regularity assumptions. Following this approach, one need a deep understanding
for the following Fokker-Planck equation:
∂tµt −L∗t µt = ∂tµt −∂i j(ai jµt)+∂i(biµt) = 0, µ0 = µ¯, (FPE1)
where
ai j(t,x) :=
1
2
σ ik(t,x)σ jk(t,x), L∗ f := ∂i j(ai j f )−∂i(bi f ).
SLFs FOR SDEs WITH ROUGH COEFFICIENTS 3
If µt is absolutely continuous with respect to the Lebesgue measure, and µt(dx) = u(t,x)dx,
µ¯(dx) = φ(x)dx, then the above equation (FPE1) can be rewritten as
∂tu−∇ · (a∇u)+∇ · (Vu) = 0, u(0) = φ , (FPE2)
where V i := bi−∂ jai j. To prove the well-posedness of (FPE2) in L∞ space under weak integrabil-
ity conditions, we first establish an energy inequality (3.6) for solutions to (FPE2) with bounded
local energy. Then together with De-Giorgi’s iteration, we prove a global maximum principle and
a stability result for solutions to (FPE2) in bounded function space with finite local energy, with
the help of which, existence and uniqueness in the above space will be showed. Finally, we extend
the previous uniqueness result to bounded function spaces by using a technique from [6]. Combin-
ing the above analytical conclusions and some probabilistic methods, we present the proof of our
first main result, Theorem 2.4 in section 4. After that, for studying the corresponding AESL under
additional condition (A4) below, we first prove a pathwise uniqueness result (see Lemma 4.7) for
particular solutions to the original SDE (1.1), together with a Yamada-Watanabe’s type argument,
we then show that there is a unique AESF corresponding to (1.1) (see Theorem 2.7). We should
mention that under condition (1.2) the local maximum principle for homogenous Kolmogorov’s
equation is proved by Nazarov and Uraltseva in [12] in the light of Moser’s iteration. When b is
divergence-free and ‖b‖Lqt Lpx < ∞ with 1 6 dp + 2q < 2, the Aronson’s type estimate for the heat
kernel associated with operatorL bt = ∆+b ·∇ was established by Qian and Xi in [13].
Compared with the corresponding results in [6] and [19] for elliptic case, our Theorem 2.4 can
allow b to only satisfy the integrability condition (1.2), instead of assuming it to be bounded in x.
We should emphasize that this is more than a technical promotion. In fact, a guiding motivation
of singular drifts b in our work is given by the Leray-Hopf solutions u of the following 3D-NS
equation: 
∂tu = ∆u+u ·∇u+∇p
divu = 0
u(0) = ϕ,
(1.3)
where u represents the velocity and p is the pressure. From the well-known fact that when the
initial data ϕ is square integrable, there exits at least one divergence free Leray-Hopf weak solution
to (1.3) in
V :=
{
u : ‖u‖L∞([0,T ];L2(R3))+‖∇u‖L2([0,T ];L2(R3)) < ∞, ∀T > 0
}
,
and by Sobolev’s embedding, u meets
u ∈ Lqt Lpx with p,q> [2,∞], dp + 2q = 32 .
So according to our result, for each Leray-Hopf solution u of (1.3), the SDE
dXt = u(t,Xt)dt+
√
2dWt , X0 = ξ (1.4)
admits a unique SLF (see Corollary 2.5). Moreover, Theorem 2.7 further suggests that (1.4) has
a unique corresponding AESL (see Corollary 2.8). We point out that these results provide the
possibility of studying the 3D-NS equation from the perspective of stochastic analysis. When u
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is smooth in x, by Constantin and Iyer’s representation (see [4] and [23]), u can be reconstructed
from the unique strong solution Xt to (1.4) as
u(t,x) = PE(∇tX−1t (x) ·ϕ(X−1t (x))), (1.5)
where P is the Leray projection, Xt(x) is the unique strong solution of (1.4) with ξ ≡ x, X−1t (x)
is the inverse of stochastic flow x 7→ Xt(x) and ∇t stands for the transpose of the Jacobian ma-
trix. However, so far the smoothness of u in x can only be proved in short time even if the initial
datum is smooth and compactly supported. A natural question is that whether one can represent
any Leray-Hopf solutions as (1.5) and study their properties by investigating the corresponding
stochastic flow Xt(x)? So from this point of view, our work makes a small step towards the sto-
chastic Lagrangian representation for Leray-Hopf solutions to 3D-NS equations. However, we
have to admit that the weak differentiability of the stochastic flow with respect to the starting point
x remains open—we plan to pursue this in the future.
This paper is organized as follows: In Section 2, we give some basic definitions of certain local
Sobolev spaces and state our main results. In Section 3, we study the well-posedness of Fokker-
Planck equation (FPE2) in L∞ space. In Section 4, we present the proof of our main results,
Theorem 2.4 and Theorem 2.7. The ill-posedness of (1.1) in probabilistically weak sense under
condition (1.2) will be considered in section 5.
2. DEFINITIONS AND MAIN RESULTS
In this section, we first introduce some notations and definitons that will be used frequently in
this paper and then present our main result.
Suppose (E,E) is a measurable space, the collection of all σ−finite measures and probability
measures on E are denoted byM (E) andP(E), respectively. Given T > 0, let C([0,T ];Rd) be
the continuous function space equipped with the uniform topology, ωt be the canonical process on
it and Bt := σ{ωs ∈C([0,T ];Rd) : 06 s6 t}.
For p,q ∈ [1,∞], we define
Lpq(T ) := Lq([0,T ];Lp(Rd)),
and Lp(T ) := Lpp(T ). For p,q ∈ (1,∞),s ∈ R, we also define
Hs,pq (T ) = Lq([0,T ];Hs,p(Rd)),
where Hs,p is the Bessel potential space. The usual energy space is defined as the following way:
V (T ) :=
{
f ∈ L2∞(T )∩L2([0,T ];H1) : ‖ f‖V (T ) := ‖ f‖L2∞+‖∇x f‖L2(T ) < ∞
}
.
Throughout this paper we fix a cutoff function
χ ∈C∞c (Rd ; [0,1]) with χ|B1 = 1 and χ|Bc2 = 0,
and for r > 0 and x ∈ Rd , define
χr(x) := χ(r−1x), χyr (x) := χr(x− y), x ∈ Rd . (2.1)
Next we introduction the localized Bessel potential spaces and energy space.
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Definition 2.1. Let p,q ∈ [1,∞], we define the Banach space: for fixed r > 0,
L˜pq(T ) :=
{
f ∈ Lq([0,T ];Lploc(Rd)) : ‖ f‖L˜pq (T ) := sup
y∈Rd
‖ f χyr ‖Lpq (T ) < ∞.
}
and L˜p(T ) := L˜pp(T ); For any p,q ∈ (1,∞), s ∈ R, the localized Bessel potential space is defined
by
H˜s,pq (T ) :=
{
f ∈ Lq([0,T ];Hs,ploc ) : ‖ f‖H˜s,pq (T ) := sup
y∈Rd
‖ f χyr ‖Hs,pq (T )
}
.
The localized energy space is defined by
V˜ (T ) :=
{
f ∈ L˜2∞(T )∩ H˜1,22 (T ) : ‖ f‖V˜ (T ) := ‖ f‖L˜2∞(T )+‖∇x f‖L˜2(T ) < ∞
}
,
V˜ 0(T ) :=
{
f ∈ V˜ (T ) : for any r > 0,y ∈ Rd , t 7→ f (t)χyr
is strong continuous from [0,T ] to L2(Rd)
}
.
Now let us recall the definition of martingale solutions associated to the operator
L := ai j∂i j +bi∂i.
Definition 2.2 (MP). A continuous process {Xt}t∈[0,T ] with value in Rd defined on some filtered
probability space (Ω,F ,Ft ,P) is a solution of the martingale problem(MP) associated to (L,µ0)
or martingale solution to (1.1), if it holds
P◦X−10 = µ0 = law(ξ ) ∈P(Rd);
E
ˆ T
0
|a(t,Xt)|+ |b(t,Xt)|dt < ∞;
and for each f ∈C1,2t,x , the process
t 7→M ft := f (t,Xt)− f (0,X0)−
ˆ t
0
[∂s+Ls] f (s,Xs)ds
is aFt−martingale. Or equivalently, a probability measure P on C([0,T ];Rd) is a solution to MP
associated to (L,µ0) or martingale solution of (1.1), if the above relations hold for (C([0,T ];Rd),B,Bt ,P)
and X = ω ∈C([0,T ];Rd).
The following definition of Stochastic Lagrangian Flow is taken from [6].
Definition 2.3 (SLF). Given a measure m0 = ρ0λd ∈M (Rd) with ρ0 ∈ L∞, we say that a mea-
surable family of probability measures {Px}x∈Rd on C([0,T ];Rd) is a m0−Stochastic Lagrangian
Flow (m0−SLF) associated with L, if:
(i) for m0−a.e. x, Px is a martingale solution of the SDE (1.1) starting from x;
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(ii) for any t ∈ [0,T ]
mt :=
ˆ
Rd
Px ◦ω−1t m0(dx) λd ,
and mt = ρtλd with ρt ∈ L∞ uniformly in t ∈ [0,T ].
And the λd−SLF is abbreviated as SLF.
Our main assumptions on the coefficients a and b are following:
Assumption 1. There are constants Λ> 1, κ > 0 p1, p2,q1,q2 ∈ [2,∞) and dpi + 2qi < 2 (i = 1,2)
such that
Λ−1|ξ |2 6 ai jξiξ j 6 Λ|ξ |2; (A1)
‖b‖L˜p1q1 (T )+‖∂ ja
i j‖L˜p1q1 (T )+‖(∇ ·V )
−‖L˜p2q2 (T ) 6 κ; (A2)
∂tai j ∈ L∞(T ). (A3)
The following Theorem is our first main result:
Theorem 2.4. Under Assumption 1,
(1) for any m0 = ρ0λd ∈M (Rd) with ρ0 ∈ L∞, then there is a unique m0−SLF associated
with L;
(2) for any µ0 ∈P(Rd) with bounded density with respect to λd , there is a unique martingale
solution P associated to (L,µ0) such that µt = P◦ω−1t  λd and µt = ρtλd with ρt ∈ L∞
uniformly in t.
If u is a Leray-Hopf solution to 3D-NS equation with initial condition u(0) ∈ L2(R3), then
u ∈ L∞([0,T ];L2)∩L2([0,T ];H1), by Sobolev embedding and interpolation theorem,
u ∈ Lpq(T ), 3p + 2q = 32 < 2, p,q ∈ [2,∞].
Thus, Theorem 2.4 implies the following
Corollary 2.5. Suppose u is the Leray-Hopf weak solution to 3D-NS equation with L2 initial
datum, then
(1) for m0 ∈M (R3) with a bounded density with respective to λ3, there is a unique m0−SLF
associated with (1.4);
(2) for any µ0 ∈P(R3) with bounded density with respect to λ3, (1.4) admits a unique mar-
tingale solution P such that µt = P ◦ω−1t  λ3 and µt = ρtλ3 with ρt ∈ L∞ uniformly in
t.
From the probabilistic view, both results above are about the weak (martingale) solutions of
SDE. Notice that a Leray-Hopf solution u of 3D-NS equation with L2 initial datum is in H1,22 (T ).
Our next main result show that the Sobolev regularity of u leads a sort of well-posedness of (1.4)
in strong sense. Before presenting our statement of second theorem, let us give the definition of
almost everywhere Stochastic Flow mentioned by Zhang in [26, Definition 2.1], which can be
regard as the “strong” version of SLF.
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Definition 2.6 (AESF). Suppose (Ω,F ,Ft ,P) is a filtered probability space satisfying the com-
mon conditions and W is a standard d−dimensional Brownian motion on it. Given a mea-
sure m0 = ρ0λd ∈M (Rd) with ρ0 ∈ L∞, we say a Rd−valued measurable stochastic field on
[0,T ]×Ω×Rd , Xt(ω,x), is a m0−almost everywhere Stochastic Flow (AESF) of (1.1) if
(1) {Px}x∈Rd := {P◦X−1(x)}x∈Rd is a m0−SLF corresponding to L;
(2) for m0−almost all x ∈ Rd , Xt(x) is a continuousFt-adapted process satisfying that
Xt(x) = x+
ˆ t
0
b(s,Xs(x))ds+
ˆ t
0
σ(s,Xs(x))dWs, ∀t ∈ [0,T ].
In order to get the well-posedness of almost everywhere Stochastic Flow, we need a stronger
assumption on the coefficients.
Assumption 2. The coefficients b and σ satisfy
b ∈ L1([0,T ],W 1,1loc (Rd)), σ ∈ L2([0,T ];W 1,2loc (Rd)). (A4)
Theorem 2.7. Under Assumption 1 and 2,
(1) for any m0 = ρ0λd ∈M (Rd) with ρ0 ∈ L∞, equation (1.1) admits a unique m0−AESF;
(2) if ξ ∈F0 is a random variable with bounded density, then equation (1.1) has a unique
strong solution Xt such that the density of P◦X−1t is uniformly bounded in t.
We should point out that a similar result had been stated in [11] under the assumptions that
σ = I, ∇ · b = 0, b ∈ H1,r1 ∩Lpq with r > 1, dp + 2q < 2. Their argument essentially follows Zhang
[24]. In this paper, we will give a different proof based on some techniques from [22] and [26].
Theorem 2.7 implies
Corollary 2.8. If d = 3,
(1) for any m0 = ρ0λd ∈M (Rd) with ρ0 ∈ L∞, there is a unique m0−AESF corresponding to
each Leray-Hopf solution of 3D-NS equation;
(2) for any random variable ξ ∈ F0 with bounded density, equation (1.4) admits a unique
strong solution Xt satisfying P◦X−1t ∈ L∞(T ).
As we mentioned before, the weak differentiability of the stochastic flow of (1.4) with respect
to the starting point x is still open. To solve this problem, some profound properties about the NS
equation may be needed.
3. KOLMOGOROV AND FOKKER-PLANCK EQUATION
In this section, we study the Fokker-Planck Equation associated to (1.1) and establish the well-
posedness of (FPE2) in L∞ setting.
Here and in the sequel, we always assume d > 2, (pi,qi,ei) ∈ (1,∞)2× (0,1) and
d
pi
+
2
qi
= 2− ei. (3.1)
For any (pi,qi) given above, we define p∗i ,q
∗
i ∈ [2,∞) by relations
1
pi
+
2
p∗i
= 1,
1
qi
+
2
q∗i
= 1, (3.2)
8 GUOHUAN ZHAO
which implies that
d
pi
+
2
qi
= 2− ei⇔ dp∗i
+
2
q∗i
=
d+ ei
2
. (3.3)
Let I be an open interval of R and D be a domain in Rd , Q := I×D. Consider the following
PDE:
∂tu−∇ · (a∇u)+∇ · (Vu)+ cu = f in Q. (3.4)
Definition 3.1. We say u ∈ V˜ (Q) is a subsolution(supersolution) to (3.4) if for any almost every
t ∈ I, ϕ ∈C∞c (Q) with ϕ > 0,ˆ
D
u(t)ϕ(t)+
ˆ
Dt
[−u∂tϕ+(a∇u) ·∇ϕ−uV ·∇ϕ+ cuϕ]6 (>)ˆ
Dt
fϕ, (3.5)
where Dt = (I∩ (−∞, t])×D.
3.1. A maximum principle. We first prove an energy inequality for the subsolution of (3.4),
which is crucial for the De-Giorgi iteration technique.
We need the following assumption:
‖V‖L˜p1q1 +‖(
1
2∇ ·V + c)−‖L˜p2q2 +‖(∇ ·V + c)
−‖L˜p2q2 6 κ
′. (A2’)
Lemma 3.2 (Energy inequality). Let 0< ρ <R6 1, k> 0, I⊆R, Q= I×BR. Suppose u∈V (Q) is
a locally bounded weak subsolution to (3.4) and a,V,c satisfy (A1), (A2’). η is a cut off function in
x, compactly supported in BR, η(x)≡ 1 in Bρ and |∇η |6 2(R−ρ)−1. Then, for any uk := (u−k)+
and almost every s, t ∈ I with s < t, we have(ˆ
D
u2kη
2
)
(t)−
(ˆ
D
u2kη
2
)
(s)+
ˆ t
s
ˆ
D
|∇(ukη)|2
6 C
(R−ρ)2
(
‖uk‖2L2(Ats(k))+
3∑
i=1
‖uk‖2
L
p∗i
q∗i
(Ats(k))
)
+C
(
k2+‖ f‖2L˜p3q3
) 3∑
i=2
‖1Ats(k)‖2Lp∗iq∗i
,
(3.6)
where Ats(k) = {u > k}∩ [s, t]×BR and the constant C only depends on d,Λ,κ and (pi,qi).
Proof. We claim that : for almost every s, t ∈ I with s < t, it holds that
1
2
(ˆ
D
u2kη
2
)
(t)− 1
2
(ˆ
D
u2kη
2
)
(s)+
ˆ t
s
ˆ
D
∇uk ·a∇(ukη2)
6
ˆ t
s
ˆ
D
(uk + k)V ·∇(ukη2)−
ˆ t
s
ˆ
D
c(uk + k)ukη2+
ˆ t
s
ˆ
D
f ukη2.
(3.7)
Indeed, if [t, t+h]⊆ I, we define the Steklov’s mean of u:
uh(t,x) :=
1
h
ˆ h
0
u(t+ s,x)ds =
1
h
ˆ t+h
t
u(s,x)ds, (3.8)
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and define uhk := (u
h− k)+. Suppose ϕ ∈C∞c (Q) with ϕ > 0, by (3.5) and choosing h sufficiently
small, we get
ˆ
I×D
−u∂tϕ−h+(a∇u) ·∇ϕ−h− (uV ) ·∇ϕ−h+(cu)ϕ−h 6
ˆ
I×D
fϕ−h.
Notice that for sufficiently small h > 0, ∂tuh ∈ L22(Q′), by the above inequality, we obtainˆ
I×D
∂tuhϕ+(a∇u)h ·∇ϕ− (uV )h ·∇ϕ+(cu)hϕ 6
ˆ
I×D
f hϕ. (3.9)
Now let ε > 0 sufficiently small such that [s− ε, t+ ε]b I, define
ζ εs,t(r) =

ε−1(r+ ε− s), r ∈ [s− ε,s)
1, r ∈ [s, t]
(1− ε−1(r− t)), r ∈ (t, t+ ε]
0, I\[s− ε, t+ ε]
Let ϕ = uhkη
2 ·ζ εs,t , integration by parts yields
ˆ
I×D
∂tuhϕ =
1
2
ˆ
I×D
∂t [(uhk)
2]η2 ·ζ εs,t =
1
2
ˆ
I×D
∂t [(uhkη)
2 ·ζ εs,t ]−
1
2
ˆ
I×D
(uhkη)
2(ζ εs,t)
′
=
1
2ε
ˆ t+ε
t
ˆ
D
(uhkη)
2− 1
2ε
ˆ s
s−ε
ˆ
D
(uhkη)
2.
By standard approximation argument one can see that (3.9) still holds for ϕ = uhkη
2 · ζ εs,t(h is
sufficiently small). Thus,
1
2ε
ˆ t+ε
t
ˆ
D
(uhkη)
2− 1
2ε
ˆ s
s−ε
ˆ
D
(uhkη)
2
+
ˆ
I×D
[
(a∇u)h ·∇(uhkη2)ζ εs,t − (uV )h ·∇(uhkη2)ζ εs,t +(cu)h(uhkη2)ζ εs,t
]
6
ˆ
I×D
f h(uhkη
2)ζ εs,t .
Letting h→ 0 and then ε→ 0, by Lebesgue’s dominated convergence theorem and differentiation
theorem, we obtain that for almost every s, t ∈ I,
1
2
(ˆ
D
u2kη
2
)
(t)− 1
2
(ˆ
D
u2kη
2
)
(s)+
ˆ t
s
ˆ
D
∇uk ·a∇(ukη2)
6
ˆ t
s
ˆ
D
uV ·∇(ukη2)−
ˆ t
s
ˆ
D
cuukη2+
ˆ t
s
ˆ
D
f ukη2.
Notice that u ·1{u>k} = (uk + k)1{u>k}, we complete the proof for (3.7).
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For almost every s, t ∈ I, using integration by parts, we getˆ t
s
ˆ
D
(uk + k)V ·∇(ukη2) = 12
ˆ t
s
ˆ
D
η2V ·∇(u2k)+2
ˆ t
s
ˆ
D
u2kηV ·∇η
+ k
ˆ t
s
ˆ
D
η2V ·∇uk +2k
ˆ t
s
ˆ
D
ukηV ·∇η
=−
ˆ t
s
ˆ
D
u2kηV ·∇η−
1
2
ˆ t
s
ˆ
D
∇ ·Vu2kη2+2
ˆ t
s
ˆ
D
u2kηV ·∇η
−2k
ˆ t
s
ˆ
D
ukηV ·∇η− k
ˆ t
s
ˆ
D
∇ ·Vukη2+2k
ˆ t
s
ˆ
D
ukηV ·∇η
=
ˆ t
s
ˆ
D
u2kηV ·∇η−
1
2
ˆ t
s
ˆ
D
∇ ·Vu2kη2− k
ˆ t
s
ˆ
D
∇ ·Vukη2.
(3.10)
Combing (3.7), (3.10), (A1) and using Ho¨lder’s inequality, we obtain
1
2
(ˆ
D
u2kη
2
)
(t)− 1
2
(ˆ
D
u2kη
2
)
(s)+
1
Λ
ˆ t
s
ˆ
D
|η∇uk|2
(A1)
6 1
2
(ˆ
D
u2kη
2
)
(t)− 1
2
(ˆ
D
u2kη
2
)
(s)+
ˆ t
s
ˆ
D
η2∇uk ·a∇uk
(3.7),(3.10)
6 −2
ˆ t
s
ˆ
D
ukη∇η · (a∇uk)+
ˆ t
s
ˆ
D
u2kηV ·∇η−
ˆ t
s
ˆ
D
( 1
2∇ ·V + c
)
u2kη
2
− k
ˆ t
s
ˆ
D
(∇ ·V + c)ukη2+
ˆ t
s
ˆ
D
f ukη2
(A1)
6 2Λ
ˆ t
s
ˆ
D
|η∇uk| · |uk∇η |+
ˆ t
s
ˆ
D
u2k |V | · |∇η |+ k2
ˆ t
s
ˆ
D
(∇ ·V + c)−η2
+
ˆ t
s
ˆ
D
[
(12∇ ·V + c)−+(∇ ·V + c)−
]
u2kη
2+
ˆ t
s
ˆ
D
f ukη2.
For any δ > 0, by Ho¨lder’s inequality, (3.2) and (A2’), we have
2Λ
ˆ t
s
ˆ
D
|η∇uk| · |uk∇η |6 δ
ˆ t
s
ˆ
D
|η∇uk|2+4Λ2δ−1(R−ρ)−2‖uk‖2L2(Ats(k)),
where Ats(k) = {u > k}∩ [s, t]×BR;ˆ t
s
ˆ
D
u2k |V | · |∇η |6 2(R−ρ)−1κ ′‖uk‖2Lp∗1q∗1 (Ats(k))
;
k2
ˆ t
s
ˆ
D
(∇ ·V + c)−η2 6 k2κ ′‖1Ats(k)‖2Lp∗2q∗2
;
ˆ t
s
ˆ
D
[
(12∇ ·V + c)−+(∇ ·V + c)−
]
u2kη
2 6 2κ ′‖uk‖2
L
p∗2
q∗2
(Ats(k))
;
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ˆ t
s
ˆ
D
f ukη2 6 ‖ f‖L˜p3q3 ‖uk‖Lp∗3q∗3
‖1Ats(l)‖Lp∗3q∗3
6 ‖ f‖2L˜p3q3 ‖1Ats(k)‖
2
L
p∗3
q∗3
+‖uk‖2
L
p∗3
q∗3
(Ats(k))
.
Choosing δ = (2Λ)−1 and combining the above inequalities, we get(ˆ
D
u2kη
2
)
(t)−
(ˆ
D
u2kη
2
)
(s)+
ˆ t
s
ˆ
D
|∇(ukη)|2
6C(R−ρ)−2
(
‖uk‖2L2(Ats(k))+
3∑
i=1
‖uk‖2
L
p∗i
q∗i
(Ats(k))
)
+C
(
k2+‖ f‖2L˜p3q3
) 3∑
i=2
‖1Ats(k)‖2Lp∗iq∗i
,
where C only depends on d,Λ,κ ′ and (pi,qi). 
From now no, we assume Q = I×D = (0,T )×Rd . Using De Giorgi iteration, we will prove a
global L∞ estimate for the solutions to (3.4). A similar approach can be found in [10].
We need the following elementary lemma.
Lemma 3.3. Suppose {y j} j∈N is a nonnegative nondecreasing real sequence,
y j+1 6 NC jy1+εj
with ε > 0 and C > 1. Assume
y0 6 N−1/εC−1/ε
2
,
then y j→ 0 as j→ ∞.
The following maximum principle is crucial.
Theorem 3.4 (Global maximum principle). Assume u ∈ V˜ 0(T ) is a locally bounded weak subso-
lution to (3.4), u+(0) ∈ L∞(Rd) and V,c satisfy (A2’), then there is a constant C only depending
on d,Λ,κ ′,T and (pi,qi) such that for any f ∈ L˜p3q3 (T ),
‖u‖V˜ (T )+‖u+‖L∞(T ) 6C
(
‖u+(0)‖L∞+‖ f‖L˜p3q3 (T )
)
. (3.11)
Proof. Take R = 1, ρ = 12 in Lemma 3.2 and let η be the same function there. Define ηx(·) :=
η(·− x) and Qτ,x := (0,τ]×B1(x).
Step 1: choose k > K0 := ‖u+(0)‖L∞+‖ f‖L˜p3q3 (T ), by (3.6) and letting s ↓ 0, we have
sup
t∈[0,τ]
(ˆ
B1(x)
u2kη
2
x
)
(t)+
ˆ τ
0
ˆ
B1(x)
|∇(ukηx)|2
6C
(
‖uk‖2L2(Qτ,x)+
3∑
i=1
‖uk‖2
L
p∗i
q∗i
(Qτ,x)
)
+Ck2
3∑
i=2
‖1A(x,k)‖2
L
p∗i
q∗i
,
(3.12)
where τ ∈ (0,T ) and A(x,k) := Qτ,x∩{u > k}.
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Let η˜x(·) = η( ·−x2 ), 1p¯i = 1p∗i −
ei
2d+4 ,
1
q¯i
= 1q∗i
− ei2d+4 . By (3.3), we have dp¯i + 2q¯i = d2 and L
p¯i
q¯i (τ)⊆
V (τ), so Ho¨lder’s inequality yields,
‖uk‖Lp∗iq∗i (Qτ,x)
6C‖ukη˜x‖Lp¯iq¯i (τ)|Qτ,x|
ei
2d+4
6C‖ukη˜x‖V (τ)τ
ei
2d+4 6Cτ
ei
2d+4 ‖uk‖V˜ (τ).
(3.13)
Obviously,
‖uk‖L22(Qτ,x) 6Cτ
1
2 ‖uk‖V˜ (τ).
By above estimates and (3.12), we get
‖uk‖2V˜ (τ) 6Cd sup
x∈Rd
‖ukηx‖2V (τ)
6Cτδ‖uk‖2V˜ (τ)+Ck2
3∑
i=2
sup
x∈Rd
‖1A(x,k)‖2
L
p∗i
q∗i
,
where δ = mini{ eid+2}. By choosing τ = (2C)−δ
−1
, we get
‖uk‖2V˜ (τ) 6Ck2
3∑
i=2
sup
x∈Rd
‖1A(x,k)‖2
L
p∗i
q∗i
. (3.14)
Now let p˜i = (d + ei)p∗i /d, q˜i = (d + ei)q
∗
i /d, then by (3.3),
d
p˜i
+ 2q˜i =
d
2 , so L
p˜i
q˜i (τ) ⊆ V (τ). For
any h > k, since A(x,h)⊆ {uk > h−k}∩Qτ,x, by Chebyshev’s inequality, Ho¨lder’s inequality and
(3.14), we get
‖1A(x,h)‖Lp∗iq∗i
6 (h− k)−1‖uk‖Lp∗iq∗i (Qτ,x)
6 (h− k)−1‖uk‖L p˜iq˜i (Qτ,x)‖1A(x,k)‖L(d+ei)p
∗
i /ei
(d+ei)q
∗
i /ei
6(h− k)−1‖ukη˜x‖L p˜iq˜i (τ)‖1A(x,k)‖
ei
d+ei
L
p∗i
q∗i
6C(h− k)−1‖ukη˜x‖V (τ)‖1A(x,k)‖
ei
d+ei
L
p∗i
q∗i
6C(h− k)−1‖uk‖V˜ (τ)‖1A(x,k)‖
ei
d+ei
L
p∗i
q∗i
(3.14)
6C k
h− k
(
3∑
i=2
sup
x∈Rd
‖1A(x,k)‖Lp∗iq∗i
)
‖1A(x,k)‖
ei
d+ei
L
p∗i
q∗i
6C1
k
h− k
(
3∑
i=2
sup
x∈Rd
‖1A(x,k)‖Lp∗iq∗i
)1+ε
(∀x ∈ Rd),
(3.15)
where ε =mini{ eid+ei } and C1 only depends on d,Λ,κ ′ and (pi,qi). Let N > 1 be a number will be
determined later, define k j := NK0(2−2− j)( j ∈ N) and
y j :=
3∑
i=2
sup
x∈Rd
‖1A(x,k j)‖Lp∗iq∗i
.
By (3.15), we have
y j+1 6 8C12 jy1+εj .
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Thus, by Lemma 3.3, if
3∑
i=2
sup
x∈Rd
‖1A(x,NK0)‖Lp∗iq∗i
= y0 6 (8C1)−1/ε2−1/ε
2
, (3.16)
then lim j→∞ y j = 0, i.e. u+ 6 2NK0 almost everywhere. Indeed, by (3.15), for any x ∈ Rd ,
‖1A(x,NK0)‖Lp∗iq∗i
6 C1
N−1
(
3∑
i=2
sup
x∈Rd
‖1A(x,K0)‖Lp∗iq∗i
)1+ε
6 C1
N−1
(
3∑
i=2
sup
x∈Rd
|Qτ,x|
1
qi
)1+ε
6 21+εC1/(N−1),
which implies y0 6 22+εC1/(N−1). Let N = 1+2
100
ε2 (C1)1+
1
ε , then we have (3.16). Thus, there is
a constant C2 depending only on d,Λ,κ ′ and (pi,qi) such that u+(t,x)6C2K0 =C2(‖u+(0)‖L∞+
‖ f‖L˜p3q3 ) for almost every (t,x) ∈ [0,τ]×R
d . Since C2 does not depends on the initial value of u,
we obtain that ‖u+‖L∞(T ) 6C2([T/τ]+1)K0.
Step 2: choose k = 0, by (3.6) and similar argument in Step 1, we can obtain that for any
τ ∈ [0,T ],
‖u+‖2L˜2∞(τ)+ supx∈Rd
‖∇(u+ηx)‖2L2(τ) 6 ‖u+(0)‖2L˜2 +Cτδ‖u+‖2V˜ (τ)+C‖ f‖2L˜p3q3 (τ),
and the constant C only depends on d,Λ,κ ′ and (pi,qi). This yields
‖u+‖V˜ (T ) 6C
(
‖u+(0)‖L∞+‖ f‖L˜p3q3 (T )
)
.
So we complete our proof. 
Next we give the precise definition of weak solution to Cauchy problem.
Definition 3.5. u ∈ V˜ 0(T ) is called a weak solution of equation{
∂tu−∇ · (a∇u)+∇ · (Vu)+ cu = f
u(0) = φ
(3.17)
in [0,T ]×Rd , if for any ϕ ∈C∞c ([0,T ]×Rd) and almost every t ∈ [0,T ], it holds thatˆ
Rd
u(t)ϕ(t)−
ˆ
Rd
φϕ(0)
+
ˆ t
0
ˆ
Rd
[−u∂tϕ+(a∇u) ·∇ϕ−uV ·∇ϕ+ cuϕ]= ˆ t
0
ˆ
Rd
fϕ.
(3.18)
3.2. Existence, uniqueness and stability. In this section, we will use the apriori estimate (3.11)
to prove the existence-uniqueness and stability of weak solutions for equation{
∂tu−∇ · (a∇u)+∇ · (Vu) = f
u(0) = φ .
(3.19)
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Theorem 3.6 (Existence-uniqueness). Under (A1) and (A2), for each f ∈Lp3q3 , φ ∈ L∞ there exists
a unique weak solution to (3.19) in V˜ 0(T )∩L∞(T ).
Proof. The proof is essentially the same as the one of [29, Theorem 2.3]. First of all, the unique-
ness is a direct consequence of (3.11). We prove the existence by weak convergence method.
Let
ρn(x) := ndρ(nx),
where 06 ρ ∈C∞c (B1) with
´
ρ = 1. an(t,x) := a(t, ·)∗ρn(x), Vn(t,x) :=V (t, ·)∗ρn(x), fn(t,x) :=
f (t, ·)∗ρn(x) and φn = φ ∗ρn. By Proposition 4.1 of [29], we have
Vn ∈ Lq1([0,T ];C∞b (Rd)), fn ∈ Lq3([0,T ];C∞b (Rd)),
and
sup
n
(
‖Vn‖L˜p1q1 +‖(∇ ·Vn)
−‖L˜p2q2 +‖ fn‖L˜p3q3 (T )
)
< ∞. (3.20)
It is well known that the following PDE has a unique smooth solution un ∈C([0,T ];C∞b (Rd)):
∂tun = ∇ · (an∇un)−∇ · (Vnun)+ fn, un(0) = φn
holds in the distributional sense. In particular, for any ϕ ∈C∞c ([0,T ]×Rd) and t ∈ [0,T ],ˆ
Rd
un(t)ϕ(t)−
ˆ
Rd
φnϕ(0) =
ˆ t
0
ˆ
Rd
un∂tϕ
+
ˆ t
0
ˆ
Rd
−(an∇un) ·∇ϕ+unVn ·∇ϕ+ fnϕ.
(3.21)
Since
‖∂tun‖H˜−1,22 (T ) 6 ‖∇ · (an∇un)−∇ · (Vnun)+ fn‖H˜−1,22 (T )
6C
(
‖an∇un‖L˜22(T )+‖Vnun‖L˜22(T )+‖ fn‖H˜−1,22 (T )
)
6C
(
‖an‖L∞‖un‖H˜1,22 (T )+‖Vn‖L˜22(T )‖un‖L∞(T )+‖ fn‖L˜p3q3
)
6C
(
‖un‖H˜1,22 (T )+‖un‖L∞(T )+‖ fn‖L˜p3q3 (T )
)
.
By Theorem 3.4, we get for any T > 0,
sup
n
(
‖un‖L∞(T )+‖un‖V˜ (T )+‖∂tun‖H˜−1,22 (T )
)
< ∞. (3.22)
Hence, by the fact that every bounded subset of V˜ (T ) is relatively weak compact, there is a subse-
quence(still be denoted by n) and u¯ ∈ V˜ (T )∩L∞(T ) such that for any ϕ ∈C∞c ([0,T ]×Rd)ˆ t
0
ˆ
Rd
un∂tϕ+
ˆ t
0
ˆ
Rd
−(an∇un) ·∇ϕ+unVn ·∇ϕ+ fnϕ
→
ˆ t
0
ˆ
Rd
u¯∂tϕ+
ˆ t
0
ˆ
Rd
−(a∇u¯) ·∇ϕ+ u¯V ·∇ϕ+ fϕ
(3.23)
and
‖u¯‖L∞(T )+‖u¯‖V˜ (T )+‖∂t u¯‖H˜−1,22 (T ) < ∞.
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By Lions-Magenes lemma(cf. [18, Lemma 1.2, Chapter 3]), we obtain that u¯ ∈C([0,T ]; L˜2(Rd)),
hence u¯ ∈ V˜ 0(T )∩L∞(T ). On the other hand, by (3.22) and Aubin-Lions lemma (cf. [14]), there
is a subsequence of n(still be denoted by n) such that (3.23) holds and
lim
n→∞‖un− u¯‖L2([0,T ]×BR) = 0, ∀R > 0.
It holds that for Lebesgue almost all (t,x) ∈ [0,T ]×Rd ,
un(t,x)→ u¯(t,x),
as n→ ∞ along an appropriate subsequence. Thus, for almost every t ∈ [0,T ],ˆ
Rd
u¯(t)ϕ(t)−
ˆ
Rd
φnϕ(0)→
ˆ
Rd
u¯(t)ϕ(t)−
ˆ
Rd
φϕ(0). (3.24)
Combing (3.21),(3.23) and (3.24), we obtain that for all ϕ ∈ C∞c ([0,T ]×Rd) and almost every
t ∈ [0,T ]ˆ
Rd
u¯(t)ϕ(t)−
ˆ
Rd
φϕ(0) =
ˆ t
0
ˆ
Rd
u¯∂tϕ+
ˆ t
0
ˆ
Rd
−(a∇u¯) ·∇ϕ+ u¯V ·∇ϕ+ fϕ,
i.e. u¯ solves (3.19). 
Theorem 3.7. (Stability) Let (pi,qi) ∈ [2,∞) with dpi + 2qi < 2, where i = 1,2,3, T > 0. For any
n ∈ N∪{∞}=: N∞, let bn, fn,φn satisfy
sup
n∈N∞
(
‖Vn‖L˜p1q1 +‖(∇ ·Vn)
−‖L˜p2q2 +‖ fn‖L˜p3q3 (T )+‖φn‖L∞
)
< ∞.
For n ∈ N∞, let un ∈ V˜ 0(T )∩L∞(T ) be the unique weak solutions of (3.19) associated with coef-
ficients (Vn, fn,φn) with initial value un(0) = φn. Assume that for any ϕ ∈Cc(Rd),
lim
n→∞
(
‖(Vn−V∞)ϕ‖Lp1q1 (T )+‖( fn− f∞)ϕ‖Lp3q3 (T )+‖φn−φ∞‖L∞
)
= 0.
Then it holds that for Lebesgue almost all (t,x) ∈ [0,T ]×Rd ,
lim
n→∞un(t,x) = u∞(t,x).
The proof of above theorem is essentially same with Theorem 3.6, so we omit its proof here.
Let us also mention the following Kolmogorov’s equation{
∂tu−Lu = ∂tu−ai jt ∂i ju−bit∂iu = f
u(0) = φ ,
which can be rewritten as {
∂tu−∇ · (a∇u)−∇ · (Vu)+∇ ·Vu = f ,
u(0) = φ .
(KE)
If V ∈ L˜p1q1 (T ), (∇ ·V )− ∈ L˜p2q2 (T ), due to Theorem 3.4, any subsolution u ∈ V˜ 0(T ) satisfies
(3.11). Using similar argument in Theorem 3.6 (see also [29]), we have
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Proposition 3.8. Assume a,b,V satisfy (A1) and (A2), then for each f ∈ L˜p3q3 (T ) and φ ∈ L∞
equation (KE) admits a unique weak solution u ∈ V˜ 0(T )∩L∞(T ).
In order to apply the theory on SLF developed in [6] and [19], we first need to extend the
uniqueness result in Theorem 3.6 to larger space L∞(T ).
We first give a standard lemma.
Lemma 3.9. Suppose F ∈ L˜2(T ), then the following PDE:{
∂tu−∇ · (a∇u) = ∇ ·F in (0,T )×Rd ,
u(0) = φ ∈ L˜2.
(3.25)
admits a unique weak solution u ∈ V˜ 0(T ) and
‖u‖V˜ (T ) 6 ‖u(0)‖L˜2 +C‖F‖L˜22(T ).
Proof. The proof is quite standard, here we prove the apriori estimate for reader’s convenience.
Take test function ϕ = uη2x , where ηx is the same cut off function in the proof of Theorem 3.4. By
basic calculations and Ho¨lder’s inequality, we obtain that for almost every s, t ∈ [0,T ],(ˆ
Rd
u2η2x
)
(t)−
(ˆ
Rd
u2η2x
)
(s)+
ˆ t
s
ˆ
Rd
|∇(uηx)|2
6C
ˆ t
s
ˆ
Rd
(u∇ηx)2+C
ˆ t
s
ˆ
Rd
F2(|ηx|2+ |∇ηx|2).
Thus,
‖u‖2V˜ (τ) 6 sup
x∈Rd
[
sup
t∈[0,τ]
(ˆ
Rd
u2η2x
)
(t)+
ˆ τ
0
ˆ
Rd
|∇(uηx)|2
]
6‖u(0)‖2L˜2 +C‖F‖2L˜22(τ)+C
ˆ τ
0
‖u‖2L˜∞2 (t)dt.
Gronwall’s inequality yields
‖u‖V˜ (T ) 6 ‖u(0)‖L˜2 +C‖F‖L˜22(T ).

Now we extend the uniqueness result of Theorem 3.6 to larger space L∞(T ). Our proof mainly
follows [6].
Theorem 3.10. Suppose a,b satisfy (A1), (A2), for any φ ∈ L∞, (FPE2) has a unique solution u ∈
V˜ 0(T )∩L∞(T ). If moreover, a satisfies (A3), then uniqueness also holds in L∞(T ). In particular,
anyL∞(T ) distributional solution of (FPE2) with bounded initial value belongs to V˜ 0(T )∩L∞(T ).
Proof. Suppose u ∈ L∞(T ) is a distributional solution to (FPE2), then
∂tu−∇ · (a∇u) =−∇(Vu), u(0) ∈ L∞
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Notice that Vu ∈ L˜2(T ), by Lemma 3.9, there exists u¯ ∈ V˜ 0(T ) solves the above equation, with
the same initial condition. Let us define g := u¯−u, Ag := ∇ · (a∇g). g ∈ L˜2(T ) is a distributional
solution to equation
∂tg−Ag = ∂tg−∇ · (a∇g) = 0, g(0) = 0. (3.26)
Here ∇ · (a∇g) should be read by ∂i j(ai jg)+∂i(∂ jai jg). Assume w ∈ H˜1,22 (T ) solves
λw−Aw = λw−∇ · (a∇w) = g, λ > 0. (3.27)
in [0,T ]×Rd . Multiple the above equation by wη2x , integrate on [0, t]×Rd obtaining
λ
ˆ t
0
ˆ
Rd
w2η2x +
1
Λ
ˆ t
0
ˆ
Rd
|∇wηx|2 6C
ˆ t
0
ˆ
Rd
(w∇ηx)(∇wηx)+
ˆ t
0
ˆ
Rd
(gηx)(wηx)
6C‖w‖2L˜2(t)+
1
2Λ
‖∇wηx‖L2(t)+‖g‖2L˜2(t),
this yields that there is a constant λ0 > 0 such that for any λ > λ0,
λ‖w‖L˜2(T )+‖∇w‖L˜2(T ) 6C‖g‖L˜2(T ).
This estimate implies that for any λ > λ0, there is a unique solution w =: Gλg ∈ H˜1,22 (T ), here
Gλ is the solution map of (3.27). It is also easy to verify that Gλ is also bounded from L2(T ) to
H1,22 (T ) and
λ‖Gλg‖L2(T )+‖∇Gλg‖L2(T ) 6C‖g‖L2(T ). (3.28)
By (3.26), we have
0 = ∂tG−1λ w−AG−1λ w = G−1λ (∂tw−Aw)+ [∂t ,G−1λ ]w,
thus formally
∂tw−Aw = Gλ{[G−1λ ,∂t ]w}= Gλ [∇ · (∂ta∇w)] (3.29)
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in the sense of distribution. One can find the rigurous proof for (3.29) in [6]. Like before, multi-
plying (3.29) by wη2x , integrating on [0, t]×Rd , using Ho¨lder’s inequality and (3.28), we obtain
1
2
ˆ
Rd
|w(t)ηx|2+ 1Λ
ˆ t
0
ˆ
Rd
|∇w ·ηx|2
6
ˆ t
0
ˆ
Rd
∇ · (∂ta∇w) [Gλ (wη2x )] =−
ˆ t
0
ˆ
Rd
∂ta∇w ·∇[Gλ (wη2x )]
6‖∂ta‖L∞
ˆ t
0
∑
z∈Zd/2
ˆ
B 1
2
(z)
∇w ·∇[Gλ (wη2x )]
6C
∑
z∈Zd/2
ˆ t
0
ˆ
B 1
2
(z)
|∇w ·ηz|2
1/2ˆ t
0
ˆ
B 1
2
(z)
|∇[Gλ (wη2x )]|2
1/2
6C
(
sup
z∈Zd/2
ˆ t
0
ˆ
Rd
|∇w ·ηz|2
)1/2
·
(ˆ t
0
ˆ
Rd
|∇[Gλ (wη2x )]|2
)1/2
6C
(
sup
x∈Rd
‖∇(wηx)‖L22(t)
)
‖wη2x ‖L22(t)
6 1
2Λ
sup
x∈Rd
‖∇(wηx)‖2L22(t)+C‖w‖
2
L˜22(t)
.
In the first inequality, we use the fact that Gλ is a symmetric operator in L2 space. Taking super-
mum over x ∈ Rd on the left side of above inequalities, we get
‖w(t)‖L˜2 6C
ˆ t
0
‖w(s)‖2L˜2ds, t ∈ [0,T ].
Gronwall’s inequality yields w≡ 0 and hence g≡ 0. 
4. PROOF OF MAIN RESULTS
In this section, we give the proofs for our main results. Before that, let us list some conclusions
in [29] and [19] (see also [6]).
Proposition 4.1 (cf. [29]). Assume a,b satisfy (A1) and (A2), then for each µ0 ∈P(Rd), there
exists at least one martingale solution associated with (L,µ0), say P, which satisfies the following
Krylov’s type estimate: for any p,q ∈ [2,∞) with dp + 2q < 2, there exist θ = θ(p,q) > 0 and a
constant C > 0 such that for all 06 t0 < t1 6 T and f ∈C∞c (Rd+1),
EP
(ˆ t1
t0
f (t,ωt)dt
∣∣∣Bt0)6C(t1− t0)θ‖ f‖L˜pq (T ). (4.1)
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Define
L+ :=
{
µ : [0,T ] 3 t 7→ µt ∈P(Rd) :
ˆ T
0
ˆ
Rd
(|a(t,x)|+ |b(t,x)|)µt(dx)dt < ∞
µt = ρtλd ,ρt ∈ L∞ uniformly for t ∈ [0,T ],
and for any ϕ ∈Cb(Rd), t 7→
ˆ
Rd
ϕdµt is continuous
}
.
The following two Propositions are consequences of [19, Theorem 2.5] and [19, Lemma 2.12]
respectively.
Proposition 4.2. Suppose {µt}t∈[0,T ] ∈ L+, then there exists P ∈P(C([0,T ];Rd)) which is a
solution to the MP associated to the diffusion operator L such that, for every t ∈ [0,T ], it holds
µt = P◦ω−1t .
Proposition 4.3. Assume that forward uniqueness for the (FPE1) hold in the class L+ for any
initial time. Then, for any µ0 = ρ0λd ∈P(Rd)with ρ0 ∈ L∞, the µ0−SLF is uniquely determined
µ0−a.e..
Lemma 4.4. Under Assumption 1, assume that µ0 = ρ0λd ∈P(Rd) with ρ0 ∈ L∞, then equation
(FPE1) admits a unique solution in µ ∈L+.
Proof. The uniqueness follows from Theorem 3.10, so we only need to show the existence. We
prove this by using probabilistic method. Let an,Vn be the same functions in the proof of Theorem
3.6, then we can find a collection of probability measures {Pn}n∈N on C([0,T ];Rd) such that Pn
is the unique martingale solution associated to Ln := ai jn ∂i j + bin∂i with initial data µ0. For any
stopping time τ , δ > 0 with τ+δ 6 T , thanks to (4.1), we have
sup
n∈N
EP
n
ˆ τ+δ
τ
|bn|(s,ωs)ds6Cδ θ‖b‖L˜q1p1 (T ).
Using above estimate and BDG inequality, we get
EP
n
(
sup
06s6δ
|ωτ+s−ωτ |
)
6 EPn
ˆ τ+δ
τ
|bn|(t,ωt)dt+EPn
∣∣∣∣∣ sup06s6δ
ˆ τ+s
τ
√
2an(t,ωt)dWt
∣∣∣∣∣
6C(δ θ +δ 1/2),
where C is independent of n. Thus by [28, Lemma 2.7], we obtain
sup
n
EP
n
(
sup
|t−s|6δ
|ωt −ωs|1/2
)
6C(δ θ +δ 1/2).
From this, by Chebyshev’s inequality, we derive that for any ε > 0,
lim
δ→0
sup
n
Pn
(
sup
|t−s|6δ
|ωt −ωs|> ε
)
= 0.
Hence, {Pn} is tight in P(C([0,T ];Rd)). Suppose P is an limit point of {Pn}, then for each
t ∈ [0,T ], µnt := Pn ◦ω−1t ⇒ P◦ω−1t =: µt , as n→∞ along an appropriate subsequence. For each
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n ∈ N, notice that ρnt (x) := dµ
n
t
dλd
(x) is a distributional solution of (FPE2) with a,b,φ replaced by
an,bn,ρ0 and
sup
n
(
‖Vn‖L˜p1q1 +‖(∇ ·Vn)
−‖L˜p2q2
)
< ∞, Λ−1|ξ |2 6 ai jn ξiξ j 6 Λ|ξ |2.
By Theorem 3.7, we obtain that 0 6 ρnt (x)→ ρt(x) for almost everywhere (t,x) ∈ [0,T ]×Rd ,
where ρt is the unique solution to (FPE2)(with φ = ρ0) in class L∞(T )(or V˜ 0(T )∩L∞(T )). More-
over,
‖ρ‖L∞(T ) 6 sup
n∈N
‖ρn‖L∞(T ) < ∞.
Lebesgue’s dominated convergence theorem yields that for each f ∈ Cb(Rd) and almost every
t ∈ [0,T ], ˆ
Rd
fρt = lim
n→∞
ˆ
Rd
fρnt = limn→∞
ˆ
Rd
f dµnt =
ˆ
Rd
f dµt .
Notice that the map [0,T ] 3 t 7→ µt ∈P(Rd) is continuous, so for any t ∈ [0,T ],
sup
‖ f‖L1=1;
f∈Cb(Rd)
ˆ
Rd
f dµt 6 sup
‖ f‖L1=1;
f∈Cb(Rd)
esssupt∈[0,T ]
ˆ
Rd
fρt 6 ‖ρ‖L∞(T ) 6C.
Thus, µt = P◦ω−1t ∈L+. 
Proof of Theorem 2.4. (1). If m0 is a probability measure, then the uniqueness of m0−SLF is
a consequence of Lemma 4.4 and Proposition 4.3. For arbitrary m0 ∈M (Rd), one can find a
probability measure µ0 such that µ0(dx) = ρ ′(x)m0(dx) and 0 < ρ ′ 6C <∞, m0−a.e.. Notice that
each m0−SLF is a µ0−SLF, by the uniqueness of µ0−SLF and the fact m0 µ0, we obtain the
uniqueness of m0−SLF.
For the existence, we only need to prove the case m0 = λd . Let ρ(x) = e−|x|
2/2. mk0(dx) :=
ρ(x/k)dx ∈M (Rd), µk0(dx) := (2pik2)−d/2ρ(x/k)dx ∈P(Rd). The existence of µk0−SLF(or
mk0−SLF) is a consequence of Proposition 4.2 and Lemma 4.4. Suppose {Pkx}x∈Rd is a mk0−SLF,
notice that for any k,k′ ∈ N, λd  mk0  mk
′
0 , by the uniqueness result proved above, we obtain
that Pkx = Px for all k ∈ N and a.e. x ∈ Rd . Thus, by the definition of mk0−SLF, for each k,
mkt :=
ˆ
Rd
Px ◦ω−1t mk0(dx)
has a bounded density with respect to λd , say ρkt . mkt (dx) = ρkt (x)dx is the unique L+−solution
to (FPE1) with initial value mk0(dx) = ρ(x/k)dx. By Theorem 3.4 and Theorem 3.10,
sup
k∈N
sup
t∈[0,T ]
‖ρkt ‖L∞ 6C sup
k∈N
‖ρ(·/k)‖L∞ 6C.
Hence, for any A ∈ B(Rd), t ∈ [0,T ],ˆ
Rd
Px ◦ω−1t (A)dx = limk→∞
ˆ
Rd
Pkx ◦ω−1t (A)ρ(x/k)dx
= lim
k→∞
mkt (A) = limk→∞
ˆ
A
ρkt 6Cλd(A),
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which implies {Px}x∈Rd is also an SLF.
(2). Suppose {Px}x∈Rd is the SLF associated with L. Then for any µ0 ∈P(Rd) with µ0 λd ,
P :=
´
Px µ0(dx) is a martingale solution associated with (L,µ0). Now suppose P is a a martin-
gale solution associated with (L,µ0) and µt := P ◦ω−1t = ρtλd with ρt ∈ L∞ uniformly in t. Let
{Qx}x∈Rd ⊆P(C([0,T ];Rd)) be the regular conditional distribution given by ω0 = x. By [17,
Theorem 6.1.2] for µ0−a.e. x, Qx is a martingale solution to corresponding to (L,δx). Notice thatˆ
Rd
Qx ◦ω−1t µ0(dx) =
(ˆ
Rd
Qx µ0(dx)
)
◦ω−1t = P◦ω−1t = µt ,
we get {Qx}x∈Rd is a µ0−SLF. The uniqueness of P follows by the uniqueness of µ0−SLF. 
Remark 4.5. If m0(dx) = ρ0(x)dx ∈M (Rd) with 0 < ρ0 6C < ∞ and ρ0 ∈C(Rd), by the proof
of Theorem 2.4, one can see that under Assumption 1, any m0−SLF is an SLF and vice versa.
Next we state a lemma about the maximum functions. One can find its proof in [26, Lemma
3.6] and [15].
Lemma 4.6. (i) Let f ∈W 1,1loc (Rd), ρn(x) := ndρ(x/n)∈C∞c (Rd) with
´
ρ = 1. For almost every
x,y ∈ Rd with |x− y|6√ε  1,
| f (x)− f (y)|√
|x− y|2+ ε2 6 2
d(F fε,n(x)+F
f
ε,n(y)),
where F fε,n is a function depends on f , ρ , ε,n. And there is a constant C =C(ρ,d),ˆ
BR
F fε,n(x)dx6Cnd‖∇ f‖L1(BR+1)+ logε−1 ‖∇( fn− f )‖L1(BR+1) . (4.2)
(ii) For any p > 1, r,R > 0,ˆ
Br
(MR f (x))
p dx6Cd,p
ˆ
Br+R
| f (x)|pdx (4.3)
Now we are on the point to prove Theorem 2.7. Instead of proving an stability result for the
approximation solutions of (1.1), we first prove the pathwise uniqueness of (1.1) if ξ has a bounded
density, then using an Yamada-Watanabe type argument (cf. [22]) we show the existence of AESF.
Lemma 4.7. Suppose b,σ satisfy Assumption 2, ξ ∈ F0 is a random variable with bounded
density. Assume Xt , Yt are two strong solutions of (1.1) whose one dimensional distributions have
uniformly bounded densities, then we have X = Y a.s..
Proof. For any ε > 0, let φε be a increasing smooth function on [0,∞),
φε(s) =
{
s s ∈ [0,ε/2]
ε s ∈ [ε,∞)
and φ ′ε(s)6C1[0,ε](s), φ ′′ε (s)6Cε−11[0,ε](s).
Φε(z) := log
(
1+
φε(|z|2)
ε2
)
, Zt := Xt −Yt .
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Then,
|∂iΦε(z)|=
∣∣∣∣ 2φ ′ε(|z|2)ziε2+φε(|z|2)
∣∣∣∣6 C1{|z|6√ε}√ε2+ |z|2 ,
|∂i jΦε(z)|=
∣∣∣∣ 2φ ′ε(|z|2)δi jε2+φε(|z|2) + 4φ
′′
ε (|z|2)ziz j
ε2+φε(|z|2) −
4φ ′2ε (|z|2)ziz j
[ε2+φε(|z|2)]2
∣∣∣∣6 C1{|z|6√ε}ε2+ |z|2 .
Denote τR := inf{t > 0 : |Xt |> R, |Yt |> R}. By Itoˆ’s formula and Lemma 4.6,
EΦε (Zt∧τR) =
ˆ t∧τR
0
E
[
∂iΦε (Zs) ·
(
bi (s,Xs)−bi (s,Ys)
)]
ds
+
1
2
ˆ t∧τR
0
E∂i jΦε(Zs)
[
(σ ik(Xs)−σ ik(Ys)) · (σ jk(Xs)−σ jk(Ys))
]
ds
62E
ˆ t∧τR
0
|b(s,Xs)−b(s,Ys)|1{|Xs−Ys|6√ε}√
ε2+ |Xs−Ys|2
ds
+CE
ˆ t∧τR
0
|σ(Xs)−σ(Ys)|2
ε2+ |Xs−Ys|2 ds
6CE
ˆ t∧τR
0
[Fε,n(s,Xs)+Fε,n(s,Ys)]ds+
+CE
ˆ t∧τR
0
[M|∇σ |(s,Xs)+M|∇σ |(s,Ys)]2 ds =: I1(ε)+ I2,
where Fε,n(s,x) = F
b(s)
ε,n (x) in Lemma 4.6. Let ρXt ,ρYt be the density of Xt and Yt respectively, then
I2 6C
ˆ t∧τR
0
E
[
(MR|∇σ |(Xs))2+(MR|∇σ |(Ys))2
]
ds
6C
ˆ t
0
ˆ
BR
[MR|∇σ |(s,x)]2
(
ρXs (x)+ρ
Y
s (x)
)
dxds
6C
ˆ t
0
ˆ
B2R
|∇σ |2(s,x)dxds6C.
For I1(ε), by (4.2),
I1(ε)6C
ˆ t
0
ˆ
BR
Fε,n(s,x)(ρXs +ρ
Y
s )dxds
6Cnd
ˆ t
0
ˆ
BR+1
∇b(s,x)dxds+C| logε|
ˆ t
0
ˆ
BR+1
|∇b(s,x)−∇bn(s,x)|dxds.
Thus,
EΦε(Zt∧τR)6C(1+nd‖∇b‖L1([0,t]×BR+1))+C| logε|‖∇b−∇bn‖L1([0,t]×BR+1).
By Chebyshev’s inequality,
P
(|Xt −Yt |>√ε; t 6 τR)
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6E log
(
1+
φε(|Zt∧τR |2)
ε2
)
/| logε|
6C(1+nd‖∇b‖L1([0,t]×BR+1))/| logε|+C‖∇b−∇bn‖L1([0,t]×BR+1).
Let ε → 0, then n→ ∞ and then R→ ∞, we obtain
P(|Xt −Yt |> 0) = 0.
Notice X ,Y are both continuous processes, we obtain that X = Y a.s..

Proof of Theorem 2.7. Let µ0(dx) = (2pi)−d/2e−|x|
2/2dx. By Remark 4.5, we only need to prove
the existence and uniqueness of µ0−AESF associated to SDE (1.1). According to Proposition 4.1,
there exists at least one weak solution (martingale solution), say (X ,W ) to (1.1) with law(ξ ) =
µ0 and ρt := dP ◦X−1t /dλd is uniformly bounded on [0,T ]×Rd . Suppose (X ′,W ′) is another
weak solution to (1.1) and the one-dimensional distribution of X ′ is also uniformly bounded. Let
Q(x,w;dω) be the regular conditional distribution of X given (X0,W ) = (x,w) and Q′(x,w;dω ′)
is defined in the same way. Denote Ω :=C([0,T ];Rd)×C([0,T ];Rd)×C([0,T ];Rm),
Q(dω,dω ′,dw) :=
ˆ
Rd
Q(x,w;dω)×Q′(x,w;dω ′)µ0(dx) η(dw),
where η is the Wiener on C([0,T ];Rm). LetF 0t =Bt(C([0,T ];Rd))×Bt(C([0,T ];Rd))×Bt(C([0,T ];Rm)),
N be the collection of subsets of Ω with zero measure under Q and F := (F 0T ∨N ), Ft :=⋂
s>t(F
0
s
∨
N ). Suppose that (ω,ω ′,w) is the canonical process on the probability space (Ω,F ,Q),
then (ω,w) and (ω ′,w) have the same distributions as (X ,W ) and (X ′,W ′), respectively. Moreover,
w is an Ft−Brownian motion under Q (see [7, Lemma 1.2, Chapter IV]). Under the probability
space (Ω,F ,Q), (ω,w) and (ω ′,w) are two solutions of (1.1). And Q◦ω−1t , Q◦ω ′t−1 both enjoy
uniformly bounded density. Thus, pathwise uniqueness yields Q(ω = ω ′) = 1, which implies
Q(x,w; ·)×Q′(x,w; ·)(ω = ω ′) = 1, µ0×η−a.s. (x,w).
Hence, there exists a measurable map ψ(x,w) such that for µ0×η−a.s. (x,w),
Q(x,w;{ω = ψ(x,w)}) = Q′(x,w;{ω ′ = ψ(x,w)}) = 1,
i.e.
Q(x,w;B) = 1B(ψ(x,w)), ∀B ∈ B(C([0,T ];Rd)).
Moreover, for a.e. x, the map w 7→ ψ(x,w) is Bt(C([0,T ];Rm))η/Bt(C([0,T ];Rd))-measurable
(see [7, Lemma 1.1, Chapter IV]). Recalling that Q(x,w; ·) is the the regular conditional probability
of ω given (ω0 = x,w), so
´
Q(x,w; ·)η(dw) is the regular conditional probability of ω given
ω0 = x. Notice that (Ω,Q,ω) is a martingale solution to (1.1) with initial distribution µ0, by [17,
Theorem 6.1.2], for a.e. x the probability measure
B(C([0,T ];Rd)) 3 B 7→
ˆ
Q(x,w;B)η(dw) =
ˆ
1B(ψ(x,w))η(dw) = η ◦ψ−1(x, ·)(B)
is a martingale solution to (1.1) with initial data ξ = x. Thus, given a filtered probability space
(Ω,F ,Ft ,P) and a standard Brownian motion W on it, for a.e. x ∈ Rd ,
(X(x) := ψ(x,W ),W )
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is a strong solution to (1.1) with initial datum ξ = x. Moreover, for any A ∈ B(Rd)
µt(A) :=
ˆ
Rd
P◦X−1t (x)(A)µ0(dx)
=
ˆ
Rd
µ0(dx)
ˆ
Q(x,w;ωt ∈ A)η(dw)6Cλd(A).
Thus, {X(x)}x∈Rd is a µ0−AESF. The proof for uniqueness of AESF is essentially the same with
the one of Lemma 4.7, so it is left to the readers. 
5. ILL-POSEDNESS IN WEAK SENSE
In this section, assume d > 3 and σ = I. For any p ∈ (d/2,d), we construction a divergence
free drift b ∈ L˜p(Rd) such that (1.1) have at least two weak solutions starting from the origin.
Theorem 5.1. Let d > 3 and σ = I. For any p ∈ (d/2,d) with p > 2, there is a divergence free
vector field b ∈ L˜p(Rd) such that the weak uniqueness of (1.1) fails.
Proof. Step 1. Let α ∈ (1,d/p)⊆ (1,2), g be a nonnegative smooth even function on R such that
g′(x)> 0 for all x > 0, and g(x)≡ 0 if |x|< 1/2 and g≡ 1 if |x|> 1. Denote
r =
(
d−1∑
i=1
x2i
)1/2
, H(x) = rd−1x−αd g(xd/r).
For any xd > 0, we define
bi(x) :=−Nxir1−d∂xd H(x), i = 1, · · · ,d−1,
bn(x) := Nr2−d∂rH(x)
and b(x1, · · · ,xn−1,−xd) :=−b(x1, · · · ,xn−1,xd). Basic calculations yield
bi(x) = Nα(xix−α−1d )g(xd/r)−Nr−1xix−αd g′(xd/r), xd > 0, 16 i6 d−1, (5.1)
and
bd = N(d−1)x−αd g(xd/r)−Nr−1x−α+1d g′(xd/r), xd > 0. (5.2)
Noticing that
|b(x)|6Cx−αd 1{r62xd}, ∀xd > 0
and p < d/α , we have
‖b‖pLp(Q1) 6C
ˆ 1
0
x−α pd dx
ˆ
{r62xd}
dx1 · · ·dxd−1 6C
ˆ 1
0
xd−1−α pd dxd < ∞,
where
Qρ := {x ∈ Rd : r < ρ, |xd |< ρ}.
Moreover, by the definition of b, we also have supx/∈Q1 |b(x)| < ∞, hence b ∈ L˜p. On the other
hand, by basic calculations,
∂dbd(x) = Nr2−d∂rxd H(x), xd > 0,
∂ibi(x) =−N[r1−d +(1−d)x2i r−d−1]∂xd H(x)+Nx2i r−d∂rxd H(x), xd > 0, 16 i6 d−1,
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so we have divb≡ 0.
We assume that the weak uniqueness of (1.1) holds for the above constructed b and Px ∈
P(C(R+;Rd)) is the unique martingale solution to (1.1) with ξ ≡ x.
Let f (x) = sgn(xd)g(xd) and
F : C(R+;Rd)→ R; ω 7→
ˆ ∞
0
e−t f ((ωt)d)dt.
By bounded dominated convergence theorem, F is a continuous map on C(R+;Rd). Since b and
f are anti-symmetric about xd , we have
ExF(ω) = 0, if xd = 0. (5.3)
Suppose that Rd 3 xn→ 0, as shown in the proof of Lemma 4.4, {Pxn}n is tight inP(C(R+;Rd))
and its limit points are the martingale solutions to (1.1) with x = 0. Thanks to our uniqueness
assumption, we have Pxn ⇒ P0, which implies
lim
n→∞ExnF = E0F
(5.3)
= 0. (5.4)
However, in our next step, we will find a sequence Rd 3 xn→ 0 such that
liminf
n→∞ ExnF > c0 > 0 = E0F. (5.5)
And (5.4) and (5.5) indicate that our assumption is not true.
Step 2. Denote
Vk =
{
x ∈ Rd : xd > kr, k > 0
}
, τ = inf{t > 0 : ωt /∈V1}
and
T = inf{t > 0 : (ωt)d 6 0}, σ = inf{t > 0 : (ωt)d > 2}, σ ′ = inf{t > σ : (ωt)d 6 1}.
Let κ ∈ (1,(d−1)/α), below we should prove that for some N 1,
inf
x∈Vκ∩Q1
Px
(
σ < 1∧ τ, σ ′ > 1+σ)> pN > 0. (5.6)
This is sufficient since {Px}x∈Rd forms a strong Markov process (see [17]) and for any x∈Vκ ∩Q1,
ExF(ω) =Ex
ˆ T
0
e−t f (ωt)dt+Ex
[
e−T
(ˆ ∞
0
e−t f (ωt)dt
)
◦θT
]
>Ex
[
1{
σ<1∧τ, σ ′>1+σ
}ˆ σ ′
σ
e−tdt
]
+Exe−TEωT
ˆ ∞
0
e−t f (ωt)dt
(5.3),(5.6)
> pN(e−1− e−2) =: c0 > 0.
In order to show (5.6), we define
ΩN :=
{
ω : |Ws(ω)−Wt(ω)|6 N
1
2(1+α) |s− t| 11+α , ∀s, t ∈ [0,1]
}
,
where Wt := ωt −ω0 −
´ t
0 b(ωs)ds, which is a Brownian motion under Px. Noticing that 0 <
1/(1+α)< 1/2, we can choose N 1 such that Px(ΩN)> 1/2. Denote
yt = (ωt)d− (Wt)d , ωˆt = ((ωt)1, · · · ,(ωt)d−1), xˆ = (x1, · · · ,xd−1).
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Notice that
bi(x) = Nα(xix−α−1d ), bn(x) = N(d−1)x−αd , ∀x ∈V1,
we have
yt − xd =N(d−1)
ˆ t
0
[ys+(Ws)d ]−αds> 0, t ∈ [0,τ],
ωˆt − xˆ =Nα
ˆ t
0
Xˆs[ys+(Ws)d ]−α−1ds+Ŵt , t ∈ [0,τ].
(5.7)
For any x ∈Vκ ∩Q 3√N , let
tx = N−1x1+αd ∈ (0,1). (5.8)
For any t ∈ [0, tx∧ τ] and ω ∈ΩN , we have
|Wt(ω)−W0(ω)|6 εxd 6 εyt , (5.9)
where
ε := N−
1
2(1+α) → 0 (N→ ∞).
Thus,
(1+ ε)−αN(d−1)y−αt 6
dyt
dt
6 (1− ε)−αN(d−1)y−αt , ∀t ∈ [0, tx∧ τ].
Chaplygin’s Lemma yields
y¯t :=
[
x1+αd +(1+ ε)
−αN(d−1)(α+1)t] 11+α
6yt 6
[
x1+αd +(1− ε)−αN(d−1)(α+1)t
] 1
1+α =: y˜t , ∀t ∈ [0, tx∧ τ].
(5.10)
This implies
(ωt)d = yt − (Wt)d > (1− ε)yt > (1− ε)y¯t . (5.11)
Recalling that |xˆ|< xd/κ and |ωˆt |6 (ωt)d for all t ∈ [0,τ], we have
|ωˆt |
(5.7)
6 |xˆ|+Nα
∣∣∣∣ˆ t
0
ωˆs[ys+(Ws)d ]−α−1ds
∣∣∣∣+ |Wt |
(5.9)
6 |xˆ|+ εyt +Nα
ˆ t
0
[ys+(Ws)d ]−αds
(5.7)
6 |xˆ|+ εyt + αd−1(yt − xd)
6
(
ε+
α
d−1
)
yt +
(
1
κ
− α
d−1
)
xd (5.12)
6
(
ε+
1
κ
)
yt .
Hence, for any t ∈ [0, tx∧ τ] and ω ∈ΩN ,
(ωt)d
|ωˆt | > (1− ε)(ε+1/κ)
−1 > 1,
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provided that N is sufficiently large. So we get tx 6 τ for all ω ∈ ΩN . Morever, for sufficiently
large N, we also have y˜tx > ytx > y¯tx > 21/3xd and
(Xtx)d
|Xˆtx |
(5.11),(5.12)
> (1− ε)y¯tx(
ε+ αd−1
)
y˜t +
( 1
κ − αd−1
)
xd
> (1− ε)y¯tx[
ε+2−1/3κ−1+(1−2−1/3) α(d−1)
]
y˜t
(5.10)
> κ,
here we use the fact that κ < (d−1)/α and ε → 0 as N→ ∞ in the last inequality. Thus,
ωtx ∈Vκ for each ω ∈ΩN .
Now let
b
b x
0
VκV
b
ωτ
b
ω ∈ ΩN ω /∈ ΩN
b
ω /∈ ΩN
b
ωσ
b
ωT
ωtx
b
FIGURE 1.
z1 = x ∈Vκ ∩Q1, z2 = ωtz1 , · · · , zn = ωtzn−1 , · · · .
Assume ω ∈ ΩN and m(ω) is an integer such that
∑m(ω)
i=1 tzi(ω) < 1 and zm 6
3
√
N. Then, by the
definition of ΩN and the above discussion, we can see that for each i= 1, · · · ,m(ω), zi ∈Vκ ∩Q 3√N
and
∑m(ω)
i=1 tzi(ω) < 1∧ τ(ω). From (5.9) and (5.10), we get
c1(zi)d :=
{
[1+(1+ ε)−α(d−1)(α+1)] 11+α − ε
}
(zi)d
6(zi+1)d 6
{
[1+(1− ε)−α(d−1)(α+1)] 11+α + ε
}
(zi)d =: c2(zi)d ,
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for all ω ∈ΩN and i = 1, · · · ,m−1. Combing the above estimates and (5.8), we get
m∑
i=1
tzi = N
−1
m∑
i=1
(zi)1+αd > N−1
m∑
i=1
(ci−11 xd)
1+α
and
m∑
i=1
tzi = N
−1
m∑
i=1
(zi)1+αd 6 N−1
m∑
i=1
(ci−12 xd)
1+α .
Noticing that c2 > c1 → [1+(d− 1)(α + 1)]1/(α+1) and c1/c2 → 1 as N → ∞, one can choose
sufficiently large N and suitable m such that
m∑
i=1
(ci−12 xd)
1+α < N( which implies
m∑
i=1
tzi < 1)
and
26 cm−11 xd 6 zm 6 cm−12 xd 6
3
√
N.
Hence, for each x ∈Vκ ∩Q1 and ω ∈ΩN , we have σ(ω)< 1∧ τ(ω), which implies
Px(σ < 1∧ τ)> Px(ΩN)> 1/2.
Since b is uniformly bounded on the strip S := {x ∈ Rd : 1 < xd < 2}, we see
inf
{x∈Rd :xd=2}
Px(σ ′ > 1)> cN > 0.
Using the above two estimates and strong Markov property, we obtain that for all x ∈Vκ ∩Q1,
Px
(
σ < 1∧ τ, σ ′ > 1+σ)
=Px
(
σ < 1∧ τ, σ ′ ◦θσ > 1
)
>Px(σ < 1∧ τ) inf{x∈Rd :xd=2}
Px(σ ′ > 1)
>cN/2 =: pN > 0.
This proves (5.6). So we complete our proof. 
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