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By adding the total time derivatives of all the constraints to the Lagrangian step by step, we
achieve the further work of the Dirac conjecture left by Dirac. Hitherto, the Dirac conjecture is
proved completely. It is worth noticing that the addition of the total time derivatives to the La-
grangian can turn up some constraints hiding in the original Lagrangian. For a constrained system,
the extended Hamiltonian HE considers more constraints, and shows symmetries more obviously
than the total Hamiltonian HT . In the Lagrangian formalism, we reconsider the Cawley coun-
terexample, and offer an example in which in accordance with its original Lagrangian its extended
Hamiltonian is better than its total Hamiltonian.
PACS numbers: 45.05.+x, 11.10.Ef, 11.15.-q
In order to quantize systems with a singular La-
grangian, Dirac proposed that all first-class constraints
are generators of gauge transformations, and the Hamil-
tonian should contain all first-class constraints by La-
grange multipliers as the extended Hamiltonian which
is denoted by HE [1]. According to HE , Dirac offered a
canonical procedure for modern quantum field theory[2],
which has been developed widely and deeply. Summa-
rizing the results over half a century, it can be said
that the relevance of the Dirac procedure paves the way
to the Faddeev-Senjanovic path integral quantization
approach[3, 4], helps to find a complete set of constraints
for the Faddeev-Jackiw quantization formalism[5, 6], and
furnishes the classical basis for the powerful Becchi-
Rouet-Stora-Tyutin-Batalin-Fradkin-Vilkovisky (BRST-
BFV) gauge field quantization procedure[7–11].
At present, most points about the Dirac procedure
have been well understood. However, the Dirac conjec-
ture is still not completely proved. Dirac has proved that
all the primary first-class constraints φa, and the Poisson
brackets [φa, φa′ ] of two arbitrary primary first-class con-
straints are the generators of gauge transformations[2].
He left us a further work, i.e., the proof that the Pois-
son brackets [φa, H
′] of the first-class Hamiltonian H ′
with an arbitrary primary first-class constraint are the
generators of gauge transformations[12]. Here we note
that in the above Poisson brackets, φa just denotes a
primary first-class constraint. In order to prove the
Dirac conjecture, on the basis of the original primary
first-class constraints, Castellani et al. redefined new in-
dependent first-class constraints[13, 14], which generate
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higher-stage constraints in closed form but without cross
term[15]. With the reconstructed constraints, the Dirac
conjecture is proved easily, and the number of the inde-
pendent generators of gauge transformations is obviously
limited by that of the primary first-class constraints[13–
15]. However, this reconstruction is of no great help not
only practically, since the necessary redefinitions may be
quite complicated, but also theoretically[16]. Henneaux
and Teitelboim then proved the Dirac conjecture under
four restricted conditions, which are: no mixture among
first- and second-class constraints, no bifurcations in the
procedure of consistency algebra, the functions V ba ap-
pearing in [H,φa] = V
b
a φb and obeying appropriate rank
conditions on the constraint surface, and the first-class
constraints being irreducible, respectively[17]. Absorb-
ing all primary second-class constraints into the canoni-
cal Hamiltonian HC , we obtain a Halmitonian H
′ which
is first-class. Using the Dirac-Bergmann method, Batlle
and coauthors tried to find a complete set of constraints
for a constrained system[18]. Using this method, Cabo
tried to prove the validity of the Dirac conjecture[19],
but he might lose some first-class constraints generated
by the consistencies of second-class constraints. All the
previous discussions are in the Hamiltonian formalism.
In the Lagrangian formalism, Lusanna extended the sec-
ond Noether theorem, and used it to discuss the Dirac
conjecture and obtain an affermative answer[20–23]. Re-
cently, by introducing auxiliary variables the original La-
grangian is replaced by an extended Lagrangian includ-
ing all higher-stage (secondary, tertiary, · · · ) constraints,
from which the Dirac conjecture is satisfied automatically
[24, 25].
In this paper we will directly prove the Dirac conjec-
ture without any restriction, by adding the total time
derivatives of all the constraints to the Lagrangian step
by step. Our procedure covers all first-class constraints,
irrespective of whether they are deduced from the con-
2sistencies of first-class constraints or second-class ones,
or whether they are generated by primary constraints
or higher-stage ones. In our procedure the higher-stage
first-class constraints play the same role as the primary
first-class ones, because the addition of the total time
derivatives of all constraints ensure that all higher-stage
constraints appear in its new Lagrangian and its new to-
tal Hamiltonian. This method should of course belong to
the Lagrangian formalism.
Following Dirac, we consider a constrained system with
the LagrangianL(qi, q˙i)(i = 1, · · · , N), in which there are
primary constraints
φm(q, p) ≈ 0 (m = 1, · · · ,M), (1)
and higher-stage constraints
χk(q, p) ≈ 0 (k = 1, · · · ,K), (2)
where M = N − R is determined by the rank R of the
matrix ∂
2L
∂q˙i∂q˙j
, and K is the number of the higher-stage
constraints. They are collectively denoted by
φj ≈ 0 (j = 1, · · · ,M +K). (3)
The corresponding total Hamiltonian HT is
HT = HC + Um˜φm˜ + µm′φm′ = H
′ + µm′φm′ , (4)
where HC = piq˙i − L(qi, q˙i), µm′ is a parameter corre-
sponding to the first-class primary constraint φm′ which
is an arbitrary function of only time, and Um˜ is a function
of only the q’s and the p’s which is determined by
Um˜ = −[φm˜, φn˜]
−1[φn˜, H ], (5)
where m˜, n˜ = 1, . . . , M˜ with M˜ being the number of
the second-class primary constraints, m′ = 1, . . . ,M ′
with M ′ being the number of the first-class primary con-
straints, and M˜ + M ′ = M . M˜ is easily determined
by the rank of the matrix [φm, φn]M×M of the primary
constraints. In this case, there is no more first-class con-
straint that can be combined with the φm˜’s.
According to HT (4), for a general dynamical variable
g which depends only on the q’s and the p’s and has
initial value g0, its value at time δt is
g(δt) = g0 + δt{[g,H
′] + µm′ [g, φm′ ]}. (6)
Owing to that µm′ is arbitrary and δt is small, φm′
is a generator of gauge transformations. The Poisson
brackets [φm′ , φn′ ] of two arbitrary primary first-class
constraints are also generators of gauge transformations,
which is proved by the subtraction between the result
of applying two contact transformations with generating
functions µm′φm′ and µn′φn′ and that of applying the
two transformations in succession in reverse order, and
with Jacobi’s identities. The difference is
∆g = µm′µn′ [g, [φm′ , φn′ ]], (7)
where µm′µn′ is arbitrary. For the sake of completeness,
Dirac supposed that the Poisson brackets [φm′ , H
′] are
also generators of gauge transformations, because both
H ′ and φm′ are first-class. After about forty years,
this supposition was proved by Henneaux and Teitel-
boim with some restrictions[17]. If the constraint φm
is second-class but the Poisson bracket [φm, H
′] is first-
class, whether the [φm, H
′] is generator of gauge trans-
formations is still left to be undertermined.
It is well known that the addition of a total time deriva-
tive or a total space-time derivative to a Lagrangian does
not change its equations of motion[26, 27], which is called
the non-uniqueness of the Lagrangian. Thus, we could go
over to a new Lagrangian
L1(q, q˙) = L(q, q˙)−
d(µmφm)
dt
, (8)
and the HT (4) is replaced by
H1T = H
′ + µm′φm′ +
d(µmφm)
dt
, (9)
where the H ′, µm′ and φm′ are the same as the corre-
sponding ones in (4), the third term in r.h.s. of (9) is
determined by the HT (4), and µm is an arbitrary func-
tion of time, which is completely arbitrary when d
dt
φm
is first-class, and is completely determined when d
dt
φm is
second-class. For the system we discuss, because of the
non-uniqueness of Lagrangian, we know that L1 is just
as good as L, and H1T is just as good as HT . This is the
1st-stage.
On the basis of the H1T (9), we can rewrite (6) as
g(δt) = g0 + ([g,H
′ + µ˙m˜φm˜] + ξm′ [g, φm′ ]
+ µm[g, [φm, HT ]])δt,
(10)
where the coefficient ξm′ = µm′ + µ˙m′ is arbitrary be-
cause µm′ is arbitrary, and φm′ is the generator of gauge
transformations because δt is small and ξm′ is arbitrary.
The [φm, HT ] in (10) can be expanded as
[φm, HT ] = [φm, H
′] + µm′ [φm, φm′ ], (11)
which can completely generate secondary constraints
which we denote by χm1 , because φm denotes a pri-
mary constraint (irrespective of whether it is first-class or
second-class). χm1 can be classed into second-class con-
straints denoted by χm˜1 and first-class ones denoted by
χm′
1
. Considering the second-class secondary constraints
χm˜1 , the H
′ should be replaced by H ′1 = H
′ + µm˜1χm˜1 .
The appearances of the term δtµm[g, [φm, HT ]] in (10)
and of the term [φm, H
′] in (11) achieve the work left
by Dirac, which is that the Poisson brackets [φm, H
′] are
generators of gauge transformations. It is obvious that all
the secondary first-class constraints χm′
1
are generators
of gauge transformation. We can generalize the result to
higher-stage.
For the sake of simplicity, we use θk1 to denote
(φm, χm1). They can be divided into first-class con-
straints denoted by θk′
1
and second-class ones denoted
3by θk˜1 . The H
1
T (9) is then rewritten as
H1T = H
′
1 + λk′1θk′1 , (12)
where H ′1 = HC + Uk˜1θk˜1 with Uk˜1 =
−[θk˜1 , θl˜1 ]
−1[θl˜1 , HC ], and λk′1 is the Lagrange mul-
tiplier corresponding to θk′
1
. We begin the next
annulation to add −
d(µm1χm1 )
dt
determined by the H1T
(12) to the L1 (8) and obtain
L2 = L1 −
d(µm1χm1)
dt
, (13)
and the H1T (12) will be replaced by
H2T = H
′
1 + λk′1θk′1 +
d(µm1χm1)
dt
. (14)
Note that here the total derivative term in (14) is de-
fined by H1T (12) rather than HT (4) used by Dirac,
d(µm1χm1 )
dt
= µ˙m1χm1 +µm1 [χm1 , H
1
T ], in which the Pois-
son bracket generates tertiary constraints. This is the
2nd-stage. Repeating the above process, we can arrive
at the ith-stage, in which the total Hamiltonian HiT is
HiT = H
′
i−1 + λk′i−1θk′i−1 +
d(µmi−1χmi−1)
dt
, (15)
where the third term in r.h.s. of (15) should be deter-
mined by H
(i−1)
T as
d(µmi−1χmi−1)
dt
= µ˙mi−1χmi−1 + µmi−1 [χmi−1 , H
i−1
T ].
(16)
It is easy to prove that the Poisson bracket [χmi−1 , H
′
i−1]
is generator of gauge transformations, when it is a new
first-class constraint, because δt is small and µmi−1 is
arbitrary. This procedure will terminate when the ad-
dition of the total time derivatives of new higher-stage
constraints to the Lagrangian does not generate new con-
straint. Hitherto, the Dirac conjecture is proved eventu-
ally.
In this procedure, in order to find a complete set of
constraints for a constrained system, we follow the Dirac-
Bergmann method except that in the ith-stage the HT
used by Dirac is replaced by the Hi−1T . This method can
be called the modified Dirac-Bergmann method. In this
method, we consider not only the constraints generated
by the Poisson brackets [θk′
i
, H ′] of first-class Hamilto-
nian H ′ and an arbitrary first-class constraint θk′
i
, and
those generated by the Poisson brackets [θk′
i
, θk′
j
] of two
arbitrary first-class constraints[17, 18], but also the ones
generated by the Poisson brackets [θk˜i , H
′] of first-class
Hamiltonian H ′ and an arbitrary second-class constraint
θk˜i , and the Poisson brackets [θk˜i , θk′j ] of an arbitrary
second-class constraint θk˜i and an arbitrary first-class
constraint θk′
j
.
In the discussion of the Dirac conjecture, some coun-
terexamples were given. The one given by Cawley has
the Lagrangian[28]
L = L(x, y, z, x˙, y˙, z˙) =
N∑
n=1
(x˙nz˙n +
1
2
ynz
2
n). (17)
On the basis of the discussion given by Lusanna[22],
one has the conjugate momenta pxn , pyn , pzn
pxn = z˙n, pyn = 0, pzn = x˙n, (18)
and the Euler-Lagrange equations
Lxn = −z¨n = 0, Lyn =
1
2
z2n = 0, Lzn = −x¨n + ynzn = 0.
(19)
Integrating the equations (19) and substituting into the
equations (18), one obtains
xn(t) = A+Bt, yn(t) arbitrary, zn(t) = 0,
pxn(t) = 0, pzn(t) = B,
(20)
where A and B are integration constants.
Under the Noether transformations δyn = ǫ(t), one
gets δL = ǫ(t)D with D = 12 (zn)
2 = 0. There are the
Noether identities
pyn = 0,
1
2
z2n = 0, (21)
and the generalized contracted Bianchi identities
√
2LynLxn − (
d
dt
√
2Lyn)
2 +
d2Lyn
dt2
= 0. (22)
According to the identities (21), there are 2N constraints
pyn ≈ 0 and
1
2z
2
n ≈ 0 in the Cawley counterexample. In
terms of the total Hamiltonian HT
HT =
N∑
n=1
(pxnpzn −
1
2
ynz
2
n) +
N∑
n=1
pynνn, (23)
in Dirac-Bergmann formalism one has the secondary con-
straints 12z
2
n ≈ 0, which are first-class in the Dirac sense,
and fourth-class in the Lusanna sense. The tertiary con-
straints pxn ≈ 0 given by Cawley are genuine first-order
equations of motion, whose phase space counterpart is
the Hamilton equations pxn = z˙n = [zn, H
F
T ] ≈ 0, where
HFT ≡
∑N
n=1 pxnpzn +
∑N
n=1 νnpyn is the final Dirac
Hamiltonian (”≡” means strong equality in the Dirac
sense). In this system, yn is the gauge variable (gauge
degree of freedom[29]), zn has the fixed value zero, while
xn is the physical degree of freedom. The problems of
interpretation in [28] are caused by the linearization of
the secondary constraints zn ≈ 0 instead of
1
2z
2
n ≈ 0. In
the following, we will discuss this example again in our
procedure.
4Adding −
∑N
n=1
d(µnpyn )
dt
determined byHT (23) to the
Lagrangian (17), we obtain a new Lagrangian
L1 =
N∑
n=1
(x˙nz˙n +
1
2
ynz
2
n − µ˙npyn −
1
2
µnz
2
n)
=
N∑
n=1
(pxnpzn +
1
2
ynz
2
n − µ˙npyn −
1
2
µnz
2
n),
(24)
and a new total Hamiltonian H1T
H1T =
N∑
n=1
(pxnpzn −
1
2
ynz
2
n + ν
′
npyn +
1
2
µnz
2
n) (25)
with a new additional term
∑N
n=1
1
2µnz
2
n, where ν
′
n =
νn + µ˙n is arbitrary, because νn and µn are arbitrary
functions of time. In this stage, there appears new
constraint 12z
2
n ≈ 0 in r.h.s of (25). Considering the
new constraint, and adding the total time derivative
−
∑N
n=1
d
dt
(12µnz
2
n) determined by H
1
T to the Lagrangian
L1, we obtain a new Lagrangian L2 with the additional
term −
∑N
n=1 µnznpxn , and its corresponding Hamilto-
nian H2T with the additional term
∑N
n=1 µnznpxn . In the
new stage, there appears new constraint znpxn ≈ 0. Re-
peating a new annulation, we obtain a new constraint
p2xn ≈ 0 which is introduced into the total Hamiltonian
H2T as a new H
3
T . Repeating a new annulation again, we
obtain nothing new and the procedure terminates. For
the Cawley counterexample, the extended Hamiltonian
is
HE =H
3
T =
N∑
n=1
(pxnpzn + ν
′
npyn + ξnz
2
n)+
+
N∑
n=1
(ηnznpxn + µnp
2
xn
),
(26)
and there are the first-class constraints
pyn ≈ 0,
1
2
z2n ≈ 0, znpxn ≈ 0, p
2
xn
≈ 0. (27)
In our procedure, there are more first-class constraints
znpxn ≈ 0 and p
2
xn
≈ 0 than that given by Lusanna[22].
The generator of the gauge transformations is G =
λnpyn + µnz
2
n + νnznpxn + ωnp
2
xn
. According to the
gauge transformations determined by G, we can obtain
the Nother identities
Lyn = 0,
√
2Lyn
d
dt
√
2Lyn = 0, (
d
dt
√
2Lyn)
2 = 0, (28)
which demonstrates the point of view that the second
Noether theorem is the basis of the singular Lagrangians
and Hamiltonian constraints[22].
The Cawley constraints zn ≈ 0 and pxn ≈ 0 can be
deduced from (27). pxn ≈ 0 is the canonical equation
pxn = z˙n = [zn, HE ] ≈ 0. In terms of the definitions of
weak equality and strong equality, the constraints 12z
2
n ≈
0, znpxn ≈ 0 and p
2
xn
≈ 0 are strong equations. They
can be eliminated from the extended Hamiltonian HE
(28) which is eventually simplified as the previous final
Dirac Hamiltonian HFT [22]. The problem of the Cawley
system is the linearization of 12z
2
n ≈ 0, which means that
the first-class constraint zn ≈ 0 is substituted into the
Poisson bracket [z2n, HT ]. This process is in conflict with
the definition of weak equality in the Dirac sense.
In order to give the extremum of S =
∫
Ldt corre-
sponding to the Lagrangian (17), the equations in (18)
must include zn ≈ 0 or z
2
n ≈ 0, i.e., the secondary con-
straint. We leave this check in the appendix. This result
partly demonstrates that under special conditions the ex-
tended Hamiltonian HE is better than the total Hamil-
tonian HT in accordance with the original Lagrangian.
In the following we will consider a new example, in
which one of its Lagrange equations is a secondary con-
straint. It cannot be generated by its total Hamiltonian,
but it can be given by its extended Hamiltonian. This
system has the Lagrangian
L(x, y, z, x˙, y˙, z˙) = x˙z˙ + y˙ex, (29)
and the Euler-Lagrange equations are
x¨ = 0, exx˙ = 0, z¨ − y˙ex = 0. (30)
According to (29), the momenta px, py and pz with re-
spect to x, y and z are
px = z˙, py = e
x, pz = x˙, (31)
respectively, and then the primary constraint is
py − e
x ≈ 0. (32)
The corresponding total Hamiltonian is
HT = pxpz + λ(py − e
x), (33)
which generates the canonical equations
x˙ ≈ pz, y˙ ≈ λ, z˙ ≈ px,
p˙x ≈ λe
x, p˙y ≈ 0, p˙z ≈ 0,
(34)
where λ is the Lagrange multiplier, an arbitrary function
of time. Comparing (34) with (30), it is obvious that the
term exx˙ in (30) disappears in (34). The consistency of
the primary constraint (32) d
dt
(py− e
x) ≈ 0 can generate
a secondary constraint
expz = e
xx˙ ≈ 0. (35)
Following our procedure, and adding the total time
derivative − d
dt
[λ(py − e
x)] determined by HT (33) to the
Lagrangian (29), one obtains a new total Hamiltonian
H1T = pxpz + λ˙(py − e
x) + λexpz, (36)
5and canonical equations
x˙ ≈ pz, y˙ ≈ λ˙, z˙ ≈ px + λe
x,
p˙x ≈ λ˙e
x + λexpz, p˙y ≈ 0, p˙z ≈ 0.
(37)
It is easy to check that the canonical equations (37) and
the two constraints (32) and (35) completely contain the
ones in (30). By using H1T , we can easily prove that the
two first-class constraints (32) and (35) are two genera-
tors of gauge transformations. The term expz does not
disappear in (37). This result demonstrates that in ac-
cordance with the Lagrangian (29)H1T (36) is better than
HT (33). The consistency of (35) does not generate any
new constraint, and the annulation terminates. In this
system, the extended Hamiltonian HE is the H
1
T .
In summary, by adding the total time derivatives of all
the constraints to the Lagrangian under discussion step
by step, we achieve the further work left by Dirac, which
is that the first-class Poisson brackets [φm, H
′] of the
first-class Hamiltonian with an arbitrary primary con-
straint are generators of gauge transformations. Hith-
erto, the Dirac conjecture is eventually proved com-
pletely. All the first-class constraints are generators of
gauge transformations. In our procedure, all higher-
stage first-class constraints play the same role as primary
first-class constraints, and a complete set of constraints
are guaranteed to find because in the Poisson brackets
[χmi , θk′i ] and [χmi , H
′
i], the χmi denote all constraints,
irrespective of whether they are primary constraints or
higher-stage constraints, or whether they are first-class or
second-class. It is worth noting that for the Lagrangian
the total time derivatives are not meaningful, but they
can be used to reveal some new constraints from the orig-
inal Lagrangian. This conclusion may bring some new
thoughts into classical theories. The canonical equations
given by HT and HE describe equivalently the physical
states except that obviously they show different symme-
tries. In the procedure of quantization, we should take
HE , because it considers more symmetries than HT un-
der special situations.
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Appendix: To formulate a variational problem, one
needs to specify two things: the action functional and
boundary conditions. We consider the system (17),
whose action is
S =
∫
dt(x˙nz˙n +
1
2
ynz
2
n) (38)
We take the functional (38) with boundary conditions
~rn(0) ≈ ~r0, ~rn(T ) ≈ ~rT , (39)
and suppose zn(0) 6= zn(T ). This immediately gives
the equations in (19). Now we note that z2n(t) ≈ 0 is
in contradiction with the supposition zn(0) 6= zn(T ).
So, the formulated problem has no solution: there is
no trajectory which starts at ~r0, terminates at ~rT with
zn(0) 6= zn(T ), and gives (19).
Therefore, we need to start from the beginning. Let
us take (38) and the conditions (39) with the supposition
zn(0) ≈ zn(T ). Then, evidently, z
2
n(t) ≈ 0 or zn(t) ≈ 0
must be the equation of motion.
In resume, the variational problem defined by (38),
(39) and zn(0) 6= zn(T ) is not consistent. The problem
defined by (38), (39) and zn(0) ≈ zn(T ) is consistent;
its solution is: zn(t) ≈ 0 and xn, yn are arbitrary func-
tions. In other words, the extremum of (38) contains the
secondary constraints zn(t) ≈ 0 or z
2
n(t) ≈ 0. For this
system, HE is better than HT .
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