Studies of gasoline prices in multiple countries have found a repeated sequence of asymmetric cycles where a sharp price increase is followed by gradual decreases. This price pattern is linked to Maskin & Tirole's (1988) theoretical duopoly pricing game that produces a similar pattern, Edgeworth price cycles. We examine data on average daily city-level retail gasoline and diesel prices for 355 cities in the U.S. from 2001-2007 using multiple methods to identify price cycles. We show that a relatively small number of U.S. cities concentrated in a number of contiguous upper Midwestern states evidence Edgeworth cycle-like pricing behavior. Within our data set cities tend to either cycle in all years or they do not cycle at all. We examine prices in cycling and non-cycling cites controlling for other factors and find consumers are no worse off, and likely better off, on average, in cycling than non-cycling cities. Finally, unlike previous studies, we find that some vertically integrated (branded) retail gasoline stations are themselves potentially important drivers of the scale and scope of cycling in retail gasoline prices.
Introduction
A number of recent studies have found a repeating asymmetric, cyclical pattern in retail gasoline prices which can be described as a sharp and relatively large price increase followed by smaller and more gradual price decreases. 1 This type of pricing pattern corresponds with that predicted by Maskin & Tirole (1988) in their theoretical Edgeworth (price) cycle model. Their model examines a sequential pricing game between two firms selling a homogenous good. A large price increase, or "restoration," by one firm is followed by the other firm with subsequent decreases, or "cheating," until the price is close to marginal cost and there is another restoration.
This model implicitly suggests some form of price leadership and tacit collusion.
In the recent literature, Edgeworth cycles are typically identified in one of two ways:
either through (1) "casual empiricism," i.e., eyeballing the data; or (2) a replicable statistical measure. Many of these statistical measures essentially parameterize some portion of the eyeball test, e.g., a description of the median price change or the number of consecutive periods with price decreases relative to consecutive increases. A few papers, including Noel (2007a Noel ( , 2007b and Eckert (2002) , use a Markov switching model to examine the probability of regime changes, e.g., whether the probability of staying in the price decrease regime is greater or less than the probability of staying in the price increase regime.
One issue in the literature is the competing methods for identifying price cycles and whether the methods lead to the same conclusions. We use multiple parameterizations of the eyeball test as well as a Markov switching model to identify price cycling. These methods generally lead to the same results.
A second issue in the cycling literature is how widespread and persistent price cycling is in the U.S. 1 We examine retail pricing data for 355 cities in the U.S. using daily prices for over a six year period from [2001] [2002] [2003] [2004] [2005] [2006] [2007] . Recent studies examining cycling in U.S. cities use significantly less data. 2 We show that a relatively small number of U.S. cities evidence Edgeworth cycle-like pricing behavior. Our results confirm that cycling cities are concentrated in a number of contiguous upper Midwestern states: Michigan, Ohio, Indiana, Illinois, Kentucky, and Missouri.
We also find that cities tend to either be cycling or not. In other words, within our data set cities tend to either cycle in all years or they do not cycle at all.
The third and largest issue in the cycling literature is what causes cycling. The causes of cycling are generally examined indirectly by examining attributes of cycling cities either on their own or in relation to attributes of non-cycling cities. Recent research on U.S. cities has examined factors such as the concentration of independents (Lewis, 2009a) , concentration of independents with convenience stores and number of major brands (Doyle et al., 2010) , and possible price leadership by independents (Speedway and QuikTrip) in the Midwest (Lewis, 2009b) . Using data on ownership concentration, our results suggest that higher concentration of company-ownedand-operated cites is correlated with more cycling.
A related issue that has only been touched upon in recent work is whether cycling is ultimately harmful to consumers. In the research concerning Australia and Canada, cycling has been in a number of cases the outcome of explicit collusion. 3 In papers examining cycling in the U.S., there have been suggestions that cycling is the outcome of price leadership (Lewis, 2009b) , which would suggest a lack of competition. Doyle et al. (2010) find that cycling tends to occur in markets with mid-level concentration and that cycling cities may have no different prices than non-cycling cities. We examine prices in cycling and non-cycling cites controlling for other factors and find consumers are no worse off, and likely better off, on average, in cycling than non-cycling cities. This is a unique finding and is inconsistent with cycles in the U.S. arising from 2 Doyle et al. (2010) examine one year of data for 115 metropolitan areas. Lewis (2009a) examines 85 cities over 18 months and Lewis (2009b) examines data for 280 cities for somewhat less than 4 years but uses a 3 day moving average of retail prices. 3 For papers finding Edgeworth cycles resulting from explicit collusion, see Wang (2008 ), and Erutku & Hildebrand (2010 .
tacit collusion unless non-cycling cities are either less competitive or have significantly different costs.
The next section of the paper describes previous papers examining Edgeworth cycles in gasoline. The third section of the paper reviews the data used in this study. The fourth section details our price cycling identification strategies and discusses the results. The fifth section examines possible causes of cycling and possible consumer effects. The sixth section of the paper presents conclusions and recommendations.
Literature review
Most prior studies examining Edgeworth cycles in retail gasoline prices have looked at
Canadian or Australian data, and in a number of cases cycling is associated with either suggested or confirmed tacit or explicit collusion. Erutku & Hildebrand (2010) examine cartel behavior in Quebec. The gasoline pricing pattern observed in these multiple cities and towns in Quebec had large increases followed by slow price declines. The collusion was explicit (phone calls to set price) during the price increase portion of the cycle but tacit (no communication) during the decreasing portion of the cycle. Similar to the Canadian episode(s), Wang (2008) describes similar cycling and collusion in Ballarat, Australia, in 1999 Australia, in -2000 . Using pricing information along with evidence presented at trial, Wang finds that the price cycling pattern was a result of collusion by gas stations. Wang (2007 Wang ( , 2009 ) examines gasoline prices in Perth, Australia, and also detects price cycles. These cycles seem to be the outcome of a regulation that requires each station to report tomorrow's price to the government today and not deviate from the reported price. Wang concludes that his results highlight the importance of price commitment in tacit collusion.
Other authors have examined Canadian data and found price cycles in at least some of the cities examined, but have not linked cycling explicitly to a lack of competition. Noel (2007b) finds that cycling behavior is more prevalent in cities that have relatively more small firms. 85 cities in the Eastern half of the U.S., he finds that price cycling cities are concentrated in the Midwestern U.S. and tend to be associated with higher concentrations of independent gas stations. He also finds that cost changes are passed through more quickly in cities where retail gasoline prices follow an Edgeworth price cycle pattern and no difference in the average retail markup (based on unbranded rack prices) in cycling and non-cycling cities. Their main finding is the most concentrated and the least concentrated markets are less likely to cycle. They also find some evidence that cities with at least two major brands present are more likely to cycle. Doyle et al. also find no effect on average retail pricing, i.e., prices in cycling cities are not higher than in non-cycling cities. Lewis (2009b) suggests that price leadership and coordination by independent gas stations with centralized city-wide pricing, Speedway and Quik Trip, generates the cycling pattern in many Midwestern cities. He also examines Speedway data to show that in a number of cities Speedway tends to lead the price increases. Lewis & Noel (forthcoming) examine asymmetric pass through in 90 cities, some cycling and some not, and find that cycling cities have quicker pass through of cost changes from wholesale to retail than non-cycling cities, which is a similar conclusion to Lewis (2009a) .
Data
We have data on daily average regular grade retail gasoline prices for 355 cities from October 25, 2001 , to December 31, 2007 . For 20 select cities we also have daily wholesale (rack) prices for branded and unbranded gasoline and diesel fuel. These price data come from the Oil Price Information Service (OPIS). OPIS collects data on retail and wholesale prices in a large number of cities in the U.S. The retail data are generated from a sample of retail outlets that accept fleet/credit cards. In general more than 50 percent of stations in any city are observed on any given day. We subtract the gasoline taxes from the retail data.
One advantage of studying gasoline retailing is that some measures of marginal cost, e.g., wholesale or "rack" prices for branded and unbranded gasoline, are observable to researchers.
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Variations in wholesale gasoline prices across areas and over time might play a role in explaining retail cycling. Gas stations that purchase branded gas at the rack are owned and operated by individuals who, in essence, operate franchises. Other firms (sometimes the same firms selling branded gasoline, sometimes firms acting purely as distributors) will post unbranded prices for gasoline that will be sold at stations unaffiliated with a brand. There are, however, two other channels of retail gasoline distribution for which marginal cost are unobserved.
Stations that are owned and operated by a refiner (i.e., completely vertically integrated)
"pay" an unobserved transfer price for gasoline. There are also a significant number of "lesseedealer" stations. These stations are owned by the refiner but are operated by separate entities.
These stations pay a dealer tank wagon (DTW) price which is determined by the refiner and unobservable to the public. In addition, the wholesale price paid by different lessee-dealers operating in the same metropolitan area may vary. 5 Thus, at a given time, there may be a number of different wholesale prices across stations within the same region and the marginal cost may change from branded to unbranded over time. It is, therefore, difficult to control for the various types of wholesale prices with the limited observable wholesale prices but for a sample of cities where we have rack prices, we examine the possibility the wholesale prices cause retail price cycles.
In addition, these multiple ownership relationships make examining market structure in cycling cities and non-cycling cities more difficult. In order to examine the relationship between price cycling and the various market attributes of cycling and non-cycling cities, we purchased data from New Image Marketing, Ltd. on brand market shares and ownership structure within the brands. We purchased these data for 29 cities (16 cycling and 13 non-cycling) cities. This market share and ownership information was gathered by conducting a census of gasoline stations in these cities.
Retail gasoline price cycles in U.S. cities
Identifying price cycles
The identification of Edgeworth price cycles begins with reference to the price pattern described in Maskin & Tirole (1988) , which is a sharp price increase followed by smaller and 5 See Meyer & Fischer (2004) for an extensive discussion of lessee-dealer pricing and zone pricing. Edgeworth cycles will tend to have negative average first differences and less frequent first differences equal to zero. Similarly, Wang (2005) indexes for price rigidity at specific gas stations using the average number of days in which a station's price does not change. Noel (2007a Noel ( , 2007c uses a Markov switching model to classify prices as either on the upswing portion (i.e., relenting phase) or downswing portion (i.e., undercutting phase) of an Edgeworth cycle.
More recent research has identified cycling cities using either a statistical measure that parameterizes some portion of the Edgeworth pattern or estimating transition probabilities. Eckert (2003) counts the number of first differences in retail prices that are equal to zero. Cities with a relatively low count of zeros are considered price cycle cities. Lewis (2009a Lewis ( , 2009b uses the median value of retail price changes to detect price cycles. Cities with a median less than -0.2 cents (Lewis, 2009a) are considered price cycle cities. Doyle et al. (2010) also use the median value of retail price changes but use a more stringent cutoff of -0.5 cents. Finally, Noel (2007b) uses a Markov switching model based on transition probabilities to classify a city-period as cycling or non-cycling.
In determining the best approach to identify cycling cities, we focus on two principal characteristics of Edgeworth cycles: (i) frequent price decreases relative to increases and (ii)
smaller price decrease amounts relative to increase amounts. To that end, we use three statistical measures to encapsulate these characteristics. First, we average the ratio of days with a price decrease to days with a price increase across all the cycles within a city over the sample period,
i.e., the ratio of down-to-up days, where higher values suggest an Edgeworth pattern. 7 Second, we average the ratio of the average daily price increase amount to the average daily price decrease amount across all the cycles within a city over the sample period, i.e., the ratio of price increasesto-decreases, where a higher (absolute) value suggests an Edgeworth pattern. Third, like Doyle et al. (2010) and Lewis (2009a Lewis ( , 2009b , we calculate the median change in the daily price, where lower values suggest an Edgeworth pattern.
In addition to the statistical measures, we use a Markov switching model based on Neftçi (1984) where we estimate two transition probabilities: (a) the probability of three continuous days of price increases and (b) the probability of three continuous days of price decreases. If (a) < (b) and the two probabilities are significantly different, then the city is considered a cycling city under the Markov approach. 
The extent of retail gasoline price cycles in the U.S.
In order to use information from all three statistical measures, we first calculated an overall rank for each of the 355 cities based on the average rank across the three measures, i.e., the ratio of down-to-up days, the ratio of price increases-to-decreases, and the median change in the daily price. 9 In Table 1 , we list the top 10 percent of the cities in the sample that best conform to a price cycle pattern using the overall rank measure. Of these 35 cities, 10 are in Ohio (out of 15 total Ohio cities in the sample); 8 in Indiana (out of 13); 8 in Michigan (out of 9); 3 in Kentucky (out of 7); 2 in Missouri (out of 6); 2 in Illinois (out of 10); 1 in Kansas (out of 4); and 1 in Minnesota (out of 6). Overall, over a quarter of the cities in the top 10 percent are located in Ohio, and almost three-quarters of the cities in the top 10 percent are in Ohio, Indiana, or
Michigan, all Midwest states. However, it is important to note that not all the cities in the states listed in Table 1 are classified as cycling cities. Specifically, the 35 cities in Table 1 represent exactly half of the total number of cities in our sample in the states listed in Table 1 .
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Second, we address a question that prior research has been unable to answer given data limitations (i.e., sample periods that are less than a year or two): do cities go in and out of price cycles? Table 2 takes the overall rank for the 35 cities in Table 1 and also presents the yearly rank for each city. This gives us six full years and a partial year (2001) . Generally, the rank of the cities with regard to a cycling pattern stays relatively the same across the years. For instance, Indianapolis, Indiana, is the top cycling city in the overall sample and is in the top 5 each year.
The other cities in the overall top 6 tend to remain in the yearly top 10 with some exceptions near the end of the sample. The overall top 7 through 15 cities tend to remain in the yearly top 25 with only a few exceptions. The remaining 20 cities tend to have a slightly higher yearly variance, but only marginally so. One shortcoming of the above statistical approach is that there is no natural test (beyond an arbitrary cutoff value) to classify a city as cycling versus non-cycling. While this fact reflects the reality that cycling patterns range from an almost perfect Edgeworth cycle shape to an almost completely flat shape, it does not make for tractable analyses. On the other hand, the Markov switching model does lend itself to a natural test to determine whether a city is cycling or not. We identify a city as cycling if the probability of a negative run is greater than a positive run at the 10 percent level. 13 Figure 2 shows the percentage of cycling cities, identified by the Markov model, in each state relative to non-cycling cities. As shown on the map, most cycling cites identified by the Markov model are also in the Midwest, with three quarters of the cities in Michigan, Ohio, Indiana, and Illinois classified as cycling cities. There are also a high percentage of cycling cities in West Virginia and Kentucky. With the exception of West Virginia, these are the same states which were identified in Table 1 using the more traditional, statistical approach. 
Cycling in select cities
In Table 3 , we list the 20 cities for which we have wholesale and retail price data and characterize each city's retail price change patterns. Specifically, the first column provides the city's rank relative to the other cities in the larger 355 city data set. The table details the statistical characteristics of price cycles for each city over the entire sample period. We define a price cycle as a period when there is a price increase, or increases, followed by either a price decrease(s) or no change(s) in price. After observing at least one price decrease, whenever the next price increase occurs, then a new cycle begins.
For example, in Minneapolis(-St. Paul), Minnesota, the average price cycle lasted 8.6
days where prices increased an average of 2.1 days while prices decreased an average of 6.6 days.
Thus, days with a price decrease outnumbered days with a price increase by a factor of 3.2. In absolute value, the average daily price increase was 3.6 times greater than the average daily price decrease. The median price change in Minneapolis was -0.95 cents. The average price, excluding all taxes, over the sample period was 160 cents.
In contrast, the average price cycle in Seattle(-Bellevue-Everett), Washington, lasted 6.7
days with approximately an equal number of days with an increase as with a decrease. In absolute value, the average price increase was only 1.1 times greater than the average price decrease. The median price change was -0.03 cents. The average price, excluding taxes, was 170 cents.
The results from Table 3 indicate that retail prices in Minneapolis(-St. Paul), St. Louis, Cleveland(-Lorain-Elyria), and Louisville have retail price patterns that are descriptively similar to Edgeworth price cycles. Each city has: (1) ratios of down to up days over 2.0; (2) ratios of 14 Using the traditional approach, while outside of the top 10%, 3 of the 6 cities in West Virginia are ranked in the top 25%.
average daily price increases to decreases over 3.0 in absolute value; and (3) median daily price changes below -0.60 cents. Consequently, all four cities would be considered Edgeworth price cycle cities based on the cut-off for median price changes used in previous studies, i.e., Doyle et al. (2010) and Lewis (2009b) . The next two cities on the list in order of the cycling criteria are Detroit and Chicago. These two cities would not be cycle cities under the median first difference criteria used by Doyle et al. (2010) but would for Lewis (2009b).
We examined these twenty cities out of the 355 cities on which we have retail data because we were able to obtain detailed wholesale (rack) prices for these cities. We wanted to determine to what extent wholesale prices may be contributing to or causing retail price cycles.
The last column of Table 3 presents the median unbranded rack price change for each city. In all cities the median unbranded rack price change was zero (rounded to two decimal points). The median price change for branded wholesale prices was zero as well.
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Using the Markov model to estimate transition probabilities, we see a similar ranking for the cycling cities. Table 4 shows the transition probabilities for the 20 select cities for regular and premium gasoline prices as well as diesel prices. The top four of the 20 cycling cities shown on Table 4 , meaning the probability of cycling, greater runs of negative price changes, is the highest.
The next two highest p-values are for Detroit and Chicago. Again, this mirrors the results in Table   3 . An advantage of using the Markov model is the test giving the level of confidence to reject that the transition probabilities are the same.
The transition probabilities for premium gasoline are very similar to regular gasoline. The same six cities show cycling behavior in premium prices. This may not be surprising since many 15 We also investigated whether controlling for wholesale prices in the 20 select cities explained the heterogeneous price patterns across the cities. First, we examined margins for both branded and unbranded gasoline and found that cities with price cycles also had margins that looked like Edgeworth cycles, which suggests that wholesale prices could not explain retail price cycling. Second, we examined the cycling patterns of residuals from numerous regressions controlling for various measures of wholesale prices and lags of wholesale prices. Again, cities with price cycles also had residuals that looked like Edgeworth cycles, although in some cases slightly diminished.
stations move the pricing of the three different octanes of gasoline in tandem. It is interesting, however, that retail diesel prices do not cycle in any of the twenty cities and, in general, the transition probabilities of three negative or three positives are very similar for these cities. The lack of retail diesel price cycles may be due to the fact that diesel sales are a small percentage of fuel sales at most gasoline stations and convenience stores. Several recent studies have examined the role that station characteristics (e.g., Doyle et al., 2010) or ownership structure (e.g., Noel, 2007b; Lewis, 2009a) play in explaining the presence of retail gasoline price cycling. The latter studies focus primarily on the influence that "independents," i.e., gasoline stations (or networks thereof) that are not affiliated with a refiner's brand. In general, these studies find that a larger number or proportion of independent stations in a local market correlates with the presence of price cycling and that these players tend to be the firms that initiate and "lead down" the market during the undercutting phase of the cycle.
While the presence or concentration of independent gasoline stations may be an important determinant of gasoline price cycling, it is possible that the concentration of branded (or vertically integrated) stations also plays a significant role. In particular, it may be the case that although independent stations tend to drive undercutting, integrated stations might largely explain the other side of the coin: namely, initiation of the relenting phase. The ability to lead market prices upwards after hitting the bottom of a cycle may be a function of being able to set prices simultaneously at a large number of stations.
Refiners set the retail prices posted at their branded retail stations either directly (via their company owned and operated stations) or indirectly through their setting of the DTW to lessee- Since the cities were consistently cycling and the brand and ownership shares tend to be stable, we do not see this limitation as problematic. 18 Separate data for independent and branded jobber sites are not available. 19 For example, in a given city i we might observe the following combinations of flags and ownership structures:
Shell O company-owned-and-operated = = (group 1), Using the above HHIs we estimate the following cross-sectional probit regression: Table 5 presents the results of estimating both the cycling indicator and log odds models.
Columns (1) and (5) control only for the HHIs pertaining to company-owned-and-operated and independent/jobber stations. Columns (2) and (6) then add the HHI corresponding to the lesseedealer stations. These latter results are presented separately since we lose seven observations for which data on lessee-dealer stations could not be obtained, and we only have 29 total potential observations to begin with. Columns (3) and (7) then add the covariates in i X to the specifications in Columns (1) and (5), respectively, while Columns (4) and (8) do the same for
Columns (2) and (6), respectively.
First consider the cycling indicator regressions in Columns (1)-(4). All of the reported
Probit coefficient estimates are presented in terms of their marginal effects, with robust (heteroskedasticity-consistent) z-statistics in parentheses. The results consistently indicate that a an increase in the HHI of within-group sales of refiner company-owned-and-operated stations increases the probability of retail gasoline price cycling, and all of the coefficient estimates are statistically significant. 20 In Columns (1)-(3), a 100-point increase in the HHI implies that an increase of approximately 1 to 2 percentage points in the probability that a city exhibits cycling behavior, all else equal. 21 In Column (4), which represents the most fully specified model, the magnitude of the estimated marginal effect falls appreciably. Specifically, a 100-point increase in the HHI is predicted to result in a 0.04 percentage point increase in the probability that a city cycles.
The coefficient estimates pertaining to the HHI of independent and jobber sales are consistently and considerably larger in magnitude relative to those for the other ownership 20 Note however, that we cannot reject the hypothesis that the slope coefficients are jointly equal to zero in Column (3). As such, due caution is warranted in interpreting those results. 21 Note that the HHIs used in estimating the regressions presented in Table 5 are defined continuously on the unit interval (i.e., the HHIs are scaled by 10,000).
groups; however, the coefficient estimates in Columns (1)-(3) are not statistically significant at conventional levels. The coefficient estimate in Column (4), however, is statistically significant at the 10 percent level and indicates that a 100-point increase in the independent/jobber HHI increases the probability of cycling by 0.3 percentage points. While small, the magnitude of this effect is substantially larger than that associated with company-owned-and-operated stations.
Finally, most of the coefficient estimates on the demographic covariates are not statistically significant, the exception being median household income in Column (4). This latter result implies that cities with higher incomes will be more likely to exhibit cycling, which is consistent with Doyle et al. (2010) .
The results obtained from estimating equation (3) in Columns (5)- (8) of Table 5 are seemingly consistent with those from the cycling indicator regressions. In each case the coefficient estimate on the company owned and operated HHI is negative (which, again, implies that a one unit increase in the variable is associated with a stronger cycling city) and statistically significant. Furthermore, the coefficient estimate on the lessee-dealer HHI is negative and statistically significant at the 10 percent level in Column (6) (whereas this variable is always insignificant in the cycling indicator regressions). In each individual specification the coefficient estimates on the jobber/independent HHIs are comparatively more negative, but never statistically significant.
Treating the results obtained from Columns (4) and (8) as our "preferred" specifications, the results imply that the concentration of independents/jobbers within cities tends to explain the presence of cycling but not the strength of its effect. The concentration of refiner-affiliated company-owned-and-operated stations, which arguably are those for which the upstream refiner has greatest control over the downstream retail price, explain both the likelihood of cycling (although to a much smaller degree than the concentration of independents/jobbers) as well as the strength of the cycling behavior. Thus, unlike previous studies, we find that some vertically integrated (branded) retail gasoline stations are themselves potentially important drivers of the scale and scope of cycling in retail gasoline prices.
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Average retail gasoline price differences across cycling and non-cycling cities
Many of the papers discussing price cycling in Australia and Canada have described or suggested either explicit or tacit collusion. The Maskin & Tirole (1998) model is one of dynamic oligopoly. Against this backdrop of less than perfect competition, there is the suggestion in Lewis (2009a) and Doyle et al. (2010) that prices may be no higher in cycle cities and pass through of cost changes may be more rapid in cities with price cycles than those without. We examine yearby-year whether retail prices are on average higher or lower in cycling than non-cycling cities.
Using the mean weekly retail prices--averaged over the course of a year--for all available OPIS cities, we examine by year whether higher or lower retail prices are associated with cycling. We identified a city as cycling using the aforementioned results and cutoff criteria of the Markov model. Letting i index cities, the cross-sectional regression model is given by
which is estimated using Feasible Generalized Least Squares (FGLS) and assuming heteroskedasticity in the error structure of cities located within the same state. The variables a and i h are the constant and error terms, respectively; all other variables represent coefficients.
The results of estimating two specifications are presented in Table 6 Table 6 ).
We find that without controlling for demographic variables cycle cities have lower prices relative to non-cycling cities in each of the six years in the data, with all of the cycle indicator coefficients being statistically significant at the 1 percent level. The magnitude of the cycling effect in the baseline specifications ranges from -1.1 to -8.1 cents per gallon. When controlling for the key demographic variables, we find negative and statistically significant price effects of being in a cycling city for four of the six years. In two other years the cycling indicator is negative and statistically insignificant. Only in 2002 is the cycling indicator coefficient positive, but it is not statistically significant in this case. And while there is some change on the coefficients on the demographic variables from year to year, they are generally of the same order of magnitude and significance across the six regressions.
Controlling for the demographic variables tends to reduce the size of the cycling coefficients (i.e., move them in the positive direction). In the full specifications, the magnitude of the statistically significant cycling coefficients ranges from -1.0 to -5.1 cents per gallon, with an average effect of -2.9 cents per gallon. In order to gauge the economic significance of the latter estimate, consider the NACS report that:
In 2006, a gasoline retailer's average gross margin (before expenses) was 13.9 cents per gallon . . . . After expenses, typical net profits are per gallon are a few cents per gallon, at most . . . NACS estimates that the average retailer had a net pretax profit of between one and two cents [per gallon] in 2007.
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Thus, a -2.9 cents a gallon retail price difference could translate into gross retail margins that were approximately 21 percent lower relative to non-cycling cities if wholesale costs and volumes are similar across cycling and non-cycling cities.
We conclude that the average price in a cycle city is not higher and, if anything, likely lower than in a non-cycling city. This result seems somewhat counterintuitive since Edgeworth price cycles are presumed to arise from an oligopolistic pricing game that others in the literature 22 See <http://www.nacsonline.com/NACS/Resources/campaigns/GasPrices_2008/Pages/HowToGetGas.aspx>.
have linked to tacit collusion. 23 The results suggest that non-cycling markets may be relatively "less competitive" on average compared to cycling cities. The results also raise the question of why firms would continue to price in cycling patterns, or remain stuck in that equilibrium, given presumably higher prices in non-cycling cities. The answers to these questions are left for future research.
Concluding remarks
Our comprehensive analysis of retail price data from across the U.S. leads to the clear conclusion that retail price cycling is confined to the upper Midwest, mainly a five state region.
While others in the literature have found gasoline price cycles in the Midwest, we examined a larger number of cities using multiple criteria to identify cycling. In addition we examined premium gasoline and diesel prices and found that premium prices cycled in the same cities as regular gasoline but diesel prices did not cycle. We also found, using 6 years of data that cities generally either cycle or they do not. We found no evidence in our data set of cities having periodic gasoline price cycles.
We used a number of criteria for classifying a city has having cyclical retail pricing. All the criteria generally lead to the same conclusion, with a few notable caveats. The median price difference criteria can lead to meaningfully different conclusions with slightly different levels for the threshold value. The Markov model gives a clearer cut off for classifying cycling and noncycling cities.
With respect to the causes and consequences of gasoline price cycles, we find evidence that concentration of both independent/jobbers and branded refiner affiliated company-ownedand-operated stations are potentially important determinants of gasoline price cycles. More importantly, we find that cycling cites on average have no higher and in some cases lower retail prices. While additional research may lead to a more robust conclusion on this point, the current 23 Erutku & Hildebrand(2010) and Wang(2008) finding is disconnected from the dynamic model which is suggestive of tacit collusion and the literature examining tacit or explicit collusion in Canada and Australia. The puzzle of why price cycles exist if prices are no higher and seem to be lower in cycling cities is a topic for further research as well.
Appendix: A Markov-switching model for identifying Edgeworth price cycles
We employ a Markov switching model based upon Neftçi (1984 
If a city's retail or wholesale gasoline price series exhibits sharp increases and gradual decreases as suggested by the Maskin & Tirole (1988) model of Edgeworth cycles, then { } t I remains in state 1 -longer than it remains in state 1 + . In this case, the retail price cycle is said to be asymmetric and would imply 00 11 . l l > If, on the other hand, the series is symmetric over the cycle then 00 11 l l = . Our objective is to obtain estimates of the transition probabilities given in Eq. 
The variable 0 p denotes the initial condition (i.e., the probability of observing the initial two states), while the variables 11
01
, , f y  represent the number of observed occurrences of the respective transitions throughout the sample period. 24 As noted by Neftçi (1984, p. 314) , an advantage of this procedure is that it can handle nonstationarity in the underlying data (i.e., t p ) given that the implied t I will often be plausibly stationary even when the former is not.
Neftçi argues that it is necessary to estimate 0 p when the number of observations contained in the relevant time series is small and when the initial state may contain useful information on the transition probabilities (e.g., when the process t I does not in fact start at 1 t = , which is usually the case). Neftçi's paper develops a methodology for deriving the limiting probabilities of the initial conditions in terms of the transition probabilities. 25 If, however, the number of observations available in the sample is relatively large (i.e., in an asymptotic sense) the initial state may be treated as a nuisance parameter (Billingsley, 1961) . Since the number of daily city-specific price observations available in our dataset covers over a six year period (2001) (2002) (2003) (2004) (2005) (2006) (2007) , ignoring the influence of the initial condition is likely to be reasonable. 26 With 0 0 p = , the maximum likelihood estimates (MLEs) of the four unknown parameters 00 11 10 01 [ , , , ] l l l l ¢ L = are obtained by setting the four score equations of the loglikelihood function equal to zero and solving the parameters in terms of the transition counts.
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The general form of the score equations is given by
Solving Eq. (8) 
where ˆi j l denotes the (approximate) MLE of ij l . The asymptotic variance of ˆi j l is given by 28
25 See Neftçi (1984, pp. 326-327) . 26 Several studies that have relied upon a substantially smaller number of observations than are employed herein have demonstrated that estimating the initial condition along with the transition probabilities does not materially affect the magnitude of the latter when they are estimated alone. See, e.g., Falk (1986) and McQueen & Thorley (1991) . Further, a particular advantage of treating 0 p as a nuisance parameter comes from the considerable reduction in the computation burden of estimating the transition probabilities (Rothman, 2003) . Specifically, ignoring the initial state variables does not require using nonlinear numerical methods to approximate the maximum of the log-likelihood function. Rather, as demonstrated below, closed-form analytical solutions for the maximum likelihood estimators are easily obtained. 27 McQueen and Thorley (1991, p. 243 
Hypothesis Testing
Neftçi demonstrates how the test for asymmetry can be evaluated by using the estimate of the transition probabilities to construct a confidence region (ellipsoid), the center of which corresponds to the MLEs of 11 l and 00 l . All points within the confidence ellipsoid represent the true value of the latter estimate for a given confidence level. 29 However, Sichel (1989) demonstrates that this procedure "has low power and is sensitive to noise" (p. 1259). Specifically, he shows that Neftçi's test may fail to identify asymmetry that is actually present, and instead applies an asymptotic t-test that appears to give higher power. McQueen & Thorley (1991) test the symmetry hypothesis in their data by considering asymptotic Lagrange Multiplier, Likelihood Ratio, and Wald tests (all of which are approximately equal for large sample sizes). They note that: "The choice of test statistics is normally a matter of computational convenience" (p. 256). Again, the length of our time series data suggests that we can rely upon the direct analytical solutions for the MLEs and (asymptotic) variances of the Markov transition probabilities. This fact motivates the use of the Wald test since it uses the MLEs and asymptotic variance estimates of the unconstrained log-likelihood function, which correspond to the "unrestricted" estimates obtained by appealing to Eqs. (9) and (10) 
This test statistics is used to determine whether there is a statistically significant Edgeworth price cycling effect within a given city over the sample period. l ( 00 l ) denotes the MLEs of the transition probabilities associated with observing a positive (negative) retail price change in the current day conditional on observing positive (negative) price changes in the previous two days (see the Appendix for further detail). All MLEs reported above are statistically significant at the 1 percent level (estimated standard errors available upon request). The p-values are not shown for diesel prices since the relative magnitudes of the MLEs in this case suggest that cycling is never present. (4)) and t-statistics (Columns (5)-(8)) in parentheses. "*" = statistical significance at the 10 percent level in a two-tailed test "**" = statistical significance at the 5 percent level in a two-tailed test "***" = statistical significance at the 1 percent level in a two-tailed test 
