The paper focuses on establishing causation in regression analysis in observational settings. Simple static regression analysis cannot establish causality in the absence of a priori theory on possible causal mechanisms or controlled and randomized experiments. However, two regression based econometric techniques -instrumental variables and Granger causalitycan be used to test for causality given some assumptions. The Granger causality technique is applied to a time series data set on energy and economic growth from Sweden spanning 150 years to determine whether increases in energy use and energy quality have driven economic growth. I show that the Granger causality technique is very sensitive to variable definition, choice of additional variables in the model, and sample periods. Better results can be obtained by using multivariate models, defining variables to better reflect their theoretical definition, and by using larger samples. The better specified models with larger samples are more likely to show that energy causes output growth but it is also possible that the relationship between energy and growth has changed over time. Energy prices have a significant causal impact on both energy use and output while there is no strong evidence that energy use causes carbon and sulfur emissions despite the obvious physical relationship.
Introduction
The dictum "correlation does not imply causation" is so well known that it has its own Wikipedia page. Yet this does not stop untold numbers of social scientific studies from making causal claims based on simple regression analysis of non-experimental data with weak or no analysis of possible causal mechanisms. With no additional information, regression analysis can only be used to estimate the partial correlations between variables.
Causal inferences can be made from non-experimental data using standard regression analysis but the process is not straightforward (Freedman, 2007) . Researchers must use theory to establish potential causal mechanisms (Heckman, 2008) , determine if variables are truly exogenous, and ensure that there are no confounding omitted variables. There are, however, some more sophisticated regression-based techniques that can be used to test for causality under weaker conditions, though some assumptions are still needed. In this paper, I
review two such techniques -instrumental variables and Granger causality tests -and apply Granger causality testing to modeling the relationship between energy use and economic growth as an illustration of the issues involved. These two techniques are by no means the only options. For example, Ferraro and Hanauer (2011) use the potential outcomes framework to investigate causal mechanisms mediating between the establishment of protected conservation areas and changes in poverty in surrounding districts.
To keep things simple, in this section of the paper I discuss a model with a single dependent variable and several explanatory variables. This is extended to true multivariate models in the following section of the paper. As is well-known, ordinary least squares (OLS) is the best linear unbiased estimator (BLUE) of the regression parameter vector  in the following regression model:
where y is the vector of observations on the dependent variable, X is the matrix of observations on the explanatory variables, and the vector of errors if:
Cov(X,) = 0 (3)
and that the matrix X has full column rank (Greene, 1993) . In words, it is assumed that the error term has mean zero, is homoskedastic, and has no serial correlation, that there is no correlation between the regressors and the errors, and that there are no exact linear relationships between the regressors. The OLS estimator of is given by ˆ  OLS  X' X   1 X' y .
It is usual to assume that the error terms are also normally distributed, in which case OLS is the maximum likelihood estimator. OLS is still an unbiased estimator if (4) does not hold as long as the other assumptions do and the error term is stationary if serially correlated.
1
The main enemies or barriers to establishing causal relations are endogeneity and omitted variables.
2 By endogeneity I mean that there is reverse causation from the dependent variable to one or more of the explanatory variables. 3 In the classic regression model both lead to a correlation between the regressors and the error term violating (3) and resulting in biased estimates. More straightforwardly they mean in the former case that the direction of causality may not be clear and in the second that though there could be a correlation it might simply be due to a third omitted variable that influences both the explanatory and dependent variable.
If instead the classical regression conditions hold true then we can give the regression equation a causal interpretation. The explanatory variables will be exogenous -not caused by 1 Note, that in the time series case it is not necessary that the variables are stationary, it is the error term that has to be stationary. In the case of variables with linear time trends and stationary stochastic components it is easy to generate spurious regressions by regressing unrelated but trending variables on each other. Regressions may seem extremely significant. The explanation is that this is a case of omitted variables bias. Other linearly trending variables that are the true explanatory variables for the dependent variable have been omitted from the regression. These trending variables are correlated with the included irrelevant variable, which acts as a proxy. This correlation can be removed by either detrending all the variables first, or by equivalently including a trend variable in the regression. Yule (1926) showed that nonsense correlations are also likely to arise between short segments of highly serially correlated series, which are in fact stationary in large enough samples.
2 Measurement error will also bias the estimated coefficients and non-spherical errors will affect the efficiency of estimation and significance testing. These may affect the estimated strength of the relationship but are unlikely to produce totally spurious results. Another very important issue is small sample sizes, which result in low statistical power and hence difficulty in determining if there are any real relationships among the variables. This point is taken up again in the discussion of the energy and growth literature.
3 Endogeneity is often used in a broader sense (Deaton, 2010) . Wooldridge (2009, 838) defines an endogenous variable as one "that is correlated with the error term, either because of an omitted variable, measurement error, or simultaneity." I am using the term "endogeneity" to refer to what Wooldridge calls "simultaneity".
the dependent variable y -and there will be no omitted variables correlated with the explanatory variables. Measurement error in the explanatory variables can also cause the violation of (3) but will not cause us to believe there is a relationship where none existsusually the opposite is the case (Hausman, 2001 (Greene, 1993) . 4 Cointegration analysis of nonstationary time series data can also be used to suggest that stochastically trending variables have been omitted.
In some instances exogeneity and causality are obvious. For example, in a joke paper, seems that the result is likely due to omitted variables bias.
Establishing Causal Relationships

Granger Causality Testing
A variable x is said to Granger cause another variable y if past values of x help predict the current level of y given all other appropriate information. This definition is based on the concept of causal ordering. Two variables may be contemporaneously correlated by chance but it is unlikely that the past values of x will be useful in predicting y, given all the past values of y, unless x does actually cause y in a philosophical sense. Similarly, if y in fact causes x, then given the past history of y it is unlikely that information on x will help predict y. Granger causality is not identical to causation in the classical philosophical sense, but it does demonstrate the likelihood of such causation or the lack of such causation more forcefully than does simple contemporaneous correlation (Geweke, 1984) . However, where a third variable, z, drives both x and y, x might still appear to drive y though there is no actual causal mechanism directly linking the variables. The simplest test of Granger causality requires estimating the following two regression equations: There has been much criticism of Granger causality testing in the econometrics literature. Roberts and Nord (1985) found that the functional form of the time series affected the sensitivity of both Granger's and Sims' tests. Data that had undergone logarithmic transformation showed no sign of causality while the untransformed data yielded significant results. This stands to reason, as logarithmic transformation tends to reduce heteroskedasticity and increase the stationarity of the variables. However Chowdhury (1987) found more disturbing results that give support to those who have doubted whether Granger causality was related to philosophical causality or economic exogeneity in any meaningful way. He found that a Granger test indicated that GNP caused sunspots! A Sims test showed that prices caused sunspots! None of the alternative hypotheses were validated. Prices and income may be exogenous in the sunspot equations, but sunspots are not endogenous in any meaningful philosophical or economic way. But because sunspots are quite predictable prices and income might have anticipated them. The forward-looking behavior of human agents can be an obstacle to Granger causality testing. Sargent (1979) and Sims (1980) introduced the vector autoregression or VAR modeling approach as a method of carrying out econometric analysis with a minimum of a priori assumptions about economic theory (Qin, 2011) . The VAR model generalizes the model given by equations (5) and (6) to a multivariate setting. A multivariate Granger causality test can be identical to that described above but simply with more control variables in the regression but tests can also be constructed to exclude the lags of variables from multiple equations (Sims, 1980) . The VAR approach to econometrics has been much criticized, but the critics, such as Epstein (1987) and Darnell and Evans (1990) , argue that multivariate
Granger causality tests are a (or the only) useful application of VARs. The advantage of multivariate Granger tests over bivariate Granger tests is that they can help avoid spurious correlations and can aid in testing the general validity of the causation test. This is through adding additional variables that may be responsible for causing y or whose effects might obscure the effect of x on y (Lütkepohl, 1982; Stern, 1993) . There may also be indirect channels of causation from x to y, which VAR modeling could uncover.
Though a VAR cannot, due to limits on degrees of freedom, include all variables that may be causally related to the principal variable under investigation, some attempt can be made to include as many as possible. Of course, failure to reject the null hypothesis that x does not cause y, does not necessarily mean that there is in fact no causality. A lack of sensitivity could be due to a misspecified lag length, insufficiently frequent observations, too small a sample, or the lack of Granger causality even if philosophical causation occurs. Engle and Granger (1987) introduced the notion of cointegration and tied it closely to the VAR model. Time series that must be differenced in order to render them stationary are referred to as integrated or stochastically trending series. The simplest case is the classic random walk where the current value of a variable is equal to its previous value plus a white noise error term. Typically, linear combinations of integrated process also are integrated.
The residual from a regression of the two variables will be non-stationary. This violates the classical conditions for a linear regression. Such a regression is known as a spurious regression (Granger and Newbold, 1974) . However, if a group of integrated variables share a common stochastic trend the linear combination will be non-integrated. This phenomenonthe elimination of a stochastic trend by an appropriate linear function -is known as cointegration (Engle and Granger, 1987) . If two variables share a common trend, there will be Granger causality in one or more directions between them (Cuthbertson et al., 1992) .
Cointegration tests themselves cannot establish the direction of causality but tests can be applied to cointegrating VARs such as those estimated using the Johansen procedure (Johansen and Juselius, 1990) . Juselius (2000, 2001 ) provide a good introduction to cointegration analysis for energy economics.
An advantage of cointegration analysis is that if any integrated variables are omitted from the cointegrating relationship, which should be included in it, then the remaining variables will fail to cointegrate. Thus, if we can reject the null of non-causality in a cointegrated model, we can be more confident that this is not a spurious causality due to omitted variables.
It is now understood that in the absence of cointegration between the variables a Granger causality test on a VAR in levels is invalid. Ohanian (1988) and Toda and Phillips (1993) showed that the distribution of the test statistic for Granger causality in a VAR with nonstationary variables is not the standard chi-square distribution. This means that the significance levels reported in the early studies of the Granger-causality relationship between energy and GDP may be incorrect, as both variables are generally integrated series. If there is no cointegration between the variables then the causality test should be carried out on a VAR in differenced data, while if there is cointegration, standard chi-square distributions apply when the cointegrating restrictions are imposed (Toda and Yamamoto, 1995) . Toda and Yamamoto (1995) developed a modification of the standard Granger causality test on the variables in levels that is robust to the presence of unit roots. But it is still, of course, subject to possible omitted variables bias. Cointegration tests can be used to test for omitted nonstationary variables. A lack of cointegration implies that variables essential to cointegration are omitted from the model. Therefore, testing for cointegration is still a necessary prerequisite to causality testing on data with potential unit roots.
Thus the notion of Granger causality can be tested by a variety of means depending on the nature of the data and model. In the remainder of this paper I apply the Toda and Yamamoto (1995) procedure for Granger causality testing and a version of Engle and Granger's (1987) cointegration procedure to the Swedish energy and growth case study to illustrate the approach.
Instrumental Variables
If relevant variables are omitted from the matrix X in the regression model (1) that are correlated with the included variables or any of the included explanatory variables are caused at least partially by the dependent variable y, then the covariance between X and the true error term  will be non-zero. In the former case, the error term includes all the relevant factors needed to explain the variation in y that have been omitted from the model, so if any of these are correlated with the included variables the included variables will be correlated with the error term. In the latter case, the dependent variable is a function of the explanatory variables and the error term. So if any of the explanatory variables are in fact driven by the dependent variable they will be a function of the error term and hence correlated with it. As mentioned above, errors in measuring the explanatory variables, X, can also result in Cov(X,) being non-zero.
The method of instrumental variables (IV) introduces a new variable or set of variables Z that meets the following conditions:
i. Z is correlated with X.
ii. Cov(Z,) = 0
iii. Z only affects y through X and can be excluded from the regression equation (1).
Then the IV estimator of estimator of is given by ˆ  IV  Z' X   1 Z' y . The estimator is biased but consistent. The IV estimator can also be interpreted as performing a two-stage regression procedure. First, X is regressed on the instrumental variables Z. Then the predictors of X from this first stage regression are used in place of the true X in the regression equation (1). 7 As Z is not correlated with the error term the predictor of X from the first stage regression is also not correlated with the error term and the classic regression conditions listed above are met.
Given this, the regression coefficients can be given a causal interpretation. The main difficulty in implementing the IV approach is in finding appropriate instrumental variables.
The classic case of problems due to endogeneity of the explanatory variables is the simultaneous equations model. For example a model of supply and demand where both price and quantity are endogenous. For example, the quantity demanded in the market as a whole is a function of the market price and other variables. 8 But market price is determined by equilibrium between supply and demand and hence is endogenous in the demand equation.
The instrumental variables approach looks for variables that affect the price that suppliers will charge that will not affect the quantity demanded directly. For example in an agricultural crop model the weather in the growing regions would be expected to affect supply but not demand directly. But it is not always possible to find such plausible examples of variables that would qualify as instruments particularly when we are dealing with macro-economic models. In order to identify each equation at least one exogenous variable must be excluded from each equation for each endogenous variable included. As the number of endogenous variables increases it gets harder to justify the large number of restrictions needed. In the context of macro-economic models, Sims (1980) referred to these as incredible or even spurious restrictions.
Recently, the instrumental variables technique has been popularized (Angrist and Pischke, 2008; Levitt and Dubner, 2005) as a method for dealing with omitted variables bias particularly in the context of policy evaluation (Angrist and Krueger, 2001 Invalid instruments are correlated with the error term and can cause the results to be even worse than OLS results (Hahn and Hausman, 2003) . Instrument validity can only be tested in an over-identified model where the number of instruments is greater than the number of endogenous variables. The Sargan (1958) test is used most frequently.
Another practical issue that arises in implementing the IV method is the problem of "weak instruments" -instrumental variables that are not in fact strongly correlated with the model explanatory variables and in the case of measurement error when the size of the measurement error is large (Hausman, 2001 ). The weak instrument may simply be uninformative but the usual estimated standard errors may not reflect this (Imbens and Rosenbaum, 2005) and the estimate tends to be biased towards the OLS estimates (Angrist and Krueger, 2001; Hausman and Hahn, 2003) . Hausman and Hahn (2003) , Imbens and Rosenbaum (2005) , and Stock and
Yogo (2005) provide a discussion, diagnostics, and potential solutions. Angrist and Krueger's (1991) date of birth instrument has been criticized as a weak instrument (Bound et al., 1995) .
Bound et al. used a constructed random variable in place of Angrist and Krueger's (1991) instrument and obtained similar results to Angrist and Krueger's IV estimates when they average over 500 realizations.
Angrist and Pischke (2010) explain that the increased use of IV and experimental techniques was a response to Leamer's (1983) critique of the micro-econometric practice of the time.
Leamer argued that most econometric results were not robust because the necessary conditions for a causal interpretation of regression were not met. A decade later, Levine and Renelt (1992) provided similar evidence for cross-sectional macro-econometrics. They found that very few macroeconomic variables used in econometric studies of growth were robustly correlated with cross-country growth rates. This situation does not seem to have improved with time (Eberhardt and Teal, 2011) . In a critique discussed in more detail below, Sims (1980) argued that time series macro-econometrics also suffered from "incredible" identifying restrictions.
There has been considerable recent controversy around the use of instrumental variable techniques (e.g. Angrist and Pischke, 2010; Heckman, 2010; Heckman and Urzua, 2010; Keene, 2010a; Sims, 2010; Deaton, 2010; Imbens, 2010) . This appears to stem from the exaggerated claims of Angrist and co-researchers that his approach had made econometric results credible to economists and policy-makers in a way that structural models never could (e.g. Angrist and Pischke, 2010 ). Angrist's approach is seen as an "atheoretical" approach to econometrics (Keane, 2010b) , whereas this section has discussed IV techniques much more broadly, so this critique does not apply to all IV approaches. In fact, the structural models promoted by Heckman and Keane will often use IV estimation. In reality, Angrist's approach is just one tool in the econometrics toolbox. Keane (2010a) admits that "the experimentalist school has done a great service to empirical economics by forcing researchers to pay more attention to the sources of variation in data that identify their models" (53). In the past, not much attention was frequently given to whether instrumental variables in simultaneous equation models were legitimate. That is less the case today. But this does not mean that other approaches to econometrics, done properly, are not credible as Angrist and Pischke (2010) seem to claim.
Energy and Growth: Correlation or Causation?
Background Does growth in energy availability and use cause economic growth? Or does economic growth drive increasing energy consumption? The answers to these questions are important for both understanding economic history and for analyzing energy policies in the area of climate change, peak oil, energy security etc.
Granger causality and cointegration methods have been extensively used to test for causal relations between time series of energy, GDP (output), and other variables from the late 1970's on (Kraft and Kraft, 1978; Ozturk, 2010) and there is now a very large literature.
Early studies relied on Granger causality tests on unrestricted vector autoregressions (VAR) in levels of the variables, while more recent studies use cointegration methods. The key variables are likely to be non-stationary and stochastically trending and hence whether the variables cointegrate is a key issue. Another key characteristic that distinguishes between studies is whether a bivariate model of energy and output or a multivariate framework is used. A third way to differentiate among models is whether energy is measured in standard heat units or whether some type of indexing method is used to account for differences in quality among fuels.
The results of the early studies that tested for Granger causality using a bivariate model were generally inconclusive (Stern, 1993) . Where nominally significant results were obtained, they mostly indicated that causality runs from output to energy. However, in many cases results differed depending on the samples used, the countries investigated etc. Most economists believe that capital, labor, and technical change play a significant role in determining output, yet early studies used only energy as an independent variable. Omitted variables bias, noncointegration in the case of stochastically trending variables and spurious regression result.
Results are frequently sample dependent in the face of omitted variables and noncointegration (e.g. Stern and Common, 2001 ). This may explain the very divergent nature of the early causality literature. Stern (1993) tested for Granger causality in a multivariate setting using a VAR model of GDP, capital and labor inputs, and a Divisia index of quality-adjusted energy use in place of gross energy use. The multivariate methodology is important because reductions in energy use are frequently countered by the substitution of other factors of production for energy and vice versa, resulting in an insignificant overall impact of energy on output. When both the multivariate approach and a quality adjusted energy index were employed, energy was found to Granger cause GDP.
In similar fashion, Hamilton (1983) and Burbridge and Harrison (1984) found that changes in oil prices Granger-cause changes in GNP and unemployment in VAR models whereas oil prices are exogenous to the system. More recently, Blanchard and Gali (2008) used VAR models of GDP, oil prices, wages, and two other price indices, to argue that the effect of oil price shocks has reduced over time. Hamilton (2009) elasticity of demand for oil and other forms of energy is low, the main short-run effects of oil prices are expected to be through reducing spending by consumers and firms on other goods, services, and inputs rather than through reducing the input of energy to production (Hamilton, 2009; Edelstein and Killian, 2009) . Therefore, models using oil prices in place of energy quantities may not provide much evidence regarding the effects of energy use itself on economic growth. Yu and Jin (1992) conducted the first cointegration study of the energy-GDP relationship.
Again, the results of this and subsequent studies differ according to the regions, time frames, and measures of inputs and outputs used. When multivariate cointegration methods are used, a picture emerges of energy playing a central role in determining output in a diverse set of developed and developing nations. Stern (2000) estimated a dynamic cointegration model for GDP, quality weighted energy, labor, and capital, using the Johansen methodology. The analysis showed that there is a cointegrating relation between the four variables and that energy Granger causes GDP either unidirectionally or possibly through a mutually causative relationship depending on which version of the model is used. Warr and Ayres (2010) replicate this model for the U.S. using their measures of exergy and useful work in place of Stern's Divisia index of energy use. They find both short-and long-run causality from either exergy or useful work to GDP but not vice versa. Oh and Lee (2004) probably put most weight on the largest sample study -i.e. Costantini and Martini (2010) - concluding that these models identify a demand function relationship where in the long run GDP growth drives energy use. Chontanawat et al. (2008) test for causality between energy and GDP only using a consistent data set and methodology for over 100 countries. Causality from energy to GDP is found to be more prevalent in the developed OECD countries compared to the developing non-OECD countries. But it is hard to interpret this given the simple bivariate model employed. Joyeux and Ripple (2011) analyze the cointegrating and causal relations between income and three energy consumption series -residential electricity consumption, total electricity consumption, and total energy consumption -based on panel data and the latest panel methodologies for 30 OECD and 26 non-OECD countries. The results support a finding of causality flowing from income to energy consumption for developed and developing economies, alike. Again, this is a simple bivariate analysis.
Until 2010 all papers in this literature examined time series of a few decades at most using annual data, which is a small sample size for time series analysis though researchers have used panel data to try to increase statistical power through larger samples. In addition to the problems of model specification discussed above, small sample sizes might be a reason for the inconclusiveness of research in this field. Vaona (2010) tests for causality between Malanima's (2006) Italian energy data for 1861-2000 and GDP using the Toda and Yamamoto (1995) procedure and the Johansen cointegration tests. Not surprisingly, given that the model is bivariate, the latter fail to reject the null of non-cointegration so he also tests
Granger causality in a VAR of first differences. Both models find mutual causation between non-renewable energy and GDP and from one measure of renewable energy to GDP.
Oxley and Greasley (1998) test for the causes of the industrial revolution in Britain using
Granger causality tests but the variables they consider do not include energy. Stern and Kander (2011) estimate a model using 150 years of energy, gross output, labor, and capital data for Sweden. The model has two equations -a nonlinear constant elasticity of substitution production function for the log of gross output and an equation for the log of the ratio of energy costs to non-energy costs. Two specifications are estimated -one assumes that the rate of technological change was constant over the 150-year period and the other allows the rate to differ in each 50-year period. Using non-linear and linear cointegration tests they find that the latter model cointegrates but the former does not. This implies that there is a causal relationship between the variables, but the direction is unknown.
Data and Methods
Data is identical to that compiled by Stern and Kander (2011) where a full description can be found. The energy data comes from the Kander (2002) and the other data from the Swedish historical national accounts (Krantz and Schön, 2007) .
First we test the series for unit roots using the Phillips and Perron (1988, PP) test, which has a null of unit root and the Kwiatowski et al (1992, KPSS) test which has a null of stationarity.
All variables are transformed into logarithms before testing. The variables considered are:
Gross output (GRO), GDP (GDP), Capital (K), Labor (L), Heat content of primary energy (HE), Divisia index of primary energy (DE), Energy price index deflated by the GDP deflator (PE), Oil price deflated by the GDP deflator (PO).
The reason for looking at the price of oil is that it is more exogenous than the energy price index but the series only starts in 1885. I carry out tests for the full 150 year period and for each individual 50 year period as well as Stern and Kander (2011) found cointegration when they allowed technical change to be constant for 50 years but not for 150 years. In order to determine the order of integration I test both the levels and the first differences of the variables. The PP testing procedure follows that in Stern (2000) exactly based on Enders (1995) who gives critical values. The regression model that the test is based on is as follows:
This full model is designated Model 1. The model without the time trend is designated Model 2 and without the constant as well Model 3. Tests on these models are more powerful because of the absence of extraneous parameters. We use the default four lags to compute the NeweyWest standard errors used by the RATS procedure unitroot.src.
I estimate a variety of VAR models to test some of the various ideas in the literature. These include bivariate and multivariate models and are discussed in the results section. I initially tested for the optimal VAR lag length using the likelihood ratio test (Sims, 1980) with four lags being the maximum considered according to the Schwert (1989) criterion and a 10% significance level. But results seemed quite sensitive in some cases to the number of lags when these were only one or two and I decided to estimate each model with four lags plus an additional two lags, which is equal to the maximum order of integration of the variables.
Adding too many lags results in lowered efficiency of estimation but using too few results in bias. So it is better to err on the high side. Causality is tested by excluding only the first four lags. This is the Toda and Yamamoto (1995) procedure for testing for causality in the possible presence of unit roots and non-cointegration.
I also estimate a vector error-correction model (VECM), which is a VAR that imposes cointegration restrictions:
where y is the vector of variables,  the vector of error terms, and e a vector of error correction terms. The dimension of e is less than that of y. B and  are matrices of regression parameters. The Engle-Granger approach first estimates a cointegrating regression using static OLS and then the residual from that regression is the error correction term. Restrictions on B test short-run Granger causality and restrictions on  long-run Granger causality. A joint test is also possible. All the variables in the VECM are stationary and, therefore, standard inference applies. My approach differs from the conventional Engle-Granger approach by estimating the error correction term using dynamic non-linear least squares. The estimator is non-linear to allow an elasticity of substitution of less than unity in the long run between energy and capital. This estimate is taken from Stern and Kander (2011) . Figure 1 presents the time paths of the key quantity variables (gross output is not shown).
Results
Correlation
Clearly they are all highly correlated as all variables are strongly trending. Fluctuations and changes in the trend slope also appear to be correlated. Our main pair of interest -energy and GDP -are plotted against each other in Figure 2 . The two are obviously highly correlated.
The log-log relationship is remarkably linear with several obvious breaks in trend. The most prominent of which relate to the 1 st and 2 nd World Wars and the oil crisis in the 1970s.
Evidently, the additional efficiency, which was necessary in the wars, became a permanent feature of the economy. These breaks are less prominent when we plot GDP against the Divisia index of energy. The simple correlation between the rates of change in Figure 3 is 0.49, which is already highly statistically significant (t = 6.89, p = 0.0000), whereas the series in Figure 2 What about environmental variables that are of more interest at this workshop? As energy must be used to transform nature in some way, use of energy is an indicator of overall environmental impact. We also have data available on carbon (fossil fuel and cement from CDIAC) and sulfur emissions (Smith et al., 2010) for the full sample period. Figure 5 shows the trends in the variables. Both emissions series grow more than energy use for most of the period because in the initial years the energy mix in Sweden was shifting towards fossil fuels.
Since 1975 there has been a shift away from fossil fuels and the trends converge. The two
World Wars also cause a sharp reduction in carbon emissions as renewable energy temporarily replaced fossil fuels. Figure 6 , shows that the reductions in carbon emissions during the World Wars were only temporary without much break of trend. There is an earlier break of trend around 1895 when the shift to coal slowed down. Sulfur emissions fall dramatically after 1975 as is typical for Germanic and Scandinavian countries (Stern, 2005) .
Clearly, philosophically, energy use causes carbon and sulfur emissions but the fuel mix is also of importance and environmental clean-up efforts are now the main variable affecting the trend of sulfur emissions. Tables 1 and 2 present the Phillips-Perron unit root tests and Table 3 the KPSS unit root test.
Unit Root Tests
Looking first at Table 1 , the null of a unit root cannot be rejected for any series when we consider Model 1 for either the complete period 1850-2000 or either of the sub-periods.
Though, with the exception of sulfur, the null of no drift or time trend cannot be rejected when a unit root is taken as given, the joint test equating all three parameters to zero rejects the null for all but the price series for the complete period. This suggests that the quantity series are at least I(1) with drift and the price series I(1) with no drift. Sulfur seems to have a linear trend in addition to a unit root. Similar results are found for Model 2. Once we drop the time trend, capital is more clearly at least I(1) with drift (  ). Model 3 confirms that the price series are at least I(1). Based on Model 2, though, carbon appears to be levels stationary for the full period, which is implausible and capital and Divisia energy levels stationary for 1950-2000. Remember, that at the 5% significance level 1 in 20 hypotheses will be falsely rejected. Looking at Table 2 for the full sample period, the null of a unit root is rejected for all three models except for Model 3 for capital. As the first difference of capital has never been negative this model is not reasonable. Therefore, all series are I(1) on this basis.
Looking at the sub-periods, capital appears to be I(2) in each sub-period.
The KPSS test easily rejects the null of levels or trend stationarity for all the variables in all 
Toda-Yamamoto Causality Tests
I test for causality in a variety of VAR models and time periods to test both the main questions raised in the survey of energy and growth above and to illustrate points about causality raised earlier in the paper.
We start by estimating and testing the simple bivariate model for GDP and the heat content of energy. Table 4 presents the results. We find that GDP causes energy use but not vice versa.
When we replace the heat content of energy with the Divisia index we find that energy causes GDP in the full sample and in the 1900-2000 period and that GDP is more significant than energy in the 1950-2000 period. This shows the sensitivity of the tests to variable definition.
We also estimated models for carbon and Divisia energy and sulfur and Divisia energy but none of the tests were significant except for energy causing carbon emissions in 1900-2000
with a p-value of 0.07. As we noted above, if the sampling frequency is too low, Granger causality tests will fail to find causality. This might explain these results or additional variables are needed to provide an adequate model, especially for sulfur.
Next we estimate the multivariate VAR of GDP, Capital, Labor, and Divisia Energy. This too shows causality from energy to GDP for the full period and from GDP to energy for 1950- I tried adding capital and labor to these latter models to derive a composite model. The results were similar to the models in Table 5 . The price of energy plays the dominant role in the models and capital and labor are mostly insignificant.
VECM Model
I estimate a VECM model for the variables, gross output, capital, labor and the Divisia energy index using the cointegration residual for the log production function from Stern and Kander (2011) and 4 lags of the variables. Because of potential moving average errors and I(2) variables it is better to have too many lags than too few (Gonzalo and Lee, 1998) . The results are shown in Table 6 . For the full period energy and labor are exogenous and drive GDP and capital stock respectively. There are many more significant relationships in the 1900-2000 period. Energy is still exogenous while capital has an effect on the labor variable at the 10% significance level. For 1950-2000, the only significant effect is from capital to energy.
Discussion and Conclusions
The literature on time series analysis of energy and economic growth showed that multivariate models that included capital and perhaps labor inputs and/or improved measures of the energy input tended to find causality from energy to GDP. Models with oil prices, energy, and output tend to find that in the long-run GDP growth drives energy use while energy prices are exogenous at least in the short-run. I also estimated a cointegrating VAR for gross output, capital, labor, and energy with the ECM taken from Stern and Kander's (2011) nonlinear cointegration estimate. In the larger samples, energy and labor were exogenous and drove GDP and capital accumulation but again in the 1950-2000 period energy was endogenous and capital had the most statistically significant effect on output.
The only other long-term study of energy-growth causality (Vaona, 2010) found mutual causation between non-renewable energy and GDP and from one measure of renewable energy to GDP using bivariate models.
Our models of GDP, energy quantity and energy prices mostly find that energy prices, and particularly oil prices, are exogenous, that prices have a more significant impact on GDP than energy quantities, and that GDP drives energy use. But the significance of relationships was attenuated in the 1950-2000 period. Energy prices have two effects on output. First, they reduce the amount of energy used and thus output. But because it is hard to substitute other inputs for energy, the cost or expenditure share of energy rises as energy prices rise and the reduction in demand elsewhere in the economy causes a reduction in GDP (Hamilton, 2009 ).
The only significant causal relationship I could find between energy and either carbon dioxide or sulfur emissions was from energy to carbon in the 1900-2000 sample. This is despite certainty that energy use causes emissions physically. Perhaps the sampling frequency of this data is insufficient to uncover a relationship or additional variables are required to be included in the model in order to uncover it.
As far as the larger themes of this paper are concerned we find that the Granger causality technique is very sensitive to variable definition, choice of additional variables in the model and sample periods. Better results can be obtained by using multivariate models, defining variables to better reflect their theoretical definition, and by using larger samples. A lot fewer significant relationships were found in the 1950-2000 sample than in the two longer samples.
Of course, it is hard to know if that is due to the smaller sample size or to changes in the nature of the relationship over time. It is likely that IV techniques also are subject to similar vagaries of specification. Notes: For definition of parameters and variables see the main text. Values significant at the 5% level are in bold. For the price of oil the first observation is for 1885. Names of tests are as in Enders (1995) . Notes: For definition of parameters and variables see the main text. Values significant at the 5% level are in bold. For the price of oil the first observation is for 1885. Names of tests are as in Enders (1995) . 
