Linear regression with normally distributed errors -including particular cases such as ANOVA, Student's t-test or location-scale inference -is a widely used statistical procedure. In this case the ordinary least squares estimator possesses remarkable properties but is very sensitive to outliers. Several robust alternatives have been proposed, but there is still significant room for improvement. This paper thus proposes an original method of estimation that offers the best efficiency simultaneously in the absence and the presence of outliers, both for the estimation of the regression coefficients and the scale parameter. The approach first consists in broadening the normal assumption of the errors to a mixture of the normal and the filtered-log-Pareto 
Introduction
Linear regression with normally distributed errors -including particular cases such as ANOVA, Student's t-test or location-scale inference -is a widely used statistical procedure. In this case, ordinary least squares (OLS), or equivalently maximum likelihood estimation, possesses remarkable properties such as minimum variance among unbiased estimates. However it is well known that the resulting inference is very sensitive to outliers, which are defined in this paper as observations with "extreme" errors that conflict with the normal assumption.
Several robust methods of estimation have been proposed in the literature to address this situation, e.g., the M (Huber (1973) ), S (Rousseeuw and Yohai (1984) ), least median of squares (LMS, Rousseeuw (1984) ), least trimmed squares (LTS, Rousseeuw (1985) ), MM (Yohai (1987) ), robust and efficient weighted least squares (REWLS, Gervini and Yohai (2002) ) estimators, to name the most popular. In their review, Yu and Yao (2017) concluded that the REWLS and MM estimators perform the best by far in the estimation of the regression coefficients, achieving high efficiency simultaneously in the absence and the presence of outliers.
However, the REWLS and MM estimators are perfectible in several ways, which is what we propose to do in this paper with the introduction of an original method of estimation.
First, these robust methods of estimation focus on regression coefficients; the estimation of the scale parameter is overlooked to a certain extent. This parameter nonetheless plays a crucial role in statistical inference such as confidence intervals, hypothesis testing and model selection. To address that, we propose a scale estimator that performs much better than the existing alternatives, both in the absence and the presence of outliers. Second, we offer a significant improvement in efficiency in the estimation of the regression coefficients, with or without outliers. Third, one downside of robust methods for practitioners mainly familiar with OLS is that they obtain different results when the sample is free of outliers.
Among the estimators mentioned above, only the REWLS can generate identical results to OLS for small fractions of uncontaminated samples, solely for the estimation of the regression coefficients. We greatly improve this aspect by offering a method with the same nice feature, for the estimation of both the regression coefficients and the scale parameter, for a large majority of samples without outliers (see Section 5 for more details).
To achieve our objective, we assume that the distribution of the errors is a mixture of the normal with another distribution representing the outliers, instead of the pure normal.
Our first key contribution is thus to design a specific parametric distribution for the outliers, that we name filtered-log-Pareto (FLP) distribution, defined only on the tails in the spirit of the outlier region defined by Davies and Gather (1993) . The resulting mixture is named the FLP-contaminated normal or simply the N-FLP distribution. This original mixture is designed such that the outlier region and the tail's behavior are set automatically, based on the proportion of outliers given by the mixture weights. The N-FLP density is thus a normal density downweighted in the central part with, in return, its tails thickened to accommodate for possibly more extreme values than expected under the normal model.
Our second original contribution is to adapt the well-known expectation-maximization (EM) algorithm for the estimation of the N-FLP mixture. We thus obtain explicit and interpretable expressions that we name "N-FLP estimators", for the mixture weights and for both the regression coefficients and scale estimators in the same forms as the weighted least squares. This transparency is certainly a desirable feature for practitioners who view statistical tools as decision aids. Further, we obtain a probability, for each observation, of arising from the outlier component, which makes outlier detection very easy and efficient.
The remainder of the paper is structured as follows. In Section 2, the N-FLP mixture is introduced. In Section 3, we describe the adapted EM algorithm that leads to the N-FLP estimators of the linear regression model. A detailed example is given in Section 4 where we address robust inference such as confidence intervals, hypothesis testing and model selection, through different specific models such as location-scale, simple and multiple linear regression, ANOVA and Student's t-test. In Section 5 the performance of our approach is compared with the best and the most popular estimators (as listed above) through an extensive Monte Carlo simulation. Section 6 concludes the paper.
FLP-Contaminated Normal Distribution
The first step of our robust approach consists in assuming that the errors of the regression model have a FLP-contaminated normal distribution, also named N-FLP mixture. Definition 1. A random variable Y is said to have a FLP-contaminated normal distribution, given by the mixture
if the contaminating distribution is defined as a filtered-log-Pareto (FLP) distribution, which in turn has a density defined by
where z = σ −1 (y − µ) ∈ R, 0 < ω ≤ 1 is the mixture weight for the normal component, µ ∈ R is a location parameter and σ > 0 is a scale parameter.
Furthermore, the tail's behavior is controlled by λ = 2(1 − ωρ)
with ρ = 2Φ(τ ) − 1, where ϕ(·) and Φ(·) are respectively the probability and cumulative distribution functions of a standard Gaussian. Finally, the outlier region is controlled by τ > 1.69901 (precisely τ > 1 and (τ 2 − 1) log τ > 1), defined as
The density of the N -FLP(ω, µ, σ) for specific values of ω = 0.90, µ = 0 and σ = 1 is illustrated in Figure 1 , along with its mixture components given by the N (µ, σ) and the FLP(ω, µ, σ), all three being continuous on the real line and symmetrical with respect to the location µ. The density of the mixture N -FLP(ω, µ, σ), given explicitly by
if |z| > τ and ω < 1, is a normal downweighted by 0 < ω ≤ 1 in the central part. In return, its tails -defined as the outlier region |z| > τ -are raised everywhere to accommodate for possibly more extreme values than expected under the normal model. The N -FLP(ω, µ, σ) distribution should in fact be interpreted as the mixture ω N (µ,
(ω 0 , µ 0 , σ 0 ) form a distinct set of parameters with different meanings but are purposely set to the mixture weight, location and scale parameters of the normal component given by (ω, µ, σ) . We observe that the FLP(ω, µ, σ) is well defined as a probability distribution because the equation of λ ensures that its density integrates to 1 and the equation of τ ensures that it is positive. The proof is given in Appendix A in the supplemental material.
An important characteristic of the N -FLP(ω, µ, σ) distribution is its capacity to adjust its shape to the number of outliers. Indeed, the threshold τ > 1.69901 that defines the outlier region |z| > τ and the tails' decay determined by λ > 0 are set automatically as a function of ω, the expected proportion of normal observations. An increase in ω (meaning fewer expected outliers) results directly in an increase in τ and λ, which translates into a narrower outlier region and lighter tails. For example, if ω = 0.90, we obtain τ = 1.9709
and λ = 0.9571. If ω = 0.95, we obtain τ = 2.1045 and λ = 1.5512. At the limits, as ω approaches 0 or 1, the value of τ approaches 1.69901 or infinity and the value of λ approaches 0 or infinity. If ω = 1, the model is simply the Gaussian distribution, with no contaminating component.
Further remarks can be made on the FLP-contaminated normal model. Given that ρ represents the probability of the central part under the N (µ, σ) model, the probability ω of generating a normal observation can be split into probabilities ωρ and ω(1 − ρ) that an observation comes from the normal truncated respectively on the central part |z| ≤ τ and the outlier region |z| > τ . An observation is thus generated from the tails |z| > τ with probability 1 − ωρ, either from the truncated N (µ, σ) with probability ω(1 − ρ) or from the FLP(ω, µ, σ) with probability 1 − ω. Therefore, given that an observation has been generated from the tails, the probabilities are (1 − ωρ) −1 ω(1 − ρ) that it was from the (truncated) normal component and (1 − ωρ) −1 (1 − ω) that it was from the contaminating component FLP(ω, µ, σ), which defines a mixture distribution. It turns out that this mixture can be interpreted as a (double) log-Pareto distribution. In that sense, the FLP represents the non-normal component of the log-Pareto mixture, hence the name "filteredlog-Pareto" distribution.
As an alternative to the super heavy-tailed log-Pareto, we initially considered other tail decays, namely the heavy-tailed Pareto or a light-tailed distribution such as the shifted exponential. However, their performance in the presence of a large proportion of outliers was negatively impacted, mainly due to an oversized outlier region in order to compensate for their lighter tails. In contrast, the largest theoretical outlier region (which happens when ω → 0) for the N-FLP model is given by |z| > 1.69901, which leaves a fully acceptable mass of ρ = 0.91 in the central part.
Robust Estimation of the Linear Regression Model
The linear regression model is first given in Section 3.1. The N-FLP estimators are presented in Section 3.2, where our approach of adapted EM algorithm is described. We go a step further in Section 3.3 where different aspects of a complete robust inference such as confidence intervals, hypothesis testing and model selection are discussed. Finally, the topic of outlier identification is covered in Section 3.4.
Linear Regression Model
We are given a random sample (x i , y i ), i = 1, . . . , n, where the response variable y i ∈ R is related to x i ∈ R p , a vector of p ≥ 1 explanatory variables (the first element is set to 1 for a model with an intercept), through the linear regression model
The vector of regression coefficients is β := (β 1 , . . . , β p ) T ∈ R p and the error terms ε 1 , . . . , ε n are i.i.d. random variables with the normal distribution:
, where σ > 0 is a scale parameter. This is the classical linear regression model with Gaussian errors.
N-FLP Estimators
Our robust approach first consists in broadening the normal assumption of the errors to the FLP-contaminated normal distribution, given by
where σ > 0 is the scale parameter and 0 < ω ≤ 1 is the mixture weight for the normal component. If ω = 1, we obtain the classical linear regression model with Gaussian errors.
Note that the specific choice of the FLP distribution for the outlier component is intended in fact to represent any distributions of the outliers. We first present the N-FLP estimators of the parameters ω, β and σ and then we discuss how they have been generated using an adapted EM algorithm.
Definition 2. The N-FLP estimators are given bŷ
, where
In particular, we obtain the OLS estimates whenω = 1. Note thatω = 1 ⇔ π 1 , . . . ,π n = 1 (or equivalently Dπ = I n , where I n is the identity matrix of size n).
The estimates are found following an iterative process that alternates between the simultaneous computation ofω,β,σ and that of Dπ, in the spirit of the EM algorithm. Initial values ofω,β andσ must therefore be provided by the user. The process is stopped when convergence is reached for each parameter ω, β and σ, that is when the difference between estimators of two successive iterations is below a chosen threshold such as 10 −9 .
Let us see how this procedure has been constructed. The first method of estimation that comes to mind is maximum likelihood estimation (MLE) for the model y i
, which can also be achieved by the EM algorithm. The main drawback of this approach in our context is that the FLP component depends on the parameters β and σ while it is reasonable to assume that only the normal observations should contain information about these parameters. The FLP component also depends on ω, which should be dedicated exclusively to the expected proportion of normal observations.
As an alternative, we could use a distinct set of parameters ω 0 , β 0 , σ 0 for the contaminating component and find MLE with the EM algorithm. In doing so, however, the number of parameters doubles and the resulting N-FLP density loses its smoothness and symmetry.
Our solution to address these issues lies somewhere in between the two solutions described above. We assume that the model is y i
and we use the EM algorithm on the normal component to estimate ω, β and σ, which produces the estimators given in Definition 2 (with a bias correction forσ 2 ). The EM algorithm is, however, adapted for the estimation of the FLP component. We proceed otherwise by settingω 0 =ω,β 0 =β,σ 0 =σ. The E step of the algorithm follows normally
and we obtain the equation ofπ i . Note that if the sample is theoretically generated from the N -FLP(ω, x T i β, σ) model, and especially the N (x T i β, σ), the first two approaches of estimation are asymptotically equivalent given the properties of the MLE. It can be shown that this is also the case for our in-between approach, which thus shares the same asymptotic properties, especially when the errors are normal.
It is always preferable to run multiple searches with different initial values. We found in our Monte Carlo simulations that 10 runs with initial values ofβ,σ set to the REWLS estimates (in adding random errors aroundβ) andω set to 0.80 work very well. The iterative process always converges and the number of solutions is typically one or two, rarely larger than three. If we setω = 1 at the initial stage, convergence is immediate for any sample and we thus always obtain the OLS estimates as a base solution. When this is the only solution proposed by multiple searches, the N-FLP estimators are the OLS estimates, and it can be concluded that there are no outliers in the sample.
If solutions other than the non-robust OLS withω = 1 are found, a choice has to be made. Under the EM algorithm, the solution with the maximum likelihood would naturally be chosen. However it is not appropriate for our adapted EM algorithm because the fitting is done essentially on the normal observations and their estimated numberωn = n i=1π i differs for each solution proposed by the algorithm. Therefore we propose to simply choose the most robust solution, that with the minimum value ofω, provided it is larger than 0.50, to avoid the rejection of a majority of observations and to obtain a breakdown point (BP) of approximately 50%. This is the automatic procedure we use in the Monte Carlo simulation in Section 5. We found that this strategy has a very small impact on efficiency in the absence of outliers, but in return, the gain in the presence of outliers is remarkable.
Naturally, practitioners can decide to analyze each of the proposed solutions and to use their best judgment to make a final choice. Or one could decide to set the minimum value ofω at a larger value such as 0.70, and consequently reduce the BP to approximately 30%, which can be well advised for small sample sizes such as n = 10. In any case, our algorithm provides all the credible solutions in full transparency. It can be used in automatic mode, which is recommended for most users because of its simplicity and efficiency, or in manual mode.
Robust Inference Using N-FLP Estimators
Once we obtained the N-FLP estimates ofω,β,σ along with the probabilitiesπ 1 , . . . ,π n , we can go a step further for a complete robust inference with confidence intervals, hypothesis testing and model selection. To this end, let v = (v 1 , . . . , v n )
T be an unobserved vector of n independent latent binomial variables defined as v i = 1 if the observation (x i , y i ) originates from the normal component or v i = 0 if it comes from the FLP contaminating distribution,
We first assume that v is known and proceed with the inference using only the normal observations. The classical results adjusted by the latent variables are then found. In a second step, the latent variables v i are estimated byπ i . Fundamentally, this is howω,β andσ have been found because the OLS estimators on the normal observations
For example, the variance ofβ when v is known is given by
The robust estimation of Var(β) is then given by
where L ≈ stands for "approximately distributed". The robust 1 − α confidence intervals for the parameters are given by
The robust coefficient of determination R 2 and its adjusted versionR 2 are given by
where
Hypothesis testing and model selection equations can be derived with the same method;
see Section 4 for an example.
Outlier Detection
A direct tool for outlier identification is obtained becauseπ i ≡ πω(r i ) represents the probability that the observation y i is a normal observation and thus 1 − πω(r i ) is the probability that it is an outlier, where r i is the (standardized) residual as given in Definition 2. For observations that have a residual in the central part, that is |r i | ≤τ , the probability of being a normal observation is estimated at πω(r i ) = 1, whereτ = g −1 (ω) as given in Definition 1.
For those with a residual in the outlier region, that is |r i | >τ , the estimated probability of being an outlier increases gradually from 0 to 1 as |r i | increases fromτ to infinity. If the probability of being an outlier needs to be converted into a binary decision, it suffices to flag as outliers the observations i such that πω(r i ) < 0.5.
Given that the usual method of outlier detection in the literature consists in identifying the observations with a residual |r i | larger than a threshold often set to 2.5 (see, e.g., Gervini and Yohai (2002) ), it can be interesting to express our criterion πω(r i ) < 0.5 in the same form. Considering that πω(r i ) is a decreasing function of |r i |, for |r i | >τ , we have
Instead of a fixed threshold such as 2.5, we obtain an adaptive cut-off π 
Example
A specific dataset is analyzed in this section using N-FLP estimators. The analysis is done from different perspectives that lead to special cases such as location-scale inference, simple and multiple linear regression, ANOVA and Student's t-test.
A random sample of elite triathletes, 10 females and 10 males, was selected from the International Triathlon Union website, with their weight (in pounds) and height (in inches).
The dataset is plotted in Figure 2 . We added two artificial outliers (the circles in the graph), one for each gender, for a total of 22 observations. The dependent variable y is defined as weight and the two explanatory variables x 2 and x 3 are defined respectively as height and gender, coded as 0 for female and 1 for male. The detailed dataset and programming code using R software are available in Appendix D in the supplemental material. 
Analysis of One Variable Using the Location-Scale Model
The dataset can be analyzed for one variable at a time, say y 1 , . . . , y n , using the linear regression model with p = 1, β 1 = µ and x i = 1. We obtain the location-scale model
, where µ ∈ R and σ > 0 are the location and scale parameters. The N-FLP estimators of µ and σ can thus be rewritten aŝ
and the robust estimation of Var(μ) is given by (ωn) −1σ2 .
If no outliers are detected, the N-FLP estimators are given byω = 1 (withπ i = 1 for all observations) and the classical sample mean and standard deviation. This is the case for the weight, where we obtainμ y = 120.1,σ y = 12.9 for females andμ y = 149.4,σ y = 10.3
for males. This is also the case for females' height, withμ x 2 = 65.4,σ x 2 = 2.6.
As for the height of the n = 11 males, the adapted EM algorithm of the N-FLP approach proposes two solutions: the non-robustω = 1,μ x 2 = 71.6,σ x 2 = 3.9 and the robust ω = 0.91865,μ x 2 = 70.7723,σ x 2 = 2.7971. We opt for the robust solution, as prescribed in the automatic procedure. The values ofπ i are equal to 1 for all male observations except for the blue circle in the graph which has a value ofπ i = 0.1052. It can thus be flagged as an outlier since the value is smaller than 0.5 and its probability of being an outlier is estimated at 1 −π i = 0.8948. Robust 95% confidence intervals for µ x 2 and σ x 2 can be computed using equations in (1). Given the number of normal observations estimated at ωn = n i=1π i = 10.1052 and the quantiles t 0.025;9.1052 = 2.25818, χ 2 0.025;9.1052 = 19.1776 and χ 2 0.975;9.1052 = 2.7567, we obtain µ x 2 ∈μ x 2 ± t 0.025;ωn−1 (ωn) −1/2σ x 2 = (68.785, 72.759) and σ x 2 ∈ (1.927, 5.083).
Simple Linear Regression
The relationship between weight (y) and height (x 2 ) is now analyzed separately for female and male triathletes, using the simple linear regression model y i = β 1 + β 2 x 2i + ε i . For this special case, the N-FLP estimators can be rewritten aŝ
The robust estimations of the variances are given by
and Var(β 2 ) =σ 
Multiple Linear Regression
We first study the model y i = β 1 + β 2 x 2i + β 3 x 3i + β 4 x 2i x 3i + ε i using the whole sample of the n = 22 triathletes. Other than the non-robust OLS estimates, only one robust solution is proposed by the algorithm. The robust model using the N-FLP estimates is then given by y i = −132.5030 + 3.8377 x 2i + 35.2106 x 3i − 0.3640 x 2i x 3i + ε i , withω = 0.91112 and σ = 4.4113. The same two observations as above are flagged as outliers, with probabilities 1 −π i of being an outlier of 0.9540 and 0.9992 respectively for the red and blue circles in the graph. We find that an increase of 1 inch in height is associated with an average increase ofβ 2 = 3.8377 pounds in weight for female triathletes (x 3i = 0) andβ 2 +β 4 = 3.8377 − 0.3640 = 3.4737 pounds for males (x 3i = 1), similar to what we found in the simple linear regression analyses. The average difference in weight between a female and male triathlete with the same height x 2i is estimated atβ 3 +β 4 x 2i = 35.2106 − 0.3640 x 2i , for example a difference of 10.4586 pounds for a height of 68 inches.
In light of these results, it appears that the association between height and weight is very similar for female and male triathletes (β 2 ≈β 2 +β 4 ) and it could be reasonable to consider the simpler model y i = β 1 + β 2 x 2i + β 3 x 3i + ε i using the hypothesis testing 
ANOVA and Student's t-Test
We now analyze the body mass index (BMI), a well-known measure of weight (in kg) per unit of squared height (in m 2 ), also defined as y = weight (lb) ÷ height 2 (in 2 ) × 703.07.
Precisely, we want to assess if there is a difference between the average BMI of female and male triathletes using the one-way analysis of variance (ANOVA) with unbalanced data, which is also the independent two-sample t-test with equal variance when there are only two groups as in our case. The fixed effect model is considered, which means that an observation is outlying relative to its group only. Inter-group outliers are not considered, as is the case with mixed models. Although this is a particular case of linear regression, it is worthwhile to write the ANOVA model in its usual form.
We are given a random sample y i,j , for i = 1, . . . , n j and j = 1, . . . , J, having the model
There are J treatment groups or populations (J = 2 for the t-test) and n j experimental units in the group j, for a grand total of n = J j=1 n j observations. The location of the population j is µ j ∈ R and σ > 0 is the same scale parameter for all n observations. If ω = 1, we obtain the classical ANOVA and t-test models with Gaussian distributions.
The N-FLP estimators can be rewritten aŝ
, where r i,j = y i,j −μ ĵ σ .
The test H 0 : µ 1 = . . . µ J is done using the statistic
is the sum of squares for the treatment. The statistic for the t-test H 0 : µ 1 = µ 2 vs H 1 : µ 1 = µ 2 can also be written as
Now, for the analysis of BMI, the J = 2 groups are represented by female (group 1) and male (group 2) triathletes, with n 1 = n 2 = 11 observations in each group. The robust N-FLP estimates are given byω = 0.90407,μ 1 = 19.4268,μ 2 = 20.8346 andσ = 0.6635.
The statistic for the t-test is evaluated at T = 4.7310 given that n 1 i=1π i,1 = 10.02335 and n 2 i=1π i,2 = 9.86615. The p-value of 2P (tω n−2 > |T |) = 2P (t 17.8895 > 4.7310) = 0.00017 allows us to conclude that the average BMI for female and male triathletes is significantly different. Note that the non-robust solution, given by the classical t-test, concludes instead thatμ 1 = 19.6594,μ 2 = 20.5472 and that their difference is not significant at a level of 0.05, with a p-value of 0.0758.
Monte Carlo Simulation
In this section, the performance of eight estimators is compared in a Monte Carlo simulation. In addition to the N-FLP estimators proposed in this paper and the OLS estimators considered as the benchmark, we include the REWLS, MM, M (using Tukey's bisquare ψ function), S, LMS and LTS estimators, as Yu and Yao (2017) did in their review. The detailed programming code using R software is provided in Appendix D in the supplemental material.
The performance of the given estimatorsβ andσ is measured respectively by E[Dβ(β)]
and E[Dσ(σ)], where the expectations are taken with respect to the random sample (x i , y i ), i = 1, . . . , n and β, σ are the true parameters of the linear regression model. The affine and scale invariant distances Dβ(β) and Dσ(σ) are defined, for a given sample, as
and
as proposed by Gervini and Yohai (2002) . The distance Dσ(σ) is meant to account for both the explosion and implosion of the scale estimator. We observe that n 1/2 Dβ(β) corresponds to the Mahalanobis distance betweenβ and β. The distance Dβ(β) can also be rewritten (the proof is given in Appendix B in the supplemental material) as
which can be interpreted as a distance between the estimated hyperplan y i = x T iβ and the true one y i = x T i β. Note that if p = 1, we have Dβ(β) = σ −1 |β 1 − β 1 | and if the p > 1 explanatory variables are uncorrelated and standardized, we obtain n −1 x T x = I p and
, a simplified distance betweenβ and β sometimes used in the literature. The expectation of these distances, with respect to the random sample, is estimated using Monte Carlo simulations by calculating the average of the simulated distances.
The core model studied in this section is the simple linear regression model (p = 2)
given by y = β 1 + β 2 x + ε, where ε/σ L ∼ N (0, 1). Models with p = 1 and p = 5 have also been considered, but conclusions were very similar. Without loss of generality, the true parameters are set to β 1 = β 2 = 0, σ = 1 and the explanatory variable is generated independently as x L ∼ N (0, 1). Said otherwise, a random sample (x 1 , y 1 ), . . . , (x n , y n ) is simulated from a bivariate normal distribution N 2 (0, I 2 ). In Section 5.2, different fractions of the sample are modified to include outliers, but first the core model without contamination is considered as such in Section 5.1 in order to study the performance of the estimators in the absence of outliers.
Efficiency under the Uncontaminated Model
Robust estimators always come at a cost that translates into deteriorated performance in the absence of outliers, relative to the OLS estimates. This cost, for the given estimatorŝ β andσ, can be measured by the relative efficiency (RE) that we define as
whereβ 0 andσ 0 represent respectively the OLS estimates of β and σ. Note that the squared distances are used to obtain similar results to relative efficiency computed with mean squared errors, as is often done in the literature.
To estimate the relative efficiencies, 100,000 random samples were simulated under the uncontaminated core model using (x 1 , y 1 ), . . . , (x n , y n ) L ∼ N 2 (0, I 2 ), for each of the sample sizes n = 50, 100, 200 and 500. For each generated sample,β,σ, Dβ(β) and Dσ(σ) were computed for each of the eight estimators in the study. The expected distances E[Dβ(β)]
and E[Dσ(σ)] were estimated by the average of the corresponding 100,000 simulated distances, for each estimator and sample size, and finally the RE were computed using (4).
The results are given in Table 2 : Probabilities, under the uncontaminated model, that the N-FLP (for β and σ) and REWLS (for β only) estimates are identical to those of the OLS.
Efficiency in the Presence of Outliers
The performance of the eight estimators is now studied when the sample contains outliers.
The sample size is set to n = 50. Other sample sizes such as n = 100 were considered, but results were similar. A large range of contamination scenarios is investigated. Each scenario starts with the uncontaminated core model (with p = 2), and k% of the observations in each sample are replaced by identical outliers (x 0 , y 0 ). We set x 0 = 1 and x 0 = 10 in order to study the influence of low-and high-leverage outliers, as Gervini and Yohai (2002) did.
For each of case, the percentage of contamination is set to k ∈ {2, 4, 10, 20, 30}. A scenario of k = 40 is also added for the low-leverage case, for a total of 11 combinations of (x 0 , k). The results are also summarized in Table 3 (low-leverage outliers) and Table 4 ( Table 4 : Average distances for high-leverage scenarios. The minimum value for each column appears in red.
Several conclusions can be drawn. First, the N-FLP estimators clearly have the best performance. Indeed, they have the lowest average distances (the red numbers in the tables) for 9 of 11 scenarios for the estimation of β and for the 11 scenarios for σ. In particular, the domination of the N-FLP estimators is unequivocal for all the high-leverage scenarios (see Table 4 ) and for the low-leverage scenarios with a high level of contamination (30% and 40%), both forβ andσ. Second, the situation is not so clear for the estimation of β for the low-leverage scenarios with a lower level of contamination (2% to 20%). However, it appears that the N-FLP, REWLS, MM and M estimators emerge as the best in this situation, where a slight compromise must generally be made between efficiency in the presence or the absence of outliers. Third, we can observe in the graphs that good performance of an estimator is reached when the distance first increases with y 0 until a certain threshold and then gradually decreases at a level where the influence of the outliers vanishes. Practically all the good robust estimators exhibit this behavior for the estimation of β, but the N-FLP estimator is the only one for the estimation of σ, which largely explains its success.
Conclusion
The objective of this paper was to propose an original, better method for the estimation of a linear regression model with normal errors that may contain outliers. Our approach first consisted in broadening the classical normal distribution of the errors to a mixture of the normal and the FLP, an original distribution that we designed such that the outlier region and the tail's behavior are set automatically, based on the proportion of outliers given by the mixture weights. The second step was to propose an original method of estimation for the parameters of the N-FLP mixture, which is essentially an EM algorithm adapted to our context.
In Monte Carlo simulations where eight of the best and most popular estimators were studied, N-FLP estimators clearly had the best performance both in the presence and the absence of outliers, for both the estimation of the regression coefficients and the scale parameter. In particular, the efficiency of N-FLP estimators when the errors are normally distributed is very close to that of OLS for the regression coefficients and practically twice better than the competition for the estimation of the scale parameter. Furthermore, the N-FLP approach generates exactly the same results as the OLS for approximately 90% of the uncontaminated samples, a nice feature for practitioners mainly used to OLS. At the same time, efficiency is also greatly improved in the presence of outliers compared with the best alternatives. No compromise is required: the best efficiencies are obtained both in the presence and the absence of outliers.
Furthermore, we obtained explicit and interpretable expressions for the N-FLP estimators, transparency that is generally appreciated by practitioners. The procedure can be used routinely where the only requirement made to the statistician is to provide the dataset. Outlier identification is direct and efficient, where the probability of being an outlier is provided for each observation. Finally, we showed through an example how N-FLP estimators can be used for a complete inference, including confidence intervals, hypothesis testing and model selection, for different special cases such as the analysis of one variable using location-scale inference, simple and multiple linear regressions, Student's t-test and ANOVA.
Supplemental Material
The supplementary material contains two files:
Supplemental_Material_AppABC_Efficient_and_Robust_Linear_Regression.pdf
Supplemental_Material_AppD_Efficient_and_Robust_Linear_Regression.R
In the first file, proofs are given in Appendices A and B and the graphs from the Monte Carlo simulation are given in Appendix C. In the second file, the programming code using R software and the dataset for the example are given in Appendix D.
