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Abstract. In this paper, the author gives an elementary proof of the theorem that each Desargues- 
ian affine space is a vector space over a division ring and each Desarguesian projective space is the 
subspaces of  a vector space over a division ring and conversely. A geometric haracterization f  
the characteristic of a division ring is also given. 
1. Introduction 
Our purpose here is to present a coordinatization f Desarguesian f- 
fine and projective spaces, using a coordinate-free approach. We will 
show that the points, lines and planes of such an affine space are the 
points, lines and planes of a vector space over a division ring, while the 
subspaces of that affine space are the linear subsets or translates of sub- 
spaces of the vector space. In the projective case, we show that the sub- 
spaces of any Desarguesian projective space are the subspaces of a vector 
space over a division ring. 
In elementary geometry courses, coordinatization f non-planar spaces 
is seldom done - perhaps because the usual methods of introducing co- 
ordinate functions, while being quite elegant, are too involved for the 
average undergraduate. In fact a (non-planar) affine space is usually de- 
fined in terms of a vector space, and one seldom sees geometric axioms 
for an affine space of dimension greater than two. In this paper, we will 
use Sasaki's axioms for affine space, coordinatize such spaces, and use 
this work to coordinatize projective space. 
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2. Coordinatization of affine space 
Definition 2.1. An affine space is an ordered triple (~, L, 7r) when 
is a nonempty set whose elements are called points, L is a collection 
of subsets of ~ whose elements are called lines and 7r is a collection of 
subsets of Z whose elements are called planes satisfying the following 
axioms: 
(1) Given any two distinct points P and Q, there exists a unique line 
(denoted (I(P, Q)) such that P ~ I(P, Q) and Q E l(P, Q), 
(2) Given any three non-collinear points P, Q and R, there exists a 
unique plane containing them. 
(3) If P ~ ~ and l ~ L with P q~ l, then there exists a unique line m 
such that P ~ m II l, where m II l means that m n l = 0 and m and l are 
subsets of the same plane. 
(4) If l l, l 2 and 13 are distinct elements of L with 11 II l 2 and 12 II l 3 
then l 1 II l 3 • 
Sasaki [3] proves in the appendix that Axioms (1) - (4)  are equivalent 
to Axioms (1)-(3) ,  (4'), where Axiom 4' is: 
(4') If two lines in a 3-space intersect, then their intersection is a line. 
This in turn leads to a proof of Desargues' Theorem for affine non- 
planar spaces. 
Theorem 2.2 (Desargues' Theorem for Affine Space). Let (Z, L, lr) be 
an affine space which is not a plane. Let l(A, A') II l(B, B') II l(C, C') or 
l(A, A') n l(B, B') n l(C, C') = P for some PE  Z. Let l(A, B)II I (A',B') 
and l(A, C) II l(A', C'). Then l(B, C) II l(B', C'). 
Let us henceforth assume that "affine space" will denote an affine 
space in which not all points are contained in the same plane. 
Theorem 2.3. Let (~, L, rr) be an affine space with l e L. Let 0 and I 
be two distinct points o f  l. Then l can be made into a division ring with 
0 and I as additive and multiplicative identities, respectively. 
Proof. For A, C ~ l, to find A + C we select B ~ ~, B $/ .  Let D be the 
point such that 1(0, B) is parallel or equal to l(A, D) with I(B, D) III. 
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Then A +C is the point o f / such  that I(B, C) is parallel or equal to 
l(D, A + C). (See Fig. 1 .) 
To multiply, again we choose B ~ l. Let D ~ l(O, B) such that l(I, B) 
is parallel or equal to l(A, D). Then AC is the point o f / such  that 
l(B, C) is parallel or equal to l(D, AC). (See Fig. 2.) 
The proof that these definitions do not depend on the choice of B 
is an easy application od Desargues' Theorem. The proof that l is a 
division ring is an easy exercise xcept for the associative law for ad- 
dition and the distributive laws. These can be found in [2, § § 25, 26]. 
Let us denote the division ring made from I as described above by 
(l, 0, I). 
Theorem 2.4. Let (2, L, 7r) be an affine space with l, l' ~ L. Then 
(l, O, 1) -~ (1', 0', I') regardless of  the choice of  O, L 0', 1'. 
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Proof. This is done by considering the cases where I n l' = O, l = l' and 
l il l'. We describe the isomorphism ¢t,r between (l, O, I) and (l', O, f )  
since we will use it later. Let ~0t, r be such that ~l,r(O) = O, ~Ot, r(I) = I' 
and fo rA  E l withAq=O, L ~Ot, r (A)  =A' ,  where A' c I' such that 
l(A, A ' )  II l(I, I'). 
Since all our lines are isomorphic as rings, let us choose one ring R 
which is isomorphic to all o f  them. Let us fix (l, O, I) and denote by 
~Ot(o,t) (or just ~0 t if no confusion will arise) an isomorphism between 
R and (l, O, I), i.e., ~ol: R ~ (l, O, I) defined as: ~l(0) = O, ¢/(1) = I ,  
and for eacha  ~ R, there is a unique A E I such that ~ol(a) = A. 
Let us fix for the durat ion of  this section a point O E N with O E l. 
We consider now all o f  the lines which conta in  O. I f  O ~ rn, denote by 
I m any point of  m which is dif ferent from O. Thus (m, O, I m ) is a 
division ring isomorphic to 1. Let tpm : R ~ t71 be the composi t ion 
~l,m ~Ol" Thus for each m ~ L such that O E m we have an isomorphism 
Cm : R --" m. It is an easy application of  Desargues' Theorem to show 
that if  m and k are lines containing O, distinct from each other and l, 
then ~Om, k ~°m = Ck" We note also that for any a ~ R, and any lines m 
and k containing O that l(~orn (a), ~ok(a)) II l( lm, Ik). (See Fig. 3.) 
We have now laid the groundwork for our  coordinat izat ion of  (~, L, 70. 
Our purpose is to make Z into a vector space over R whose zero element 
is the O we have previously f ixed, and whose lines are the elements o f  L. 
l I~_  m 
~k 
Fig. 3. 
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Definition 2.5. ForP,  Q ~ N with O (¢ l(P, Q), define P + Q to be the 
point of E such that l ( O, P) LI l ( Q, P+ Q) and l ( O, Q) II l (P, P+ Q ). If 
0 c l(P, Q) (in particular, i fP  = Q) then P+ Q has been defined above. 
Theorem 2.6. (~, +) is an Abelian group with 0 as identity. 
Proof. It is obvious that addition is commutative with O as identity. 
We shall prove that (P+Q) + S = P + (Q+N) incase no three of P; Q, S 
and O are collinear. (See Fig. 4.) By Axiom 2.1(4), l(Q, Q +S)IL l(P+ Q, 
(P+Q) + S)). We apply Desargues' Theorem to triangles O, Q, P+Q and 
S, Q+S, (P+Q) + S to obtain the result that l(Q, P+Q)II I(Q+S, 
(P+Q) + S). By Axiom 2.1(4), l(O, P)ll I(Q+S, (P+ Q)+S) and by 
Desargues' Theorem on triangles P, P+ Q, (P + Q) + S and O, Q, Q + S 
we get l(P, (P+ Q) + S) I1 l(0, Q +S). Thus (P+ Q) + S = P+ (Q +S) 
since by definition, l(0, P) I1 l(Q + S, P+ (Q + S)) and l(P, P+(Q + S)) [I 
l(O, Q+S). The cases where 3 or 4 of our points are collinear are easy 
to verify. The existence of inverses is simple to verify and is included 
in Theorem 2.3. 
Definition 2.7. For a ~ R and P ~ Z, we define aP to be equal to 
(~t(o,p)(a))P. (See Fig. 5.) 
Note that aP e l(O, P), and that i fa or P is equal to O, then aP = O. 
Theorem 2.8. ~ is a vector space over R with addition as defined in 
2.5 and scalar multiplication as in 2.7. 
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Proof, We first show that a(P+ Q) = aP+aQ for a E R and P, Q E ~. If 
O, P and Q are collinear, this follows from Theorem 2.3. Let us now 
assume thatP~ l (0,  Q). (See Fig. 6.) 
Let l(O, P) = l 1 ; i(O, Q) = 12 and I(0, P+ Q) = 13 . Let ~t~ (a) = A i for 
i = 1, 2, 3 and ~%(/) (= Ill ) = I i for i = 1,2, 3. By multiplying A 1P via 13 
and A 3, we get l (•3, P) II l (A 3, aP). Similarly, multiplying A 2 Q via 12 
and A3, we get l(13, Q) II I(A 3, aQ). Multiplying A3(P+ Q) via P and 
11 
~P a(Pt~ 
13 
I 1 
_ _ 12  0 12 A 2 Q aQ 
Fig. 6. 
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aP, we get l(P, P+Q) I1 l(aP, a(P+Q)). By Desargues' Theorem on 
triangles P, 13, Q and aP, A 3, aQ, we get I(P, Q)II l(aP, aQ). Again 
using Desargues' Theorem, this time on triangles P, Q, P+ Q and aP, 
aQ, a(P+Q), we obtain the result that I(Q, P+Q) 11 l(aQ, a(P+Q)). 
Thus l (O, P) II l (aa, a (e + Q)). This statement, together with the result 
that l (0, Q) If l(aP, a(P+ Q)), shows that aP +aQ = a(P+ Q). The other 
distributive law, (a+b)P = aP + bP for all a, b ~ R, P ~ ~ follows from 
Theorem 2.3, as do the results that a(bP) = (ab)P and 1P = P for all P. 
These properties, together with those of Theorem 2.6 prove that ~ is 
a vector space over R. 
We now turn attention to the lines and planes of (E, L, 7r) and show 
that these are exactly the lines and planes of our vector space. For nota- 
tional convenience we refer to E when considered as a vector space as 
V and the unique plane containing three non-collinear points P, Q and 
Sby  {P, Q, S}. 
Theorem 2.9. For P, Q ~ S, with P 4= Q. 
I(P,Q)= {S:S=P+t(Q-P) fo r t~ R}.  
Proof. Case 1 : 0 c l (P, Q). If S = P+ t (Q-P) then S ~ l ( O, P) = l (P, Q) 
since all addition and multiplication have taken place on that line. Con- 
versely i fS~ l(P, Q), then let T= (S-P)  (Q_p) - i  ~ l(P, Q). But T= 
~Ot(o,p)(t) for some t ~ R, so S-P  = T(Q-P)  = t (Q-P)  and S = 
P + t (Q-P). 
Case 2: O ~ l(P, Q). l(O, P) II I (Q-P, Q) and I(P, Q) II l(O, Q-P). Let 
S ~ I(P, Q). Then there exists X such that I(0, X) II l(P, S) and 
l(0, P) II I (X, S), i.e., X + P = S. Since I (P, S) = I (P, Q), we have 
l(O, X) II l(P, Q) and by the parallel axiom X ~ I(0, Q-P). This means 
that X (Q-P) -1 = T for some T ~ l (0, Q-P)  and X = T(Q-P)  = t (Q-P),  
where T = ~Ot~o, Q_p) (t). Conversely, if S = P + t (Q-P), we have 
l(O, P) II l (t(Q-P), S) and I(P, S) II l(O, t (Q-P)  = l(O, Q-P). But since 
l(0, Q-P)II/(P, a), we have I(P, S) = I(P, Q). 
Lemma 2.10. I f  P and Q are two distinct points o f  ~ E 7r, then I(P, Q)c_ ~. 
Proof. Let S ~ l (P, Q) with S ~ a. Let m be the line containing S such 
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that m II l(P, Q). Then m andl(P, Q) are contained in the same plane.. 
But that plane must be a since P, Q and S uniquely determine ~. Hence 
I(P, Q) C_ u. 
Theorem 2.11. For P, Q, S three non-collinear points o f  ~, 
(P, Q,S} = (X: X=P+t(Q-P)+t ' (S -P ) ,  t, t' E R) . 
Proof. (a) Let X = P + t (Q-P)  + t' (S-P)  for some t, t' E R. 
P + t(Q-P)  E l(P, Q) c_ {p, Q, S)and t' (S-P) ~ l(O, S-P)II l(P, S). But 
l(O, t ' (S-P)) IL l(P + t(Q-P)), X), so l(P, S) II l(P + t(Q-P),  Y). Since P, S, 
P+t(Q-P)  ~ (P, Q, S}, then X ~ (if, Q, S}. (See Fig. 7.) 
(b) Let X ~ {P, Q, S). Then l(O, S -P )  I1 l(P, S). Let m be the line con- 
taining X such that m 111(P, S). Thus rn c_ {p, Q, S} since P, S and X are 
in (P,-Q~, S). Let rn n l(P, Q) = Y. By Theorem 2.9, Y = P + t(Q-P)  for 
some t ~ R. Let Z E l(O, S -P )  such that l(Z, X) II l(O, Y). Again by 
Theorem 2.9, Z = t ' (S-P)  for some t' e R. But this makes X equal to 
P+t(Q-P)  + t ' (S-P)  and we are done. 
Definition 2.12. Let (~, L, 70 be an affine space with ~0 c ~. Then 
Z 0 is called an affine subspace of (Z, L, 7r) iff whenever P and Q are 
two distinct points in E 0 then l(P, Q) c_ ~o. 
P+t(Q-P)=Y X 
S-P t'(S-P)=Z 
Fig. 7. 
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In view of  Definition 2.12, it follows from linear algebra that the 
affine subspaces of (2;, L, zr) are exactly the translates of the vector 
subspaces of V. Thus an affine space (2;, L, 7r) can be considered to con- 
sist of the points, lines, planes of a vector space over a division ring. 
3. Coordinatization of projective space 
Definition 3.1. A projective space is an ordered pair (2;', L'), where Z' 
is a nonempty set whose elements are called points and L' is a set of 
subsets of 2;' whose elements are called lines, subject o the axioms: 
(1) Given any two distinct points P and Q there exists a unique line 
(denoted l(P, Q)) which contains P and Q. 
(2) (The Pasch Axiom). If A, B, C and D are distinct points such 
that there exists E c I(A, C) n l(B, D), then there exists F ~ l(A, B) n 
l(C, D). 
(3) Each line contains at least three points; not all points are on the 
same line. 
Definition 3.2. A subset ~ c_ Z' is called a subspace (or projective 
subspace) of (2;', L') if and only if whenewer P and Q are two distinct 
I t points of 2;0, then l(P, Q) c_ 2;o. 
It is a simple matter to show that there exist maximal proper subspaces 
in any projective space (2;', L'). Furhtermore; Sasaki has proved that 
given a projective space (2;', L') with I" a maximal proper subspace of 
(2;', L') then (2;, L, rr) is an affine space, where 2; = (P: Pc  2;', Pq~ I'] 
and l ~ L if and only if there exists l' ~ L' such that l = 
{P: P ~ l' and P (¢ P).  Similarly, 7r is given by a ~ rr if and only i fa  
consists of those points of some projective plane a' which are not con- 
tained in I'. We omit the usual theorems about projective planes and 
merely point out that the projective plane determined by three non- 
collinear points is the smallest subspace containing those points. 
We will now coordinatize projective space. Our aim is to show that any 
projective space (2;', L') which is not a plane can be coordinatized by a 
division ring R in such a way that there exists a division ring V' over R 
with N' the set of one-dimensional subspaces of V' and L' the set of 
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two-dimensional subspaces of V'. We shall further show that he sub- 
spaces of (~', L') correspond to the subspaces of V'. 
Let (N', L') be a projective space which is not a plane, and let F be 
a maximal subspace of (~', L'). Then Y~'\F = 2~ is an affine space and 
is therefore a vector space over a division ring R. Since R is a vector 
space over itself we denote the vector space ~ X R by V'. We now 
make a correspondence b tween the one-dimensional subspaces of V' 
and the points of N'. If P ~ N we associate with P the line l((O, 0), (P, 1)) 
of V'. If Q ~ N , we take P ~ ~' such that P ~ l(O, Q) and P ~ O, Q. As- 
sociate to Q the line l((O, 0), (P, 0)). It is clear that our mapping is well 
defined if P ~ N. However, if Q c N, we must insure that the definition 
of Q did not depend on the choice of P ~ l(O, Q). If P1 is such that 
Q ~ E n I(0, P1 ), then l(0, P) = l(O, P1) and thus Pt = aP for some 
a e R. Since l((O, 0), (aP, 0)) = l((O, 0), (P, 0)) our mapping is well de- 
fined. Since l((O, 0), (P, 1)) = l((O, 0), (Q, 1)) if and only i fP  = Q and 
l((O, 0), (P, 0)) = l((0, 0), (Q, 0)) if and only if O, P and Q are collinear 
in E, our mapping is one-to-one. It is clear that our association is onto, 
for if m is any line of V' containing (O, 0), then either all second co- 
ordinates of points in m are 0 in which case m corresponds to the point: 
l(0, P) n F in E', where (P, 0) is any point of m different from (O, 0), or 
a point (S, a) e m, where a :/: 0. In this case (a- 1 S, 1 ) c m and m corre- 
sponds to a -  1S. Thus we have a one-to-one correspondence b tween the 
points of ~' and the one-dimensional subspace of V' = ~ × R. Let us 
denote this correspondence by f: E' ~ (one-dimensional subspaces of 
V'). 
Theorem 3.3. Under the mapping f described above, the lines o f  (£', L') 
are in one-to-one correspondence with the two-dimensional subspaces o f  
V'. 
Proof. Let l(P, Q) ~ L'. Then f(P) andf (Q)  are two lines through the 
origin of  V'. As such they determine a unique plane a' through the origin 
of V'. We will now show that S ~ l(P, Q) if and only i f f (S) ~ ~'. I fS~ 
then S = P+ t(Q-P) for some t.E R, so f(S) = l((O, 0), (P + t(Q-P),  1)) 
which is clearly in ~' if (P, 1 ) and (Q, 1) are in ~'. If S ~ p, then f (S)  = 
l((O, 0), (T, 0)), where T ~ l(O, S). In (~, L, 7r), l(P, Q) II l(O, T) so Q = 
P+aT for somea ~ R. Now, (Q, 1) = (P+aT, 1), so (P+aT, 1) - (P ,  1) = 
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(aT, 0) is in the plane of V' determined by (P, 1), (Q, 1) and (0, 0). Hence 
(T, 0) is in this plane, and since S corresponds to l((O, 0), (T, 0)), f(S) 
is in the plane determined by (0, 0), (P, 1) and (Q, 1). We omit the 
proofs in the other cases. 
Theorem 3.4. The subspaces o f (2 ' ,  L') are in one-to-one correspondence 
with the subspaces o f  V' = ~ × R under the mapping f as described above. 
Proof. Having observed that f (P)  = {(P, 0): P c 2} we can concentrate 
on the other subspaces of (Z', L'). Let A be one such subspace. We have 
seen that if A is a line, it corresponds to a plane containing the origin 
of V'. So we can assume that A is not a line, and we will show that 
f(A) is a subspace of V'. Clearly, (0, 0) ~ f (A)  by definition. If (P, a) 
and (Q, b) are in f (A)  with (& c) E l((P, a), (Q, b)) then S = P+t(Q-P)  
and c = a + t(b-a) for some t c R. Either l( (a - 1 p, 1 ), (b - 1 Q, 1 )) n 
l((O, O), (S, c)) = (c- iS,  1) or l((a-l p, 1), (b- l Q, 1))II l(O, 0), (S, c)) 
in V'. In the former case, (& c) is clearly contained in f(A). In the latter 
case, c = 0. Let l(a-lP, b - lQ)  n l(O, S) = Tin 2'.  Thus T~ I'. But 
T ~ A since a-  1p and b -  1Q are in A. Thus (S, 0) is in f (A)  and we are 
done. 
Conversely, if V 0 is any subspace of V other than a line, then f -  1 (V0) 
is a subspace of N', for if f (P) and f (Q) are in V 0 and S ~ l(P, Q), then 
f(l(P, Q)) is a plane a' through the origin containing f(P) and f(Q). Thus 
~' c V0. But l(P, Q) = l(P, S), so f (S) E a'. Since V 0 is a subspace and 
a' c__ V 0 then f (S) ~ V o and hence S ~ f -  1 ( V0 ). Thus we have a corre- 
spondence between the subspaces of V' and those of (N', L'). 
4. Conclusion 
One effect of coordinatization is to enable us to represent algebraic 
concepts in geometric terms. Fano's Theorem that the characteristic of  
a division ring is two if and only if in the affine plane over that ring the 
diagonals of any parallelogram are parallel is one example of this. We can 
extend this result and characterize geometrically the characteristic of  
any division ring. 
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Theorem 4.1. Let R be a division ring and (E, L)  an affine space over R. 
The characteristic o f  P, is p i f  and only if  whenever l 1 IIl 2 with 
X 1 ..... J(p distinct points o f l  1, with Y1 ..... Yp distinct points o f l  2 and 
l(Xi, Yi) II I (X i, Yj) for i 4 = j, i, j = 1 ..... p, 
l(Xi+ 1, Y1)II I(Xi+I, Yj) for  i C j, i, j = 1 ..... p - l ,  
then l (X 1, Yp) II l(X2, Y1). (See Fig. 8.) 
Proof. By setting X 1 = 0 and X 2 = I we get 
X] = I ~ I  
and obtain the result. 
It is possible to prove geometrically in this context hat the character- 
istic of a division ring can never be composite - the proof is quite 
lengthy and the ease with which this theorem can be proved algebraic- 
ally is a good example of the power of coordinatization. It is also a simple 
matter to characterize division rings with characteristic zero. 
Theorem 4.2. Let f~ be a division ring and (~, L)  an affine space over 
R. The characteristic o f  P, is 0 i f f  whenever l 1 II 12 with X 1 ..... X n 
distinct points Of l l  and Y1 ..... Yn distinct points o f l  2 such that 
l(X1, Yi) II l(X], Yj) for  i 4= j, i, / = 1 ..... n, 
YI Y2 Y3 
x I X2 x3 
p=3 
Fig. 8. 
References 231 
l(Xi+ l, Yi) It l(Xj+ 1, ]#])for i4=], i, ] = 1, ..., n -1  , 
then l (X 1 , Yn ) (3 l(X2, Y1 ) --/= 0. 
Proof. The proof follows from Theorem 4.1. 
These two theorems can, of course, be asily translated into project- 
ive geometry terms. 
There is a different direction in which one can build upon this work. 
It is well known to those interested in lattice theory that the subspaces 
of a projective space, ordered under set-inclusion, form a complete, 
atomic, modular, uppercontinuous, complemented, irreducible lattice 
of height >_ 3, and conversely, any such lattice can be considered to 
be the lattice of subspaces of a projective space [4, §411. In this set- 
ting our coordinatization yields a simpler proof of the Representation 
Theorem in [ 1, Chapter VII] which can be stated as follows: 
Theorem 4.3. I f  L & a complete, atomic, modular, upper-continuous, 
complemented, irreducible lattice of  height >_ 3, then there exists a 
division ring R and a vector space V' over R such that L is the lattice 
of subspaces of  V'. 
Proof. This is merely a translation into lattice theoretic terms of the 
results of Section 3. 
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