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1 Introduction
This report lays the groundwork for the development of a coding theory for queueing channels and discusses
a practical implementation that approaches the ultimate theoretical performance limits. Here we consider a
communication channel where the encoder communicates information based upon timings between successive
packets. A receiver observes packet timings after they have traveled through a communication network with
queues at intermediate router nodes. Based upon the encoding mechanism, the statistical structure of the
network queues, and the packet timings it observes, the receiver finds the most likely bit sequence. Verdu &
Anantharam studied - in a theoretical sense - the problem where one queue is placed between the packets at
the transmitters and the packets at the receiver [AV96]. They characterized - in closed form - the maximum
amount of information, i.e. capacity, that can be reliably conveyed when the queueing system has a service time
modeled with an exponential distribution. This result won the Information Theory Society “Best Paper Award”,
in part because the characterization of capacity is nontrivial - due to queueing systems being nonstationary,
nonlinear, and non-memoryless. But to date, there has been a lack of practical ways to realize these theoretical
possibilities. Indeed, the authors of the award-winning paper [AV96] state this pessimism themselves in their
“Reflections on the 1998 Information Theory Society Best Paper Award: Bits Through Queues”[AV99, Sec VI]:
“Coding theory for queueing channels is virtually nonexistent.”
We introduce in this technical report an architecture that has low decoding complexity and can approach the
theoretical limits of communication over queueing channels. To the best of the authors’ knowledge, this is the
first known such scheme with these properties.
2 Previous Work
The most relevant work is [SV00]. The authors show the existence of tree codes with sequential decoding for
the exponential server timing channel that can achieve half of capacity. However, 1) they can only achieve
half of capacity at best, and 2) such codes have infinite worst-case decoding time. More recently, Wagner and
Anantharam [WA05] developed an elegant distance measure for point processes that was able to capture the
zero-rate reliability function of the “Bits Through Queues” channel. This metric for the queue is in analogy to
the Hamming or Euclidean distance for conventional channels. That being said, it is unclear how this metric
leads to code constructions with practical decoding algorithms.
3 Detailed Technical Summary
The class of methods we propose here are, to the best of the authors’ knowledge, the first known capacity-
approaching practical methods to enable communication through packet timings in queueing networks. We here
exploit the graphical structure of the conditional distribution of the departure process d = (d1, . . . , dn)′ given
the arrival process a = (a1, . . . , an)′, to develop a coding theory that leads to codes and low-complexity decoding
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algorithms with performance approaching the theoretical boundaries. The approaches draw from understanding
the dynamics of queueing systems [Gal96, Kle75], as well as algebraic coding theory [Gal68, For01], and message-
passing on graphs [For01, Loe04].
m = 01010... mˆ = 01010...ta1 ta2 ta3 td1 td2 td3
source host
(encoder)
network
(queue)
dest host
(decoder)
Figure 1: Conveying information through packet timings in a queueing system. Bits are encoded into the arrival
times of the packet sequence originating from the source host (blue). The routers in a network are modeled as a
queueing system, which introduces “noise” in the sense that the timings of the packet sequence en route to the
destination host (red) will be different than those of the source packet sequence. It is the job of the destination
host to decode the message from its arrival packet timings (red).
For the ·/M/1 queue with service rate µ, the maximum rate of communication satisfies [AV96]
C(λ) ≥ λ log2
µ
λ
, λ < µ, (bits/s) (1a)
C ≥ e−1µ log2 e (bits/s) (1b)
where the maximum corresponding to (1b) is achieved in (1a) with an input Poisson process at rate λ = e−1µ.
Since on average there will be n = λT packet transmissions arriving in T seconds, this can equivalently be stated
as:
C˜(λ) ≥ log2
µ
λ
, λ < µ, (bits/packet) (2a)
C˜ ≥ log2 e (bits/packet) (2b)
Analogously, the discrete-time equivalent for “Bits through Queues” was analyzed in [BA98, PG03]. The maxi-
mum achievable rate for a Bernoulli λ process is given by
C(λ) ≥ h(λ)− λ
µ
h(µ) nats/slot (3a)
C ≥ ln [1 + ρ] nats/slot (3b)
where h(·) is the binary entropy function (using the base e), the timing capacity (3b) is shown to be the supremum
of λ-timing capacities over 0 ≤ λ < µ, and the capacity-achieving rate λ∗ and ρ are given by
λ∗ =
ρ
ρ+ 1
, (4)
ρ , e−
h(µ)
µ (5)
Since 1 bit equals ln 2 nats and on average there will be n = λT packets arriving in T slots, this can equivalently
be stated as:
C˜(λ) ≥ h2(λ)
λ
− h2(µ)
µ
, λ < µ, (bits/packet) (6a)
C˜ ≥
[
1 +
1
ρ
]
log2[1 + ρ] (bits/packet) (6b)
where h2(·) is the binary entropy function (using base 2) and ρ is given by (5).
3.1 Shaping
We now consider forcing the inter-arrival times to satisfy certain algebraic conditions. We know that for in
the discrete-time case, the inter-arrival times should be i.i.d. following a geometric distribution, and for the
continuous case, the inter-arrival times should be i.i.d. following an exponential distribution. So we consider
doing the following. We know that if we would like to construct a random variable Z with cumulative distribution
function FZ(z), then we can first construct a uniform random variable U on [0, 1] and then construct X as
Z = F−1Z (U). (7)
2
Examples
• Continuous-Time For example, an exponential random variable with parameter λ has cdf given by FZ(z) =
1− e−λz and so we can construct an exponential from a uniform as
U = FZ(Z)
= 1− e−λZ
⇒ e−λZ = 1− U
⇒ Z = − ln(1− U)
λ
(8)
• Discrete-Time In discrete-time, a geometric random variable with heads probability λ ∈ (0, 1) has cdf given
by FZ(k) = 1− (1− λ)k and so we can construct a geometric from a uniform as
U = FZ(Z)
= 1− (1− λ)Z
⇒ (1− λ)Z = 1− U
⇒ Z =
⌈
ln(1− U)
ln(1− λ)
⌉
(9)
So if we can generate n i.i.d. uniform-[0, 1] random variables, {Ui}ni=1, then we can generate the inter-arrival
times Zi according to (8) or (9).
3.2 Coding Algebraically with Inter-Arrival Times
So by first using the inverse CDF, we can collapse the problem into coding like to construct n i.i.d. uniform
[0, 1] random variables. It is well known that random linear codes over finite fields suffice [Gal68]. By shaping
according to the method in the previous section, Gallager showed how using random linear coset codes over
finite fields with maximum-likelihood decoding suffices to achieve capacity [Gal68, p. 208] on arbitrary discrete
memoryless channels. This has recently been shown to also be true when we specifically consider LDPC coset
codes [BB06]. A similar approach was used in [RM03]. Other authors have considered using essentially the
same inverse CDF idea for other continuous communication channels that require shaping [FWSF01, SvT93].
However, none of these methods addressed constructing a Poisson arrival process.
So we propose doing the following: consider some field size Q = 2t. Then we force our Xi’s to lie in the finite
field FQ. We consider a matrix H with m < n rows and n columns defined over FQ. We will define our linear
coset code C as
C = {x : Hx = s.}
From here, we interpret each xi ∈ {0, . . . , Q− 1} as a member of R and define
Ui =
Xi + τ
Q
. (10)
where τ ∈ [0, 1) so that τQ ≤ Ui ≤ 1 − (1−τ)Q . Note that for the ensemble of random linear codes, the
Xi’s will be uniformly distributed over {0, . . . , Q − 1} and thus the Ui’s will be uniformly distributed over
{ τQ , 1+τQ , . . . , Q−(1−τ)Q }. For large Q, this approximates a uniform distribution over [0, 1]. So altogether, we go
from Xi to Ui via (10) and then from Ui to Zi via (7) to arrive at:
• Continuous-Time:
Zi = h(Xi) (11a)
=
− ln
[
1− (Xi+τ)Q
]
λ
(11b)
Since the rate for such a procedure is
R =
log2Qn−m
n
bits per packet,
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for an arrival Poisson process with rate λ and an exponential-µ server, we must have that
R < C(λ)⇐⇒
(
1− m
n
)
log2Q < log2
µ
λ
bits/packet.
• Discrete-Time:
Zi = h(Xi) (12a)
=

ln
[
1− (Xi+τ)Q
]
ln(1− λ)
 (12b)
Since the rate for such a procedure is
R =
log2Qn−m
n
bits per packet,
for an arrival Bernoulli process with rate λ and a geometric-µ server, we must have that
R < C(λ)⇐⇒
(
1− m
n
)
log2Q <
h2(λ)
λ
− h2(µ)
µ
bits/packet.
3.3 The Arrival Process as a Simple First-Order Stochastic Dynamical System
We know that the actual arrival times of our input process satisfy
ai = ai−1 + zi (13a)
= ai−1 + h(xi) (13b)
We denote the variable αi to capture this as:
αi(ai, ai−1, xi) , 1{ai=ai−1+h(xi)}. (14)
See figure 2.
xi
ai−1 P (ai|ai−1, xi)
ai
z−1
Figure 2: Viewing the arrival process as a simple first-order stochastic dynamical system with xi as an exogenous
input
3.4 The Departure Process as a Simple First-Order Stochastic Dynamical System
Now consider the departure process from the output of a queue with a first-come, first-serve (FCFS) discipline.
See Figure 3. Note that the service time s1 for the first packet is given by d1 − a1 = 6. Note that the first
packet does not depart from the queue until after the second packet arrives. Thus the service time s2 for the
second packet is given by s2 = d2 − d1, because the server starts working on the second packet once the first
packet departs. The second packet departs before the third arrival a3. Thus the third service time is simply
s3 = d3 − a3. So in general, it follows that [Gal96, Kle75]
si = di −max(ai, di−1)
= w(di, ai, di−1) (15)
where (15) reflects that si only depends on di, ai, and di−1.
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Figure 3: The arrivals (blue) and departures (red) from a First-Come, First-Serve Discrete-Time Queue
• Continuous-Time
If we are in continuous time and the service times si > 0 are exponentially distributed with µ, i.e.
fSi(s) = µe
−µs
then we have that [WA05]
P (d|a) =
n∏
i=1
1{di>ai}fSi (w(di, ai, di−1))
=
n∏
i=1
1{di>ai}µe
−µw(di,ai,di−1)
where w(·) is given by (15).
• Discrete-Time
If the service times si > 0 are geometrically distributed with parameter µ, i.e.
P (si = k) = µ(1− µ)k−1, for k ≥ 1,
then we have that
P (d|a) =
n∏
i=1
P (si = w(di, ai, di−1))
=
n∏
i=1
1{di>ai}µ(1− µ)w(di,ai,di−1)−1
where w(·) is given by (15).
Note that in both cases, we can say that
P (d|a) =
n∏
i=1
βi(di, di−1, ai)
for an appropriate choice of βi(di, di−1, ai):
βi(di, di−1, ai) =
{
1{di>ai}µ(1− µ)w(di,ai,di−1)−1 : for the discrete-time geometric server
1{di>ai}µe
−µw(di,ai,di−1) : for the cts-time exponential server
(16)
See Figure 4.
ai
di−1 P (di|di−1, ai)
di
z−1
Figure 4: Viewing the departure process as a simple first-order stochastic dynamical system, with ai as an
exogenous input.
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3.5 A State-Space Representation of the Aggregate System
Now that we have used a linear code to map input bits to code symbols xi, viewed the arrival process as a
simple first-order stochastic dynamical system with xi as an exogenous input, and viewed the departure process
as a simple first-order stochastic dynamical system with ai as an exogenous input, we can characterize the joint
likelihood of all observable and unobservable state variables:
P (d, a, x) = P (d|a, x)P (a, x)
= P (d|a)
[
n∏
i=1
1{ai=ai−1+h(xi)}
]
1
|C|1{x∈C}
=
1
|C|
[
n∏
i=1
βi(di, di−1, ai)
][
n∏
i=1
αi(ai, ai−1, xi)
]
1{Hx=s}
=
1
|C|1{Hx=s}
[
n∏
i=1
βi(di, di−1, ai)αi(ai, ai−1, xi)
]
=
1
|C|1{Hx=s}
[
n∏
i=1
gi(di, di−1, ai, ai−1, xi)
]
P (a, x|d) = P (d, a, x)
P (d)
⇒ P (a, x|d) ∝ 1{Hx=s}
[
n∏
i=1
gi(di, di−1, ai, ai−1, xi)
]
where the function h is given by (11) or (12) and the function gi is given by
gi(di, di−1, ai, ai−1, xi) = βi(di, di−1, ai)αi(ai, ai−1, xi), (17)
with αi given by (14) and βi given by (16). This state-space representation can be captured using a Forney
Factor Graph [For01, Loe04], also termed a “normal graph”. See Figure 5. We would also note that by viewing
the arrival process and departure process as first-order stochastic dynamical systems with appropriate exogenous
inputs, the red component of the graph has no cycles. It has a trellis structure reminiscent of the Kalman
filter and the Viterbi decoding algorithm.
3.6 An Iterative Decoding Scheme with Message-Passing Update Rules
Now that we know the structure of the joint likelihood, we can consider finding a posteriori probabilities for
decoding purposes. We would like to use the sum-product algorithm [For01, Loe04] on the factor graph repre-
sentation to get approximates of P (xi|d) to do decoding, as is done with LDPCs and Turbo Codes. Note that
there are no cycles in the factor graph representing
∏n
i=1 gi(di, di−1, ai, ai−1, xi). So if we have a good graphical
representation for 1{Hx=s} of a sparse graph linear coset code (i.e. an LDPC coset code), then it is quite sensible
to postulate that good approximate decoding should arise. By performing the following association,
• associate node gi with (17),
• associate node rci with xi ∈ FQ,
• associate node pcj with 1{h′jx=sj},
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d1 g1
(d1, a1)
x1
x1=
1
d2
(d2, a2)
x2
g2 =
2
x2
x2
d3
(d3, a3)
x3
g3 =
3
x3
x3
(dn−1, an−1)
dn gn
...
xn
=
n
xn
xn
...
+
1
s1
+
2
s2
+
m
sm
...
Figure 5: A Forney Factor Graph for P (a, x|d). Note the blue component is the Forney Factor Graph of a
Traditional Linear Coset Code. Note that the red component has no cycles.
we arrive at the following message-passing rules which are standard direct manifestations of the sum-product
algorithm on Forney Factor Graphs:
µgi→gi−1 (di−1, ai−1) =
Q−1∑
xi=0
gi(di, di−1, ai, ai−1, xi)µrci→gi (xi)µgi+1→gi (di, ai−1 + h(xi)) (18a)
µgi→gi+1 (di, ai) =
Q−1∑
xi=0
gi(di, di−1, ai, ai−1, xi)µrci→gi (xi)µgi−1→gi (di−1, ai − h(xi)) (18b)
µgi→rci (xi) =
∑
ai−1
gi(di, di−1, ai, ai−1, xi)µgi−1→gi (di−1, ai−1)µgi+1→gi (di, ai−1 + h(xi)) (18c)
µrci→gi (xi) =
∏
j∈N (i)
µpcj→rci (xi) (18d)
µpcj→rci (xi) =
∑
x:h′jx=sj
∏
i′∈N (j)\i
µrci′→pcj (xi′) (18e)
µrci→pcj (xi) = µrci→gi (xi)
∏
j′∈N (i)\j
µpcj′→rci (xi) (18f)
3.7 Performance Results
We used this architecture and tested its performance using a Q = 4, n = 250 irregular LDPC coset code to
encode messages and simulate them through a discrete-time geometric server with service rate µ = 0.9. Such a
system has a capacity of 1.86 bits/packet, and at a rate of 1.72 bits/packet (93% of capacity), symbol error rates
on the order of 10−4 were demonstrated in simulation. Thus with these simple sparse graph codes and without
detailed optimizing the detailed structure of the sparse graph code, we were still able to achieve nontrivial and
significant performance (already beyond half of capacity with a message-passing decoder and thus superior to
7
[SV00]). Thus this illustrates a proof-of-concept of the appropriateness of this architecture.
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