Abstract-Dendritic cell algorithm (DCA) is an immuneinspired classification algorithm which is developed for the purpose of anomaly detection in computer networks. The DCA uses a weighted function in its context detection phase to process three categories of input signals including safe, danger and pathogenic associated molecular pattern to three output context values termed as co-stimulatory, mature and semi-mature, which are then used to perform classification. The weighted function used by the DCA requires either manually pre-defined weights usually provided by the immunologists, or empirically derived weights from the training dataset. Neither of these is sufficiently flexible to work with different datasets to produce optimum classification result. To address such limitation, this work proposes an approach for computing the three output context values of the DCA by employing the recently proposed TSK+ fuzzy inference system, such that the weights are always optimal for the provided data set regarding a specific application. The proposed approach was validated and evaluated by applying it to the two popular datasets KDD99 and UNSW NB15. The results from the experiments demonstrate that, the proposed approach outperforms the conventional DCA in terms of classification accuracy.
I. INTRODUCTION
The ubiquitous usage of computer networks and applications has led to the proliferation of cyber-attacks trying to access, destroy, steal or corrupt the information stored in computer and networked systems. Network intrusion detection systems (NIDSs) are developed purposely to identify intruders who attempt to access network resources without authority or permission. Generally, NIDSs can be divided into Misusebased (MNIDS) and Anomaly-based (ANIDS) [1] . In MNIDS, the signature of the known attacks are captured and stored in a database and the attacks are detected by matching their behaviours with the stored signatures [1] . Contrarily, ANIDS defines the behaviours of normal activities, then any traffic's behaviors which deviate from the pre-defined behaviours are treated as anomalies [1] . Different machine learning and artificial intelligence techniques have been exploited to develop ANIDS [2] - [5] . Artificial immune system (AIS) is a branch of computational intelligence which was introduced primarily for the purpose of developing NIDSs [6] .
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The AIS employs mathematical and computational techniques to model the immune system behavior as a metaphor to a NIDS. The DCA is one implementation of the AIS algorithms which is developed by mimicking the immune danger theory and the functioning of human dendritic cells (DCs) [7] . To perform classification, the DCA goes through four phases namely initialization, context detection, context assessment and classification. Firstly, the DCA initialises a population of artificial DCs responsible for sampling the signals and data items (often referred to as antigens). Secondly, in its context detection phase, the DCA uses a weighted function to compute three output context values of co-stimulatory (CSM ), mature DC (mDC) and semi-mature DC (smDC) from its three categories of input signals namely safe signal (SS), danger signal (DS) and pathogenic associated molecular pattern (P AM P ). Subsequently, the three output context values are passed to the context assessment and classification phases to generate the final class labels.
The DCA weighted function requires users to either manually pre-define the weights, often using the original weights proposed by the immunologists, or empirically derive the weights from the training dataset [7] . Note that, such weights may not produce optimal classification results based on two reasons. Firstly, the original weights proposed by the immunologist indeed works well with the UCI breast cancer dataset, but not necessarily for others [3] , [8] . Secondly, the relationship between the context outputs and signal inputs may not be linear intrinsically for a given dataset, and thus the weighted function may fail regardless how good the weights are. Therefore, the main goal of this study is to use fuzzy inference system to generate the three output context values of the DCA to address both issues.
This paper proposes a non-linear approach that employs the TSK+ fuzzy inference method to compute the three output context values of the DCA [9] . Note that the network datasets are often very sparse, and TSK+ works well with sparse and imbalanced datasets; therefore, TSK+ is particularly applied in this work. In order to implement this approach, a datadriven rule base generation method is employed to generate three TSK fuzzy rule bases corresponding to the three output contexts of CSM , smDC and mDC. Then, given the three input signal values, TSK+ fuzzy inference method is utilised to generate the values of CSM , smDC and mDC from the corresponding TSK fuzzy rule base. Finally, the three context values are correspondingly accumulated in each DC and passed to the context assessment and classification phases to generate the final classification result. The proposed approach is validated and evaluated using two datasets, including the KDD99 [10] and the UNSW NB15 [11] . The experimental results demonstrate the effectiveness of the proposed approach in improving the performance of the conventional DCA.
The remainder of this paper is structured as follows. Section II briefly provides the background on the TSK+ fuzzy inference system and DCA. Section III details the proposed approach of DCA context detection using TSK+. Section IV demonstrates the experimentation process followed by the validation and evaluation of the proposed approach and discussions. Section V concludes this study and points out the possible future directions.
II. BACKGROUND
This section provides the background information on the TSK+ fuzzy inference system and the DCA algorithm.
A. TSK+ Fuzzy Inference System
Fuzzy inference systems use fuzzy set theory to map a given input feature space to the output space. They have been used in different computer domains to process input data to the intended output values [2] , [5] , [12] . They are generally represented by two types of models, Mamdani-type [13] and Takagi-Sugeno-Kang (TSK)-type [14] . The Mamdani-type is able to deal with human natural language, thus, requires defuzzification of a fuzzy output. In contrast, the TSK-type produces a crisp value which makes it more useful when crisp outputs are required. The two conventional models cannot work with highly imbalanced or sparse input observations since they require a dense rule base for which the entire input domain is fully covered. Originally introduced by [12] , fuzzy interpolation extends the two models to obtain certain conclusion when a given input observation does not overlap with any rule antecedents in the rule base. A number of fuzzy interpolation techniques have been introduced in the literature [15] - [18] .
Traditional TSK fuzzy inference systems are only applicable to problems with dense rule bases [9] , but TSK+ allows inference to be made with sparse, dense, or imbalanced rule bases. Using TSK+, consequence of an uncovered input can be interpolated from its neighboring rules [9] . Fuzzy interpolation also simplifies fuzzy models by omitting those rules which can be approximated from their neighbouring ones in the rule base. Consider a sparse TSK rule base which contains the following n rules:
where Y i j , (i ∈ {1, 2, · · · , n} and j ∈ {1, 2, · · · , m}), represents a normal and fuzzy convex polygon that can be conveniently denoted as (y 
where Df is known as distance f actor, which is used to determine the distance between the two fuzzy sets. The value of Df is determined by:
where c is an adjustable sensitivity factor, and d represents the distance (usually Euclidean distance) between the two fuzzy sets. Particularly, c is a positive real number. Note that, the smaller value of c leads to a similarity degree which is more sensitive to the distance between the two fuzzy sets.
Step 2: Compute the firing strength of each rule by aggregating the similarity degrees between the given input observation and its antecedents using Equation 4:
where ∧ is a t-norm operator often implemented as a minimum operator.
Step 3: The final output is generated by aggregating the sub-consequences from all rules using Equation 5:
B. Dendritic Cell Algorithm
The DCA is used to classify input data instances either as normal (i.e., semi-mature context) or as anomalous (i.e., mature context) [7] . The key steps of the DCA is reviewed in this section.
1) Dataset Pre-processing: Feature selection approach is firstly applied to select the most important features, and there are many feature selection approaches available in the literature, such as hierarchical quotient spaces-based feature selection [19] . The information gain method is often used with the DCA algorithm due to its efficiency and effectiveness. Typically, the features with high information gain are ranked higher than other because they have stronger influence in classifying the data instances [20] .
Briefly, given a dataset S, the information gain of an attribute F can be evaluated by using Equation 6 [20] :
where values(F ) represents the whole set of potential values that attribute F may take, S v is a subset of S each having value v for attribute F , G is the information gain, and H is the entropy. In particular, the entropy H is computed as:
where p i is the probability of class i in the dataset S based on the values of attribute F . The higher the entropy is, the higher the information the corresponding attribute provides. A threshold is set so that, only attributes with higher information gains than this threshold are retained in the dataset for further processing.
2) Signal Categorisation: After data pre-processing, the DCA categorises the input features into three signal groups of SS, DS and P AM P . In order to find a relevant subset of features for each signal category, in this work, signal categorisation is performed by maximising the feature-class mutual information. The mutual information, I(F ; C) between two random features F and C is the amount of information that C gives about F . I(F ; C) is calculated using the following equation:
where p(f, c) is the joint probability of values of f and c being taken, p(f ) and p(c) are the marginal probability of attributes values f and c being taken respectively. The following two steps are used to categorise each selected feature in Section II-B1 to its signal category.
Step 1: Compute the feature-class mutual information between each selected attribute and each class presented in the dataset (i.e., normal class and anomalous class) by using Equation 8.
Step 2: If an attribute has a higher mutual information with the normal class (maximising) and significant lower mutual information with the anomalous class (minimising), it is categorised as SS. If an attribute has higher mutual information with the anomalous class (maximising) but significant lower mutual information with the normal class (minimising), it is categorised as PAMP. Otherwise, the feature is categorised as DS.
3) Data Sampling through DCs: Subsequently, a population of artificial DCs is initialised in a pool and the DCA moves to the sampling stage. Generally, for most of the implementation, the population contains 100 DCs [7] . Each DC randomly samples data items. Also, each DC is assigned a migration threshold to limit the time-span it spends for data items sampling; a DC matures once it stops sampling data based on a pre-defined threshold. A pre-defined number of mature DCs (often 10) are selected randomly from the pool for further processing in three DCA phases below [7] . Note that, once the DCs are done with the classification of data items they have sampled, DCs are reset and returned to the sampling population in order to maintain the population size. This process continues for the implementation of an NIDS along with the collection of new input data in time line. 1. DC Context Detection: In this phase, the selected DCs for sampling use a set of pre-defined weights and the signal values to compute CSM , smDC and mDC by employing a weighted summation function as expressed as follows:
where C P AM P , C DS and W SS are the values of P AM P , DS and SS respectively, which are generated by aggregating the assigned features values. The weights (W P AM P , W SS and W DS ) are pre-defined by the user or derived empirically from the dataset. Note that, DCs accumulate the values of CSM , smDC and mDC of all the data items they sample overtime. As soon as the cumulative CSM exceeds the assigned migration threshold, the DCs cease to sample any more data items and then move to the context assessment phase. In this process, a single data instance may be sampled by multiple DCs. The CSM 's migration threshold is determined from the characteristic behaviour of the dataset and the amount of data instances the DCs can collect.
DC Context Assessment:
The values of the cumulative smDC and mDC obtained from the context detection phase are compared in each DC. If the value of the smDC is greater than mDC, then a DC goes to semimature context (i.e., context=0, and in this case each DC regards the corresponding data items as normal), otherwise it goes to mature context (i.e., context=1, and in this case, each DC regards the data item as anomalous). 3. Classification: The mature context antigen value (M CAV ) of each collected data item is computed in this phase, by dividing the number a data item being presented in the mature context (anomalous) to the total number of times it is presented by DCs. If the M CAV value is greater than the M CAV 's anomaly threshold, the data item is classified as anomalous otherwise normal. The M CAV 's anomaly threshold is often determined from the training dataset by taking the percentage of the anomalous records present.
III. DC CONTEXT DETECTION USING TSK+
This work proposes a new approach for DC context detection using TSK+, as shown in Figure 1 . Without losing generality, suppose a DC sampled m data items (i.e., di 1 , di 2 . . . .di m ,), and stops sampling as its accumulated CSM value reaches the threshold. The DCA algorithm constantly calculates the CSM , smDC and mDC value for each data item di j (1 ≤ j ≤ m) using the TSK+ inference approach. Then, the DC's cumulative CSM , smDC and mDC values are calculated by accumulating the CSM , smDC and mDC values for all the data items in the DC for the next phase DC context assessment. 
A. Overview
For a given data item with its SS, DS, and P AM P values, the TSK+ approach reviewed in Section II-A takes these values as input and produces the CSM , smDC and mDC for this data instance as output. A TSK+ fuzzy inference approach is comprised of two parts, an inference engine and a rule base. The inference engine has been presented in Section II-A, therefore, the focus here is the generation of the fuzzy rule bases.
There are generally two ways for rule base generation, data-based or knowledge-based. This work takes the databased approach. Take the CSM rule base generation as an example in this subsection. The rule base is initialised by using an artificial training dataset calculated using Equation 9 for a given training data set; and each data instance has four features (SS, DS, P AM P, CSM ). The process of the rule base generation for CSM is illustrated in Figure 2 , which consists of three main steps, including clustering, rule base initialisation and optimisation, as detailed in the following subsections. 
B. Clustering
The K-Means clustering algorithm is applied to the artificial data set first to group similar artificial data instances into clusters based on the three input features (i.e., SS, DS, and P AM P ) and one output feature (i.e., CSM ). Note that the number of clusters needs to be determined for the clustering algorithm, which can be implemented in multiple ways. The Elbow method is particularly utilised in this work to predetermine the number of clusters k for the K-Means algorithm due to is popularity [9] .
C. Rule Base Initialisation
Once the required clusters have been formed, each of the k individual cluster is used to define one TSK fuzzy rule, which jointly initialise the raw rule base. Given the ith determined cluster c i consisting of items represented by their three input signals associated with the output CSM context, the corresponding TSK fuzzy rule R i can be generated as follows:
where 1, 2, 3) ) are fuzzy sets representing the cluster on its SS, DS, and P AM P dimensions, respectively. For simplicity, this work utilizes triangular membership functions, therefore Y ). The core of the fuzzy set is defined as the cluster centre, whilst the support of the fuzzy set is obtained from the span of the cluster.
The consequent of the CSM TSK fuzzy rule regarding cluster c i is a polynomial function of the SS, DS and P AM P values for any given input observation. In this work, a first order polynomial is used due to its simplicity, which is given by: 
D. Rule Base Optimisation
The genetic algorithm (GA) is employed in this work to optimise the parameters of the raw rule base in this work. The GA is chosen in this work due to its ability to easily achieve the better balance between exploitation and exploration of search space simply by setting well its parameters (i.e.; mutation and crossover rates). The GA utilises adaptive metaheuristic search techniques to find an approximate solution to the optimization problems. The algorithm starts by initialising a population with random individuals. It then uses the techniques inspired by evolutionary biology such as mutation, selection, crossover and elitism to evaluate each individual in every generation and selects the best individuals who survive to the next generation. Gradually, more effective individuals are evolved over several iterations until a specified level of performance or maximum number of generations is reached.
In this work, the initial population P = {I 1 , I 2 , ..., I |T| } is formed by taking the initialised raw rule base and its random variations. Here, I represents an individual and |T| is the size of the population which is a problem-specific adjustable parameter, typically in a range from tens to thousands, with 20-50 being widely used [5] , [9] .
Assume that an initialised CSM raw rule base contains k rules as shown in Figure 2 . In each population (P), an individual (I) is designated as a possible solution that comprises of all parameters of the polynomial functions for the TSK rule consequent, which is given by I = {ρ
where k is the total number of rules in the current raw rule base. Note that the individuals may be designed to also include the parameters for all fuzzy sets, but this is not considered in this work for efficiency. In this work, a single point crossover and mutation are applied.
Note that, the rule base generation process for CSM is also applied for smDC and mDC, resulting in three rule bases to support the DCA. The performance of each individual is evaluated by the classification accuracy of the DCA. More concretely, the values of CSM , smDC and mDC computed from the resultant polynomial functions are used by the DCA algorithm to determine the classification accuracy for each individual. In this system, GA terminates when the pre-specified maximum number of iterations is reached or the classification accuracy of the DCA exceeds the pre-defined threshold of the optimum accuracy. When the GA terminates, the optimal solution is taken from the fittest individual in the current population. From this, the optimised constant parameters are used to form the optimised rule base for the CSM output context, so as for smDC and mDC.
Once the three optimised rules bases for CSM , smDC and mDC are generated, they can be used to work with the DCA for classification tasks by providing the context values for each DC. From this, the DCA algorithm continues for the context assessment stage and the classification stage as introduced in Section II-B.
IV. EXPERIMENTATION
The proposed approach is validated using 10% of the KDD99, and UNSW NB15 datasets. All attack types present in these datasets are categorised into anomaly class.
A. KDD99 Dataset Description
The KDD99 dataset was generated to support the development of NIDSs [10] . The dataset is divided into two sets for training and testing. Each data item has 41 features. The training dataset contains 494,021 records (97,278 normal and 396,743 anomalous) while the testing dataset comprises of 311,029 records (60,593 normal and 250,436 anomalous).
B. UNSW NB15 Dataset Description
The UNSW NB15 dataset was made publicly available in 2015 to support the evaluation of modern NIDSs [11] . It contains nine new modern attack types which are not present in the KDD99 dataset including Reconnaissance, Shellcode, Exploit, Fuzzers, Worm, DoS, Backdoor, Analysis and Generic. It is further divided into training and testing sets. Each data instance in this data set has 49 features including the class label. The training dataset contains 175,341 records (56,000 normal and 119,341 anomalous) while the testing dataset comprises of 82,332 records (37,000 normal and 45,332 anomalous).
C. Dataset Pre-processing
Once the information gain method is applied to the two training datasets, ten and seventeen features are selected for the KDD99 and UNSW NB15 datasets, respectively. Consequently, the feature-class mutual information is used to categorise the features into SS, DS and P AM P . Each feature is normalized using the min-max normalisation as in [5] , then the value of each signal is equal to the average ot the assigned features. The features were categorised as follows.
For the KDD99 dataset, DS={count and srv count}, SS={logged in, srv different host rate and dst host count}, P AM P ={serror rate, srv serror rate, same srv rate, dst host serror and dst host rerror rate}.
For the UNSW NB15 dataset, DS={sbytes, dbytes, dload and dmean}, SS={dpkts, sttl, smean, ct state ttl, ct dst sport ltm and ct srv dst }, P AM P ={dur, rate, dttl, sload, ct srv src, ct src dport ltm and ct dst src ltm}.
D. DCs Initialisation and Sampling
A population of 100 DCs is used and 10 DCs are selected at once to sample the signals and data items as it was a common practice in [3] , [7] . From the characteristic behavior of the two datasets, the CSM 's migration threshold is set to 300 and 250 for the KDD99 and UNSW NB15 dataset respectively.
E. TSK Rule Base Generation
The TSK fuzzy rule base is generated using the following steps:
Step 1: The Optimal Number of Clusters for Each Context: The optimal number of clusters generated after applying the Elbow method and K-Means clustering method for each output context are highlighted in Table I . Step 2: TSK Fuzzy Rule Extraction: Each determined cluster is used to form a rule antecedent contributing to a total of seven (7) rule antecedents in each rule base. The GA parameters used to optimise the constant parameters of the polynomial functions of the TSK consequent are; mutation rate of 0.1, crossover rate of 0.95, 250 number of iterations and 50 number of individuals in a population.
Details are omitted to conserve space, but the TSK+ examples from fuzzy rule generation to classification using few data items are demonstrated step by step in [5] , [9] .
F. DCA Context Assessment and Classification
The percentage of anomalous data items present in the KDD99 training dataset is 0.80 (i.e., 396,743 out of 494,021 records), therefore, the M CAV 's anomaly threshold is set to 0.80. Similarly, the percentage of anomalous data items present in the UNSW NB15 training dataset is 0.68 (i.e., 119,341 out of 175,341 records), therefore, the anomaly threshold is set to 0.68.
G. Results and Discussion
The classification performance obtained for the KDD99 and UNSW NB15 training datasets are 97.89% and 92.45% respectively whilst the testing datasets for the KDD99 and UNSW NB15 produced a classification performance of 92.78% and 89.30% respectively as shown in Table II . The proposed approach is also compared with the conventional DCA with its weighted function optimised using the technique proposed by [3] . The comparison results presented in Table II indicate that, the proposed approach has higher classification accuracy for both training and testing datasets. Also, the difference between the training and testing accuracies of the proposed approach are 5.44% and 3.48% for the KDD99 and UNSW NB15 dataset respectively while for the conventional DCA are 7.99% and 7.30% for the KDD99 and UNSW NB15 dataset respectively. Compared to the conventional DCA, the proposed approach has smaller variation between the training and testing classification accuracy. This shows that, the TSK+ system has better generalisation compared to the weighted function of the DCA. Therefore, TSK+ method is more useful in calculating the output context values of the DCA.
Additionally, TSK+ system helps to eliminate the errors that user may make when defining or generating the weights for the weighted function of the DCA. The fine-tuning process of the testing accuracies for the two datasets over 250 iterations is captured in Figure 3 . The testing time required by the proposed approach in each single iteration is the same as that of the conventional DCA, the differences lie on the training time where the proposed approach requires more time. This work proposed an enhanced DCA approach using the TSK+ system. In particular, the proposed approach employs a data-driven fuzzy rule base generation method to extract the TSK fuzzy rules from the three input signals of the DCA and generate three TSK fuzzy rule bases corresponding to CSM , smDC and mDC output contexts. The experimental results using the KDD99 and UNSW NB15 datasets demonstrate that, compared to the conventional DCA, the TSK+ method is more effective in computing the output context values. The possible future work is to use this approach to adaptively derive and fine-tune the parameters of the rule base using online real time traffics. Furthermore, TSK+ method can be extended to the context assessment phase of the DCA to smooth the difference between cumulative mDC and smDC context for aiming for classification result.
