We construct an infinite family of two-Lee-weight and three-Lee-weight codes over the chain ring F p +uF p .
Introduction
Linear codes with few weights have applications in secret sharing [8] , combinatorial designs, graph theory [2] , association schemes, and difference sets [3, 5] as well, in addition to their applications in data storage systems. Hence, a code with few weights is a very interesting topic, and has been investigated in [6, 7, 9 , 12] and many other papers. [11, 12] can be produced by selecting suitably the defining set D.
In a series of papers [16, 17, 18] , we have extended the notion of trace codes from fields to rings as follows. If R is a finite ring, and R m an extension of R of degree m, we construct a trace code with a defining set L = {d 1 , d 2 , . . . , d n ′ } ⊆ R * m , the group of units of R m by the formula C L = {(T r(xd 1 ), T r(xd 2 ), . . . , T r(xd n ′ )) : x ∈ R m } = {(T r(xd)) d∈L : x ∈ R m }, where T r() is a linear function from R m down to R. By varying L and R, various codes can be constructed.
The obvious choice for L is R * m itself. In the present paper, we will consider a subgroup of index 2, leading 10 naturally to use quadratic Gauss sums and Gauss periods. Note that if L is a cyclic subgroup of R * m , the trace code will be cyclic, while if L is an abelian group, the trace code will be merely abelian. In the present paper, we use a defining set inspired from that of the trace codes in [11, 12] over the ring R = F p + uF p . We can summarize this paragraph as shown below.
Furthermore, an application to secret sharing schemes is sketched out.
The rest of this paper is organized as follows. The next section describes the basic notations and 20 known facts, which will be needed in Section 4. Section 3 shows that the codes are abelian. Section 4 gives the main results in this paper, the Lee weight distribution of our codes. Furthermore, the Gray images of two-Lee-weight codes meet the Griesmer bound with equality. Our codes have applications in secret sharing schemes in section 5. We will sum up all we have done throughout this paper in section 6, and make some conjectures for future research. 
Preliminaries

Rings
Throughout this paper, let p denote an odd prime. Denote by R = F p +uF p the finite chain ring with p 2 elements, where u 2 = 0. Given a positive integer m, we can construct the ring extension R = F p m + uF p m .
For convenience, the set M denotes its maximal ideal, i.e., M = {bu : b ∈ F p m }. The residue field R/M is 30 isomorphic to F p m . The group of units in R, denoted by R * , is {a + bu : a ∈ F
The weight formula of C D
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Let N be a positive integer such that N |p m − 1. Let N 1 = lcm(N,
. Now, we recall a lemma about abelian groups.
Lemma 2.1 [13] Let H and K be two subgroups of a finite abelian group G. Then h 1 K = h 2 K if and
, where HK = {hk : h ∈ H, k ∈ K}.
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Next, we use some notations as follows. Let α be a fixed primitive element of F p m . Let φ, χ denote the canonical additive characters of F p and F p m , respectively. Let λ, ψ denote the multiplicative characters of F p and F p m , respectively. The Gauss sums over F p and F p m are defined respectively by
There is a coset decomposition of H as follows:
where h j = α N (j−1) , j = 1, 2, . . . , n. By using Lemma 2.1, we have the coset decomposition of HK:
By Equation ( 
By the basic facts of additive characters and Formula (1), we have
By the orthogonally property of multiplicative characters [14] , we know
Hence,
where ϕ is a multiplicative character of order N 2 inF * (1) If N 2 is even, p, t, and
and
, with respective frequencies f 1 and f 2 given by
(2) In all other cases, the linear code
.
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For the rest of this paper, for convenience, we adopt the following notations unless otherwise stated in this paper.
Codes and Gray map
A linear code C over R of length n is an R-submodule of R n . For x = (x 1 , x 2 , . . . , x n ), y = (y 1 , y 2 , . . . , y n ) ∈ R n , their standard inner product is defined by x, y = n i=1 x i y i , where the operation 60 is performed in R. Let C be a linear code over R. The dual code C ⊥ of C consists of all vectors of R n which are orthogonal to every codeword in C, that is,
The definition of the Gray map Φ from R to F 2 p is defined as Φ(a + bu) = (b, a + b), where a, b ∈ F p . This map Φ can be extended to R n in an obvious way. As observed in [18] , Φ is a distance preserving Given a finite abelian group G, a code over R is said to be abelian if it is an ideal of the group ring
. In other words, the coordinates of C are indexed by elements of G, and G acts regularly on this set. In the special case when G is cyclic, the code is a cyclic code in the usual sense [15] . 
We are now ready to discuss the Lee weight of the codewords of the abelian codes introduced above. (i) m is even, (ii) p ≡ 3 (mod 4) when m is odd, then the set C(m, p, N ) is a two-Lee-weight code and its weight distribution is given in Table I . 
Then ax = tβu and T r(ax) = tr(tβ)u.
Taking Gray map yields Φ(Ev(a)) = (tr(tβ), tr(tβ)) t,t ′ .
Since Φ is a distance preserving isometry from (R
Note that N 2 = 1. By Formula (3), we know
If a = r 0 + r 1 u ∈ R * , where r 0 ∈ F * p m , r 1 ∈ F p m , then T r(ax) = tr(r 0 t) + tr(r 0 t ′ + r 1 t)u. Taking Gray map yields Φ(Ev(a)) = (tr(r 0 t ′ + r 1 t), tr(r 0 t ′ + r 1 t + r 0 t)) t,t ′ .
Taking character sums and using Lemma 4.3 yields
Suppose m is even. Note that 2| 
with respective frequencies f 1 , f 2 given by
Remark 4.6 Despite many similarities, the lengths and weights of the above two-weight codes over F p are different from these in the literature [4] . If m is odd and p = 3, then the codes in this paper are the 95 same as the linear code in Theorem 5.4 of [18] . If p = 3 or m is even, then their parameters are different.
Next, we study their optimality. •
Thus,
The proof is completed. 
Proof.
Note that 
N2
. Hence,
Thus, if a runs through R, the code C(m, p, N ) has at most N 2 + 1 different Lee weights. The result follows.
Next, we investigate the weight distribution of C(m, p, N ) if there exists a positive integer k such that (1) If N 2 is even, p, t, and
N2 are odd, then the linear code C(m, p, N ) is a three-Lee-weight linear code provided that N 2 < p m 2 + 1 and its weight is given in Table II. Weight Frequency 0 1
(2) In all other cases, the linear code C(m, p, N ) is a three-Lee-weight linear code provided that p t (N 2 − 1) > 0 and its weight is given in Table III . 
Proof. By a similar approach in the proof of Theorem 4.4, and applied to the correlation Theorem 2.2, the result follows.
Remark 4.11 By using Theorem 4.10, we obtain a family of p-ary three-weight codes Φ (C(m, p, N ) ).
Application to secret sharing schemes
Secret sharing is an important topic of cryptography, which has been studied for over thirty years. In 130 this section, we will study the secret sharing schemes based on linear codes studied in this paper.
The access structure of the secret sharing schemes
If a group of participants can recover the secret by combining their shares, then any group of participants containing this group can also recover the secret. A group of participants is referred to as a minimal access set if they can recover the secret with their shares, but any of its proper subgroups cannot do so. Here a proper subgroup has fewer members than this group. Based on these facts, we are only interested in the set of all minimal access sets. Thus the concept of a minimal codeword of a linear code C is introduced. A minimal codeword of a linear code C is a nonzero codeword that does not cover any other nonzero codeword. We say that a vector x covers a vector y if s(x) contains s(y), where s(y), the support s(y) of a vector y ∈ F s q , is defined as the set of indices where it is nonzero. Although determining the minimal codewords of a given linear code is a difficult problem in general, there is a numerical condition derived in [1] , bearing on the weights of the code, that is easy to check. One of conditions about determining the minimal codewords of a given linear code described by the following lemma [1] .
Lemma 5.1 (Ashikmin-Barg) Denote by w 0 and w ∞ the minimum and maximum nonzero weights of a q-ary code C, respectively. If
then every nonzero codeword of C is minimal.
We can infer from there the support structure for the codes of this paper. 
Hence the proposition follows. 
N2
, we obtain
or N 2 p < p m 2 , which is true for N 2 < p m 2 −1 . So the result follows.
Massey's scheme
Secret sharing was motivated by the problem of sharing a secret digital key. In order to keep the secret efficiently and safely, secret sharing scheme (SSS) was introduced in 1979 by Shamir and Blakley. Since then, many applications of SSS to several different kinds of cryptographic protocols have appeared. The 145 so-called Massey's scheme is a construction of such a scheme where a code C of length S over F p gives rise to a SSS. The secret is carried by the first coordinate of a codeword, and the coalitions correspond to supports of codewords in the dual code with a one in that coordinate. And the coalition structure is related to the support structure of C. It is worth mention that in some special cases, that is, when all nonzero codewords are minimal, it was shown in [8] that there is the following alternative, depending on 150 d ′ :
• If d ′ ≥ 3, then the SSS is "democratic": every user belongs to the same number of coalitions,
• If d ′ = 2, then the SSS is "dictatorial": some users belong to every coalition.
Depending on the application, one or the other situation might be more suitable. By Theorems 4.4, 4.5 and 5.2, we see that for some values of the parameters, a SSS built on Φ(C(m, p, N )) is dictatorial.
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Conclusion
The contributions of this paper include the construction of linear codes with few weights and the determination of their weight distribution. It is well known that the weight distribution problem for linear codes is in general very hard and it is settled for only a very small number of classes of codes. In the present work, by using an algebraic method and a Gray map, we construct a family of two-weight 160 linear codes, which are optimal by using Griesmer bound, and three-weight linear codes. These codes are not visibly cyclic. It is worth exploring more general constructions by varying the alphabet of the code, or the defining set of the trace code. Compared with cyclic codes in [4, 7, 9, 11] , many codes in this paper have different weight distributions.
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