Extreme statistics, Gaussian statistics, and superdiffusion in global magnitude fluctuations in turbulence Phys. Fluids 24, 105103 (2012) Diffusion in grid turbulence of isotropic macro-particles using a Lagrangian stochastic method: Theory and validation Phys. The coefficient C 0 , which determines the effective turbulent diffusion in velocity space, is fundamental in Lagrangian modeling. Others, for example, Yeung and Pope ͓J. Fluid Mech. 207, 531 ͑1989͔͒ have investigated this coefficient numerically with direct numerical simulation ͑DNS͒ by analyzing the dispersion of discrete particles. In our paper we estimate the coefficient C 0 by using DNS to study the initial evolution of continuous passive scalar fields. Using an equivalent probability density function ͑pdf͒ and conditional moment analyses we examine the initial transient behavior for passive scalar mixing, with both linear and Gaussian-type initial distributions in the velocity space. Our estimates of C 0 are found to be consistent with the data found in the literature.
I. INTRODUCTION
Random walk models of particle motion are based upon the notion of a similarity between particle motion in the velocity phase space and a Markov process. In Lagrangian modeling the coefficient C 0 determines diffusion in the velocity space and is of fundamental importance. According to Kolmogorov scaling, 1 at high Reynolds numbers the Lagrangian velocity structure function D() may be represented as
where t ӶӶT L and t , T L are the Kolmogorov and integral time scales, respectively. Although C 0 is expected to be a universal constant at high Reynolds numbers, the apparent Reynolds-number dependence of C 0 at low Reynolds numbers is well known. 2, 3 Typical values of C 0 obtained from both physical and numerical experiment vary within the range 2.0-7.0.
2-6 Sawford 7 notes that C 0 does not reach a value of approximately 90% of the final limiting value until R у10 3 , where R is the Reynolds number based on the Taylor microscale. This Reynolds number range has not been reached in laboratory or numerical experiments.
Discrete or continuous analysis can be used to estimate C 0 . The discrete approach requires that the turbulent transport is modeled by a large number of discrete particles. Dispersion statistics are estimated by ensemble averaging of the particle properties. We follow the concept of diffusing particles suggested by Dreeben and Pope. 8 According to this concept, the molecular diffusion effects are modeled by small-scale white noise. ͑However, if the diffusion coefficient is set to zero, then the trajectories of the particles coincide with the trajectories of corresponding fluid particles.͒ If the number of particles is sufficiently large, then the in- This reflects the fundamental principal of the equivalence between discrete and continuous approaches, as stated by Taylor, 10 who noted that the first moment characteristics of continuous scalar dispersion are determined by the motions of discrete particles.
One-particle statistics are described by the Lagrangian phase space density function F(u,x,t), specifying the average number density of particles in the velocity-position space at any given time. However, the equivalent stochastic models, formulated on the basis of conditional expectations, 9, 11 are more convenient to use in the analysis of a continuous scalar. The conditional expectation Q u (u;x,t)ϭ͗c͉u͘ is the expectation of scalar c conditioned on a given value of velocity u. The detailed discussion of the equivalence of these models can be found in Ref. 9 .
In this work we use direct numerical simulation ͑DNS͒ and the equivalent formulation of the Markov-type model in terms of conditional expectations to study C 0 for initial conditions that would appear unphysical for the conventional discrete approach. The scalar Prandtl number Pr is given a value of unity. The results of Klimenko 9 are used to examine C 0 for initial conditions, where the scalar is formally set as a linear function of the velocity components ͑the linear constraint͒. For this initial condition the importance of the influence of the pressure gradient on the whole process is noted in Ref. 9 and additional brief consideration is given in the Appendix.
The development of C 0 from an initial condition specified by the linear constraint is compared against values of C 0 obtained from the evolution of a continuous scalar developing from the conventional delta function-type initial condition, as well as with values of C 0 obtained from DNS through the discrete approach. Due to resolution limits of the computational method, the delta function initial condition is approximated by a Gaussian function with a nonzero dispersion. The delta function-type initial condition is the continuous scalar equivalent of the conventional discrete particle initial condition when the initial velocity of the particles is the same for all particles.
The paper is organized as follows. In Sec. II, the relationship between C 0 and the drift coefficient of the stochastic models is discussed. In Sec. III, we derive the functional relationship between C 0 and the flow statistics for a globally isotropic turbulent velocity field. These equations are used to determine C 0 from our DNS results. In Sec. IV, the DNS method used in the paper is briefly reviewed and some aspects of numerical accuracy are discussed. Selection of the initial velocity and scalar fields is discussed in Sec. V and Sec. VI. In Sec. VII, we discuss the development of C 0 from the linear initial condition. In order to provide a consistency check for the method used in our work we examine the development of C 0 from an initial condition corresponding to a discrete particle method in Sec. VIII. We conclude in Secs. IX and X with comparisons against other data and some final comments.
II. DRIFT COEFFICIENT DEPENDENCE ON C 0
In models based on the Markov assumptions, the particle velocity is influenced by both drift and diffusion through the phase space. In this section the relationship between C 0 and the drift coefficients, found in the transport equations for the Lagrangian density F and the conditional expectation Q u is examined. Formally the Lagrangian density F(u,x,t), the conditional expectation Q u (u,x,t), and the Eulerian density function P u (u,x,t) are functionally dependent on the velocity field u, the spatial coordinate of the particle in physical space x, and the time coordinate t. These dependencies are suppressed in our notations for convenience. Unless otherwise stated, the Einstein index summation rule is used.
Under the Markov-process assumptions, the evolution of the phase-space density function F is modeled by a FokkerPlanck equation,
where A i is the drift coefficient and B i j is the diffusion coefficient. The conditional expectation Q u may be modeled by the following equation:
where A i * is the conditional drift coefficient. The phase space density function F, the conditional expectation Q u , and the Eulerian pdf P u are related by 9 FϭQ u P u . ͑5͒
A further discussion of this equation is given in the Appendix. The transport equation for P u is given by
In the above equation G i ϭϪ͗‫ץ‬p/‫ץ‬x i ͉u͘/, where the instantaneous fluid pressure is denoted by p and ⑀ i j ϭ͗("u i
•"u j )͉u͘ is the dissipation tensor. Equation ͑5͒ requires that certain conditions 9 must be met in order to enforce consistency between the various stochastic models. The consistency conditions are given by
and
Local and global isotropy conditions are assumed in order to simplify Eq. ͑7͒ and Eq. ͑8͒. The Kolmogorov 13 hypothesis of local isotropy implies that the dissipation tensor of the turbulent kinetic energy is given by
͑9͒
where ⑀ t is the average dissipation of turbulent kinetic energy and ␦ i j is the Kronecker delta symbol. In Lagrangian modeling the drift coefficient is assumed to take the following form:
͑10͒
This approximation makes the Lagrangian velocity structure function consistent with the structure function specified by Eq. ͑1͒. It should be noted that the average dissipation of turbulent kinetic energy ⑀ t is a function of time, which has not been explicitly written for convenience. Similarly, the functional dependence of all statistical moments on time is not explicitly stated in our notations. Global isotropy requires an isotropic turbulence field for which it is known that the Eulerian pdf is approximately Gaussian.
14 Consistency with the Eulerian pdf requires that the coefficients of the conditional expectation and phase space density equations are linear in velocity. The model coefficients may be then expressed in the form A i ϭ␣(t)u i and A i *ϭ␣*(t)u i . In a decaying isotropic turbulent velocity field the term G i is negligible and has been neglected for our analysis. The following relationships are obtained after substituting in the exact expressions for (A ⑀ ) i and (A B ) i and simplifying ͑using the Gaussian property of the Eulerian pdf and the isotropy relations noted above͒:
where ͗u 2 ͘ is the Eulerian velocity variance. These equations are used to express C 0 in terms of the flow statistics in the next section.
III. EVALUATION OF C 0
For simplicity, and without loss of generality, the initial conditions for the conserved scalar c are set so that c is initially dependent on only one velocity component which is denoted here as u. We refer to this velocity component as the conditioning velocity. The values of other components do not affect the initial value of c. Due to these specific initial conditions, c has significant correlations only with the velocity component u. The velocity field is homogeneous and isotropic while the scalar field is homogeneous but not necessarily isotropic. The scalar can be set initially as the linear deterministic function of the conditioning velocity, cϭa 1 u ϩa 0 , as required by the linear constraint. 9 We choose the constants a 0 and a 1 as 0 and 1, respectively. Equation ͑3͒ and Eq. ͑4͒ simplify to the following two equations, where subscript indices are dropped and u refers to the conditioning velocity:
͑14͒
Equations ͑13͒ and ͑14͒ belong to the class of OhrnsteinUhlenbeck processes for which analytical solutions may be found. 15 The evolution of the conditional expectation Q u from the linear initial condition, where cϭa 1 u, is given by Using Eq. ͑15͒, the rate of change of K(t) ͑the slope of the conditional expectation in the velocity space͒ can be used to determine C 0 . It is useful to define a velocity space moment operator as
͑17͒
the integral of a product with the phase space density function over the conditioning velocity space. When the scalar can be considered in terms of particle concentrations and the sign of Q u is positive, Eq. ͑17͒ may be interpreted as the Lagrangian stochastic moment. If the sign of Q u becomes negative, the addition of a sufficiently large constant c 1 to c is sufficient to ensure that Q u Ͼ0 and that Eq. ͑17͒ can again be interpreted as the Lagrangian stochastic moment. Adding the constant c 1 does not change the scalar transport properties and thus does not restrict the validity of the C 0 determined here. The Eulerian moment operator is defined as
where the integral is taken over the conditioning velocity space. Substituting Eq. ͑15͒ into Eq. ͑5͒, multiplying by u, and applying the moment operators gives
The derivative of Eq. ͑15͒ is taken with respect to time and, using Eq. ͑16͒, the time derivative of the slope of Q u in velocity space is written as
is then substituted into Eq. ͑20͒ to give an expression relating C 0 to the Eulerian velocity dispersion and the average dissipation of turbulent kinetic energy,
͑21͒
Both of these flow statistics are obtained using DNS. A more conventional initial condition for a continuous scalar in the velocity space is that of a delta function F ϳ␦(u) at tϭt 0 . It is not possible to properly resolve a delta function initial condition since the computational resolution in velocity space has a nonzero width for a continuous scalar, however, the phase space density function should evolve from a delta function initial profile to a Gaussian profile as time increases; hence a Gaussian curve can be used to approximate the delta function initial condition. The solution to Eq. ͑13͒ for the time-shifted delta function type initial condition is given by
͑22͒
Equation ͑13͒ is multiplied by u 2 and integrated over the velocity space to give
Substituting in Eq. ͑11͒ gives the following relation between C 0 and the flow statistics:
.
͑24͒
The required statistical moments are evaluated using DNS. It can be easily seen that this equation is not well posed when the well-mixed condition applies.
IV. THE NUMERICAL METHOD
In this work the pseudospectral DNS code of Kerr 16 is used to numerically solve the incompressible Navier-Stokes equations within a cubic computational domain of edge length Lϭ2. The grid consists of N 3 grid points located at xϭ(l i ",l j ",l k ") where l i ,l j ,l k are integers taking the values in the range 0,NϪ1 and the grid spacing "ϭN/L. Modes in wave number space are located at k
where (m i ,m j ,m k ) are integers in the range 1ϪN/2,N/2. The smallest wave number is given by k o ϭ2/L and is thus one for our simulations. Periodic boundary conditions are applied on all computational boundaries. Further details on the DNS code may be found in Kerr. 16 The numerical accuracy obtained using DNS calculations depends on both spatial and temporal resolution. Time accuracy in our calculation is maintained by limiting the maximum allowable time step. In this work a Courant number criterion is used to control the time stepping. The CFL number was varied between 0.5 and 0.9 with no discernible influence on computed spectra being observed, hence a CFL number of 0.7 is chosen on a conservative basis for all simulations.
To satisfy the spatial accuracy requirements it is necessary that the smallest flow scales, characterized by the Kolmogorov length scale , are well resolved on the Eulerian grid. The number of grid points required to properly resolve all turbulent length scales is a function of the Reynolds number 17 ͑given approximately by R l 9/4 , where R l is the integral scale Reynolds number͒. Finite computational resources place an upper bound on the maximum Reynolds number at which the proper resolution of flow scales can be expected. In an N 3 simulation the highest resolvable wave number k max is the largest integer multiple of k o not exceeding ͱ2N/3/k o . The dimensionless parameter k max determines the spatial resolution of a numerical simulation.
18,2
The approximate equality 3k max Ϸ␦x/ may be used to evaluate this parameter, 2 where ␦x is the grid spacing. For forced turbulence simulations a value of k max у1.0 has been found sufficient to properly resolve the low-order velocity statistics, while a value of k max у1.5 is required for the higher-order statistics such as dissipation. 2 The Prandtl number also influences the resolution of a scalar field. Ruetsch and Maxey 19 have shown that a conserved scalar field ͑with Prϭ0.5͒ appears to be well resolved for k max ϭ1.34. When Prϭ1.0 ͑as in the present work͒ the dissipation scale of the conserved scalar c matches that of the velocity u and the temporal resolution requirements for c and u must be similar. Also, since our work is performed with decaying turbulence we expect that the resolution will increase as any given computation proceeds. Mell et al. 20 observed that global averages for scalars are well resolved in decaying-turbulence simulations (Prϭ1.0) for both Nϭ128 (k max ϭ60.33) and Nϭ64 (k max ϭ30.17) grids, however, they note that their resolution errors became more significant as the quantities of interest became more local. We then expect that, provided the initial value of k max у1.5, good resolution of both the scalar and velocity fields ͑as our initial scalar and velocity fields decay in time͒ will be achieved.
V. SELECTION OF VELOCITY FIELDS
The velocity fields used in our calculations are selected from a decayed initial velocity field. The spectra of the initial velocity field is defined following the method of Sullivan et al., 21 where the velocity field is expressed in terms of normally distributed Fourier coefficients that are scaled to give a proper three-dimensional energy spectrum. 14 The spectrum function has the form
where U o and a are constants and is the magnitude of the wave number vector. The initial peak energy then occurs at the wave number ϭa. Hinze 14 notes that the decay process of the turbulent field can be characterized by an initial period, a transition period, and a final period. For a realistic turbulent velocity field, the turbulent kinetic energy and the average dissipation of turbulent kinetic energy decay rates vary as t Ϫn , where the value of the exponent n is dependent on what period of the decay process the turbulent field has achieved. 14 We note that, after the flow adjusts to the influence of the initial condition, the ensemble-averaged turbulent kinetic energy and dissipation decrease, with an exponential dependence on time being eventually observed. When a power-law dependence on time is noted, the flow field is saved, and the spectra are examined. If the spectra are physically realistic the saved velocity field is used as a restart field. The selection of an initial restart field is illustrated in Fig. 1 . In this figure the time has been normalized by the initial integral time scale of the initial velocity field T io . In this paper the normalized time is usually rescaled by the initial integral time scale of the respective restart velocity field t io . When the time has not been scaled we use the symbol t to represent the physical time.
For this figure we note that the value of the decay exponent for the turbulent kinetic energy is somewhat larger in comparison to the range ͑1.0 . . . 1.4͒, which has been obtained by many experimental 14 and computational 22 investigations. For our work, the value of the decay exponent was typically between 1.4 and 1.7. We might expect an influence on the computed dispersions due to the initial value of the decay exponent.
In order to generate data for our calculations the DNS code is started from a restart field. The velocity fields are read from the restart file and the scalar field is reconstructed using the conditioning velocity component. Restart data is generated with two objectives in mind. In the first case we wish to examine the transient behavior of C 0 for the widest range of Reynolds numbers achievable. To this end we manipulate the fluid viscosity to obtain a series of physically consistent flows over a range of Reynolds numbers. This series of restart fields is denoted by the prefix A in our nomenclature.
In the second case we generate a series of restart files from an initial condition by ''picking off'' restart fields as an initial restart field decays in time. This series of restart fields enables us to compare the influence of a decaying Reynolds number field in the absence of variations in viscositydependent scales. A typical illustration is given in Fig. 2 , where the dissipation time series of some restart fields ͑at various intervals in time͒ are plotted against the dissipation time series of the initial field from which they are derived. Note that the time series of each restart field collapses onto the time series of the initial restart field. Restart data obtained in this manner is denoted by the prefix T2. Table I and  Table II give some data on the restart fields we use in this paper. Tables I and II are not able to initially satisfy the resolution requirements at higher Reynolds numbers. Primarily this is because of our inability to work with higher resolution grids (Nу256). However, as seen in Table I , we have considered both welland less-well-resolved flows at similar Reynolds numbers. We observed that the initial resolution did not have a dramatic influence on our computed C 0 values.
VI. RESTART FIELDS
Typical energy spectra of the restart velocity fields are demonstrated in Fig. 3 . Dashed lines that indicate the level of the Kolmogorov constant are also given for reference.
We note that a relatively flat region (
) is found between Ϸ0.1-0.25 for both Nϭ64 and Nϭ128 simulations. This region, within which the Kolmogorov scaling appears to hold, is limited in range, and this suggests that the simulations performed for Nϭ64 and Nϭ128 have not properly resolved an inertial interval. Thus, in agreement with Yeung et al., 23 who noted that Nϭ128 was insufficient to resolve the inertial interval in forced turbulence DNS calculations, we do not claim to have properly resolved the inertial interval. We also note that the peak in our dissipation spectra coincide with the relatively flat portion of the turbulent kinetic energy spectrum. This indicates that the relatively flat portion of the energy spectrum is not within the inertial range. 23 Our estimations of the Kolmogorov constant for the restart fields used in this paper are between 1.65 and 2.0. This range is in agreement with the average of previously published estimations, 23 given by a value of 1.65. For a turbulent isotropic velocity field the Eulerian pdf will be approximately Gaussian, with the pdf being given by
͑26͒
A comparison between Eq. ͑26͒ and the pdfs computed from the DNS data is given in Fig. 4 . The computed pdfs remains Gaussian, with the decreasing dispersion in velocity space resulting in a more peaked pdf as the flow evolves in time.
In concluding this section we note that our DNS calculations are in general agreement with other computations presented in the literature. Our compensated spectra replicate typical features in computed spectra, and our estimated Kolmogorov constant is in agreement with other predictions given in the literature.
VII. DEVELOPMENT OF C 0 FROM THE LINEAR INITIAL CONDITION
In this section we discuss the development of C 0 from the initial condition determined by the linear constraint, where cϭK(0)u and K(0)ϭ1. As noted by Klimenko, 9 a consistent application of the Markov assumption to the scalar transport equation, with a source term given by the fluctuating pressure gradients, requires that C 0 takes the constant value of 2 3 . As fluctuating pressure gradients are not included in our model, we do not expect C 0 to behave in this manner.
The analysis presented in Sec. III ͓Eq. ͑15͔͒ shows that the conditional expectation will remain linear in velocity space ͑for the linear initial condition͒. This is demonstrated in Fig. 5 , where it can be seen that the conditional expectation remains linear in the velocity space. As the flow evolves in time, some nonlinear behavior appears in the conditional expectation slope. This point will be discussed later in the paper. However, we expect that, while the conditional expectation remains linear in the velocity space, the method used in the paper will produce values of C 0 that are consistent with existing data.
For the rest of this section we will present data obtained using the T2 restart fields. The time scale used in Eq. ͑21͒ is plotted in Fig. 6 . In this figure the origin of the time coordinate corresponds with the time origin of the initial field from which the restart fields are derived. The power-law dependence of the turbulent kinetic energy k on the time t implies that the time scale (k/⑀ t ) must be proportional to t. However, some departure from this behavior can be seen for the data at the far right of the plot where the Reynolds number is low. The data in Table I and Table II show that our restart fields are very well resolved in the lower R ranges. The calculations made at the lowest values of R appear to be influenced by the onset of a transition period. Figure 7 illustrates a typical time history for C 0 . The first point of interest in this figure is that the starting value of . This is consistent with Klimenko, 9 who found that C 0 would take a constant value of We note that a smooth monotonic rise in C 0 is observed until a maximum value is reached. The point at which this maximum value occurs is approximately at one-third of the initial integral time scale. A careful inspection of our data suggests a very weak influence of the Reynolds number, with the onset of the maximum period being delayed as the Reynolds number decreases. However, this influence is quite weak. Since this period appears to be only weakly dependent on the Reynolds number ͑we note that molecular diffusion effects are important and that we have not yet explored the influence of variations in Prandtl number͒, we have presented our data in tabular form on the basis of comparisons between the initial Reynolds number and C 0 values, and the corresponding values at the point when a maximum C 0 is observed, given by C 0 * .
After this maximum value is achieved, a period of monotonic smooth decay occurs until oscillating behavior of C 0 is observed. In Fig. 8 we show a plot of some estimates of C 0 against the Reynolds number. Data for these plots is obtained using the restart fields T2ϪR51 and T2ϪR21. We note that initially C 0 rises smoothly as expected, reaches a maximum value, and then decreases. This period of smooth decrease is due to the influence of the reducing Reynolds number. As is suggested by the appearance of nonlinear behavior in the slope of the conditional expectation ͑Fig. 5͒, oscillating estimates of C 0 occur after some period of time. The duration of the period of smooth development is sufficient for obtaining the reliable estimations of C 0 . When the initial correlation between c and u, which gradually decreases during the run, becomes too small, the numerical method is unable to properly resolve the conditional statistics required to estimate C 0 . Although the predictions of C 0 during the oscillating period are not reliable and not used for determining C 0 , the observed behavior needs to be examined.
The dispersion of scalar and velocity can be used to examine the resolution of our conditional statistics. Squaring Eq. ͑15͒, applying the Eulerian moment operator, and then subtracting the left and right sides of the resulting equation result in a difference term. In order to magnify the influence of the conditional expectation slope, the resulting difference is normalized as follows:
where V is a normalized measure of the influence of the conditional expectation slope. In Fig. 10 the difference term V is plotted against C 0 , the velocity dispersion ͗u 2 ͘, and the conditional expectation slope K(t). Data for this figure is obtained using the restart field T2ϪR36. It is seen that the oscillating estimations of C 0 coincide with a sudden change in the slope of V. The change in slope corresponds to a change in the sign of the curvature of K(t), since the velocity dispersion ͗u 2 ͘ decreases continuously in a smooth manner. This suggests the onset of an oscillating behavior in the estimation of the conditional expectation slope. We suggest that, due to the different decay rates of the scalar and velocity dispersions, this fluctuating behavior is due to the loss of an adequate resolution in our conditional statistics. Qualitatively this behavior was noted in all our simulations. It is of interest to note that the onset of oscillatory behavior in K(t) occurs after a period of approximately three initial integral time scales. We note that this behavior is in agreement with Fig. 5 , where nonlinear behavior in the conditional expectation slope is seen at about this period for a different flow with a similar initial Reynolds number. We observed that, as the initial Reynolds number increases, the onset of oscillatory behavior in K(t) is increasingly delayed. This suggests that longer periods of consistent C 0 behavior at higher initial Reynolds numbers may be expected ͑as observed in Fig. 9 and Fig. 7͒ . At lower Reynolds numbers, however, the correlations that appear in the equations for C 0 become quite small since the velocity field is close to laminar. In this situation the expressions for C 0 have no real physical meaning. Figure 9 shows a comparison against the Reynolds number for a number of estimates of C 0 . We note that only reliable data has been plotted, and that the fluctuating parts of each time series have been discarded for this figure. The figure suggests that C 0 is strongly dependent on the Reynolds number, but this dependence can not be expressed in the form of a universal function C 0 ϭF(R ). This suggests that the influence of the initial condition extends over a period of time. The overlap between the R59 and R51 series gives some indication that the universal function may exist for higher Reynolds numbers. Unfortunately, we are unable to simulate higher Reynolds numbers due to numerical accuracy considerations and limited computational resources. From the figure it is apparent that estimates of C 0 made at higher Reynolds numbers have a longer period within which consistent values of C 0 are obtained. We note that the dependence of C 0 on Reynolds number can be effectively reduced if we use an alternative definition of C 0 and replace ͗u 2 ͘/⑀ t by the integral time scale in Eq. ͑21͒. However, the qualitative dependence of C 0 on the Reynolds number remains the same and we chose to remain with the standard definition ͑see Fig. 10͒ .
VIII. DEVELOPMENT OF C 0 FROM THE GAUSSIAN INITIAL CONDITION
The time-shifted Gaussian initial condition is useful to ascertain the consistency of models based on the Markov assumptions for differing initial conditions. This initial condition corresponds to conventional initial conditions imposed on discrete particles of the form Fϳ␦(u). According to Eq. ͑22͒, the phase space density function for a scalar with an initial delta function distribution in velocity space should evolve according to a Gaussian function in velocity space. Typically the dispersion of this Gaussian function should be less than that of the Eulerian pdf. In our work the initial dispersion of the phase space density function was usually half that of the Eulerian pdf. Our computations suffered resolution problems when smaller initial dispersions of F were attempted. A typical development of the phase space density function is illustrated in Fig. 11 . If the initial function is not well resolved, the phase space density function is, at first, less realistic, but after a short period of time F relaxes to the proper Gaussian form.
A typical history for the evolution of C 0 from the Gaussian initial condition is given in Fig. 12 . In comparison, the development of C 0 from the linear initial condition is also given. It is clear that the peak values of C 0 observed with both methods are quite similar. Initially C 0 rises from an initial value close to C 0 ϭ 2 3 until a maximum value is reached. Then C 0 decreases smoothly in time until oscillating behavior is observed.
There are some subtle differences, however. The peak value of C 0 obtained for the linear initial condition is slightly greater than that obtained using the Gaussian initial condition. The peak value of C 0 is also achieved slightly earlier for the Gaussian initial condition. Inspection of Fig. 12 also suggests that the estimates of C 0 derived from the Gaussian initial conditions demonstrate fluctuating behavior earlier than do the estimates made with the linear initial condition.
For particles the well-mixed condition, corresponding to a homogeneous distribution of scalar particles in the velocity space, is modeled by Fϭc o P u , where c o is a constant. When the phase space density function and the Eulerian pdf become equal, it is not possible to determine uniquely the value of C 0 since Eq. ͑24͒ is not well posed under this condition. For the Gaussian initial condition, the determination of C 0 from the DNS data is not a well-posed problem at time scales greater than the integral time scale. The similarity in the behavior of C 0 for both initial conditions supports the model based on the Markov assumptions.
IX. COMPARISON WITH OTHER DATA
That the development of C 0 has no significant dependence on the scalar initial condition is also indicated by Fig.  13 . The velocity fields for this figure have been taken from series A. The scatter in the data is, in part, due to the influence of the viscosity-dependent scales. Table III gives the initial values of C 0 and the Reynolds number, as well as the corresponding data at the point of maximum C 0 . We have included data from Yeung and Pope 2 in the figure, and it can be seen that the stochastic method produces results that are consistent with their particle method. We note that our estimations are derived using decaying turbulent velocity fields, whereas Yeung and Pope work with stationary forced turbulent velocity fields.
It is apparent that the estimates made using forced turbulence are slightly lower than the estimations obtained via the stochastic method. The different nature of the respective velocity fields may influence the computed values of C 0 . However, we compare against the forced turbulence results to demonstrate that the values of C 0 obtained using the stochastic model are consistent with the particle method. The figure also suggests that the values of C 0 obtained with the Gaussian initial condition appear to better match the forced turbulence estimates. This may be an indicator of a slight influence of the type of initial conditions. This figure also demonstrates that the resolution of the initial velocity and scalar fields appear to have only a slight influence on our computed values of C 0 . For example, from Table I , we consider runs A-64R34 and A-128R35. The initial values of k max are 0.787 and 1.57, respectively. The resolution requirements discussed earlier are clearly met for the Nϭ128 simulation but ͑in comparison͒ the Nϭ64 simulation is not as well resolved. However, the figure ͑and Table III͒ show that the values of C 0 predicted from both of these restart velocity fields match reasonably well. Figure 14 gives an identical plot for the calculations made with the T2 series of velocity fields. Estimates of C 0 that have been derived from data given in Du et al. 6 are also plotted together with the data of Yeung and Pope. The figure shows that the estimates made with the stochastic model are consistent with the other data.
X. DISCUSSION AND CONCLUSIONS
We first note that the stochastic model used in this paper can provide estimates of C 0 , consistent with the conventional estimations. The influence of the two types of initial conditions ͑linear and Gaussian͒ considered in the paper on C 0 is weak. This generally supports the Markov assumptions. Our results also support the notion that C 0 is larger for higher Reynolds numbers. The dependence of C 0 on R is, generally, not represented by a universal function C 0 ϭF(R ). There are, however, some indications that the dependence of C 0 on the Reynolds number may exhibit higher degree of universality for larger R .
We note that our method determines C 0 on the basis of differential characteristics, and is thus quite sensitive to the other parameters that influence C 0 . However, a constant C 0 from the proper range would provide good agreement for normal integral characteristics such as the variances or the conditional expectation slope.
We found that all initial values of C 0 are close to the value of 2 3 . This is consistent with Klimenko, 9 who demonstrated that C 0 would take the value 2 3 if the scalar field could be kept velocity-like. As the scalar field develops into a more physically realistic field, C 0 becomes consistent with the conventional values found in the literature, as it is expected on the basis of the results presented in Ref. 9 .
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APPENDIX: CONTINUOUS AND DISCRETE APPROACHES TO TURBULENT DISPERSION
The conventional method of determining the constant C 0 is based on marking a fluid particle and following its motions. The position of the fluid particle is specified by the equation
where u p ϭu͓x p (t),t͔ and u is the fluid velocity. It is quite common to observe not just one particle at a time but many particles. In DNS, this would allow us to obtain effective averages using only one ͑or relatively few͒ realizations of the fluid velocity field. Let us assume that the number of particles ͑which have to be traced͒ is sufficiently large so that memory and time requirements for modern computing systems become restrictive. In this case, it seems reasonable to introduce a new continuous characteristic-concentration of fluid particles c-which satisfies the equation
Indeed, this approach is not new to fluid mechanics that conventionally operates with continuous characteristics rather than striving to trace large numbers of individual molecules in a fluid flow. There is, however, a hidden obstacle in solving Eq. ͑A2͒ directly by DNS. Since the small-scale turbulent motions are not compensated by molecular diffusion, unbounded growth in the gradients of c will occur, thus making accurate computations of Eq. ͑A2͒ very difficult. The solution to the problem lies in using the diffusing particles of Dreeben and Pope. 8 The trajectories of these particles are controlled by the equation
where w is the white noise that models the influence of the molecular diffusion. The equation governing the concentration of the diffusing particles,
differs from Eq. ͑A2͒ by the molecular diffusion term. Equation ͑A4͒ can be easily computed by DNS. In this case, the equivalence of the discrete approach of Eq. ͑A3͒, which represents a stochastic Ito equation, and the continuous approach of Eq. ͑A4͒, which effectively represents a FokkerPlanck ͑direct Kolmogorov͒ equation, is well-known in mathematics. 15, 24 It should be noted that both equations ͑A2͒ and ͑A4͒ are not averaged with respect to the turbulent fluctuations. Naturally, one might be concerned with the question of whether this replacement of fluid particles by diffusing particles affects the dispersion properties and the constant C 0 . According to the conventional understanding of turbulent diffusion originated by Taylor, 10 the answer for this question is negative: the constant C 0 should not be significantly affected by the molecular diffusion term provided the Reynolds and Peclet numbers are sufficiently large and the particle dispersion is observed in a free stream away from the walls.
Let us assume that a particle is initially placed in a homogeneous turbulent flow so that the selected component u p of its initial velocity takes a certain given value, say, u p ϭ0 ͓other choices are also possible, but a zero initial condition is the most convenient since it minimizes the influence of the drift term in Eq. ͑3͔͒. As time passes, the component u changes while particle dispersion in the velocity space, ͗u p 2 ͘, is determined by the constant C 0 . If we place many particles into the flow so that initially uϭ0 for all of them, the constant C 0 can be determined by averaging the particle increments in the velocity space. At the same time, if the number of particles is sufficiently large, we can introduce a continuous scalar c defined as the concentration of particles. The initial conditions for c are specified accordingly: cϭ0 everywhere except for the regions where u is close to zero ͓that is, cϳ␦(u), where ␦ is Dirac's delta function͔. It should also be possible to determine the constant C 0 from the temporal evolution of the scalar c but, for this purpose, we have to link the characteristics of particle distribution with the characteristics of the scalar field. The distribution of particles in the velocity-position phase space is specified by the phase-space density function F. The fundamental principle of consistency of the discrete and continuous approaches is reflected by the general equation
where Q u ϵ͗c͉u͘ is the conditional expectation characterizing the continuous field c and P u is the Eulerian pdf of the velocity component u. That is the probability of finding a selected particle at a certain state in the phase space is proportional to the concentration of particles at this state and to the probability that this state appears in the turbulent flow. The derivation of this equation is given in Klimenko. 9 The dispersion of particles in the velocity space is determined by F while F can be found from Q u . This scheme of determining the constant C 0 is implemented in the present work, where the delta-function-type initial conditions are, due to the limited resolution, approximated by the Gaussian distribution with a small dispersion in u space. This scheme should give ͑and gives͒ the values of C 0 that are consistent with the conventional discrete approach.
It should be noted that, in the discrete approach, we can always select a certain particle or a certain group of particles that we are interested in. In the continuous approach, the particles are indistinguishable and individual particles can not be traced. That is why the determination of C 0 from the evolution of a given field c is not always possible. For example, if, according to the well-mixed conditions, c ϭconst, then the field will not evolve and C 0 can not be determined. In the present work, we also examined evolution of the scalar field from the velocity-like initial conditions c ϳu at tϭt 0 ͑as specified by the linear constraint 9 ͒. The value of c can be negative for these initial conditions while c must be positive in order to be interpreted as a concentration of particles. Of course, we can always add a constant to c so that c becomes positive and then treat c as the concentration of particles. Adding a constant would not change Eq. ͑A4͒. Alternatively, we can simply note that, due to ͑A5͒, the models for F and Q, respectively specified by Eqs. ͑3͒ and ͑4͒, are equivalent so that the constant C 0 can be determined directly from Eq. ͑4͒. This approach-determining Q u from DNS and then finding the C 0 , which is consistent with Q u and Eq. ͑4͒-is pursued in the present work for the velocitylike initial conditions. In this case, the consistency of the determined and conventional values of C 0 is not known a priori since the scalar field ''may choose to stay'' velocitylike and this would result in C 0 laying away from the conventional range. The difference of scalar transport and velocity transport, shown in the present work, is an important feature of turbulence.
