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SUPPLEMENTARY METHODS

Supplementary Method S1
Derivation of the rank score Let x i ∈ prior k a prior score of an interaction type k ∈ {TF:TG, miRNA:TG}, n i the number of equal scored interactions, i.e. |x j ∈ prior k : x j = x i |, m i the number of lower scored interactions, i.e. |x j ∈ prior k : x j < x i |, To obtain the percentile score, the rank is divided by the size N of the prior score distribution:
F(x i ∈ prior k ) = 0.5 n i + m i + 0.5 N Finally, we can formulate:
F(x i ∈ prior k ) = 0.5 � x j ∈ prior k : x j = x i � + � x j ∈ prior k : x j < x i � + 0. 
Supplementary Method S3
Model performance assessment Some comments on the tools. For the performance assessment we compared our algorithm against the common methods mirConnX (7) and MAGIA2 (8) . For both, we had to resolve some issues during their evaluation.
mirConnX generates GRNs in its basic meaning, "a gene regulates another gene" and thus allows the input of gene identifiers/symbol names for mRNA and miRNA expression data. A modeling based on expression data with transcript identifiers is only possible for mRNA data.
In contrast, MAGIA2 allows gene and transcript identifier/symbol names for mRNA data but only transcript symbol names for miRNAs. The outcome of this is that MAGIA2 generates "mixed" regulatory networks in terms of mRNA genes and miRNA transcripts, resulting in models deviating from the general view: "a gene regulates another gene" and additionally "a gene regulates a transcript" and "a transcript regulates a gene". Actually, this is not wrong but to make the prediction comparable to mirConnX we had to transform the MAGIA2 result set to a basic GRN. In line with this, we had to adapt the gold standard used for the mirConnX performance assessment to avoid false positives and false negatives which are implied by a "gene regulates gene"-based gold standard and not caused by a wrong prediction of the algorithm (see generation of gold standards).
The nodes listed in the MAGIA2 result set are labeled with the identifier and symbol names provided by the user input. This is an advantage compared to mirConnX which labels the nodes with the symbol names stored in its database. Unfortunately, some of these symbols are ambiguous (caused by synonyms) or cannot be found in common databases such as Entrez Gene (e.g. systematic gene name errors such as 1-SEP, 5-SEP, 7-SEP, 9-SEP, 11-SEP, 1-MAR, 2-MAR, … or NaOG, MT-CO2, …). A back-translation to unique identifiers and the rectification of mapping problems is left to the user and has to be done manually.
COGERE is able to handle gene and transcript identifier/symbol names for mRNA and miRNA expression data and generates a basic GRN. Independent from the provided input type, the nodes in the result set are labeled with the official symbol name from Entrez Gene or miRBase and the corresponding unique Entrez Gene identifier. We evaluated COGERE against the gold standard used for the evaluation of mirConnX (refered as gold standard GS) and against the adapted gold standard applied for the MAGIA2 performance assessment (refered as gold standard GS*).
Generating the gold standard GS. We extracted all known regulatory interactions (experimentally verified in any condition) from the human prior model resulting in a GRN with 14,768 nodes and 64,029 edges (the source network). Depending on the node type, the nodes were labeled by either the mRNA Entrez Gene identifier or the miRNA miRBase gene identifier. Auto-regulatory loops were removed. Each interaction was randomly assigned a regulation sign. We used GeneNetWeaver version 3.1 (56) to extract 80 modules of size 500 nodes (twice the size of benchmark suite A in (56) ) from the source Supplement COGERE Ellwanger et al.
-5 -network as follows: the parameter seed was set to random vertex and neighbor selection was set to random among top 50%; networks holding less than 33% regulator genes were discarded to avoid structures with many genes not regulating any other gene (out-degree = 0). To obtain a balanced condition-specific gold standard, for each sub-network 50% of its edges were randomly chosen to occur in the simulated conditions (positive instances); the 50% of regulatory associations that take not place in the simulated conditions constitute the set of negative instances. Note that extracted sub-networks had identical numbers of nodes but the number of edges varied. We used GeneNetWeaver to endow each network contained in the gold standard with a detailed kinetic model considering both, independent and synergistic gene regulation. We selected stochastic differential equations (Langevin equations with coefficient = 0.05) to model internal noise in the dynamics of the network and added experimental noise to the gene expression data sets by applying the model of noise in microarrays (similar to a mix of normal and log-normal noise). We produced synthetic gene expression profiles of 60 conditions by simulating steady-states of multifactorial perturbations (variation of the network steady state) to the original network.
Replicates were generated by executing the stochastic simulation of the identical perturbations (condition)
for 5 times, i.e. we obtained 5 samples per condition. Note that expression values of replicates of the same condition differ due to the intrinsic and experimental noise. For each network contained in the gold standard, all measurements were combined to a matched data set of mRNA and miRNA gene expression. Finally, we obtained 80 sets of expression profiles for 60 conditions and their corresponding true condition-specific GRN. This benchmark set is denoted as gold standard GS.
Generating the gold standard GS*. We adapted the gold standard to enable a comparable evaluation of MAGIA2 as follows. All miRBase gene identifiers were converted to miRNA mature symbols as listed in miRBase version 18. At this, one miRNA gene typically encodes two mature transcripts, whereas one mature transcript can be processed from several genes. Thus, we had to conduct three steps to transform each instance of the GS gold standard: i) the expression values of a miRNA gene as well as the corresponding nodes in the condition-specific GRN and all of its edges were replicated for each encoded mature transcript ii) for each mature miRNA its expression profile with the highest variance (maximum interquartile range) was selected and its remaining expression values as well as the corresponding nodes in the network were discarded iii) miRNA mature symbols were back-translated to miRBase gene identifiers; resulting redundant nodes were removed from the network. This benchmark set is denoted as gold standard GS* and avoids the implication of wrong false positives as well as wrong false negatives.
Model predictions.
We predicted all condition-specific interactions for the gold standard with the standalone version of COGERE. All filters (sample distance, probe intensity, probe variance) were switched off.
In the result set, we replaced the Entrez Gene identifier of miRNAs by the corresponding miRBase gene identifier.
We uploaded the simulated expression data to mirConnX (http://mirconnx.csb.pitt.edu/job_config) and computed the condition-specific regulatory network with the following parameters: organism = Note that the used in silico expression data is on linear scale, whereas actual microarray data is log 2 -scaled. We passed this transformation step as the dynamic model of GeneNetWeaver produces data that lends itself well to a linear scale and thus does not vary over several orders of magnitude like raw microarray data. We selected positive as well as negative signs for the regulation by TFs and miRNAs as all three tools (COGERE, mirConnX, MAGIA2) predict repression and stimulation for any class of RG.
The parameters for mirConnX (7) as well as MAGIA2 (8) 
Supplementary Figure S1
Figure S1 | Contribution of individual prediction algorithms to the prior score. Based on pulsed SILAC data (39) we transformed individual scores of 6 miRNA target prediction algorithms to an unified score weighting the regulatory potential of a miRNA:TG interaction, i.e. the expected log 2 expression fold change of the TG in human (A) and mouse (B). Additional CLIP-Seq data was utilized to identifiy predicted targets located in a known AGO2 binding region. BC denotes the biological complexity of the AGO2 binding region, i.e. a measure of reproducibility between biological replicates or experiments; BC = 0 denotes target sites not located in any known AGO2 binding region. Shown is the average for each transformed score distribution for each biological complexity. The error bars denote the 95% confidence interval for the mean. COGERE scores each miRNA:TG interaction by the sum of the maximum predicted fold change of each tool. Thus, the vertical bars denote the average contribution of each tool to the final score, e.g. if a human miRNA target site of TargetSpy is located in an AGO2 region with BC ≥ 5, then TargetSpy will contribute the highest fraction to the final miRNA:TG score.
Supplementary Figure S2
Figure S2 | Outline of the performance assessment. A | i) Sub-networks are extracted from a known GRN from human. Each edge is randomly assigned a regulatory sign (red = stimulation, blue = repression) and a class: positive, if it is occurring in a given set of conditions, negative otherwise (dashed lines).
ii) The condition-specific GRNs are endowed with detailed dynamical models of gene regulation accounting for independent and synergistic interactions, as well as molecular and measurement noise.
iii) The set of dynamic sub-networks are simulated to produce steady states of gene and miRNA expression for a variety of conditions. iv) Several approaches are queried to infer the condition-specific GRNs from the matched in silico expression data. v) The accuracy of the predicted networks is evaluated based on the area under the precision-recall curve metric against the true condition-specific GRNs (gold standard) and compared to random network predictions. B | To obtain noisy data sets, we selected randomly a defined amount of microarrays from any condition (here: C1, C2, C3) and shuffled their values. The noisy samples were added to the original expression set and the microarray labels were updated accordingly. ).
Supplementary Figure S4
Figure S4 | Drug-gene associations of MYC targets. MYC was predicted to increase the susceptibility of NCI-60 cells to the action of 8 drugs (trapezoids). Shown are the MYC targets contained in the inferred cancer GRN (genes = ellipses, TFs = triangles) which were predicted to positively affect the potency of at least one of the eight compounds. Gene-drug associations are illustrated as edges (colored by drug).
Supplementary Figure S5
Figure S5 | Comparison of the miRNA:TG prior score to single algorithms. Spearman's rank correlation coefficients between the log 2 mRNA expression fold change following miRNA transfection and the predicted scores for the regulatory interactions of each tool. Approaches integrating the target prediction algorithms are marked with an asterisk. It can be seen that the weighting of regulatory interactions by the prior score of COGERE is better than that of any individual prediction tool in 14 of 18 experiments (median rank = 1). The basic scoring system (median rank = 4) integrating all 6 sequencebased prediction algorithms is not optimized for the task of ranking the regulatory potential of miRNA:TG interactions and thus is not better than individual methods such as TargetScan (median rank = 2). We note that some of the individual target prediction tools were not trained on genome-wide expression data (e.g. PicTar) and thus perform worse compared to supervised approaches (e.g. TargetScan) in this assessment.
Figure S6 | Robustness analysis of the inference method. Distributions of the differences of the area under the precision-recall curves compared to the null model (ΔAUPR) computed on 80 test sets with a defined fraction of noisy microarrays. As COGERE does not require matched data, balancing the expression sets, i.e. constitute an equal number of samples for each condition, implicates filtering of proper microarrays which maintains the prediction accuracy. COGERE computes the L 1 distance between all microarrays of the same condition to filter the optimal set of measurements of common size having the least sum of distances. The filtered expression data is used for condition-specific regulation inference. Pre-processing the expression data by this method maintains the inference accuracy compared to preprocessing by balancing the expression sets by random selection (Random) and inference without balancing the expression data (Unbalanced). 
