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Abstract
La valutazione d’impatto dei programmi di aiuto alle imprese con specifico target
territoriale è un tema che ha interessato recenti sviluppi metodologici della letteratura
statistico-economica internazionale e che ha registrato un crescente interesse anche in
ambito italiano. L’assenza di dati di natura sperimentale per questo tipo di interventi
espone al rischio di distorsione le stime d’impatto ottenibili con ciascuna delle due
generali strategie di analisi adottabili: il one group design, dove l’impatto dell’intervento
viene stimato con dati rilevati sul solo gruppo di unità che ricevono l’intervento e il
comparison group design, dove l’impatto viene stimato con dati di confronto tra le unità
che ricevono l’intervento e quelle da esso escluse. Questo lavoro illustra la natura delle
possibili distorsioni nelle stime d’impatto ed illustra le metodologie che possono essere
adottate per limitarne la portata nell’ambito di ciascuna delle due strategie di analisi
adottabili. I contributi metodologici presentati sono inoltre analizzati nella loro
adattabilità a diverse tipologie di intervento differenziate in base al tipo ed alla qualità
delle informazioni a disposizione per la valutazione.
Keywords: Impact evaluation, economic development programs, selection bias, omitted
variable bias, one group design, comparison group design.2
1. INTRODUZIONE
La valutazione dei programmi(**) di incentivo allo sviluppo economico di particolari
realtà territoriali locali è una tema che ha interessato recenti sviluppi metodologici della
letteratura statistico-economica internazionale (ad esempio: Bartik e Bingham 1995,
Bartik 1991, Boarnet and Bogart 1995, Dowall 1996, Papke 1994, Moffit 1991).
L’argomento è di crescente interesse anche in ambito italiano (IRES 1996, ISFOL 1997)
dove le recenti disposizioni che accompagnano i finanziamenti UE del Fondo Europeo di
Sviluppo Regionale (FESR), del Fondo Sociale Europeo (FSE) e del Fondo per le
Politiche Agricole (FEOGA) hanno indotto molte amministrazioni regionali ad appaltare
la valutazione dei progetti economici collegati a tali finanziamenti.
Il recente interesse verso la disponibilità di analisi di impatto dei programmi di
incentivo allo sviluppo economico locale si deve confrontare con l’oggettiva difficoltà
nel distinguere i cambiamenti nella variabile di interesse per la valutazione (variabile
risultato: ad esempio il livello dell’occupazione, quello degli investimenti o il reddito
pro-capite) causati dal programma da quelli prodotti invece da altri fattori e congiunture
economiche generali indipendenti dal programma. Tale difficoltà è accresciuta dal fatto
che per i programmi di incentivo allo sviluppo economico non sono disponibili, salvo
rarissimi casi di interventi pilota, dati di natura sperimentale. Il legislatore, infatti, nel
disegnare tali interventi, non individua con un procedimento di assegnazione casuale3
(random assignement) le unità del territorio che ricevono gli incentivi del programma. Le
unità target nelle quali gli incentivi del programma vengono offerti alle imprese sono
invece individuate, per la natura stessa dei programmi di incentivo allo sviluppo
economico, secondo particolari criteri che tendono a favorire le aree locali maggiormente
disagiate dal punto di vista economico. Ad esempio, nel caso dei programmi statunitensi
di incentivi alle imprese denominati enterprise zones, le aree selezionate sono
tipicamente le zone più degradate degli agglomerati urbani con il maggiore declino
industriale (Erickson e Friedman 1991, Brintnall e Green 1988).
L’assenza di dati di natura sperimentale espone ad un rischio di distorsione le stime
dell’impatto ottenibili con ciascuna delle due strategie generali di analisi adottabili per la
valutazione d’impatto di questo tipo di programmi: il one group design, dove l’impatto
del programma viene stimato utilizzando i dati rilevati unicamente sul gruppo di unità
target e il comparison group design, dove la stima dell’impatto del programma viene
ottenuta confrontando la performance del gruppo di unità target con quella del gruppo di
unità escluse (o con quella di un sottoinsieme del gruppo di unità escluse, Bartik e
Bingham 1995).
L’obiettivo di questo lavoro è di presentare la natura delle potenziali distorsioni nelle
stime di impatto dei programmi ottenute nell’ambito di entrambe le strategie di analisi
del one group design e del comparison group design, e di riassumere i recenti contributi
metodologici delle letteratura internazionale elaborati per limitare la portata di tali
distorsioni.  A conclusione del lavoro, i contributi metodologici illustrati sono inoltre
                                                                                                                                           
(**) Il termine programma viene usato in questo lavoro con il significato di insieme di incentivi e servizi
offerti alle imprese localizzate in determinate aree geografiche con il preciso obiettivo di intervenire su
realtà economicamente depresse per favorirne la ripresa in termini di occupazione e/o investimenti.4
analizzati nella loro adattabilità a diverse tipologie di programmi differenziati in base al
tipo ed alla qualità delle informazioni a disposizione per la valutazione.
2. UNA DEFINIZIONE FORMALE DI IMPATTO
L’impatto dei programmi di incentivo allo sviluppo economico locale è comunemente
definito in letteratura (ad esempio Dowall 1996 e Bostic 1996, Boarnet e Bogart 1995 e
Papke 1994) come la differenza tra il valore post-intervento (t+p) della variabile
risultato, rilevata a livello delle unità territoriali target del programma, ed il valore del
controfattuale, definito come il valore che la variabile di interesse avrebbe assunto nelle
unità target se invece esse non fossero state interessate dal programma di incentivi.
Formalmente l’impatto a del programma può essere definito come:
a = E(Y
1
i,t+p | Di=1) - E (Y
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i,t+p  = valore che la variabile risultato avrebbe assunto al tempo t+p se l’unità
territoriale i.esima fosse stata sottoposta al trattamento del programma;
Y
0
i,t+p= valore che la variabile risultato avrebbe assunto al tempo t+p se l’unità
i.esima fosse stata esclusa dal programma;
Di =1 se l’unità  i.esima appartiene effettivamente al gruppo delle N
unità target del programma;
= 0 se l’unità i.esima appartiene effettivamente al gruppo delle M unità
escluse dal programma.
Il controfattuale E (Y
0
i,t+p | Di=1) è per sua stessa natura non direttamente osservabile,
generando il fondamentale problema metodologico di come ottenerne una stima
accettabile.5
3. LA DISTORSIONE DA EFFETTO DELLE VARIABILI OMESSE E
QUELLA DA EFFETTO DI SELEZIONE
I due maggiori problemi, generalmente indicati come minacce alla validità della
valutazione (threats to validity, Bartik e Bingham 1995), che si pongono nello stimare il
controfattuale (e quindi, in generale, nello stimare l’impatto del programma) sono
causati: I) dall'influenza di fattori esogeni al programma da valutare e II) dal processo di
selezione delle unità territoriali locali dove gli incentivi del programma vengono offerti
alle imprese.
Il primo problema, la distorsione da effetto delle variabili omesse (omitted variable
bias), consiste nel fatto che cambiamenti estranei al programma possono influire sulle
unità target in modo da fare pensare che il programma abbia funzionato, aumentando ad
esempio il livello dell’occupazione, quando invece tale risultato è frutto della generale
ripresa economica della regione in cui le unità territoriali target sono localizzate.
L’omitted variable bias interessa in misura prevalente le stime d’impatto elaborate
nell’ambito della strategia di analisi del one group design. Con tale strategia infatti la
variabile risultato (Y) viene misurata in diversi momenti pre e post-intervento e
l’impatto a




i,t+p | Di=1) - E(Yi,t-r | Di=1) (*), (2)
dove E(Y
1
i,t+p | Di=1) rappresenta il valore atteso post-intervento della variabile risultato
(nella situazione fattuale, con apice 1, che le unità i.esime Di=1 siano state sottoposte
all’intervento del programma al tempo t), e E(Yi,t-r | Di=1) rappresenta il valore atteso6
pre-intervento della medesima variabile risultato. La stima (2) (**) coincide con la
definizione formale di impatto (1) solo a patto che:
E(Yi,t-r | Di=1) - E(Y
0
i,t+p | Di=1) = 0. (3)
L’espressione E(Yi,t-r | Di=1) - E(Y
0
i,t+p | Di=1) coincide con la misura dell’omitted
variable bias. Essa infatti esprime la misura dello scostamento tra il controfattuale
E(Y
0
i,t+p | Di=1) ed il valore pre-intervento della variabile risultato E(Yi,t-r | Di=1). Tale
scostamento è il risultato dell’azione di qualsiasi fattore esogeno all’intervento non
osservabile dal ricercatore che nel periodo (t+r) – (t-r), a cavallo della realizzazione del
programma, avrebbe modificato il valore della variabile risultato delle unità target anche
in assenza del programma. La validità delle stime d’impatto ottenute nell’ambito della
strategia del one group design dipende quindi in modo cruciale dalla capacità di
individuare e controllare i fattori esogeni concomitanti alla realizzazione del programma
che concorrono a determinare il valore post-intervento della variabile risultato.
Il secondo problema nella stima del controfattuale, la distorsione da effetto di
selezione (selection bias), è legato al fatto che le unità target del programma possono
differire in maniera sistematica da quelle invece escluse dal programma. Tale differenza
può causare una distorsione nella stima a
II dell’impatto del programma quando, come
nella strategia di analisi del comparison group design, a
II è ottenuta come la differenza
                                                                                                                                           
(*) L’apice (0,1) viene omesso dall’indicazione della variabile risultato Y nei periodi (t-r) antecedenti




i,t*  sono coincidenti "r tale che t-r <t.
(**) In altri casi il termine E (Yi,t-r | Di=1)della stima (2) viene sostituito con una estrapolazione al tempo
(t+p) del trend temporale pre-intervento della variabile risultato rilevata nelle unità target (Di=1).7
nel valore atteso post intervento tra la variabile risultato osservata nel gruppo di unità




i,t+p | Di=1) - E(Y
0
i,t+p | Di=0). (4)
La stima (4) coincide con la definizione formale d’impatto a solo a patto che il valore
atteso post –intervento E(Y
0
i,t+p | Di=0) della variabile risultato registrato nelle unità
i.esime escluse sia pari al controfattuale:
E(Y
0
i,t+p | Di=0) - E(Y
0
i,t+p | Di=1) = 0. (5)
La differenza E(Y
0
i,t+p | Di=0) - E(Y
0
i,t+p | Di=1) rappresenta la misura del selection
bias. Essa evidenzia infatti come la validità delle stime d’impatto ottenute nell’ambito
della strategia del comparison group design dipenda dalla capacità di controllare le
differenze sistematiche tra il gruppo delle unità target (Di=1) e quello delle unità escluse
(Di=0) che influiscono nel determinare il valore della variabile risultato osservato nei
due gruppi.
4. LA SHIFT-SHARE ANALYSIS
Nell'ambito della strategia d'analisi del one group design la shift-share analysis
(sviluppata da Dowall 1996, Rubin e Wilder 1989, Rubin 1991, Perloff et al. 1960, Cahill
e Cromwell-Cain 1979 e Dawson 1982)(*) è la principale metodologia sviluppata per
                                               
(*) La “shift-share analysis”, sviluppata originariamente all'inizio degli anni sessanta da Perloff et al.
(1960), è stata adottata in numerose analisi economiche regionali (una cui raccolta è sintetizzata ad
esempio in Cahill e Cromwell-Cain 1979 e Dawson 1982) ed è stata recentemente utilizzata da Dowall
(1996), Rubin e Wilder (1989) e Rubin (1991) per la valutazione di alcuni enterprise zone programs8
limitare la portata dell’omitted variable bias. Tale metodologia si basa sulla
scomposizione del cambiamento pre-post intervento della variabile risultato in diverse
componenti che mirano a distinguere l'effetto del programma da quello della congiuntura
economica ad esso esogena.
Per stimare l’impatto di un programma che offra al tempo (t) incentivi fiscali di varia
natura alle imprese localizzate in N unità territoriali target, localizzate in una regione
contenente N+M unità territoriali (dove le M unità sono quelle escluse dal programma), il
dato di partenza per la valutazione condotta con la shift-share analysis è la differenza:
Y
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i,s,t+p e Yi,s,t-r rappresentano il valore post e pre-intervento della variabile risultato
(ad esempio il livello dell’occupazione), registrato nell’i.esima unità territoriale e nello
s.esimo settore industriale, con S pari all’insieme dei settori industriali presenti nella
regione formata dalle N+M unità territoriali.
Con il metodo della shift-share analysis  si procede successivamente a decomporre
la differenza (6) in tre distinte componenti: la crescita comune (CRC) della regione in cui
le unità target sono localizzate, l'effetto del mix industriale (MIX) e la crescita residua
(RES), quest’ultima assimilata all’impatto a
III del programma. La componente crescita
comune (CRC) è calcolata per cogliere l'effetto della congiuntura economica generale
della regione che influenza il valore della variabile risultato Yi,s nel periodo (t+p)-(t-r).
L’individuazione di questa componente permette di attribuire parte della differenza (6)
                                                                                                                                           
statunitensi.9
all’effetto di tale congiuntura, anziché all’impatto del programma. Questa operazione è
compiuta calcolando la componente (CRC) di ciascuna i.esima unità target, in ciascun
s.esimo settore industriale, come la crescita pre-post intervento della variabile risultato
che è proporzionale alla crescita complessiva della medesima variabile registrata a livello
aggregato dell’intera regione:
CRGi,s = CRG*Yi,s,t-r        (7)
Dove:
rappresenta il coefficiente di crescita complessivo regionale pre-post intervento della
variabile risultato.
La componente mix industriale (MIX) è calcolata invece per cogliere l’effetto della
congiuntura specifica di settore, rilevata a livello regionale, che influenza la crescita pre-
post intervento della variabile risultato. L’individuazione di questa componente, qualora
un’unità i.esima contenesse un’alta percentuale di imprese appartenenti ad un particolare
settore industriale in forte crescita occupazionale, permetterebbe, ad esempio, di
attribuire parte della differenza (6) a questo fortunato mix industriale iniziale, anziché
all’impatto esclusivo del programma. La componente MIX di ciascuna unità i.esima nello
s.esimo settore industriale, in maniera analoga al procedimento per la componente CRG,
è calcolata come la crescita pre-post intervento della variabile risultato nello s.esimo
settore industriale che è proporzionale alla crescita della variabile risultato registrata a
livello complessivo regionale nel medesimo settore industriale:
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MIXi,s = CSTs *  Yi,s,t-r. (9)
Per evitare però di tenere due volte in considerazione lo stesso fenomeno, in questo caso,
il coefficiente di crescita regionale (CSTs) dello s.esimo settore industriale viene
calcolato al netto della crescita complessiva regionale (CRG):
Una volta calcolate le componenti CRCi,s e MIXi,s, la componente residua (RESi,s) della
differenza (6) viene semplicemente calcolata come:
RESi,s = (Yi,s,t+p - Yi,s,t-r) - CRCi,s - MIXi,s. (11)
La stima a
III
i dell'impatto del programma sul livello dell'occupazione della i.esima unità
territoriale viene successivamente calcolata come la sommatoria delle componenti




i dell’impatto del programma, ottenuta come sommatoria delle componenti
residue, limita la portata dell’omitted variable bias, in quanto sconta adeguatamente
l’influenza di due fattori esogeni certamente molto importanti nel concorrere a
determinare il cambiamento pre-post intervento osservato nella variabile risultato: la
congiuntura economica regionale e quella settoriale. Occorre tuttavia sottolineare come la















































































i non sia in grado di eliminare l’omitted variable bias derivante da altre
componenti esogene non osservabili dal ricercatore (quali ad esempio
l'incremento/decremento dell'attività criminale od il peggioramento/miglioramento delle
condizioni delle infrastrutture e dei servizi delle unità territoriali target). Il valore a
III
i
della somma delle componenti residue (RESi,s) può quindi essere associato all’esclusivo
impatto del programma soltanto a patto di ipotizzare l’invarianza, nel periodo pre-post
intervento [(t+p)-(t-r)], dei fattori esogeni non osservabili, diversi dalle congiunture
economiche regionali e settoriali, che influiscono nel determinare il valore della variabile
risultato osservata.
5. IL METODO DIFFERENCE IN DIFFERENCE
Nell’ambito della strategia di analisi del comparison group design il metodo difference in
difference (ad esempio: Boarnet e Bogart 1995, Papke 1994 e Moffit 1991, Heckman e
Robb 1985) prevede l’utilizzo di dati panel come mezzo per raffinare la stima del
controfattuale e limitare quindi la portata del selection bias. La nozione fondamentale,
infatti, su cui il metodo difference in difference si fonda è che la disponibilità di più
osservazioni Yi,t-r, Yi,t-r-1, Yi,t-r-2, Yi,t-r-3........Yi,t-r-T, antecedenti il momento (t) di
realizzazione del programma, permette di rilevare (e depurare dalla stima di impatto del
programma) le differenze sistematiche esistenti tra il gruppo di trattamento (formato dalle
N unità target) e quello di controllo (formato dalle M unità escluse). Tali differenze, se
non adeguatamente controllate, costituirebbero invece una fonte di selection bias in
quanto esse differenzierebbero, indipendentemente dal programma, il livello post-
intervento della variabile risultato delle unità target e di quelle escluse dall’intervento.12
Il funzionamento del metodo difference in difference può essere efficacemente
descritto partendo dalla semplice situazione in cui si disponga di due sole osservazioni
temporali per ciascuna i.esima  unità territoriale. In tale circostanza, l’impatto a
IV del




i,t+p -Yi,t-r | Di=1) - E(Y
0
i,t+p -Yi,t-r | Di=1). (13)
L’equazione (13) definisce l’impatto a
IV come la differenza tra il valore atteso della
crescita pre-post intervento della variabile risultato registrata nelle unità territoriali
target [E(Y
1
i,t+p -Yi,t-r | Di=1)] ed il valore atteso della crescita controfattuale che si
sarebbe registrata nello stesso gruppo di unità nella ipotetica situazione in cui essi fossero
stati esclusi dal programma [E(Y
0
i,t+p -Yi,t-r | Di=1)]. Il valore dell'impatto a
IV non può
essere direttamente calcolato in quanto E(Y
0
i,t+p | Di=1), che rappresenta la misura del
controfattuale, non è osservabile. Ciò che può essere calcolato è invece una stima a
V
dell'impatto del programma, definibile come:
a
V = E (Y
1
i,t+p -Yi,t-r | Di=1) - E (Y
0
i,t+p -Yi,t-r | Di=0). (14)
La stima a
V coincide con il valore ideale a
IV dell'impatto solamente quando:
E(Y
0
i,t+p -Yi,t-r | Di=0) - E(Y
0
i,t+p -Yi,t-r | Di=1) = 0. (15)
La condizione posta dall'equazione (15) richiede che il valore atteso della crescita pre-
post intervento della variabile risultato registrata nel gruppo delle M unità escluse dal
programma (Di=0) sia uguale alla crescita controfattuale registrabile nel gruppo delle13
rimanenti N unità target  (Di=1) nel medesimo periodo. La condizione (15) può essere
illustrata efficacemente in grafico (Figure 1 e 2). Nella situazione di cui a Figura 1, essa è
soddisfatta in quanto la differenza (A2' - A1), che rappresenta E(Y
0
i,t+p -Yi,t-r | Di=1), è
pari alla differenza (B2-B1) che rappresenta invece E(Y
0
i,t+p-Yi,t-r | Di=0). La stima a
V
dell'impatto del programma, pari alla differenza (B1-A1)-(B2-A2), risulterebbe quindi
corretta. In Figura 2, invece, la condizione (15) non è soddisfatta, in quanto l'incremento
(A2' - A1) è minore di quello (B2-B1, che è equivalente all’incremento A2"-A1) registrato
nel gruppo delle unità escluse dall'intervento. In questa situazione la stima a
V
dell'impatto risulterebbe distorta, sottovalutando l'effettivo impatto a
IV del programma
che è invece rappresentato in Figura 2 dalla differenza (A2-A2'). La differenza (A2"-A2')
costituirebbe quindi la misura del selection bias che l'utilizzo di due sole osservazioni per
ciascuna unità non è stato, in questa circostanza, in grado di limitare.
Figure 1, 2 e 3
L'utilizzo di una terza osservazione (Figura 3), rilevata al tempo (t-r-1) per ciascuna
i.esima unità, permette invece di utilizzare la differenza (B1-B0) - (A1-A0) nel valore
atteso della crescita dei due gruppi di unità osservati nel periodo pre-intervento (t-r-1, t-r)
per stimare con più accuratezza il controfattuale (A2'). Tale differenza, infatti, può essere
utilizzata per correggere il valore atteso della crescita (B2-B1), registrato tra il tempo
(t+p)-(t-r) nel gruppo delle unità escluse dal programma (Di=0), che è il valore atteso
utilizzato per stimare il controfattuale (A2'). In Figura 3, ad esempio, la stima del
controfattuale (A2'') che si otterrebbe con l'utilizzo di due sole osservazioni viene
corretta verso il basso (A2'''), in quanto nel periodo (t-r-1)- (t-r) il valore atteso (B1-B0)14
della variabile risultato del gruppo di unità (Di=0) escluse dal programma è stato più alto
di quello (A1-A0) delle unità (Di=1) target del programma. In questa circostanza sarebbe
quindi errato assumere che la crescita controfattuale (A2'-A1) sarebbe stata analoga a
quella (B2-B1) registrata nelle unità escluse (Di=0) nel periodo (t+p)-(t-r).
L'informazione aggiuntiva, ottenuta grazie ad una terza osservazione, permette dunque,
nell'esempio di Figura 3, di correggere il selection bias (A2"-A2') che si otterrebbe
stimando l'impatto con due sole osservazioni e di ottenere quindi una più corretta stima
dell’impatto del programma (a
VI =A2-A2”’). Tale stima a





i,t+p - (Yi,t-r - Yi,t-r-1 )  | Di=1] - E[Y
0
i,t+p - (Yi,t-r - Yi,t-r-1)  | Di=0].  (16)
La stima a
VI coincide con il valore ideale a
IV dell'impatto del programma soltanto a patto
che sia soddisfatta la condizione:
E[Y
0
i,t+p - (Yi,t-r - Yi,t-r-1)  | Di=1) - E[Y
0
i,t+p - (Yi,t-r - Yi,t-r-1)  | Di=0]= 0 (17)
E’ importante notare, tuttavia, come la condizione posta dall’equazione (17) sia molto
meno stringente di quella dell'equazione (15): essa non assume più i gruppi delle unità
target (Di=1) e di quelle escluse (Di=0) abbiano eguali valori attesi di crescita in assenza
dell'intervento, ma richiede solamente che tali valori siano eguali una volta corretti per
tenere conto delle differenze rilevate nei trend temporali antecedenti alla realizzazione
del programma.
In maniera analoga, l'utilizzo di un numero ancora maggiore di osservazioni,
antecedenti la realizzazione del programma, permette di raffinare ulteriormente la15
correzione del tasso di crescita (B2-B1) utilizzato per stimare il controfattuale (A2'),
alleggerendo in maniera ancora maggiore le restrizioni poste dalle condizioni
rappresentate nelle equazioni (15) e (17).
6.  LA MODELLIZZAZIONE DEL PROCESSO DI SELEZIONE
Nell’ambito della strategia di analisi del comparison group design, un diverso approccio
per limitare la portata del selection bias [depurando le stime di impatto dalla differenza
tra il valore atteso della crescita pre-post intervento delle unità territoriali escluse
E(Y
0
i,t+p -Yi,t-r | Di=0) e la crescita controfattuale E(Y
0
i,t+p -Yi,t-r | Di=1)] consiste
nell’individuare esplicitamente le caratteristiche in base alle quali le unità target (Di=1)
sono state selezionate. Tale approccio, denominato modellizzazione del processo di
selezione (Heckman e Hotz 1989 e Ashenfelter e Card 1985) richiede due sole
osservazioni temporali per ogni i.esima unità territoriale e permette di controllare le
differenze sistematiche osservabili (che si suppone influiscano nel determinare il valore
della variabile risultato) tra il gruppo di N unità target (Di=1) e quello delle M unità
escluse (Di=0). Questa operazione è compiuta stimando, per prima cosa, i parametri g del
seguente modello Probit:
P(Di=1) = F(Xig), (18)
dove Xi è una matrice [(N+M)xK], con K pari al numero di caratteristiche invarianti nel
tempo delle i.esime unità territoriali misurate in un tempo (t-r) antecedente l’intervento
del programma.16
Il valore stimato D
^
i= F(Xig
^) della variabile dipendente del modello (18) è
interpretabile come la probabilità che l’unità territoriale i.esima sia individuata per far
parte delle N unità target nelle quali gli incentivi del programma sono offerti alle
imprese. La stima D
^
i riassume così l’effetto di tutte le caratteristiche osservabili Xi che
differenziano sistematicamente il gruppo delle N unità target da quello delle M unità
escluse. Per controllare l'effetto di queste caratteristiche, che altrimenti sarebbero
assimilate all’impatto del programma generando un problema di selection bias, le
probabilità stimate D
^
i sono successivamente inserite in un modello di regressione lineare
del tipo:
Ln(Yi,t+p / Yi,t-r) = b0 + b1Di + b2D
^
i+ e. (19)
Nel modello (19) l'impatto del programma è stimato mediante il calcolo del
coefficiente b1. Tale coefficiente è separato da b2 che incorpora invece l'impatto delle
caratteristiche pre-intervento delle unità i.esime sul tasso di crescita della variabile
risultato. Il valore della costante b0, stima invece il tasso di crescita osservabile nelle
unità i.esime nel caso in cui Di =0 e P(Di=1)ﬁ0.
La capacità di controllare ogni fonte di selection bias con l’approccio descritto dai
modelli di regressione (18) e (19) dipende tuttavia dalla possibilità di osservare e
misurare tutte le caratteristiche delle unità territoriali che differiscono sistematicamente
tra il gruppo di trattamento e quello di controllo (in altri termini, l’assenza di selection
bias dalla stima d’impatto b1 del modello (19) postula un processo di selezione delle
unità target basato sulle sole variabili osservabili dal ricercatore, selection on
observable). Se infatti non si fosse in grado di osservare e misurare correttamente una di17
tali caratteristiche (processo di selezione basato su variabili non osservabili, selection on
unobservable), essa verrebbe ad essere rappresentata nell'errore e del modello (19),
determinando una situazione in cui E(e  | Di) „ 0.  La stima b1 dell'impatto del
programma, in questo caso, sarebbe distorta, anche se tale metodologia garantirebbe
comunque la riduzione della portata del selection bias corrispondente all’effetto sulla
variabile risultato delle differenze osservabili incluse nella matrice Xi.
7. LA SELEZIONE DEL GRUPPO DI CONTROLLO PER MEZZO DELLO
STATISTICAL MATCHING
L’ultimo approccio utilizzato dalla letteratura internazionale (ad esempio: Barnow 1987,
Rosembaum e Rubin 1984, 1985, Rubin 1973) per limitare i problemi di selection bias
nell’ambito della strategia di analisi del comparison group design consiste nello stimare
l'impatto del programma selezionando per ciascuna i.esima unità target (Di =1), una unità
gemella (i*) scelta tra le i.esime unità escluse dal programma (Di =0). Tale approccio,
denominato statistical matching(*) individua l’i*.esima unità gemella in modo tale da
minimizzare le differenze sistematiche, con l'omologa unità i.esima, che possono influire
sul livello della variabile risultato in maniera esogena dall'effetto del programma. Il
problema del selection bias viene quindi affrontato in questo caso costruendo un gruppo
di confronto, della stessa dimensione del gruppo delle N unità target, il più simile
possibile a quest'ultimo. Per questo motivo, una restrizione implicita all'utilizzo del
metodo dello statistical matching è che si abbia N<M (cioè il numero di unità target non
                                               
(*) Il metodo dello “statistical matching”, nella forma qui presentata (denominata nearest available
matching on the estimated propensity score)  è stato sviluppato da Rubin (1973) nei primi anni settanta e
successivamente perfezionata da Rosembaum e Rubin (1984 e 1985). Alcune delle sue numerose
applicazioni nel campo della valutazione dei programmi pubblici sono riviste da Barnow (1987).18
deve superare quello delle unità escluse). Inoltre, tanto maggiore è la differenza (M-N),
tanto più grandi sono le potenzialità del metodo, in quanto maggiore è il numero di unità
i ￿ M, tanto più grande è il numero delle unità tra cui scegliere le i*.esime unità gemelle,
aumentando così la probabilità di ottenere un accoppiamento migliore.
Il parametro di partenza in base al quale selezionare le unità gemelle è ottenuto
mediante la stima dei parametri g  della stessa regressione Probit del modello (18). Una
volta calcolate le stime g
^ dei coefficienti g, il parametro di selezione è individuato, per




questo caso propensity score (Rosembaum e Rubin 1985).
La selezione delle unità i*.esime che compongono il gruppo di controllo avviene
successivamente con il seguente procedimento. In primo luogo le N unità target (Di =1)
vengono separate dalle rimanenti M unità escluse (Di =0) ed ordinate con una procedura
casuale. Il primo delle N unità target viene quindi appaiato con l’unità esclusa avente il
propensity score D
^
i più simile al suo. Queste due unità sono poi rimosse dalla lista dei
due gruppi e lo stesso procedimento viene quindi ripetuto per la seconda ed ognuna delle
successive unità della lista delle N target.
Una variante di questo procedimento consiste nel condizionare la scelta dell’unità
gemella in base ad uno o più parametri vincolanti. Supponiamo, ad esempio, che la
regione in cui le N+M unità sono localizzate sia caratterizzata da tre distinte aree
geografiche. Se l'appartenenza a due diverse aree geografiche fosse giudicata dal
valutatore come una importante fonte di differenze sistematiche tra due unità, l’unità
gemella i* non verrebbe più selezionata come quella avente un valore del propensity
score D
^
i in assoluto più simile a quella della unità i.esima. Tale unità sarebbe19
selezionata, invece, come quella avente il propensity score più simile nell'ambito delle
sole unità localizzate nella medesima area geografica  della unità i.esima (procedura di
matching vincolato).
Una volta che ciascuna delle N unità target, mediante uno di questi procedimenti, sia
stata appaiata con una corrispondente i*.esima unità gemella, una stima a
VII dell’impatto
del programma sulle N unità target può essere ottenuta come:
a
VII =E (Yi,t+p -Yi,t-r) - E (Yi*,t+p -Yi*,t-r). (20)
8. CONCLUSIONI
In questo lavoro si sono presentate le principali metodologie sviluppate dalla recente
letteratura statistico-economico internazionale per limitare la portata delle potenziali
distorsioni nelle stime d’impatto dei programmi di incentivo allo sviluppo economico.
Nessuna delle diverse metodologie presentate possiede, in ogni circostanza, qualità di
accuratezza superiori alle altre, mentre ciascuna di esse è preferibile alle altre in
specifiche situazioni di disponibilità di dati ed informazioni sul programma da valutare.
Per suggerire quale metodologia scegliere in relazione a diverse tipologie di intervento,
può quindi essere utile sviluppare alcune considerazioni che portano ad individuare la
metodologia da adottare in base alla quantità e qualità di informazioni a disposizione per
la valutazione.
Il punto di partenza di tali considerazioni è la disponibilità, o meno, delle medesime
(per quantità e qualità) informazioni riguardanti la variabile risultato rilevata sia nelle
unità territoriali target che ricevono gli incentivi del programma, sia nelle unità da esso
escluse. Nel caso in cui queste informazioni siano disponibili esclusivamente per il20
gruppo di unità target, e non per le unità escluse, la metodologia della shift-share
analysis risulta la soluzione preferibile. Nell’applicare questa metodologia il principale
sforzo compiuto dal valutatore è quello di depurare la stima d’impatto del programma
dall’effetto della congiuntura economica regionale e settoriale.
Nel caso invece in cui dati sulla variabile risultato siano disponibili in eguale
quantità e qualità sia per le unità target che per quelle escluse dal programma, è utile
considerare un ulteriore elemento discriminante di scelta. Tale elemento è la
disponibilità, o meno, di dati riguardanti le caratteristiche pre-intervento delle unità
target e delle unità escluse che possono concorrere a determinare il valore della variabile
risultato in modo indipendente dal programma. Nelle situazioni in cui questi dati non
siano disponibili, la metodologia da adottare di preferenza è quella difference in
difference. Con questa metodologia l’accuratezza della stima di impatto del programma
viene incrementata utilizzando dati panel contenenti una serie di osservazioni della
variabile risultato rilevate in più momenti temporali. Nelle situazioni, invece, in cui
siano disponibili i dati sulle caratteristiche pre-intervento delle unità target e di quelle
escluse, i due metodi maggiormente indicati sono la modellizzazione del processo di
selezione e lo statistical matching.
La differenza tra questi due metodi non è molto significativa dal punto di vista
concettuale: entrambi cercano di migliorare l’accuratezza della stima d’impatto
controllando l’effetto delle caratteristiche pre-intervento che differiscono
sistematicamente tra il gruppo delle unità target e quello delle unità escluse. Il campo di
concreta applicazione di questi due metodi è invece differente. Lo statistical matching è
maggiormente indicato per le situazioni in cui la rilevazione post-intervento della
variabile risultato deve essere predisposta appositamente per la valutazione. In questa21
circostanza può essere molto costoso o tecnicamente difficile procedere alla rilevazione
dei dati sul gruppo di unità target e sull’intero gruppo di unità escluse (solitamente molto
maggiore del primo). Con lo statistical matching, invece, la valutazione del programma
viene condotta confrontando la dinamica pre-post intervento della variabile risultato del
gruppo di unità target con quella rilevata in un ristretto gruppo di unità escluse
(individuato in base alle caratteristiche pre-intervento), diminuendo così lo sforzo ed i
costi di rilevazione dei dati richiesti dalla valutazione. La modellizzazione del processo di
selezione ha invece un campo di applicazione più favorevole nelle situazioni, opposte, in
cui i dati pre e post-intervento sulla variabile risultato siano agevolmente disponibili.
Con questo metodo, infatti, la valutazione è condotta confrontando la dinamica della
variabile risultato del gruppo di unità target con quella dell’intero gruppo di unità
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