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Abstrakt
Práce se věnuje studiu a implementaci metod použitých pro učení z průběhu hraní. Zvolenou
hrou pro tuhle práci jsou Vrhcáby. Algoritmus použitý pro učení neuronové sítě se nazývá
učení z časového rozdílu s použitím stop vhodnosti. Tento algoritmus je známý i pod jménem
TD(λ). V teoretické části práce jsou popsány algoritmy pro hraní her bez učení, úvod do
posilovaného učení, učení z časových rozdílů a úvod do umělých úvod neuronových sítí.
Praktická část se zabývá aplikováním kombinace neuronových sítí a TD(λ) algoritmů.
Abstract
The thesis is dedicated to the study and implementation of methods used for learning from
the course of playing. The chosen game for this thesis is Backgammon. The algorithm used
for training neural networks is called the temporal difference learning with use of eligible
traces. This algorithm is also known as TD(λ). The theoretical part describes algorithms
for playing games without learning, introduction to reinforcement learning, temporal diffe-
rence learning and introduction to artificial neural networks. The practical part deals with
application of combination of neural networks and TD(λ) algorithms.
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Kapitola 1
Úvod
V dnešnom modernom svete je rozvoj počítačov a výpočtovej techniky všeobecne veľmi
rýchly. S tým súvisí aj rozvoj umelej inteligencie, ktorý zaznamenal prudký vývoj okolo
päťdesiatych a šesťdesiatych rokov. V týchto rokoch to bola etapa vývoja umelej inteligen-
cie s veľkými očakávaniami, kedy ľudia verili, že budú schopní vytvoriť aplikácie umelej
inteligencie na úrovni ľudí. Počas sedemdesiatych rokov tento entuziazmus opadol a v tejto
etape vývoja si uvedomovali, že to nebude také jednoduché. Začiatkom osemdesiatych rokov
zažil vývoj umelej inteligencie mierny útlm. Neskôr sa stáva umelá inteligencia a jej vývoj
a veci s ňou spojené komerčnou záležitosťou. Tento stav pretrváva až dodnes.
Vývoj, výskum a aplikácia umelej inteligencie sa stáva čím ďalej viac záležitosťou bež-
ného života. Využitie umelej inteligencie má relatívne široký záber. Je možné ju využiť
napríklad pre klasifikáciu, rozpoznávanie, riadenie, predpovede a mnoho ďalších špecific-
kých využití. Umelá inteligencia zasahuje do našich životov a veľa krát o tom ani nevieme.
Snahou je vytvárať algoritmy a aplikácie, ktoré by boli schopné vykonávať činnosti podobné
ľuďom a hlavne vykonávať tieto činnosti autonómne. Preto sa aj táto práca zaoberá jedným
z možných využití umelej inteligencie. Jedná sa o štúdium a aplikáciu umelej inteligencie na
hranie hier. Konkrétne sa jedná o nedeterministickú ťahovú hru dvoch hráčov. Výsledkom
práce je aplikácia, ktorá by mala byť schopná sa naučiť hrať hru na úrovni priemerného
ľudského hráča.
V tejto práci budú vysvetlené použité algoritmy a postupy, ktoré viedli k vytvoreniu
výslednej aplikácie a jej následné testovanie a zhodnotené dosiahnuté výsledky. Tak isto
bude popísaná aj samotná aplikácia, jej jednotlivé časti a vysvetlenie ich činnosti a ich
účel.
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Kapitola 2
Deterministické a
nedeterministické spôsoby hrania
hier
Kapitola sa zaoberá teóriou a porozumením existujúcich deterministických a nedetermini-
stických algoritmov, ktoré sú použité pre klasické spôsoby hrania hier s využitím počítačov.
Jedná sa o časť umelej inteligencie, kde nie je aplikované učenie sa z aktuálnej, alebo
z predchádzajúcich hier.
2.1 Typy hier a s tým súvisiace algoritmy
Existujú rôzne typy hier a rôzne typy ich delenia v závislosti na tom z akého hľadiska sa
na hru pozerá. Hry môžu byť delené na hry podľa počtu hráčov podľa toho, či sa v hre
vyskytuje náhodnosť a prípadne ďalšie možné typy delenia hier. Táto kapitola sa zameriava
na ťahové hry dvoch hráčov. Ťahovými hrami sa rozumie hra o dvoch, alebo viac hráčoch,
ktorí sa systematicky striedajú v ťahu a všetci sa snažia dosiahnuť cieľ, alebo inými slovami
povedané, vyhrať. Ďalej je dôležité zmieniť to, že sa hry líšia zložitosťou a od toho sa odví-
jajú aj použité postupy. V tejto kapitole budú zmienené hlavne metódy pre 3 typy hier a to
jednoduché hry, zložité hry a hry s neurčitosťou. Na to, aby mohli byť posudzované jedno-
tlivé ťahy, teda ich vhodnosť pre daného hráča, je potrebné nejakým spôsobom dané ťahy
ohodnotiť. Toto ohodnocovanie ťahov je vyžadované len niektorými algoritmami. Hlavne
tými, ktoré sú spojené so zložitejšími hrami. Ohodnotenie je realizované pomocou funkcie.
Ohodnotenie ťahu je závislé na tom o akú hru sa jedná a teda od pravidiel jednotlivej hry.
Je potrebné vykonávať ohodnotenie pre každý stav a pre každý ťah, pokiaľ je to možné
uskutočniť.
2.1.1 Jednoduché hry
Jednoduché hry sú hry, kde je možné prehľadať celý stavový priestor. To v praxi znamená,
že je možné v reálnom čase prehľadať pre všetky stavy ich všetky možné ťahy a do ktorých
stavov vedú. Používajú sa pri tom tzv. metódy prehľadávania priestoru. Viac informácií
o metódach prehľadávania priestoru viď [14]. Prehľadávaný priestor je možné reprezento-
vať stromovou štruktúrou. Počiatočný uzol stromu (koreň stromu) je počiatočný stav hry,
z ktorého sa začína prehľadávať. Na začiatku hry je pre hráča koreňom prvý stav, teda
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úvodné rozloženie figúrok na hracej ploche. Strom všetkých možných ťahov sa vytvorí tým,
že sa prehľadajú všetky možné ťahy hráča a vytvoria sa nové uzly, ktoré reprezentujú nové
stavy. Pre každý nový stav (uzol stromu) sa tento algoritmus opakuje. Listové uzly sú
uzly, z ktorých nie je možné vykonať žiadnu ďalšiu akciu (ťah). Z pravidla to bývajú uzly,
ktoré reprezentujú výhru jedného alebo druhého hráča. Takto vytvorený strom sa následne
použije k riešeniu úlohy. Pre zvolenie správneho ťahu, môže sa použiť napríklad AND/OR
algorimtus. Ten je aplikovaný na už vytvorený strom, kde musia platiť dve pravidlá a to,
že hráč na ťahu zvíťazí ak aspoň jeden z jeho ťahov vedie v konečnom dôsledku k víťazstvu
tohto hráča. A druhé pravidlo je, že hráč na ťahu zvíťazí, ak vedú po jeho ťahu všetky
ťahy jeho protihráča k výhre daného hráča. Tieto pravidlá musia platiť pre všetky úrovne
stromu. Každá úroveň stromu reprezentuje ťah hráča, alebo protihráča. Názov algoritmu
AND/OR vychádza z toho, že pre hráča je to OR problém. A pre protihráča je to AND
problém. To znamená, že pre úroveň stromu reprezentujúcu hráča musí byť vhodný aspoň
jeden z možných ťahov. Pre úroveň stromu reprezentujúcu protihráča musia byť vhodné
všetky ťahy súčasne. Vhodné v tomto prípade znamená hodnotu true, teda pravdivú hod-
notu. Pravdivá hodnota pre hráča znamená jeho výhru. Tieto znalosti je možné použiť, len
pre hry, ktoré sú jednoduché. Je možné použiť aj zložitejšie algoritmy ako minimax, alebo
alfabeta, ktoré sú vhodné aj pre zložité hry. Informácie o AND/OR algoritme boli prevzaté
z [6].
2.1.2 Zložité hry
Jedná sa o typ hry, kde získať vhodné poradie ťahov v rámci stavového priestoru, nie
je možné v reálnom čase a hlavne to prekračuje možnosti výpočtovej techniky. Jedná sa
hlavne o hry, kde je príliš veľký stavový priestor vzhľadom k množstvu kombinácií na hracej
ploche. V zložitých hrách sa využívajú väčšinou dva algoritmy a to metóda Minimax, alebo
metóda Minimax rozširená o AlfaBeta rezy, ktorá bude pre jednoduchosť zápisu označovaná
ako metóda AlfaBeta. Metóda Minimax je priblížená v nasledujúcej sekcii 2.2 a metódu
AlfaBeta v sekcii 2.3. Pri týchto metódach sa používa vyhodnocovacia funkcia, ktorá je
schopná určiť, ktorý ťah je pre ktorého hráča výhodnejší.
2.1.3 Hry s neurčitosťou
V týchto hrách zohráva veľkú úlohu neurčitosť. Neurčitosť je vo väčšine prípadov do hry
vnesená napríklad hodom kocky. Týmto sa stáva prehľadávanie celého stavového priestoru
úplne nereálne. Množstvo kombinácií vzniknutých vložením neurčitosti do hry spôsobí ex-
ponenciálny rast časovej zložitosti pre preskúmanie tohto stavového priestoru. Pre tento
typ hier sa používajú algoritmy ako je napríklad modifikovaná Minimax metóda. hra hraná
kameňmi anglicky zvaná backgammon je predmetom tejto práce a patrí do tejto kategórie.
Cieľom práce je snaha aplikovať možnosť učenia na túto hru.
2.2 Metóda MiniMax
Minimax vo všeobecnosti je rozhodovacie pravidlo použité v teórii rozhodovania, teórii hier,
štatistike a filozofii. Slúži pre minimalizovanie maximálnej možnej straty. Alternatívne to
môže byť považované za maximalizovanie minimálneho zisku. V tejto práci bude popísaný
tento algoritmus, alebo inak povedané táto metóda z hľadiska teórie hier. Pôvodne bola
sformulovaná pre hru s nulovým ziskom. Metóda bola použitá na hru, kde sa 2 hráči striedali
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po ťahoch. Neskôr bola táto metóda rozšírená pre iné použitia, ako komplexnejšie hry
a tak isto aj pre úplne iné problémy nesúvisiace s hrami. Konkrétne pre rozhodovanie za
prítomnosti neistoty a neurčitosti.
2.2.1 Teoretický základ
V teórii hier sa hovorí o hrách s nulovým súčtom. V tomto prípade môžeme hovoriť, že
riešenie dosiahnuté pomocou Minimax metódy je rovné nashovmu equilibriu. Je možné sa
stretnúť aj s pojmom Minimax teorém. Tento teorém hovorí o tom, že ak v hre s nulovým
súčtom o dvoch hráčoch s konečným počtom možných stratégií, ktoré môžu hráči hrať
existuje stav, alebo inak povedané stratégia, ktorá odpovedá tomuto teorému. V praxi to
znamená, že každý hráč volí takú stratégiu, že ak by jeho protihráč zmenil stratégiu tak
jeho zisk nebude horší, môže byť pri najhoršom rovnaký, alebo lepší ako jeho aktuálny zisk
pri danej stratégii. Ak sa druhý hráč riadi rovnakým spôsobom, tak výsledok je práve stav,
ktorý sa nazýva nashovo equilibrium, alebo výsledok dosiahnutý Minimax metódou. Väčšina
hier má práve jedno nashovo equilibrium. Meno Minimax pre túto stratégiu vzniklo tým,
že každý hráč sa snaží minimalizovať maximálny výnos protihráča a keďže sa jedná o hru
s nulovým súčtom tak maximalizuje svoj minimálny zisk. Všeobecné znalosti o Minimax
metóde a Minimax teoréme boli prevzaté z [7], [13] a [12].
2.2.2 Minimax a ťahové hry
Metóda nachádza využitie pri ťahových hrách, teda pri hrách, kde sa hráči systematicky
striedajú. Jedná sa o jednoduchšiu variantu Minimax algoritmu. Podstata spočíva v tom, že
hráč vie, akým spôsobom môže hra skončiť. Môže to byť jeden z nasledujúcich výsledkov a to
výhrou, prehrou a v niektorých prípadoch, teda v niektorých hrách aj remízou, alebo inak
povedané patovou situáciou. Ak hráč číslo jedna môže ukončiť hru výhrou v danom stave
tým, že zvolí určitý ťah, tak jeho najlepšia voľba bude samozrejme tento ťah. Toto však platí
iba pri jednoduchých hrách. Pri zložitých hrách hráč nevie, či môže ukončiť hru zvolením
nejakého ťahu výhrou, alebo prehrou. Jediné čo hráč vie je, že ktorý ťah je ako výhodný. Pri
zložitých hrách sa tiež vytvára strom možných ťahov, avšak iba do určitej hĺbky. To znamená
iba niekoľko ťahov dopredu. To ako je, ktorý stav vyhovujúci určuje ohodnocovacia funkcia.
Táto funkcia je vždy závislá na type hry a vracia číselnú hodnotu. Z pravidla platí, čím
väčšie číslo tým výhodnejší stav. Cieľ algoritmu Minimax je nasledovný. Prvý hráč sa snaží
maximalizovať svoj zisk a druhý hráč sa snaží minimalizovať zisk prvého hráča. Najlepší ťah
pre protihráča je najhorším ťahom pre prvého hráča. Keďže protihráč vyberá najlepší ťah
pre seba, tak tým dostáva prvého hráča do najhoršieho stavu, do akého sa mohol dostať po
ťahu protihráča. Práve preto hovorí o minimalizovaní maximálneho možného zisku. Prvý
hráč vyberá vždy najlepší ťah pre seba a teda sa snaží získať maximálny možný zisk.
Algoritmus Minimax využíva nejakú metódu, ktorá prehľadáva priestor do určitej hĺbky.
Tým sa vytvorí strom možných ťahov niekoľko krokov do budúcnosti. To do akej hĺbky sa
bude prehľadávať je väčšinou určené výkonom výpočtovej techniky, ktorá je použitá pre
aplikáciu algoritmu. Jednotlivé úrovne (vrstvy) stromu odpovedajú ťahom jedného alebo
druhého hráča podobne ako to bolo pri AND/OR algoritme. Listové uzly v tomto vytvore-
nom strome sú ohodnotené ohodnocovacou funkciou. Tá priradí uzlom hodnoty na základe
toho ako je žiadúce sa hráčovi do tohto stavu dostať. Po tom, čo je strom vytvorený a li-
stové uzly sú ohodnotené, tak sa začnú propagovať (šíriť) hodnoty z listov smerom hore ku
koreňu. A to takým spôsobom, že pokiaľ do ohodnotených uzlov vedú ťahy protihráča, tak
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Obrázek 2.1: Jednoduchá ukážka algoritmu Minimax, prevzaté z [2].
uzol, ktorý reprezentuje stav, z ktorého ťahá protihráč, bude mať priradenú hodnotu naj-
nižšie ohodnoteného (minimum) uzla z uzlov, do ktorých smerujú jeho hrany (ťahy). Kým
budú viesť do ohodnotených uzlov ťahy hráča, tak uzol, ktorý reprezentuje stav, z ktorého
ťahá hráč, bude mať priradenú hodnotu najvyššie ohodnoteného (maximum) uzla z uzlov,
do ktorých smerujú jeho hrany (ťahy). Opakovaním tohto spôsobu smerom nahor ku koreňu
stromu sa rozšíri ohodnotenie na všetky uzly v strome. Hneď ako je strom ohodnotený hráč
zvolí jeden ťah, ktorý vedie do uzla s rovnakou hodnotou ako je hodnota uzla, z ktorého
vychádza. Je to uzol s maximálnym ohodnotením. Týmto ťahom sa hráč presúva do no-
vého stavu, kde jeho protihráč vykoná nejaký ťah. Po ťahu protihráča je na ťahu opäť prvý
hráč a ten musí opäť prehľadať stavový priestor do určitej hĺbky a ohodnotiť všetky uzly
rovnakým spôsobom ako v predchádzajúcom prípade. Algoritmus bol vysvetlený z pohľadu
hráča. Akým spôsobom volil ťahy protihráč nie je dôležité.
Tento algoritmus je možné použiť aj na zložité hry ako je Šach. Ilustráciu algoritmu
je možné vidieť na obrázku 2.1. Na obrázku je vidieť fialové šípky, ktoré predstavujú smer
prehľadávania priestoru. Ďalej je možné vidieť rôzne typy uzlov a to konkrétne uzly, v kto-
rých sa hľadá maximum, alebo uzly v ktorých sa hľadá minimum. Ďalej je znázornený
tyrkysovou farbou ťah, ktorý by zvolíl hráč pri použití algoritmu Minimax. Čísla v jedno-
tlivých listových uzloch predstavujú hodnoty, ktoré sú získané ohodnotením týchto uzlov.
Hodnoty v uzloch, ktoré sú bližšie ku koreňu sú priradené algoritmom minimax. Na obrázku
je vidieť ako sa postupne priradia hodnoty z listových uzlov do uzlov bližšie ku koreňu. Zá-
klad obrázka bol prevzatý z [2]. Znalosti o metóde a algoritme Minimax boli prevzaté z [2]
a [1].
2.2.3 Metóda Expectimax
Keďže sa práca zaoberá hlavne nedeterministickými hrami a ich hraním, tak je tu uvedená
metóda, ktorá sa používa pre ich hranie bez učenia. Táto metóda nie je úplne nová, ale
jedná sa iba o rozšírenie metódy Minimax. Rozšírenie spočíva hlavne v zahrnutí náhodnosti
a pravdepodobnosti do rozhodovania sa pri volení ťahu. Ilustrácia algoritmu je na obrázku
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2.2. Náhodnosť je do algoritmu vložená v podstate, ako keby ďalší hráč, ktorý vykonáva vždy
svoj ťah po ťahu jedného, alebo druhého hráča. Na obrázku sú uzly získavajúce maximum
znázornené trojuholníkom so špicom hore (koreňový uzol). Z tohto uzla nasledujú v ďal-
šej vrstve stromu uzly reprezentujúce náhodnosť. Tieto uzly sú znázornené kruhom. Uzly
v tvare trojuholníka so špicom dole predstavujú uzly pre výber minimálne ohodnotených
uzlov v nižšej vrstve stromu. V každom uzle je hodnota predstavujúca ohodnotenie tohto
uzla. Pre uzly maxima a minima to funguje úplne rovnako ako pri obyčajnom algoritme
Minimax. Uzol predstavujúci náhodnosť v hre funguje následovne. Hrany smerujúce z tohto
uzla sú ohodnotené váhami. Váhy v tomto prípade predstavujú pravdepodobnosť zvolenia
kroku, ktorý je reprezentovaný hranou. Výpočet ohodnotenia tohto uzla je daný vzorcom
2.1.
Expectation(X) =
∑
x
f(x)P (x), (2.1)
kde X predstavuje nejaký stav. Zo stavu X vychádzajú hrany x1, x2, x3, . . . , xn ohodno-
tené váhami. Funkcia f(x) slúži na získanie hodnoty tohto uzla a funkcia P (x) je funkcia
vracajúca pravdepodobnosť zvolenia tejto hrany. Suma všetkých váh hrán vychádzajúcich
z jedného uzla musí dávať hodnotu jedna. Pravdepodobnosť zohráva veľkú rolu, ako je to
vidieť napríklad aj na obrázku 2.2. V pravej časti stromu je vidieť uzol minima, ktorý má
ohodnotenie až 6, ale pravdepodobnosť jeho výberu je len 0,2. Väčšiu pravdepodobnosť
v tomto prípade má minimálny uzol ohodnotený hodnotou 2. To znamená, že zvoliť krok,
ktorý by viedol do tohto (pravého uzla) by bol veľký risk. Na rozdiel od tohto kroku krok,
ktorý by smeroval do ľavej časti stromu má väčšiu šancu na úspech, pretože v priemere
sú oba minimálne uzly, do ktorých smeruje lepšie ohodnotené. Algoritmus v podstate vy-
berá kroky, ktoré vedú do uzlov, kde má najväčšiu pravdepodobnosť na úspech. Nemusí
to znamenať najlepšie ohodnotené uzly. Vďaka náhodnosti sa zníži hĺbka prehľadávania,
pretože náhodnosť pridáva ku každému zvolému ťahu niekoľko ďalších možností. Informácie
o algoritme Expectimax boli prevzaté z [4].
2.3 Metóda AlfaBeta
Ďalšia metóda, ktorá by mohla byť použitá pre riešenie zložitých hier je metóda Alfa-
Beta. Taktiež známa pod menom AlfaBeta rezy. Jedná sa o rozšírenie metódy Minimax.
V podstate metóda AlfaBeta je vylepšením metódy Minimax, ktorá v prípade dobrého
usporiadania ťahov môže byť efektívnejšia ako metóda Minimax. Výsledok oboch metód je
zhodný.
Metóda je schopná vynechať kontrolu niektorých ťahov na základe dvoch čísiel, ktoré sú
nastavované a udržované počas prehľadávania priestoru. Sú to čísla, ktoré predstavujú dote-
raz nájdené maximum a minimum. Sú označené ako Alfa a Beta, alebo α a β. Podľa týchto
dvoch čísiel dostal algoritmus aj názov. Opäť sú tu dva typy uzlov, pričom jeden vyberá
maximum a druhý mimimum. Hodnota Alfa v sebe udržuje najlepšiu maximálnu hodnotu
počas prehľadávania priestoru. Beta nesie najlepšiu mimimálnu hodnotu počas prehľadáva-
nia. Každý uzol, ktorý vyberá maximum, taktiež nastavuje hodnotu Alfa vo svojej úrovni.
V prípade, že sa jedná o uzol, ktorý vyberá minimum, tak je to obdobne, akurát sa jedná
o minimum a nastavuje sa hodnota Bety. Pri prechode stromom sa vždy prenášajú hodnoty
Alfa a Beta z vyšších vrstiev stromu do nižších. Ak sa zmení hodnota Alfa v nižšej úrovni
stromu, tak sa nezmení vo vyššej úrovni, len ak by ju zmenil uzol reprezentujúci maximum.
Dá sa povedať, že ako keby mal každý uzol okrem celkových hodnôt Alfa a Beta, ktoré
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Obrázek 2.2: Algoritmus expectimax graficé znázornenie
dostal ešte svoje lokálne hodnoty, ktoré dočasne upravuje. Hodnota, ktorá je takto dočasne
nastavená sa použije pre uzol, ktorý je vo vyššej úrovni stromu pre nastavenie Alfy z Bety
(v prípade maxima), alebo Bety z Alfy (v prípade minima). Tieto lokálne hodnoty sú inicia-
lizované z hodnôt Alfa a Beta v rodičovských uzloch, ale nie sú schopné zmeniť ich hodnotu.
Najlepšie je to vidieť na obrázku 2.3, kde je znázornené akým spôsobom sa menia hodnoty
Alfa a Beta. V prípade, že pri Alfa, alebo Beta je uvedených viac hodnôt, tak to znamená,
že je to zobrazenie všetkých hodnôt, ktoré tam boli nastavené počas prehľadávania, pričom
aktuálna hodnota je vždy hodnota, ktorá je najviac v pravo. V prípade, že sú uzly v pod-
strome listové, tak sa vyberá maximum alebo minimum z ich hodnôt, podľa toho o aký typ
uzla sa jedná. Akým spôsobom sa nastavujú hodnoty Alfa a Beta bolo vysvetlené v pred-
chádzajúcom texte a v nasledujúcom texte je vysvetlené akým spôsobom za použitia Alfa
a Beta je urýchlené prehľadávanie priestoru. V prípade, že hodnota Alfy je väčšia, alebo
rovná ako hodnota Bety je možné prerušiť prehľadávanie v danej úrovni stromu a vrátiť
sa o úroveň vyššie. V prípade, že sa jedná o uzol, ktorý volí maximum to znamená, že nad
týmto uzlom je uzol, ktorý bude voliť minimum, ktoré je aktuálne v hodnote Beta. Keďže
hodnota Beta je už teraz menšia ako hodnota Alfa, tak všetky hodnoty väčšie ako Alfa už
nemajú význam, pretože sú väčšie ako minimum. Ak by bola nasledovná hodnota menšia
ako Alfa, tak taktiež stráca význam, pretože aktuálny uzol bude voliť maximum a nikdy
nezvolí hodnotu menšiu ako je aktuálna hodnota Alfa. Z tohto dôvodu je možné ukončiť
prehľadávanie v aktuálnej vrstve stromu. Podobne to platí pre uzol predstavujúci minimum
s tým, že je to obrátené. Rodičovský uzol je uzol, ktorý volí maximum. Všetky hodnoty
väčšie ako Beta strácajú význam, pretože daný uzol bude voliť minimum. A všetky hodnoty
menšie ako Beta strácajú význam, lebo rodičovský uzol bude voliť maximum a aktuálne
maximum, ktoré je v Alfa je väčšie ako Beta. Znalosti o AlfaBeta rezoch boli prevzaté z [2]
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Obrázek 2.3: Jednoduchá ukážka AlfaBeta rezov, prevzatá z [21]
a [1].
2.4 Zhodnotenie klasických metód
Na záver tejto kapitoly je dôležité zhodnotiť existujúce algoritmy pre deterministické a ne-
deterministické hry. Tieto algoritmy sú schopné nájsť riešenie problému za predpokladu, že
je stavový priestor primerane veľký a bude ho možné preskúmať za využitia prostriedkov,
ktoré sú dostupné. Pre zložité hry a pre hry s neurčitosťou už majú problémy, ktoré vyplý-
vajú z veľkého stavového priestoru. V týchto prípadoch sú tiež tieto algoritmy použiteľné,
avšak sú schopné nazrieť iba do určitej hĺbky od aktuálne riešeného problému. Podstata
je taká, že po každom prehľadaní priestoru do určitej hĺbky sa zvolí najlepší ťah, aspoň
podľa aktuálne známeho prostredia. Po každom ťahu sa opäť prehľadáva do tej istej hĺbky,
ale už s novým začiatkom. Keby bolo možné nazrieť do väčšej hĺbky hneď od začiatku, tak
v niektorých prípadoch by boli zvolené iné ťahy, pretože niektoré ťahy môžu viesť dá sa
povedať ako keby do lokálneho optima.
Aj napriek nevýhodám a obmedzeniam týchto algoritmov sa stále používajú a dosahujú
výsledky, ktoré sú viac než postačujúce. V prípade týchto algoritmov sa však nedá hovoriť
úplne o umelej inteligencii, avšak je to možné považovať za veľmi dobré základy. Veľa ideí
a častí týchto algoritmov sú použité aj pri zložitejších a inteligentnnejších algoritmoch.
Tieto algoritmy však nie sú hlavným predmetom práce a v nasledujúcich kapitolách budú
vysvetlené algoritmy, ktoré prejavujú o niečo viac inteligencie ako algoritmy spomínané
v danej kapitole.
Táto kapitola sa stručne venovala prehľadu klasických algoritmov určených pre hranie
hier (hlavne hier dvoch hráčov), ich objasneniu a ich použitiu.
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Kapitola 3
Posilňované učenie
V kapitole budú uvedené základné informácie o posilňovanom učení (anglicky Reinforcement
learning), ktoré sú potrebné pre pochopenie jeho použitia v diplomovej práci. Kapitola
vysvetľuje akým spôsobom posilňované učenie funguje, jeho niektoré varianty a bližšie budú
popísané varianty, ktoré majú pre diplomovú prácu hlbší význam. Vysvetlenia jednotlivých
častí budú založené skôr na príkladoch ako matematických vzorcoch, aby boli jednoduchšie
na pochopenie. Posilňované učenie je základom pre variantu posilňovaného učenia TD(λ),
ktorá je základom algoritmu použitého v tejto práci.
3.1 Agent, stavy a akcie
Posilňované učenie je typ učenia, ktorý nevyžaduje znalosť prostredia a nepozná najlepšie
ohodnotené stavy a akcie v danom prostredí. V nasledujúcom texte sa bude nachádzať
pojem agent, ktorý je potrebné si vysvetliť. Agent je niečo, alebo niekto kto predstavuje
v posilňovanom učení objekt, ktorý sa bude učiť. Bude vykonávať akcie, ktoré ho presunú
z jedného stavu do iného stavu. Stavom sa rozumie aktuálny stav prostredia. Napríklad
stavom je možné rozumieť nejaký stav (rozloženie) figúrok na šachovnici. Akcia by v prípade
šachu, dámy, alebo inej hry na šachovnici znamenala posunutie figúrky na inú pozíciu
šachovnice, čím sa zmení stav prostredia, teda šachovnice. Ukážka ako by mohol vyzerať
nejaký konkrétny stav a akcia na hre dáma je na obrázku 3.1. Prostredie je vždy tvorené len
nejakou podmnožinou reálneho sveta. Zohľadňuje len to, čo je dôležité pre agenta a učenie
sa. V prípade, že by sa agent učil hrať šach, tak by prostredie tvorila len šachovnica a figúrky.
Okolie okolo šachovnice nie je pre agenta dôležité. Posilňované učenie sa výrazne odlišuje od
iných typov učenia, ako je napríklad učenie pod dohľadom (anglicky Supervised learning).
Pri použití učenia pod dohľadom sú známe najlepšie akcie z daného stavu. To znamená
akcie, ktoré keď agent vykoná, by mali viesť k získaniu čo najväčšej odmeny (v prípade hry
by sa jednalo o víťazstvo). Avšak nie v každom prípade sú známe najlepšie ohodnotené akcie
a stavy. V takomto prípade typ učenia ako je učenie pod dohľadom nemôže byť použité.
Je to z dôvodu, že stavový priestor je príliš veľký a získať všetky možné kombinácie akcií
a stavov nie je možné. V týchto prípadoch je ideálne použiť posilňované učenie. Agent pri
použití posilňovaného učenia sa učí spôsobom pokus omyl.
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Obrázek 3.1: Názorný príklad stavu, akcie zo stavu a nového stavu.
3.2 Objavovanie a využívanie
Medzi kľúčové vlastnosti posilňovaného učenia patrí využívanie a objavovanie (anglicky
Exploitation a Exploration). Využívanie znamená, že agent sa snaží využívať znalosti, ktoré
už má o prostredí. Podľa toho vyberá akcie, o ktorých vie, že sú najlepšie pre dosiahnutie
cieľa. Avšak pre získanie týchto znalostí o neznámom prostredí musí agent najskôr objavovať
a skúmať vhodnosť akcií pre jeho cieľ. Veľmi dôležité je určiť pomer koľko času má agent
stráviť objavovaním a koľko využívaním už nadobudnutých znalostí. Pretože, ak by agent
objavoval iba zo začiatku a následne by už len využíval nadobudnuté znalosti, tak by sa
stalo to, že by neskúsil všetky možné akcie. Keďže by nevyskúšal všetky možné akcie, tak
by mohli existovať akcie, ktoré by boli vhodnejšie ako tie, o ktorých agent vie. Preto je
nutné aby agent objavoval. Ak by agent len skúmal to by znamenalo, že by agent vyberal
náhodne akcie a to by neviedlo nikam. Taktiež je dôležité vedieť, že akcie sú ovplyvnené aj
tým z akého stavu vychádzajú. Jedna akcia môže mať rôzny stupeň dôležitosti a tým rôzne
ohodnotenie v dvoch rôznych stavoch. Napríklad v dáme je akcia, posuň figúrku o 1 pozíciu
vpred, rôzne dôležitá podľa toho, či sa jedná o posun figúrky, kde môže byť získaná dáma,
alebo nie. Práve určenie vhodného pomeru využívania a objavovania je najväčší problém.
K tomuto slúži niekoľko rôznych stratégií určovania pomeru využívania a objavovania. Ich
použitie väčšinou závisí na zložitosti problému.
Zaujímavou vlastnosťou posilňovaného učenia je spôsob prístupu agenta k problému.
Agent má určený cieľ, ktorý sa snaží dosiahnuť konaním v neznámom prostredí. Agent ne-
rozoberá svoj cieľ na podproblémy, ale vždy k problému prístupuje ako k celku. To znamená,
že sa vždy snaží dosiahnuť svoj celkový cieľ, teda vyberá akcie, ktoré k nemu povedú a nie
len k nejakému lokálnemu optimu. Na to, aby agent vedel, ktorá akcia je dobrá (najlepšie
ohodnotená) získava odmeny. Pre nevhodné akcie agent nedostáva odmeny. Objavovanie
spočíva v tom, že agent skúša rôzne akcie a pamätá si tie, ktoré mu prinesú najvyššie
odmeny. Celkovým cieľom agenta je získať čo najväčšie odmeny v priebehu jeho života.
3.3 Epizodické a neepizodické úlohy
Úlohy, ktoré môže agent vykonávať sa rozlišujú na epizodické a neepizodické (anglicky
continuing tasks) úlohy. Pre diplomovú prácu sú zaujímavé hlavne epizodické úlohy, keďže
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Obrázek 3.2: Unifikované (zjednotené) zobrazenie prechodov pre epizodickú a neepizodockú
úlohu, prevzaté z [16].
sa práca zaoberá aplikáciou istého druhu posilňovaného učenia na problém epizodickej úlohy.
Epizodická úloha je taká, kde je život (časový priebeh života) agenta rozdelený na epizódy.
Epizódy sú na sebe nezávislé a akcie vykonané v jednej epizóde neovplyvňujú akcie v inej
epizóde. V neepizodickej úlohe vykonané akcie ovplyvňujú budúce akcie. Existujú spôsoby
ako zjednotiť tieto dva rozličné typy úloh a popísať ich jednotným spôsobom. Tento popis
sa nazýva unifikovaný zápis epizodických a neepizodických úloh. Tento spôsob má obzvlášť
význam pre algoritmy, ktoré vedia pracovať s epizodickými aj neepizodickými úlohami. Pre
tieto algoritmy by bol lepší unifikovaný zápis nejakej úlohy. Unifikovaný zápis je výhodný
hlavne pre posilňované učenie, ktoré je vhodné pre epizodické aj neepizodické úlohy. Keďže
sa táto práca venuje použitiu istej formy posilňovaného učenia, je vhodné si vysvetliť aspoň
základnú ideu unifikovaného zápisu. Základná definícia epizodických a neepizodických úloh
bola prevzatá z [9].
Je dôležité si uvedomiť, že v prípade epizodickej úlohy sú jednotlivé časové kroky číslo-
vané pre každú epizódu od 0. Je možné taktiež číslovať jednotlivé epizódy, ale to prakticky
nemá veľký zmysel. Je to z dôvodu, že každá epizóda je nezávislá od nejakej inej epizódy.
Takže číslovanie epizód môže byť úplne vynechané a nebude sa rozlišovať medzi jednotlivými
epizódami. V každom časovom kroku je nejaká akcia, ktorá vracia nejakú odmenu. Tieto
jednotlivé odmeny sú použité na vypočítanie celkovej odmeny. Tu je práve problém, akým
spôsobom zapísať získanie celkovej odmeny pre epizodickú a neepizodickú úlohu jednotným
spôsobom. Pri neepizodickej úlohe je možné zapísať tento celý priebeh úlohy pomocou jed-
noduchej sumy všetkých získaných odmien. Pričom to bude suma v časových krokoch od 0
po n. 0 je považovaná za začiatok úlohy a n je posledný časový krok, ktorý bol zazname-
naný. Keby je tento zápis použitý pre epizodickú úlohu, tak v tomto všeobecnom zápise by
bol problém to, že n by muselo byť konkrétne číslo, pričom pri neepizodickej úlohe by to
bolo nekonečno. Riešením je, že zápis zostane rovnaký, ale nejaký konkrétny stav v časovom
priebehu sa zvolí ako konečný. Všetky ďalšie odmeny, ktoré by mali väčší čas, by vracali
hodnotu 0. Grafické zobrazenie je na obrázka 3.2. Na obrázku je vidieť niekoľko stavov,
ktoré sú číslované od 0, pričom čísla reprezentujú čas. Čiže zápis napríklad S1 znamená
stav v čase 1. Podobne je to riešené pre odmeny. Stav zobrazený štvorcom zobrazuje kon-
cový stav. Na obrázku 3.3 je porovnanie epizodickej a neepizodickej úlohy. Epizodická úloha
má koncový stav označený rovnakým spôsobom ako v prípade unifikovaného zobrazenia.
Neepizodická úloha nemá koncový stav a stav Sn reprezentuje akýkoľvek stav v čase n =∞.
3.4 Stratégie
Ako už bolo spomínané agent sa snaží získať vždy čo najväčšiu odmenu v priebehu svojej
existencie v danom prostredí. K tomu využíva stratégiu (anglicky policy), odmenovú funk-
13
S0 S1 S2
r1= +1 r2= +1 r3= +1
Epizodická úloha
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Obrázek 3.3: Porovnanie zobrazenia prechodov pre epizodickú a neepizodickú úlohu.
ciu (anglicky reward function) a hodnotovú funkciu (anglicky value function). Odmenová
funkcia je funkcia, ktorá určí odmenu za nejakú akciu z nejakého stavu. Odmena je jed-
noducho číslo, ktoré určuje hodnotu akcie zo stavu. Čím je odmena vyššia tým je vyššia
hodnota. V podstate sa jedná o okamžité ohodnotenie akcie z nejakého stavu. Hodnotová
funkcia je vnímaná z dlhodobého hľadiska. To znamená, že ohodnotí nejaký stav na základe
toho, ako veľmi je žiadúce dostať sa do tohto stavu. Je to v podstate súčet okamžitých od-
mien (výsledkov odmenovej funkcie) z akcií, ktoré viedli do tohto stavu. Stratégia slúži
na definovanie správania sa agenta v prostredí. To znamená, že určuje, ktoré akcie má
v ktorom stave vykonať. Stratégia sa môže v priebehu času a hlavne počas učenia meniť.
Snahou je nájsť optimálnu stratégiu. Optimálna stratégia je stratégia, ktorá je lepšia ako
všetky ostatné stratégie. Ak existuje viac stratégií, ktoré majú rovnaké ohodnotenie ako op-
timálna stratégia, tak sú tiež optimálne stratégie. Keď sa bude uvažovať epizodická úloha,
tak ohodnotením stratégie sa myslí hodnota, ktorá je súčtom všetkých výsledkov hodnoto-
vých funkcií, pre všetky možné konečné stavy. Inak povedané ak do koncového stavu vedie
niekoľko ciest, tak optimálna stratégia vie, ktoré sú tie najlepšie pre agenta. Najlepšia cesta
je tá, ktorá má v koncovom stave najvyšší súčet odmien, teda najvyššiu hodnotovú funkciu
pre koncový stav. Existencia viacerých najlepších ciest je podmienená napríklad náhod-
nosťou, alebo ťahom protihráča, ak sa jedná o hru. Ak agent počas učenia zistí, že existuje
lepšia stratégia ako tá, ktorú on používa, tak môže svoju stratégiu zmeniť. V tom spočíva
princíp učenia sa pri použití posilňovaného učenia.
3.5 Spôsoby výberu akcií
Keďže sa posilňované učenie používa hlavne v neznámom prostredí, tak je problém pri
určovaní hodnoty akcie z nejakého stavu. Neznámym prostredím sa v tomto prípade myslí
prostredie, kde nie sú známe akcie, ktoré sú najvhodnejšie. Skutočnú hodnotu akcie nie
je možné zistiť, len odhadovanú, ktorá môže byť skutočnej hodnote veľmi blízka. Metódy,
ktoré slúžia na určenie odhadovanej hodnoty akcie sa volajú metódy hodnoty akcie (anglicky
action-value methods).
Qt(a) =
r1 + r2 + · · ·+ rka
ka
(3.1)
Najjednoduchší spôsob ako určiť hodnotu akcie je použiť priemer. Zoberú sa všetky
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odmeny získané danou akciou, tie sa sčítajú a následne vydelia číslom, ktoré reprezentuje
koľkokrát bola daná akcia zvolená. Je to vidieť na vzorci 3.1, kde Qt(a) je odhadovaná
hodnota akcie, r1, r2 až po rka sú hodnoty vrátené akciou pri opätovnom volaní a ka je
počet opakovaných volaní akcie. Ak by sa hodnota reprezentujúca, koľkokrát bola akcia
zvolená, blížila nekonečnu, tak by bol odhad hodnoty akcie blízky jej skutočnej hodnote.
Ako už bolo spomínané dôležité je určiť ako často sa má objavovať a ako často využívať
známe znalosti.
Najjednoduchší spôsob ako hľadať najlepšie ohodnotené akcie zo stavov a vyberať na-
sledujúce akcie sa volá -chamtivý (anglicky − greedy). Kde  znamená pravdepodobnosť
s akou sa bude voliť nasledujúca akcia náhodne. V ostatných prípadoch sa vyberajú najlep-
šie ohodnotené akcie zo známych akcií, ku ktorým už má agent ohodnotenie. Keby bolo 
rovné 0, tak agent neobjavuje, len využíva znalosti získané v niekoľkých prvých krokoch.
Taká metóda sa volá chamtivá (anglicky greedy). Tento spôsob výberu akcií má jednu nevý-
hodu a to, že v priebehu objavovania volí medzi akciami s rovnakou pravdepodobnosťou. To
znamená, že môže zvoliť najhoršiu akciu s rovnakou pravdepodobnosťou ako akciu, ktorá
nie je úplne zlá, alebo akciu, ktorá je podstatne lepšia. To však v prípadoch, keď je najhoršia
akcia veľký extrém, predstavuje problém. Tento problém odstraňuje iný spôsob výberu ak-
cií, ktorý sa nazýva anglicky softmax. Softmax pridelí akciám váhy na základe ich aktuálnej
hodnoty a veľmi zle ohodnotené akcie majú menšiu pravdepodobnosť výberu pri objavovaní.
Ďalšou možnosťou ako vylepšiť spôsob výberu akcií je použiť vyššie inicializačné hodnoty
akcií. V praxi to znamená, že akcie majú počiatočné hodnoty nastavené na nejaké vyššie
číslo. V prípade výberu akcie, ak by bola akcia zle ohodnotená, sa po spriemerovaní jej
hodnota rapídne zníži. Týmto sa vytvoria rýchlejšie väčšie rozdiely medzi vhodnými a ne-
vhodnými akciami. Existujú ďalšie možnosti vylepšenia a metódy výberu akcií viď kapitola
2 v [16].
Dôležité pre agenta pri rozhodovaní a výbere nasledujúcej akcie je, aby mal všetky
dôležité a podstatné informácie o aktuálnom stave. Podstatné informácie v tomto prípade
znamená, že sú to informácie, na základe ktorých vie rozhodnúť aká bude jeho nasledujúca
akcia. Informácie o kompletnej histórií ako sa k tomu stavu dostal nie sú dôležité pre jeho
rozhodovanie. Napríklad rozloženie figúrok na šachovnici. To sú všetky informácie pod-
statné pre agenta na to, aby mohol vykonať nasledujúcu akciu. To aké akcie k tomu viedli,
je nepodstatné. O stave, ktorý má túto vlastnosť sa hovorí, že má Markovovu vlastnosť
(anglicky Markov property).
3.6 Návraty, odmeny
Návraty (anglicky returns), alebo odmeny (anglicky rewards) sú číselné hodnoty reprezen-
tujúce hodnotu, ktorú má, alebo vráti nejaká akcia. Ako už bolo spomínané dlhodobým
cieľom agenta je získať čo najväčšiu odmenu z dlhodobého hľadiska. V prípade epizodic-
kej úlohy je to hodnota, ktorá je súčtom všetkých odmien získaných počas jednej epizódy
vzorec 3.2.
Rt = rt+1 + rt+2 + rt+3 + · · ·+ rT , (3.2)
kde Rt je celková odmena za epizódu, rt+n sú jednotlivé odmeny za vykonané akcie
v časoch t+n a rT je posledná získaná odmena v čase T , ktorý reprezentuje posledný krok
epizódy. V neepizodickej úlohe by to bol súčet všetkých odmien získaných za nejaký čas,
avšak T by muselo byť rovné ∞, aby matematický zápis odpovedal neepizodickej úlohe. To
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by však spôsobilo problém, pretože z matematického hľadiska by to znamenalo, že celková
odmena by bola rovná ∞, pričom by bolo úplne jedno aké hodnoty by mali odmeny. Keďže
agent sa snaží získať maximálnu odmenu, tak by to boli vždy hodnoty rovné ∞ a agent
by nemal čo s čím porovnávať. Preto sa používa pri určovaní celkovej odmeny zľavňovanie
(anglicky discounting) 3.3 a je to rozšírením základného vzorca.
Rt = rt+1 + γrt+2 + γ
2rt+3 + · · · =
∞∑
k=0
γkrt+k+1, (3.3)
kde γk pre γ < 1 a k =∞ je rovné 0. V tomto prípade už je možné hľadať maximálnu
možnú celkovú odmenu. Zľavňovanie sa používa na zníženie hodnoty budúcich odmien.
To znamená, že hodnota odmeny v budúcnosti má menšiu hodnotu ako by mala, keby
sa vyskytla tesne po začiatku úlohy. Využíva sa k tomu parameter γ zvaný zľavňovací
koeficient (anglicky discounting rate). Môže nadobúdať hodnotu 0 ≤ γ ≤ 1. To znamená,
že odmena získaná v čase k bude γk−1 krát menšia.
Oba vzorce 3.2 a 3.3 je možné zjednotiť do jedného v prípade použitia unifikovaného
zápisu 3.4.
Rt =
T∑
k=0
γkrt+k+1, (3.4)
kde je možné, že T = ∞ (pre neepizodické úlohy), alebo γ = 1 (pre epizodické úlohy).
Nikdy však nesmú platiť podmienky súčasne, pretože by bolo Rt =∞ čo by bolo v rozpore
s tým, čo bolo písané v predchádzajúcom texte.
Ešte je dôležité uviesť, že najlepšia celková odmena neznamená vždy maximum. V nie-
ktorých prípadoch to môže znamenať minimum. Napríklad v prípade, že sa agent snaží
dostať niekde v čo najkratšom čase. Takže v prípadoch, kde bude uvedené, že agent sa
snaží získať maximum, tak je to mienené ako najlepšiu odmenu. V niektorých konkrétnych
prípadoch to môže znamenať skutočne maximum, alebo to môže byť aj minimum. V každom
prípade nie je problém skonvertovať minimum na maximum a jednoducho to vždy považovať
za maximum. Napríklad, keby bola celková odmena očakávaná medzi hodnotami 0 a 1
a agent by považoval za najlepšiu hodnotu minimum, tak by mohol vykonať následnú
konverziu. hodnota = 1− hodnota a po tejto úprave by už mohol opäť hľadať maximum.
V tejto kapitole boli popísané základy posilňovaného učenia, z ktorých sa bude vy-
chádzať v nasledujúcej kapitole. Nasledujúca kapitola vysvetľuje typ posilňovaného učenia,
ktorý sa volá učenie z časového rozdielu (anglicky temporal difference learning), ktorý je
základom algoritmu v tejto práci. Zdrojom informácií pre túto kapitolu bola kniha [16].
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Kapitola 4
Učenie z časového rozdielu
Kapitola sa zaoberá istou formou posilňovaného učenia, ktorá sa volá učenie z časového
rozdielu (anglicky Temporal Difference Learning skratka (TD)-learning). V nasledujúcom
texte bude tento typ učenia odkazovaný ako TD-učenie. Taktiež bude v tejto kapitole bližšie
popísaný špeciálny typ TD-učenia zvaný tiež TD(λ).
TD-učenie využíva kombináciu dvoch kľúčových prvkov dvoch iných typov učení. Kon-
krétne sa jedná o metódy Monte Carlo a dynamické programovanie. Z metódy Monte Carlo
využíva to, že nemusí byť známy model dynamiky prostredia. Z metódy dynamického pro-
gramovania využíva to, že je schopný aktualizovať svoje odhady na základe svojich pred-
chádzajúcich odhadov bez znalosti finálneho výsledku.
4.1 Predpovedanie TD metódami
Podstata TD-učenia bude vysvetlená na rozdiele aktualizovania odhadovanej hodnoty stavu
pre metódu Monte Carlo a metódu TD-učenie. Obe metódy aktualizujú svoj odhad stavu
po navštívení tohto stavu. Avšak metóda Monte Carlo musí počkať na koniec epizódy, aby
poznala finálnu (výslednú, celkovú) odmenu. To znamená, že metóda Monte Carlo najskôr
vykoná všetky akcie, ktoré dostanú agenta až na koniec epizódy. Tým agent získa celkový
výstup a následne aktualizuje všetky odhady pre všetky stavy s tým, že použije celkový
výsledok pre ich úpravu. Na rozdiel od tohto prístupu TD-učenie upravuje odhady hneď
v nasledujúcom stave a nemusí čakať na celkový výsledok. K úprave odhadu v predchádza-
júcom stave použije získanú odmenu a odhad v nasledujúcom stave. To v praxi znamená, že
ak je agent v nejakom stave v čase t, tak má odhad o celkovom výsledku. Keď sa presunie
do nasledujúceho stavu vykonaním nejakej akcie, tak v tomto stave v čase t + 1 má tiež
nejaký odhad o celkovom výsledku. Hneď ako sa agent presunul do nového stavu upraví
svoj odhad v predchádzajúcom stave v čase t. K tomu použije odmenu z vykonanej akcie a
odhad zo stavu v čase t + 1. To znamená, že upraví svoj odhad na základe rozdielu dvoch
stavov v rôznych časoch. Podľa tohto sa volá aj tento typ učenia, pretože využíva časové
rozdiely na úpravy svojich odhadov.
Najlepšie bude si to uviesť na príklade. Agent každý deň cestuje domov z práce. V rôz-
nych časových okamihoch sa nachádza v rôznych stavoch. Napríklad jeden stav môže byť,
keď odchádza z kancelárie, druhý stav keď príde k autu, ďalší keď výjde na diaľnicu a po-
dobne. V každom stave môže zmeniť svoj odhad, koľko mu bude trvať cesta domov. Vždy
cestuje tou istou cestou autom a na začiatku pri odchode z kancelárie urobí odhad koľko
mu bude trvať cesta domov. V tomto prípade sa bude uvažovať, že agent odhaduje cestu
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Obrázek 4.1: Porovnanie spôsobu úpravy odhadov pre metódy Monte Carlo a TD-učenie,
prevzaté z [16].
domov na 30 minút. Po 5 minútach príde k autu a vidí, že začalo pršať. Odhad koľko mu
bude trvať cesta domov, pri aute (teda v inom stave) je vyšší o 10 minút. O 15 minút
neskôr agent zistí, že aj napriek zlému počasiu má veľmi dobrý čas v stave, keď opúšťa
diaľnicu. Opäť v tomto stave odhadne koľko mu bude trvať cesta domov. Zníži svoj odhad
na 35 minút. O 10 minút neskôr pokračuje po ceste druhej triedy a ocitne sa za nákladným
autom, ktoré ide pomaly a on ho nemá možnosť predbehnúť. V tomto stave odhaduje cestu
domov na celkový čas 40 minút (teda o 5 minút viac ako odhadoval, keď opúšťal diaľnicu).
Po 40 minútach cesty prichádza na ulicu, kde býva a uskutoční posledný odhad, ktorý je
ešte 3 minúty naviac.
Teraz je dôležité si ukázať akým spôsobom bude meniť svoje odhady metóda Monte
Carlo a akým metóda TD-učenie. Keby agent používal metódu Monte Carlo, tak by menil
svoje odhady v stavoch, (odchod z kancelárie, pri aute, opúšťanie diaľnice . . .) až keby prišiel
domov. Je to z dôvodu, že potrebuje poznať celkový výsledok a to, koľko mu v skutočnosti
trvala cesta domov. Keďže mu cesta domov trvala dlhšie ako odhadoval v každom stave, tak
bude upravovať všetky odhady smerom hore. To znamená, že ich zvýši o rozdiel pôvodného
odhadu a skutočného času, koľko mu cesta trvala. Nevýhodou tohto prístupu je jednak to,
že niektoré zmeny boli až príliš drastické z dôvodu, že pršať nemusí každý deň a nákladné
auto na vedľajšej ceste bola len nešťastná náhoda. Ďalšou nevýhodou je to, že agent môže
upraviť svoje predchádzajúce odhady až keď príde domov, pretože až vtedy pozná výsledný
čas cesty domov, ktorý potrebuje na úpravu odhadov. Zmeny, ktoré uskutočnil vo svojich
odhadoch znamenajú, že ďalší deň (epizódu), keď pôjde agent domov z práce, tak bude
odhadovať, že mu bude cesta domov trvať 43 minút (použije upravené odhady). Grafické
porovnanie týchto dvoch metód je na obrázku 4.1.
Na rozdiel od metódy Monte Carlo, metóda TD-učenie bude upravovať svoje odhady
hneď ako prejde do nasledujúceho stavu. Je to možné hlavne kvôli tomu, že ak agent u-
viazne v zápche na diaľnici, tak hneď vie, že jeho odhad pri odchode z kancelárie bol príliš
optimistický a nemusí čakať na to, kým príde domov, aby vedel, že je to tak. V podstate
keď príde k autu upraví svoj odhad o tom, koľko mu bude trvať cesta z kancelárie, keď bude
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opúšťať diaľnicu, tak upraví svoj odhad pri aute a podobne. Preto, keď agent príde k autu a
vidí, že vonku prší, tak upraví svoj odhad, ktorý urobil v kancelárii na odhad, ktorý urobil
pri aute. Presnejšie povedané, upraví svoj odhad tak, že použije rozdiely odhadov v rôznych
časových okamihoch. Príklad aj s obrázkom bol prevzatý z kapitoly 6.1 z [16].
4.2 Optimálnosť TD-učenia
Ako už bolo povedané, TD-učenie upravuje svoje odhady na základe iných odhadov. Otázka
znie, aké to má výhody a či sa táto metóda vôbec dostáva k správnym výsledkom. Detailnej
odpovedi na túto otázku by mohla byť venovaná aj celá kniha. Stručná odpoveď na túto
otázku je, že metóda konverguje k správnym výsledkom a vo väčšine prípadov dokonca
rýchlejšie ako konštantná Monte Carlo metóda. Medzi výhody patrí aj to, že metóda je
použiteľná hlavne v prípadoch keď epizódy sú príliš dlhé, alebo dokonca neexistujú a jedná
sa o neepizodické problémy. Pri použití metódy Monte Carlo je dôležité si pamätať všetky
predchádzajúce odhady vo všetkých stavoch, ktoré viedli ku koncovému stavu. To môže byť
problém pri veľmi dlhých epizódach a taktiež nepohodlné. V podstate metóda TD-učenia
je schopná sa učiť za behu (anglicky on-line), na rozdiel od metódy Monte Carlo, ktorá
musí prechádzať všetky stavy ešte raz. To sú výhody oproti metóde Monte Carlo. Výhody
oproti dynamickému učeniu sú, že TD-učenie nemusí mať model prostredia a nemusí poznať
pravdepodobnosť nasledujúceho stavu. TD-učenie je kompromisom medzi týmito dvomi
metódami a pozostáva z tých lepších vlastností oboch typov učenia.
4.3 TD(λ)
TD(λ) je špeciálny typ TD metód. Pričom λ označuje použitie tzv. stôp vhodnosti (anglicky
eligibility traces). Samotným stopám vhodnosti bude venovaná jedna celá časť tejto kapitoly,
kde bude ich použitie a význam vysvetlený podrobnejšie. λ môže nadobúdať hodnotu medzi
0 a 1. Aplikovanie stôp vhodnosti môže byť na nejakú konkrétnu TD metódu. Tým sa
vytvorí z obyčajnej TD metódy TD(λ) metóda. Z teoretického hľadiska sa dá na TD(λ)
pozerať ako na most medzi metódami Monte Carlo a klasickou TD-metódou označovanou
taktiež ako TD(0). V predchádzajúcej časti bol vysvetlený rozdiel medzi metódami Monte
Carlo a TD metódou na upravovaní svojich odhadov. Metóda Monte Carlo potrebuje robiť
úpravy svojich odhadov až na záver, teda sa hovorí o tom, že robí zálohy (anglicky backup)
zo všetkých predchádzajúcich stavov. Na rozdiel od tohto funguje metóda TD, ktorá robí
zálohy iba z jedného bezprostredného predchádzajúceho stavu. TD(λ) metódy robia zálohy,
ktoré sú práve niečo medzi tým. Nie sú to úplné zálohy, ale ani minimálne zálohy. V podstate
pri hodnote λ rovnej 0 sa jedná o klasickú metódu TD a pri hodnote 1 sa jedná o metódu
Monte Carlo. Všetko medzi tým odpovedá metódam TD(λ).
4.3.1 n-krokové predpovedanie TD metódami
Pre lepšie pochopenie stôp vhodnosti je lepšie si postupne vysvetliť, čo je to n-krokové TD
(viac-krokové) predpovedanie (anglicky n-step TD prediction). Záloha znamená, že si agent
pamätá akcie, stavy a odmeny, ktoré viedli k aktuálnemu stavu a následne ich použije k mo-
difikácii. Zálohy sú použité pre predpovedanie. Zálohy sú taktiež rozlíšené na n-krokové, kde
n je číslo reprezentujúce počet krokov. V podstate 1-kroková záloha je záloha, ktorá odpo-
vedá zálohám použitým pri klasických TD-metódach a úplná záloha (anglicky full backup)
je záloha, ktorú využíva metóda Monte Carlo. Zálohy, ktoré majá viac ako 1 krok, ale menej
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Obrázek 4.2: Obrázok znázorňuje rôzne dĺžky záloh a ich porovnanie, prevzaté z [16].
ako úplná záloha, sú tzv. n-krokové zálohy. Sú to zálohy, ktoré si pamätajú niekoľko krokov
do minulosti, pričom niekoľko je v n-krokovej zálohe reprezentované tým n. Na obrázku
4.2 je znázornenie niekoľkých záloh rôznej dĺžky. Na ľavom okraji je záloha používaná pre
predpovedanie klasickými TD metódami a na pravom okraji obrázka je záloha použitá pre
metódu Monte Carlo, kde štvorček znázorňuje stav reprezentujúci koniec epizódy. Všetky
ostatné zálohy medzi okrajovými dvomi predstavujú n-krokové zálohy. Čierne plné krúžky
reprezentujú akcie a väčšie kruhy bez výplne predstavujú stavy. Klasické TD metódy vy-
užívajú jednokrokové zálohy a preto sa zvyknú nazývať aj ako jednokrokové TD metódy.
Zálohy n-krokové využívajú metódy, ktoré sa nazývajú n-krokové TD metódy. Tieto me-
tódy sú vhodné pre jednoduchšie pochopenie využitia stôp vhodnosti v nasledujúcej časti.
Metódy fungujú v podstate podobným spôsobom ako klasické jednokrokové TD metódy.
Tak ako klasické TD metódy menia svoj skorší odhad na základe toho, ako sa odhad líši od
neskoršieho odhadu, tak to robia aj n-krokové metódy. Rozdiel spočíva v tom, že nie je to
o 1 krok neskôr, ale o n krokov neskôr.
V praxi to znamená, že tak ako pri jednokrokovej TD metóde sa upravovali odhady hneď
v nasledujúcom kroku, tak tu sa budú upravovať odhady až o n krokov. Napríklad pri n = 3
by bol predchádzajúci odhad (3 kroky do minulosti) upravený vždy po dokončení 3 kroku.
Dokončenie 3 kroku znamená, že odhad v čase t = 0 by bol upravený v čase t = 3, odhad
v čase t = 1 by bol upravený v čase t = 4 a tak dalej okrem posledných krokov, kde by už
zostávali menej ako 3 kroky do konca. Odhad by bol upravený o hodnotu, ktorá by bola
rozdielom pôvodného odhadu a skutočných odmien získaných v nasledujúcich 3 krokoch plus
odhadu v 3 kroku. Je to podobné klasickému prístupu, ktorý predstavovala jednokroková
TD metóda, ktorá upravovala hodnotu svojho predchádzajúceho odhadu (predchádzajúci 1
krok do minulosti) na základe rozdielu predchádzajúceho odhadu a jednej získanej skutočnej
odmeny (1 krok jedna odmena 3 kroky tri odmeny) plus odhad v poslednom vykonanom
kroku.
Všetky metódy upravujú svoje odhady na základe rozdielu aktuálneho odhadu a tzv.
cieľa (anglicky target). Cieľ v prípade metódy Monte Carlo predstavuje úplnú skutočnú od-
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menu 4.1. Inak povedané cieľ je n-kroková odmena. To znamená súčet (zľavnených) odmien
z n krokov. Z toho vyplýva aj značenie cieľa pre n-krokovú metódu ako R(n)t .
Rt = rt+1 + γrt+2 + γ
2rt+3 + · · ·+ γT−t−1rT , (4.1)
kde T je čas posledného kroku epizódy. To znamená, pre každú úpravu je potrebná
úplná záloha. Pri jednokrokovej TD metóde, kde sú použité jednokrokové zálohy by cieľ
vyzeral nasledovne 4.2.
R
(1)
t = rt+1 + γVt(st+1) (4.2)
V tomto vzorci je vidieť, že na získanie hodnoty cieľa stačí jedna skutočná odmena.
To znamená jeden krok a hneď je možné uskutočniť úpravu predchádzajúceho odhadu.
γVt(st+1) je odhad v nasledujúcom stave v čase t+1. Tento odhad v tomto vzorci zastupuje
a nahrádza zvyšné skutočne získané odmeny (γrt+2+γ2rt+3+· · ·+γT−t−1rT ), ktoré metóda
Monte Carlo vyžaduje, aby mohla správne fungovať.
Podobný princíp platí pre viac krokové TD metódy. Príklad cieľa je možné uviesť naprí-
klad pre 3-krokovú TD metódu. 3-kroková metóda je schopná získať požadovaný cieľ vždy
po 3 krokoch tak ako bolo uvedené v predošlom texte. Cieľ pre 3-krokovú metódu 4.3.
R
(3)
t = rt+1 + γrt+2 + γ
2rt+3 + γ
3Vt(st+3) (4.3)
Týmto spôsobom by sa dal vytvoriť aj všeobecný zápis pre akékoľvek n pre n-krokov
TD metódu. Na základe týchto znalostí je možné následne zapísať výpočet rozdielu, ktorým
budú upravené odhady pre n-krokovú TD metódu. Je to rozdiel, ako už bolo uvedené v texte,
cieľa a predchádzajúcej odhadovanej hodnoty. Tento rozdiel ∆Vt(st) sa použije na upravenie
predchádzajúcej odhadovanej hodnoty. Výpočet rozdielu 4.4 je všeobecný pre akékoľvek n.
R
(n)
t je cieľ pre n-krokovú metódu.
∆Vt(st) = α
[
R
(n)
t − Vt(st)
]
(4.4)
4.3.2 Stopy vhodnosti
Stopy vhodnosti slúžia pri učení z časového rozdielu na vyplnenie medzery medzi vzniknu-
tými udalosťami a učením. Ich hlavná výhoda je, že sú schopné mapovať a zaznamenávať
výskyt udalostí alebo zmien stavov. Tieto záznamy sa neskôr použijú na učenie agenta a
práve stopám vhodnosti je priradený kredit (kladný alebo záporný) pri učení. Kreditom
sa myslí buď to, že agent sa úspešne niečo naučil (kladný kredit), alebo vznikla chyba (zá-
porný kredit). Pri TD-učení sa agent učí na základe rozdielu toho, čo vedel pred vykonaním
akcie a po vykonaní akcie, v prípade viackrokových TD metód po vykonaní akcií. To však
nehovorí nič o tom, ktoré akcie viedli k tomu čo sa naučil. Preto nevie, aké akcie má voliť a
ktoré nie. Inak povedané, ktoré akcie sú vhodné a ktoré nie. Z tohto vyplýva aj názov stopy
vhodnosti. Pri použití stôp vhodnosti sa zavedie do TD učenia práve to, že agent vie, ktoré
akcie vykonal, alebo ktoré stavy navštívil. Následne tieto znalosti môže použiť k tomu, aby
sa naučil, ktoré akcie boli prospešné jeho cieľu a naopak, ktoré akcie mali negatívny dopad
na jeho učenie.
Na stopy vhodnosti je možné sa pozerať z dvoch rôznych pohľadov. Jeden je viac teo-
retický a druhý viac praktický. V nasledovnom texte budú ukázané a stručne popísané oba
spôsoby. Teoretický spôsob sa nazýva taktiež ako pohľad dopredu TD(λ) (anglicky forward
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TD(λ), λ-návrat
 
1 - λ
(1 - λ) λ 
(1 - λ) λ2 
λT - t -1
Obrázek 4.3: λ-návrat ako zložený návrat zo všetkých n-krokových návratov, prevzaté z
[16].
view of TD(λ)). Tento pohľad má význam hlavne v tom, že vysvetľuje čo sa počíta po-
mocou užitia stôp vhodnosti. Praktický pohľad sa zvykne tiež nazývať spätným pohľadom
TD(λ) (anglicky backward view of TD(λ)). Praktický je z toho dôvodu, že je jednoduchšie
implementovateľný z hľadiska použitia.
Teoretický pohľad na stopy vhodnosti a TD(λ)
Zálohy, okrem štandardného spôsobu je možné používať aj spôsobom, pri ktorom sa vytvoria
kombinácie viacerých n-krokových odmien, z ktorých sa zoberie iba nejaká časť. Nejaká časť
znamená, že sa zoberie nejaká percentuálna časť z každej n-krokovej odmeny, pričom suma
všetkých percentuálnych častí musí dávať 100 percent, alebo inak povedané jednotlivým
odmenám sa priradia váhy. V prípade použitia zlomkov musia byť všetky váhy menšie ako
1 a ich suma musí dávať výsledok 1. Týmto spôsobom je možné vytvoriť návrat, ktorý
môže byť kombináciou rôznych metód (ktoré sú schopné vytvárať zálohy) a tým sa vytvorí
vzťah medzi dvomi prípadne viacerými metódami. Každý návrat, ktorý tvorí takúto zálohu
sa volá komponenta zálohy. Napríklad pri zložení jedného návratu z 3 komponent Ravet =
1
2R
(2)
t +
1
4R
(3)
t +
1
4R
(4)
t sa získa jedna záloha, ktorá sa nazýva komplexná (zložená) záloha
(anglicky complex backup). Toto platí pre akýkoľvek počet jednoduchších záloh zložených
do jednej, pri zachovaní pravidla, že suma všetkých váh komponent musí byť 1. Grafické
znázornenie komplexnej zálohy je také, že sa znázornia jednotlivé komponenty zálohy a nad
všetkými zálohami tvoriacimi zloženú zálohu sa nakreslí spájajúca horizontálna čiara.
TD(λ) metóda je v podstate jeden konkrétny spôsob ako vytvoriť komplexnú zálohu
(návrat). V tomto prípade (obrázok 4.3) sa hovorí o tzv. λ-návrate (anglicky λ-return).
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Tento typ zálohy obsahuje všetky n-krokové zálohy a každej je priradená špecifická váha.
Veľkosť váh je určená práve pomocou λ parametru, ktorého hodnota môže byť 0 ≤ λ ≤ 1.
Aby bola zaručená podmienka súčtu váh, tak je pridaný normalizačný faktor 1−λ. Celé to
vyzerá v podstate tak, že prvému n-krokovému návratu (1-krokovému) sa priradí najväčšia
váha a postupne sa váhy znižujú s rastúcim n. V prípade, že sa dosiahne čas, ktorý odpovedá
poslednému kroku, tak sa posledná váha (najbližšia váha, ktorá mala byť priradená) priradí
celkovému skutočnému návratu (odmene). Ak je hodnota λ = 0, tak všetky váhy okrem
prvej budú mať hodnotu 0. Tým pádom sa jedná o 1 krokovú zálohu a teda o metódu
TD(0)(klasickú TD metódu), ako už bolo spomínané v predchádzajúcom texte. V opačnom
extréme λ = 1 by sa jednalo o metódu Monte Carlo. Pri ostatných hodnotách medzi 1
a 0 by λ ovplyvňovala rýchlosť poklesu váh pre nasledujúce návraty. Hodnota λ bližšia
k 0 by znamenala väčšie rozdiely medzi váhami a rapídny pokles hodnôt váh s rastúcim n.
Naopak hodnota bližšia k 1 by znamenala menšie rozdiely medzi váhami, rovnomernejšie
rozdelenie a pomalší pokles hodnôt váh. Hodnota 1 − λ je pomer, ktorým sa rozdelí vždy
nejaký priestor, ak za celý priestor považujeme hodnotu 1. Napríklad ak 1 − λ = 0, 3, tak
sa daný priestor rozdelí v pomere 30 : 70. Inými slovami povedané hodnota 1 − λ rozdelí
celý priestor medzi 0 a 1 na dve časti. Jedna časť odpovedá 1 − λ (hodnota prvej váhy).
Druhú časť si rozdelia všetky zvyšné váhy a to opäť rovnakým pomerom. Pričom 1− λ zo
zvyšného priestoru dostane ďalšia váha v poradí (druhá váha) a takto to pokračuje ďalej.
Matematicky sa zapíše λ-návrat nasledovne 4.5.
Rλt = (1− λ)R(1)t + (1− λ)λR(2)t + (1− λ)λ2R(3)t + · · · = (1− λ)
∞∑
n=1
λn−1R(n)t (4.5)
Pohľad dopredu TD(λ) je názov, ktorý bol získaný z dôvodu, že agent v nejakom stave
vždy pozerá do budúcnosti na všetky odmeny, ktoré by mohol získať a snaží sa nájsť najlep-
šiu kombináciu. Prezrie všetky stavy až po posledný stav epizódy. Týmto spôsobom nájde
a vytvorí λ-návrat a ten použije na úpravu aktuálneho odhadu v danom stave. Ako náhle
prevedie úpravu vykoná akciu a posunie sa ďalej v čase do iného stavu. V novom stave musí
opäť prehľadať všetky možné akcie do budúcnosti a nájsť najlepšie odmeny a zostaviť λ-
návrat. Celý tento princíp sa opakuje až po posledný stav epizódy. Práve to, že agent musí
prehľadávať všetky stavy a akcie v budúcnosti a hľadať najlepšiu kombináciu, je dôvod kvôli
čomu je tento princíp iba teoretický. Prehľadávanie celého priestoru do budúcnosti nie je
reálna záležitosť vo veľkom množstve prípadov a hlavne je to obtiažnejšie na implementáciu.
Praktický pohľad na stopy vhodnosti a TD(λ)
Spätný pohľad TD(λ) v porovnaní s pohľadom dopredu je jednoduchší koncepčne a vý-
počtovo. Pomocou spätného pohľadu je možné správne implementovať aj pohľad dopredu.
Záujemci si môžu tento spôsob nájsť v kapitole 7.4 v [16]. Práve spätného pohľadu sa tý-
kajú stopy vhodnosti. Spätný pohľad využíva stopy vhodnosti, ktoré zaznamenávajú výskyt
nejakých udalostí pomocou vektora hodnôt. Tento vektor je nazývaný vektor stôp vhod-
nosti a jednotlivé položky vektora súvisia práve so vznikom nejakých udalostí. Udalosťou
môže byť napríklad jedno navštívenie stavu, vznik akcie prípadne iné veci, ktoré je potrebné
zaznamenávať podľa daného problému. Hodnota jednotlivých položiek sa mení v závislosti
na použití metódy pre nastavovanie stôp vhodnosti. Jedna možnosť je použiť akumulatívny
spôsob zobrazený na obrázku 4.4, pri ktorom je aktuálna hodnota vždy zvyšovaná o nejakú
hodnotu. Druhá možnosť je použiť nahradzovací spôsob (obrázok 4.5), pri ktorom sa vždy
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    vhodnosti
Výskyt tej 
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t
Obrázek 4.4: Zobrazenie zmien hodnoty stopy vhodnosti v čase (akumulatívny spôsob),
prevzaté z [16].
t
Metóda nahradzovania hodnôt
Obrázek 4.5: Zobrazenie zmien hodnoty stopy vhodnosti v čase (nahradzovací spôsob),
prevzaté z [16].
aktuálna hodnota nahradí novou hodnotou. V oboch prípadoch je na obrázku zobrazená
konštantná hodnota, o ktorú sa hodnota stopy vhodnosti zvýši, alebo ktorou sa nahradí.
To či sa použije konštantná hodnota, alebo nejaká iná hodnota závisí, vždy už na konkrét-
nom probléme a implementácii. V prípade použitia stôp vhodnosti sa používa λ parameter,
ktorý sa v tomto prípade nazýva odhnívací parameter stopy (anglicky trace-decay parame-
ter). Napríklad vektor stôp vhodnosti, ktorý by obsahoval záznamy o návšteve stavov by
bol označený et(s) pre každý stav s. Následne úprava a aktuálizácia hodnoty pre každý stav
by sa dala zapísať takto 4.6.
et(s) =
{
γλet−1(s) ak s 6= st;
γλet−1(s) + 1 ak s = st
(4.6)
λ parameter ovplyvňuje práve pokles hodnôt časom (okrem iného aj zľavňovanie, ale
na to sa teraz neberie ohľad). Hodnota stopy vhodnosti pre nejaký stav hovorí o tom, ako
je stav vhodný (anglicky eligible). Táto hodnota je následne použitá pri zmene hodnoty
stavu Vt(s). A dôvod, prečo sa celý tento pohľad volá spätný je nasledovný. V každom stave
sa agent pozerá na všetky predchádzajúce stavy a upravuje ich hodnoty. K tomu použije
aktuálne vypočítanú chybu (rozdiel hodnôt stavov v rôznych časoch). Chybu prenesie na
všetky predchádzajúce stavy a upraví ich hodnoty podľa veľkosti stopy vhodnosti pre ten
stav v tom čase.
Pre lepšie pochopenie aký vplyv má hodnota λ na odhnívanie (oslabovanie, upadanie,
degradovanie) hodnôt stôp vhodnosti, je možné si to pozrieť na obrázku 4.6. Pre hodnotu
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Obrázek 4.6: Porovnanie degradácie stôp vhodnosti podľa rôznej hodnoty λ.
λ = 0 je vidieť, že hodnota stopy je platná iba v momente, keď je nastavená. To znamená,
že je možné ju použiť iba na upravenie jedného kroku a teda sa jedná o už uvedenú metódu
TD(0). Na druhej strane pri hodnote λ = 1, tak s plynúcim časom nebude hodnota stopy
vôbec klesať, a bude ju možné použiť počas celej epizódy (opäť za predpokladu, keď sa
neberie ohľad na hodnotu γ). To odpovedá metóde Monte Carlo. Dokonca tento prístup
k metóde Monte Carlo je o niečo lepší ako už spomínaný prístup. Je to z dôvodu, že v prípade
použitia γ ≤ 1 je možné aplikovať tento prístup aj na neepizodické úlohy. Okrem iného to
umožňuje aj použitie za chodu (On-line) a nie len po skončení epizódy.
Ako je vidieť oba prístupy aj pohľad dopredu aj spätný sú si podobné a rozdiel spočíva
v tom, že jeden je jednoduchšie realizovateľný ako druhý. Ako už bolo uvedené, je možné
dokázať ekvivalenciu týchto dvoch spôsobov. Dôkaz v podstate spočíva v tom, že sa do-
káže na off-line TD metóde uvedenej v predchádzajúcom texte (spätný pohľad TD(λ)), že
dosahuje rovnaké úpravy váh ako off-line λ-návrat algoritmus.
Stopy vhodnosti sa väčšinou používajú ako vektor hodnôt, ktorý mapuje ako často
vznikli nejaké udalosti v čase počas niekoľko krokov do minulosti. Ukážka tohto použitia
t0 1 2 3 4 5 6 7 8
t + 1
t + 2
t + 3
t + 4
t + 5
Vektor stôp vhodnosti 0 1 2 3 4 5 6 7 8
Výskyt udalostí
1 - výskyt udalosti  0 - žiadna udalosť
1 0 1 1 1
1 1 1
1 1 1 1
1 1
111
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0
Obrázek 4.7: Zmeny vo vektore stôp vhodnosti počas nejakého časového úseku na základe
vzniknutých udalostí.
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stôp vhodnosti je na obrázku 4.7. Na obrázku je vidieť v ľavej časti vektor stôp vhodnosti
o dĺžke 9. Jednotlivé položky vektora sú indexované od 0 po 9. Ukážka zobrazuje zmeny
vektora v 5 nasledujúcich krokoch. V pravej časti je zobrazený výskyt udalostí. Informácia
o tom, ako často sa ktoré udalosti vyskytli je obsiahnutá vo veľkosti hodnôt jednotlivých
položiek vektora. Na obrázku je vidieť napríklad, akým spôsobom sú významné ktoré uda-
losti. V prípade, že by vektor predstavoval nejakú vstupnú hodnotu binárne zakódovanú
do 9 hodnôt, tak by sa dalo odvodiť do akej miery má aký vstup aký vplyv na učenie. Na-
príklad položka vektora s indexom 2 sa vyskytovala najčastejšie. To je možné použiť ďalej
podľa toho, akú chybu dostával agent na výstupe a či sa blížil k svojmu cieľu, alebo nie. Ak
by sa chyba zväčšovala, tak agent vie, že musí zvoliť akciu, ktorou získa iný vstup. Keby
zase naopak bola chyba nižšia, tak agent vie, že akcie ktoré volil, sú vhodné, lebo na vstupe
sa mu objavuje správny vektor hodnôt. Na druhej strane agent nevie, či zakódované vstupy,
pri ktorých sú nastavené položky s indexmi 5 až 8 nie sú vhodnejšie ako tie, ktoré doteraz
skúšal. To je dôvod na objavovanie a vyskúšanie akcií, ktoré povedú k týmto vstupom.
Okrem tohto asi najbežnejšieho spôsobu použitia stôp vhodnosti je možné ich použiť aj
iným spôsobom. Napríklad môžu sledovať aj veľkosť nejakej chyby. Teda spôsob použitia
stôp vhodnosti nie je striktne určený a môže byť modifikovaný pre nejaký konkrétny pro-
blém, v ktorom majú byť stopy vhodnosti použité. Zdrojom informácií a obrázkov (4.2, 4.3,
4.4, 4.5) pre túto kapitolu bol [16].
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Kapitola 5
Umelé neurónové siete
V predchádzajúcich kapitolách bola reč o agentoch a o tom, ako sú schopní sa učiť. Bolo
ukázané, akým spôsobom je možné získať veľkosť chyby, a následne sa podľa toho učiť.
Čo však nebolo ukázané je, akým spôsobom sú reprezentované agentove znalosti. Na to je
možné použiť umelé neurónové siete. Umelé z dôvodu, že sa jedná o napodobenie činnosti
skutočnej neurónovej siete, ktorá tvorí náš mozog. V nasledujúcom texte vždy, keď budú
spomenuté neurónové siete, tak sa bude jednať o umelé neurónové siete, pokiaľ nebude
uvedené inak. Táto kapitola popisuje podobnosť umelých neurónových sietí s biologickými
neurónovými sieťami, fungovanie umelých neurónových sietí, ich možné štruktúry a spôsob
učenia neurónových sietí.
5.1 Biologický model
Táto časť opisuje veľmi stručne biologické neurónové siete, aby bolo vidieť aká spojitosť
existuje medzi umelými a biologickými neurónovými sieťami. Ľudský mozog je tvorený ob-
rovským množstvom špecializovaných buniek. Tieto bunky sú rôzne poprepájané a počas ich
života vznikajú nové spojenia a zanikajú niektoré staré spojenia. Mení sa celková štruktúra
a ich vzájomné vťahy. Najdôležitejšou bunkou sú neuróny, ktoré vytvárajú sieť neurónov
tzv. neurónovú sieť. Neuróny sú bunky, ktoré sú schopné prenášať, spracovávať a uchovávať
informácie. Každý biologický neurón sa skladá z niekoľkých častí viď obrázok 5.1. Hlavná
časť neuróna, ktorá je telo neuróna sa nazýva sóma. Z tohto tela vychádza tisíce výbež-
kov, ktoré sa nazývajú dendrity a predstavujú vstupy neuróna. Okrem výbežkov tvoriacich
vstupy je tu aj vlákno, ktoré sa nazýva axon a je to výstup neuróna. Toto vlákno môže byť
na konci rozvetvené na niekoľko synapsií. Synapsie sú stykové jednotky (rozhrania), ktorými
sa neurón spája s inými neurónmi konkrétne s ich dendritmi. Tieto spojenia sa nazývajú
synaptické spojenia, alebo synaptické väzby. Štruktúra týchto spojení je najdôležitejšia časť
mozgu. Každý neurón môže mať 10 až 100 tisíc spojení s inými neurónmi. V mozgu je 40
až 100 miliárd neurónov, ktoré vytvárajú obrovskú paralelnú sieť.
Biologický neurón zhromaždí informácie zo svojich vstupov, spracuje ich a pošle na
výstup. Aj napriek tomu, že koniec axonu býva rozvetvený, informácia na všetkých kon-
coch je úplne rovnaká. Každý dendrit na vstupe neuróna má určité synaptické spojenie
(váhu), ktoré ovplyvňuje pôsobenie synapsí. Tieto informácie zo vstupov sú zhromaždené a
sú spracované nejakou nelineárnou funkciou. Výstup funkcie je následne predaný na axon.
Veľmi zjednodušene povedané, neurón je aktivovaný, ak súhrn všetkých vstupných podne-
tov prekročí istú prahovú hodnotu. Aktivovaný znamená, že sa na jeho výstupe (axone)
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Obrázek 5.1: Biologický neurón a jeho časti, prevzaté z [11].
objaví elektrický impulz (vzruch). Keď tento impulz dorazí na koniec axonu k synapsiám,
tak v mieste styku s dendritmi sa prenesie a následne dorazí až k sóme neuróna, kde sa
opäť spracuje. Rozlišovanie rôznych informácií je dané tým, ktorou časťou mozgu a teda ne-
urónovej siete informácia prechádza. Synapsie neslúžia len ako spojenia, ale sú dôležité pre
vytváranie pamäťových stôp. Dôležitá je ich štruktúra, funkčné vlastnosti, prenosové vlast-
nosti (ovplyvňuje to váhy synapsií) a ďalšie. Synaptické spojenia (váhy) na jednotlivých
vstupoch teda ovplyvňujú to, akým spôsobom zareaguje neurón (sóma) na určité vstupy a
čo sa objaví na jeho výstupe (axone). Tieto synaptické väzby môžu byť inhibičné(tlmivé),
alebo excitačné(vzrušívé).
5.2 Umelý neurón
Umelý neurón vychádza z biologického neuróna. Synapsie biologického neuróna sú modelo-
vané v umelom neuróne ako váhy. Váhy sú číselné hodnoty, ktoré môžu byť kladné alebo
záporné, čo odráža excitačné, alebo inhibičné synapsie. Obrázok 5.2 predstavuje činnosť
umelého neuróna. Na obrázku je vidieť niekoľko vážených vstupov, ktoré predstavujú syna-
ptické väzby a dendrity. Následne sú informácie zo vstupov zhromaždené pomocou funkcie
sumy, taktiež známej ako bázová funkcia. Výsledok tejto funkcie je jedna hodnota, ktorá
sa na výstup neuróna dostane po prechode cez nelineárnu funkciu, ktorá je známa pod me-
nom aktivačná funkcia. Výstup aktivačnej funkcie býva zvyčajne −1 ≤ vy´stup ≤ 1, alebo
0 ≤ vy´stup ≤ 1. Celkový výstup neuróna je možné zapísať ako y = φ(f(X)), kde X je
vstupný vektor hodnôt, f(x) je bázová funkcia a φ(x) je aktivačná funkcia. V sieti môže
existovať jeden špeciálny konštantý vstup, ktorý je známy ako bias. Je považovaný za nor-
málny vstup, teda jeho váha sa môže meniť. Najčastejšie použitie biasu býva s konštantnou
hodnotou 1. Prvý vstup je väčšinou považovaný za bias, ako je to vidieť aj na obrázku.
Váha biasu sa používa na posúvanie priebehu aktivačnej funkcie po x osi.
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Obrázek 5.2: Process popisujúci akým spôsobom funguje umelý neurón, prevzaté z [11].
5.2.1 Bázové a aktivačné funkcie
Bázová funkcia môže byť lineárna bázová funkcia, alebo radiálna bázová funkcia. Pre prácu
je použitá lineárna bázová funkcia a preto bude v tejto časti vysvetlená. Zápis lineárnej
bázovej funkcie je nasledovný 5.1.
v =
n∑
j=1
wjxj (5.1)
Je to v podstate vážená suma všetkých vstupov vrátane biasu. Jej výsledok je následne
použitý pre aktivačnú funkciu. Aktivačné funkcie súvisia s voľbou bázovej funkcie a môžu
byť nespojité, po častiach spojité a spojité. Ako už bolo zmienené, váha vstupu označeného
ako bias slúži na posun priebehu aktivačnej funkcie a v prípade nespojitej (skokovej) aktiva-
čnej funkcie to znamená, že sa pomocou tejto váhy dá nastaviť veľkosť prahu Θ. Keďže je reč
už o aktivačných funkciách, tak pri spomínaní hodnoty, alebo vstupnej hodnoty (označenej
ako v) sa jedná o hodnotu na vstupe aktivačnej funkcie, teda o hodnotu, ktorá je výstupom
bázovej funkcie. V prípade skokovej aktivačnej, existuje hodnota, ktorá predstavuje prah
Θ. Všetky hodnoty menšie ako prah majú na výstupe aktivačnej funkcie nejakú hodnotu
a. Naopak všetky hodnoty väčšie ako hodnota prahu majú na výstupe nejakú hodnotu b.
Zvyčajne býva hodnota b = 1 a hodnota a = 0, alebo a = −1. Na nastavenie prahu sa
využíva práve váha biasu, ktorý má hodnotu 1 a váhu w0 = −Θ. Pri takýchto nastaveniach
sa zjednoduší porovnávanie vstupnej hodnoty, pretože sa nemusí porovnávať s prahom, ale
porovnáva sa s 0, ako je to vidieť vo vzorci 5.2.
ynov =
{
a ak v ≤ 0
b ak v > 0
(5.2)
Pri použití po častiach spojitých môžu vstupné hodnoty patriť do 3 intervalov. Dva
intervaly predstavujú diskrétne zmeny výstupnej hodnoty a jeden je tvorený nejakou li-
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Obrázek 5.3: Priebehy rôznych druhov aktivačných funkcií, inšpirované z [22].
neárnou funkciou. Všetky hodnoty menšie, ako hodnota nejakého c budú mať výstupnú
hodnotu a a všetky hodnoty väčšie ako nejaké d budú mať hodnotu b. Hodnoty a a b väčši-
nou nadobúdajú hodnoty ako pri skokovej aktivačnej funkcii. Všetky výstupné hodnoty, pre
ktoré platí c ≤ v ≤ d sú určené pomocou nejakej lineárnej funkcie ako to znázorňuje vzorec
5.3.
ynov =

a ak v < c
b ak v > d
a+ (b−a)(v−c)d−c ak c ≤ v ≤ d
(5.3)
Pre prácu je zaujímavá obzvlášť spojitá funkcia známa ako simgmoidálna funkcia. Bežne
sa používa v tvare, ktorý vyzerá nasledovne 5.4, kde jej výstupné hodnoty sa pohybujú
medzi 0 a 1.
y =
1
1 + e−λu
(5.4)
Ukážky spomenutých troch typov aktivačných funkcií je možné vidieť na obrázku 5.3.
5.3 Architektúry neurónových sietí
Ďalšou dôležitou vecou ohľadom neurónových sietí je ich architektúra. Tak ako v mozgu
sú neuróny pospájané do siete, tak je to aj pri umelých neurónoch. Niekoľko neurónov je
pospájaných dokopy a vytvárajú sieť. Spôsob akým sú neuróny pospájané ovplyvňuje ich
fungovanie a určuje taktiež to, kde je potom daná sieť použitá. Neuróny sú pospájané rov-
nakým spôsobom, ako je to v mozgu. To znamená, že na výstupy neurónov sú pripojené
vstupy ďalších neurónov. Podľa architektúry, štruktúry spojení sa rozlišujú siete, na plne
prepojené siete, plne prepojené symetrické siete, vrstvové siete, acyklické siete, dopredné
siete a ďalšie. Plne prepojené siete a plne prepojené symetrické neurónové siete, sú siete,
kde sú prepojené neuróny každý s každým. Rozdiel spočíva len vo váhach, kde pri syme-
trickom prepojení sú váhy medzi dvomi neurónmi zhodné. Tým, že sú zhodné znamená,
že váha z neuróna A do neuróna B je rovnaká ako váha z neuróna B do neuróna A. Vrst-
vové, acyklické a dopredné neurónové siete sa skladajú z vrstiev neurónov. Rozdiely sú
opäť v tom, kde sú vytvorené spojenia medzi neurónmi. Tieto siete pozostávajú z troch
úrovní vrstiev. Prvá vrstva je vstupná vrstva, ktorá je tvorená vstupmi celej siete. Je to
v podstate vektor hodnôt, ktorý je privedený na vstup, aby bol vyhodnotený sieťou. Ďalej
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môže nasledovať niekoľko skrytých vrstiev a posledná výstupná vrstva. Výstupy neurónov
vo výstupnej vrstve tvoria výstup celej siete.
Pre prácu je zaujímavá hlavne dopredná neurónová sieť. V tejto štruktúre neurónovej
siete sú všetky prepojenia medzi neurónmi iba jedným smerom a to zo vstupov, cez niekoľko
vrstiev na výstup. To že sú prepojenia iba jedným smerom znamená, že tok dát smeruje
iba jedným smerom a to dopredu. Neexistujú spojenia z výstupnej vrstvy spätne na vstup,
spojenia do predchádzajúcich vrstiev, ani do aktuálnej vrstvy. Na obrázku 6.2 je zobrazená
dopredná sieť, ktorá je použitá pre túto prácu. Spojenia sú vždy len smerom do nasledujúcej
vrsty.
5.4 Učenie a činnosť neurónovej siete
V predchádzajúcom texte bolo vysvetlené, ako funguje spracovanie vstupných signálov, aké
sú architektúry sietí, ale zatiaľ nie je úplne známe, čo to znamená v praxi. Najlepšie by to
bolo vysvetliť napríklad na rozpoznávaní jednoduchých číslic. Každá číslica by mohla byť
reprezentovaná pomocou 7 segmentov (čiar). Neurónová sieť by mala vstupy pripojené na
tieto segmenty a teda 7 vstupov. Na výstupe by boli nejakým spôsobom zakódované všetky
číslice (napríklad binárne). V prípade, že by bola sieť správne naučená, tak by na základe
toho, ktoré segmenty by svietili (aké číslo by svietilo), tak by na výstup správne zakódovala
informáciu o tom, aké číslo rozpoznala na vstupe. Inak povedané, vstupné dáta by boli
privedené na vstup siete. Následne by boli spracované neurónmi, tak by sa na výstup siete
dostala informácia, ktorá by predstavovala rozpoznanú číslicu. Problém zostáva v tom, ako
správne nastaviť váhy neurónov na to, aby neurónová sieť bola schopná rozpoznať tieto
číslice. Učením neurónovej siete sa teda rozumie upravovanie váh vstupov neurónov.
Jeden zo spôsobov učenia, ktorého modifikovaná verzia je použitá v tejto práci sa nazýva
Backpropagation (spätné šírenie chyby). Princíp činnosti tohto spôsobu učenia, bude vy-
svetlený len veľmi zjednodušene. V prípade záujmu o presný popis tohto algoritmu viď [10].
V prípade Backpropagation sa jedná o učenie s dohľadom. Tento spôsob učenia znamená, že
sa sieti na vstup predhodia nejaké vstupné dáta, napríklad nejaká číslica. Sieť tento vstup
vyhodnotí a na výstup vráti hodnotu, ktorá odpovedá nejakej číslici podľa toho, ako je
sieť naučená. V podstate sa dá povedať, že sieť vráti to, čo si
”
myslí“, že aká číslica je na
vstupe. Keďže sa jedná o učenie pod dozorom, tak je tam nejaký učiteľ, ktorý je schopný
”
povedať“ sieti, že výstup siete nezodpovedá vstupu. Sieť vďaka tomuto upraví svoje váhy
podľa chyby na výstupe. Chyba na výstupe znamená rozdiel medzi výstupom siete a tým,
čo tam v skutočnosti malo byť. Výstup siete je v zakódovanom tvare (nie je to priamo
hodnota číslice a preto chyba tiež nie je rozdiel číslic na vstupe a výstupe). Na to, aby sa
váhy upravili správne pre všetky možné vstupy, je nutné proces učenia opakovať niekoľ-
kokrát. Niekoľkokrát môže znamenať stovky, tisíce iterácií. Je to závislé na probléme, od
inicializácie váh, od zložitosti siete a mnoho ďalších faktorov.
Proces učenia býva niekedy označovaný aj ako tréning (anglicky training) siete. K tré-
novaniu siete sa používajú dáta, ktoré sú označované ako trénovacie dáta (anglicky training
data). Tieto dáta pozostávajú z množiny vstupných dát a k nim príslušných výstupných
dát. Táto množina dát je opakovane dávaná sieti na vstup a porovnávajú sa výsledky. Keď
je chyba na výstupe dostatočne malá, alebo je dosiahnutá podmienka ukončenia učenia,
tak sa ukončí učenie a sieť je možné považovať za naučenú. Algoritmus Backpropagation
veľmi zjednodušene povedané funguje tak, že sa vypočítaná chyba na výstupe šíri spätne cez
všetky neuróny až na vstup siete. Podľa chyby a koeficientu učenia (anglicky learning rate)
sa upravia všetky váhy. Pri učení neurónovej siete môže dôjsť k preučeniu. Preučená sieť
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je schopná síce rozoznávať vstupy, ktoré boli súčasťou trénovacích dát, ale nie je schopná
rozpoznať podobné vstupy (zovšeobecňovať).
V tejto kapitole boli stručne popísané a vyvetlené základy použitia a fungovania neu-
rónových sietí. V predchádzajúcich kapitolách boli vysvetlené teoretické základy pre algo-
ritmus použitý v tejto práci pre učenie neurónovej siete. Dáta o neurónových sieťach boli
prevzaté z [11] a ilustrácia algoritmu Backpropagation je [3].
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Kapitola 6
Aplikovanie TD(lambda) na
backgammon
Úlohou práce bolo aplikovať teoretické znalosti vysvetlené v predchádzajúcich kapitolách na
nejaký reálny problém. V tomto prípade to znamená zvoliť nejakú ťahovú hru a aplikovať
na ňu učenie. Pre túto prácu bola zvolená hra backgammon (slovenský preklad tejto hry
doslova neexistuje, je známa len ako hra hraná kameňmi, preto bude táto hra v nasledujúcom
texte odkazovaná ako backgammon). Dôvod pre zvolenie tejto hry bol nasledovný. Jednak
zo zadania vyplýva, že sa má jednať o nedeterministickú hru a hlavne existujú úspešné
pokusy aplikovania učiacich sa algoritmov na túto hru. V tejto kapitole bude popísaná
hra backgammon, jej pravidlá (stručne), teória aplikovania algoritmov TD(λ) a umelých
neurónových sietí na túto hru a na záver konkrétna varianta použitia algoritmov pre učenie.
6.1 Backgammon
Backgammon je staroveká hra a podľa niektorých zdrojov je uvádzané, že je približne o 1000
rokov staršia ako šach. Je to hra pre dvoch hráčov hraná na jednorozmernej trati. Jedno-
rozmerná trať znamená, že figúrky jedného hráča sa môžu pohybovať iba jedným smerom.
Hru tvorí 15 figúrok (anglicky checkers) pre každého hráča, hracia plocha tvorená 24 bodmi
(anglicky points), časť hracej plochy zvaná bar a samozrejme aspoň dve hracie kocky. Sku-
točnú hru tvorí ešte kocka, ktorá sa nazýva zdvojovacia kocka (anglicky doubling cube),
ktorá slúži na zdvojnásobenie stávok. Tá však v tejto práci nenachádza využitie. Je to
z dôvodu, že stávky ako také nesúvisia priamo s pravidlami, ale ovplyvňujú veľkosť výhry.
Tá priamo nesúvisí s tým ako bude hráč voliť ťahy a či hráč vyhrá, alebo nie. Aj keď na
druhej strane, stávky je možné považovať za nejaký druh motivácie, ale v tomto prípade nie
sú apklikované do hry. Body sú očíslované od 1 po 24. Hracia plocha a úvodné rozloženie
figúrok na hracej ploche je zobrazené na obrázku 6.1. Hracia plocha je rozdelená na dve
časti. Na obrázku časť vpravo (prvých a posledných 6 bodov) reprezentujú dva domčeky
(anglicky home), pre každého hráča jeden. Prvý hráč je vždy biely hráč a druhý čierny.
Podľa pravidiel by mali obaja hráči na začiatku hodiť kockou a hráč, ktorý hodí väčšie
číslo, bude ťahať ako prvý hráč. Toto pravidlo však nemá vplyv na učenie a preto nie je
použité. Na jednom bode môžu stáť figúrky iba jedného hráča a môže ich byť viac (nie len
jedna).
Hranie hry je nasledovné. Obaja hráči sa najskôr snažia presunúť svoje figúriky do
svojho domčeka. Pre bieleho hráča to znamená prvých 6 bodov a pre druhého hráča to
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Obrázek 6.1: Hracia plocha s úvodným rozložením figúrok, prevzaté z [5].
znamená posledných 6 bodov. Ako náhle má hráč všetky figúrky vo svojom domčeku, tak
ich môže začať odstraňovať z hracej plochy. Odstraňovanie z plochy (anglicky bearing off )
sa vykonáva tým spôsobom, že hráč hodí nejaké číslo, tak môže z hracej plochy odstrániť
figúrky, ktoré sú od kraja hracej plochy vzdialené menej bodov, ako bola hodená hodnota
kocky. Hru vyhráva hráč, ktorý prvý odstráni všetky svoje figúrky z hracej plochy. Hráč
hádže naraz obe hracie kocky. Následne sa môže posunúť o hodnoty hodené na oboch
kockách a to tým spôsobom, že môže posunúť jednu figúrku o hodnotu hodenú na prvej
kocke a druhú figúrku o hodnotu hodenú na druhej kocke. Môže posunúť aj jednu figúrku
o obe hodnoty hodené na kocke. Posúvať sa môže iba v smere do domčeka. To znamená
pre prvého (bieleho) hráča, že sa presúva z bodov s vyššími číslami na body s nižšími
číslami. Pre čierného hráča je to presne naopak, teda z bodov s nižšími číslami na body
s vyššími číslami. Figúrka môže byť posunutá iba na bod, na ktorom nie sú iné figúrky,
alebo sú tam figúrky hráča, ktorý vykonáva ťah. Existuje ešte jeden prípad, kedy môže
hráč posunúť figúrku a to práve vtedy, keď na bode, na ktorý sa chce presunúť, je iba jedna
figúrka protihráča. Tento posun sa nazýva hit čo znamená, že trafil protihráča. Figúrka
protihráča je presunutá na bar. Odtiaľ sa môže vrátiť na hraciu plochu (na nejaký z bodov)
iba v najvzdialenejšej časti hracej plochy. Najvzdialenejšia časť hracej plochy znamená pre
každého hráča domček protihráča. Vrátiť sa môže na bod, ktorý je vzdialený od kraja hracej
plochy o hodnotu hodenú na kocke. Opäť platia pravidlá ako pri presune figúrky po hracej
ploche ohľadom toho, na ktorý bod sa môže figúrka postaviť. Ak má hráč nejakú figúrku
na bare, tak nesmie hýbať ostatné figúrky, pokiaľ nevráti na hraciu plochu všetky svoje
figúrky z baru. Ak hráč nemôže vykonávať, posunúť žiadnu zo svojich figúrok, tak stráca
ťah. V prípade, že by hráč hodil dve rovnaké hodnoty na oboch hracích kockách, tak dostáva
možnosť posunúť až 4 svoje figúrky. Respektíve môže vykonať posun, ktorý by odpovedal
hre, kde by hádzal 4 kockami a hodil 4-krát rovnakú hodnotu.
Keďže sa jedná o hru v jednorozmernom priestore a pohyb figúrok v jednom smere, čo
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nie je nejako extra komplexné, tak existujú dva strategické prvky, ktoré robia hru komplex-
nejšou. Konkrétne sa jedná už o spomínané vyhadzovanie protihráčových figúrok, čím sa
spomalí postup hráča. Keďže vyhodená môže byť iba figúrka, ktorá stojí na bode osamo-
tená, tak je väčšinou snaha zamedziť osamostatňovaniu figúrok. Z toho vyplýva aj druhý
strategický prvok. To znamená, že hráč sa snaží zoskupovať svoje figúrky na bodoch po viac
ako 1 figúrke na bod. Ak hráč umiestni na body, ktoré sú vedľa seba, po dvoch figúrkach,
tak by bol schopný blokovať protihráča. Ak by napríklad obsadil 3 alebo 4 body za sebou
týmto spôsobom, tak by mal protihráč podstatne väčší problém dostať sa za ne. Z dôvodu,
že by sa musel dostať tesne pred tieto body, čím by ohrozil svoje figúrky (po dobu kým
by ich tam presunul viac). Okrem iného by musel hodiť vyššie číslo, aby sa dostal za túto
blokádu, na čo má menšiu pravdepodobnosť.
Pri hre backgammon je diskutabilné, či sa jedná vôbec o strategickú hru ako je napríklad
šach, alebo nie. Je to z dôvodu, že pri tejto hre hrá veľkú úlohu náhodnosť a jednorozmerný
priestor. Náhodnosť vo forme hodu kociek. Niekto by mohol tvrdiť, že ide iba o náhodu, či
hráč vyhrá alebo nie. Aj napriek tomu je možné budovať rôzne stratégie nad základnými
strategickými prvkami, ktoré boli už zmienené. V reálnom svete by mohla byť hra back-
gammon považovaná za strategickejšiu hru ako šach. Šach je hra, ktorá je síce situovaná
v 2 rozmernom priestore, ale kde sú presne dané možné ťahy v každom okamihu. Snaha je
väčšinou využiť chyby protihráča a tým ho dostať do zlej situácie. Dá sa povedať, že sa jedná
o ideálne prostredie, kde v reálnom svete taká situácia nemôže nastať. Pri backgammon je
to iné, pretože okrem snahy využívať chyby protihráča zohráva veľkú úlohu aj šťastie.
A práve šťastie môže mať zásadný vplyv, pretože môže úplne zmeniť beh hry, napríklad aj
v prospech na prvý pohľad prehrávajúceho hráča. Je to práve šťastie a náhoda, čo robí hru
backgammon skutočnejšou, pretože šťastie v reálnom živote ovplyvňuje zásadným spôsobom
beh života.
Napríklad v prípade vojny by boli proti sebe dva nepriateľské tábory a jeden by plánoval
útok na druhý. Ich plán by bol zaútočiť v noci a napadnúť nepriateľa. Každý tábor by bol
dobre strážený vo dne aj v noci. V ideálnom prípade by útok prebiehal tak, že jeden tábor
by napadol druhý a keďže stráže by dávali pozor, tak by boli sily relatívne vyrovnané a
nikto by nemal strategickú výhodu. V reálnom svete by sa mohlo stať, že by stráže boli
každý večer pozorné a zrovna v deň útoku by stráže zaspali, čím by útočiaci tábor získal
strategickú výhodu. Na druhej strane by zase mohli stráže predčasne zbadať nepriateľa a
varovať tábor a získať tým obrannú strategickú výhodu. V oboch prípadoch v reálnom svete
zohralo veľkú úlohu šťastie. To však neboli všetky prípady toho čo sa mohlo stať a môže
nastať plno iných vecí.
Ešte pre zaujímavosť by nebolo zlé uviesť napríklad porovnanie zložitosti šachu a back-
gammona v každom stave. Šach má v každom ťahu približne 30 - 40 možnostných rôznych
pohybov. Pri backgammon je to podstatne zaujímavejšie. Opäť má túto vlastnosť na sve-
domí náhodnosť. V každom ťahu existuje 21 rôznych kombinácií hodnôt, ktoré môžu padnúť
na hracích kockách. Pre každú kombináciu existuje približne 12 - 18 možných pohybov fi-
gúrkami. To produkuje oveľa väčšie množstvo kombinácií ako šach. Informácie o pravidlách
hry boli čerpané z [5].
6.2 Princíp aplikovania TD(λ) na problém
Táto časť popisuje teóriu a spôsob akým je aplikované učenie na hru backgammon. Jedná sa
o kombináciu dvoch mechanizmov používaných pre učenie a to konkrétne umelé neurónové
siete a TD(λ) učenie. Čo sa týka neurónovej siete, tak je to klasická dopredná neurónová
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sieť plne prepojená. Jej štruktúra je presne daná. Presne daná znamená, že má 3 vrstvy.
Neurónová sieť je použitá na vyhodnocovanie stavov a vďaka tomu je schopná určiť,
ktorý stav je najlepší. Na vstup dostáva neurónová sieť zakódovaný stav celej hracej plo-
chy a všetky potrebné informácie na to, aby sa rozhodla, ktorý stav je najlepší (najlepšie
ohodnotený). Výstup siete môže nadobúdať hodnotu 0 ≤ vstup ≤ 1. Je to dané použitím
sigmoidálnej aktivačnej funkcie. Podrobnejší popis konfigurácie siete bude uvedený nižšie.
Pre hráča číslo jedna znamená výstup siete blížiaci sa k hodnote jedna lepšie ohodnotený
stav ako stav ohodnotený nižšou hodnotou. Na druhej strane pre čierneho hráča je to presne
naopak. Výstup siete s hodnotou blížiacou sa k 0 je výhodný pre hráča číslo dva. Ideálne
hodnoty sú jedna (prvý hráč) a nula (druhý hráč). Tieto hodnoty sa však na výstupe objavia
s veľmi malou pravdepodobnosťou. Cieľom je naučiť sieť (nastaviť váhy) tak, že v každom
okamihu bude vedieť identifikovať najlepší stav, do ktorého sa môže hráč dostať. Ako už
bolo zmienené pre hráča jedna to znamená výstup s čo najväčším ohodnotením a pre hráča
dva výstup s čo najmenším ohodnotením. V ideálnom prípade by učenie malo vyzerať tak,
že sa pre každý možný stav vie aká hodnota odpovedá tomuto stavu (skutočná hodnota).
Toto však by bolo možné, iba v ideálnom prípade a v ideálnom svete. Problém je ten, že
tieto hodnoty sú neznáme z dôvodu obrovského stavového priestoru a sieť sa musí učiť iným
spôsobom. Jedna možnosť by bola získať niekoľko stovák rôznych hier od profesionálnych
hráčov hry backgammon. Tieto hry by sa použili ako vzor (požadovaný výstup), z ktorého
by sa sieť učila. Toto riešenie nie je úplne nesprávne a prvé pokusy o učenie siete využívali
práve tieto informácie o hrách profesionálnych hráčov na učenie siete. Pre učenie neurónovej
siete bola použitá technika známa ako Backpropagation. Jednalo sa o riešenie, ktoré bolo
vyvinuté Geraldom Tesaurom, ktorý sa venoval práve možnostiam učenia hry backgammon.
Tento jeho prvý pokus dostal názov Neurogammon. Neskôr však bolo zistené, že toto rieše-
nie zanáša do učenia jednu veľkú nevýhodu a to práve ľudský faktor. Ľudský faktor práve
preto, že učenie siete prebiehalo z hier ľudských hráčov. Otázkou zostáva prečo by to mal
byť problém? Je to z dôvodu, že za posledných 20 rokov sa zmenil pohľad profesionálnych
hráčov hry backgammon na to, ktoré ťahy sú dobré. To čo bolo pred 20 rokmi považované
za výborné ťahy, tak sa zistilo, že tieto ťahy obsahujú chyby a nie sú až tak dobré ako si
pôvodne mysleli. To je jeden z najväčších problémov a pohľad na hru sa stále vyvíja a to
čo môže byť dnes považované za správne sa môže v budúcnosti ukázať ako nedokonalé.
Druhá možnosť by bola nechať sieť učiť z hier, ktoré by hrala sama proti sebe. Tu opäť
nastáva problém a to ako správne určiť, ktoré stavy sú vhodné a ktoré nie. Pri použití vzoru
ľudských hier boli práve tieto hry považované za správne. V tomto prípade je však jasné
iba o jednom jedinom ťahu, že je správny a teda jeho skutočné ohodnotenie. Konkrétne sa
jedná o posledný ťah hry, kedy hráč vyhrá, alebo prehrá. V prípade prvého hráča výhry je
možné ohodnotiť tento stav hodnotou jedna a upraviť váhy podľa toho. V prípade prehry
prvého hráča, alebo inak povedané výhry druhého hráča by mal mať tento stav správne
ohodnotenie nula. Opäť sa upravia váhy podľa tejto hodnoty. Problém je, že je to jeden
jediný stav, ktorý má z celej hry známe ohodnotenie. To však nie je dostačujúce a ideálne
by bolo upraviť aj váhy pre každý stav, ktorý k tomuto výhernému stavu viedol. Otázka je,
akým spôsobom? Považovať všetky stavy, ktoré viedli k výhre za stavy zodpovedné za výhru
a všetkým dať ohodnotenie jedna? To taktiež nie je správne, pretože nie všetky akcie, ktoré
boli zvolené a viedli k týmto stavom boli rovnako zodpovedné za to, že prvý hráč vyhral,
alebo prehral hru. Okrem iného by sa muselo jednať o off-line spôsob učenia, pretože by sa
muselo počkať na koniec hry, aby bol známy výsledok. Až po tom by sa mohli upravovať
váhy spätne pre všetky stavy. Najväčší problém je, ako už bolo zmienené, že nie všetky stavy
sú rovnako zodpovedné za výhru alebo prehru. Práve v tomto bode sa naskytuje príležitosť
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Obrázek 6.2: Neurónová sieť so 40 neurónmi v skrytej vrstve a biasom obsahujúca 8001
váh.
použiť metódu TD(λ). Ako už bolo zmienené táto metóda používa stopy vhodnosti a vďaka
nim je možné priradiť kredit akcii, alebo stavu, ktorý je viac a ktorý menej zodpovedný
za nejaký výsledok v čase. Toto je základná idea toho, akým spôsobom je spätne rozšírená
chyba a akým spôsobom je jednotlivým stavom priradený kredit za výhru alebo prehru.
6.2.1 Štruktúra a konfigurácia siete
Prvá (vstupná) vrstva obsahuje 198 vstupov. Ďalšia vrstva obsahuje skryté neuróny. Ich
počet sa môže líšiť. Väčšinou ich býva 40, alebo 80. Použitie iného počtu nie je vylúčené
a môže dosahovať lepšie, alebo horšie výsledky. Sieť obsahuje jeden spoločný konštantný
vstup, ktorý sa označuje ako bias. Jeho hodnota máva zvyčajne hodnotu 1. Jeho použitie
a hodnota nie sú opäť podmienkou pre správnu činnosť siete. Posledná tretia vrstva je
výstupná vrstva, ktorá obsahuje jeden výstupný neurón. V prípade použitia 40 skrytých
neurónov, by sieť obsahovala 8001 váh. Sieť používa lineárnu bázovú funkciu a ako aktivačná
funkcia je zvolená sigmoidálna funkcia z dôvodu výsledných hodnôt 0 ≤ hodnota ≤ 1. Pre
učenie siete je použitá modifikovaná metóda Backpropagation. Sieť použitá pre túto prácu
je zobrazená na obrázku 6.2. Počet skrytých neurónov na obrázku je 40. Tento počet nie je
striktne daný a aplikácia umožňuje meniť tento počet.
Stav hracej plochy a všetky relevantné informácie pre určenie hodnoty stavu sú zakódo-
vané do 198 číselných hodnôt. Všetky hodnoty sú nulové, pokiaľ nie je definované, že musia
mať nejakú hodnotu. Spôsob zakódovania je nasledovný.
• Prvých 192 hodnôt reprezentuje 24 bodov a stav figúrok na nich. Každému bodu je
priradených 8 hodnôt, pričom 4 hodnoty sú pre každého hráča. Tieto 4 hodnoty sa
nastavujú rovnakým spôsobom pre oboch hráčov v závislosti na tom koľko figúrok
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akej farby stojí na bode. Ak na bode stojí jedna figúrka, tak sa nastaví prvá hodnota
na 1. Ak sú na bode dve figúrky, tak sa nastavia prvé dve hodnoty na 1. V prípade
troch figúrok sa nastavia prvé 3 hodnoty na 1. Pre počet figúrok na bode, ktorý je
väčší ako 3 sú nastavené prvé 3 hodnoty na 1 a štvrtá hodnota obsahuje hodnotu
rovnú (n− 3)/2, kde n je počet figúrok na bode. Takýmto spôsobom je zakódovaných
prvých 192 hodnôt.
• Ďalšie dve hodnoty kódujú počet figúrok na bare. Jedna hodnota reprezentuje prvého
hráča a druhá predstavuje druhého hráča. Hodnota týchto bodov je nastavená na n/2,
kde n je počet figúrok vyhodených na bare pre príslušného hráča.
• Ďalšie dve hodnoty sú nastavované podľa počtu úspešne odstránených figúrok z hry.
Opäť ako v predchádzajúcom prípade je to jedna hodnota pre jedného hráča a druhá
hodnota pre druhého hráča. Hodnota je nastavená na hodnotu n/15, podľa počtu n
úspešne odstránených figúrok.
• Posledné dve hodnoty predstavujú hráča, ktorý je aktuálne na ťahu. Prvý (biely) hráč
na ťahu je reprezentovaný hodnotami 01 a druhý (čierny) hráč na ťahu má priradené
hodnoty 10.
Týchto 198 hodnôt odpovedá 198 vstupom siete. Tento návrh zakódovania hracej plochy
bol pôvodne navrhnutý Geraldom Tesaurom.
6.2.2 Princíp učenia sa a spôsob použitia TD(λ)
Učenie siete prebieha od základov nasledovným spôsobom. Na začiatku sa sieť inicializuje
s náhodnými hodnotami váh. To znamená, že na začiatku sieť pri zadaní vstupu síce vy-
hodnotí nejakým spôsobom stav na vstupe, ale je to úplne náhodné. Sieť bude ohodnocovať
ťahy oboch hráčov, takže bude hrať vlastne sama proti sebe. Jediný rozdiel bude pri výbere
najlepšie ohodnotených stavov. Pre prvého hráča sa bude vyberať maximálne ohodnotený
stav a pre čierneho minimálne ohodnotený stav. V každom kroku sa sieti predhodia všetky
možné stavy, do ktorých sa môže z aktuálneho stavu presunúť. Každý krok znamená to,
že sa hodí kockami (vygenerujú sa dve náhodné čísla od 1 do 6) a následne sa volí ťah za
použitia siete. Najlepšie sieťou ohodnotený stav je použitý pre zmenu stavu a pre učenie
siete. Na začiatku sú váhy náhodné a z toho vyplýva aj to, že volené ťahy pre nenaučenú
sieť budú taktiež náhodné. Po každom ťahu sa vykonáva úprava váh a to takým spôsobom,
že aktuálny stav sa použije ako vstup siete a najlepšie ohodnotený stav sa použije ako poža-
dovaný výstup. Na základe rozdielov výstupných hodnôt (pre aktuálny stav a nasledovný
stav do ktorého sa presúva) sa vypočíta chyba. Táto chyba sa spätne šíri sieťou a upra-
vujú sa váhy. Toto v podstate odpovedá metóde Backpropagation. Ako už bolo zmienené
v predchádzajúcom texte, nejedná sa o čistú metódu Backpropagation, ale je modifikovaná
o učenie TD(λ). Ku každej váhe ekzistuje hodnota, ktorá zaznamenáva veľkosť chyby. Táto
hodnota je reprezentovaná pomocou stopy vhodnosti. Vektor stôp vhodnosti je tvorený
presne toľkými prvkami, koľko je váh. To znamená pri použití 40 skrytých neurónov je to
vektor o veľkosti 8001 prvkov. Pri každej úprave váhy sa najskôr upraví tento vektor stôp
vhodnosti a následne je použitá príslušná hodnota vektora vhodnosti pre úpravu príslušnej
váhy. Stopy vhodnosti po určitom čase degradujú a vytrácajú sa vďaka odhnívaniu (decay).
Pri každej úprave váh sa vždy upravia aj hodnoty stôp vhodnosti. Tieto stopy vhodnosti
udržujú v sebe informáciu o veľkosti chyby aj z predchádzajúcich stavov. Postupne chybu
šíria aj na aktuálny stav, pričom čím je tento stav viac vzdialený (v čase) od stavu, kde
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daná chyba bola zaznamenaná, tým slabšia je jej stopa. Aj napriek tomu, že na začiatku
sa vychádza z čisto náhodných ťahov, tak sa postupne sieť učí. Je to dané tým, že sieť
hrá sama proti sebe niekoľko tisíc hier. Počas týchto hier začnú účinkovať stopy vhodnosti,
ktoré nesú informáciu o chybe. Čím bude sieť produkovať menšie chyby, tým menej sa budú
váhy modifikovať a hodnoty vo vektore stôp vhodnosti budú klesať.
Svojim spôsobom to odpovedá učeniu ľudí. Napríklad, keby sa človek naučil pravidlá
nejakej hry napríklad backgammon. Predtým by ju nikdy nehral, potom by v jeho mozgu
boli tiež váhy náhodné. Postupne, keby hrá tú hru, tak by sa váhy upravovali podľa toho, ako
by sa mu darilo a učil by sa zo skúseností. To znamená, že by si pamätal, ktoré ťahy a stavy
sú výhodné a ktoré nie. V jeho mozgu by sa upravili hodnoty váh, postupne by sa to naučil
hrať. V prípade človeka by tento proces trval podstatne kratšie ako pri umelej neurónovej
sieti. Je to obzvlášť z dôvodu, že neurónová sieť v mozgu je podstatne zložitejšia ako sieť
prezentovaná pre túto prácu. Pri umelej neurónovej sieti sa jej jednoduchosť a rýchlosť
učenia kompenzuje počtom odohraných hier. Na to, aby sa tieto váhy upravili na hodnoty,
ktoré by znamenali, že sieť je schopná hrať hru backgammon na nejakej úrovni (teda, že sa
niečo naučila), je potrebné odohrať rádovo desaťtisíce až státisíce hier.
6.3 Aplikovanie TD(λ) na problém
Táto časť popisuje konkrétny spôsob, ako upravovať váhy a stopy vhodnosti. Všeobecný
základ algoritmov pre úpravu váh a stôp vhodnosti je rovnaký pre rôzne modifikácie tohto
algoritmu. Najskôr bude uvedený pseudo-kód algoritmu učenia (v predchádzajúcej časti bol
tento pseudoalgoritmus vysvetlený slovne). Popis algoritmu je úplne od základov.
1. Inicializuj váhy náhodne.
2. Ohodnoť všetky dostupné ťahy a vyber najlepšie ohodnotený stav.
3. Vypočítaj chybu na výstupe tým spôsobom, že sa použije predchádzajúci stav hry ako
vstup pre sieť (sieť ohodnotí vstup a získa sa výstup pre tento stav) a ako požadovaný
výstup sa použije zvolený stav v predchádzajúcom kroku. Požadovaným výstupom
sa myslí, že sa dá na vstup zvolený stav a sieť ohodnotí tento stav, tým sa získa
hodnota požadovaného výstupu. Rozdiel týchto dvoch výstupov je chyba na výstupe.
V prípade, že sa jedná o výhru, alebo prehru hráča použi 1 (pre výhru), alebo 0 (pre
prehru) ako požadovaný výstup.
4. Uprav stopy vhodnosti na základe vypočítanej chyby.
5. Uprav váhy pomocou upravených stôp vhodnosti.
6. Ak sú splnené podmienky ukončenia učenia, tak ukonči tento cyklus. Ak nie, tak
pokračuj krokom číslo 2.
Takto vyzerá základný algoritmus použitý v tejto práci. Ukončenie celého tohto cyklu
môže nastať buď po výhre, alebo prehre hráča. Prípadne, táto podmienka býva ešte štan-
dardne vylepšená o možnosť pokračovania po výhre alebo prehre a to tak, že sa bude hrať
ďalšia hra od začiatku. To znamená, že sa figúrky umiestnia opäť na začiatočné pozície a
pokračuje sa v algotime krokom dva. Pokračuje sa dovtedy, kým nie je určitý počet odo-
hraných hier. Toto má význam z dôvodu, že na to aby sa sieť učila je potrebné odohrať
tisíce hier.
39
Pohľad z vrchu (vrstevnice) 
Nadmorská 
výška
(m)
300
325
350
375
400
425
450
475
500
Vzdialenosť
(m)
0 25 50 75 100 125 150 175 200
Výškové rozdiely
Obrázek 6.3: Ukážka fungovania metódy najstrmšieho zostupu, prevzaté z [20].
Čo sa týka už spomínaných konkrétnych spôsobov použitia, tak rozdiely spočívajú
hlavne v 4 a 5 bode algoritmu. Uvedený algoritmus bol priamo použitý v implementácii tejto
práce. Tento algoritmus je vytvorený zmiešaním informácií z niekoľkých zdrojov. Hlavný
dôvod kombinovania viacerých zdrojov bol jednak nedokonalosť vysvetlenia niektorých častí
algoritmu a hlavne postupné pochopenie celého algoritmu postupne z rôznych materiálov.
Pri úprave stôp vhodnosti sa používajú metódy najstrmšieho klesania (anglicky methods
of steepest descent), taktiež známe aj ako gradientné metódy. Pomocou týchto metód sa
spočíta gradient z výstupu. Stručné vysvetlenie týchto metód bude uvedené v nasledujúcej
sekcii.
6.3.1 Metóda najstrmšieho zostupu
Tieto metódy sa používajú na určenie lokálneho minima. Najjednoduchšie ako by sa dala
metóda opísať je na príklade agenta, ktorý je v kopcoch. Agent sa nachádza v horách. Stojí
na svahu a snaží sa dostať do doliny. Agent urobí vždy jednu vec a to, že sa vždy rozhliadne
okolo a vyberie sa smerom, ktorý je najstrmší (je pod najväčším uhlom) dole kopcom. Vždy
prejde iba nejaký úsek, v závislosti od toho, aký strmý je ten úsek. V prípade strmšieho
úseku prejde väčšiu vzdialenosť, v prípade úseku, ktorý je už takmer rovný sa pohybuje po
malých krokoch. Pretože v prípade strmého úseku je jasne vidieť, kde je najprudšie klesanie.
V prípade malého sa agent musí zastaviť častejšie, aby videl, kde je najprudšie klesanie.
Grafické znázornenie uvedeného príkladu je na obrázku 6.3. Ľavú časť obrázka tvorí
pohľad z hora vo forme vrstevníc. Cesta agenta je zobrazená červenou farbou. Agent vždy
volí najkratšiu cestu medzi vrstevnicami, čo znamená najstrmšie klesanie. Na obrázku sú
znázornené aj šípky (ktoré možno nie je z dôvodu veľkosti celkom dobre vidieť), ktoré
znamenajú miesta, kde sa agent zastavil aby zistil, ktorým smerom sa má vybrať, kde je
svah najstrmší. Pravá časť obrázka znázorňuje výškové zmeny počas agentovej cesty dole
kopcom. Body znázornené čienymi bodkami znamenajú miesta, kde sa agent zastavil a
hľadal najstrmšiu cestu. Čím bol svah miernejší tým častejšie sa tieto body vyskytujú.
Samotný gradient, ktorý je možné z tohto získať, je vektor, ktorý reprezentuje smer
(sklon) zostupu. Na obrázku (grafe) 6.4 sú zobrazené konkrétne zmeny hodnoty gradientu
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Obrázek 6.4: Zobrazenie priebehu vypočíteného gradientu.
v závislosti na výstupe neuróna (nejakého konkrétneho neuróna v závislosti na tom, kde sa
gradient počíta). Gradient v tomto použití reprezentuje potrebu zmeny váh siete. V prípade,
že je gradient nulový, alebo blízky nule to znamená, že aktuálne nastavené váhy, ktoré dali
aktuálny výstup sú nastavené správne. Maximálna hodnota je 0,25 pri hodnote výstupu
0,5. Táto hodnota výstupu je, dá sa povedať najhorší výstup aký môže sieť dať. Pretože
ideálne hodnoty výstupu sú čo najbližšie k 1, alebo 0. Prečo sú tieto hodnoty najlepšie
už bolo vysvetlené. Celý gradient sa dá jednoducho popísať tak, že je to hodnota, ktorá
hovorí o tom ako veľmi sú váhy pri aktuálnom stave na vstupe správne nastavené. Výpočet
gradientu je daný vzorcom gradient = (1 − vstup) ∗ vstup. Základné informácie o tejto
metóde boli prevzaté z [20].
6.3.2 Konkrétny spôsob úprav váh
Ako už bolo zmiené hlavné odlišnosti algoritmov sú práve vo výpočtoch a úpravach vektorov
stôp vhodnosti a váh. Tento spôsob bol pôvodne navrhnutý pre mierne odlišný typ siete.
Úprava váh je odlišná pre váhy, ktoré sú medzi vstupnou a skrytou vrstvou a pre váhy
medzi skrytou a výstupnou vrstvou. Vzorce 6.1, 6.2 popisujú úpravvy váh
wt+1j = w
t
j + βΩe
t
j (6.1)
vt+1ij = v
t
ij + αΩe
t
ij , (6.2)
kde jednotlivé symboly znamenajú
• wj - hodnota váhy z j-tého neuróna do výstupného neuróna
• vij - hodnota váhy z i-tého vstupu do j-tého skrytého neuróna
• α, β - sú parametre učenia, rôzne podľa toho, kde sú použité
• Ω - je spočítaná chyba, to znamená, že je to rozdiel výstupov v časoch t+ 1 a t
• etj - hodnota stopy vhodnosti odpovedajúcej jednej váhe (z j-tého skrytého neuróna
do výstupného neuróna)
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• etij - hodnota stopy vhodnosti odpovedajúcej jednej váhe (z i-tého vstupu do j-tého
skrytého neuróna)
Tu je vidieť podobnosť s klasickým Backpropagation. Hlavný rozdiel je, v získaní váhy
pre skryté vrstvy a v použití stôp vhodnosti. Stopy vhodnosti sa opäť líšia podľa toho, či
sa použijú pre úpravu váh medzi vstupnou a skrytou vrstvou, alebo skrytou a výstupnou
vrstvou siete. Pri ich výpočte, úprave sa používa práve gradient, ktorý je v prípade stôp
vhodnosti medzi skrytou a výstupnou vrstvou vypočítaný na základe výstupu výstupného
neuróna. Ako už bolo zmienené gradient vyjadruje veľkosť potreby zmeny. V prípade, že
by sa hodnota gradientu vynásobila nejakou hodnotou, tak to hovorí o tom, ako veľmi
je táto hodnota správna. Respektíve by to znamenalo ako veľmi sa má táto hodnota
zmeniť. V prípade hodnôt blízkych nule by bola vyžadovaná zmena podstatne menšia ako
pri vyšších hodnotách. Pri stopách vhodnosti použitých na úpravy váh medzi vstupnou a
skrytou vrstvou je to trochu iné. Tam už to nie je úplne jasné, ako v tomto prípade. Tam
je to tak, že hodnoty stôp vhodnosti sú závislé na vstupoch, výstupoch skrytých neurónov,
váhach zo skrytej vrstvy do výstupnej a výstupe celkovom. Je to v podstate hodnota, ktorá
je reprezentovaná potrebou zmeny váhy v závislosti na nejakom vstupe a celkovom výstupe.
Výpočet oboch vektorov stôp vhodnosti je daný pomocou 6.3, 6.4.
et+1j = λe
t
j + (y
t(1− yt)htj) (6.3)
et+1ij = λe
t
ij + (y
t(1− yt)wtjhtj(1− htj)xti), (6.4)
kde jednotlivé symboly znamenajú
• ej , eij - sú vektory stôp vhodnosti
• λ - je parameter odhnívania (degradácie)
• yt - je hodnota výstupu siete (hodnota výstupného neuróna) v čase t a yt(1 − yt) je
spočítaný gradient z výstupu
• htj - je hodnota výstupu j-tého skrytého neuróna v čase t a htj(1 − htj) je spočítaný
gradient z výstupu neuróna
• xti - je hodnota na i-tého vstupu siete v čase t
λ parameter určuje to, koľko krokov po nastavení stopy vhodnosti bude mať táto hod-
nota vplyv na učenie (úpravu) nasledujúcich ťahov. Táto metóda bola prevzatá a mierne
modifikovaná z literatúry [15].
V tejto kapitole bol vysvetlený algoritmus, ktorý je základom tejto práce. Vysvetlenie
bolo od uvedenia do hry, postupne cez všeobecné základy použitia algoritmu až po kon-
krétny spôsob aplikácie získaných znalostí na problém. Informácie pre celú túto kapitolu
boli získané z niekoľkých zdrojov a ich čiastočné pospájanie aj napriek tomu, že všetky
zdroje popisovali ten istý problém a jeho riešenie. Zdroje sa od seba líšili v detailoch, ako
sú úprava a použitie stôp vhodnosti, výpočet chyby a jej spätné šírenie, konfiguráciou siete
a ďalšími detailami. Všetky zdroje vysvetľujú nejakým spôsobom pôvodnú prácu Geralda
Tesaura a mierne si ju modifikujú, hlavne z dôvodov nejasností v samotnej práci. Vysvetle-
nie o aké nejasnosti a aký vplyv majú tieto nejasnosti na výsledky učenia bude v kapitole
8. Táto kapitola (aplikovanie TD(λ)) bola vytvorená zmiešaním informácií z niekoľkých
zdrojov dát [15], [18], [19], [16], [17].
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Kapitola 7
Popis Aplikácie
Úlohou práce bolo naštudovať a implementovať algoritmus pre hranie hry s učením. Pred-
chádzajúca kapitola popísuje, akým spôsobom je učenie realizované a aká hra bola zvolená.
V tejto kapitole je popísaná už konkrétna aplikácia a jej implementácia. Okrem toho je
popísaný stručne aj programovací jazyk a platforma, ktorá bola zvolená a dôvod zvolenia
tejto platformy.
7.1 Implementačný jazyk
Implementačný jazyk pre prácu bol zvolený jazyk C#. Je to jazyk, ktorý je produktom
firmy Microsoft a je postavený nad .net platformou (anglicky .net framework). Táto plat-
forma podporuje niekoľko programovacích jazykov. Je to z dôvodu, že kompiláciou zdrojo-
vých kódov sa nevytvárajú binárne súbory, ktoré obsahujú inštrukcie pre hardware, ale sú
to inštrukcie pre inú aplikáciu, ktorá ich následne interpretuje. Táto aplikácia sa nazýva
aplikačný virtuálny stroj (anglicky application virtual machine). Inštrukcie, do ktorých je
skompilovaný zdrojový kód .net programovacích jazykov, sa nazývajú Common Intermedia-
te Language. V preklade by sa to dalo vysvetliť ako spoločný jazyk, ktorý je prostredníkom
medzi rôznymi programovacími jazykmi. Okrem vykonávania inštrukcií má virtuálny stroj
na starosti aj správu pamäti, spracovanie výnimiek a iné. Výhodou tohto prístupu by malo
byť odtienenie závislosti aplikácie na prostredí (operačnom systéme). Aplikácie postavené
nad touto platformou nie sú úplne prenositeľné na iný operačný systém. Existujú síce im-
plementácie tejto platformy aj na iné operačné systémy ako je Windows, ale nemajú priamu
podporu Microsoftu a preto nepodporujú úplne všetky možnosti tohto prostredia.
Dôvodom pre zvolenie tejto platformy boli hlavne moje skúsenosti s touto platformou,
týmto jazykom a snaha zlepšovať sa v ňom. Výstupom práce je aplikácia s grafickým užíva-
teľským rozhraním vytvoreným pomocou WinForms. Z dôvodu spätnej kompatibility bola
zvolená verzia platformy 2.0, ktorá je viac rozšírená verzia ako posledné verzie. Viac infor-
mácií o platforme na stránkach Microsoftu [8].
7.2 Implementácia aplikácie
Aplikácia je tvorená 3 modulmi. Jeden modul predstavuje grafické užívateľské rozhranie.
Druhý modul predstavuje backgammon framework. Slovo framework v tomto prípade nemá
úplne vhodný preklad a preto sa bude aj v ďalšom texte používať v tomto tvare. V podstate
sa jedná o nejakú sadu metód a funkčný celok, ktorý riadi celú hru. Posledná tretia časť
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Obrázek 7.1: Štruktúra aplikácie, zobrazenie jednotlivých modulov a ich vzťahov.
predstavuje neurónovú sieť a práve už spomínaný algoritmus pre učenie siete. Jedná sa
o 3 relatívne nezávislé moduly. Nezávislé sú v tom zmysle, že aplikácia a celá štruktúra je
navrhnutá tak, že je možné pomerne jednoduchým spôsobom vymeniť napríklad celý modul
neurónovej siete za iný modul, ktorý by bol schopný sa učiť a vracať ohodnotenia stavov.
Neurónová sieť, teda tretí modul je využívaný backgammon frameworkom, ktorý ju
používa jednak na ohodnocovanie stavov a dáva jej dáta na učenie. Práve backgammon
framework definuje rozhranie, ktoré určuje požadované funkcie pre neurónovú sieť. Modul
neurónovej siete implementuje toto rozhranie. Tento modul je implementovaný takým spô-
sobom, že je možné jednoducho zmeniť algoritmus pre učenie. Lepšie povedané je možné
implementovať viac algoritmov pre učenie a jednoducho medzi nimi prepínať. Modul obsa-
huje metódy pre zmenu koeficientov učenia, počtu neurónov a možnosť uloženia, načítania
aktuálneho stavu siete (váh). Trieda pre neurón obsahuje okrem poľa váh aj pole stôp
vhodnosti. Vstupy pre neuróny udržuje samotná sieť a každému neurónu sú predané iba
ako referencia.
Najzložitejší modul pre implementáciu bol práve backgammon framework. Tento modul
je v podstate
”
mozgom“ celej aplikácie. Riadi chod hry, udržuje hodnotu aktuálneho stavu,
generuje hody hracích kociek a pre počítačového hráča generuje všetky jeho možné ťahy.
V tomto module je vždy reprezentovaný aktuálny stav hracej plochy. Trieda, ktorá pred-
stavuje stav hracej plochy, je schopná vrátiť zakódovaný stav, ktorý je potrebný pre vstup
neurónovej siete. Okrem zakódovanej podoby stavu je schopná vrátiť podrobné informá-
cie o jednotlivých častiach hracej plochy, či sú obsadené, obsaditeľné, meniť počty figúrok
v týchto častiach hracej plochy. Zmeny počtu figúrok na jednotlivých bodoch, alebo bare,
alebo odstraňovanie figúrok z hry je vykonávané pomocou vygenerovaného pohybu figúrky.
Pohyb figúrky je reprezentovaný triedou, ktorá v sebe nesie informácie o type pohybu, hod-
note na kocke odpovedajúcej pohybu a pozície bodov z a kam sa bude figúrka pohybovať.
Trieda predstavujúca stav hracej plochy obsahuje statickú premennú, ktorá predstavuje
vždy aktuálny stav hracej plochy a túto premennú nie je možné zmeniť iba v prípade, že
44
už bol dokončený (zvolený najlepší) ťah hráča. V prípade vytvorenia nového objektu triedy
reprezentujúcej stav hracej plochy sa vytvorí kópia aktuálneho stavu a tento objekt už
môže byť modifikovaný pomocou už spomínaných pohybov figúrok. Najväčší problém bolo
vytvoriť triedu schopnú generovať všetky možné ťahy, ktoré by boli zároveň v súlade s pravi-
dlami hry. Hlavný problém pri generovaní bol, že niekedy sa generujú 2 a niekedy 4 pohyby
podľa vygenerovaných hodnôt hracích kociek. Táto trieda je použitá pre generovanie všet-
kých možných ťahov hráča, za ktorého hrá počítač a taktiež slúži na generovanie všetkých
možných dostupných ťahov pre ľudského hráča. Výhoda generovania dostupných ťahov ľud-
ského hráča je jednoduchšia možnosť validácie ťahov ľudského hráča. Proces generovania
všetkých možných ťahov hráča je úzko spojený s použitím neurónovej siete. Vždy po vyge-
nerovaní kompletného ťahu hráča (2 alebo 4 pohyby figúrok podľa vygenerovaných hodnôt)
sa vždy získa objekt stavu, ktorý odpovedá zmenám vykonaným ťahom hráča. Každý takto
vygenerovaný stav sa predá modulu neurónovej siete pre ohodnotenie. Takto sa postupne
ohodnotia všetky možné dostupné stavy počítačového hráča a následne sa vyberie najlepšie
ohodnotený ťah. V tomto bode sa jednak upraví aktuálny stav hracej plochy na zvolený
stav a taktiež sa vykoná učenie neurónovej siete. Pretože v tomto bode sú dostupné dva
stavy hracej plochy. Jeden ako vstup a druhý ako požadovaný výstup siete. Backgammon
framework má dva typy prevádzky a to s učením, alebo bez učenia (hrací typ). V prípade,
že sa zvolí typ prevádzky bez učenia, tak sa používa neurónová sieť iba k ohodnocovaniu
stavov, ale nevykonávajú sa úpravy váh a stôp vhodnosti. V tomto module je možné na-
stavovať aj typy hráčov čo znamená, že hráč môže byť hraný počítačom, alebo ľudským
hráčom. Je možné vytvoriť akúkoľvek kombináciu týchto dvoch typov hráčov.
Obidva predchádzajúce moduly sú v podstate už plne funkčná aplikácia backgammon.
Problém je ten, že užívateľ by nemal prívetivú (priateľskú) možnosť ako s týmto framewor-
kom komunikovať a teda ho nejako rozumne používať. Práve preto je tu ešte jeden modul,
ktorý tvorí grafické užívateľské rozhranie. Tento modul slúži jednak na zobrazovanie hracej
plochy, ovládanie backgammon frameworku a taktiež umožňuje ľudskému hráčovi vykoná-
vať jeho ťahy pomocou myši. Grafické užívateľské rozhranie komunikuje s backgammon
frameworkom pomocou jednej triedy, ktorá funguje ako rozhranie medzi týmito dvomi cel-
kami. Je to v podstate jediná čast, ktorá predáva informácie o akciách vykonaných ľudským
hráčom frameworku a naopak predáva informácie o akciách počítačového hráča grafickému
užívateľskému rozhraniu. Hlavné časti grafického užívateľského rozhrania tvorí hracia plo-
cha, nastavenia a menu. Bližšiemu popisu týchto častí bude venovaná ďalšia časť.
Celý chod aplikácie by sa dal zhrnúť nasledovne. Bude sa uvažovať, že za oboch hráčov
hrá počítač. Chod je rovnaký aj pre iný typ hráčov, teda ľudských hráčov. Rozdiel spočíva
v tom, že ťahy volí človek. Po kliknutí spustiť hru (start game) sa náhodne vygenerujú dve
hodnoty predstavujúce hody hracích kociek. Následne sa podľa aktuálnych pozícií figúrok
na hracej ploche a podľa vygenerovaných hodnôt kociek začnú generovať pohyby figúrok
hráča. Z dvoch, alebo štyroch pohybov hráča (podľa hodených hodnôt) je vytvorený ťah,
ktorý je v súlade s pravidlami. Následne sa vytvorí nový stav hracej plochy pomocou vyge-
nerovaného ťahu a stavu hracej plochy, v ktorom sa hráč aktuálne nachádza. Každý takto
vytvorený stav je predaný neurónovej sieti na vstup (jeho zakódovaná podoba). Sieť ohod-
notí predaný stav a uloží si toto ohodnotenie. Takto sú sieti predané všetky vygenerované
stavy pre ohodnotenie a najlepšie ohodnotený stav je použitý v ďalšom kroku. Tento stav
sa jednak stane aktuálnym stavom hracej plochy, ale najskôr sa použije pre učenie. Učením
sa rozumie, že sa predajú sieti dva stavy, kde jeden stav je považovaný za vstup (aktuálny
stav hracej plochy) a druhý stav hracej plochy ako požadovaný výstup (vygenerovaný stav
zvolený sieťou ako najlepši stav). Úprava stôp vhodnosti a váh bola popísaná v predchádza-
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Obrázek 7.2: Hlavné okno aplikácie.
júcej kapitole. Týmto ukončí hráč svoj ťah a pokračuje protihráč, ktorého chod je rovnaký
s rozdielom výberu najlepšieho ohodnoteného stavu (vyberá sa s najmenším ohodnotením).
Tento proces sa opakuje, až kým sa neskončí hra výhrou jedného, alebo druhého hráča.
Po tomto sa hra reštartuje. To znamená, že sa nastavia pozície figúrok na úvodné pozície
a začína hru prvý hráč. Opäť sa hrá hra spôsobom, ktorý bol už vysvetlený. Tento proces
sa opakuje, kým sa neodohrá požadovaný počet hier.
Celú štruktúru aplikácie je možné vidieť na obrázku 7.1, kde je vidieť vzťahy medzi jed-
notlivými modulmi. Modul neurónovej siete je znázornený vo vnútri modulu backgammon
frameworku z dôvodu, že framework neurónovú sieť využíva a hlavne definuje rohranie pre
jej implementáciu. Na obrázku je obojsmerná šípka medzi frameworkom a grafickým užíva-
teľským rozhraním, ktorá predstavuje práve spomínanú triedu, ktorá slúži na komunikáciu
medzi týmito dvomi modulmi.
7.3 Grafické užívateľské rozhranie
Grafické užívateľské rozhranie slúži hlavne k umožneniu jednoduchého ovládania aplikácie.
Po spustení aplikácie sa otvorí hlavné okno, ktorého najväčšiu časť zaberá hracia plocha viď
obrázok 7.2. Vo vrchnej časti okna je menu, v ktorom je možné nájsť možnosti pre uloženie
váh neurónovej siete. Možnosti uloženia a načítania sú do špecifických súborov, alebo do
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Obrázek 7.3: Okno nastavení aplikácie.
predvoleného súboru, ktorý býva v adresári aplikácie. Tento súbor môže byť iba jeden.
Tieto súbory sú závislé na konfigúrácií siete čo sa týka počtu skrytých neurónov. Pretože
na počte skrytých neurónov zavisí aj počet váh. Preto predvolený súbor vždy obsahuje váhy
iba jednej možnej konfigurácie siete. Pri pokuse načítať inú konfiguráciu siete je vyhodená
chybová hláška. Ďalej čo sa týka ďalšej časti menu, tak sú tam nastavenia a
”
štatistiky“.
Štatistiky sú veľmi jednoduché a udržujú informácie o tom, ktorý hráč (farba) koľkokrát
vyhral. Posledné dve časti menu sú ovládacie prvky hry ako možnosť spustiť hru a zmeniť
typ hráča a informácie o aplikácii.
Čo sa týka samotných nastavení, tak ich hlavný význam je spojený s možnosťami na-
stavení neurónovej siete a procesu učenia. To znamená, že sú tu možnosti nastavovania
parametrov učenia, počtu neurónov a ďalšie prvky spojené s učením. Ďalšie nastavenia
sú spojené so samotnou aplikáciou a jej ovládaním. Napríklad sú tu možnosti aktivova-
nia automatického načítavania predvoleného súboru s uložením váh siete, zvýrazňovanie
dostupných povolených ťahov, možnosť voľby typu hry. Všetky nastavenia sú viazané na
užívateľa operačného systému. Okno s nastaveniami je možné vidieť na obrázku 7.3.
Najväčšiu časť hlavného okna aplikácie tvorí hracia plocha. Na hracej ploche sú figúrky
jednotlivých hráčov. V prípade, že sa jedná o hru ľudského hráča, ovláda svoje figúrky
myšou a to konkrétne kliknutím na figúrku označí figúrkou, ktorou chce ťahať. Následne
kliknutím na iné miesto môže túto figúrku presunúť na toto miesto (ak pohyb na toto
miesto predstavuje platný ťah). V prípade, že hráč nemá k dispozícii žiadny možný pohyb,
jeho ťah je automaticky preskočený. V pravej časti okna na pravo od hracej plochy sa
nachádzajú zaznamenané posledne vykonané kroky. Je tam záznam o tom, kto krok vykonal,
akú hodnotu kocky použil na aký ťah. Nad hracou plochou sa nachádza riadok, ktorý
jednoducho informuje o tom, čo sa aktuálne deje a v akom stave sa aplikácia nachádza.
V prípade, že sa v nastaveniach zvolí typ hry ako hra s učením, tak je ideálne nastaviť typ
oboch hráčov na počítač. V tomto prípade, sa hra nedá hrať a zobrazí sa stav učenia. Okno
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so stavom učenia zobrazuje počet už odohraných hier a možnosť zastaviť proces učenia.
Je tu aj možnosť učiť sieť na základe hry ľudského hráča proti počítaču, alebo človeka
proti človeku. To síce môže byť ako výhoda, ale potrebný počet odohraných hier v tejto
kombinácii je veľmi ťažko dosiahnuteľný.
7.4 Metriky kódu aplikácie
• Počet efektívnych riadkov: 4126
• Počet súborov: 73
• Veľkosť spustiteľného súboru: 269 KB
• Veľkosť súboru knižnice neurónové siete: 14 KB
• Veľkosť súboru knižnice backgammon framework : 50 KB
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Kapitola 8
Testy
Každá správna aplikácia by mala byť otestovaná či v skutočnosti funguje ako má. Táto
kapitola sa venuje možnostiam testovania takéhoto typu aplikácie a hlavne testom. Čo
sa týka možností testovania, tak v tomto prípade je pomerne obtiažne získať výsledky,
o ktorých by sa dalo definitívne povedať, že sú úspechom. Je to z dôvodu, že sa jedná
o hru pri ktorej sa nedá jednoznačne posúdiť, či je nejaký ťah správny, alebo nie. Je možné
hru naučenej neurónovej siete len porovnať s ľudskými hráčmi. Avšak hra ľudských hráčov
je založená len na skúsenostiach a tie sa stále vyvíjajú (hlavne za posledných pár rokov).
Nie je vylúčené, že dobre naučená (hraná sama proti sebe) sieť by mohla vykonávať ťahy,
ktoré sú na prvý pohľad nesprávne a pritom môžu byť lepšie ako ťahy ľudských hráčov.
Je však možné vykonať testy na základe rozdielu hrania hry pre nenaučenú neurónovú sieť
(sieť s náhodne inicializovanými váhami) a hrania hry siete, ktorá prešla dlhým procesom
učenia.
Testovanie takejto aplikácie vyžaduje extrémne dlhý čas. Dôvodov je niekoľko a to síce,
že na to aby sa táto relatívne jednoduchá sieť (v porovnaní s ľudským mozgom) bola schopná
aspoň trochu učiť je potrebné odohrať veľmi veľké množstvo hier. Veľmi veľké množstvo
znamená sto tisíce hier. Z hľadiska komplikovanosti hry a nutnosti vždy v každom ťahu
prehľadať a otestovať všetky možné ťahy a nájsť ten najsprávnejší, to znamená, že jedna
celá hra odohraná v tíme, počítač proti počítaču znamená enormné množstvo operácií.
Aj napriek tomu, že dnešné počítače dosahujú miliardy operácií za sekundu je to náročná
úloha. Jedna celá hra na testovacej zostave trvala približne 1,5 až 5 sekúnd. Tieto časy
vyzerajú celkom prijateľné, ale pri spustení procesu učenia s dĺžkou 200 000 odohraných
hier, to znamená približne 8 dní nepretržitého behu aplikácie. Pre lepšie naučenie siete
a lepšie výsledky by mal byť tento process ešte dlhší. Tieto časy by neboli až tak zlé, ale
sú platné iba v prípade správneho nastavenia všetkých parametrov a taktiež veľmi veľa
ovplyvní úvodná inicializácia váh siete. Taktiež otázkou zostáva, ako správne použiť stopy
vhodnosti. Pretože je možné ich ponechať počas celého procesu učenia, alebo ich po určitom
počte odohraných hier vynulovať. Ďalším otáznikom je použitie a znižovanie koeficientov
učenia. Pri štandardnom učení napríklad Backpropagation sa koeficient učenia s klesajúcou
chybou väčšinou zmenšuje. Je to z dôvodu, že keď je sieť už blízko správneho výsledku
(naučenia) tak, aby sa nezačala vzďaľovať od správneho výsledku a zmeny váh boli čo
najmenšie. V tomto prípade to však možné nie je, pretože správne výsledky nie sú známe
a nie je s čím porovnávať. Otázkou teda zostáva, kedy znižovať koeficienty učenia a či
ich vôbec znižovať. Toto sa netýka len koeficientov učenia, ale aj λ parametra. Z tohto
všetkého vyplýva opakované experimentovanie s rôznymi parametrami siete, pričom každý
experiment môže trvať už spomínanú dobu, prípadne dlhšie. Aplikácia beží iba v jednom
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Hra č. Sieť č1. (300 000 hier) Sieť č2. (200 000 hier) Sieť č3.(nenaučená sieť)
1 2 1 1 - backgammon
2 1 - gammon 2 1
3 1 1 1 - gammon
4 1 - tesne 1 - gammon 1 - gammon
5 1 1 - gammon 1 - backgammon
6 1 1 - gammon 1 - backgammon
7 1 1 1 - gammon
8 1 - tesne 1 - gammon 1
9 1 - gammon 1 1 - gammon
10 1 1 - tesne 1 - tesne
11 1 - tesne 1 1 - tesne
12 1 - tesne 1 - tesne 1 - backgammon
13 1 1 - gammon 1 - gammon
14 1 1 1
15 1 1 1
Tabulka 8.1: Testy jednotlivých sietí
vlákne a vyťažuje jedno jadro procesora na 100%.
Učenie siete na tejto aplikácií bolo prevedené nasledovným spôsobom. Najskôr bolo
spustené učenie na 120 000 hrách s váhami inicializovanými medzi hodnotami -1 a 1. Počet
neurónov bol nastavený na 80 a parametre učenia boli α = 0, 7, β = 0, 1 a λ = 0, 7.
Následne bolo sputené učenie na ďalších 80 000 hrách so zmeneným λ = 0, 6. Keď prebehlo
200 000 hier bola otestovaná hra a následne bolo ešte spustených 100 000 hier s upraveným
λ = 0, 4. Počas učenia bolo nastavené nulovanie stôp vhodnosti po odohraní 20 000 hier.
Proces učenia trval približne 11 dní. Po odohraní 200 000 hier bola hra otestovaná a je
možné skonštatovať, že je vidieť stopy učenia. Je to vidieť hlavne na tom, že počítač volí
ťahy tak, že sa snaží presúvať figúrky na seba a vytvoriť tak bloky. Úroveň počítačového
hráča by sa ešte nedala nazvať úplne dokonalou, pretože nie všetky ťahy sú úplne ideálne.
Napríklad v prípade, že má počítač možnosť vyhodiť nepriateľského hráča, tak nie vždy
túto možnosť využije. Ako už bolo zmienené, tak to nemusí znamenať v každom prípade
chybu. V každom prípade rozdiel oproti nenaučenej sieti s náhodne vygenerovanými váhami
je badateľný. Ďalšie testy pokračovali po 300 000 hrách. Výsledky testov sú zverejnené
v tabuľke 8.1. Proces učenia reprezentujúci ďalších 100 000 hier nemal už veľký vplyv. Ďalej
bol spustený proces učenia s rovnakými nastaveniami parametrov ako v predchádzajúcom
prípade s jednou zmenou. Zmena sa týkala nastavení nulovania stôp vhodnosti. Pri druhom
procese učenia boli ponechané stopy vhodnosti počas celého procesu učenia a vôbec neboli
nulované. Tento process bežal 200 000 hier.
Testy prebiehali nasledovným spôsobom. Pre každý typ siete bolo odohraných 15 hier.
Boli použité 2 spomínané typy sietí a jeden s náhodnou inicializáciou (nenaučená sieť). Hry
proti sieti číslo jedna, ktorá prešla procesom učenia s 300 000 hrami boli najobtiažnejšie.
Síce sa jej podarila iba jedna výhra, ale bolo tam veľa hier, ktoré skončili tesnou prehrou
(o 1-2 figúrky). Táto sieť volila skôr defenzívny spôsob hry. To znamená, že nevyhadzovala
v každom prípade a viac sa snažila dávať figúrky na seba a vytvárať bloky. Druhá sieť, ktorá
prešla procesom učenia s 200 000 hrami, bola oveľa agresívnejšia a využívala takmer každú
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možnosť na vyhodenie protihráčovej figúrky. Vyhadzovanie súperových figúrok znamená, že
hráč dostáva vo väčšine prípadov svoje figúrky do nebezpečnej pozície, pretože tieto figúrky
osamostatní. Hra s touto sieťou bola oveľa náročnejšia a oveľa zdĺhavejšia, kvôli neustálemu
vyhadzovaniu figúrok. Pri hre s tretím typom siete bola výhra celkom jednoducho dosiahnu-
teľná bez väčšej snahy a celkom jednoducho aj so získaním gammona (výhra bez úspešného
odstránenia súperových figúriek z hracej plochy) a dokonca niekedy aj so získaním back-
gammon (protihráč má stále figúrky na bare, alebo v hráčovom domčeku). Výsledky sú
zobrazené v tabuľke 8.1. Vyhodnotenie výsledkov je subjektívne, pretože je ovplyvnené
skúsenosťami hráča s hrou backgammon. Moje skúsenosti s hrou nie sú výrazné.
V tabuľke 8.1 sú vyznačené výhry prvého hráča s číslom 1 a výhry druhého hráča s číslom
2. Za pomlčkou je bližší popis výhry. Napríklad gammon je výhra so získaním gammona
a podobne je to aj pre backgammon. Označenie výhry slovom tesne značí tesnú výhru (o 1
alebo 2 figúrky).
Aj napriek tomu, že nie je úplne jednoznačne dokázateľné, že sa jedná o skutočné učenie,
alebo nie, tak sú tu evidentné stopy po učení (aj keď len malé). Viac experimentov s rôznymi
parametrami a viac trénovaných hier by mohlo viesť k podstatne lepším výsledkom. Na záver
kapitoly sú uvedené parametre testovacej zostavy (veci, ktoré by mohli mať vplyv na výkon
aplikácie).
Testovacia zostava:
• Procesor: AMD Phenom II X6 3,2 GHz
• Pamäť: DDR3 Corsair 1600 MHz 8GB
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Kapitola 9
Možnosti rozšírenia
Možnosti rozšírenia aplikácie sa týkajú primárne modulu neurónovej siete. Vylepšenia by
sa mohli týkať napríklad použitého algoritmu pre učenie. Za zváženie by stálo aj použi-
tie evolučných algoritmov pre úpravu váh. Existujú práce, ktoré sa práve týmto zaoberajú
a pokúšali sa aplikovať tento postup na tento problém. Okrem takejto úpravy by sa mohlo
jednať napríklad o úpravu existujúceho algoritmu. Lepšie povedané o jeho vylepšenia. Sa-
motný Gerald Tesauro vytvoril tento algoritmus už v niekoľkých verziách. Posledné verzie
sú schopné naučiť neurónovú sieť hrať na úrovni svetových hráčov backgammon. Jedná sa
o využitie napríklad tzv. 2-ply. Jedná sa o to, že algoritmus v tejto práci prehľadá vždy do-
stupné stavy z aktuálneho stavu. Pri použití 2-ply by to malo fungovať tak, že sa prehľadáva
do väčšej hĺbky, teda aj možný nasledujúci stav. Keďže sa jedná o 2-ply tak sa prehľadajú
2 kroky do budúcnosti. Zaujímavým rozšírením práce by bolo naštudovať aj tieto metódy
a pokúsiť sa ich pochopiť a implementovať.
Možné vylepšenie hry sa môže týkať napríklad aj zmenou výstupu siete. Zmenou sa myslí
v tomto prípade rozšírenie výstupu. Pri aktuálnom použití je výstupom siete iba hodnota
indikujúca vhodnosť stavu pre jedného, alebo druhého hráča. Je však možné napríklad
pridať ďalšie dva výstupy, ktoré by mohli indikovať výhru so získaním gammona, alebo
dokonca backgammona. Vplyv by to malo taký, že hráč keby získal gammona, tak by sa
váhy upravili ešte výraznejšie ako pri bežnom hraní a zmeny váh by mohli znamenať to, že
hráč by sa snažil vytvárať blokády.
Ďalšia časť, ktorá by mohla dostať vylepšenie je grafické užívateľské rozhranie. Bola by
možnosť vylepšenia ovládania ako napríklad pridanie možnosti drag n drop pre premiestňo-
vanie figúrok. Taktiež by mohli byť vylepšené grafické textúry hracej plochy. Ďalej by nebolo
zlé z hľadiska výkonu pouvažovať o pridaní vlákien pre spracovanie a generovanie ťahov,
alebo pri učení siete.
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Kapitola 10
Záver
Snaha pochopiť činnosť ľudského mozgu a snaha simulovať jeho činnosť počítačmi vedú
k rôznym experimentom a výskumom v oblasti umelej inteligencie. V niektorých oblastiach
sú dosiahnuté úspechy a práve tejto oblasti sa venuje diplomová práca. Práca sa venuje ob-
lasti aplikovania mechanizmov umelej inteligencie na problém hrania nedeterministických
hier. Konkrétne sa jedná o hru backgammon a o snahu pochopiť a použiť existujúce algo-
ritmy, ktoré boli úspešne použité na tento problém. Jedná sa o kombináciu neurónových
sietí a učenia z časového rozdielu s použitím stôp vhodnosti.
Aplikácia, ktorá je súčasťou práce, úspešne implementuje najzákladnejšie riešenie tohto
problému. Toto riešenie by mohlo byť vylepšené a rozšírené na vyššiu úroveň hrania. Okrem
samotného vylepšenia algoritmov je možné vyskúšať iné konfigurácie parametrov a snažiť sa
nájsť najlepšiu konfiguráciu parametrov. Taktiež by bolo možné vyskúšať použiť algoritmy,
ktoré boli použité v tejto práci na inú hru.
Prínosom pre mňa bolo hlavne zlepšenie sa v oblasti umelej inteligencie obzvlášť v pou-
žití neurónových sietí. Pochopenie použitia a činnosti posilňovaného učenia, učenia z časo-
vého rozdielu s použitím stôp vhodnosti považujem tiež za prínos. Tieto znalosti by mohli
nájsť využitie aj v budúcnosti. Ďalším prínosom z technického hľadiska je určite zlepšenie
sa v programovaní v jazyku C#. Hlavne v možnosti spájania viacerých modulov (knižníc
dll) a vo vytváraní vlastných grafických komponent od základov.
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