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Resumo
Investigamos Problemas de Particionamento de objetos que teˆm relac¸o˜es de similaridade
entre si. Instaˆncias desses problemas podem ser representados por grafos, em que objetos
sa˜o ve´rtices e a similaridade entre dois objetos e´ representada por um valor associado
a` aresta que liga os objetos. O objetivo do problema e´ particionar os objetos de tal
forma que objetos similares pertenc¸am a um mesmo subconjunto de objetos. Nosso foco
e´ o estudo de algoritmos para clusterizac¸a˜o em grafos, onde deve-se determinar clusteres
tal que arestas ligando ve´rtices de clusteres diferentes tenham peso baixo e ao mesmo
tempo as arestas entre ve´rtices de um mesmo cluster tenha peso alto. Problemas de
particionamento e clusterizac¸a˜o possuem aplicac¸o˜es em diversas a´reas, como minerac¸a˜o
de dados, recuperac¸a˜o de informac¸a˜o, biologia computacional, entre outros. No caso ge-
ral estes problemas sa˜o NP-Dif´ıceis. Nosso interesse e´ investigar algoritmos eficientes
(com complexidade de tempo polinomial) e que gerem boas soluc¸o˜es, como Heur´ısticas,
Metaheur´ısticas e Algoritmos de Aproximac¸a˜o. Dentre os algoritmos estudados, imple-
mentamos os mais promissores e fazemos uma comparac¸a˜o de seus resultados utilizando
instaˆncias geradas computacionalmente. Por fim, propomos um algoritmo que utiliza a
metaheur´ıstica GRASP para o problema considerado e mostramos que, para as instaˆncias
de testes geradas, nosso algoritmo obte´m melhores resultados.
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Abstract
In this work we investigate Partitioning Problems of objects for which a similarity relations
is defined. Instance to these problems can be represented by graphs where vertices are
objects, and the similarity between two objects is represented by a value associated with
an edge that connects objects. The problem objective is to partition the objects such that
similar objects belong to the same subset of objects. We study clustering algorithms for
graphs, where clusters must be determined such that edges connecting vertices of different
clusters have low weight while the edges between vertices of a same cluster have high
weight. Partitioning and clustering problems have applications in many areas, such as data
mining, information retrieval, computational biology, and others. Many versions of these
problems are NP-Hard. Our interest is to study efficient algorithms (with polynomial time
complexity) that generate good solutions, such as Heuristics, Approximation Algorithms
and Metaheuristics. We implemented the most promising algorithms and compared their
results using instances generated computationally. Finally, we propose a GRASP based
algorithm for the partition and clustering problem and show that, for the generated test
instances, our algorithm achieves better results.
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Cap´ıtulo 1
Introduc¸a˜o
Problemas de otimizac¸a˜o tem como objetivo encontrar um ponto ma´ximo ou mı´nimo de
uma func¸a˜o definida sobre um certo domı´nio. Em problemas de otimizac¸a˜o combinato´ria
temos que o espac¸o de soluc¸o˜es para uma instaˆncia e´ tipicamente finito e pode facilmente
ser enumerado. Apesar disso, tentar encontrar a melhor soluc¸a˜o de um problema de
otimizac¸a˜o combinato´ria, testando todos os elementos do domı´nio, mostra-se invia´vel na
pra´tica pois o domı´nio e´ exponencial em relac¸a˜o ao tamanho da instaˆncia. Ale´m disso,
sob a hipo´tese de que P 6=NP, na˜o e´ esperado encontrar algoritmos exatos eficientes (com
complexidade de tempo polinomial) para problemas NP-dif´ıceis.
Em resposta a` dificuldade computacional de se encontrar soluc¸o˜es o´timas para muitos
dos problemas de otimizac¸a˜o combinato´ria, foram elaborados me´todos que abrem ma˜o da
otimalidade em troca de soluc¸o˜es consideradas “boas” e que possam ser obtidas eficiente-
mente. Em muitas ocasio˜es, percebe-se que, na falta de uma soluc¸a˜o o´tima do problema,
pode-se utilizar a melhor soluc¸a˜o dispon´ıvel. Com isso, me´todos eficientes que encon-
trem soluc¸o˜es na˜o necessariamente o´timas, mas suficientemente boas podem ser muito
u´teis. Dentre esses me´todos, destacamos heur´ısticas, programac¸a˜o inteira e algoritmos
aproximados e probabil´ısticos.
Em programac¸a˜o inteira, formulamos o problema considerado como um programa
linear onde algumas ou todas as suas varia´veis devem assumir valores inteiros. A resoluc¸a˜o
de um programa linear inteiro (PLI) geralmente se da´ por meio da resoluc¸a˜o relaxada do
PLI, e, em seguida, da aplicac¸a˜o de um algoritmo de branch and bound para obtenc¸a˜o de
uma soluc¸a˜o inteira. Outros me´todos tambe´m podem ser usados para obtenc¸a˜o de uma
soluc¸a˜o inteira. Durante a busca por uma soluc¸a˜o inteira va´lida, pode-se varrer o espac¸o
de busca ate´ que uma soluc¸a˜o o´tima seja encontrada (e provada o´tima), ou pode-se achar
uma soluc¸a˜o inteira suficientemente boa e parar com a busca. Nesse u´ltimo caso, na˜o se
pode afirmar que a soluc¸a˜o seja o´tima. Mais detalhes sobre programac¸a˜o inteira podem
ser encontrados em [47, 56].
1
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Outra estrate´gia para lidar com tais problemas de otimizac¸a˜o combinato´ria sa˜o os Al-
goritmos de Aproximac¸a˜o. Algoritmos de Aproximac¸a˜o foram desenvolvidos para superar
a dificuldade que ha´ na tentativa de tratar problemas NP-Dif´ıceis. Apesar desses algorit-
mos na˜o necessariamente retornarem uma soluc¸a˜o o´tima para o problema, espera-se que
sejam encontradas, eficientemente, soluc¸o˜es com boa qualidade. Um diferencial que ha´
nos algoritmos de aproximac¸a˜o e´ a garantia de sempre encontrar uma soluc¸a˜o cujo o valor
guarda uma relac¸a˜o pre´-estabelecida com o valor o´timo.
Quanto as heur´ısticas, elas englobam va´rias te´cnicas de resoluc¸a˜o de problemas que
obte´m soluc¸o˜es na˜o necessariamente o´timas. Dentre as va´rias te´cnicas, citamos a busca
tabu, algoritmos gene´ticos e GRASP. Para mais informac¸o˜es sobre heur´ısticas, veja [45].
Heur´ısticas fornecem soluc¸o˜es sem um limite formal de qualidade, ao contra´rio de soluc¸o˜es
geradas por algoritmos aproximados. Ainda assim, na pra´tica, o uso de heur´ısticas tem
sido promissor para a obtenc¸a˜o de soluc¸o˜es de boa qualidade.
Considerando os me´todos para se encontrar soluc¸o˜es boas para os va´rios problemas de
otimizac¸a˜o combinato´ria, teremos, neste trabalho, interesse em investigar problemas de
particionamento. O objetivo desse problema e´ particionar um dado conjunto de objetos
de maneira que objetos “similares” pertenc¸am a` mesma parte, enquanto objetos em partes
distintas sejam menos “similares” [40]. Tais problemas aparecem na literatura de maneira
bem variada. Isso ocorre principalmente devido ao grande nu´mero de aplicac¸o˜es existentes,
cada uma com uma definic¸a˜o apropriada da func¸a˜o de “similaridade”. Os problemas
considerados sa˜o NP-dif´ıceis e, portanto, e´ improva´vel que sejam encontrados algoritmos
exatos eficientes.
Existem diversas aplicac¸o˜es para problemas de particionamento. Em processamento
de imagens por exemplo, ha´ problemas de segmentac¸a˜o de imagens que podem ser re-
solvidos atrave´s de problemas de Particionamento. Neste caso, cada pixel da imagem
corresponde a um objeto. A vizinhanc¸a de cada objeto corresponde aos pixeis vizinhos a
este. Gostar´ıamos de simplificar ou alterar a representac¸a˜o de uma imagem em algo mais
significativo e fa´cil de analisar. Sendo assim, os pixeis sera˜o separados em regio˜es distin-
tas. Pixeis de uma mesma regia˜o sa˜o similares em relac¸a˜o a alguma caracter´ıstica comum,
como cor, intensidade ou textura. Regio˜es adjacentes sa˜o significadamente diferentes em
relac¸a˜o a essas caracter´ısticas. Podemos montar um grafo de similaridade considerando
os pixeis como ve´rtices/objetos e com arestas com pesos indicando relac¸o˜es de similaridade
entre as caracter´ısticas comuns dos pixeis. Pixeis vizinhos devem ter uma similaridade
alta, pois possivelmente possuem caracter´ısticas comuns, ja´ pixeis na˜o vizinhos devem ter
similaridade baixa pois provavelmente na˜o possuem as mesmas caracter´ısticas.
Outro problema real que pode ser modelado como um problema de particionamento
e´ encontrar subconjuntos de pa´ginas da Web que esta˜o relacionadas entre si. Com o
aumento de informac¸o˜es divulgadas na Internet, tornou-se importante considerar a relac¸a˜o
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entre as pa´ginas da Web para a busca de informac¸o˜es mais espec´ıficas. No passado,
me´todos de busca de informac¸a˜o (information retrieval) consideravam documentos como
conjuntos de palavras (em geral baseados em modelo vetorial) de maneira independente.
Hoje, como o nu´mero de documentos dispon´ıveis na Internet e´ significativamente maior,
e´ importante tambe´m levar em conta as relac¸o˜es obtidas pelos links apontados por cada
pa´gina. Atualmente, ha´ mais de 10 bilhoes de pa´ginas na internet e cada uma conte´m
em torno de 10 links para outras pa´ginas. Ale´m disso, a estrutura e conteu´do da Internet
muda rapidamente: mais de 20% das pa´ginas mudam por dia e 10% das pa´ginas teˆm no
ma´ximo uma semana de criac¸a˜o [13, 51]. Tais nu´meros indicam que e´ necessa´rio buscar
algoritmos ra´pidos para instaˆncias gigantescas.
Outras aplicac¸o˜es relevantes para problema de particionamento ocorrem na divisa˜o
de programas em partes (trechos de co´digo) para serem executadas em computadores
paralelos (ou computadores com va´rios nu´cleos), no Particionamento em Redes Wireless
Ad Hoc [49], e na ana´lise de dados de uma expressa˜o de genes baseada em partic¸a˜o [59, 8].
1.1 Organizac¸a˜o da Dissertac¸a˜o
Inicialmente, no Cap´ıtulo 2, apresentaremos as func¸o˜es de avaliac¸a˜o de particionamento
consideradas neste trabalho e uma breve discussa˜o sobre cada uma delas.
No Cap´ıtulo 3 e´ discutido os algoritmos mais promissores para o problema de particio-
namento em grafos. Inicialmente, discuti-se os conceitos gerais de Clusterizac¸a˜o Espectral
(Spectral Clustering) para que, em seguida, possamos apresentar algoritmos espec´ıficos.
No Cap´ıtulo 4 propomos um algoritmo utilizando a metaheur´ıstica GRASP para o
problema tratado neste trabalho.
Ale´m disso, no Cap´ıtulo 5, descreveremos como as instaˆncias de testes foram geradas, o
procedimento para a realizac¸a˜o dos testes computacionais e a comparac¸a˜o dos algoritmos
estudados neste trabalho.
Por fim, no Cap´ıtulo 6, sa˜o feitas as considerac¸o˜es finais e sugesto˜es para trabalhos
futuros.
1.2 Problemas de Clusterizac¸a˜o e Particionamento
Vamos considerar o problema de particionamento de um grafo. Neste trabalho, tambe´m
chamaremos esse problema de clusterizac¸a˜o. Temos um grafo G = (V,E) com pesos nas
arestas que indicam a similaridade entre os pares de ve´rtices. O objetivo e´ encontrar uma
partic¸a˜o de ve´rtices, de forma que cada parte, ou cluster, tenha arestas entre ve´rtices
internos com peso alto e o peso das arestas entre ve´rtices de clusteres diferentes seja
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baixo.
De maneira trivial, podemos varrer exaustivamente o conjunto de todos os particio-
namentos poss´ıveis, na busca pelo particionamento o´timo de um grafo. Entretanto, para
isso, e´ necessa´rio lidar com uma importante questa˜o: o que exatamente e´ um particiona-
mento o´timo de um grafo? Para responder a essa questa˜o, e´ necessa´rio definir uma func¸a˜o
de avaliac¸a˜o do particionamento. Ha´ va´rios trabalhos que investigam essas func¸o˜es. As
func¸o˜es de avaliac¸a˜o mais conhecidas, no aˆmbito de clusterizac¸a˜o, em geral, consideram
que os objetos esta˜o representados como pontos no espac¸o Rn e que cada cluster contenha
um ve´rtice central. Dessa forma, podemos medir um particionamento calculando a soma
do quadrado da distaˆncia de cada ponto ate´ o centro mais pro´ximo. Podemos tambe´m,
calcular a soma da distaˆncia de cada ponto ate´ o centro mais pro´ximo ou calcular a maior
distaˆncia de um ponto ate´ o centro mais pro´ximo. Quanto menores forem esses valores
calculados para uma mesma instaˆncia, melhor sera´ a qualidade do particionamento.
Um fato importante sobre as func¸o˜es de avaliac¸a˜o encontradas na literatura e´ que na˜o
ha´ um consenso sobre qual a melhor func¸a˜o para o problema de particionamento. Todas,
de alguma forma, possuem exemplos de instaˆncias que apresentam partic¸o˜es diferentes
daquelas percebidas intuitivamente, ou seja, dado uma instaˆncia do problema de partici-
onamento com uma partic¸a˜o que, intuitivamente e´ a “melhor” poss´ıvel, o algoritmo que
otimiza uma dada func¸a˜o de avaliac¸a˜o encontra uma outra partic¸a˜o. No artigo [34] sa˜o
discutidas falhas em algumas func¸o˜es de avaliac¸a˜o existentes e tambe´m e´ desenvolvida
uma func¸a˜o bicriteriosa com o objetivo de evitar tais falhas.
Na˜o e´ encontrada uma func¸a˜o de avaliac¸a˜o completamente aceita para o problema de
particionamento em grafos. Entretanto, dado um particionamento C = {C1, ..., Ck} de
V , dizemos que ele e´ um “bom” particionamento se cada subgrafo induzido por cada Ci
e´ denso, para 1 ≤ i ≤ k, e, existe pouca conectividade entre os ve´rtices desse subgrafo e
os ve´rtices no resto do grafo.
Essa relac¸a˜o entre os ve´rtices internos de um subgrafo e todos os outros ve´rtices apre-
senta um paradigma geral para particionamento. Esse paradigma relaciona a densidade
intracluster, definida como a soma dos pesos das arestas internas do subgrafo induzido por
Ci, a` esparsidade intercluster, definida como a soma das arestas que saem do subgrafo,
ou seja, as arestas do corte induzido pelo particionamento.
Se definirmos uma func¸a˜o na˜o negativa f , que mede a densidade intracluster e uma
func¸a˜o g, tambe´m na˜o-negativa, que mede a esparsidade intercluster, podemos definir
um bom ind´ıcio para mensurar a qualidade de um cluster. Denotaremos esse ind´ıcio de
index(C) [12], onde C representa um subgrafo induzido. A fim de normalizar a dimensa˜o
de index(C), e´ definida outra func¸a˜o na˜o negativa, N(G), dependente apenas do grafo
de entrada. A func¸a˜o N(G) pode ser a soma das func¸o˜es f e g aplicadas a todos os
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particionamentos do grafo, por exemplo, segue a composic¸a˜o da func¸a˜o index(C).
index(C) =
f(C) + g(C)
N(G)
(1.1)
Nosso objetivo e´ encontrar partic¸o˜es que maximizem a densidade intracluster e que
tambe´m maximizem a esparsidade intercluster.
1.2.1 Problema Correlato
Existem problemas que sa˜o bastante semelhantes ao particionamento. Um problema
correlato, que destacaremos, e´ o problema de classificac¸a˜o. Devido a` similaridade entre
a classificac¸a˜o e o particionamento, muitas das estrate´gias para encontrar uma soluc¸a˜o
para o problema de classificac¸a˜o podem ser u´teis para o problema de particionamento. A
seguir, descrevemos um pouco mais sobre o problema de classificac¸a˜o.
Problema de Classificac¸a˜o
Em problemas de classificac¸a˜o, temos um conjunto P de n objetos que desejamos classificar
e um conjunto L de k poss´ıveis labels. Uma atribuic¸a˜o de labels para P e´ uma func¸a˜o
f : P → L, que atribui um label para cada objeto. Considere tambe´m um grafoG = (P,E)
com pesos nas arestas, sendo que cada ve´rtice corresponde a um elemento de P .
A qualidade da classificac¸a˜o dos objetos e´ baseada na contribuic¸a˜o de dois conjuntos
de termos. O primeiro termo se refere ao custo de se atribuir um label i ∈ L para cada
objeto p ∈ P . Denotamos por c(p, i) o custo de atribuic¸a˜o de um label i ∈ L a um objeto
p ∈ P . O segundo termo e´ o valor pago para separar pares de objetos em labels distintos,
o que e´ calculado da seguinte forma: dada uma func¸a˜o de distaˆncia d(i, j) entre labels i,
j de L e o peso we de cada aresta e = (p, q) de E, o custo da separac¸a˜o e´ wed(f(p), f(q)).
O custo total de uma atribuic¸a˜o f e´
Q(f) =
∑
p∈P
c(p, f(p)) +
∑
e=(p,q)∈E
wed(f(p), f(q)). (1.2)
No problema de classificac¸a˜o o objetivo e´ minimizar o custo Q(f).
Existem muitas variac¸o˜es do problema de classificac¸a˜o. Em geral, essas variac¸o˜es
dizem respeito a diferentes func¸o˜es de distaˆncia entre elementos do conjunto L.
Dizemos que (L, d) e´ uma me´trica se, e somente se, para todo trio i, j, k ∈ L, valem
d(i, i) = 0, d(i, j) > 0, se i 6= j, d(i, j) = d(j, i) e d(i, j) + d(j, k) ≥ d(i, k). Ale´m disso,
dizemos que (L, d) e´ uma me´trica uniforme quando d(i, j) = 1, se i 6= j, e d(i, j) = 0
caso contra´rio. Em uma me´trica linear, os labels sa˜o numeradas consecutivos, i.e, L =
{1, 2, ..., k}, e a func¸a˜o de distaˆncia e´ definida como d(i, j) = |i− j|. Uma me´trica linear
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truncada e´ definida como uma func¸a˜o d(i, j) = min{M, |i − j|}, onde M e´ um valor
ma´ximo.
1.3 Revisa˜o Bibliogra´fica
A meta da revisa˜o bibliogra´fica foi fazer um levantamento de trabalhos que apresentam
algoritmos para o problema de particionamento. Entre os va´rios artigos encontrados,
demos prefereˆncia a`queles que consideravam a entrada do problema como um grafo e que,
a princ´ıpio, poderiam apresentar uma melhor aplicabilidade pra´tica (algoritmos ra´pidos).
Embora nem todos os trabalhos apresentem algoritmos com garantia de aproximac¸a˜o,
acreditamos que eles podem levar a bons resultados pra´ticos.
Nesta sec¸a˜o, descrevemos os va´rios artigos estudados.
1.3.1 Algoritmos Heur´ısticos
A Graph-Based Clustering Method and Its Applications [23] - 2007: Neste
artigo, sa˜o tratados problemas de clusterizac¸a˜o em que apenas parte dos dados sa˜o in-
teressantes para a aplicac¸a˜o. Isso acontece quando entre os elementos de interesse esta˜o
presentes “ru´ıdos”. “Ru´ıdos” sa˜o elementos que na˜o fazem parte dos dados de interesse
e sa˜o bastante dissimilares a qualquer outro elemento. Algoritmos que pressupo˜em uma
distribuic¸a˜o esfe´rica (ou Gaussiana) falham ao detectar clusteres em dados com ru´ıdos,
pois os “elementos ruidosos” podem estar inclusos dentro da mesma distribuic¸a˜o.
Algoritmos que representam os elementos como um grafo sa˜o bons para tratar proble-
mas de clusterizac¸a˜o com “elementos ruidosos”. O algoritmo de clusterizac¸a˜o proposto
no artigo [23] (Fuzzy C-means MST Clustering algorithm – FMC) tem como entrada um
grafo, onde cada elemento e´ representado por um ve´rtice e a relac¸a˜o entre cada par de
elementos e´ uma aresta. O grafo possui pesos nas arestas que relacionam pares de ele-
mentos. Quanto maior o peso da aresta que representa a relac¸a˜o do par, maior sera´ a
similaridade entre os elementos desse par.
O algoritmo FMC e´ baseado no algoritmo descrito por Zahn [60]. O algoritmo de Zahn
constro´i uma a´rvore geradora mı´nima do grafo. Depois disso, arestas com peso inferior
a um limiar pre´-definido λ sa˜o removidas. Cada componente conexo da a´rvore geradora
mı´nima define os clusteres resultantes do algoritmo.
O problema da utilizac¸a˜o do algoritmo proposto por Zahn e´ a necessidade de determi-
nar um limiar λ. Esse limiar e´ bastante espec´ıfico do problema; grafos diferentes podem
requerer valores de λ diferentes. A proposta do artigo e´ enta˜o descartar a necessidade
deste limiar e, para isso, o problema e´ reformulado como o particionamento do conjunto
de arestas da a´rvore geradora mı´nima em dois clusteres, de acordo com o peso. Dentre
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os dois clusteres gerados, um cluster contera´ as arestas com os menores pesos e tera´ as
arestas preservadas na a´rvore geradora mı´nima. As arestas do outro cluster, que teˆm peso
alto, sera˜o removidas da a´rvore geradora mı´nima.
O procedimento do algoritmo FMC e´ semelhante ao algoritmo de Zahn. A diferenc¸a
esta´ na auseˆncia do limiar λ para determinar as arestas com peso alto. No final, apo´s a
remoc¸a˜o das arestas, cada componente conexo correspondera´ a um cluster.
Para particionar as arestas da a´rvore geradora mı´nima em dois clusteres, e´ utilizado
o algoritmo Fuzzy C-Means (FCM). FCM e´ uma te´cnica de clusterizac¸a˜o baseada na
minimizac¸a˜o da seguinte func¸a˜o objetivo:
Jm =
N∑
i=1
C∑
j=1
umij (xi − cj)2, (1.3)
onde m e´ um nu´mero real maior do que um, xi e´ o peso da i-e´sima aresta da a´rvore
geradora mı´nima, cj e´ o valor do centro do cluster j, uij e´ o grau de relacionamento da
i-e´sima aresta com o cluster j, C e´ o nu´mero de clusteres (no caso C = 2) e N e´ o nu´mero
de objetos (arestas) a serem clusterizados.
O algoritmo FCM prossegue em um me´todo iterativo com o objetivo de minimizar a
Func¸a˜o (1.3) e esta´ descrito no algoritmo 1. Inicialmente, os graus de relacionamento sa˜o
atribu´ıdos aleatoriamente. A cada iterac¸a˜o o grau de relacionamento uij e o centro do
cluster cj sa˜o atualizados da seguinte maneira:
uij =
1
C∑
k=1
(
xi − cj
xi − ck
) 2
m−1
e cj =
N∑
i=1
umijxi
N∑
i=1
umij
. (1.4)
O algoritmo para quando:
max
ij
{|u(k+1)ij − u(k)ij |} < ,
onde  e´ um paraˆmetro que define o crite´rio de parada e os graus de relacionamento
8 Cap´ıtulo 1. Introduc¸a˜o
correspondem a seus valores nas iterac¸o˜es de ı´ndices (k) e (k + 1).
Algoritmo 1: Fuzzy C-Mean (FCM)
Inicialize a matriz U = [uij] aleatoriamente, obtendo U
(0);1
Na k-e´sima iterac¸a˜o, calcule o vetor central C(k) = [cj] com U
(k):2
cj =
∑N
i=1 u
m
ijxi∑N
i=1 u
m
ij
;
Atualize U (k), obtendo U (k+1):3
uij =
1∑C
k=1
(
xi−cj
xi−ck
) 2
m−1
;
Se max{|u(k+1)ij − u(k)ij |} < , enta˜o PARE, caso contra´rio retorne ao passo 2 ;4
Apo´s a realizac¸a˜o do algoritmo FCM, todas as arestas da a´rvore geradora mı´nima sa˜o
separadas em dois clusteres. Cada aresta i sera´ atribu´ıda a algum cluster r, tal que:
r = arg max
j
uij.
Em seguida, sa˜o removidas da a´rvore geradora mı´nima todas as arestas que pertencem
ao cluster s de maior centro, isto e´:
s = arg max
j
cj
O me´todo proposto no artigo pode ser descrito da seguinte maneira:
1. Construa um grafo completo G = (V,E) a partir de um conjunto S ⊆ Rd tal que
• cada ve´rtice vi ∈ V corresponda um elemento i ∈ S;
• cada aresta e = (vi, vj) ∈ E possui um peso we = d(i, j), onde d(i, j) e´ a
distaˆncia entre i e j no espac¸o Rd.
2. Determine a a´rvore geradora mı´nima de G.
3. Remova da a´rvore geradora mı´nima as arestas peso maior que  usando o algoritmo
FCM.
Por fim, os clusteres resultantes do algoritmo sa˜o definidos a partir de cada componente
conexo da a´rvore geradora mı´nima.
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O valor  deve ser determinado anteriormente, entretanto, e´ descrito no trabalho de
Pasquale et al. [23] que o valor de  e´ independente do grafo de entrada. Os testes do
artigo foram realizados para  = 0, 5.
Alem disso, o algoritmo FMC foi comparado com treˆs outros algoritmos: Markov Clus-
tering Algorithm (MCL), Iterative Conductance Cutting Algorithm (ICC) e o Geometric
MST Clustering Algorithm (GMC). A comparac¸a˜o foi realizada comparando o desempe-
nho dos algoritmos em instaˆncias reais. Dois domı´nios de aplicac¸o˜es foram consideradas:
clusterizac¸a˜o cenas de aˆncoras em v´ıdeo de noticia´rio e detecc¸a˜o de microcalcificac¸a˜o em
imagens de mamografia.
Para fins de comparac¸a˜o dos resultados, foram utilizadas medidas que avaliam a efe-
tividade da detecc¸a˜o dos clusteres. Basicamente, essas medidas relacionam a quantidade
de verdadeiros positivos, que sa˜o os clusteres corretamente detectados; o nu´mero de fal-
sos positivos, que sa˜o os clusteres detectados que na˜o fazem parte da soluc¸a˜o o´tima; e o
nu´mero de falsos negativos, que sa˜o aqueles clusteres na˜o detectados pelo algoritmo.
Para essas medidas, o algoritmo FCM apresentou resultados superiores aos outros al-
goritmos. O algoritmo ICC mostrou-se inadequado para esses tipos de problemas, tendo
resultados inferiores. Os outros algoritmos, MCL e GMC apresentaram bons resultados.
1.3.2 Algoritmos Aproximados para os Problemas K-Means, K-
Median e K-Center
Um dos me´todos de clusterizac¸a˜o mais estudados e´ o problema dos k-means. O problema
e´ definido da seguinte forma. Dado um conjunto P de n pontos no espac¸o Rd com d
dimenso˜es e um inteiro k, o objetivo e´ determinar o conjunto de k pontos em Rd, cha-
mados centros, tais que a soma dos quadrado da distaˆncia de cada ponto de P ate´ o
centro mais pro´ximo seja minimizada. Para o problema k-median, o objetivo e´ minimi-
zar a soma da distaˆncia de cada ponto de P ate´ o centro mais pro´ximo. No problema do
k-center, o objetivo e´ minimizar a maior distaˆncia de um ponto ate´ o centro mais pro´ximo.
A Local Search Approximation Algorithm for k-Means Clustering [35] -
2002: O algoritmo de aproximac¸a˜o apresentado neste artigo assume que e´ gerado um
conjunto C contendo os candidados a centros, sendo que os k centros podem ser esco-
lhidos desse conjunto. Matousek [43] mostrou que o conjunto C de candidatos a centros
pode ser escolhido como uma −aproximac¸a˜o para o conjunto de centroides com tama-
nho O(n−d log(1

)) e com tempo O(n log n + n−d log 1

). O algoritmo de aproximac¸a˜o
opera selecionando um conjunto inicial S com os k centros selecionados do conjunto de
centros candidatos C e, em seguida, tentando melhorar a soluc¸a˜o com a troca de um
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centro de s ∈ S por um elemento s′ ∈ C − S. Essa troca de centros e´ realizada ate´ que
nenhuma melhora ocorra. No artigo, e´ tambe´m apresentada uma maneira eficiente para
realizar a troca. O fator de aproximac¸a˜o de 9 +  e´ obtido com a realizac¸a˜o de va´rias
trocas simultaˆneas, diferentemente da te´cnica de uma simples troca, que fornece uma
(25 + )−aproximac¸a˜o (trabalho de Arya [4]).
A constant-factor approximation algorithm for the k-median problem [14]
- 1999: Neste artigo, e´ tratado o problema k-median com me´trica. O algoritmo utiliza
arrendondamento da soluc¸a˜o relaxada de um programa linear. E´ demonstrado um fator
de aproximac¸a˜o 4−aproximac¸a˜o.
A Simple Linear Time (1+ )−Approximation Algorithm for k-Means Clus-
tering in Any Dimensions [39] - 2004 Neste artigo, e´ apresentado um algoritmo
(1 + )−aproximado para o problema dos k-means. Tratando k e  como constantes (caso
contra´rio o algoritmo e´ exponencial em k), o tempo de execuc¸a˜o e´ de O(nd), onde n e´ o
nu´mero de pontos e d o nu´mero de dimenso˜es. A ide´ia principal do algoritmo e´ que, dado
um conjunto de pontos, seus centro´ides podem ser muito bem aproximados por amostras
de um nu´mero constantes de pontos. O algoritmo utiliza um fato importante, chamado
de (k, )−reducibilidade. Seja P um conjunto de n pontos no espac¸o Rd e ∆k(P ) o custo
da soluc¸a˜o o´tima para o problema dos k-means em relac¸a˜o a P . Um problema e´ dito
(k, )−redut´ıvel se ∆k−1(P ) ≤ (1 + 32)∆k(P ). Isso significa que a soluc¸a˜o o´tima com
k − 1 me´dias e´ no ma´ximo (1 +O(e)) da soluc¸a˜o o´tima com k me´dias.
Local Search Heuristics for k-median and Facility Location Problems [4] -
2002: Neste artigo, e´ apresentado um algoritmo que utiliza te´cnica de busca local para
resolver o problema dos k-median. O procedimento de busca local tenta, em cada iterac¸a˜o,
melhorar uma soluc¸a˜o via´vel inicial. Para melhorar uma soluc¸a˜o inicial, a u´nica operac¸a˜o
permitida e´ o procedimento de troca de centros. A troca de centros e´ simplesmente a
remoc¸a˜o de um centro s ∈ S (S e´ o conjunto de k centros da soluc¸a˜o inicial) e a adic¸a˜o
de um novo centro s′ /∈ S. E´ demonstrado que o procedimento de busca local com trocas
simples (apenas um centro e´ trocado em cada iterac¸a˜o) tem um fator de aproximac¸a˜o 5.
E´ demonstrado tambe´m uma generalizac¸a˜o do algoritmo que considera mu´ltiplas trocas
de centros realizadas simultaneamente em cada iterac¸a˜o. Essas mu´ltiplas trocas garantem
um fator de aproximac¸a˜o de exatamente 3 + 2
k
.
Approximation Algorithms for clustering and related problems [58] - Tese
de Doutorado - 2006: Na tese de Xu [58] sa˜o apresentados algoritmos de aproximac¸a˜o
para problemas correlatos a` clusterizac¸a˜o. Damos destaque para o problema dos k-centros
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(k-center) com grupo de informac¸o˜es prescritas (k-center problem with prescribed grouping
information - KCWPGI). Nesse problema, e´ dada como entrada uma colec¸a˜o de conjuntos
de pontos em Rd, S1, S2, ..., Sn, e um inteiro k ≥ 1. O objetivo e´ encontrar as k esferas
congruentes de raio mı´nimo, B∗1 , B
∗
2 , ..., B
∗
k, tais que, para cada conjunto de pontos Si,
1 ≤ i ≤ n, exista uma bola B∗ji envolvendo todos os pontos em Si.
Um primeiro algoritmo para KCWPGI apresentado na tese e´ uma 3−aproximac¸a˜o
com complexidade de tempo O(m + n log k), onde m =
∑n
j=1 |Sj|. O algoritmo funciona
da seguinte forma: e´ dado como entrada um conjunto de n centros CB = {c1, ..., cn},
tais que cada conjunto de pontos Sj esta contido em uma esfera com centro cj e raio rj;
e´ escolhido aleatoriamente um ponto ci1 de CB como o centro do primeiro cluster e em
seguida e´ escolhido o ponto ci2 mais distante de ci1 como o centro da segunda bola; esse
processo de escolha e´ repetido ate´ que todos os k centros sejam identificados. Uma vez
que os k centros forem identificados, para cada 1 ≤ j ≤ k, o cluster Cj contera´ todo
conjunto Sl cujo centro cl e´ mais perto de cij do que de qualquer outro centro.
Ale´m do algoritmo acima, sa˜o apresentados tambe´m algoritmos com melhoras no fator
de aproximac¸a˜o para o problema KCWPGI. As melhoras correspondem a um algoritmo
(1 +
√
3)− aproximado e com tempo O(km) e uma (2 + )−aproximac¸a˜o com tempo
O(dm

+ 2O(k log
k

)dn+ (1

)5n).
Uma peculiaridade do problema estudado e´ a entrada. Sa˜o dados como entrada n
conjuntos de pontos. Os algoritmos devem calcular os n centros correspondentes a cada
conjunto de pontos. Portanto, ale´m do tempo para encontrar os k clusteres, tambe´m deve
ser considerado o tempo para encontrar os n centros de cada conjunto de pontos.
Quick k-Median, k-Center, and Facility Location for Sparse Graphs. [53] -
2005: Neste trabalho, e´ apresentado um algoritmo com fator de aproximac¸a˜o constante e
complexidade de tempo e espac¸o O˜(m), sendo m o nu´mero de arestas do grafo G = (V,E),
dado como entrada. A notac¸a˜o O˜ significa que ignoramos o fator logar´ıtmico. O fator de
aproximac¸a˜o do algoritmo e´ de 12+o(1) para k-median, 2 para k-center e 3+o(1) para fa-
cility location. Segundo o pro´prio autor do trabalho [53], o algoritmo com fator de tempo
e espac¸o de O˜(m) para o problema k-median e´ bastante complicado e improva´vel de ter
relevaˆncia na pra´tica. Entretanto, no desenvolvimento do trabalho, tambe´m e´ apresen-
tado um algoritmo simples para prover um conjunto com tamanho O(k) de candidatos a
centros. E´ garantido que esse conjunto contenha pelo menos um subconjunto de k centros
com no ma´ximo duas vezes o custo da soluc¸a˜o o´tima. Esse algoritmo pode ser usado como
pre´-processamento para outros algoritmos que resolvem o problema k-median. Utilizando
o como pre´-processamento do algoritmo proposto por Jain e Vazirani [33] para o problema
k-median, e´ encontrado o fator de aproximac¸a˜o de 12 + o(1), com tempo de O˜(kn).
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The Reverse Greedy Algorithm For The Metric k-median Problem [16].
- 2006: O algoritmo Reverse Greedy para o problema k-median e´ um algoritmo bem
simples e trabalha de forma gulosa. Podemos descrever o funcionamento do algoritmo da
seguinte maneira: Primeiro, ele considera cada ponto como um centro. Em cada passo, e´
escolhido o ve´rtice cuja a remoc¸a˜o deixe o menor valor da soma da distaˆncia de um ponto
ate´ o centro mais pro´ximos ainda na˜o removido. O algoritmo para quando restarem k
centros. Neste artigo, a principal contribuic¸a˜o e´ provar que, se a func¸a˜o de distaˆncia entre
os pontos obedecem a uma me´trica, enta˜o o fator de aproximac¸a˜o do algoritmo esta´ entre
Ω( logn
log logn
) e O(log n).
Approximating k-Median with Non-Uniform Capacities. [18] - 2005: Neste
artigo, e´ considerado o problema k-median com capacidade. Como o problema k-median
com capacidade e´ semelhante ao problema facility location, a notac¸a˜o para definir a en-
trada do facility location e´ utilizada na definic¸a˜o da entrada do problema k-median com
capacidade. No artigo, a entrada do problema e´ o conjunto de clientes C (ou conjunto
de pontos), um conjunto de potenciais facilidades (conjunto de centros), uma func¸a˜o na˜o
negativa u que atribui capacidade a cada facilidade, u : F → N, uma me´trica d em
C ∪F e um inteiro positivo k. A sa´ıda deseja´vel e´ um subconjunto de facilidades abertas
F ′ ∈ F de tamanho no ma´ximo k e a atribuic¸a˜o de clientes para as facilidades abertas
ϕ : C → F ′ tal que, para todo i ∈ F ′, |ϕ−1(i)| ≤ u(i). O objetivo e´ minimizar o custo
da atribuic¸a˜o total
∑
j∈C d(j, ϕ(j)). No problema facility location, e´ incluido o custo de
abrir cada facilidade.
No artigo, e´ apresentado um algoritmo aproximado para o problema facility location
que utiliza te´cnica primal-dual. O mesmo algoritmo foi usado na aproximac¸a˜o do pro-
blema k-median com capacidade. O algoritmo e´ dividido em duas fases. Na primeira fase,
o objetivo e´ encontrar uma soluc¸a˜o via´vel no dual e, na segunda fase, a soluc¸a˜o sera´ conver-
tida em uma soluc¸a˜o que satisfac¸a as restric¸o˜es relaxadas do primal. Na ana´lise realizada
no artigo, o algoritmo encontra uma soluc¸a˜o com o custo no ma´ximo 40 vezes o o´timo e a
capacidade de cada facilidade pode ser extrapolada no ma´ximo 50 vezes o valor permitido.
Approximation Algorithms for Metric Facility Location and k-Median Pro-
blems Using the Primal-Dual Schema and Lagrangian Relaxation. [33] - 2001:
Neste artigo, e´ apresentado um algoritmo para o problema facility location com me´trica
(i.e. satisfaz desigualdade triangular) e o problema k-median com me´trica. E´ alcanc¸ada
uma garantia de aproximac¸a˜o de 3 para o problema de facility location com me´trica e 6
para k-median com me´trica. Os tempos de execuc¸a˜o sa˜o respectivamente O(m logm) e
O(m logm(L + log(n))), onde m e´ nu´mero total de arestas, n o nu´mero de ve´rtices e L
e´ o numero de bits necessa´rios para representar o custo de conexa˜o. Para k-medianas, o
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custo de conexa˜o e´ o peso nas arestas.
A ide´ia principal do algoritmo e´ utilizar o esquema primal-dual para obter a apro-
ximac¸a˜o. O algoritmo para resolver o problema k-median utiliza como sub-rotina o algo-
ritmo que resolve o problema de localizac¸a˜o de facilidades. Este consiste em duas fases.
Na primeira fase, ele procura uma soluc¸a˜o via´vel para o dual e determina o conjunto de
arestas “justas” (arestas que ligam um cliente a facilidade) e as facilidades correspon-
dentes temporariamente abertas. Na segunda fase, o objetivo e´ encontrar o conjunto de
facilidades que sera˜o abertas e encontrar uma atribuic¸a˜o que mapeia cada cliente a uma
facilidade. Esta fase e´ necessa´rio pois o algoritmo pode atribuir mais de uma facilidade
para um mesmo cliente.
O problema k-median difere do problema da localizac¸a˜o de facilidades em dois as-
pectos: na˜o existe custo para abrir as facilidades (as facilidades sera˜o centros) e existe
um limite superior para o nu´mero de facilidades que podem ser abertas. A partir da
formulac¸a˜o do programa linear do problema facility location, e´ formulado um esquema de
programac¸a˜o linear para o problema k-median, alterando as restric¸o˜es que diferem entre
os dois problemas.
Considere o seguinte programa linear para o problema k-median. Teremos yi uma
varia´vel bina´ria que indica se a facilidade i e´ aberta e xij e´ uma varia´vel bina´ria denotando
se havera´ conexa˜o entre o cliente j com a facilidade i. A primeira restric¸a˜o garante que
cada cliente e´ conectado a pelo menos uma facilidade, a segunda garante que essa facilidade
seja aberta e a terceira garante que, no ma´ximo, k facilidades sejam abertas. Abaixo segue
a formulac¸a˜o primal.
min
∑
i∈F,j∈C cijxij
s.a.
∑
i∈F xij ≥ 1 ∀j ∈ C
yi − xij ≥ 0 ∀i ∈ F, j ∈ C∑
i∈F −yi ≥ −k
xij ≥ 0 ∀i ∈ F, j ∈ C
yi ≥ 0 ∀i ∈ F
(1.5)
O programa dual e´:
max
∑
j∈C αj − zk
s.a. αj − βij ≤ cij ∀i ∈ F, j ∈ C∑
j∈C βij ≤ z ∀i ∈ F
αj ≤ 0 ∀j ∈ C
βij ≥ 0 ∀i ∈ F, j ∈ C
z ≥ 0
(1.6)
O me´todo proposto no artigo na˜o resolve o programa linear do problema k-median,
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mas ao inve´s disso, resolve a formulac¸a˜o do problema facility location. Para perceber
como explorar a similaridade entre esses dois problemas e´ feito o seguinte. Peguemos
uma instaˆncia do problema k-median e o transformamos em uma instaˆncia do problema
de facility location acrescentando um custo z para abrir cada facilidade. Em seguida,
encontre uma soluc¸a˜o o´tima (x, y) para o programa linear primal do problema facility
location e outra soluc¸a˜o o´tima (α, β) para o dual. Considerando que as soluc¸o˜es (x, y)
e (α, β) acontecem para exatamente k facilidades, e´ fa´cil verificar que (x, y) e (α, β, z)
sa˜o soluc¸o˜es o´timas da formulac¸a˜o linear para o problema k-median (formulac¸o˜es (1.5) e
(1.6)) .
A soluc¸a˜o retornada pela formulac¸a˜o do problema facility location na˜o garante que
exatamente k facilidades sejam abertas. Dessa forma, uma soluc¸a˜o encontrada com mais
de k facilidades abertas sera´ invia´vel. Uma outra soluc¸a˜o com menos de k facilidades
tambe´m pode ser obtida e via´vel dentro da formulac¸a˜o k-median, entretanto, ainda sera´
uma soluc¸a˜o ruim. O problema agora e´ determinar como aplicar o algoritmo primal-dual
proposto no artigo e garantir que sejam abertas k facilidades. Para isso, e´ necessa´rio en-
contrar o valor de z que garanta que apenas k facilidades sejam abertas. Quando z = 0,
o algoritmo ira´ abrir todas as facilidades, quando z e´ muito grande, sera˜o abertas apenas
uma facilidade. A proposta do artigo para encontrar o valor de z e´ realizar uma busca
bina´ria no intervalo [0, ncmax], onde n e´ o nu´mero de ve´rtices e cmax e´ o peso da maior
aresta. Na busca, sera˜o encontrados dois valores z2 e z1 que abrem respectivamente k2 > k
e k1 < k facilidades e que tambe´m z1−z2 ≤ ( cmin12n2 ), onde cmin e´ o valor da aresta de menor
peso.
Aproximation algorithms for clustering to minimize the sum of diameters
[20] - 2000: Neste artigo, e´ tratado o problema da soma do diaˆmetro mı´nimo. Esse
problema e´ definido da seguinte forma. Seja um grafo G = (V,E) com pesos nas arestas
e um inteiro k ≤ |V |. O objetivo do problema e´ encontrar uma partic¸a˜o de V em k
subconjuntos V1, . . . , Vk que minimize
∑k
i=1 dia(Vi), onde a func¸a˜o dia(Vi) e´ o peso da
maior aresta no subgrafo induzido por Vi.
Um resultado importante deste artigo e´ a prova de inaproximabilidade para o problema
da soma do diaˆmetro mı´nimo quando a atribuic¸a˜o de pesos nas arestas na˜o obedece desi-
gualdade triangular. Nesse caso, e´ mostrado que, a menos que P = NP , para qualquer
ρ ≥ 1, na˜o existe algoritmo de aproximac¸a˜o de tempo polinomial com aproximac¸a˜o ρ,
mesmo para o caso em que o nu´mero de clusteres e´ fixo no valor 3.
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1.3.3 Algoritmos para Problemas de Partic¸a˜o de Grafos
Balanced Graph Partitioning [3] - 2004: Neste artigo, e´ tratado o problema de
particionar um grafo G = (V,E) em k subconjuntos de ve´rtices, V1, V2, ..., Vk, tais que o
custo das arestas que ligam ve´rtices de diferentes subconjuntos seja mı´nimo. E´ investigado
o problema da partic¸a˜o (k, 1+)−balanceado, que e´ o problema de procurar a partic¸a˜o de
custo mı´nimo de G em k partes tal que cada parte contenha no ma´ximo (1 + )n
k
ve´rtices.
O algoritmo consiste em dividir o grafo em dois subconjuntos de ve´rtices de forma que
os subconjuntos sejam balanceados e prosseguir recursivamente com as diviso˜es. Cada
decomposic¸a˜o recursiva do grafo correspondera´ a uma parte de uma a´rvore bina´ria. A
raiz contera´ todos os ve´rtices do grafo, V , e cada folha contera´ um ve´rtice vt ∈ V .
Em cada passo da divisa˜o, o algoritmo tenta encontrar o −balanceamento mı´nimo,
isto e´ uma partic¸a˜o do conjunto de entrada V em duas partes com tamanho maior do que
|V | que corta o nu´mero mı´nimo de arestas. E´ usado um algoritmo de aproximac¸a˜o que
retorna um 
2
−balanced cut, i.e. cada parte conte´m pelo menos 
2
|V | ve´rtices. Isso pode
ser feito em tempo O˜(n
2

). O algoritmo e´ uma O(log n2)-aproximac¸a˜o para o problema.
Partitioning Graphs into Balanced Components [38] - 2009 : O problema
estudado neste artigo e´ a partic¸a˜o de grafo. Basicamente, esse problema consiste em
dividir o grafo em k componentes de tamanhos semelhantes, minimizando o peso das
arestas que ligam ve´rtices de componentes distintos. E´ utilizada programac¸a˜o semidefi-
nida e um algoritmo para arrendondamento. E´ apresentado um algoritmo que alcanc¸a
uma O(
√
log n log k)-aproximac¸a˜o.
Fast Approximate Graph Partitioning Algorithms [21] - 1999 : Neste artigo,
e´ estudado o problema de partic¸a˜o de grafo com peso nos ve´rtices. Podemos definir esse
problema da seguinte forma: dado como entrada um grafo G = (V,E) com capacida-
des nas arestas e peso nos ve´rtices, tem-se, como objetivo, encontrar um subconjunto de
arestas cuja remoc¸a˜o particionara´ o grafo em k componentes conexos, de tal forma que
a soma dos pesos dos ve´rtices de cada componente seja no ma´ximo ρ (ρ < 1) vezes o
somato´rio do peso de todos os ve´rtices do grafo. E´ apresentado um algoritmo O(log n)-
aproximado. O algoritmo e´ baseado na te´cnica chamada spread metrics, que pode ser
usada para resolver o problema da partic¸a˜o em grafos. Informalmente, um spread metric
de um grafo e´ uma atribuic¸a˜o de tamanhos para a`s arestas (ou ve´rtices) que satisfaz certas
condic¸o˜es u´teis no particionamento de grafos. Por exemplo, o volume do spread metric
proveˆ um limite inferior para o custo da soluc¸a˜o do problema. O volume do spread me-
tric e´ definido por
∑
e∈E c(e)d(e), onde d(e) e´ a func¸a˜o de spread metric que atribui um
tamanho na˜o-negativo a` aresta e e c(e) e´ a capacidade da aresta e. O spread metric para
um ρ-separator pode ser obtido por meio de um programa linear, cuja soluc¸a˜o atribui um
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tamanho d(e) a cada aresta e ∈ E. Apo´s o ca´lculo do spread metric, e´ aplicado o algo-
ritmo para particionar o grafo. O procedimento para particionamento utiliza a distaˆncia
atribu´ıda pelo spread metric para encontrar os ve´rtices mais pro´ximos dentro de uma es-
fera com volume de, no mı´nimo, ρ vezes o somato´rio do peso de todos os ve´rtices do grafo.
Cap´ıtulo 2
Func¸o˜es de Avaliac¸a˜o
Todos os algoritmos que sera˜o descritos neste trabalho retornam um particionamento
C = {C1, ..., Ck}. O que desejamos e´ poder avaliar os resultados e averiguar se um
algoritmo produz um “bom” particionamento. Portanto, func¸o˜es de avaliac¸a˜o devem ser
definidas e, ale´m disso, elas devem corresponder ao paradigma principal deste trabalho –
maximizar a densidade intracluster e maximizar a esparsidade intercluster.
Vamos definir nesta sec¸a˜o as func¸o˜es de avaliac¸a˜o utilizadas para determinar um
“bom” particionamento. Antes disso, definiremos a notac¸a˜o utilizada. Assumiremos
que G = (V,E,w) e´ um grafo simples, conexo, na˜o direcionado e com uma func¸a˜o
w : E → R+. Seja |V | = n e C = {C1, ..., Ck} uma partic¸a˜o (tambe´m chamaremos
de particionamento/clusterizac¸a˜o) de V , onde cada Ci ⊆ V corresponde a um cluster.
Denotaremos por w(C) a soma do peso de todas as arestas intracluster e w(C) o peso de
todas as arestas intercluster, ou seja,
w(C) = 1
2
k∑
i=1
∑
u,v∈Ci
w(u, v),
w(C) = 1
2
k∑
i=1
∑
u∈Ci,v∈V \Ci
w(u, v).
Para um subconjunto de arestas E ′ ⊆ E, definimos w(E ′) = ∑e∈E′ w(e). O subgrafo
induzido pelo subconjunto Ci sera´ denotado por G[Ci]. Sejam X e Y subconjuntos de V .
Denotamos por E(X, Y ) o conjunto de arestas entre ve´rtices de X e Y . O somato´rio dos
pesos das arestas de E(X, Y ) sera´ denotado por c(X, Y ). Quando X = Y , enta˜o tambe´m
denotamos E(X, Y ) por E(X).
A seguir, sera˜o descritas as func¸o˜es de Condutaˆncia, Corte Normalizado, Cobertura e
Desempenho.
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Condutaˆncia - ϕ: A condutaˆncia de um cluster Ci e´ definida como:
ϕ(Ci) =

1, se Ci ∈ {∅, V }
0, se Ci /∈ {∅, V } e E(Ci, V \Ci) = 0
c(Ci,V \Ci)
min {a(Ci),a(V \Ci)} , caso contra´rio
onde
a(Ci) =
∑
u∈Ci
∑
v∈V
w(u, v) = 2
∑
e∈E(Ci)
w(e) +
∑
e∈c(Ci,V \Ci)
w(e)
A condutaˆncia de um grafo G, denotada por ϕ(G), e´ o valor da condutaˆncia mı´nima
dentre todos os poss´ıveis cortes de G, isto e´,
ϕ(G) = min
Ci⊂V
ϕ(Ci).
O problema de encontrar o corte de condutaˆncia mı´nimo de um grafo G e´ NP-Dif´ıcil [5],
ale´m disso, existem algoritmos aproximados [34, 41] (um desses algoritmos sera´ discutido
mais profundamente neste trabalho).
Note que, um corte de condutaˆncia em um grafo sera´ mı´nimo quando os subconjuntos
de ve´rtices gerado pelo corte tenha a soma dos pesos das arestas internas alto e, ao
mesmo tempo, o somato´rio das arestas do corte tenha o valor baixo. Veja na Figura 2.1
uma ilustrac¸a˜o de um corte de condutaˆncia com subconjuntos de ve´rtices balanceados em
relac¸a˜o a soma das arestas internas.
Alto
Baixo
a(V \Ci)
a(Ci)
c(Ci, V \Ci)
Figura 2.1: Representac¸a˜o de um corte de condutaˆncia. Cada circunfereˆncia representa
um conjunto de ve´rtices separados pelo corte c(Ci, V \Ci).
Para um particionamento C = {C1, . . . Ck} de um grafo G, chamamos de condutaˆncia
intracluster, α(C), o valor de condutaˆncia mı´nimo sobre todos os subgrafos induzidos
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G[Ci], enquanto a condutaˆncia intercluster, δ(C), depende do valor de condutaˆncia ma´ximo
sobre todos os cortes clusteres Ci. Essas diferentes noc¸o˜es de condutaˆncia sa˜o definidas
formalmente a seguir:
α(C) = min
i∈{1,...,k}
ϕ(G[Ci]),
δ(C) =
{
1, se C = {V },
1− max
i∈{1,...,k}
ϕ(Ci) caso contra´rio.
Podemos avaliar o particionamento C da mesma forma como foi expressa pela func¸a˜o
index(C) na equac¸a˜o (1.1). Para o papel das func¸o˜es f e g utilizamos respectivamente as
func¸o˜es α e δ. Para a func¸a˜o N , utilizamos o valor constante 1, que tambe´m e´ o valor
ma´ximo de α + δ.
Note que um particionamento C com condutaˆncia intracluster muito baixa significa
que pelo menos um cluster (um subconjunto Ci de C) e´ esparso, o que na˜o e´ uma “boa
caracter´ıstica” para um cluster. Por outro lado, um particionamento com condutaˆncia
intercluster baixa, conte´m pelo menos dois clusteres com ve´rtices fortemente relacionados
entre si, o que tambe´m na˜o e´ uma “boa caracter´ıstica” para o particionamento.
Corte Normalizado - NCut: Seja um particionamento C = {C1, . . . , Ck} com k > 1.
O custo do corte normalizado de C e´ definido como
NCut(C) =
k∑
i=1
c(Ci, V \Ci)
a(Ci)
.
Note que, quanto menor for o custo do corte normalizado, melhor sera´ o particionamento.
A Figura 2.2 ilustra os sucessivos cortes feitos em um grafo para calcular o custo do
corte normalizado no particionamento C = {C1, C2, C3, C4}.
Cobertura - coverage: O valor de cobertura, dado pela func¸a˜o coverage(C), de um
particionamento C com pelo menos treˆs clusteres e´ a frac¸a˜o entre o peso das arestas
intracluster e o peso total de todas as arestas. A func¸a˜o e´ definida como
coverage(C) = w(C)
w(E)
=
w(C)
w(C) + w(C) .
Quanto maior for a cobertura melhor sera´ a qualidade do particionamento.
Na func¸a˜o de coverage, restringimos o nu´mero k de clusteres para pelo menos treˆs.
Note que, se k = 2, o valor de coverage sera´ ma´ximo para o particionamento obtido pelo
corte mı´nimo do grafo (obtendo o menor valor para w(C)). Em geral, o corte mı´nimo do
grafo na˜o e´ considerado um “bom” particionamento.
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C3
C4
C2
C1
C3
C4
C2
C1
C3
C4
C2
C1
C3
C4
C2
C1
c(C1,V \C1)
a(C1)
c(C3,V \C3)
a(C3)
c(C4,V \C4)
a(C4)
c(C2,V \C2)
a(C2)
NCut(C) = c(C1,V \C1)
a(C1)
+
c(C2,V \C2)
a(C2)
+
c(C3,V \C3)
a(C3)
+
c(C4,V \C4)
a(C4)
Figura 2.2: Sucessivos cortes para o calcular o valor da func¸a˜o NCut
Desempenho - Performance: A Performance de um particionamento C representa
o nu´mero de “pares de ve´rtices corretamente interpretados” em um grafo [12]. Informal-
mente, a Performance e´ uma soma normalizada de contribuic¸o˜es de cada par de ve´rtices.
Se os dois ve´rtices estiverem no mesmo cluster, enta˜o o par contribui com o peso da aresta
entre eles, se houver. Do contra´rio, o par contribui com um valor fixo, descontado o peso
da aresta correspondente, quando existir. Seja M o peso ma´ximo que uma aresta pode
ter. Definimos func¸o˜es f e g como:
f(C) =
k∑
i=1
w(E(Ci))
g(C) =
k∑
i=1
∑
j>i
M |{(u, v) /∈ E|u ∈ Ci, v ∈ Cj}|
A func¸a˜o f contara´ a contribuic¸a˜o dos pares de ve´rtices intracluster, enquanto a func¸a˜o g
contara´ a contribuic¸a˜o M de cada par de ve´rtices na˜o adjacentes em diferentes clusteres.
Para descontar o custo das arestas intercluster, e´ feita a diferenc¸a (M |E(C)| −w(E(C))),
onde E(C) e´ o conjunto de arestas intercluster. A fo´rmula completa da Performance e´
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dada por
Performance(C) = f(C) + g(C) + (M |E(C)| − w(E(C)))1
2
n(n− 1)M .
Quanto maior for o valor da Performance, melhor sera´ o particionamento.
Cap´ıtulo 3
Descric¸a˜o de algoritmos escolhidos
Neste cap´ıtulo, apresentamos alguns algoritmos selecionados apo´s a revisa˜o bibliogra´fica,
para um estudo mais profundo, incluindo implementac¸a˜o e comparac¸a˜o pra´tica dos mes-
mos. Escolhemos algoritmos que na˜o possuem alta complexidade e apresentam boas
perspectivas para aplicac¸o˜es pra´ticas. A maioria dos algoritmos selecionados na˜o pos-
suem garantia de aproximac¸a˜o, mas sa˜o u´teis, pois utilizam heur´ısticas que podem levar
a bons resultados em aplicac¸o˜es espec´ıficas.
3.1 Spectral Clustering
O me´todo espectral de clusterizac¸a˜o e´ uma te´cnica baseada em grafos. Ela utiliza os
autovalores e os autovetores da matriz de Laplace do grafo para encontrar os clusteres. A
matriz utilizada e´ formada a partir do grafo de entrada. Nas pro´ximas sec¸o˜es sa˜o definidas
e apresentadas algumas propriedades ba´sicas sobre tais matrizes.
Os algoritmos que utilizam me´todos de clusterizac¸a˜o espectral esta˜o se tornando bas-
tante populares [42]. Isso ocorre devido a simplicidade de implementac¸a˜o, ja´ que existem
va´rios softwares que fornecem func¸o˜es ba´sicas de a´lgebra linear. Outra vantagem e´ o
desempenho superior aos tradicionais algoritmos de clusterizac¸a˜o, como por exemplo, os
algoritmos para o problema k-means.
3.1.1 Autovetores e Autovalores
Nesta sec¸a˜o e´ feita uma pequena revisa˜o de va´rios conceitos envolvendo a´lgebra linear.
Especificamente, sa˜o definidos autovetores e autovalores e sa˜o apresentados teoremas im-
portantes, que sera˜o utilizados em alguns dos algoritmos que apresentaremos posterior-
mente.
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Definic¸a˜o 1 (Autovetores e Autovalores) Se A e´ uma matriz n×n, enta˜o um vetor
na˜o-nulo x ∈ Rn e´ chamado um autovetor de A se Ax e´ um mu´ltiplo escalar de x, ou
seja,
Ax = λx
para algum escalar λ ∈ R. O escalar λ e´ chamado um autovalor de A e dizemos que x e´
um autovetor associado a λ.
Definic¸a˜o 2 (Matiz Sime´trica) Uma matriz A e´ sime´trica se for igual a pro´pria trans-
posta, ou seja, A′ = A.
Definic¸a˜o 3 (Conjunto Linearmente Independente/Dependente) Se X = {x1, x2, . . . , xr}
e´ um conjunto na˜o-vazio de vetores em Rn e se a equac¸a˜o vetorial
k1x1 + k2x2 + . . .+ krxr = 0
tem apenas a soluc¸a˜o trivial ki = 0 para todo i, 1 ≤ i ≤ r, enta˜o o conjunto X e´
chamado linearmente independente. Se existirem outras soluc¸o˜es, enta˜o X e´ um conjunto
linearmente dependente [32].
Teorema 1 Se x1, x2, . . . , xk sa˜o autovetores de uma matriz A associados aos autovalores
distintos λ1, λ2, . . . , λk, enta˜o X = {x1, x2, . . . , xk} e´ um conjunto linearmente indepen-
dente.
Prova: Vamos supor que o conjunto X e´ formado por vetores linearmente dependentes.
Por definic¸a˜o, o autovetor x1 e´ na˜o-nulo, logo o conjunto formado por apenas um ve-
tor {x1} e´ linearmente independente. Seja r o maior inteiro tal que {x1, x2, . . . , xr} seja
linearmente independente. Como foi suposto que X e´ linearmente dependente, obtemos
1 ≤ r < k. Teremos que o conjunto {x1, . . . , xr, xr+1} e´, pela maximalidade de r, linear-
mente dependente. Assim, existem escalares c1, c2, . . . , cr+1, na˜o-nulos, que satisfazem
c1x1 + c2x2 + . . .+ cr+1xr+1 = 0 (3.1)
Multiplicando ambos os lados de (3.1) por A e sabendo que Axi = λixi, para 1 ≤ i ≤
r + 1, obtemos
c1λ1x1 + c2λ2x2 + . . .+ cr+1λr+1xr+1 = 0 (3.2)
Multiplicando ambos os lados de (3.1) por λr+1 e subtraindo a equac¸a˜o resultante de
(3.2), teremos
c1(λ1 − λr+1)x1 + c2(λ2 − λr+1)x2 + . . .+ cr(λr − λr+1)xr = 0 (3.3)
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Como os vetores {x1, . . . , xr} formam um conjunto linearmente independente, a equac¸a˜o
(3.3) implica
c1(λ1 − λr+1) = c2(λ2 − λr+1) = . . . = cr(λr − λr+1) = 0
e como λ1, λ2, . . . , λr, λr+1 sa˜o distintos, seque que
c1 = c2 = . . . = cr = 0.
Substituindo esses valores em (3.1) teremos que
cr+1xr+1 = 0.
Como o autovetor xr+1 e´ na˜o-nulo, isso implica que cr+1 = 0.
Logo, todos os escalares c1, c2, . . . , cr+1 sa˜o nulos, o que contraria a suposic¸a˜o inicial-
mente adotada. Portanto, chegamos a um absurdo, o que completa a prova. 
Definic¸a˜o 4 (Produto Interno) Sejam u e v dois vetores, o produto interno denotado
por u′ · v, onde u′ e´ o vetor u na forma transposta, e´ definido como
u′ · v = u1v1 + u2v2 + . . .+ unvn.
Definic¸a˜o 5 (Conjunto Ortogonal) Um conjunto {v1, v2, ..., vp} de vetores em Rn e´
dito um conjunto ortogonal se cada par de vetores distintos no conjunto e´ ortogonal, isto
e´, se v′i · vj = 0 sempre que i 6= j.
Definic¸a˜o 6 (Conjunto Ortonormal) Diz-se que o conjunto S = {v1, v2, ..., vn} de ve-
tores em Rn e´ conjunto ortonormal se, para todo 1 ≤ i, j ≤ n,
(v′i · vj) =
{
0, se i 6= j,
1, se i = j.
Isto e´, S e´ um conjunto ortogonal com vetores unita´rios (normalizados).
Teorema 2 Se S = {v1, v2, . . . , vp} e´ um conjunto ortogonal de vetores na˜o nulos em Rn,
enta˜o S e´ linearmente independente e, portanto, e´ uma base para o subespac¸o gerado por
S.
Prova: Escrevendo 0 como combinac¸a˜o linear dos vetores de S, utilizando os escalares
c1, c2, . . . , cp, teremos a seguinte igualdade:
0 = c1v1 + c2v2 + . . .+ cpvp.
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Multiplicando essa igualdade por um vetor vi, para todo vi ∈ S, teremos
0 · vi = (c1v1 + c2v2 + . . .+ cpvp)′ · vi = 0.
Assim,
c1(v
′
1 · vi) + c2(v′2 · vi) + . . .+ ci(v′i · vi) + . . .+ cp(v′p · vi) = 0.
Como S e´ ortogonal, temos v′j · vi = 0, quando i 6= j. Logo, ci(v′i · vi) = 0 e, por vi
ser na˜o-nulo, ci = 0 para cada um dos escalares c1, c2, . . . , cp. Ou seja, S e´ linearmente
independente. 
Teorema 3 Os autovetores de uma matriz sime´trica A formam uma base ortogonal.
Prova: Sejam λi e λj autovalores e xi e xj os seus respectivos autovetores associados.
Utilizando a definic¸a˜o 1, podemos fazer o seguinte:
Axi = λixi (Multiplicando por x
′
j)
x′j · (Axi) = x′j · (λixi).
Fazendo um procedimento semelhante, multiplicando a equac¸a˜o Axj = λjxj pelo autove-
tor x′i e subtraindo os dois resultados obteremos, pela simetria da matriz A, que
(λi − λj)x′i · xj = 0,
no qual segue que x′i · xj = 0, o que finaliza a prova. 
Teorema 4 Se S = {v1, . . . , vn} e´ uma base ortonormal de um espac¸o V e u e´ um vetor
qualquer de V, enta˜o
u = (u′ · v1)v1 + (u′ · v2)v2 + . . .+ (u′ · vn)vn.
Prova: Como S = {v1, v2, . . . , vn} e´ uma base, um vetor u pode ser escrito da seguinte
forma.
u = k1v1 + k2v2 + ...+ knvn.
Agora, para completar a prova, basta mostrar que para i = 1, 2, . . . , n teremos ki = (u
′·vi).
Para cada vetor vi de S no´s temos
(u′ · vi) = ((k1v1 + k2v2 + ...+ knvn)′ · vi)
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= k1(v
′
1 · vi) + k2(v′2 · vi) + ...+ kn(v′n · vi).
Como S e´ um conjunto ortonormal, temos (v′i · vi) = ||vi||2 = 1 e (v′j · vi) = 0 se i 6= j.
Portanto, temos que (u′ · vi) = ki, o que completa a prova. 
Os escalares
(u′ · v1), (u′ · v2), . . . , (u′ · vn)
utilizados na prova do Teorema 4 sa˜o as coordenadas do vetor u = k1v1 +k2v2 + . . .+knvn
em relac¸a˜o a` base ortonormal S = {v1, v2, . . . , vn} e
(u)S = ((u
′ · v1), (u′ · v2), . . . , (u′ · vn))
e´ o vetor de coordenadas de u em relac¸a˜o a esta base.
Definic¸a˜o 7 (Matriz Diagonaliza´vel) Uma matriz quadrada A e´ dita diagonaliza´vel
se existir uma matriz invers´ıvel P tal que P−1AP e´ uma matriz diagonal; dizemos, enta˜o,
que a matriz P diagonaliza A.
Proposic¸a˜o 1 Se A e´ uma matriz n×n, enta˜o sa˜o equivalentes as seguintes afirmac¸o˜es:
(a) A e´ diagonaliza´vel;
(b) A tem n autovetores linearmente independentes.
Prova: Supondo que A e´ diagonaliza´vel, enta˜o existe uma matriz P invers´ıvel tal que
P−1AP e´ diagonal, ou seja, P−1AP = D, onde D = diag(λ1, λ2, . . . , λn).
Segue da fo´rmula P−1AP = D que AP = PD. Se denotarmos os vetores colunas de P
por p1, p2, . . . , pn enta˜o as colunas de PD sera˜o λ1p1, . . . , λnpn. No entanto, as sucessivas
colunas de AP sa˜o Ap1, Ap2, . . . , Apn. Assim, devemos ter
Ap1 = λ1p1, Ap2 = λ2p2, . . . , Apn = λnpn
Como P e´ invers´ıvel, seus vetores colunas sa˜o todos na˜o-nulos; assim, por 1 segue que
λ1, λ2, . . . , λn sa˜o autovalores de A e que p1, . . . , pn sa˜o os autovetores associados. Como
P e´ invers´ıvel, enta˜o p1, p2, . . . , pn sa˜o linearmente independentes.
Agora, vamos supor que (b) e´ verdadeiro e provar (a). Assim, suponha que A tem n
autovetores linearmente independentes p1, . . . , pn com autovalores associados λ1, . . . , λn.
Seja a matriz P com vetores colunas p1, . . . , pn. Os vetores colunas do produto AP sa˜o
Ap1, . . . , Apn.
Mas
Ap1 = λ1p1, . . . , Apn = λnpn.
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Com isso, teremos que AP = PD, onde D = diag(λ1, . . . , λn). Como os vetores colunas
de P sa˜o linearmente independentes, P e´ invers´ıvel; assim, podemos escrever D = P−1AP ,
ou seja, A e´ diagonaliza´vel. 
Definic¸a˜o 8 (Matriz Ortogonalmente Diagonaliza´vel) Uma matriz A de tamanho
n × n e´ dita Ortogonalmente Diagonaliza´vel se existir uma matriz ortogonal P tal que
P−1AP = P ′AP e´ uma matriz diagonal. Uma matriz ortogonal P e´ uma matriz cuja
inversa coincide com a sua transposta, isto e´: P−1 = P ′.
Teorema 5 Se A e´ uma matriz n× n, enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes.
(a) A e´ sime´trica;
(b) A tem um conjunto ortonormal de n autovetores;
(c) A e´ ortogonalmente diagonaliza´vel.
Prova: A prova desse teorema pode ser encontrada em [32], pa´gina 251, Teorema
7.3.1.
Os n autovetores {x1, . . . , xn} que formam uma base ortonormal correspondem a`s co-
lunas da matriz P , que diagonaliza A ortogonalmente. Isso pode ser verificado calculando
a equac¸a˜o P−1AP = D, onde D e´ uma matriz diagonal. O resultado em cada posic¸a˜o i
da diagonal de D tera´ o valor x′iAxi (lembrando x
′
i · xj = 0 para i 6= j).
Teorema 6 Seja A uma matriz n×n sime´trica cujos autovalores em ordem crescente de
valor sa˜o λ1 ≤ λ2 ≤ . . . ≤ λn. Seja x ∈ Rn um vetor qualquer restrito a ||x|| = 1, enta˜o:
(a) λ1 ≤ x′Ax ≤ λn
(b) se x e´ o autovetor de A associado a λ1 enta˜o x
′Ax = λ1 e se x e´ o autovetor de A
associado a λn enta˜o x
′Ax = λn.
Prova: Como A e´ sime´trico, segue do Teorema 5 que existe uma base ortonormal
consistindo de n autovetores de A. Seja S = {v1, v2, . . . , vn} tal base, onde vi e´ o autovetor
associado ao autovalor λi. Como S e´ uma base ortonormal, cada vetor vi esta´ restrito a
||vi|| = 1.
Segue pelo Teorema 4 que, para qualquer x ∈ Rn temos:
x = (x′ · v1)v1 + (x′ · v2)v2 + . . .+ (v′ · vn)vn.
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Assim,
Ax = (x′ · v1)Av1 + (x′ · v2)Av2 + . . .+ (x′ · vn)Avn
= (x′ · v1)λ1v1 + (x′ · v2)λ2v2 + . . .+ (x′ · vn)λnvn
= λ1(x
′ · v1)v1 + λ2(x′ · v2)v2 + . . .+ λn(x′ · vn)vn.
Segue que os vetores de coordenadas de x e de Ax em relac¸a˜o a` base S sa˜o
(x)S = (x
′ · v1, x′ · v2, . . . , x′ · vn)
(Ax)S = (λ1(x
′ · v1), λ2(x′ · v2), . . . , λn(x′ · vn))
Usando essas duas equac¸o˜es acima e lembrando que ||x|| = 1, obteremos
||x||2 = (x′ · v1)2 + (x′ · v2)2 + . . .+ (x′ · vn)2 = 1
(x′ · Ax) = λ1(x′ · v1)2 + λ2(x′ · v2)2 + . . .+ λn(x′ · vn)2.
Usando essas duas equac¸o˜es, podemos provar que x′Ax ≤ λn como segue:
x′Ax = (x′ · Ax) = λ1(x′ · v1)2 + λ2(x′ · v2)2 + . . .+ λn(x′ · vn)2
≤ λn(x′ · v1)2 + λn(x′ · v2)2 + . . .+ λn(x′ · vn)2
= λn((x
′ · v1)2 + (x′ · v2)2 + . . .+ (x′ · vn)2)
= λn.
Para provar que x′Ax ≥ λ1, realizamos o mesmo procedimento. Para isso faremos o
seguinte ca´lculo
x′Ax = (x′ · Ax) = λ1(x′ · v1)2 + λ2(x′ · v2)2 + . . .+ λn(x′ · vn)2
≥ λ1(x′ · v1)2 + λ1(x′ · v2)2 + . . .+ λ1(x′ · vn)2
= λ1((x
′ · v1)2 + (x′ · v2)2 + . . .+ (x′ · vn)2)
= λ1.
Continuemos a prova agora para o item (b). Sabemos que a equac¸a˜o
Avi = λivi (3.4)
tem como soluc¸a˜o apenas os autovetores vi, para 1 ≤ i ≤ n, de S. Agora, multiplicando
a equac¸a˜o (3.4) por vi em ambos os lados da igualdade, teremos o seguinte:
v′i · (Avi) = λi(v′i · vi).
Note que a restric¸a˜o ||vi|| = 1 implica que v′i ·vi = 1 para todo vetor vi em S, logo, teremos
que v′iAvi = λi.
Considerando x o autovetor v1 de A associado a λ1 e ||x|| = 1, teremos
x′Ax = x′ · Ax = λ1(x′ · x) = λ1||x||2 = λ1.
Analogamente, considerando x o autovetor vn de A associado a λn teremos que x
′Ax = λn.

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3.1.2 Matrizes e Grafos
Nesta sec¸a˜o sa˜o dadas definic¸o˜es das diferentes matrizes utilizadas para representac¸a˜o de
grafos. Ale´m de suas definic¸o˜es, tambe´m sa˜o vistas va´rias propriedades das matrizes u´teis
para o entendimento dos me´todos espectrais de clusterizac¸a˜o.
Definic¸a˜o 9 (Corte) Seja um grafo G = (V,E,w), onde w e´ uma func¸a˜o w : E → R+
que atribui peso a cada aresta e ∈ E. Dado S ⊆ V , definimos um corte induzido por S
como o conjunto de arestas que conectam ve´rtices de S com ve´rtices de V \S, ou seja
E(S, V \S) = {(u, v) ∈ E|u ∈ S, v ∈ V \S}.
O custo do corte sera´ o somato´rio do peso das arestas do corte. Denotaremos o custo do
corte como c(S, V \S).
A matriz para representac¸a˜o de grafo mais conhecida e´ a matriz de adjaceˆncia. Dado
um grafo G = (V,E,w) com n ve´rtices, na˜o direcionado e w uma func¸a˜o w : E → R+ de
atribuic¸a˜o de peso a cada aresta e ∈ E, chamaremos de A(G) a matriz de adjaceˆncia de
G. Cada entrada A(u,v) da matriz de adjaceˆncia de G sera´ da seguinte forma:
A(u,v) =
{
w(u, v) se e = (u, v) ∈ E,
0 caso contra´rio.
Dado o grafo G, denotamos por D(G) a matriz diagonal de G em que cada entrada
D(u,v) da matriz D tera´ o seguinte valor
D(u,v) =
{
0 se u 6= v,
d(u) se u = v,
onde d(u) =
∑
(u,v)∈E
w(u, v).
Definic¸a˜o 10 O espectro de um grafo G e´ o conjunto de autovalores da matriz M(G)
de algum tipo M (veremos a` frente definic¸o˜es de va´rios tipos de matrizes), junto aos seus
respectivos autovetores associados [9].
A principal ferramenta no estudo e aplicac¸a˜o de me´todos espectrais para clusterizac¸a˜o
em grafos e´ a matriz de Laplace [42]. Existe um campo dedicado ao estudo dessas matrizes
e suas propriedades dentro da teoria dos grafos, chamado Spectral Graph Theory (mais
detalhes sobre Spectral Graph Theory veja em [17]). Abaixo, e´ dada a definic¸a˜o de matriz
de Laplace e, em seguida, algumas propriedades necessa´rias para o estudo de clusterizac¸a˜o
espectral.
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Definic¸a˜o 11 (Matriz de Laplace) Seja G = (V,E,w) um grafo na˜o orientado com
uma func¸a˜o w(e) que atribui peso a cada aresta e ∈ E. A matriz de Laplace do grafo G
e´ definida como:
L(G) = D(G)− A(G).
Pela definic¸a˜o, nota-se que cada posic¸a˜o (u, v) da matriz de Laplace, que corresponde
a linha u e coluna v, tem a seguinte forma:
L(u, v) =
{
d(v) se u = v
−w(u, v) se u 6= v
Proposic¸a˜o 2 A matriz de Laplace L conte´m um conjunto ortonormal de n autovetores.
Prova: Sendo a matriz de Laplace sime´trica, a prova segue diretamente do Teorema
5.
Proposic¸a˜o 3 Seja um grafo G = (V,E), n = |V | e L = L(G) a matriz de Laplace de
G. Enta˜o L e´ sime´trica e positiva semidefinida, isto e´,
∀x ∈ Rn : x′Lx ≥ 0,
precisamente temos:
x′Lx =
∑
(u,v)∈E
wuv(xu − xv)2, (3.5)
onde xv denota a coordenada de x indexada pelo ve´rtice v na matriz L.
Prova: Lembre-se que d e´ func¸a˜o que retorna o somato´rio dos pesos de todas as arestas
incidentes no ve´rtice com ı´ndice i (1 ≤ i ≤ n) , definida formalmente como
d(i) =
n∑
j=1
wij.
Usando a definic¸a˜o de matriz de Laplace (definic¸a˜o 11), temos
x′Lx = x′Dx− x′Ax =
n∑
i=1
d(i)x2i −
n∑
j=1
n∑
i=1
xixjwij
=
1
2
(
n∑
i=1
d(i)x2i − 2
n∑
j=1
n∑
i=1
xixjwij +
n∑
j=1
d(j)x2j
)
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=
1
2
(
n∑
i=1
n∑
j=1
wijx
2
i − 2
n∑
j=1
n∑
i=1
xixjwij +
n∑
j=1
n∑
i=1
wijx
2
j
)
=
1
2
(
n∑
i=1
n∑
j=1
(
wijx
2
i − 2xixjwij + wijx2j
))
=
1
2
(
n∑
i=1
n∑
j=1
wij
(
x2i − 2xixj + x2j
))
=
1
2
n∑
j=1
n∑
i=1
wij(xi − xj)2 =
∑
(u,v)∈E
wuv(xu − xv)2.
A simetria de L segue diretamente pela simetria de D e pela simetria da matriz de
adjaceˆncia A. Uma matriz A qualquer e´ positiva semi-definida se x′Ax ≥ 0, assim, como
o peso das arestas wij sa˜o valores na˜o negativos, teremos que L e´ positiva semidefinida.

Definic¸a˜o 12 (Representac¸a˜o de Grafo no Espac¸o Rm) Definimos uma representac¸a˜o
ρ de um grafo com pesos nas arestas G = (V,E) no espac¸o Rm, m ≤ n (n = |V |), como
um mapeamento de V em Rm [27].
Informalmente, podemos pensar que uma representac¸a˜o e´ a atribuic¸a˜o de cada ve´rtice
a algum ponto no espac¸o m-dimensional. A representac¸a˜o de um ve´rtice u no espac¸o
correspondera´ a um vetor linha ρ(u). Assim, a representac¸a˜o ρ pode ser dada como uma
matriz R com tamanho n × m (cada linha dessa matriz correspondera´ a um ve´rtice do
grafo G).
Algumas considerac¸o˜es sobre a representac¸a˜o devem ser tomadas. A primeira e´ que o
“centro de gravidade” deve estar na origem. Isso e´ chamado de representac¸a˜o balanceada
[27]. A representac¸a˜o dada pela matriz R e´ balanceada se 1
′ · R = 0, onde 1 e´ um
vetor unita´rio com valores iguais em todas suas coordenadas. Outra considerac¸a˜o e´ que
uma representac¸a˜o sera´ boa se a sua energia for mı´nima. O valor da energia de uma
representac¸a˜o ρ e´ definido como
energia(ρ) =
∑
(u,v)∈E
wuv||ρ(u)− ρ(v)||2. (3.6)
Note que ||x|| denota a distaˆncia Euclidiana de um vetor x. Assim, e´ natural pensar
que, em uma boa representac¸a˜o, ou em uma representac¸a˜o com pouca energia, a distaˆncia
entre os pontos que representam os ve´rtices seja mı´nima. O mı´nimo poss´ıvel para a
fo´rmula da energia ocorre quando, para todos u, v ∈ V , vale ρ(u) = ρ(v) (energia(ρ) =
0). Entretanto, como cada valor atribu´ıdo por ρ deve ser distinto, desconsideramos essa
representac¸a˜o.
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Proposic¸a˜o 4 Seja ρ uma representac¸a˜o de um grafo G com peso nas arestas, e seja R a
matriz de tamanho n×m (m ≤ n) com colunas ortonormais. Se L e´ a matriz de Laplace
do grafo G, enta˜o
energia(ρ) = Tr(R′LR),
onde a func¸a˜o Tr retorna a soma dos valores da diagonal principal.
Prova: Uma representac¸a˜o ρ e´ denotada na matriz R pelo espac¸o linha e tambe´m sabemos
que os vetores colunas ri, para 1 ≤ i ≤ m, de R sa˜o ortonormais. Logo, cada valor na
diagonal i da matriz R′LR sera´ r′iLri. Lembrando que as linhas de R sa˜o os vetores ρ(u),
para todo u ∈ V . Portanto, pela Proposic¸a˜o 3, temos
r′iLri =
∑
(u,v)∈E
wuv(rui − rvi)2,
onde rui corresponde a linha u da coluna i de R.
Fazendo a soma da diagonal da matriz R′LR teremos
m∑
i=1
riLri =
n∑
i=1
∑
(u,v)∈E
wuv(rui − rvi)2 =
∑
(u,v)∈E
wuv(ρ(u)− ρ(v))2
que e´ justamente a equac¸a˜o que define energia (equac¸a˜o 3.6). 
Prova: A prova pode ser encontrada em [9], pa´gina 203. 
Proposic¸a˜o 5 Seja G um grafo com n ve´rtices e peso nas arestas e L sua correspondente
matriz de Laplace. Assuma que os autovalores de L sa˜o λ1 ≤ . . . ≤ λn e que λ2 > 0. A
energia mı´nima de uma representac¸a˜o de G em Rm e´ igual a
∑m+1
i=2 λi.
Prova: A prova pode ser encontrada em [27], pa´gina 287. 
Proposic¸a˜o 6 Seja um grafo G = (V,E,w) com n ve´rtices. A func¸a˜o pi : Rn → R
definida como:
pi(x) =
∑
(u,v)∈E wuv(xu − xv)2∑
v∈V (xv)
2
tem o vetor unita´rio como mı´nimo global com pi(1) = 0. Restringindo pi ao domı´nio
D = {x ∈ Rn\{0} : x′ · 1 = 0, ||x|| = 1},
obtemos que pi tem em x2 ∈ D um mı´nimo global, onde x2 e´ o autovetor da matriz de
Laplace do grafo G associado ao menor autovalor na˜o-nulo, λ2 .
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Prova: Pela Proposic¸a˜o 2, sabemos que a matriz de Laplace L conte´m n autovetores
formando uma base ortonormal S = {v1, . . . , vn}. Sabemos tambe´m, pela Proposic¸a˜o 3,
que
∑
(u,t)∈E wut(vui−vti)2 = v′iLvi. Ale´m disso, podemos reescrever a equac¸a˜o que define
um autovalor da matriz de Laplace, definida como Lvi = λivi. Multiplicando por v′i dos
dois lados da igualdade, teremos v′iLvi = λiv′i · vi, assim, isolando λi teremos
λi =
v′iLvi
v′i · vi
=
∑
(u,t)∈E wut(vui − vti)2∑
u∈V v
2
ui
,
onde vui corresponde ao valor no ı´ndice u do autovetor vi.
Como os autovetores formam uma base ortonormal (pelo Teorema 5), e´ fa´cil perceber
que o vetor unita´rio normalizado e´ o autovetor associado ao autovalor 0 e, portanto,
minimiza a func¸a˜o pi. Agora vamos mostrar que, restringindo o domı´nio da func¸a˜o em D,
temos v2 como o mı´nimo de pi.
Primeiramente, note que, para qualquer x ∈ Rn, pi(x) = pi(xˆ), onde xˆ e´ o vetor x
normalizado. Assim, iremos nos restringir a vetores com norma 1. Pela Proposic¸a˜o 5, os
autovetores v2, . . . , vl+1 sa˜o uma representac¸a˜o de energia mı´nima em R
l quando restrin-
gimos vetores a D. Para Rl, a representac¸a˜o de energia mı´nima consiste no autovetor v2
e, portanto, v2 minimiza pi.
Proposic¸a˜o 7 Os autovalores da matriz de Laplace sa˜o nu´meros reais.
Prova: A prova pode ser encontrada em [32], Teorema 7.3.2, pa´gina 252. 
Definic¸a˜o 13 (Matriz de Transic¸a˜o de Probabilidade) Seja G = (V,E,w) um grafo
na˜o orientado com uma func¸a˜o w(e) que atribui peso a todas as arestas e ∈ E. Define-se
matriz de transic¸a˜o de probabilidade M(G) como
M(G) = D(G)−1 × A(G), (3.7)
onde A(G) e´ a matriz de adjaceˆncia do grafo G e D(G) e´ a matriz diagonal.
A pro´xima proposic¸a˜o e´ importante pois relaciona a matriz de Laplace com a matriz
de transic¸a˜o.
Proposic¸a˜o 8 Um autovalor λ da matriz de transic¸a˜o M , obtido pela resoluc¸a˜o do pro-
blema
Mx = λx,
corresponde a
Lx = (1− λ)Dx,
que e´, por sua vez, o problema generalizado dos autovalores/autovetores [44].
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Prova: O problema generalizado dos autovalores/autovetores e´ definido como
Ax = λBx,
onde A e B sa˜o matrizes quaisquer e queremos encontrar o autovalor x e o autovetor λ.
Note que a definic¸a˜o padra˜o do problema de autovetores, dada na definic¸a˜o 1, e´ um caso
particular, em que B e´ matriz identidade.
Pela definic¸a˜o da matriz de transic¸a˜o (equac¸a˜o (3.7)) e de matriz de Laplace (definic¸a˜o
11), podemos fazer os seguintes ca´lculos
Mx = D−1Ax = D−1(D − L)x = x−D−1Lx. (3.8)
Sendo x um autovetor sabemos que Mx = λx, podemos usar a equac¸a˜o (3.8) e obter
D−1Lx = (1− λ)x (multiplicando por D)
Lx = (1− λ)Dx.  (3.9)
3.1.3 Spectral Clustering Algorithms
Esta sec¸a˜o tem como objetivo dar uma visa˜o gene´rica dos algoritmos de clusterizac¸a˜o
espectral. Questo˜es relativas ao porqueˆ os autovetores da˜o bons resultados pra´ticos para
particionamento em grafos sera˜o apresentados, de forma intuitiva, na pro´xima sec¸a˜o.
Algoritmos espectrais apresentam uma estrutura comum. Um algoritmo espectral
gene´rico e´ apresentado a seguir (algoritmo 2).
Algoritmo 2: Algoritmo Gene´rico para Clusterizac¸a˜o Espectral
Entrada: G = (V,E,w)
Crie a matriz de transic¸a˜o M a partir do grafo G em relac¸a˜o ao func¸a˜o de peso w ;1
Calcule os maiores autovetores {x1, ..., xk} de M associados aos maiores2
autovalores ;
Interprete os autovetores {x1, ..., xk} gerando clusteres ;3
No passo 1, alguns algoritmos usam a matriz de Laplace ao inve´s da matriz de
transic¸a˜o. No passo 2, o nu´mero de autovetores calculados varia entre os va´rios algoritmos
de particionamento espectral. Se a matriz utilizada for a de Laplace, sera˜o escolhidos os
menores autovalores e, caso seja utilizada a matriz de transic¸a˜o, sera˜o escolhidos os mai-
ores. Alguns algoritmos consideram suficiente calcular apenas um autovetor e, a partir
desse autovetor, definir um corte que divide o grafo em dois componentes. Os clusteres
sa˜o obtidos apo´s va´rias chamadas recursivas para cada componente definido pelo corte.
Um algoritmo que utiliza esse me´todo para particionamento sera´ discutido mais detalha-
damente na sec¸a˜o 3.3 (veja tambe´m em [34] [50]). Outros algoritmos consideram mais
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autovetores. Um exemplo desse tipo de algoritmo sera´ tratado mais detalhadamente na
sec¸a˜o 3.4.
Na clusterizac¸a˜o espectral, todas as informac¸o˜es relevantes para determinar os cluste-
res sa˜o retiradas dos autovetores. Suponha que e´ conhecida a quantidade k de clusteres.
Enta˜o os k autovetores associados aos k menores autovalores da matriz de Laplace pos-
suem informac¸o˜es para determinar esses clusteres.
Mais precisamente, cada coordenada de um autovetor xi ∈ Rn, para 1 ≤ i ≤ k,
correspondera´ a um ve´rtice do grafo de entrada G. Dado um autovetor xi e dois ve´rtices
u e v, se u e v teˆm alta similaridade, enta˜o os valores de xiu e xiv tendem a ser pro´ximos.
De forma semelhante, se u e v possuem baixa similaridade, enta˜o xiu e xiv tendem a ter
valores distintos.
Va´rios algoritmos que utilizam te´cnica de clusterizac¸a˜o espectral [48, 55] constroem
uma matriz X = [x1x2...xk] ∈ Rn×k onde cada autovetor e´ uma coluna da matriz. Cada
ve´rtice esta´ associado a uma linha da matriz X. Note que, dessa forma, os k autovetores
formam uma matriz de representac¸a˜o (n× k), conforme discutido na definic¸a˜o 12. Cada
linha e´ interpretada como um ponto no espac¸o Rk e os clusteres sa˜o obtidos a partir da
disposic¸a˜o destes pontos no espac¸o. Algoritmos como o k-means ou k-median (ou qualquer
outro algoritmo para clusterizac¸a˜o espacial) podem ser utilizados para determinarem os
clusteres usando esta matriz X.
Figura 3.1: Grafo de Exemplo.
Tomemos um exemplo pra´tico para ilustrar as informac¸o˜es que podem ser retiradas
dos autovetores. Considere o grafo representado na Figura 3.1. Temos treˆs clusteres:
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{a, b, e, g, d}, {c, f, h, i} e {i, j, k}. Veja na Figura 3.2 a matriz de transic¸a˜o desse grafo.
a 0.00 0.38 0.00 0.38 0.00 0.00 0.23 0.00 0.00 0.00 0.00 0.00
b 0.26 0.00 0.05 0.21 0.32 0.00 0.16 0.00 0.00 0.00 0.00 0.00
c 0.00 0.11 0.00 0.00 0.00 0.44 0.00 0.22 0.22 0.00 0.00 0.00
d 0.31 0.25 0.00 0.00 0.13 0.00 0.31 0.00 0.00 0.00 0.00 0.00
e 0.00 0.43 0.00 0.14 0.00 0.00 0.29 0.14 0.00 0.00 0.00 0.00
f 0.00 0.00 0.36 0.00 0.00 0.00 0.00 0.27 0.36 0.00 0.00 0.00
g 0.19 0.19 0.00 0.31 0.25 0.00 0.00 0.00 0.00 0.00 0.06 0.00
h 0.00 0.00 0.25 0.00 0.25 0.38 0.00 0.00 0.00 0.13 0.00 0.00
i 0.00 0.00 0.29 0.00 0.00 0.57 0.00 0.00 0.00 0.00 0.00 0.14
j 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.50 0.40
k 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.50 0.00 0.40
l 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.44 0.44 0.00
Figura 3.2: Matriz de transic¸a˜o de probabilidade do grafo da Figura 3.1. Cada ve´rtice do
grafo e´ uma linha da matriz.
Nas figuras 3.3 e 3.4, temos os gra´ficos que representam os autovetores da matriz
de transic¸a˜o do grafo da Figura 3.1. Nestes gra´ficos, o eixo x corresponde aos ve´rtices.
Cada gra´fico esta´ associado a um autovetor onde o eixo y corresponde aos valores das
coordenadas do autovetor referentes a cada ve´rtice.
Alguns autovetores possuem mais informac¸o˜es para gerar os clusteres. Na Figura 3.3,
por exemplo, podemos ver que, em cada cluster natural do grafo, seus ve´rtices possuem
valores pro´ximos. Os ve´rtices a, b, d, e, g no gra´fico da esquerda possuem valores pro´ximos
nas suas respectivas posic¸o˜es do segundo autovetor. O mesmo acontece para o cluster
c, f, h e o cluster j, k, l. O quarto e o quinto autovetores, correspondentes a Figura 3.4,
ja´ na˜o determinam corretamente a distinc¸a˜o dos clusteres. No trabalho de [57], sa˜o
propostos algoritmos para selec¸a˜o de autovetores relevantes. E´ demonstrado que a selec¸a˜o
de autovetores leva a uma melhor acura´cia no nu´mero de clusteres resultantes.
Na Sec¸a˜o 3.4, e´ apresentado um algoritmo que interpreta os autovetores de uma ma-
neira diferente. Ao inve´s de utilizar os autovetores para determinar a disposic¸a˜o dos
ve´rtices no espac¸o, e´ constru´ıdo um grafo, onde cada ve´rtice sera´ um ponto e o peso de
uma aresta sera´ a distaˆncia entre os pontos correspondentes. Os clusteres sa˜o encontrados
utilizando uma te´cnica semelhante a`quela proposta no trabalho de Zahn [60].
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Figura 3.3: Segundo e terceiro autovetores.
Figura 3.4: Quarto e quinto autovetores.
3.1.4 Por que Spectral Clustering funciona?
Intuitivamente, o problema de particionamento/clusterizac¸a˜o de um grafo, como des-
crita na Sec¸a˜o 1.2, tem como objetivo encontrar uma partic¸a˜o do grafo no qual as ares-
tas entre ve´rtices de diferentes partic¸o˜es tenham peso baixo e arestas entre os ve´rtices
de uma mesma partic¸a˜o tenham peso alto. A maneira mais simples de construir uma
partic¸a˜o/clusterizac¸a˜o e´ resolvendo o problema do corte mı´nimo (ver definic¸a˜o 9). O pro-
blema dessa estrate´gia e´ que a soluc¸a˜o do corte mı´nimo pode simplesmente consistir em
separar um u´nico ve´rtice do resto do grafo, na˜o constituindo, assim, um “bom cluster”.
Uma maneira de contornar esse problema e´ exigir que os subconjuntos de ve´rtices gera-
dos pelo corte sejam “razoavelmente” grandes e com tamanhos (quantidade de ve´rtices
ou soma dos pesos das arestas internas) semelhantes. Segundo Luxburg [42], as duas
func¸o˜es que codificam isso sa˜o RatioCut (primeiramente estudado por Hagen e Kahng
[30]) e corte normalizado Ncut (primeiramente estudado por Shi e Malik [50]). A func¸a˜o
de condutaˆncia tambe´m tenta gerar cortes com subconjuntos de ve´rtices balanceados.
As func¸o˜es de avaliac¸a˜o para a condutaˆncia e corte normalizado (NCut) sa˜o definidas
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na Sec¸a˜o 2. Dada uma partic¸a˜o {C1, . . . , Ck} dos ve´rtices, a definic¸a˜o de RatioCut e´ a
seguinte:
RatioCut(C1, ..., Ck) =
k∑
i=1
c(Ci, Ci\V )
|Ci| (3.10)
O objetivo e´ encontrar uma partic¸a˜o que minimize estes valores.
O que queremos demonstrar e´ a relac¸a˜o do problema de corte normalizado com o
problema de encontrar os autovetores da matriz de Laplace. Neste trabalho, na˜o demons-
traremos a relac¸a˜o com o problema RatioCut (pode ser vista detalhadamente no trabalho
de [42]), pois o objetivo do problema RatioCut e´ balancear os subconjuntos Ci pela quan-
tidade de ve´rtices, |Ci|, e balancear os clusteres baseando-se apenas na quantidade de
ve´rtices na˜o garante que o peso das arestas internas tenham peso alto, ou seja, que pares
de ve´rtices de um mesmo cluster sejam similares.
Para facilitar o entendimento, consideremos o caso onde k = 2. Nesse caso, nosso
objetivo e´ resolver o seguinte problema de otimizac¸a˜o:
min
C⊂V
Ncut(C,C). (3.11)
O Teorema 7 a seguir relaciona a forma quadra´tica da matriz de Laplace com o pro-
blema do corte normalizado.
Teorema 7 Seja D a matriz diagonal e L a matriz de Laplace de um grafo G = (V,E,w)
na˜o-direcionado e com uma func¸a˜o w que atribui peso a cada aresta. Para k = 2, o
problema de minimizar o corte normalizado (Ncut) – ver a equac¸a˜o (3.11) – pode ser
reescrito da seguinte forma:
min
C⊂V
f ′Lf sujeito a (Df) ⊥ 1, f ′Df = a(V ), (3.12)
onde o vetor f e´ definido por
fi =

√
a(C)
a(C)
se i ∈ C
−
√
a(C)
a(C)
se i ∈ C
(3.13)
Prova: Podemos reescrever o problema do corte normalizado (Ncut) usando a matriz
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de Laplace. Pela Proposic¸a˜o 3, podemos fazer o seguinte ca´lculo:
f ′Lf =
∑
i,j∈V
wij(fi − fj)2
=
∑
i∈C,j∈C
wij
√a(C)
a(C)
+
√
a(C)
a(C)
2 + ∑
i∈C,j∈C
wij
−√a(C)
a(C)
−
√
a(C)
a(C)
2
=
∑
i∈C,j∈C
wij
(
a(C)
a(C)
+ 2 +
a(C)
a(C)
)
+
∑
i∈C,j∈C
wij
(
a(C)
a(C)
+ 2 +
a(C)
a(C)
)
= 2c(C,C)
(
a(C)
a(C)
+ 2 +
a(C)
a(C)
)
= 2c(C,C)
(
a(C)a(C)
a(C)a(C)
+
a(C)a(C)
a(C)a(C)
+ 2
a(C)a(C)
a(C)a(C)
)
= 2c(C,C)
(
a(C)2 + a(C)2 + 2a(C)a(C)
a(C)a(C)
)
= 2c(C,C)
(
a(C)(a(C) + a(C)) + a(C)(a(C) + a(C))
a(C)a(C)
)
= 2c(C,C)
(
a(C) + a(C)
a(C)
+
a(C) + a(C)
a(C)
)
= 2c(C,C)
(
a(V )
a(C)
+
a(V )
a(C)
)
= 2a(V )Ncut(C,C).
(3.14)
Ale´m disso, devemos demonstrar que o vetor Df ⊥ 1, onde D e´ a matriz diagonal
gerada do grafo e o vetor f e´ definido como em (3.13). Lembre-se que cada elemento da
diagonal da matriz D, denotado por d(i), corresponde a um ve´rtice i ∈ V e seu valor
e´ a soma dos pesos das arestas incidentes em i. O vetor Df e´ perpendicular ao vetor
constante 1 se, e somente se, (Df)′ · 1 = 0. Isso e´ comprovado pelo seguinte ca´lculo:
(Df)′1 =
∑
i∈V
d(i)fi =
∑
i∈C
d(i)
√
a(C)
a(C)
−
∑
i∈C
d(i)
√
a(C)
a(C)
= a(C)
√
a(C)
a(C)
− a(C)
√
a(C)
a(C)
= 0. (3.15)
A igualdade f ′Df = a(V ) e´ verdadeira pelo seguinte ca´lculo:
f ′Df =
∑
i∈V
f 2i d(i) =
∑
i∈C
f 2i d(i) +
∑
i∈C
f 2i d(i) =
∑
i∈C
a(C)
a(C)
d(i) +
∑
i∈C
a(C)
a(C)
d(i)
3.1. Spectral Clustering 41
= a(C) + a(C) = a(V ).
Note que para, C ⊆ V , temos a(C) = ∑i∈V d(i).
Portanto, demonstramos que resolvendo o problema (3.12) e´ resolvido o problema do
corte normalizado (Ncut) para o caso k = 2. 
O problema apresentado no Teorema 7 (problema (3.12)) e´ um problema discreto de
otimizac¸a˜o NP-Dif´ıcil [42]. Dizemos que o problema (3.12) e´ discreto pois as coordenadas
do vetor soluc¸a˜o f apresentam apenas dois valores poss´ıveis, como pode ser notado na
definic¸a˜o (3.13) do vetor f .
Abaixo temos uma relaxac¸a˜o para 3.13, onde f assume qualquer valor real.
min
f∈Rn
f ′Lf sujeito a (Df) ⊥ 1, f ′Df = a(V ). (3.16)
Pela Proposic¸a˜o 6, e´ fa´cil notar que minimizar o problema relaxado (3.16) e´ semelhante
a encontrar o segundo autovetor (associado ao segundo menor autovalor) da matriz de
Laplace. Pela equac¸a˜o (3.14), e´ demonstrado que, resolvendo o problema de minimizar
f ′Lf , encontramos o corte normalizado (consideremos o valor de a(V ) constante). Por-
tanto, para k = 2, calcular o segundo autovetor fornece uma aproximac¸a˜o para o corte
normalizado.
Por fim, e´ necessa´rio transformar a soluc¸a˜o relaxada, cujos valores do vetor f sa˜o
quaisquer nu´meros reais, para valores discretos. O modo mais simples de fazer isso e´ usar
o sinal do vetor f como indicador, ou seja,
C = {vi|fi ≤ 0}
Vamos considerar agora o caso em que o nu´mero de clusteres e´ maior do que dois
(k > 2). Seja n = |V |, definiremos k vetores, onde o i-e´simo vetor tem a forma hi =
(hi1, ..., hin) e, para cada 1 ≤ j ≤ n, definimos
hij =
{
1√
a(Ci)
se j ∈ Ci,
0 caso contra´rio.
(3.17)
Em seguida, construiremos uma matriz H formada pelos k vetores como colunas. A
matriz tera´ as seguintes propriedades, declaradas no lema abaixo.
Lema 1 Seja a matriz H formada pelos k vetores definidos em (3.17) como colunas e L
a matriz de Laplace. Enta˜o valem as seguintes propriedades sobre H e L.
1. H ′DH = I, onde H ′ e´ a matriz transposta de H, D a matriz diagonal e I a matriz
identidade;
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2. h′iLhi = 2 c(C,C)a(Ci) .
Prova. A parte (1) pode ser verificada notando que todos os vetores formados em
(3.17) sa˜o ortogonais entre si. A matriz H ′ tera´ os vetores de h como linhas e a matriz
H como colunas. Dessa forma, cada entrada i e j da matriz resultante da multiplicac¸a˜o
H ′DH sera´ o produto interno h′iDhj = 0 para i 6= j, o produto h′iDhi = 1, comprovado
pelo seguinte ca´lculo
h′iDhi =
∑
j∈Ci
dj
(
1√
a(Ci)
)2
=
1
a(Ci)
∑
j∈Ci
dj = 1,
lembrando que
∑
j∈Ci dj = a(Ci).
A parte (2) pode ser provada utilizando a Proposic¸a˜o 3 e a definic¸a˜o do vetor h (3.17),
fazendo o seguinte ca´lculo:
h′iLhi =
n∑
j=1
n∑
k=1
wjk(hji − hki)2
=
∑
j∈C
∑
k∈C
wjk
(
1√
a(C)
)2
+
∑
j∈C
∑
k∈C
wjk
(
− 1√
a(C)
)2
= 2
c(C,C)
a(C)
.
(3.18)

Ale´m disso, temos que
h′iLhi = (H ′LH)ii. (3.19)
Juntando a definic¸a˜o de corte normalizado (veja no Cap´ıtulo 2) e o lema 1 a`s equac¸o˜es
(3.18) e (3.19) teremos
Ncut(C1, ..., Ck) =
k∑
i=1
c(Ci, Ci)
a(Ci)
=
1
2
k∑
i=1
h′iLhi =
1
2
k∑
i=1
(H ′LH)ii = 1
2
Tr(H ′LH), (3.20)
onde a func¸a˜o Tr retorna a soma dos elementos da diagonal da matriz.
Podemos reescrever o problema de minimizar Ncut(C1, ..., Ck) como
min
C1,...,Ck
Tr(H ′LH) sujeito a H ′DH = I. (3.21)
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O problema relaxado permite que os valores da matriz H sejam reais. Enta˜o teremos
a seguinte forma relaxada:
min
H∈Rn×k
Tr(H ′LH) sujeito a H ′DH = I. (3.22)
Fazendo a substituic¸a˜o U = D
1
2H, obteremos o seguinte problema
min
U∈Rn×k
Tr(U ′D−
1
2LD− 12U) sujeito a U ′U = I. (3.23)
Note que o Problema 3.23 corresponde a encontrar os autovetores da matriz sime´trica
D−
1
2LD− 12 . A restric¸a˜o U ′U = I significa que U sera´ formado por vetores ortonormais
como colunas. Logo, a matriz U conte´m os primeiros k autovetores como colunas.
Podemos relacionar os autovetores da matriz D−
1
2LD− 12 aos autovetores da matriz de
transic¸a˜o. Essa relac¸a˜o sera´ demonstrada no Teorema 8.
Teorema 8 Dada a matriz D−
1
2LD− 12 formada a partir de um grafo G, tomemos tambe´m
a matriz U com os respectivos k menores autovetores de D−
1
2LD− 12 . Cada coluna de U
corresponde a um autovetor ui associado ao autovalor λi, formando o par (λi, ui), para
1 ≤ i ≤ k. O espectro da matriz de transic¸a˜o M do grafo G sera´ formado pelos pares
(1− λi, D− 12ui)
Prova: Inicialmente, escolheremos a i-e´sima coluna da matriz U . Essa coluna sera´ o
autovetor ui correspondente ao i-e´simo autovalor λi, 1 ≤ i ≤ k.
Pela equac¸a˜o fundamental dos autovetores teremos
D−
1
2LD− 12ui = λiui,
multiplicando a igualdade por D−
1
2 , a equac¸a˜o pode ser reescrita como
D−1LD− 12ui = λiD− 12ui. (3.24)
Pela definic¸a˜o da matriz de Laplace e da matriz de transic¸a˜o, sabemos que L = D − A e
que M = D−1A. Assim, teremos a seguinte igualdade
D−1L = D−1(D − A) = I −D−1A = I −M (3.25)
Substituindo (3.25) em (3.24) teremos
D−1LD− 12ui = (I −M)D− 12ui = D− 12ui −MD− 12ui = λiD− 12ui. (3.26)
Reescrevendo a equac¸a˜o (3.26), podemos chegar no seguinte
D−
1
2ui −MD− 12ui = λiD− 12ui ( subtraindo pelo vetor −D− 12ui)
⇒ −MD− 12ui = λiD− 12ui −D− 12ui
⇒ MD− 12ui = (1− λi)D− 12ui (3.27)
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Portanto, pela equac¸a˜o (3.27), conclui-se que o par (1 − λi, D− 12ui), onde ui e´ uma
coluna da matriz U , corresponde ao autovalor e autovetor da matriz de transic¸a˜o M . 
A partir do problema (3.23) e sua relac¸a˜o com o Teorema 8, fica claro que calcular os
k autovetores da matriz de transic¸a˜o e´ semelhante a encontrar uma soluc¸a˜o aproximada
para o corte normalizado (Ncut).
Para transformar os valores reais encontrados pela matriz U em uma soluc¸a˜o discreta,
interpretemos cada linha de U como pontos no espac¸oRk. Cada ponto correspondera´ a um
ve´rtice do grafo G. Para encontrar as partic¸o˜es, normalmente, e´ utilizado um algoritmo
para k-means sobre esses pontos [55].
3.2 Markov Clustering(MCL)
Nesta sec¸a˜o, apresentaremos o algoritmo proposto em [54] mas, antes de descrever o
algoritmo, daremos uma breve explicac¸a˜o sobre a relac¸a˜o entre cadeia de Markov e grafos.
Uma Cadeia de Markov e´ definida como um conjunto de estados S e um conjunto T de
transic¸o˜es (i, j) entre estados i, j ∈ S. A cada momento ocorre uma transic¸a˜o. Para cada
transic¸a˜o ha´ uma probabilidade pi,j tal que, se em um determinado momento estamos no
estado i, enta˜o com probabilidade pi,j estaremos no estado j no momento seguinte. Todas
probabilidades sa˜o positivas e para cada estado i vale∑
j∈S:(i,j)∈T
pi,j = 1.
A Cadeia de Markov pode ser visualizada como um grafo cujo o conjunto de ve´rtices
sa˜o os estados e o conjunto de arestas sa˜o as transic¸o˜es. Cada aresta tem peso pi,j.
Quando transitamos de um ve´rtice u para um ve´rtice v, estamos passando de um
estado corrente para um estado futuro na cadeia de Markov, o que chamamos de um
passo em um passeio aleato´rio.
Dado um grafo de entrada G, o algoritmo MCL considera a matriz de transic¸a˜o M(G)
como uma Cadeia de Markov. A ideia chave do algoritmo e´ que um passeio aleato´rio
comec¸ando de um ve´rtice de um cluster denso (subgrafo de ve´rtices altamente simila-
res) com pouca probabilidade deixara´ o cluster ate´ que va´rios ve´rtices do cluster sejam
visitados. Descrevemos o MCL no Algoritmo 3.
Para simular os passos de um passeio dentro do grafo, a matriz de transic¸a˜oM e´ elevada
a uma poteˆncia e, obtendo M e. Cada entrada peu,v de M
e corresponde a` probabilidade de
ir de u para v em e passos em um passeio aleato´rio.
Na pro´xima etapa do algoritmo, chamada de inflac¸a˜o (linhas 4 a 11 no algoritmo 1),
cada entrada peu,v e´ elevada a um valor constante r e re-normalizada logo em seguida.
3.2. Markov Clustering(MCL) 45
Algoritmo 3: Markov Clustering (MCL)
Entrada: G = (V,E,w), paraˆmetro de expansa˜o e, paraˆmetro de inflac¸a˜o r
M ←M(G) ;1
while M na˜o e´ idempotente do2
M ←M e ;3
forall u ∈ V do4
forall v ∈ V do5
puv ← pruv6
end7
forall v ∈ V do8
puv ← puv∑
w∈V puw9
end10
end11
end12
H ← grafo induzido pelas entradas diferentes de zero em M ;13
C ← partic¸a˜o induzida por componentes conexos de H ;14
O objetivo e´ que os valores de transic¸o˜es com alta probabilidade sejam intensificados e
transic¸o˜es baixas sejam degradadas.
A operac¸a˜o de inflac¸a˜o e´ a seguinte: Dada uma matriz M ∈ Rk×l e um valor real,
r > 0, a matriz resultante da re-normalizac¸a˜o de cada linha de M com suas entradas
elevadas a um fator r e´ denotada por ΓrM . Γr e´ chamado de operac¸a˜o de inflac¸a˜o com
uma poteˆncia r. Formalmente esta operac¸a˜o Γr : R
k×l → Rk×l e´ definida como:
(ΓrM)u,v = (pu,v)
r/
l∑
w=1
(pu,w)
r (3.28)
para u = 1, ..., k e v = 1, ..., l.
Para ilustrar a operac¸a˜o de inflac¸a˜o utilizaremos como exemplo um vetor v formado
pelos elementos (0, 0.500, 0, 0.166, 0.333) e uma poteˆncia r = 2. Veja abaixo o exemplo:(
0 0.500 0 0.166 0.333
)
↓inflacao(Γ2v)(
0 0.642 0 0.071 0.285
)
Note que, aplicando a inflac¸a˜o, o maior valor de v intensificara´, passando de 0.5 para
0.642. Em contrapartida, os menores valores foram diminu´ıdos.
O fato importante do algoritmo e´ que, em um passeio aleato´rio de e passos, partindo
de um ve´rtice de um subgrafo denso Ci em G, e´ mais prova´vel chegarmos a um ve´rtice
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de Ci do que a um ve´rtice fora de Ci. Portanto, os passeios que ligam subgrafos densos
distintos tera˜o o valor da probabilidade de transic¸a˜o baixo.
O principal processo realizado pelo algoritmo MCL e´ a alternaˆncia entre exponenciac¸a˜o
e inflac¸a˜o da matriz de transic¸a˜o M , representado pela operac¸a˜o Γr(M
e). Dessa forma,
em uma iterac¸a˜o k do lac¸o da linha 2 do algoritmo, teremos como resultado uma matriz
Mk = Γr(M
e
k−1). O lac¸o da linha 2 e´ repetido ate´ que a matriz Mk seja igual a Mk+1,
satisfazendo Mk = Mk+1 = Mk+2 = ... = M∞. Em outras palavras, a matriz Mk na˜o se
altera apo´s a alternaˆncia entre exponenciac¸a˜o e inflac¸a˜o. Quando e´ alcanc¸ado este estado,
dizemos que a matriz Mk e´ idempotente.
Na alternaˆncia entre exponenciac¸a˜o e inflac¸a˜o, valores baixos tendera˜o para zero. As-
sim, as arestas que ligam ve´rtices de diferentes subgrafos densos sera˜o degradadas de
forma que, no resultado final do algoritmo, cada componente conexo representara´ um
particionamento.
Na tese de van Dongen [54], na˜o e´ apresentada uma prova de que o processo de al-
ternaˆncia entre exponenciac¸a˜o e inflac¸a˜o levara´ a “bons” particionamentos. Entretanto,
a heur´ıstica que leva para a formulac¸a˜o do algoritmo sugere que particionamentos signi-
ficativos possam ser determinados.
Na pro´xima sec¸a˜o sera´ apresentado um exemplo mais detalhado com a execuc¸a˜o do
algoritmo.
3.2.1 Execuc¸a˜o do MCL
Dado o grafo G1 (Figura 3.5) com suas correspondentes matrizes de adjaceˆncia A[G1] e
diagonal D[G1] (Figura 3.6), a seguinte matriz normalizada M [G1] = D[G1]
−1 × A[G1]
(Figura 3.7) e´ constru´ıda.
1
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Figura 3.5: Grafo G1.
Quando a matriz M e´ elevada a uma constante e, o objetivo e´ simular um passeio
aleato´rio de e passos. Inicialmente, cada entrada pu,v de M representa a transic¸a˜o inicial
(probabilidades referente a um passo). A matriz M2, por exemplo, corresponde a um
passeio de dois passos. Cada posic¸a˜o p2u,v de M
2 tera´ o seguinte valor:
p2u,v =
∑
w∈V
pu,wpw,v.
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Este valor e´ a probabilidade de ir de u para v em 2 passos. O valor p2u,v e´ a probabilidade
de transitar de um ve´rtice u para um ve´rtice qualquer w com probabilidade pu,w e, a partir
do ve´rtice w, transitar para o ve´rtice v com probabilidade pw,v. Para simular um passeio
com e passos, eleva-se a matriz M a uma poteˆncia e, sendo que cada valor peu,v de M
e
corresponde a` probabilidade de transic¸a˜o de u para v apo´s e passos.
A6×6 =

0 5 0 0 4 0
5 0 2 0 7 0
0 2 0 4 0 5
0 0 4 0 0 3
4 7 0 0 0 0
0 0 5 3 0 0
 D6×6 =

9 0 0 0 0 0
0 14 0 0 0 0
0 0 11 0 0 0
0 0 0 7 0 0
0 0 0 0 11 0
0 0 0 0 0 8

Figura 3.6: Matriz de Adjaceˆncia A[G1] e Matriz Diagonal D[G1].
M6×6 =

0.00000 0.55556 0.00000 0.00000 0.44444 0.00000
0.35714 0.00000 0.14286 0.00000 0.50000 0.00000
0.00000 0.18182 0.00000 0.36364 0.00000 0.45455
0.00000 0.00000 0.57143 0.00000 0.00000 0.42857
0.36364 0.63636 0.00000 0.00000 0.00000 0.00000
0.00000 0.00000 0.62500 0.37500 0.00000 0.00000

Figura 3.7: Matriz de Transic¸a˜o M1[G1].
Apo´s simular o passeio, a pro´xima etapa do algoritmo e´ a operac¸a˜o de inflac¸a˜o. A
operac¸a˜o de inflac¸a˜o e´ responsa´vel por intensificar valores correspondentes com alta pro-
babilidade de transic¸a˜o e enfraquecer aqueles com baixa probabilidade. Esse efeito e´
obtido ao elevar cada entrada da matriz M e a um valor r e, em seguida, normalizar com
todos os valores da mesma linha.
Apo´s va´rias iterac¸o˜es de expansa˜o e inflac¸a˜o, a matriz ficara´ idempotente. Veja na
Figura 3.8 (e tambe´m no exemplo anterior para o vetor X6) que, aplicando a inflac¸a˜o na
matriz idempotente, na˜o ocorrera´ nenhuma alterac¸a˜o.
Os particionamentos sa˜o encontrados a partir dos subgrafos induzidos constru´ıdos a
partir das entradas da matriz idempotente que tenham valores diferente de zero. Cada
componente conexo sera´ interpretado como um particionamento.
O resultado do algoritmo aplicado no exemplo da Figura 3.5, com a respectiva matriz
de transic¸a˜o da Figura 3.7, resulta na matriz da Figura 3.8. Tem-se na Figura 3.9 o grafo
criado a partir da matriz final.
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A6×6 =

0 1 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

Figura 3.8: Matriz idempotente.
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Figura 3.9: Grafo com o passeio da matriz resultante. (Figura 3.8) .
Os subgrafos induzidos sa˜o gerados a partir da matriz resultante. Para cada compo-
nente conexo, forma-se um cluster, o que finaliza a execuc¸a˜o do algoritmo. Veja na Figura
3.9 os conjuntos de ve´rtices {1, 2, 5} e {3, 4, 6} formam dois clusteres.
Em outro exemplo, dada pela Figura 3.2.1, e´ poss´ıvel perceber os sucessivos esta´gios
realizados pelo algoritmo MCL. Note que, as arestas com cores fortes esta˜o em regio˜es
densas. Essas arestas sa˜o intensificadas a cada iterac¸a˜o do MCL. Por outro lado, as arestas
de regio˜es esparsas sa˜o apagadas.
3.3 Iterative Conductance Cutting
Nesta sec¸a˜o, sera´ apresentado o algoritmo Iterative Conductance Cutting (ICC) proposto
em [34].
E´ fa´cil encontrar um particionamento por meio de k − 1 sucessivos cortes mı´nimos.
Para isso, basta aplicar um corte E(S, S) e, em seguida, aplicar outros cortes para os
subgrafos induzidos de S e S. Entretanto, na˜o e´ garantido que os conjuntos formados
pelo corte mı´nimo sejam bons clusteres [34]. Por exemplo, o corte mı´nimo podera´ separar
apenas um u´nico ve´rtice no subconjunto Ci, assim o subconjunto Ci na˜o formara´ um
subgrafo com alta densidade interna.
Um “bom” cluster Ci, com 0 ≤ i ≤ k e pertencente a um particionamento C =
{C1, ..., Ck} de um grafo G = (V,E), possui seu subgrafo induzido denso e, ao mesmo
tempo, pouca conectividade entre seus ve´rtices e os ve´rtices de Ci. A notac¸a˜o Ci representa
os ve´rtices do subconjunto V \Ci.
Uma boa forma de avaliar um “bom” cluster e´ procurar um conjunto Ci de ve´rtices
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Figura 3.10: Esta´gios sucessivos do Algoritmo MCL [54]
que minimize o custo do corte c(Ci, Ci) e que tambe´m maximize a densidade interna de
Ci e Ci. Na Sec¸a˜o 2 descrevemos algumas func¸o˜es que podem ser utilizadas para avaliar
um “bom” particionamento. No algoritmo ICC foi utilizada a func¸a˜o de condutaˆncia.
A condutaˆncia, como visto na Sec¸a˜o 2, compara o custo do corte e os pesos das arestas
internas dos dois subgrafos induzidos. A condutaˆncia ϕ(Ci) de um corte c(Ci, V \Ci) em
G e´ definida como:
ϕ(Ci) =

1, se Ci ∈ {∅, V }
0, se Ci /∈ {∅, V } e E(Ci, V \Ci) = 0
c(Ci, V \Ci)
min {a(Ci), a(V \Ci)} , caso contra´rio
onde
a(Ci) =
∑
v∈Ci
∑
w∈V
w(v, w) = 2
∑
e∈E(Ci)
w(e) +
∑
e∈c(Ci,V \Ci)
w(e)
A condutaˆncia ϕ(G) de um grafo G e´ o valor da condutaˆncia mı´nima dentre todos
poss´ıveis cortes de G:
ϕ(G) = min
Ci⊂V
ϕ(Ci).
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A ideia do algoritmo e´ que, em um bom particionamento C = {C1, ..., Ck} do grafo,
cada Ci tem um valor de condutaˆncia baixo e, ao mesmo tempo, o valor de condutaˆncia
de G[Ci] na˜o e´ baixo, onde G[Ci] e´ o subconjunto induzido por Ci.
Inicialmente, o algoritmo considera como particionamento apenas uma partic¸a˜o que
conte´m apenas um conjunto com todos os ve´rtices. A cada iterac¸a˜o, o algoritmo verifica
se existe uma parte C ∈ C tal que a condutaˆncia do subgrafo induzido por esta parte
e´ menor do que um limite. Se existir tal parte, ela sera´ um indicativo de que C na˜o e´
uma boa parte, pois existem arestas de peso baixo conectando seus ve´rtices. O algoritmo
encontra enta˜o o corte S ⊂ C de condutaˆncia mı´nima em G[C] e cria duas novas partes
no lugar de C. O algoritmo procede enquanto houver partic¸o˜es que possam ser divididas.
Descrevemos o ICC no algoritmo 4.
Algoritmo 4: Iterative Conductance Cutting (ICC)
Entrada: G = (V,E,w), limiar de condutaˆncia 0 < α∗ < 1
C ← {V } ;1
while ∃ C ∈ C com ϕ(G[C]) < α∗ do2
x← autovetor de M(G[C]) associado ao segundo maior autovalor ;3
S ← {S ⊂ C | maxv∈S(xv) < minw∈C\S(xw)};4
C ′ ← arg minS∈S(ϕ(S)) ;5
C ← (C\{C}) ∪ {C ′, C\C ′} ;6
end7
O problema de encontrar o corte de condutaˆncia mı´nima e´ NP -Dif´ıcil, dessa forma, o
algoritmo ICC utiliza um algoritmo de aproximac¸a˜o para o corte de condutaˆncia mı´nima
(linhas 3-5 do Algoritmo 4). A heur´ıstica para aproximar o corte de condutaˆncia mı´nima
pode ser descrita da seguinte forma: primeiramente, calcula-se o autovetor x ∈ Rn relativo
ao segundo maior autovalor λ2 da matriz M(G[C]), onde G[C] e´ o subgrafo induzido pelo
subconjunto de ve´rtices C. Ordene os valores do autovetor x = (x1, ..., xn) de forma
crescente, tal que xi1 ≤ xi2 ≤ ... ≤ xin . Em seguida, encontra-se o valor t que minimiza a
condutaˆncia ϕ({i1, ..., it}), 1 ≤ t ≤ n.
No trabalho de Kannan et al. [34], e´ provado um limite superior para a aproximac¸a˜o
com a seguinte relac¸a˜o:
ϕ(G) ≥ 1− λ2 ≥ φ(G)
2
2
, (3.29)
onde φ(G) e´ o valor do corte de condutaˆncia encontrado pelo algoritmo aproximado que
utiliza a heur´ıstica do segundo autovetor λ2.
Veja no apeˆndice A a prova da garantia de aproximac¸a˜o do algoritmo ICC para o
problema de clusterizac¸a˜o. Veja tambe´m, no apeˆndice A.2, a demonstrac¸a˜o da garantia
3.4. Geometric MST Clustering 51
de aproximac¸a˜o, dada em (3.29), para o algoritmo que utiliza a heur´ıstica do segundo
autovetor.
3.4 Geometric MST Clustering
Geometric MST Clustering (GMC) e´ um algoritmo para clusterizac¸a˜o em grafos que
combina particionamento espectral com te´cnicas de clusterizac¸a˜o no espac¸o Rn [12].
A ideia do algoritmo e´ imergir um grafo G no espac¸o Rn e atribuir peso a`s arestas.
Os valores dos pesos sera˜o dados pela relac¸a˜o de distaˆncia entre ve´rtices. Em seguida,
e´ criada uma a´rvore geradora mı´nima (Minimum Spanning Tree - MST) com os novos
pesos das arestas de G. Seja T uma MST gerada com os novos pesos. Para encontrar
os clusteres, sa˜o removidas arestas de T com peso superior a um limiar τ . Chamaremos
de F (T, τ) a floresta induzida por todas as arestas de T com peso no ma´ximo τ . Para
cada limiar τ , os componentes conexos de F (T, τ) gerara˜o os clusteres C(τ). O limiar τ e´
aquele escolhido dentre os valores dos pesos das arestas de T que maximiza a func¸a˜o de
qualidade (ver Sec¸a˜o 1.2) aplicada sobre C(τ). Veja o Algoritmo 5 para a descric¸a˜o em
pseudoco´digo do Algoritmo GMC.
Algoritmo 5: Geometric MST Clustering (GMC)
Entrada: G = (V,E,w), nu´mero de dimenso˜es para imersa˜o d , func¸a˜o avaliadora
de clusteres quality
(1, λ2, ..., λd+1)← d+ 1 maiores autovalores de M(G) ;1
d′ ← max{i|1 ≤ i ≤ d, λi > 0} ;2
x(1), ..., x(d
′) ← autovetores de M(G) associado com λ1, ..., λd′ ;3
forall e = (u, v) ∈ E do4
w(e)←
d′∑
i=1
|xi[u]− xi[v]|;
5
end6
T ← a´rvore geradora mı´nima de G em relac¸a˜o a w;7
C ← C(τ) tal que a quality(C(τ)) e´ ma´xima sobre todo τ ∈ {w(e)| ∈ T} ;8
Na primeira linha do algoritmo, sa˜o selecionados os autovetores associados aos d mai-
ores autovalores da matriz de transic¸a˜o (ver definic¸a˜o 13) do grafo de entrada. Note que
os k maiores autovalores de M [G] correspondem aos k menores autovalores generalizados
da matriz de Laplace (Proposic¸a˜o 8).
Nas linhas (2) e (3) do algoritmo 5, sa˜o selecionados apenas os autovetores associados a
autovalores positivos. Segundo Gaertler [25], essa selec¸a˜o e´ feita devido a uma propriedade
observada em grafos bipartidos. Nesses grafos, temos λ2 = −1 e, ao executarmos o
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algoritmo GMC (utilizando autovalores negativos), obtemos a bipartic¸a˜o do grafo como
resultado. Isso na˜o leva a um “bom” particionamento, ja´ que em cada parte na˜o haveria
arestas ligando os ve´rtices internos.
O algoritmo (GMC) segue a mesma estrutura gene´rica para clusterizac¸a˜o espectral
(ver algoritmo 2) discutida na Sec¸a˜o 3.1.3. Apo´s criar a matriz de transic¸a˜o do grafo
dado como entrada e selecionar os autovetores u´teis, o pro´ximo passo e´ interpretar os
autovetores selecionados como clusteres. O artif´ıcio usado pelo algoritmo e´ imergir o
grafo no espac¸o.
Uma imersa˜o do grafo G no espac¸o e´ constru´ıda a partir de d autovetores {x1, x2, ..., xd}
da matriz de transic¸a˜o M(G) que esta˜o associados aos maiores autovalores menores ou
iguais a um. Formalmente, podemos enunciar o problema da imersa˜o de um grafo G no
espac¸o d-dimensional da seguinte forma:
Problema 1 (Imersa˜o no Espac¸o) [25] Dado como entrada um grafo G = (V,E) com
n ve´rtices – sem perda de generalidade assumimos que V = {1, 2, ..., n} – e uma func¸a˜o de
custo g : Rn×d → R, onde d representa o nu´mero de dimenso˜es. O objetivo e´ determinar
uma func¸a˜o % : V → Rd tal que, se a func¸a˜o de custo g tem um mı´nimo global, enta˜o o
valor de g(A) e´ o mı´nimo com a matriz A constru´ıda como
A =
 %(1)...
%(n)
 .
No trabalho de Gaertler [25], e´ usada a equac¸a˜o 3.6 como func¸a˜o de custo. Para dar
maior compreensa˜o de como e´ realizada a imersa˜o, podemos simplificar o problema para
apenas uma dimensa˜o. Nesse caso, teremos apenas o posicionamento de cada ve´rtice em
uma reta. Como % : V → R, a func¸a˜o % pode ser interpretada como um vetor indexado
pelos ve´rtices. A func¸a˜o de custo sera´ a soma de todas as distaˆncias entre dois ve´rtices
adjacentes. Claramente, o valor mı´nimo da func¸a˜o de custo (dada pela equac¸a˜o 3.6)
corresponde ao posicionamento em que todos os pontos esta˜o na mesma posic¸a˜o. Para
evitar que isso ocorra, e´ postulado que o vetor que define o posicionamento de cada ve´rtice
tenha tamanho unita´rio e seja ortogonal ao vetor 1. A partir da Proposic¸a˜o 6, podemos
notar que todos os autovetores relacionados ao autovalor λ2 sa˜o os mı´nimos globais para
a func¸a˜o de custo.
Seja d′ ≤ n. Cada ı´ndice de um autovetor xi (1 ≤ i ≤ d′) correspondera´ a um ve´rtice.
A selec¸a˜o de d′ autovetores corresponde a` imersa˜o do grafo G = (V,E) em d′ dimenso˜es.
Apo´s a imersa˜o, um ve´rtice v ∈ V tera´ um ponto pu correspondente. As coordenadas
do ponto pu sa˜o os ı´ndices u de cada autovetor, isto e´, pu = (x1[u], x2[u], ..., xd′ [u]).
Ao contra´rio do peso atribu´ıdo a arestas de um grafo, que e´ diretamente proporcional
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a` similaridade entre os ve´rtices correspondentes, a distaˆncia entre dois pontos de uma
imersa˜o e´ inversamente proporcional a sua similaridade, ou seja, quanto menor for a
distaˆncia, maior sera´ a similaridade entre os pontos.
Para ilustrarmos o processo de imersa˜o de um grafo e a sua relac¸a˜o com clusteres,
tomaremos como exemplo um grafo (ver Figura 3.11) e aplicaremos o processo descrito
pelo algoritmo GMC. A matriz de adjaceˆncia do grafo G1 e´ representada pela Figura 3.12.
Para simplificar a ilustrac¸a˜o, sera´ considerada a imersa˜o do grafo G1 em uma reta.
Sejam o grafo G1 = (V1, E1), representado pela Figura 3.11, e x o autovetor associado
ao maior autovalor de M(G1). Suponha que seja aplicada a imersa˜o de G1 em apenas
uma dimensa˜o (d = 1), definindo uma func¸a˜o de δ : E1 → R por
δ(e) = |x[u]− x[v]|, (3.30)
onde e = (u, v) ∈ E1. Podemos interpretar x como uma func¸a˜o que atribui um valor real
a cada ve´rtice, sendo δ o mo´dulo da diferenc¸a entre dois valores reais.
Figura 3.11: Grafo G1 dado como entrada para o exemplo de imersa˜o no espac¸o R
n.
A =

0 3 2 0 0 0 0
3 0 4 1 0 0 0
2 4 0 0 0 2 0
0 1 0 0 5 4 0
0 0 0 5 0 1 2
0 0 2 4 1 0 3
0 0 0 0 2 3 0

Figura 3.12: Matriz de Adjaceˆncia do grafo G1. Cada linha e coluna obedecem a` ordem
lexicogra´fica dos ro´tulos dos ve´rtices.
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M =

0.377 0.535 0.054 0.461 0.739 0.421 −0.083
0.377 0.452 −0.244 −0.686 −0.120 0.078 −0.111
0.377 0.385 0.251 0.417 −0.505 −0.277 0.144
0.377 −0.272 0.490 −0.137 0.159 −0.251 −0.422
0.377 −0.354 −0.449 0.263 −0.294 0.388 −0.362
0.377 −0.212 −0.417 0.025 0.250 −0.410 0.368
0.377 −0.338 0.507 −0.227 −0.087 0.597 0.717

Figura 3.13: Matriz com os autovetores da matriz de adjaceˆncia do grafo G1
Na Figura 3.13, temos, em cada coluna, os autovetores da matriz de transic¸a˜o do grafo
G1. Na primeira coluna, temos o autovetor correspondente ao primeiro maior autovalor
λ1, na segunda coluna, o autovetor correspondente ao segundo maior autovalor λ2 e assim
sucessivamente para cada autovalor λi (1 ≤ i ≤ n). Considerando apenas uma dimensa˜o
para a imersa˜o (d = 1), sera´ escolhido apenas o segundo autovetor (correspondente ao
autovalor λ2) para representar a posic¸a˜o de cada ve´rtice na reta. A representac¸a˜o e´ dada
pela Figura 3.14.
Figura 3.14: Reta com a imersa˜o dos ve´rtices do grafo G1.
Note que os pontos {e, g, d, f} esta˜o posicionados pro´ximos um dos outros e distantes
dos pontos {c, b, a}. Para o grafo G1, que e´ um grafo com poucos ve´rtices, e´ poss´ıvel
perceber que os clusteres sa˜o os conjuntos de ve´rtices {e, g, d, f} e {c, b, a} apenas com o
aux´ılio dessa imersa˜o.
Para grafos na˜o ta˜o simples, como grafos com nu´mero maior de ve´rtices, e´ necessa´rio
determinar quais os conjuntos de pontos correspondem a cada cluster. Para determinar
os clusteres, o algoritmo GMC modifica os pesos das arestas para o valor dado pela func¸a˜o
δ definida na equac¸a˜o (3.30). Em seguida, e´ criada uma a´rvore geradora mı´nima do grafo
imerso. Em seguida, o algoritmo (GMC) utiliza uma te´cnica semelhante a`quela descrita no
trabalho de Zahn [60] – constro´i uma a´rvore geradora mı´nima do grafo e remove as arestas
com peso superior a um limiar. Diferentemente do algoritmo de Zahn, onde o limiar e´
dado como entrada, no algoritmo GMC, o limiar e´ escolhido entre todos os valores de
pesos da aresta da a´rvore geradora mı´nima tal que uma func¸a˜o de qualidade dos clusteres
seja maximizada. As func¸o˜es de qualidade dos clusteres sa˜o aquelas que apresentam
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a estrutura que relaciona a densidade intraclusteres versus a esparsidade interclusteres.
Podemos usar qualquer uma das func¸o˜es de custo definidas na Sec¸a˜o 1.2.
Uma vez que a func¸a˜o de qualidade seja calculada rapidamente, o tempo de execuc¸a˜o
do algoritmo GMC e´ dominado pelo tempo de calcular os autovetores da matriz de
transic¸a˜o e o tempo da criac¸a˜o da a´rvore geradora mı´nima.
3.5 K-Centros
Nesta sec¸a˜o, sera´ discutido o problema dos k-centros. O algoritmo de aproximac¸a˜o des-
crito para o problema foi proposto por Teofilo Gonzales [28]. Esse algoritmo e´ uma
2−aproximac¸a˜o e utiliza uma estrate´gia gulosa para encontrar a soluc¸a˜o aproximada.
Uma instaˆncia do problema dos k-centros consiste em um grafo completo G = (V,E)
com uma func¸a˜o w que atribui peso a cada aresta e = (u, v) ∈ E, com we ≥ 0. O objetivo
do problema e´ encontrar um subconjunto de ve´rtices S ⊆ V de tamanho no ma´ximo k tal
que w(S) = maxv∈V minu∈S w(v,u) seja minimizado, ou seja, o valor ma´ximo da distaˆncia
de um ve´rtice ate´ o seu centro mais pro´ximo seja minimizada.
E´ importante salientar que, nesta sec¸a˜o, sera´ considerada a versa˜o me´trica do problema
dos k-centros. Considere uma func¸a˜o d : V × V → R+ que retorna a distaˆncia mı´nima
entre dois ve´rtices quaisquer de V . Na versa˜o sime´trica, a func¸a˜o d satisfaz as seguintes
propriedades:
• ∀v ∈ V, d(v, v) = 0;
• Desigualdade Triangular: ∀u, v, t ∈ V, d(u, v) + d(v, t) ≥ d(u, t);
• Simetria: ∀u, v ∈ V, d(u, v) = d(v, u).
O problema dos k-centros me´trico e´ um problema NP−Dif´ıcil [36].
O problema sem a desigualdade triangular e´ NP−Dif´ıcil de aproximar dentro de qual-
quer fator constante [36]. O problema considerando a desigualdade triangular e desconsi-
derando a simetria, chamado de problema dos k-centros assime´trico, foi mostrado que e´
Ω(log n) dif´ıcil de aproximar [18]. A versa˜o me´trica (obedecendo tambe´m a desigualdade
triangular), considerada neste trabalho, tem o fator de aproximac¸a˜o 2 como o melhor
poss´ıvel para o problema [31], a menos que P = NP .
O algoritmo de Gonzalez [28] e´ bastante simples. Inicialmente, e´ selecionado um
ve´rtice arbitra´rio como o primeiro centro, esse centro e´ atribu´ıdo ao conjunto S. Enta˜o,
em cada iterac¸a˜o, o novo centro sera´ o ve´rtice mais distante de algum centro pertecente
ao conjunto S. Essa escolha gulosa sera´ feita ate´ que a quantidades de centros atribu´ıdos
a S seja do tamanho k. Abaixo e´ descrito o algoritmo em pseudoco´digo.
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Algoritmo 6: Algoritmo de Gonzalez para o problema K-Centros
Entrada: G(V,E) grafo completo, k quantidade de centros d func¸a˜o que retorna a
distancia entre dois ve´rtice do grafo G
V ′ ← V ;1
seja u um ve´rtice escolhido aleatoriamene de V ;2
S ← S ∪ {u};3
V ′ ← V ′ − {u};4
for j ← 1 ate´ k do5
S ← S ∪
{
arg max
v∈V ′
d(v, S)
}
;
6
V ′ ← V ′ − {u};7
end8
Retorne S;9
Teorema 9 O algoritmo de Gonzalez calcula uma 2−aproximac¸a˜o para o problema dos
k-centros.
Prova: Seja S∗ uma soluc¸a˜o o´tima para o problema dos k-centros e S uma soluc¸a˜o
do algoritmo de Gonzales. Considere tambe´m o valor r∗ para o maior raio da soluc¸a˜o
o´tima, ou seja, r∗ sera´ a distaˆncia ma´xima de um ve´rtice ate´ um dos k centros de S∗ mais
pro´ximo. Suponha por absurdo que o valor r, distaˆncia de um ve´rtice ate´ o centro em S
mais pro´ximo, seja r > 2r∗. Dessa forma, todos os k centros selecionados pelo algoritmo
de Gonzalez e tambe´m um ponto mu´tuo entre os centros (ponto que esteja sendo coberto
por esferas de raio r de dois centros), esta˜o distantes pelo menos r entre si. Assim, pela
desigualdade triangular, para cobrir esses k+ 1 ve´rtices dentro de uma distaˆncia r∗ (com
o raio de cobertura r∗), cada cobertura de raio r∗ contera´ no ma´ximo um desses k + 1
centros. Isso implica que pelo menos k + 1 coberturas de raio r∗ sera˜o requeridas para
cobrir todos os ve´rtices com uma distaˆncia de no ma´ximo r∗, o que e´ uma contradic¸a˜o. 
Cap´ıtulo 4
GRASP para o problema de
Particionamento
Nesta sec¸a˜o, e´ apresentada uma nova abordagem que utiliza a meta-heur´ıstica GRASP
para tratar o problema de particionamento em grafos. Na Sec¸a˜o 4.1 daremos uma visa˜o
geral sobre a meta-heur´ıstica GRASP e na Sec¸a˜o 4.2 falaremos sobre a aplicac¸a˜o do
GRASP para tratar o problema de particionamento em grafos.
4.1 A Meta-heur´ıstica GRASP
Meta-heur´ısticas sa˜o me´todos computacionais que buscam gerar soluc¸o˜es boas fazendo
uma varredura pelo espac¸o de soluc¸o˜es, usando uma combinac¸a˜o de heur´ısticas com com-
ponentes aleato´rios. Elas possuem uma estrutura com componentes gene´ricos que sa˜o
adaptados ao problema de otimizac¸a˜o espec´ıfico. Apesar de esses me´todos sempre procu-
rarem uma boa soluc¸a˜o, na˜o ha´ garantia que a soluc¸a˜o o´tima sera´ encontrada.
Meta-heur´ısticas esta˜o entre os me´todos mais efetivos para resolver problemas de oti-
mizac¸a˜o combinato´ria. Entre as meta-heur´ısticas mais conhecidas, podemos citar simu-
lated annealing, busca tabu, GRASP, algoritmos gene´ticos, coloˆnia de formigas e va´rias
outras. Geralmente, esses me´todos sa˜o baseados em diferentes paradigmas e oferecem
diferentes mecanismos para escapar de soluc¸o˜es o´timas locais.
Consideraremos problemas de otimizac¸a˜o combinato´ria cujo o objetivo e´ minimizar o
valor de uma func¸a˜o f(S) sobre todas as soluc¸o˜es S do domı´nio. Cada problema espec´ıfico
pode ser interpretado da seguinte forma: o problema e´ composto por um conjunto de
elementos E = {e1, . . . , en} onde uma soluc¸a˜o via´vel X para o problema e´ um subconjunto
de E. Seja D ⊆ 2E, o domı´nio do problema, logo X ∈ D. Ha´ uma func¸a˜o f : D → R que
atribui um custo para cada soluc¸a˜o. O objetivo e´ encontrar uma soluc¸a˜o S∗ ∈ D tal que
f(S∗) ≤ f(S),∀S ∈ D.
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A meta-heur´ıstica utilizada neste trabalho sera´ o GRASP (Greedy Randomized Adap-
tive Search Procedures). GRASP e´ uma meta-heur´ıstica iterativa, desenvolvida por Feo e
Resende [22], em que cada iterac¸a˜o consiste em duas fases: construc¸a˜o e busca local.
Na fase de construc¸a˜o, uma soluc¸a˜o via´vel e´ criada progressivamente a partir do zero.
Em cada iterac¸a˜o, apenas um elemento e´ adicionado a soluc¸a˜o. A selec¸a˜o do pro´ximo
elemento e´ guiado por uma func¸a˜o gulosa que mede o benef´ıcio que o mais recente elemento
escolhido concede para a soluc¸a˜o ate´ enta˜o constru´ıda. O pseudo-co´digo para construc¸a˜o
de uma soluc¸a˜o inicial gulosa e´ dada pelo Algoritmo 7.
Algoritmo 7: AlgGuloso (Algoritmo guloso para construc¸a˜o da soluc¸a˜o inicial do
GRASP.)
Entrada: Conjunto de elementos E = {e1, e2, . . . , en}, func¸a˜o c : E → R que
valida o custo de todos os elementos candidatos
S ← ∅;1
Inicie o conjunto de candidatos: C ← E;2
Valida o custo c(e) para todo e ∈ C;3
while C 6= ∅ do4
Selecione um elemento s ∈ C com o menor custo c(s);5
Adicione s na soluc¸a˜o corrente: S ← S ∪ {s} ;6
Atualize o conjunto de candidatos C ;7
Revalida o custo c(e) para todo e ∈ C;8
end9
Retorne S;10
A te´cnica de busca local tenta melhorar a soluc¸a˜o inicial S de maneira iterativa. A
cada iterac¸a˜o, e´ gerado um conjunto de soluc¸o˜es vizinhas de S, denotado por N(S). Este
conjunto e´ gerado atrave´s de pequenas modificac¸o˜es na soluc¸a˜o atual S. A melhor soluc¸a˜o
em N(S) e´ escolhida para ser a soluc¸a˜o atual, se esta melhorar o custo da func¸a˜o objetivo
em relac¸a˜o a S.
Algoritmo 8: BuscaLocal (Algoritmo de busca local para problemas de mini-
mizac¸a˜o.)
Entrada: Soluc¸a˜o inicial S
while S na˜o e´ o o´timo local do1
Procure S ′ ∈ N(S) com f(S ′) < f(S) ;2
S ← S ′ ;3
end4
Retorne S;5
Uma soluc¸a˜o S∗ e´ um o´timo local em relac¸a˜o a vizinhanc¸a N se f(S∗) ≤ f(S),∀S ∈
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N(S∗). Me´todos de busca local sa˜o baseados na explorac¸a˜o das soluc¸o˜es vizinhas, pro-
curando melhorar a soluc¸a˜o ate´ que o o´timo local seja encontrado. O pseudo-co´digo da
busca local para um problema de minimizac¸a˜o e´ dado pelo algoritmo 8.
O Algoritmo 9 ilustra o procedimento principal do GRASP. O nu´mero ma´ximo de
iterac¸o˜es e´ dado como entrada – definida pela constante MaxIteracao.
Algoritmo 9: GRASP
Entrada: constante MaxIteracao, problema a ser resolvido Z
f ∗ ←∞;1
for i = 1 ate´ MaxIteracao do2
S ← AlgGuloso(Z);3
S ← BuscaLocal(S) ;4
if f(S) < f ∗ then5
S∗ ← S;6
f ∗ ← f(S);7
end8
end9
Retorne S;10
Neste trabalho, propomos uma heur´ıstica baseada em GRASP para tratar o problema
de particionamento em grafos. As fases componentes desse algoritmo, fase de construc¸a˜o
e fase de busca local, sera˜o descritas na pro´xima sec¸a˜o de maneira que sejam identificadas
suas peculiaridades.
4.2 GRASP para o problema de Particionamento
Inicialmente, descreveremos como construir uma soluc¸a˜o inicial via´vel para o problema
de particionamento em grafo e, em seguida, como gerar os vizinhos para realizar a busca
local.
4.2.1 Construc¸a˜o da Soluc¸a˜o Inicial
Foram elaboradas va´rias estrate´gias para a fase de construc¸a˜o. Para cada estrate´gia,
considera-se um grafo G = (V,E,w) dado como entrada. Abaixo sa˜o descritas as es-
trate´gias:
Classificac¸a˜o gulosa utilizando centroides: Seja R um subconjunto com k ve´rtices
de V . Chamaremos cada ve´rtice ri ∈ R de centro. Cada centro ri correspondera´ a um
cluster Ci do particionamento C, onde 1 < i ≤ k. A estrate´gia e´ atribuir cada ve´rtice ao
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cluster mais similar de forma que a soma dos pesos das arestas para outros clusteres seja
baixa. Em outras palavras, um ve´rtice v ∈ V sera´ atribu´ıdo ao cluster Ci (correspondente
ao centro ri) que tenha o menor valor para
q(v, Ci) =
1
w(v, ri) + 
+
∑
{u∈Cj |i 6=j}
w(v, u), (4.1)
onde  e´ uma constante, tal que 0 <  ≤ 1.
Para encontrar o conjunto R com os centros iniciais resolvemos o problema do k-centro
ou k-means (veja a descric¸a˜o desses problemas na Sec¸a˜o 1.3.2). Embora ambos sejam
NP -Dif´ıceis, existem algoritmos aproximados ra´pidos com bom fator de aproximac¸a˜o e
heur´ısticas que retornam bons resultados.
Antes de buscar o conjunto R de centros de um grafo G (utilizando os algoritmos
para os problemas k-center ou k-means), devemos construir uma representac¸a˜o do grafo
no espac¸o d-dimensional (veja a Definic¸a˜o 12). Para construir a representac¸a˜o, e´ feito o
processo de imersa˜o no espac¸o. Esse processo constro´i uma func¸a˜o % : V → Rd que atribui
cada ve´rtice a um ponto no espac¸o. Veja o Algoritmo 10 para a construc¸a˜o da imersa˜o.
Inicialmente, o Algoritmo 10 cria uma matriz de transic¸a˜o de probabilidade M (veja
a definic¸a˜o em 13) onde cada linha e coluna correspondera´ a um dos n ve´rtices do grafo
de entrada G. Em seguida, calcula os d + 1 maiores autovalores 1, λ2, ..., λd+1 e seus
respectivos autovetores x(1), ..., x(d+1) de M . Obte´m uma matriz R com tamanho (n ×
(d + 1)) formada pelos autovetores como colunas. Uma representac¸a˜o do ve´rtice u ∈ V
no espac¸o correspondera´ a um vetor linha %(u) de R.
Uma representac¸a˜o % e´ boa quanto menor o valor de sua energia energia(%) (ver a
definic¸a˜o da func¸a˜o de energia em (3.6)). O que faremos agora, e´ demonstrar que a
representac¸a˜o constru´ıda pelo Algoritmo 10 e´ boa. Para isso, consideramos a matriz de
Laplace L do grafo G = (V,E,w) e a matriz R∗ formada pelos autovetores y1, . . . , yn
correspondente aos menores autovalores λ∗1, . . . , λ
∗
n de L como colunas. Pela Proposic¸a˜o
4 sabemos que
energia(%) = Tr(R′LR) =
d+1∑
i=1
y(i)
′Ly(i). (4.2)
Pela definic¸a˜o de autovetor,
Lx = λ∗x (4.3)
⇒ x′Lx = λ∗. (4.4)
Unindo as equac¸o˜es 3.6 e 4.4, obtemos energia(%) =
∑n
i=1 λ
(i)∗. Pela Proposic¸a˜o 5 sa-
bemos que a energia mı´nima de uma representac¸a˜o de G em Rd e´ igual a
∑d+1
i=2 λ
(i)∗.
Portanto a representac¸a˜o R∗ e´ boa.
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Pela Proposic¸a˜o 8, se λ e´ autovalor de M (matriz de transic¸a˜o de probabilidade) enta˜o
1 − λ e´ autovalor de L. Com isso, sabendo que a soma dos menores autovalores de L,∑d+1
i=2 (1−λ), define uma boa representac¸a˜o, enta˜o, a soma dos maiores autovalores de M ,∑d+1
i=2 λ, tambe´m define uma boa representac¸a˜o. Portanto, podemos utilizar uma matriz
R formada pelos autovetores dos maiores autovalores de M como colunas para obter uma
boa representac¸a˜o com energia mı´nima.
Algoritmo 10: imersao – Algoritmo para imersa˜o no espac¸o
Entrada: G = (V,E,w) com n ve´rtices, d e´ o nu´mero de dimenso˜es para imersa˜o
Represente cada ve´rtice de V como um inteiro de 1 ate´ n ;1
Construa a matriz de transic¸a˜o de probabilidade M(G) ;2
(1, λ2, ..., λd+1)← d+ 1 maiores autovalores de M(G) ;3
x(1), ..., x(d+1) ← autovetores de M(G) associado com λ1, ..., λd+1;4
forall i de 1 ate´ n do5
%(i)← (x(1)[i], ..., x(d+1)[i]);6
end7
retorna a representac¸a˜o % ;8
O algoritmo guloso utilizado pelo GRASP para a construc¸a˜o de uma soluc¸a˜o inicial
via´vel e´ descrito no Algoritmo 11. Inicialmente, o algoritmo cria uma representac¸a˜o dos
ve´rtices do grafo no espac¸o e busca o conjunto de centros da representac¸a˜o. Na descric¸a˜o
do Algoritmo 11, utilizamos o me´todo k-centros para encontrar esse conjunto. Entretanto,
nos testes computacionais, utilizamos tambe´m o algoritmo k-means. Cada centro sera´
atribu´ıdo a um cluster diferente. Em seguida, escolhemos aleatoriamente um conjunto
T ′ com um nu´mero x ve´rtices. Cada ve´rtice desse conjunto e´ atribu´ıdo ao cluster que
minimiza a func¸a˜o q definida em 4.1. O algoritmo para quando todos os ve´rtices forem
atribu´ıdos a algum dos k clusteres.
Classificac¸a˜o Gulosa Aleato´ria: Elaboramos uma outra forma mais simples de
construir uma soluc¸a˜o inicial via´vel. Seja R um subconjunto de V com k centros escolhi-
dos aleatoriamente. Cada cluster sera´ formado incrementalmente, escolhendo a aresta de
maior peso que sai de um ve´rtice pertencente a um cluster e unindo esse cluster ao ve´rtice
da aresta. Inicialmente, sera˜o criados k clusteres C1, . . . , Ck com apenas um ve´rtice de R
em cada um. A cada passo do algoritmo, escolhemos a aresta de maior peso que liga um
ve´rtice v ainda na˜o associado a um ve´rtice de algum cluster Ci, 1 ≤ i ≤ k, e adicionamos
v a Ci.
Soluc¸o˜es iniciais de heur´ısticas: Outra forma de construir soluc¸o˜es iniciais e´ apro-
veitar o particionamento retornado por outras heur´ısticas. Os algoritmos como o ICC
e MCL, que implementam heur´ısticas para achar o particionamento, podera˜o ser usados
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Algoritmo 11: Algoritmo Aleato´rio Guloso para construc¸a˜o de uma soluc¸a˜o do
problema de particionamento.
Entrada: grafo G = (V,E,w) , valor constante x, nu´mero k de clusteres
%← imersao(G);1
R← k − center(%);2
Atribua cada ve´rtice de R a um diferente cluster Ci, onde 1 ≤ i ≤ k;3
T ← V \R;4
while T 6= ∅ do5
Escolha aleatoriamente um subconjunto T ′ ⊆ T tal que |T ′| ≤ x;6
for p ∈ T ′ do7
{p} ∪ argminri∈Rq(Ci);8
end9
T ← T − T ′;10
end11
Retorne o particionamento {C1, . . . , Ck} ;12
para gerar a soluc¸a˜o inicial.
4.2.2 Busca Local
Nesta sec¸a˜o, descrevemos como gerar uma vizinhanc¸a para uma dada soluc¸a˜o. A partir
de uma soluc¸a˜o inicial C, uma soluc¸a˜o vizinha C ′ ∈ N(C) e´ obtida pela operac¸a˜o de
“movimento”. Essa operac¸a˜o corresponde a mover alguns ve´rtices de um cluster Ci ∈ C
para outro cluster Cj ∈ C.
Seja G′ = (Ci, E ′, w) o subgrafo induzido pelos ve´rtices de Ci; aplicamos o corte
mı´nimo em G′ e obtemos os subconjuntos S e S, separados pelo corte. Dentre S e S
considere o de menor tamanho, digamos S. Um movimento corresponde a atribuic¸a˜o de
todos os ve´rtices de S para um outro cluster Cj. Para cada atribuic¸a˜o teremos uma uma
nova soluc¸a˜o que sera´ uma soluc¸a˜o vizinha de C.
Seja k o nu´mero de clusteres. Em cada iterac¸a˜o da busca local, sera˜o feitos k cortes
mı´nimos e k(k − 1) movimentos. As operac¸o˜es de movimentos tem complexidade O(n),
restando o corte mı´nimo como a operac¸a˜o mais onerosa.
Introduziremos o algoritmo de Stoer e Wagner [52] (algoritmo 13) para resolver o
problema do corte mı´nimo.
A forma tradicional de resolver o problema de corte mı´nimo e´ por meio de sua relac¸a˜o
com o problema de fluxo ma´ximo. Ford e Fulkerson [24] mostraram a dualidade entre o
fluxo ma´ximo de s para t e o corte (s, t) mı´nimo (minimun (s, t)-cut). No problema de
corte (s, t) mı´nimo, s e t sa˜o dois ve´rtices, fonte e destino em um problema de fluxo, que
devem ser separados por um corte. Encontrar um corte mı´nimo de um grafo pode ser feito
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procurando o corte (s, t) mı´nimo entre um ve´rtice fixo s e cada outro ve´rtice t ∈ V \{s}.
O algoritmo mais ra´pido para se resolver o problema do corte mı´nimo usando fluxo tem
complexidade de tempo O(n3) [1].
Neste trabalho, utilizamos um algoritmo determin´ıstico simples e ra´pido, com com-
plexidade de tempo O(n3) [52]. A ideia e´ obter o corte (s, t) mı´nimo de algum par de
ve´rtices s e t e aplicar o seguinte teorema para encontrar o corte mı´nimo do grafo.
Teorema 10 Sejam s e t dois ve´rtices de um grafo G. Seja G\{s, t} o grafo obtido pela
unia˜o de s e t. Enta˜o o corte mı´nimo de G pode ser obtido pela escolha do menor entre
o corte (s, t) mı´nimo de G e o corte mı´nimo de G\{s, t}.
O teorema e´ verdadeiro, pois, se existe um corte mı´nimo de G que separa s e t, enta˜o
o corte (s, t) mı´nimo de G e´ o corte mı´nimo de G e, se na˜o existe, enta˜o o corte mı´nimo
esta´ em G\{s, t}.
Com isso, utilizaremos o procedimento arbitrary-minimum (s, t)-cut para construir
um algoritmo que resolva o corte mı´nimo de G. Seja w(A, y) a soma dos pesos de todas
as arestas ligando y com ve´rtices em A. O procedimento e´ descrito no algoritmo 12.
Algoritmo 12: arbitrary-minimum (s, t)-cut – Procedimento para encontrar o corte
(s, t) mı´nimo, com os ve´rtices s e t quaisquer.
Entrada: grafo G = (V,E,w) , ve´rtice a
A← {a};1
while A 6= V do2
A← A ∪ {z}, onde z = argmaxy∈V \Aw(A, y) ;3
end4
Unir em G os dois u´ltimos ve´rtices adicionados em A ;5
Retornar o valor de w(A, z) onde z e´ o u´ltimo ve´rtice adicionado em A;6
No procedimento arbitrary-minimum (s, t)-cut, um subconjunto A de ve´rtices cresce,
comec¸ando com um ve´rtice arbitra´rio qualquer, ate´ que A contenha todos os ve´rtices de
V . Em cada iterac¸a˜o do lac¸o while, adicionamos a A o ve´rtice cuja soma dos pesos de
suas arestas que incidem em ve´rtices de A seja ma´xima. No final do lac¸o, os dois ve´rtices
que foram adicionados por u´ltimo sa˜o unidos. A unia˜o e´ obtida contraindo-se esses dois
ve´rtices e substituindo cada conjunto de arestas mu´ltiplas resultantes nesse novo ve´rtice
por uma aresta simples cujo o peso e´ a soma das arestas substitu´ıdas. No final do algoritmo
e´ encontrado o corte (s, t) mı´nimo, onde s e t sa˜o os dois ve´rtices adicionados por u´ltimo
[52].
O procedimento usado para o corte mı´nimo e´ descrito no algoritmo 13. A cada passo,
o algoritmo encontra um par (s, t) com seu respectivo corte (s, t) mı´nimo e une s e t,
usando o teorema 10 para encontrar o corte mı´nimo.
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Algoritmo 13: corte-minimo – Procedimento para encontrar o corte mı´nimo
Entrada: grafo G = (V,E,w)
while |V | 6= 2 do1
corte-corrente ← minimum (s, t)-cut(G, a);2
if corte-corrente < menor-corte then3
menor-corte ← corte-corrente;4
end5
end6
Seja S o subconjunto de ve´rtices que se uniram em s;7
Seja T o subconjunto de ve´rtices que se uniram em t;8
Retornar o corte (S, T );9
Cap´ıtulo 5
Resultados Computacionais
Neste cap´ıtulo, apresentamos uma comparac¸a˜o pra´tica entre os algoritmos escolhidos,
analisando os resultados aplicando as func¸o˜es NCut e Performance. Inicialmente, sera´
descrita a forma com que as instaˆncias foram apropriadamente criadas para os experi-
mentos. Em seguida, sera˜o apresentados os resultados obtidos.
5.1 As Instaˆncias
Na˜o foram encontradas refereˆncias que indiquem instaˆncias pu´blicas dispon´ıveis que pos-
sam ser usadas para testar algoritmos de clusterizac¸a˜o em grafos. Entretanto, alguns
trabalhos relacionados descrevem me´todos para gerar instaˆncias aleato´rias computacio-
nalmente.
Seguindo o processo de gerac¸a˜o aleato´ria de grafos descrita por Brandes et al [12, 11],
criamos um gerador aleato´rio de grafos com n ve´rtices e com clusteres de tamanho quase
uniformes. Um gerador P (n, s, v) determina uma partic¸a˜o C = (C1, . . . , Ck) de {1, . . . , n}
com |Ci| sendo uma varia´vel aleato´ria com valor esperado s e desvio padra˜o sv . O valor
de k depende da escolha de n, s e v. Dada uma partic¸a˜o C = P (n, s, v) e probabilidades
pin e pout, um grafo G e´ gerado. Os pesos das arestas do grafo G sa˜o definidos da seguinte
forma: para uma aresta cujos ve´rtices esta˜o em um mesmo cluster Ci, o peso e´ um valor
escolhido aleatoriamente no intervalo [pin, 1]; para uma aresta cujos os ve´rtices esta˜o em
clusteres diferentes, o peso e´ um valor escolhido aleatoriamente no intervalo [0, pout]. Caso
o grafo gerado na˜o seja conexo, arestas adicionais com peso pout sa˜o adicionadas.
Para nosso experimento, os paraˆmetros (n, s, v), pin e pout sa˜o definidos a seguir.
Tomamos v = 4 e escolhemos s por meio de uma distribuic¸a˜o uniforme aleato´ria de
{n
l
| log n ≤ l ≤ √n}. Experimentos sa˜o executados para n = 500. Todas as combinac¸o˜es
de probabilidades de pin e pout que distam de 0.05 sa˜o consideradas desde que o valor de
probabilidade pin seja maior que o valor de pout (pin > pout). Com isso, foram criadas 171
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instaˆncias.
Como discutido na Sec¸a˜o 1.2, o que indica um “bom” particionamento e´ a alta den-
sidade intraclusteres e esparsidade interclusteres. Quanto a`s instaˆncias geradas, para
aquelas com probabilidade pin alta e pout baixa sa˜o “fa´ceis” de se encontrar um “bom”
particionamento. Chamaremos essas instaˆncias “fa´ceis” de instaˆncias esparsas. Chama-
remos de instaˆncias “densas” aquelas com probabilidade pout alta.
O particionamento gerado por P (n, s, v), pin, pout e o pro´prio grafo (representado por
uma matriz de adjaceˆncia) sa˜o armazenados. Com isso, o particionamento gerado por
P (n, s, v) sera´ comparado com outros particionamentos retornados pelos algoritmos.
5.2 Os Testes e seus Resultados
Todos os experimentos foram executados em um computador Intel XEON 2.40GHz com
1GB de RAM utilizando o sistema operacional LINUX versa˜o 2.6. As implementac¸o˜es
dos algoritmos foram escritas em Java (1.6.0). Foi utilizada a biblioteca LAPACK que
proveˆ rotinas para resolver problemas de a´lgebra linear (principalmente decomposic¸a˜o em
autovetores e autovalores) [2].
Foram implementados os algoritmos ICC, GMC, MCL e GRASP com as func¸o˜es ob-
jetivo NCut e Performance. Para os algoritmos ICC e GMC, utilizamos a biblioteca
LAPACK para encontrar os autovalores e autovetores de uma matriz. Apesar dessa bibli-
oteca ser escrita em Fortran90, foi feita uma interface para comunicac¸a˜o em Java. Outras
bibliotecas escritas em Java para ca´lculo de autovalores e autovetores, como COLT e
JAMA, na˜o apresentaram bons desempenhos em relac¸a˜o ao tempo de processamento.
Todos os algoritmos foram implementados usando sofisticadas estruturas de dados.
Entretanto, existem certas limitac¸o˜es, especialmente em relac¸a˜o a` medida do tempo de
execuc¸a˜o em Java. Apesar das implementac¸o˜es na˜o serem especialmente otimizadas em
relac¸a˜o ao tempo de execuc¸a˜o, algumas tendeˆncias puderam ser identificadas. Estas
tendeˆncias sa˜o discutidas ao longo desta sec¸a˜o.
Os paraˆmetros do algoritmo MCL foram definidos para e = 2 e r = 2, como sugerido
nos trabalhos [25, 12]. No algoritmo ICC, realizamos testes com os valores do paraˆmetro
α de 0.2, 0.4 (como sugeridos em [12]) e 0.6. No algoritmo GMC, os melhores resultados
foram encontrados para o paraˆmetro d = 5.
O processo realizado pelo ICC particiona o grafo somente se o valor do corte de con-
dutaˆncia for menor que α. Para instaˆncias densas, o ICC com α = 0.2, 0.4 na˜o encontrou
particionamentos com mais de um cluster. Com α = 0.2, os “bons” particionamentos
foram encontrados apenas para instaˆncias com pout = 0.05, 0.1. Para α = 0.4, “bons”
particionamentos foram encontrados com pout ≤ 0.3. Com α = 0.6, o algoritmo ICC en-
controu, em todas as instaˆncias, particionamentos com mais de um cluster. Entretanto,
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em cada particionamento o nu´mero de clusteres extrapolou o valor k esperado.
Para que o algoritmo ICC pudesse encontrar o particionamento em todas as instaˆncias
(e que o tamanho do particionamento na˜o extrapolasse a quantidade k de clusteres), inici-
amos os testes com α = 0.4. Caso o algoritmo ICC tenha encontrado um particionamento
com apenas um cluster (particionamento trivial), incrementamos α em 0.01 e aplicamos
o ICC novamente. Sucessivas execuc¸o˜es do ICC com α incrementado foram feitas ate´ que
o resultado fosse um particionamento com mais de um cluster.
O algoritmo MCL tambe´m na˜o encontrou particionamento (com mais de um cluster)
para as instaˆncias densas. As instaˆncias em que o MCL encontrou particionamento foram
aquelas com pout menor que 0.2, quem correspondem a 50 das 171 instaˆncias criadas. Na˜o
e´ claro como incorporar restric¸o˜es no MCL para que este gere um particionamento com
um nu´mero mı´nimo de clusteres. Mesmo assim, utilizamos os resultados do MCL para as
comparac¸o˜es.
Modificamos o algoritmo GMC para que ele gerasse particionamentos cujo nu´mero de
clusteres estivesse entre um limite inferior e um limite superior. No processo realizado
pelo algoritmo GMC modificado, apo´s a construc¸a˜o da a´rvore geradora mı´nima T (ver
algoritmo 5 ), o particionamento e´ calculado somente se o nu´mero de componentes des-
conexos da floresta induzida F (T, τ) for maior que 2 e menor que 40. Usamos o limite
inferior 2 para que nunca fosse gerado o particionamento trivial e o limite superior 40 para
que o algoritmo na˜o gerasse particionamentos que extrapolam a quantidade de clusteres
esperados.
No Cap´ıtulo 2, listamos va´rias func¸o˜es de avaliac¸a˜o que podem indicar um “bom” par-
ticionamento. Entre as que foram listadas, escolhemos as func¸o˜es de NCut e Performance
para os testes. A condutaˆncia na˜o foi escolhida como func¸a˜o de avaliac¸a˜o, porque, no al-
goritmo ICC, o valor de condutaˆncia de um particionamento cresce com o aumento do
paraˆmetro α, tornando os resultados diretamente dependentes do paraˆmetro de entrada.
A func¸a˜o de coverage tambe´m na˜o foi utilizada devido a restric¸a˜o no nu´mero mı´nimo de
clusteres, requerendo k > 2.
A constante MaxIteracao, que e´ o nu´mero de iterac¸o˜es que o GRASP faz a busca
local, foi definida nos testes com o valor 15. A busca local pode ser interrompida se, apo´s
va´rias buscas nas soluc¸o˜es vizinhas, na˜o ocorrer uma melhora significativa na soluc¸a˜o. Isso
foi feito na implementac¸a˜o para diminuir o tempo de convergeˆncia. Foram feitos va´rios
testes para encontrar qual a porcentagem de melhora considerada significativa. Notamos
que, se em 10 iterac¸o˜es da busca local, em cada iterac¸a˜o a soluc¸a˜o vizinha melhora menos
de 0, 5% a soluc¸a˜o corrente, a convergeˆncia para o o´timo local sera´ bastante lenta.
Tambe´m com o objetivo de melhorar a convergeˆncia da busca local, utilizamos uma
abordagem baseada em corte mı´nimo para gerac¸a˜o de vizinhos. Outras abordagens
tambe´m foram testadas, entretanto, na˜o apresentaram bons desempenhos na convergeˆncia
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da busca local. Temos os seguintes exemplos de abordagens que foram testadas: selecionar
aleatoriamente um ve´rtice v e em seguida atribu´ı-lo para os outros clusteres; selecionar
um conjunto de ve´rtices U adjacentes de um ve´rtice escolhido aleatoriamente v e que, ao
mesmo tempo, o peso das arestas que ligam ve´rtices de U ao ve´rtice v seja alta; escolher
aleatoriamente um ve´rtice v e um conjunto de ve´rtices U tal que, para um ve´rtice u ∈ U ,
o peso da aresta (v, u) e´ mı´nimo e cada ve´rtice u seja de clusteres diferentes. Apesar de
algumas dessas te´cnicas testadas serem mais baratas do que escolher ve´rtices baseados no
corte mı´nimo, a qualidade da vizinhanc¸a gerada na˜o foi significantemente melhor.
Foram aplicadas as func¸o˜es de avaliac¸a˜o NCut e Performance sobre o particionamento
gerador, P (n, s, v). Ressaltamos que na˜o ha´ garantia de que o valor dessas func¸o˜es, apli-
cadas sobre o particionamento gerador, seja o o´timo global. Todavia, os particionamentos
resultantes dos algoritmos testados na˜o revelaram valores melhores do que aqueles obtidos
pelo particionamento gerador.
As func¸o˜es de avaliac¸a˜o NCut e Performance foram aplicadas sobre os particionamen-
tos resultantes dos algoritmos. Lembramos que um “bom” particionamento tem um valor
baixo da func¸a˜o NCut e um valor alto de Performance. Os resultados sa˜o apresentados
para cada func¸a˜o de avaliac¸a˜o. Para mostrar de forma resumida os resultados dos testes
sobre as 171 instaˆncias, fizemos um agrupamento dos resultados. Sa˜o dois grupos: um em
relac¸a˜o ao valor de pout e outro em relac¸a˜o a pin, lembrando que cada par de valores pin
e pout corresponde a uma instaˆncia. No grupo em relac¸a˜o a pin, para cada valor fixo de
pin e´ mostrada a me´dia dos resultados para todos os valores de pout. E para o grupo em
relac¸a˜o a pout, para cada valor fixo de pout e´ mostrada a me´dia dos resultados para todos
os valores de pin.
Ale´m disso, para cada grupo (pin ou pout) foram constru´ıdos quatro gra´ficos, dois
para apresentarem os valores das func¸o˜es de avaliac¸a˜o e outros dois para os tempos de
processamento correspondente a`s func¸o˜es de avaliac¸a˜o. Em cada gra´fico, esta˜o os valores
das func¸o˜es de avaliac¸a˜o aplicados sobre os resultados obtidos pelos algoritmos escolhidos
para os testes. E ainda, sa˜o mostrados nos gra´ficos os valores das func¸o˜es de avaliac¸a˜o
aplicadas sobre os particionamentos utilizados para criac¸a˜o das instaˆncias.
Os itens que sa˜o apresentados nos gra´ficos sa˜o os seguintes:
• grasp (icc): Corresponde aos resultados da metaheur´ıstica GRASP. Para gerar a
soluc¸a˜o inicial utilizamos: soluc¸o˜es dos algoritmos ICC, MCL, k-centro e k-means ;
classificac¸a˜o gulosa utilizando centroides e classificac¸a˜o gulosa aleato´ria (veja na
Sec¸a˜o 4.2.1 sobre o processo de gerac¸a˜o inicial).
• grasp: Corresponde aos resultados da metaheur´ıstica GRASP sem a utilizac¸a˜o
do resultado do algoritmo ICC para soluc¸a˜o inicial. Para gerar a soluc¸a˜o inicial
utilizamos: soluc¸o˜es dos algoritmos MCL, k-center e k-means ; classificac¸a˜o gulosa
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utilizando centroides e classificac¸a˜o gulosa aleato´ria (veja na Sec¸a˜o 4.2.1 sobre o
processo de gerac¸a˜o inicial);
• icc: Algoritmo ICC (Iterative Conductance Cutting – ver Sec¸a˜o 3.3);
• mcl : Algoritmo MCL (Markov Clustering Algorithm – ver Sec¸a˜o 3.2);
• gmc: Algoritmo GMC (Geometric MST Clustering – ver Sec¸a˜o 3.4).
• result : O item result corresponde aos particionamentos gerados por P (n, s, v) e
utilizados nas construc¸o˜es das instaˆncias de testes. Aplicamos as func¸o˜es de ava-
liac¸a˜o sobre o particionamento gerado por P (n, s, v) e apresentamos os valores no
gra´fico junto aos valores obtidos pelos resultados dos algoritmos.
E´ importante salientar que o particionamento P (n, s, v) utilizado na construc¸a˜o de
uma instaˆncia de teste na˜o e´ necessariamente o particionamento o´timo para as func¸o˜es de
NCut e Performance. Entretanto, pela forma com que as instaˆncias foram constru´ıdas,
os particionamentos gerados por P (n, s, v) representam os “bons” clusteres.
Como pout < pin, para o primeiro valor de pout = 0.05, temos o grupo de 18 instaˆncias
com valores de pin em {0.1 . . . 0.95}, para pout = 0.1, temos 17 instaˆncias com valores de
pin em {0.15 . . . 0.95} e assim sucessivamente, ate´ pout = 0.9 e pin = 0.95.
A Figura 5.1 mostra os resultados obtidos pelos algoritmos considerando a func¸a˜o de
NCut e os resultados agrupados pelo valor de probabilidade pout (o eixo x representa
pout). Os resultados obtidos pelos algoritmos grasp e grasp (icc) sa˜o praticamente
ideˆnticos. Isso mostra que, mesmo sem uma soluc¸a˜o inicial dada pelo ICC, a busca local
ainda converge de forma eficiente. Para instaˆncias com pout menor que 1.5, os algoritmos
grasp, grasp (icc) e mcl encontram particionamentos com o nu´mero de clusteres menor
do que aquele esperado. Consequentemente, os resultados foram melhores do que aqueles
definidos por result. Note que o algoritmo mcl na˜o encontrou nas instaˆncias densas (com
pout > 0.2) particionamentos com mais de dois clusteres. Por outro lado, o algoritmo gmc
encontrou bons particionamentos para todas as instaˆncias. O algoritmo icc encontrou
bons particionamentos apenas para instaˆncias com grafos esparsos. Se o paraˆmetro α do
algoritmo icc fosse diminu´ıdo, os cortes tambe´m diminuiriam, o nu´mero de clustereres
seria menor e, consequentemente, poder´ıamos encontrar os mesmos resultados obtidos
pelos algoritmos grasp, grasp (icc) e mcl. Entretanto, o incremento de α impediria
que o algoritmo encontrasse cortes nas instaˆncias densas.
A Figura 5.2 apresenta o tempo de execuc¸a˜o dos algoritmos para a func¸a˜o de NCut.
Podemos notar que os algoritmos mcl e gmc apresentam poucas variac¸o˜es no tempo de
execuc¸a˜o. Temos que o tempo de execuc¸a˜o do gmc e´ significantemente menor do que
qualquer outro algoritmo testado. Esse baixo tempo do gmc e´ obtido grac¸as ao limiar
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Figura 5.1: Comparac¸a˜o dos particionamentos obtidos com o particionamento gerador
(Avaliados por NCut e agrupados por pout).
imposto para o nu´mero mı´nimo e ma´ximo de componentes desconexos que sera˜o aceitos
como um particionamento criado a partir da remoc¸a˜o de uma aresta da a´rvore geradora
mı´nima. O algoritmo icc apresenta uma piora no tempo a medida que o grafo se torna
mais denso, que e´ justificado pelos sucessivos incrementos no paraˆmetro α. Os algoritmos
grasp e grasp (icc) possuem tempo bastante varia´vel, porque a busca local depende da
qualidade da soluc¸a˜o inicial para chegar a um o´timo local.
Figura 5.2: Comparac¸a˜o dos tempos de execuc¸a˜o dos algoritmos (GRASP com o NCut
como func¸a˜o objetivo e os dados agrupados por pout).
A Figura 5.3 apresenta os resultados obtidos pelos algoritmos considerando a func¸a˜o
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de Performance e agrupamento pelo valor de pout. Os algoritmos grasp, grasp (icc)
e icc apresentaram bons resultados para todas as instaˆncias. Os resultados obtidos por
esses algoritmos se compararam com os particionamentos de result. Como esperado, o
algoritmo mcl na˜o conseguiu encontrar um particionamento na˜o trivial para todas as
instaˆncias densas (com pout > 0.15). O algoritmo gmc encontrou particionamento para
todas as instaˆncias, mas com o valor de Performance menor do que o do particionamento
gerador result.
Figura 5.3: Comparac¸a˜o dos particionamentos obtidos com o particionamento gerador
(Avaliados por Performance e agrupados por pout).
A Figura 5.4 apresenta o tempo de execuc¸a˜o dos algoritmos para a func¸a˜o de Perfor-
mance. Na figura, notamos que os algoritmos mcl e gmc apresentaram tempo pratica-
mente constante, enquanto os outros algoritmos apresentaram tempo com grande variac¸a˜o.
Esta variac¸a˜o nos algoritmos grasp e grasp (icc) se deve ao tempo de convergeˆncia de
uma soluc¸a˜o inicial gerada aleatoriamente para seu o´timo local. Dependendo da qualidade
da soluc¸a˜o inicial e independente da instaˆncia de teste, os algoritmos podem convergir de
forma lenta.
As Figuras 5.5 e 5.7 apresentam os resultados obtidos pelos algoritmos para as func¸o˜es
NCut e Performance agrupados pelo valor de pin. Definimos os valores de pin sempre
maiores que pout. Assim, visualizando os resultados em relac¸a˜o a pin, podemos perceber a
qualidade dos resultados para instaˆncias esparsas. Veja que os particionamentos obtidos
por todos os algoritmos para as instaˆncias com pin ≤ 0.15 possuem valores para ambas
func¸o˜es NCut e Performance quase iguais a`quele esperado em result.
As Figuras 5.6 e 5.8 apresentam o tempo de execuc¸a˜o dos algoritmos para as func¸o˜es
NCut e Performance agrupados pelo valor de pin. Como esperado, os algoritmos icc,
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Figura 5.4: Comparac¸a˜o dos tempos de execuc¸a˜o dos algoritmos (GRASP com o Perfor-
mance como func¸a˜o objetivo e os dados agrupados por pout).
gmc e mcl foram significantemente mais ra´pidos do que grasp e grasp (icc) para
instaˆncias esparsas (com pin < 0.15).
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Figura 5.5: Comparac¸a˜o dos particionamentos obtidos com o particionamento gerador
(Avaliados por NCut e agrupados por pin).
Figura 5.6: Comparac¸a˜o dos tempos de execuc¸a˜o dos algoritmos (GRASP com o NCut
como func¸a˜o objetivo e os dados agrupados por pin).
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Figura 5.7: Comparac¸a˜o dos particionamentos obtidos com o particionamento gerador
(Avaliados por Performance e agrupados por pin).
Figura 5.8: Comparac¸a˜o dos tempos de execuc¸a˜o dos algoritmos (GRASP com o Perfor-
mance como func¸a˜o objetivo e os dados agrupados por pin).
Cap´ıtulo 6
Considerac¸o˜es Finais
Depois dos estudos feitos para a construc¸a˜o desta dissertac¸a˜o, verificamos que os al-
goritmos para resolver o problema de particionamento ainda merecem mais atenc¸a˜o da
comunidade cient´ıfica. Principalmente no que se refere a` qualidade do particionamento.
Ale´m disso, seria promissor fazer estudos teo´ricos que estabelecesse a correlac¸a˜o entre o
particionamento obtido por func¸o˜es de otimizac¸a˜o e aqueles obtidos por heur´ısticas.
Motivados pela ma´ qualidade dos particionamentos obtidos em grafos densos, desen-
volvemos uma nova estrate´gia, utilizando a metaheur´ıstica GRASP, para o problema de
particionamento em grafos. Apesar do tempo de execuc¸a˜o para encontrar um partici-
onamento utilizando o GRASP ser superior a` maioria dos algoritmos aqui estudados,
obtivemos uma significativa melhora na qualidade dos resultados.
A teoria envolvendo clusterizac¸a˜o espectral se mostrou bastante u´til para o problema
estudado. Grac¸as a` te´cnica de imersa˜o do grafo no espac¸o, fomos capazes de aplicar algo-
ritmos de clusterizac¸a˜o, como o k-means e k-center, em dados representados por grafos.
Ale´m disso, a simplicidade dos algoritmos de clusterizac¸a˜o espectral motiva a sua uti-
lizac¸a˜o em aplicac¸o˜es pra´ticas. Os resultados pra´ticos obtidos por esses algoritmos foram
promissores, em especial, o algoritmo GMC. O algoritmo ICC, apesar de na˜o retornar
bons resultados para todas as instaˆncias com va´rios n´ıveis de densidade, pode ser utili-
zado em aplicac¸o˜es pra´ticas bastando apenas a definic¸a˜o do correto paraˆmetro α. Ale´m
de termos realizado um estudo pra´tico com implementac¸a˜o dos algoritmos selecionados,
tambe´m fizemos um estudo teo´rico com a preocupac¸a˜o de entender como o uso do espectro
da matriz de um grafo poderia resultar em “bons” particionamentos.
Na˜o obtivemos sucesso na busca por instaˆncias reais. A soluc¸a˜o encontrada foi gerar
instaˆncias computacionalmente. Sabemos que as instaˆncias utilizadas nos testes podem
na˜o refletir a realidade, mas elas serviram para o nosso propo´sito de comparar a efica´cia
dos va´rios algoritmos estudados.
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6.0.1 Trabalhos Futuros
Apresentamos a seguir alguns pontos de pesquisas que consideramos promissores:
• Buscar instaˆncias pra´ticas e interessantes para o problema, para que possamos ana-
lisar melhor o funcionamento do algoritmo em instaˆncias reais.
• Utilizac¸a˜o da imersa˜o do grafo no espac¸o dimensional para resolver problemas cor-
relatos, como por exemplo o problema de classificac¸a˜o.
• Investigar a te´cnica de clusterizac¸a˜o espectral afim de obter resultados teo´ricos.
Principalmente a busca por garantias de aproximac¸a˜o para os algoritmos.
Apeˆndice A
Ana´lise do Algoritmo ICC
Apresentamos nessa sessa˜o a demonstrac¸a˜o feita por R. Kannan, S. Vempala e A. Vetta
[34] da garantia de aproximac¸a˜o dada pelo algoritmo ICC. Esta e´ a primeira ana´lise de
pior caso para o problema de clusterizac¸a˜o utilizando te´cnica de clusterizac¸a˜o espectral.
Outro ponto importante dessa ana´lise e´ a forma com que a qualidade do particiona-
mento e´ medido. Foi definido uma me´trica bi-criteriosa chamada (α, )-clustering (veja a
definic¸a˜o 14) que relacionara´ a densidade interna de um conjunto de ve´rtice, chamada de
densidade intra-cluster, versus a densidade inter-cluster, medida pelas arestas que saem do
subconjunto de ve´rtices. Veja na sessa˜o 1.2 uma discussa˜o sobre me´tricas para determinar
”bons“ particionamentos.
Definic¸a˜o 14 ((α, )-clustering) Seja G = (V,E) um grafo com peso nas arestas, cha-
maremos uma partic¸a˜o {C1, C2, ..., Cl} de V uma (α, )-clustering se:
1. A condutaˆncia de cada Ci e´ pelo menos α;
2. O peso total das arestas inter-clusteres e´ no ma´ximo uma frac¸a˜o  do peso total das
arestas do grafo - o valor de  e´
 =
W∑
(u,v)∈E w(u, v)
, (A.1)
onde W e´ o peso das arestas inter-clusteres.
Logo, pela definic¸a˜o 14, obtemos uma me´trica bi-criteriosa de qualidade do particio-
namento. Associado com essa me´trica teremos o seguinte problema de otimizac¸a˜o:
Problema 2 Dado α, encontre um (α, )-clustering que minimize  (alternativamente,
dado , encontre um (α, )-clustering que maximize α).
O problema 2 e´ NP-Dif´ıcil. Para ver isso, considere como objetivo maximizar α en-
quanto o valor de  tende a zero. Esse problema e´ equivalente a encontrar o corte de
condutaˆncia mı´nima de um grafo, que e´, por sua vez, um problema NP-Dif´ıcil [26].
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A.1 Garantia de Aproximac¸a˜o do Algoritmo ICC
Para fins de ana´lise, utilizaremos uma versa˜o recursiva do ICC (chamada de Recursive
Conductance Cutting – RCC) e o problema a ser tratado e´ aquele definido em 2. O
algoritmo RCC trabalha da seguinte forma: dado um grafo G = (V,E), n = |V |, o
algoritmo procura um corte c(S, S) de condutaˆncia mı´nima. Enta˜o prossegue com os
cortes recursivamente sobre os subgrafos induzidos de S e S. A descric¸a˜o do algoritmo
segue abaixo.
Algoritmo 14: RCC – Recursive Conductance Cutting
Input: G = (V,E)
Encontre o corte c(S, S) de condutaˆncia mı´nima aproximado em G;1
Recursivamente aplique os cortes nos subgrafos induzidos G[S] e G[S] ;2
E´ sabido que o corte de condutaˆncia mı´nimo de um grafo e´ um problema NP-Dif´ıcil,
logo, e´ necessa´rio utilizar uma soluc¸a˜o ra´pida e que deˆ um corte aproximado. Pode-se
utilizar a mesma soluc¸a˜o proposta no algoritmo ICC – utilizar o segundo autovetor da
matriz de transic¸a˜o.
O fator de aproximac¸a˜o que sera´ apresentado independe de qual aproximac¸a˜o para
o corte de condutaˆncia mı´nima sera´ utilizada. Isso porque a ana´lise considerara´ um
algoritmo A qualquer que deˆ um corte de condutaˆncia mı´nimo aproximado.
Seja A um algoritmo de aproximac¸a˜o que produz um corte de condutaˆncia no ma´ximo
Kxv se a condutaˆncia mı´nima e´ x, onde K e´ independente de x (K pode ser em func¸a˜o
do nu´mero de ve´rtices) e v uma constante fixa entre 0 e 1. O seguinte teorema proveˆ uma
garantia de aproximac¸a˜o para o algoritmo 14 usando A como sub-rotina.
Teorema 11 Se G = (V,E) tem um (α, )-clustering, enta˜o o algoritmo 14 ira´ encontrar
um particionamento com qualidade((
α
6K log n

) 1
v
, (12K + 2)v log
n

)
.
Prova: Seja os cortes c(S1, T1), c(S2, T2), . . . , gerados pelo algoritmo 14 onde convencio-
namos que Sj e´ o menor lado (i.e., a(Sj) ≤ a(Tj)). Seja C1, C2, . . . , Cl um (α, )-clustering.
Assumimos tambe´m que os cortes recursivos sera˜o aplicados apenas se a condutaˆncia do
grafo induzido pelo subconjunto de ve´rtices for menor que α∗ = α
6 log n

. Uma outra mo-
dificac¸a˜o que sera´ feita no algoritmo, apenas para auxiliar na ana´lise, e´ definir que, em
qualquer momento da execuc¸a˜o, se for encontrado um cluster {Ct} com a(Ct) < na(V )
enta˜o cada ve´rtice de Ct sera´ um cluster. A condutaˆncia de cada ve´rtice sera´ 1.
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O algoritmo A produz um corte de condutaˆncia mı´nimo aproximado de no ma´ximo kxv.
Esse algoritmo realizara´ o corte somente se kxv < α∗, como foi definido pela condic¸a˜o
de parada α∗. Dessa forma, cada subconjunto de ve´rtice (chamaremos de cluster) do
particionamento resultante – particionamento retornado pelo algoritmo 14 – tera´ o corte
aproximado de condutaˆncia mı´nimo maior ou igual a α∗, ou seja
Kxv ≥ α∗,
logo, isolando a varia´vel x (lembrando que x e´ o valor corte de condutaˆncia mı´nima)
teremos que cada cluster tera´ condutaˆncia pelo menos
x ≥
(
α∗
K
) 1
v
=
(
α
6K log n

) 1
v
.
Resta agora limitar o peso das arestas inter-cluster. Para isso dividiremos os cortes
em dois grupos. O primeiro grupo, H, sera˜o os cortes com “alta” condutaˆncia dentro dos
clusteres. O outro grupo sera˜o os cortes restantes. Utilizaremos a notac¸a˜o w(Sj, Tj) =∑
u∈Sj ,v∈Tj w(u, v) para denotar o custo do corte c(Sj, Tj). Ale´m disso, denotaremos por
wI(Sj, Tj) a soma do peso das arestas intra-cluster do corte (Sj, Tj), isto e´, wI(Sj, Tj) =∑l
i=1w(Sj ∩ Ci, Tj ∩ Ci). O grupo H sera´ formado da seguinte forma:
H =
{
j : wI(Sj, Tj) ≥ 2α∗
l∑
i=1
min(a(Sj ∩ Ci), a(Tj ∩ Ci))
}
.
Agora limitaremos o custo do grupo de “alta” condutaˆncia. Sabemos, pela condic¸a˜o
de parada α∗ que
α∗ ≥ w(Sj, Tj)
a(Sj)
,
assim, chegaremos nas seguintes desigualdades
α∗a(Sj) ≥ w(Sj, Tj) ≥ wI(Sj, Tj) ≥ 2α∗
l∑
i=1
min(a(Sj ∩ Ci), a(Tj ∩ Ci)).
Consequentemente, observamos que
l∑
i=1
min(a(Sj ∩ Ci), a(Tj ∩ Ci)) ≤ 1
2
a(Sj) (A.2)
Dados os cortes realizados pelo algoritmo RCC, formando o conjunto {c(Sj, Tj)}, e
tambe´m o conjunto de clusteres o´timo, {Ci}, definiremos um novo conjunto de cortes
{c(S ′j, T ′j)} como segue. Para cada j ∈ H, chamaremos de corte que evita cluster um
corte c(S ′j, T
′
j) em Sj ∪ Tj da seguinte maneira:
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para cada i, 1 ≤ i ≤ l fac¸a
se a (Sj ∩ Ci) ≥ a (Tj ∩ Ci)→ S ′j recebe (Sj ∪ Tj) ∩ Ci
se a (Sj ∩ Ci) < a (Tj ∩ Ci)→ T ′j recebe (Sj ∪ Tj) ∩ Ci
Figura A.1: Ilustrac¸a˜o do corte c(Sj, Tj) e do corte que evita cluster c(S
′
j, T
′
j). Cada
circunfereˆncia e´ um cluster Ci.
Um exemplo desses cortes e´ representado pela figura A.1, onde o corte original –
corte feito pelo algoritmo RCC – e´ representado pela linha cont´ınua e o corte que evita
cluster e´ representado pela linha tracejada. Intuitivamente, podemos interpretar os cortes
definidos por c(S ′j, T
′
j) como aqueles que retornariam o particionamento o´timo, {Ci}.
Consequentemente, o pro´ximo passo dessa demonstrac¸a˜o e´ encontrar um limite superior
do valor do corte dado por w(Sj, Tj) em relac¸a˜o a w(S
′
j, T
′
j).
Perceba que,
|a(Sj)− a(S ′j)| = |a(Tj)− a(T ′j)| =
l∑
i=1
min(a(Sj ∩ Ci), a(Tj ∩ Ci)).
Utilizando a desigualdade (A.2), teremos:
|a(Sj)− a(S ′j)| = |a(Tj)− a(T ′j)| =
l∑
i=1
min(a(Sj ∩ Ci), a(Tj ∩ Ci)) ≤ 1
2
a(Sj).
Assim, tendo verdade que |a(Sj) − a(S ′j)| = |a(Tj) − a(T ′j)| ≤ 12a(Sj) e a(Sj) ≤ a(Tj)
teremos que min(a(S ′j), a(T
′
j)) ≥ 12a(Sj). Agora utilizaremos a garantia de aproximac¸a˜o
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do corte de condutaˆncia dada pelo algoritmo A para obter um limite superior no corte
w(Sj, Tj) em termos de w(S
′
j, T
′
j):
w(Sj, Tj)
a(Sj)
≤ K
(
w(S ′j, T
′
j)
min(a(S ′j), a(T
′
j))
)v
≤ K
(
2w(S ′j, T
′
j)
a(Sj)
)v
,
que implica em
w(Sj, Tj) ≤ K(2w(S ′j, T ′j))va(Sj)1−v. (A.3)
Seja P (S) denotar o conjunto de arestas inter-cluster incidente a algum ve´rtice em S, para
qualquer S ∈ V , e seja tambe´m, definido como w(P (S)), a soma dos pesos das arestas
do conjunto P (S). Enta˜o, w(S ′j, T
′
j) ≤ w(P (S ′j)), desde que cada aresta do corte (S ′j, T ′j)
e´ uma aresta inter-cluster. Assim, podemos reescrever a desigualdade (A.3) da seguinte
forma
w(Sj, Tj) ≤ K(2w(P (S ′j)))va(Sj)1−v.
Os lemas apresentados a seguir sa˜o importantes para o prosseguimento na demons-
trac¸a˜o.
Lema 2 Para cada ve´rtice u ∈ V , existe no ma´ximo log n

valores de j tal que u pertenc¸a
a Sj. Ale´m disso, existe no ma´ximo 2 log
n

valores de j tal que u pertenc¸a a S ′j.
Prova: Lembrando que a(Sj) < a(Tj), para qualquer j, no´s temos que (para k > j)
a(Sk) ≤ 12a(Sk ∪ Tk) ≤ 12a(Sj). Enta˜o a(Sj) reduz por um fator de 2. Note que o valor
ma´ximo de a(Sj) e´ a(V ), considerando todos os ve´rtices V , e o valor mı´nimo definido por
convenc¸a˜o e´ 
n
a(V ). Dessa forma, o valor x de diviso˜es feitas no conjunto Sj pode ser
calculado como
a(V )
2x
=

n
a(V ).
Isolando a varia´vel x teremos que x = log n

, o que finaliza a prova da primeira sentenc¸a
do lema.
Para auxiliar na provar da segunda sentenc¸a definiremos dois conjuntos de ı´ndices.
Seja os conjuntos
Iu = {j : u ∈ Sj} Ju = {j : u ∈ S ′j\Sj}.
Sabemos que |Iu| ≤ log n . Agora, suponha que j, k ∈ Ju; j < k. Suponha tambe´m que
u ∈ Ci. Enta˜o u ∈ Tj∩Ci. Posteriormente, teremos o subconjunto Tj, com j < log n , par-
ticionado pelo corte c(Sk, Tk) e, desde que u ∈ S ′k\Sk, teremos que a(Tk∩Ci) ≤ a(Sk∩Ci).
Assim a(Tk ∩ Ci) ≤ 12a(Sk ∪ Tk) ≤ 12a(Tj ∩ Ci). Logo a(Tj ∩ Ci) reduz por um fator de
2. Enta˜o, |Ju| ≤ log n . Portanto, para u ∈ S ′j, existe no ma´ximo log n valores de j ∈ Iu
mais log n

valores de k ∈ Ju, que da´ o valor de 2 log n . 
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Lema 3 Seja G = (V,E) um grafo com peso nas arestas e W o peso das arestas inter-
clusteres do particionamento o´timo do problema 2, enta˜o W = 
2
a(V ).
Prova: Note que a(V ) = 2
∑
(u,v)∈E w(u, v) e que  =
W∑
(u,v)∈E w(u,v)
, consequentemente,
com a simples substituic¸a˜o, verificamos que W = 
2
a(V ). 
Utilizando o lema 2, percebemos que uma mesma aresta inter-cluster incidente a um
ve´rtice u ∈ V e´ somada no ma´ximo 2 log n

vezes no valor de w(P (S ′j)). Ale´m disso,
utilizando o fato de que w(P (S ′j)) ≤ W e o lema 3 (W = 2a(V )), teremos∑
para todo j
w(P (S ′j)) ≤ 2 log
(n

)
W = 2 log
(n

) 
n
a(V ) =  log
(n

)
a(V ). (A.4)
Com isso, podemos encontrar um limite para o corte de “alta” condutaˆncia em relac¸a˜o
ao custo do conjunto de clusteres o´timo fazendo o seguinte ca´lculo∑
j∈H
w(Sj, Tj) ≤
∑
para todo j
K(kw(P (S ′j)))
va(Sj)
1−v
≤ K
(
2
∑
para todo j
w(P (S ′j))
)v( ∑
para todo j
a(Sj)
)1−v
≤ K
(
2 log
(n

)
a(V )
)v (
2 log
(n

)
a(V )
)1−v
(usando (A.4))
≤ 2Kv log
(n

)
a(V ) (A.5)
Agora trataremos dos clusteres com baixa condutaˆncia, ou seja, aqueles j /∈ H. Inici-
almente, vamos supor que todos os cortes realizados pelo algoritmo 14 induz uma partic¸a˜o
de Ci em P
i
1, P
i
2, . . . , P
i
ri
. Cada aresta entre dois ve´rtice de Ci que pertencem a diferentes
subconjuntos de partic¸o˜es devem pertencer a algum corte c(Sj, Tj) e, consequentemente,
cada aresta e = (u, v) de todo corte c(Sj ∩ Ci, Tj ∩ Ci) possuem os dois ve´rtices u e v
em diferentes subconjuntos da partic¸a˜o. Enta˜o, lembrando que a partic¸a˜o o´tima, definida
pelo conjunto {Ci}, e´ um (α, )-clustering, teremos que Ci tem condutaˆncia α, com isso,
observe que
w(P is , Ci\P is)
min(a(P is), a(Ci\P is))
≥ α. (A.6)
Note tambe´m que a seguinte igualdade e´ verdadeira
∑
para todo j
wI(Si ∩ Ci, Tj ∩ Ci) = 1
2
ri∑
s=1
w(P is , Ci\P is). (A.7)
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Logo, unindo as expresso˜es descritas em (A.6) e (A.7) teremos
∑
para todo j
wI(Sj ∩Ci, Tj ∩Ci) = 1
2
ri∑
s=1
w(P is , Ci\P is) ≥
1
2
α
ri∑
s=1
min(a(P is), a(Ci\P is)) (A.8)
Para cada ve´rtice u ∈ Ci pode existir no ma´ximo log n valores de j tal que u pertenc¸a
a algum subconjunto formado por Sj ∩ Ci ou Tj ∩ Ci. Enta˜o, teremos que:
ri∑
s=1
min(a(P is), a(Ci\P is)) ≥
1
log n

∑
para todo j
min(a(Sj ∩ Ci), a(Tj ∩ Ci)). (A.9)
Unindo as desigualdades (A.8) e (A.9) obteremos
∑
para todo j
wI(Sj ∩ Ci, Tj ∩ Ci) ≥ 1
2
α
ri∑
s=1
min(a(P is), a(Ci\P is))
≥ α
2 log n

∑
para todo j
min(a(Sj ∩ Ci), a(Tj ∩ Ci)).(A.10)
Como e´ verdadeiro que
∑
para todo j
l∑
i=1
wI(Sj ∩ Ci, Tj ∩ Ci) =
∑
para todo j
wI(Sj, Tj)
utilizando a desigualdade (A.10) teremos que
∑
para todo j
wI(Sj, Tj) ≥ α
2 log n

∑
para todo j
l∑
i=1
min(a(Sj ∩ Ci), a(Tj ∩ Ci)).
Pela definic¸a˜o de H (considerando os ı´ndices j /∈ H), temos que
∑
j /∈H
wI(Sj, Tj) ≤ 2α∗
∑
para todo j
l∑
i=1
min(a(Si ∩ Ci), a(Tj ∩ Ci))
= 2
α
6 log n

∑
para todo j
l∑
i=1
min(a(Si ∩ Ci), a(Tj ∩ Ci))
=
α
3 log n

∑
para todo j
l∑
i=1
min(a(Si ∩ Ci), a(Tj ∩ Ci))
≤ 2
3
∑
para todo j
wI(Sj, Tj). (A.11)
84 Apeˆndice A. Ana´lise do Algoritmo ICC
Podemos estender a desigualdade
∑
j /∈H wI(Sj, Tj) ≤ 23
∑
para todo jwI(Sj, Tj) da se-
guinte forma:
∑
j /∈H
wI(Sj, Tj) ≤ 2
3
∑
para todo j
wI(Sj, Tj)
(somando
∑
j∈H
wI(Sj, Tj) em ambos os lados)
⇒
∑
j /∈H
wI(Sj, Tj) +
∑
j∈H
wI(Sj, Tj) ≤ 2
3
∑
para todo j
wI(Sj, Tj) +
∑
j∈H
wI(Sj, Tj)
⇒
∑
para todo j
wI(Sj, Tj) ≤ 2
3
∑
para todo j
wI(Sj, Tj) +
∑
j∈H
wI(Sj, Tj)
⇒
∑
para todo j
wI(Sj, Tj)− 2
3
∑
para todo j
wI(Sj, Tj) ≤
∑
j∈H
wI(Sj, Tj)
⇒
∑
para todo j
wI(Sj, Tj) ≤ 3
∑
j∈H
wI(Sj, Tj)
Pela desigualdade (A.11) sabemos que
∑
j /∈H wI(Sj, Tj) ≤ 23
∑
allj wI(Sj, Tj), logo
⇒
∑
j /∈H
wI(Sj, Tj) ≤ 2
3
3
∑
j∈H
wI(Sj, Tj)
⇒
∑
j /∈H
wI(Sj, Tj) ≤ 2
∑
j∈H
wI(Sj, Tj) (A.12)
Assim, somos capazes de limitar o custo das arestas inter-clusteres do grupo de con-
dutaˆncia “baixa” em termos do custo das arestas de condutaˆncia “alta”. Aplicando (A.5)
em (A.12) teremos ∑
/∈H
wI(Sj, Tj) ≤ 2
∑
j∈H
wI(Sj, Tj)
≤ 4Kv log
(n

)
a(V ). (A.13)
O somato´rio dos pesos das arestas de todos os cortes c(Sj, Tj) com ı´ndices j /∈ H e´∑
j /∈H w(Sj, Tj) e a soma dos pesos das arestas intra-cluster dos cortes e´
∑
j /∈H wI(Sj, Tj).
Logo, se fizermos a diferenc¸a
∑
j /∈H w(Sj, Tj)−
∑
j /∈H wI(Sj, Tj) teremos a soma das arestas
inter-clusteres como um limitante superior, ou seja,∑
j /∈H
w(Sj, Tj)−
∑
j /∈H
wI(Sj, Tj) ≤ W,
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onde W e´ a soma das arestas intra-clusteres. Sabemos que  = W∑
(u,v)∈E w(u,v)
(veja a
definic¸a˜o de  em (A.1)) e que a(V ) = 2
∑
(u,v)∈E w(u, v), logo

2
a(V ) =
W
2
∑
(u,v)∈E w(u, v)
2
∑
(u,v)∈E
w(u, v) = W.
Portanto, podemos definir um novo limite superior para a diferenc¸a substituindo W por

2
a(V ) ∑
j /∈H
(w(Sj, Tj)− wI(Sj, Tj)) ≤ 
2
a(V ). (A.14)
O que resta para terminar a prova do teorema 11 e´ somar (A.5), (A.13) e (A.14).
Fazendo a soma de (A.5) e (A.13)∑
j∈H
w(Sj, Tj) +
∑
j /∈H
wI(Sj, Tj) ≤ 6kv log n

a(V ).
Somando essa desigualdade com a desigualdade (A.14)∑
j∈H
w(Sj, Tj) +
∑
j /∈H
wI(Sj, Tj) =
∑
para todo j
w(Sj, Tj) ≤ 6kv log n

a(V ) +

2
a(V ).
Sabendo que a(V ) = 2
∑
(u,v)∈E w(u, v) obteremos a seguinte desigualdade∑
j∈H
w(Sj, Tj) +
∑
j /∈H
wI(Sj, Tj) =
∑
para todo j
w(Sj, Tj)
≤
∑
(u,v)∈E
w(u, v)(12kv log
n

+ ).
⇒ ∗ =
∑
para todo jw(Sj, Tj)∑
(u,v)∈E w(u, v)
≤ 12kv log n

+ 
≤ (12k + 2)v log n

(A.15)
Note que ∗ e´ a frac¸a˜o entre o peso das arestas inter-clusteres dos cortes c(Sj, Tj) feito
pelo algoritmo RCC e o peso total das arestas. Isso completa a prova do teorema 11. 
A.2 Aproximac¸a˜o para o Problema do Corte de Con-
dutaˆncia Mı´nimo
Apresentaremos o teorema (teorema 12) que da´ uma garantia de aproximac¸a˜o para o
algoritmo que utiliza os autovetores da matriz de transic¸a˜o de probabilidade para encon-
trar o corte de condutaˆncia mı´nimo. O teorema e sua demonstrac¸a˜o foram apresentados
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no trabalho de R. Kannan, S. Vempala e A. Vetta [34]. Nesta sec¸a˜o, apresentaremos a
demonstrac¸a˜o detalhadamente.
Antes de analisar a prova do teorema, sugerimos ao leitor que leia a sec¸a˜o 3.1, onde
sa˜o apresentados alguns conceitos ba´sicos para o entendimento dessa demonstrac¸a˜o. Ini-
cialmente, apresentamos algumas definic¸o˜es e lemas importantes.
Definic¸a˜o 15 (Distribuic¸a˜o Estaciona´ria) Chama-se distribuic¸a˜o estaciona´ria a dis-
tribuic¸a˜o de probabilidade dos estados, tal que, a distribuic¸a˜o no instante n+ 1 e´ igual a
distribuic¸a˜o no instante n.
Lema 4 Seja M uma matriz de transic¸a˜o de probabilidade de um grafo G = (V,E) com
n ve´rtices. Se o grafo G e´ conectado e na˜o bipartido, enta˜o o caminho aleato´rio possui
apenas uma distribuic¸a˜o estaciona´ria pi = {pi1, pi2, ..., pin}, que e´ dado por
pii =
∑
j∈V aij
a(V )
,
onde aij refere-se ao valor na posic¸a˜o i e j da matriz M .
Prova:
Para o vetor pi ∈ Rn ser estaciona´rio, deve-se obedecer a seguinte propriedade piM = pi.
Assim, seja Π um vetor em Rn com cada coordenada Πi =
∑
j∈V aij
a(V )
. Fazendo a
multiplicac¸a˜o de Π pela matriz de transic¸a˜o M obteremos:
ΠM =
[
Π1 Π2 Π3 ... Πn
]  a11 a12 ... a1n... ... . . . ...
an1 an2 . . . ann
 =

∑n
i=1 Πiai1∑n
i=1 Πiai2
...∑n
i=1 Πiain

para alguma linha j do produto de ΠM , temos:
n∑
i=1
Πiaij =
n∑
i=1
(∑n
i=1 aij
a(V )
aij∑n
j=1 aij
)
=
n∑
i=1
aij
a(V )
=
1
a(V )
n∑
i=1
aij = Πj
Portanto ΠM = Π, ou seja, Π e´ um vetor estaciona´rio para M . Isso conclui a prova
do lema 4. 
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Definic¸a˜o 16 (Condutaˆncia na Cadeia de Markov) Seja M uma matriz de transic¸a˜o
de probabilidade com o valor na coluna i e linha j representado por aij. Definiremos a
condutaˆncia de um conjunto de estados S em uma cadeia de Markov como:
φ(S) =
∑
i∈S,j /∈S piiaij
min(pi(S), pi(S))
Lema 5 A condutaˆncia em grafo corresponde a condutaˆncia na Cadeia de Markov. Logo,
a seguinte igualdade e´ verdadeira
φ(S) =
∑
i∈S,j /∈S aij
min(a(S), a(S))
=
∑
i∈S,j /∈S piiaij
min(pi(S), pi(S))
,
onde pi e´ a distribuic¸a˜o estaciona´ria da cadeia de Markov.
Prova:
Sem perda de generalidade, suponha que min(a(S), a(S)) = a(S), enta˜o:
φ(S) =
∑
i∈S,j /∈S aij
min(a(S), a(S))
=
∑
i∈S,j /∈S aij
a(S)
=
∑
i∈S,j /∈S
aij
1
a(V )
a(V )
a(S)
=
∑
i∈S,j /∈S
(∑n
k=1 aik
a(V )
aij∑n
i=1 aik
a(V )
a(S)
)
=
∑
i∈S,j /∈S
piibij
a(V )
a(S)
Sabemos, pelo lema 4, que pii =
∑
i∈V aij
a(V )
, logo
∑
i∈S
pii =
∑
i∈S
∑
j∈V aij
a(V )
=
a(S)
a(V )
= pi(S)
assim, ∑
i∈S
piibij
a(V )
a(S)
=
∑
i∈S,j /∈S piibij
pi(S)
portanto, concluimos que ∑
i∈S,j /∈S
piibij
a(V )
a(S)
=
∑
i∈S,j /∈S piibij
pi(S)
onde o min(pi(S), pi(S)) = pi(S).
Teorema 12 Suponha M uma matriz n×n na˜o negativa e a soma de cada linha igual a
1, suponha tambe´m que exista nu´meros reais positivos pi1, pi2, pi3, ..., pin somando 1 tal que
piiaij = pijaji para todo i e j. Se v e´ o autovetor de M correspondente ao segundo maior
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autovalor λ2, e i1, i2, ..., in e´ uma ordenac¸a˜o de 1, 2, ..., n tal que vi1 ≥ vi2 ≥ ... ≥ vin,
enta˜o:
min
S⊆{1,2,...,n}
∑
i∈S,j /∈S piiaij
min(
∑
i∈S pii,
∑
j∈S pij)
≥ 1− λ2
≥ 1
2
(
min
l,1≤l≤n
∑
1≤u≤l;l+1≤v≤n piiuaiuiv
min(
∑
1≤u≤l piiu ,
∑
l+1≤v≤n piiv)
)2
Prova:
Inicialmente validamos o segundo maior autovalor. Seja uma matriz D2 = diag(pi).
Sabendo que piiaij = pijaji, teremos que D
2M = MTD2 e´ verdade, logo, a matriz Q =
DMD−1 e´ sime´trico. Ale´m disso, teremos que os autovalores de M e Q sa˜o os mesmos,
com o maior autovalor igual a 1.
Para mostrar que os autovalores de M e Q sa˜o iguais, faremos os seguintes ca´lculos:
Qv = λv
⇒ DMD−1v = λv multiplicando por D−1teremos
⇒ D−1DMD−1v = D−1λv = MD−1v
⇒MD−1v = λD−1v
Note que D−1v e´ o autovetor de M com o autovalor λ. Logo, λ e´ autovetor de M e Q.
Como piiaij = pijaji, temos que pi e´ a distribuic¸a˜o estaciona´ria de M . Ale´m disso,
notemos que o vetor piD−1 e´ o autovetor estaciona´rio de Q satisfazendo
piD−1Q = piD−1.
Para provar isso, faremos os seguintes ca´lculos:
piD−1Q = piD−1DMD−1 = piMD−1 = piD−1,
lembre-se que piM = pi.
A matriz Q e´ sime´trica, logo, QpiTD−1 = piTD−1. Com isso, podemos concluir que
piTD−1 e´ autovetor de Q correspondente ao autovalor 1.
O maior autovalor de Q e´ 1. Lembrando que todos os autovetores sa˜o linearmente
independentes, assim, o segundo maior autovalor λ2 sera´ aquele cujo o seu autovetor x
obedec¸a a igualdade piD−1 · x = 0. O segundo autovetor pode ser encontrado da seguinte
forma
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λ2 = max
piD−1·x=0
xTDMD−1x
xTx
(A.16)
O que faremos agora e´ reescrever (A.16) substituindo por y = D−1x.
1− λ2 = min
piTD−1x=0
xTD(I −M)D−1x
xTx
= min
piT y=0
yTD2(I −M)y
yTD2y
(A.17)
O ca´lculo a seguir mostra como foi transformada a equac¸a˜o (A.16) em (A.17). Cada
posic¸a˜o i e j da matriz Q sera´ denotada por qij. Os ca´lculos sa˜o apresentados abaixo.
xTQx =
[
x1 x2 ... xn
]  q11 ... q1n... . . . ...
qn1 ... qnn


x1
x2
...
xn
 =
[ ∑n
i=1 xiqi1 ...
∑n
i=1 xiqin
]  x1...
xn
 = n∑
j=1
(
xj
n∑
i=1
xiqij
)
Agora, fazendo para a matriz (I −Q), vamos ter o seguinte
xT (I −Q)x = [ x1 x2 ... xn ]
 1− q11 ... −q1n... . . . ...
−qn1 ... 1− qnn


x1
x2
...
xn
 =
[
x1 −
∑n
i=1 xiqi1 ... xn −
∑n
i=1 xiqin
]  x1...
xn
 = n∑
i=1
x2i −
n∑
j=1
(
xj
n∑
i=1
xiqij
)
fazendo a divisa˜o por xTx, teremos
xT (I −Q)x
xTx
=
∑n
i=1 x
2
i∑n
i=1 x
2
i
−
∑n
j=1 (xj
∑n
i=1 xiqij)∑n
i=1 x
2
i
= 1−
∑n
j=1 (xj
∑n
i=1 xiqij)∑n
i=1 x
2
i
= 1− x
TAx
xTx
sabendo que λ2 = maxpiTD−1x=0
xTQx
xT x
e que, o maior autovalor e´ 1, teremos o seguinte
1− max
piTD−1x=0
xTQx
xTx
= 1− λ2 = min
piTD−1x=0
xT (I −Q)x
xTx
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substituindo y = D−1x (x = Dy e xT = yTD), lembrando que QD−1v = λD−1v. Note
que y e´ autovetor de Q e M .
1− λ2 = min
piTD−1x=0
xTD(I −M)D−1x
xTx
= min
piT y=0
yTD2(I −M)y
yTD2y
Reescrevendo o numerador:
yTD2(I −M)y = −
∑
i 6=j
yiyjpiiaij +
∑
i
pii(1− aii)y2i
= −
∑
i 6=j
yiyjpiiaij +
∑
i
piiaij
(
y2i + y
2
j
2
)
=
∑
i<j
piiaij (yi − yj)2
Denote
∑
i<j piibij (yi − yj)2 por ε(y, y). Enta˜o
1− λ2 = min
piT y=0
ε(y, y)∑
i piiy
2
i
Seja E(S, S) um corte com a condutaˆncia mı´nima. Definiremos um vetor w como
wi =

√
1∑
u∈V a(u)
pi(S)
pi(S)
se i ∈ S
−
√
1∑
u∈V a(u)
pi(S)
pi(S)
se i ∈ S
Vamos verificar que
∑
i piiwi = 0. Sabendo que pii =
∑n
j=1 aij
a(V )
, teremos∑
i
piiwi =
∑
i∈S
piiwi +
∑
i∈S
piiwi
=
∑
i∈S
(
n∑
j=1
aij
1
a(V )
√
1∑
u∈V a(u)
pi(S)
pi(S)
)
−
∑
i∈S
(
n∑
j=1
aij
1
a(V )
√
1∑
u∈V a(u)
pi(S)
pi(S)
)
(Sabemos que
∑
i∈S
∑n
j=1 aij
a(V )
= a(S)
a(V )
= pi(S))
=
√
1∑
u∈V a(u)
pi(S)
pi(S)
pi(S)−
√
1∑
u∈V a(u)
pi(S)
pi(S)
pi(S)
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(fazendo a multiplicac¸a˜o por
√∑
u∈V a(u)pi(S)√∑
u∈V a(u)pi(S)
).
=
√
pi(S)∑
u∈V a(u)
pi(S)
pi(S)
√∑
u∈V
a(u)pi(S)−
√
pi(S)∑
u∈V a(u)
pi(S)
pi(S)
√∑
u∈V
a(u)pi(S)
=
√
pi(S)pi(S)
∑
u∈V a(u)∑
u∈V a(u)
−
√
pi(S)pi(S)
∑
u∈V a(u)∑
u a(u)
= 0
Agora, resta provar a desigualdade
φ(S) ≥ ε(w,w)∑
i piiw
2
i
≥ 1− λ2
O que queremos provar e´ que
φ(S) =
∑
i∈S,j∈S piibij
min(pi(S), pi(S))
≥ ε(w,w)∑
i piiw
2
i
=
∑
i<j piibij(yi − yj)2∑
i piiy
2
i
≥ 1− λ2
Antes, vamos apresentar uma lema importante que sera´ usado na prova.
Lema 6 Escrevendo ε(w,w) teremos o seguinte: ε(w,w) =
∑
i<j piibij(wi−wj)2. Observe
que (wi − wj) e´ diferente de zero se e somente se i ∈ S e j /∈ S, logo, podemos escrever
(wi − wj) da seguinte maneira:
(wi − wj) =
√
1∑
u a(u)
pi(S)
pi(S)
+
√
1∑
u a(u)
pi(S)
pi(S
= (pi(S)− pi(S))
√
1∑
u a(u)pi(S)pi(S)
Prova:
(wi − wj) =
√
1∑
u a(u)
pi(S)
pi(S)
+
√
1∑
u a(u)
pi(S)
pi(S
(
√
x−√y = √x+ y − 2√xy para x > y)
=
√√√√ 1∑
u a(u)
pi(S)
pi(S)
+
1∑
u a(u)
pi(S)
pi(S)
− 2
√
1∑
u a(u)
2
=
√∑
u a(u)pi(S)
2 +
∑
u a(u)pi(S)
2∑
u a(u)
2pi(S)pi(S)
− 2∑
u a(u)
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=
√
pi(S)2 + pi(S)2∑
u a(u)pi(S)pi(S)
− 2∑
u a(u)
=
√
1∑
u a(u)
(
pi(S)2 + pi(S)2
pi(S)pi(S)
− 2
)
=
√
1∑
u a(u)
(
(pi(S)− pi(S))2
pi(S)pi(S)
)
= (pi(S)− pi(S))
√
1∑
u a(u)pi(S)pi(S)

Agora podemos continuar a prova da primeira desigualdade:∑
i<j piibij(yi − yj)2∑
i piiy
2
i
(utilizando o lema 6)
=
∑
i<j
piibij(pi(S) + pi(S))
2 1∑
u a(u)pi(S)pi(S)
=
∑
i<j
piibij
(∑
u∈S
∑
v∈V auv
a(V )
+
∑
u∈S
∑
v∈V auv
a(V )
)2
1
a(V )pi(S)pi(S)
=
∑
i<j
piibij
(∑
u∈V
∑
v∈V auv
a(V )
)2
1
a(V )pi(S)pi(S)
=
∑
i<j
piibij
(∑
u∈V
∑
v∈V auv
a(V )
)2
1
a(V )pi(S)pi(S)
=
∑
i<j
piibij
1
a(V )pi(S)pi(S)
≤
∑
i∈S,j∈S
piibij
Isso finaliza a prova da primeira desigualdade do teorema 12.
Iremos provar a segunda desigualdade:
1− λ2 ≥ 1
2
(
min
l,1≤l≤n
∑
1≤u≤l;l+1≤v≤n piiuaiuiv
min(
∑
1≤u≤l piiu ,
∑
l+1≤v≤n piiv)
)2
Suponha que o valor de
1− λ2 = minpiT y=0 ε(y, y)∑
i piiy
2
i
e´ alcanc¸ado quando y e´ igual a v. Enta˜o Dv e´ um autovetor de Q correspondente ao
autovalor λ2 e v e´ o autovetor de M correspondente a λ2.
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Assuma que os ı´ndices sa˜o ordenados tal que v1 ≥ v2 ≥ ... ≥ vn. Agora defina r
satisfazendo pi1 +pi2 + ...+pir−1 ≤ 12 < pi1 +pi2 + ...+pir e seja zi = vi− vr para i = 1, ..., n.
Enta˜o z1 ≥ z2 ≥ ... ≥ zr = 0 ≥ zr+1 ≥ ... ≥ zn, e
ε(v, v)∑
i piiv
2
i
=
ε(z, z)
−v2r +
∑
i piiz
2
i
(A.18)
A igualdade (A.18) e´ verdadeira e pode ser comprovada com os seguintes ca´lculos.
ε(v, v) =
∑
i<j
piibij(vi − vj)2 =
∑
i<j
piibij(zi + vr − (zj + vr))2
=
∑
i<j
piibij(zi − zj + vr − vr)2 =
∑
i<j
piibij(zi − zj)2 = ε(z, z)
Para comprovar o denominador de (A.18) faremos
∑
i
piiv
2
i =
∑
i
pii(zi+vr)
2 =
∑
i
pii(z
2
i +2zivr+v
2
r) =
∑
i
piiz
2
i +
∑
i
pii(2zivr+v
2
r) = −v2r+
∑
i
piiz
2
i
Assim,
ε(v, v)∑
i piiv
2
i
=
ε(z, z)
−v2r +
∑
i piiz
2
i
≥ ε(z, z)∑
i piiz
2
i
=
(∑
i<j piiaij(zi − zj)2
)(∑
i<j piiaij(|zi| − |zj|)2
)
(
∑
i piiz
2
i )
(∑
i<j piiaij(|zi| − |zj|)2
)
Considerando o numerador do termo final. Por Cauchy-Schwartz(∑
i<j
piiaij(zi − zj)2
)(∑
i<j
piiaij(|zi| − |zj|)2
)
≥
(∑
i<j
piiaij|zi − zj|(|zi| − |zj|)
)
≥
(∑
i<j
piiaij
j−1∑
k=i
|z2k+1 − z2k|
)
(A.19)
A segunda desigualdade da inequac¸a˜o (A.19) segue do fato de que, se i < j enta˜o
|zi − zj|(|zi|+ |zj|) ≥
∑j−1
k=1 |z2k+1 − z2k|. Isso segue da observac¸a˜o de que
i) Se zi e zj tem o mesmo sinal (i.e. r /∈ {i, i + 1, ..., j}), enta˜o |zi − zj|(|zi| + |zj|) =
|z2i − z2j |.
ii) Caso contra´rio, se zi e zj tem sinais diferentes, enta˜o |zi − zj|(|zi| + |zj|) = (|zi| +
|zj|)2 > z2i + z2j .
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Tambe´m teremos,∑
i<j
piiaij(|zi|+ |zj|)2 ≤ 2
∑
i<j
piiaij(z
2
i + z
2
j ) ≤ 2
∑
i
piiz
2
i .
Como resultado, teremos
ε(v, v)∑
i piiv
2
i
≥
(∑
i<j piiaij(zi − zj)2
)(∑
i<j piiaij(|zi| − |zj|)2
)
(
∑
i piiz
2
i )
(∑
i<j piiaij(|zi| − |zj|)2
)
≥
(∑
i<j piiaij
∑j−1
k=i |z2k+1 − z2k|
)
2 (
∑
i piiz
2
i )
2 (A.20)
Seja Sk = {1, 2, ..., k}, Ck = {(i, j) : i ≤ k < j} e
$ = min
k,1≤k≤n
∑
(i,j)∈Ck piiaij
min
(∑
i:i≤k pii,
∑
i:i>k pii
) .
Desde que zr = 0, obtemos
∑
i<j
piiaij
j−1∑
k=i
|z2k+1 − z2k| =
n−1∑
k=1
|z2k+1 − z2k|
∑
(i,j)∈Ck
piiaij
≥ $
(
r−1∑
k=1
(z2k − z2k+1)pi(Sk) +
n−1∑
k=r
(
z2k+1 − z2k
)
(1− pi(Sk))
)
= $
(
n−1∑
k=1
(z2k − z2k+1)pi(Sk) + (z2n − z2r )
)
= $
(
n∑
k=1
pikz
2
k
)
. (A.21)
Consequentemente, se piTy = 0, enta˜o
1− λ2 = ε(v, v)∑
i piiv
2
i
≥ $
2
2
.
O que conclui a prova da segunda desigualdade do teorema 12. 
Apeˆndice B
Algoritmos para Problemas de
Classificac¸a˜o
Abaixo segue a descric¸a˜o dos va´rios trabalhos levantados durante a revisa˜o bibliogra´fica,
em especial, apenas trabalhos que tratam do problema de classificac¸a˜o sa˜o descritos.
Approximation Algorithms for Classification Problems with Pairwise Re-
lationships: Metric Labeling and Markov Random Fields - [37] - 1999 : Neste
trabalho e´ apresentado um algoritmo para o problema de Classificac¸a˜o. Os principais
resultados sa˜o um algoritmo O(log |L| log log |L|)-aproximado para o caso me´trico geral e
uma 2−aproximac¸a˜o para o caso de classificac¸a˜o com me´trica uniforme.
Para o caso com me´trica uniforme o algoritmo resolve uma formulac¸a˜o em Pro-
gramac¸a˜o Linear (PL) do problema, e depois realiza arredondamento da soluc¸a˜o fra-
ciona´ria encontrada.
Na formulac¸a˜o da PL e´ usada a varia´vel na˜o negativa xpa para cada objeto p ∈ P
e um label a ∈ L tal que ∑a∈L xpa = 1; i.e. para o valor inteiro da varia´vel x e´ usado
xpa = 1 para denotar que f(p) = a – atribui ao objeto p o label a. O custo de atribuic¸a˜o
de um objeto p e´ expressado como
∑
a∈L c(p, a)xpa. Para dois objetos p e q, uma varia´vel
ze correspondera´ a distaˆncia entre os labels f(p) e f(q), no caso com me´trica uniforme
a varia´vel ze = 1 se esses dois objetos sa˜o associados a labels diferentes e ze = 0 caso
contra´rio. Uma outra varia´vel, zea, e´ utilizada para expressar o valor absoluto para um
label a ∈ L, ou seja, para uma aresta e = {p, q} ∈ E a varia´vel zea expressa o valor
absoluto de xpa − xqa (zea = |xpa − xqa|).
Quanto as restric¸o˜es, aquela que garante que cada objeto seja associado a exatamente
uma classe e´ dada por ∑
a∈L
xpa = 1.
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Para realizar a associac¸a˜o da varia´vel ze (para uma aresta e = {p, q}) com a distaˆncia dos
labels associados a dois objetos p e q e´ feita a seguinte restric¸a˜o:
ze =
1
2
∑
a∈L
zea.
A distaˆncia dos labels associados a dois objetos p e q, que corresponde ao valor absoluto
de xpa − xqa, e´ representado no programa linear pela restric¸a˜o
zea ≥ xpa − xqa e zea ≥ xqa − xpa.
Assim, com todas as restric¸o˜es descritas acima e tambe´m adicionando a restric¸a˜o
xpa ≥ 0 para a relaxac¸a˜o do programa linear, obtemos a seguinte formulac¸a˜o para o
problema de classificac¸a˜o com me´trica uniforme:
Min
∑
e∈E weze +
∑
p∈P,a∈L c(p, a)xpa
s.t.
∑
a∈L xpa = 1 p ∈ P
ze =
1
2
∑
a∈L zea e ∈ E
zea ≥ xpa − xqa e = {p, q}, a ∈ L
zea ≥ xqa − xpa e = {p, q}, a ∈ L
xpa ≥ 0 p ∈ P, a ∈ L.
Para realizar o arredondamento, e´ utilizado um algoritmo iterativo. Em cada iterac¸a˜o
e´ escolhido aleatoriamente um valor θ no intervalo [0, 1] e um label a ∈ L. Caso o valor
da varia´vel xpa, onde p seja um objeto qualquer ainda na˜o classificado, for maior que θ, o
objeto p e´ atribu´ıdo ao label a. As iterac¸o˜es prosseguem ate´ que todos os objetos sejam
atribu´ıdos a exatamente um label. O algoritmo e´ uma 2-aproximac¸a˜o para o caso me´trico
uniforme.
Para o caso em que a distaˆncia na˜o e´ uniforme o algoritmo utiliza dos resultados
de Bartal [6] [7] em que e´ utilizado a´rvore me´trica para aproximar um espac¸o me´trico
finito. Semelhante ao caso me´trico uniforme, o caso geral utiliza programac¸a˜o linear
relaxada e arredondamento para dar a soluc¸a˜o aproximada. O algoritmo possui um fator
de aproximac¸a˜o de O(log |L| log log |L|) para o caso me´trico geral.
Segundo o trabalho de Bracht e Miyazawa [10], a formulac¸a˜o para o caso me´trico
uniforme possui O(|L|n2) restric¸o˜es e O(|L|n2) varia´veis ( n corresponde ao nu´mero de
objetos e |L| o nu´mero de labels), sendo assim, ruim para instaˆncias grandes.
A Constant Factor Approximation Algorithm for a Class of Classification
Problems [29] - 2000: No artigo e´ dado um algoritmo 4-aproximado para o caso em que
a distaˆncia entre dois labels i e j e´ no ma´ximo um valor constante M . E´ assumido que
a distaˆncia me´trica entre dois labels i e j e´ dada pela me´trica linear truncada (d(i, j) =
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min{M, |i− j|}). O algoritmo utiliza busca local, sendo que a cada iterac¸a˜o do algoritmo
e´ constru´ıdo uma rede de fluxo e o corte mı´nimo da rede define a atribuic¸a˜o de classe para
os objetos. Na rede de fluxo sa˜o relacionados os custos de associac¸a˜o e os valores pagos
para a separac¸a˜o das classes.
E´ mostrado que o lac¸o principal do algoritmo e´ repetido O(( l
M
)(logQ0 + log 
−1) (Q0
e´ o custo da atribuic¸a˜o inicial) para alcanc¸ar uma (4 + )−aproximac¸a˜o.
Para o caso de classificac¸a˜o me´trica uniforme: onde a func¸a˜o d(i, j) assume valor 1,
se i 6= j, e 0 caso contra´rio, e´ mostrado que o algoritmo e´ uma 2−aproximac¸a˜o.
Talvez o algoritmo na˜o apresente bons resultados pra´ticos devido a necessidade de
construir, em cada iterac¸a˜o, um grafo correspondente a rede de fluxo com O(|L|2n) ares-
tas (n e´ o nu´mero de ve´rtices).
Approximation Algorithms for the Metric Labeling Problem via a New
Linear Programming Formulation [15] - 2001: Neste trabalho e´ apresentado uma
formulac¸a˜o de programac¸a˜o linear para o problema de Classificac¸a˜o. E´ dado um algoritmo
que apresenta uma (2 +
√
2)-aproximac¸a˜o para o truncated linear norm melhorando a
4−aproximac¸a˜o dada em [29] (resumo da sec¸a˜o anterior). Para distaˆncia uniforme o
algoritmo mante´m a 2−aproximac¸a˜o (resumo da sec¸a˜o anterior).
Devido a necessidade da resoluc¸a˜o do programa linear relaxado formado por O(n2|L|2)
restric¸o˜es e O(n2|L|2) varia´veis (n e´ o nu´mero de ve´rtices), o algoritmo pode ter tempo
de execuc¸a˜o muito alto na pra´tica. [10].
Approximating a Class of Classification Problems [46] - 2006: O artigo apre-
senta uma visa˜o geral do problema de classificac¸a˜o mostrando va´rios resultados de outros
trabalhos.
Na sec¸a˜o 2 do artigo e´ apresentada a relac¸a˜o entre o problema de classificac¸a˜o (ou
labeling problem) (LaP) com o problema de multiterminal or multiway cut problem (MCP).
O problema MCP e´ definido da seguinte forma: dado um grafo G = (V,E) com pesos
positivos nas arestas w(e), e ∈ E e um conjunto T de k nodos terminais, o problema
consiste em minimizar o peso do conjunto de arestas φ tal que a remoc¸a˜o do conjunto φ
de E desconecta cada nodo terminal dos outros.
Obviamente, a remoc¸a˜o do conjunto de arestas φ de E cria exatamente k componentes
conexos. Cada componente conte´m um nodo terminal, em outras palavras, cada ve´rtice
na˜o terminal em um componente conexo sera´ uma atribuic¸a˜o a um ve´rtice (nodo) terminal.
Assim, o problema MCP pode ser reescrito de maneira semelhante ao problema LaP da
seguinte maneira: dado um conjunto de ve´rtices terminais T ⊂ V , e uma func¸a˜o f que
atribui cada ve´rtice a um terminal f : V → T , tal que f(t) = t para todo t ∈ T busca-se
minimizar
∑
(u,v)∈E w(u, v)d(f(u), f(v)), onde (T, d) e´ uma me´trica uniforme. Lembrando
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que uma me´trica uniforme define para cada label a, b ∈ L, d(a, b) = 1 se a 6= b e zero caso
contra´rio.
Dahlhaus [19] apresenta uma (2− 2
k
)−aproximac¸a˜o para o problema MCP. O algoritmo
funciona da seguinte forma:
Algoritmo 15: Algoritmo de Dahlhaus
for cada nodo terminal t ∈ T do1
unir todos os terminais em um novo terminal t (colocando2
w(u, t) =
∑
t′∈T\tw(u, t
′)) ;
procurar o corte mı´nimo entre t e t ;3
retornar a unia˜o dos (k − 1) cortes mais baratos.4
A remoc¸a˜o de todas as arestas que fazem parte dos (k − 1) cortes mais baratos des-
conectara´ cada componente de todos os outros e enta˜o formara´ uma soluc¸a˜o via´vel para
MCP.
Algoritmos de Aproximac¸a˜o para o Problema de Classificac¸a˜o Me´trica [10]
- 2005: Neste artigo e´ apresentado um algoritmo 8 log n−aproximado para o problema de
classificac¸a˜o me´trica. O algoritmo e´ guloso e utiliza a mesma ide´ia de um algoritmo para
a resoluc¸a˜o do problema de localizac¸a˜o de recursos. O algoritmo consiste em encontrar a
estrela de menor custo ponderado; uma estrela e´ um grafo conexo onde apenas um ve´rtice
(o ve´rtice central) possui grau maior que um. O ve´rtice central da estrela representa uma
classe e os ve´rtices restantes sa˜o os objetos. A estrela de menor custo e´ escolhida, e os
objetos dessa estrela sa˜o atribuidos a sua respectiva classe.
O algoritmo ganha em tempo em relac¸a˜o a outros algoritmos, entretanto possui a
desvantagem de possuir um alto fator de aproximac¸a˜o.
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