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(2n, 2n, 2n, 1)-RELATIVE DIFFERENCE SETS AND THEIR
REPRESENTATIONS
YUE ZHOU
Abstract. We show that every (2n, 2n, 2n, 1)-relative difference set D in Zn
4
relative to Zn
2
can be represented by a polynomial f(x) ∈ F2n [x], where f(x+
a) + f(x) + xa is a permutation for each nonzero a. We call such an f a
planar function on F2n . The projective plane Π obtained from D in the way of
Ganley and Spence [15] is coordinatized, and we obtain necessary and sufficient
conditions of Π to be a presemifield plane. We also prove that a function f on
F2n with exactly two elements in its image set and f(0) = 0 is planar, if and
only if, f(x+ y) = f(x) + f(y) for any x, y ∈ F2n .
1. Introduction
Let G be a group of order v = mn, let N be a subgroup of G satisfying #N = n.
A k-subset D of G is called a relative difference set with parameters (m,n, k, λ)
(abbreviated to (m,n, k, λ)-RDS) relative to N if the list of differences of D covers
every element of G \N exactly λ times, and no element of N \ {0}; N is called the
forbidden subgroup. We call D abelian or cyclic if G has the respective property. A
(v, 1, k, λ)-RDS is just a (v, k, λ)-difference set.
A special case of relative difference sets appeared first in the work of Bose [4],
and the term “relative difference set” was introduced by Butson [7]. The main
motivation to study relative difference sets comes from the fact that the existence
of an (m,n, k, λ)-RDS in G relative to N is equivalent to the existence of a divisible
design with the same parameters, admitting G as a regular automorphism group.
If N is normal in G, then N acts regularly on each point class of this design.
For further results and references see [29]. For a comprehensive introduction to
difference sets see Chapter VI of [2].
A projective plane consists of a set of lines L and a set of points B such that for
any two given distinct points (resp. lines), there is exactly one line (resp. point)
incident with both of them, and there are four points such that no line is incident
with more than two of them. By removing one line and the points on this line from
a projective plane, we get an affine plane which forms a divisible design.
Two projective planes are called isomorphic if there is a permutation on L and a
permutation on B such that the incidence relationship is preserved. A collineation
(or automorphism) of a projective plane is an isomorphism of the plane onto itself.
Every projective plane Π can be coordinatized with a planar ternary ring, ab-
breviated to PTR, in an appropriate way. Different ways of coordinatization may
lead to different PTRs. Moreover, if Π has some special types of collineation group,
it may give rise to some extra algebraic properties of the PTR. For instance, if G
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fixes a line L∞ pointwise and acts regularly on the other points, then using the
coordinatization method in [20] we can get a special PTR which is actually a quasi-
field ; this line L∞ is called a translation line and Π is a translation plane. For the
definitions of PTRs, quasifields and other basic fact of projective planes, we refer
to [20].
As shown by Ganley and Spence [15, Theorem 3.1], if D ⊆ G is an RDS relative
to a normal subgroup N with parameters (m,n, k, 1) = (q, q, q, 1), (q+1, q− 1, q, 1)
or (q2 + q+ 1, q2− q, q2, 1), then D can be uniquely extended to a projective plane
Π. Furthermore, G acts quasi-regularly on the points and lines of Π, and the point
orbits (and line orbits) of Π under G are the cases (b), (d) and (e) respectively in the
Dembowski-Piper classification [12]. For case (b), in which D is a (q, q, q, 1)-RDS in
(G,+) relative to N , the projective plane Π can be obtained in the following way
[15]:
affine points: g ∈ G;
lines: D+g := {d+g : d ∈ D}, and the distinct cosets ofN : N+g1, . . . , N+gq
and a new line L∞ defined as a set of extra points;
points on L∞: (gi) defined by the parallel class {D + gi + h : h ∈ N} and
(∞) defined by the parallel class {N + g1, . . . , N + gq}.
Under the action of G, the points of Π form three orbits: the affine points, {(∞)},
and the points on L∞ except for (∞). The lines of Π also have three orbits:
{D + g : g ∈ G}, {L∞}, and all the lines incident with (∞) except for L∞. When
G is commutative, Π is called a shift plane and G is its shift group.
Let Zm denote the cyclic group of orderm. Ganley [14] and Blokhuis, Jungnickel,
Schmidt [3] proved the following result:
Theorem 1.1. Let D be a (q, q, q, 1)-RDS in an abelian group G of order q2.
• [14] If q is even, then q is a power of 2 (say q = 2n), G ∼= Zn4 and the
forbidden subgroup N ∼= Zn2 (see also [21] for a short proof);
• [3] If q is odd, then q is a prime power (say q = pn) and the rank of G, i.e.
the smallest cardinality of a generating set for G, is at least n+ 1.
For G abelian and q = pn odd, all the known (q, q, q, 1)-RDS are subsets of
(F2np ,+), a 2n-dimensional vector space over a finite field Fp. Moreover, if D is a
(q, q, q, 1)-RDS in G, then all the known examples can be expressed as:
D = {(x, f(x)) : x ∈ Fpn)},
where f is a so-called planar function from Fpn to itself. A function f : Fpn → Fpn
is planar if the mapping
x 7→ f(x+ a)− f(x),
is a permutation for all a 6= 0. Until now, except for one special family, every
known planar function on Fpn can be written, up to adding affine terms, as a
Dembowski-Ostrom Polynomial f(x) =
∑n−1
i,j=0 cijx
pi+pj . It produces a commuta-
tive distributive quasifield plane [11], namely a commutative semifield plane, on
which the multiplication is defined by:
(1.1) x ⋆ y :=
1
2
(f(x+ y)− f(x) − f(y)) =
n−1∑
i,j=0
cij + cji
2
xp
i
yp
j
.
(2n, 2n, 2n, 1)-RELATIVE DIFFERENCE SETS AND THEIR REPRESENTATIONS 3
The only known exception was given by Coulter and Matthews [10]:
f(x) = x
3α+1
2
over F3n provided that α is odd and gcd(α, n) = 1. The plane produced by the
corresponding RDS is not a translation plane [10].
A semifield is a field-like algebraic structure on which the associative property
of multiplication does not necessarily hold. When the existence of a multiplicative
identity is not guaranteed, then it is called presemifield. Let S = (Fpn ,+, ⋆) be a
semifield. The subsets
Nl(S) = {a ∈ S : (a ⋆ x) ⋆ y = a ⋆ (x ⋆ y) for all x, y ∈ S},
Nm(S) = {a ∈ S : (x ⋆ a) ⋆ y = x ⋆ (a ⋆ y) for all x, y ∈ S},
Nr(S) = {a ∈ S : (x ⋆ y) ⋆ a = x ⋆ (y ⋆ a) for all x, y ∈ S},
are called the left, middle and right nucleus of S, respectively. A recent survey
about finite semifields can be found in [26]. One important fact that we need here
is that the order of every finite (pre)semifield is a power of a prime and its additive
group is elementary abelian. Now let S = (Fpn ,+, ∗) be a finite presemifield. Since
x ∗ y is additive with respect to both variables x and y, it can be written as a
p-polynomial map:
x ∗ y =
n−1∑
i,j=0
aijx
piyp
j
,
where aij ∈ Fpn . For p odd, a commutative semifield can be obtained through (1.1)
from a (pn, pn, pn, 1)-RDS. If p = 2 and a (2n, 2n, 2n, 1)-RDS defines a commutative
semifield, then we will show later how to get its multiplication in the form of a p-
polynomial. If a plane Π can be coordinatized with a semifield, Π is called a
semifield plane. It can be shown that Π is a semifield plane if and only if Π and
its dual plane are both translation planes. In some papers this condition is used as
the definition of semifield planes, see for example [26].
The rest of this paper is organized as follows: In Section 2, we give two represen-
tations of a (2n, 2n, 2n, 1)-RDS in Zn4 . Then in Section 3, we coordinatize the plane
Π from a (2n, 2n, 2n, 1)-RDS, and present necessary and sufficient conditions that Π
is a semifield plane. In Section 4, we consider planar functions f with #Im(f) = 2.
In Section 5, we look at the component functions of the Fn2 -representations.
2. Representations of D
Theorem 1.1 shows that every (2n, 2n, 2n, 1)-RDS is a subset of Zn4 relative to
2Zn4
∼= Zn2 . For convenience, we will always say “Zn4 relative to Zn2 ” instead of “Zn4
relative to 2Zn4” in the rest of this paper. Before considering these relative difference
sets, we introduce some notation for the elements of Zn4 . Define an embedding
ψ : F2 → Z4 = {0, 1, 2, 3} by 0ψ = 0 and 1ψ = 1, and define Ψ : Fn2 → Zn4 by
Ψ(x0, x1, · · · , xn−1) = (ψ(x0), ψ(x1), · · · , ψ(xn−1)).
As 0ψ + 0ψ = 0, 0ψ + 1ψ = 1 and 1ψ + 1ψ = 0 + 2 · 1ψ, we have
(2.1) xψ + yψ = (x+ y)ψ + 2(xy)ψ
for x, y ∈ Z2. Every ξ ∈ Zn4 can be uniquely expressed as a 2-tuple
ξ = ⌊a, b⌋ := aΨ + 2bΨ,
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where a, b ∈ Fn2 . For instance 3 ∈ Z4 is ⌊1, 1⌋, and the forbidden subgroup can be
written as {⌊0, b⌋ : b ∈ Fn2}. Furthermore, for ⌊a, b⌋, ⌊c, d⌋ ∈ Zn4 , we have
⌊a, b⌋+ ⌊c, d⌋ = ⌊a+ c, b+ d+ (a⊙ c)⌋,
where a ⊙ c := (a0c0, . . . , an−1cn−1) for a = (a0, . . . , an−1) and c = (c0, . . . , cn−1).
It is clear from the context whether the symbol “+” refers to the addition of Zn4 or
the addition of Zn2 .
Remark 2.1. In the language of group theory, Zn4 can be viewed as an extension of
Z
n
2 by Z
n
2 . The set {⌊a, 0⌋ : a ∈ Fn2} forms a transversal for the subgroup Zn2 in Zn4
and ⊙ : Zn2 ×Zn2 → Zn2 is the corresponding factor set (or cocycle). Factor sets form
an important tool for many combinatorial objects, see [19] for the applications to
Hadamard matrices and RDSs.
Let D be a transversal of the forbidden subgroup Zn2 in Z
n
4 . Then we can write
every element of D as
(2.2) ⌊d, h(d)⌋ = dΨ + 2h(d)Ψ,
where h is a mapping from Zn4/Z
n
2 to Z
n
2 . When D is a (2
n, 2n, 2n, 1)-RDS, D is
also a transversal, otherwise the difference list of D will contain some element of
the forbidden subgroup Zn2 . Let ⌊a, b⌋ ∈ Zn4 and a 6= 0. As there is exactly one
element of (D + ⌊a, b⌋) ∩D, the equation
⌊d+ a, h(d) + b+ (d⊙ a)⌋ = ⌊d′, h(d′)⌋,
holds for exactly one pair (d, d′), which means that the mapping
(2.3) ∆h,a : d 7→ h(d+ a) + h(d) + (d⊙ a)
is bijective for each a 6= 0. Conversely, if h is such that ∆h,a is a permutation for
all nonzero a, then D is a (2n, 2n, 2n, 1)-RDS.
Remark 2.2. In fact, ∆h,a already appears in [18] by Hiramine in the form of factor
sets. However, our main idea here is to use it to derive special types of functions
over finite fields. It is more convenient and easier to consider the properties and
constructions of (2n, 2n, 2n, 1)-RDS, since every mapping from a finite field to itself
can be expressed as a polynomial.
As h : Zn4/Z
n
2 → Zn2 defined by D by (2.2) can be viewed as a mapping from
F
n
2 to itself, we call h the F
n
2 -representation of the transversal D. We will use it to
introduce the polynomial representation over a finite field.
Let B = {ξi : i = 0, 1, · · · , n − 1} be a basis of F2n over F2. We can view
both h and ∆h,a as mappings from F2n to itself using this basis B, and express
them as polynomials hB,∆hB ,a ∈ F2n [x]. Furthermore, for x =
∑n−1
i=0 xiξi and
y =
∑n−1
i=0 yiξi ∈ F2n , we define
x⊙B y :=
n−1∑
i=0
xiyiξi, µB(x) :=
∑
i<j
xixjξiξj ,
and
fB(x) := hB(x)
2 + µB(x).
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Then
∇fB ,a(x) : = fB(x+ a) + fB(x) + fB(a) + xa
= (hB(x+ a) + hB(x) + hB(a))
2 + (µB(x+ a) + µB(x) + µB(a)) + xa
= (hB(x+ a) + hB(x) + hB(a))
2 + (x ⊙B a)2
= (∆hB ,a(x) + hB(a))
2,
and it is straightforward to see that for each a 6= 0, (2.3) is a bijection if and
only if ∇fB ,a(x) acts on F2n as a permutation. We call fB(x) ∈ F2n [x] the F2n-
representation of D with respect to the basis B. We summarize the above results
in the following theorem.
Theorem 2.1. Let D ⊆ Zn4 be a transversal of Zn2 in Zn4 , let B be a basis of F2n
over F2, let h be the F
n
2 -representation of D and let f be the F2n-representation
fB(x) with respect to B. Then the following statements are equivalent:
(1) D is an RDS in Zn4 relative to Z
n
2 ;
(2) ∆h,a is bijective for each a 6= 0;
(3) ∇fB ,a(x) is a permutation polynomial for each a 6= 0.
Remark 2.3. Let u, v ∈ F2n , let (c0, c1, . . . , cn−1) be a nonzero vector in Fn2 and let
d0 ∈ F2. If gB(x) = fB(x) + ux2i + v for some i, then
∇gB ,a(x) = gB(x+ a) + gB(x) + gB(a) + xa
= fB(x+ a) + fB(x) + fB(a) + v + xa
= ∇fB ,a(x) + v
which means that adding affine terms ux2
i
+v to fB(x) does not change the permu-
tation properties of ∇fB ,a. By a similar argument, we see that adding
∑
i cixi+ d0
to any coordinate functions hi of h does not change the permutation properties
of ∆h,a either. If there is no ux
2i or constant term in fB(x) (resp. no linear or
constant term in every coordinate function of h), we call fB a normalized F2n -
representation (resp. h a normalized Fn2 -representation) of D. They are similar to
Dembowski-Ostrom polynomials in Fpn [x] with odd p, because both of them have
no linear or constant term.
Since we can always use an RDS in Zn4 relative to Z
n
2 to construct a plane of
order 2n, we call f : F2n → F2n a planar function if for each a 6= 0,
f(x+ a) + f(x) + xa
is a permutation on F2n . As every mapping from F2n to itself can be written as a
polynomial in F2n [x], the corresponding polynomial of a planar function is called
planar polynomial.
Remark 2.4. For p odd, Dembowski and Ostrom defined planar functions in the
following way: f : Fpn → Fpn is planar if, for all a 6= 0,
f(x+ a)− f(x)
is a permutation on Fpn , see [11]. They showed that {(x, f(x) : x ∈ Fpn)} is a
(pn, pn, pn, 1)-RDS in Z2np relative to Z
n
p if and only if f is planar. Planar functions
for p odd are also called perfect nonlinear functions ; they are useful in the con-
struction of S-boxes in block ciphers to resist some attacks, see [27]. However, they
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do not exist on F2n , since f(x+ a)− f(x) = f((x+ a) + a)− f(x + a). Therefore
it does not make sense to extend the classical definition of planar functions to the
case p = 2 directly.
The advantage of the above representations then is that we can apply finite fields
theory to construct and analyze (2n, 2n, 2n, 1)-RDS in Zn4 . Here are some examples:
Example 2.1. For each positive integer n, every affine mapping, especially f(x) =
0, is a planar function on F2n . The corresponding plane is a Desarguesian plane.
Example 2.2. Assume that we have a chain of fields F = F0 ⊃ F1 ⊃ · · · ⊃ Fn of
characteristic 2 with [F : Fn] odd and corresponding trace mappings Tri : F → Fi.
In [22], Kantor presented commutative presemifields B((Fi)
n
0 , (ζi)
n
1 ) on which the
multiplication is defined as:
(2.4) x ∗ y = xy + (x
n∑
i=1
Tri(ζiy) + y
n∑
i=1
Tri(ζix))
2,
where ζi ∈ F∗, 1 ≤ i ≤ n. These semifields are related to a subfamily of the
symplectic spreads constructed in [23]. In (2.4) we have (x
∑n
i=1 Tri(ζix))
2 as a
planar function on F. Note that this semifield is a generalization of Knuth’s binary
semifields [25], on which the multiplication is defined as:
(2.5) x ∗ y = xy + (xTr(y) + yTr(x))2,
corresponding to the presemifields B((Fi)
1
0, (1)). The planar function derived from
Knuth’s semifield is (xTr(x))2.
Next, we consider the equivalence between (2n, 2n, 2n, 1)-RDSs and how an
equivalence transformation affects the Fn2 -representation h of a (2
n, 2n, 2n, 1)-RDS.
Let D1 and D2 ⊆ G be two (2n, 2n, 2n, 1)-RDSs. They are equivalent if there
exists some α ∈ Aut(G) and a ∈ G such that α(D1) = D2 + a. When G is abelian,
every element of Aut(G) can be expressed by a matrix, see [17, 31] for details. Let
Z/mZ denote the residue class ring of integers modulo m, and let Mm×n(R) denote
the set of m × n matrices with entries in a ring R. In the case that G is Zn4 , the
corresponding result is:
Lemma 2.2. Let mapping ρ : Mn×n(Z/4Z)→ Hom(Zn4 ,Zn4 ) be defined as:
ρ(L)(a0, . . . , an−1) = L(a0, . . . , an−1)
T .
Then ρ is surjective. Furthermore, ρ(L) is an automorphism of Zn4 if and only if
(L mod 2) is invertible.
For instance, let β be an element of Hom(Z24,Z
2
4) defined by β(1, 0) = (1, 2) and
β(0, 1) = (1, 1). Then we take matrix
L =
(
1 1
2 1
)
,
and it follows that ρ(L) = β. As (L mod 2) is invertible, β is an automorphism.
Define ∗h : Fn2 × Fn2 → Fn2 by
(2.6) x ∗h y := h(x+ y) + h(x) + h(y) + x⊙ y, x, y ∈ Fn2 ,
where x⊙ y = (x0y0, x1y1, · · · , xn−1yn−1).
(2n, 2n, 2n, 1)-RELATIVE DIFFERENCE SETS AND THEIR REPRESENTATIONS 7
Theorem 2.3. Let D1 and D2 be (2
n, 2n, 2n, 1)-RDS in Zn4 relative to Z
n
2 , and let
h1, h2 : F
n
2 → Fn2 be their normalized Fn2 -representations, respectively. Then, there
exists a matrix L ∈ Mn×n(Z/4Z) such that D2 = ρ(L)(D1) if and only if
(2.7) M(x) ∗h2 M(y) = M(x ∗h1 y),
where M is defined by (L mod 2) acting as an element of Mn×n(F2).
Proof. By abuse of notation, we also use Ψ to denote a mapping from Mn×n(F2) to
Mn×n(Z/4Z), which acts on every entry of the matrix as the embedding ψ : F2 →
Z/4Z with ψ(0) = 0 and ψ(1) = 1.
Let L ∈ Mn×n(Z/4Z) be such that α := ρ(L) is an automorphism. By Lemma
2.2, U := (L mod 2) as an element of Mn×n(F2) is invertible. Clearly there is
V ∈Mn×n(F2) such that L = UΨ + 2V Ψ. Then we have
α(⌊a, b⌋) = α(aΨ + 2bΨ)
= (UΨ + 2V Ψ)(aΨ + 2bΨ)T
= UΨaΨT + 2(UΨbΨT + V ΨaΨT ).(2.8)
Let uij denote the (i, j) entry of U . Then by (2.1), the k-th entry of U
ΨaΨT is
n−1∑
i=0
uψkia
ψ
i = u
ψ
k0a
ψ
0 + u
ψ
k1a
ψ
1 +
n−1∑
i=2
uψkia
ψ
i
= (uk0a0 + uk1a1)
ψ + 2(uk0uk1a0a1)
ψ +
n−1∑
i=2
uψkia
ψ
i
= (uk0a0 + uk1a1 + uk2a2)
ψ+
+ 2(uk0uk1a0a1 + uk0uk2a0a2 + uk1uk2a1a2)
ψ +
n−1∑
i=3
uψkia
ψ
i
= (uk0a0 + · · ·+ uk(n−1)an−1)ψ + 2(
∑
i<j
ukiukjaiaj)
ψ.
It follows that
UΨaΨT = (UaT )Ψ + 2(Q(U, a))Ψ,
where the k-th coordinate of Q(U, a) is Qk(U, a) =
∑
i<j ukiukjaiaj. Now (2.8)
becomes
α(⌊a, b⌋) =(UaT )Ψ + 2(Q(U, a))Ψ+
+ 2
(
(UbT )Ψ + 2(Q(U, b))Ψ + (V aT )Ψ + 2(Q(V, a))Ψ
)
=(UaT )Ψ + 2((UbT )Ψ + (V aT )Ψ + (Q(U, a))Ψ)
=(UaT )Ψ + 2(UbT + V aT +Q(U, a))Ψ
=⌊UaT , UbT + V aT +Q(U, a)⌋(2.9)
LetM and N be linear mappings from Fn2 to itself, which are defined byM(x) :=
UxT and N(x) := V xT , respectively. It follows from (2.9) that
(2.10) α(⌊x, h1(x)⌋) = ⌊M(x),M(h1(x)) +N(x) +Q(M,x)⌋,
for any x ∈ Fn2 .
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“⇒” Now we assume D2 = α(D1), which means that for a given y ∈ Fn2 there is
a unique x ∈ Fn2 such that
⌊y, h2(y)⌋ = α(⌊x, h1(x)⌋).
Together with (2.10), it becomes
⌊y, h2(y)⌋ = ⌊M(x),M(h1(x)) +N(x) +Q(M,x)⌋.
It follows that
(2.11) h2(M(x)) = M(h1(x)) +N(x) +Q(M,x).
Let Mk(x⊙ y) be the k-th coordinate of M(x⊙ y). Noticing that
Qk(M,x+ y) +Qk(M,x) +Qk(M, y) +Mk(x⊙ y)
=
∑
i<j
akiakj((xi + yi)(xj + yj) + xixj + yiyj) +
∑
i
akixiyi
=
∑
i
akixi
∑
j
akjyj
=(M(x)⊙M(y))k,
together with (2.6) and (2.11), we have
M(x) ∗h2 M(y)
=h2(M(x+ y)) + h2(M(x)) + h2(M(y)) + (M(x)⊙M(y))
=M(h1(x+ y)) +N(x+ y) +Q(M,x+ y)+
+M(h1(x)) +N(x) +Q(M,x)+
+M(h1(y)) +N(y) +Q(M, y) + (M(x) ⊙M(y))
=M(h1(x+ y) + h1(x) + h1(y))+
+ (Q(M,x+ y) +Q(M,x) +Q(M, y) + (M(x) ⊙M(y)))
=M(h1(x+ y) + h1(x) + h1(y)) +M(x⊙ y)
=M(x ∗h1 y).
“⇐” Assume that there is linear mapping M : Fn2 → Fn2 such that (2.7) holds.
Let U ∈ Mn×n(F2) be such that UxT = M(x) for any x ∈ Fn2 . Let D′2 := α′(D1)
with α′ := ρ(U), and let h′2 be the F
n
2 -representation of D
′
2. Similarly to the proof
of “⇒” part, we have
(2.12) h′2(M(x)) =M(h1(x)) +Q(M,x),
and
M(x) ∗h′
2
M(y) = M(x ∗h1 y).
Furthermore as (2.7) also holds, we get x ∗h′
2
y = x ∗h2 y, i.e.
h′2(x+ y) + h
′
2(x) + h
′
2(y) = h2(x+ y) + h2(x) + h2(y),
which implies that
(h2 + h
′
2)(x+ y) + (h2 + h
′
2)(x) + (h2 + h
′
2)(y) = 0,
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for all x, y. Hence N ′(x) := h′2(x) + h2(x) is an additive function on F
n
2 . Letting
y := M(x), by (2.12) we have
⌊y, h2(y)⌋ = ⌊y, h′2(y) +N ′(y)⌋
= ⌊M(x),M(h1(x)) +Q(M,x) +N ′(M(x))⌋.
Let N := N ′M , and let V ∈ Mn×n(F2) be such that V xT = N(x) for any x ∈ Fn2 .
By taking L := UΨ + 2V Ψ and α := ρ(L), we see that (2.10) holds, which means
⌊y, h2(y)⌋ = α(⌊x, h1(x)⌋)
for any x ∈ Fn2 and y = M(x). Therefore we have D2 = α(D1). 
It is straightforward to show that:
Proposition 2.4. Let D be a (2n, 2n, 2n, 1)-RDS in Zn4 relative to Z
n
2 , let ⌊a, b⌋ ∈
Z
n
4 and let h, h˜ : F
n
2 → Fn2 be the Fn2 -representations ofD andD+⌊a, b⌋, respectively.
Then we have
x ∗h˜ y = h(x+ y + a) + h(x+ a) + h(y + a) + b + x⊙ y, for x, y ∈ Fn2 .
3. Coordinatization of Π
Let D be a (2n, 2n, 2n, 1)-RDS in Zn4 relative to N = Z
n
2 , and let h be an F
n
2 -
representation of D with h(0) = 0 (if h(0) 6= 0, then take D − ⌊0, h(0)⌋ instead of
D). Let Π be the plane defined by D in Ganley’s manner in Section 1. By using
the method of Hughes and Piper in Chapter V of [20], we label the points of Π by
the elements of Fn2 × Fn2 , Fn2 and by the symbol ∞.
(i) Take three lines Lx := D, Ly := N and L∞ to form a triangle, and label three
points: (0, 0) := Lx ∩ Ly, (∞) := Ly ∩ L∞ and (0) := Lx ∩ L∞;
(ii) For ⌊x, h(x)⌋ ∈ D, label the corresponding point on Lx by (x, 0);
(iii) Assign (1) to the intersection point J of L∞ and the affine parallel class
{D + ⌊1, k⌋ : k ∈ Fn2} (here 1 ∈ Fn2 is the vector (0, 0, . . . , 1) for short);
(iv) Let X = (x, 0) be a point on Lx and label JX ∩ Ly by (0, x). In fact, JX
is the set D + ⌊1, k⌋ for some k ∈ Fn2 , which is determined by the equation
(D + ⌊1, k⌋) ∩D = (x, h(x)). By some calculations we get
(D + ⌊1, k⌋) ∩N = ⌊0, (1 ∗ x)⌋,
where ∗ := ∗h is defined as in (2.6);
(v) For each line through (1, 0), which intersects Ly at (0,m), assign (m) to its
intersection with L∞, which is on D + ⌊v, k⌋ with v ∗ 1 = m;
(vi) For each point E not on Lx, Ly or L∞, if XE ∩ Ly is (0, y) and Y E ∩ Lx is
(x, 0), then E is given the coordinate (x, y).
Let ⋆ be the multiplication of the planar ternary ring of Π, which is coordinated
as above. Then it is routine to check that
(3.1) m ⋆ x = τ(m ∗ x),
where τ : 1 ∗ x 7→ x, and the identity element of (Fn2 , ⋆,+) is 1.
Remark 3.1. The above method of labeling points of Π are slightly different from
the original method by Hughes and Piper: we first label the points on Lx instead
of Ly. However, these two different methods lead to the same labeling of points.
Therefore, by the corollary of Theorem 6.3 in [20], L∞ is a translation line if and
only if ⋆ satisfies the left distributive law, namely that (Fn2 ,+, ⋆) is a quasifield.
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Next we consider the conditions under which Π is a semifield plane.
Theorem 3.1. Let D be a (2n, 2n, 2n, 1)-RDS in Zn4 relative to Z
n
2 . Let h : F
n
2 → Fn2
be the normalized Fn2 -representation of D,and let ∗ := ∗h and ⋆ be defined by (2.6)
and (3.1), respectively. Let fB(x) be the normalized F2n-representation of D with
respect to a basis B. Then the following statements are equivalent:
(1) (Fn2 , ⋆,+) is a commutative semifield;
(2) (Fn2 , ∗,+) is a commutative presemifield;
(3) h(x+ y+ z) + h(x+ y) + h(x+ z) + h(y+ z) + h(x) + h(y) + h(z) = 0, for
all x, y, z ∈ Fn2 ;
(4) Every component function of h(x) is of degree at most 2;
(5) fB(x) is a Dembowski-Ostrom polynomial;
(6) Π is a commutative semifield plane.
Proof. We only need to prove the distributivity of ∗ and ⋆ for one side by their
commutativity.
Assume that ∗ defines the multiplication of a presemifield. Then x 7→ 1 ∗ x is an
additive mapping by the distributivity of ∗, so is its inverse τ : 1∗x 7→ x. Therefore
we have
(x+ y) ⋆ z − x ⋆ z − y ⋆ z
=τ((x + y) ∗ z)− τ(x ∗ z)− τ(y ∗ z)
=τ(x ∗ z + y ∗ z − x ∗ z − y ∗ z)
=0,
for all x, y, z ∈ Fn2 , from which we deduce the distributivity of ⋆, i.e. (2)⇒ (1).
Next, we assume that ⋆ defines the multiplication of a semifield. Let g(x) := x⋆x.
Since x ∗ x = x we get
g(x) = τ(x ∗ x) = τ(x),
and
g(x+ y) =(x + y) ⋆ (x+ y)
=x ⋆ x+ x ⋆ y + y ⋆ x+ y ⋆ y
=x ⋆ x+ y ⋆ y
=g(x) + g(y)
by the distributivity and commutativity of ⋆. Hence τ is also an additive mapping,
so is its inverse. Therefore, (x+y)∗z = τ−1((x+y)⋆z) = τ−1(x⋆z+y⋆z) = x∗z+y∗z,
i.e. (1)⇒ (2)
The equivalence between (2) and (3) follows directly from the expansion of (x+
y) ∗ z = x ∗ z + y ∗ z;
(4)⇒ (2): If (4) holds, then we see that for fixed y 6= 0 every component function
of x 7→ x ∗ y is an additive mapping from Fn2 to F2. It implies the distributive
property of the multiplication ∗.
(2) ⇒ (4): Consider any component function of x ∗ y, which defines a bilinear
form B(x, y) : Fn2 × Fn2 → F2. By the relationship between quadratic forms and
bilinear forms, wee see that the corresponding component functions of h must be
of degree 2 at most;
(2n, 2n, 2n, 1)-RELATIVE DIFFERENCE SETS AND THEIR REPRESENTATIONS 11
(4) ⇔ (5): As fB(x) and h(x) are both normalized, fB(x) is a Dembowski-
Ostrom polynomial if and only if all components of h(x) are of degree ≤ 2 (here 0
is also considered as a Dembowski-Ostrom polynomial);
(1)⇒ (6) is directly from the definition;
(6)⇒ (1): Assume that Π is a commutative semifield plane, i.e. by coordinatiz-
ing Π in an appropriate way, a commutative semifield (Fn2 , ⋄,+) can be obtained.
Now we label the points and lines of Π in another way which is different from the
coordinatization at the beginning of this section. We use (x, y)⋄ to denote the affine
points of Π, where x, y ∈ Fn2 , and we use point sets
[m, k]⋄ := {(x, y)⋄ : m ⋄ x+ y = k} with m, k ∈ Fn2
and
[k]⋄ := {(k, y)⋄ : y ∈ Fn2} with k ∈ Fn2
to denote the affine lines. Every parallel class of affine lines corresponds to a point,
and all such points form the line L˜∞ of Π. There are 4
n bijections
αab : (x, y)⋄ 7→ (x+ a, y + a ⋄ x+ b)⋄ with a, b ∈ Fn2 ,
which are collineations of Π and together form a shift group G˜. Furthermore, by
[24, Theorem 9.4], every shift group of Π is of the form
G˜s := {(x, y)⋄ 7→ (x+ a, y + (a ⋄ s) ⋄ x+ b)⋄|a, b ∈ Fn2},
where s belongs to the middle nucleus of (Fn2 , ⋄,+). It follows that there exists s0,
such that G˜s0 and G act on Π in the same way. It is routine to check that L˜∞ is
the unique line fixed by G˜s0 . Since L∞ is also fixed by G, we see that L˜∞ and L∞
are the same line. On the other hand, by the distributive law of (Fn2 , ⋄,+), we have
the collineations
βab : (x, y)⋄ 7→ (x+ a, y + b)⋄ with a, b ∈ Fn2 ,
which act regularly on the affine points of Π and fix the line L˜∞ pointwise. It implies
that L˜∞ = L∞ is a translation line. Therefore, by the corollary of Theorem 6.3 in
[20], (Fn2 , ⋆,+) satisfies the left distributive law. Together with the commutativity
of ⋆, we see that (Fn2 , ⋆,+) is a commutative semifield. 
Corollary 3.2. Let D1 and D2 be two (2
n, 2n, 2n, 1)-RDSs in Zn4 relative to Z
n
2 ,
which define commutative semifields and 0 is in both D1 and D2. If there exists
α ∈ Aut(Zn4 ) and g ∈ Zn4 such that α(D1) = D2 + g, then there is also some
β ∈ Aut(Zn4 ) such that β(D1) = D2.
Proof. Let hi be the F
n
2 -representation of Di, i = 1, 2. Let ⌊a, b⌋ = g. Since
0 = ⌊0, 0⌋ ∈ D1, D2, we have b = h2(a). Let h˜2 be the Fn2 -representation of D2+ g.
Then by Proposition 2.4 we have
x ∗h˜2 y = h2(x+ y + a) + h2(x+ a) + h2(y + a) + h2(a) + x⊙ y
= h2(x+ y) + h2(x) + h2(y) + x⊙ y
= x ∗h2 y,
in which the second equality comes from Theorem 3.1(3). Let α := ρ(L) and let M
be the linear mapping defined by (L mod 2) (see Theorem 2.3). We have
M(x ∗h1 y) = M(x) ∗h˜2 M(y) = M(x) ∗h2 M(y).
Thus by Theorem 2.3, there is some β ∈ Aut(Zn4 ) such that β(D1) = D2. 
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By Theorem 3.1, we can obtain a non-translation plane by a non-Dembowski-
Ostrom polynomial f(x) which acts as a planar function on F2n . Hence we propose
the following open problem:
Problem 1. Find a non-Dembowski-Ostrom planar polynomial f(x) ∈ F2n [x], or
prove the nonexistence of it.
Let (S1, ∗,+) and (S2, ⋆,+) be two (pre)semifields with the same cardinality pn.
They are called isotopic if there are linear bijective mappings M,N,L : Fnp → Fnp
such that
M(x) ∗N(y) = L(x ⋆ y).
Furthermore, if M = N , then S1 is strongly isotopic to S2. The isotopism is
the most important equivalence relation between (pre)semifield, since Albert [1]
showed that two (pre)semifields coordinate isomorphic planes if and only in they
are isotopic. By isotopism we can also get a semifield S from a presemifield P. Let ∗
be the multiplication of a presemifield. Then for every e ∈ P, we obtain a semifield
multiplication ⋆ defined by:
(x ∗ e) ⋆ (y ∗ e) = x ∗ y,
with the identity e ∗ e. If ∗ is commutative, then we can also use (3.1) to define a
semifield multiplication.
For p = 2, there is a result on the commutative (pre)semifields obtained by
Coulter and Henderson.
Lemma 3.3 ([9], Corollary 2.7). Two commutative presemifields of even order are
isotopic if and only if they are strongly isotopic.
By Theorem 3.1, we have seen how to get a semifield plane from an RDS. On
the other hand, given a semifield plane, an RDS containing 0 can also be produced,
see [16] by Ghinelli and Jungnickel.
Now assume that D1 and D2 are two (2
n, 2n, 2n, 1)-RDS in Zn4 obtained from
two commutative semifields S1 and S2 both of order 2
n. We use h1 and h2 to
denote their Fn2 -representations respectively. Then we have h1(0) = h2(0) = 0 since
0 ∈ D1 and D2. If D1 and D2 are equivalent, then by Corollary 3.2 there exists
α ∈ Aut(Zn4 ) such that α(D1) = D2. By Theorem 2.3, S1 and S2 are isotopic.
On the contrary, if S1 and S2 are isotopic, then by Lemma 3.3 they are strongly
isotopic, i.e. there exist M,L : Fn2 → Fn2 such that
M(x) ∗h1 M(y) = L(x ∗h2 y),
which is
h1 ◦M(x+ y) + h1 ◦M(x) + h1 ◦M(y) +M(x)⊙M(y)
=L(h2(x+ y) + h2(x) + h2(y) + x⊙ y).
Notice that for each quadratic function h : Fn2 → Fn2 and i = 0, 1, · · · , n − 1, the
term xiyi can never appear in the components of h(x+ y) + h(x) + h(y), hence
M(x)⊙M(y) = L(x⊙ y).
Let x = y = ei, which denotes the vector with a 1 in the i-th coordinate and 0’s
elsewhere. We have
M(ei) =M(ei)⊙M(ei) = L(ei ⊙ ei) = L(ei)
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for each i = 0, 1, · · · , n − 1, which means that M = L. Thus (M(x) ∗h1 M(y)) =
M(x∗h2 y). By Theorem 2.3, we see that D1 and D2 are equivalent. We summarize
the above results in the following proposition.
Proposition 3.4. Let S1 and S2 be two commutative semifields of order 2
n. Let
D1 and D2 be the RDSs derived from them. Then S1 is isotopic to S2 if and only
if D1 is equivalent to D2.
Remark 3.2. For p odd, the equivalence between RDSs from commutative semifields
is equivalent to the strong isotopism between the commutative semifields. As shown
by Coulter and Henderson [9], by isotopism one semifield can produce at most two
semifields which are not strongly isotopic. This upper bound can be achieved.
Examples can be found in [28, 33].
4. Nonexistence of Boolean Planar Function
By Example 2.2, we see that there are many planar functions on F2m , where m
has at least one odd divisor larger than 1. Actually in [22], Kantor proved that
the number of pairwise non-isotopic semifields of order 2m is not bounded by a
polynomial in N = 2m.
In order to find a non-Dembowski-Ostrom planar function, one strategy is to do
some “small modifications” to known planar functions, which preserve the planar
property. One method is called “switching construction”, in which one tries to
change just one coordinate function of f . This method was first applied on APN
function on F2n [6, 13], providing a counter example to the “APN permutation
conjecture”. This idea can also be applied to planar functions in characteristic 3,
see [30].
In this section, we consider the Boolean planar functions, or more generally,
planar functions f with Im(f) = {0, ξ}. These can be considered as a “small
modification” of the planar function g = 0. Actually, we can prove the following
theorem, which implies that such planar functions f are always “trivial”.
Theorem 4.1. Let n be a positive integer and f be a mapping on F2n where f(0) =
0 and Im(f) = {0, ξ} with ξ 6= 0. Then f is a planar mapping if and only if f is
additive, i.e. f(x+ y) = f(x) + f(y) for any x, y ∈ F2n.
To prove Theorem 4.1, we need several lemmas.
Lemma 4.2. Let f be a mapping on F2n, let ξ ∈ F∗2n and suppose that Im(f) =
{0, ξ}. Then f is a planar mapping, if and only if, for all a 6= 0 and x
(4.1) f(x+ a) + f(x) + f(x+ a+
ξ
a
) + f(x+
ξ
a
) = 0.
Proof. If f is planar, then for all a 6= 0,
f(x+ a) + f(x) + ax 6= f(x+ a+ ξ
a
) + f(x+
ξ
a
) + ax+ ξ,
which is equivalent to
f(x+ a) + f(x) + f(x+ a+
ξ
a
) + f(x+
ξ
a
) 6= ξ.
As Im(f) ∈ {0, ξ}, we obtain (4.1).
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Next we suppose that f is not a planar function. By definition,there exist a, x, y ∈
F2n satisfying x 6= y and a 6= 0 such that
f(x+ a) + f(x) + xa = f(y + a) + f(y) + ya.
Since Im(f) = {0, ξ} and xa 6= ya, we have xa + ξ = ya, which means that
y = x+ ξ/a and
f(x+ a) + f(x) + f(x+ a+
ξ
a
) + f(x+
ξ
a
) = ξ. 
Given f : F2n → F2n , we define
(4.2) Af := {(a, b) : f(x+ a) + f(x) + f(x+ b+ a) + f(x+ b) = 0}.
The set {0}×F2n,F2n ×{0} and {(a, a) : a ∈ F2n} are all contained in Af . We can
also prove the following relations between the elements of Af .
Lemma 4.3. Let f : F2n → F2n . There are binary operations ∧,∨ : F2n × F2n →
F2n such that
(1) If (a, b), (a+ b, c) ∈ Af , then (a, b) ∧ (a+ b, c) = (a+ b, b+ c) ∈ Af ;
(2) If (a, b), (a, c) ∈ Af , then (a, b) ∨ (a, c) = (a, b + c) ∈ Af .
Proof. We just prove the first case. Since (a, b), (a+ b, c) ∈ Af , we have
f(x+ a) + f(x) + f(x+ b+ a) + f(x+ b) = 0
f(x+ a+ b) + f(x) + f(x+ c+ a+ b) + f(x+ c) = 0.
Summing these equations, we get
f(x+ c+ a+ b) + f(x+ c) + f((x+ c) + (b+ c)+ (a+ b))+ f((x+ c) + (b+ c)) = 0,
which means that (a+ b, b+ c) ∈ Af . 
If f is a planar function satisfying Im(f) = {0, ξ}, then we have {(a, ξ/a) : a ∈
F
∗
2n} ⊆ Af by Lemma 4.2. Thus, for (a0, ξ/a0) ∈ Af with a0 6= 0, we also have
(a0 +
ξ
a0
, ξ
a0+
ξ
a0
) ∈ Af . Hence we can define b0 := ξ/a0 and
(ai+1, bi+1) := (ai, bi) ∧ (ai + bi, ξ
ai + bi
) = (ai + bi, bi +
ξ
ai+1
),
and all these (ai, bi) are contained in Af by Lemma 4.3 (1). As it is possible that
ai + bi = 0, by abuse of notation we define
x
0 := 0. It is easy to see that
(ai, bi) := (ai+1 +
ξ
ai+1
+ bi+1, bi+1 +
ξ
ai+1
),
which means that the sequence ((ai, bi) : i = 0, 1, · · · ) is cyclic. Furthermore, we
have
ai+1 = ai + bi = ai−1 +
ξ
ai
,
and
bi = ai + ai+1 = ai−1 + ai +
ξ
ai
,
from which we can deduce that ai−1, ai determine bi, hence the period of ((ai, bi) :
i = 0, 1, · · · ) is the same as the period of (ai : i = 0, 1, · · · ).
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Lemma 4.4. Let a ∈ F2n and a 6= 0,
√
ξ. Let a0 := a, a1 := a + ξ/a and define
sequence Sa = (ai : i = 0, 1, · · · ) by
(4.3) ai+1 := ai−1 +
ξ
ai
.
Then
(4.4) a2i = a
(
a2
a2 + ξ
)i
, a2i+1 = a
(
a2 + ξ
a2
)i+1
,
and the period of Sa is 2 · ord(1 + ξ/a2).
Proof. We first prove that there is no i such that ai = 0.
Now assume that ai = 0. Then by (4.3) we see that ai−1 = ai+1. Define
λ := ai−1. Then we have
(ai−1, ai, ai+1, ai+2, ai+3, ai+4, ai+5, ai+6) = (λ, 0, λ,
ξ
λ
, 0,
ξ
λ
, λ, 0).
If λ = 0 or
√
ξ, then every entry of Sa is 0 or
√
ξ, which contradicts our assumption
that a0 = a 6= 0,
√
ξ. Now we need to find the values of a0 and a1. It is easy to
check that all the possible values lead to a = 0 or
√
ξ. Therefore, we proved that
ai 6= 0 for all i.
Since every ai is nonzero, by (4.3) we have
ai+1ai = aiai−1 + ξ.
Since a0a1 = a
2 + ξ, we then find that
a0
a2i
=
a0a1
a1a2
a2a3
a3a4
· · · a2i−2a2i−1
a2i−1a2i
=
(
a2 + ξ
a2
)i
and
a1
a2i+1
=
(
a2
a2 + ξ
)i
.
Therefore we get (4.4) and the period of Sa is 2 · ord(1 + ξ/a2). 
Lemma 4.5. Let f be a mapping from F2n to itself satisfying f(0) = 0. Then f is
an additive mapping if and only if Af = F2n × F2n.
Proof. If f is additive, then for each (a, b) ∈ F2n × F2n we have
f(x+ a) + f(x) + f(x+ b+ a) + f(x+ b) = f(a) + f(a) = 0.
Hence Af = F2n × F2n .
If Af = F2n × F2n , then for each given a,
f(x+ a) + f(x) + f(y + a) + f(y) = 0,
which means the mapping x 7→ f(x + a) + f(x) is constant. Since f(0) = 0, we
have f(x+ a) = f(x) + f(a), i.e. f is additive. 
Now, we can prove a weak version of Theorem 4.1.
Theorem 4.1*. Let f be a mapping from F2n to itself with f(0) = 0. Let ξ be a
nonzero element of F2n . Write
Pn := {1/(1 + α) : α is a primitive element of F2n} ∪ {1}.
If Pn spans F2n over F2, then the followings are equivalent:
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(1) {(a, ξ/a) : a ∈ F2n} ⊆ Af ;
(2) f is an additive mapping.
Proof. By Lemma 4.5, we only need to show that, if {(a, ξ/a) : a ∈ F∗2n} ⊆ Af ,
then Af = F2n × F2n .
If α = 1+ ξ/a2 is a primitive element, then by Lemma 4.4 every c ∈ F∗2n appears
exactly twice in Sa, and one of the corresponding indices of ai = c is odd, the other
is even. Fix c and assume that α is primitive and ak = c. Then
(ak, ak+1) =


(
c, a
2
c
)
, k is odd;(
c, a
2+ξ
c
)
, k is even.
Since (ak, ak+ ak+1) = (ak, bk) ∈ Af , it is easy to get that (ak, ak+1) ∈ Af . Notice
that a2 = ξ/(1 + α). We have{(
c,
ξ
c
1
1 + α
)
: α is a primitive element of F2n
}
⊆ Af .
Since (c, ξ/c) is also in Af , by Lemma 4.3 (2) we see that (c, dξ/c) ∈ Af , where
d is a linear combination of elements of Pn. Therefore if Pn spans F2n , we have
Af ⊇ F∗2n × F∗2n , i.e. f is additive. 
Let Trn : F2n → F2 be the trace mapping. Notice that Pn spans F2n over F2 if
and only if the points of Pn are not contained in any hyperplane of Fn2 . It holds
if and only if for every β ∈ F∗2n , there exists some a ∈ Pn such that Trn(βa) = 1.
This actually holds for n ≥ 18 by setting q = 2, r = m = l = 1, f1(x) = βx+1 and
t1 = 1 in the following theorem.
Theorem 4.6 (Stephen D. Cohen [8]). Let f1(x), . . . , fr(x) ∈ Fqn(x) form a
strongly linearly independent set over Fq with deg fi ≤ m, i = 1, . . . , r and let
t1, . . . , tr ∈ Fq be given. Also let l be any divisor of qn − 1. Suppose that
n > 4(r + logq(9.8l
3/4rm)).
Then there exists an element γ ∈ Fqm of order (qn − 1)/l such that
Trn(fγi(γ)) = ti, i = 1, . . . , r.
To be strongly linearly independent over Fq means that only the all-zero Fq-
linear combination of f1, . . . , fr can be written in the form h(x)
p − h(x) + θ for
some h(x) ∈ Fqn(x) and θ ∈ Fqn , where p is the characteristic of Fq. When q = 2,
r = 1 and f1(x) =
β
x+1 , it is readily verified that {f1(x)} is strongly linearly
independent.
Using a MAGMA[5] program, we showed that Pn also spans F2n for n < 18.
Hence, we can remove the condition on Pn in Theorem 4.1* and we finish the proof
of Theorem 4.1.
5. Component functions of Fn2 -representations
Through the Fn2 -representation of RDSs in Z
n
4 relative to Z
n
2 , we see that the
component functions of h, defined as
∑
i∈Λ hi for each nonempty subset Λ ⊆ Fn2 ,
are the ingredients to build (2n, 2n, 2n, 1)-RDSs.
Notice that ∆h,a(x) is bijective if and only if all the component functions of
∆h,a(x) are balanced (the image set contains 0 and 1 ∈ F2 equally often). We
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define f to be a shifted-bent (or bent4) function with respect to Λ ⊆ {0, 1, · · ·n−1},
if
(5.1) f(x+ a) + f(x) +
∑
i∈Λ
xiai
are balanced, for all a 6= (0, · · · , 0), where x = (x0, · · · , xn−1) and a = (a0, · · · , an−1).
We call Λ the shift index set of f . If Λ is empty, then shifted-bent and bent functions
are the same. As in the relation between p-ary bent function and planar function
with odd p, the investigation of shifted-bent functions is helpful to understand
(2n, 2n, 2n, 1)-RDSs.
Remark 5.1. In fact, bent4 functions are defined in [32] through a generalization of
Walsh transformation. It is readily verified that this definition is equivalent to the
definition in this paper.
It is worth noting that linear and constant terms in f only contribute to constant
and 0 respectively in f(x + a) + f(x). Hence, they do not affect the shifted-bent
property of f .
Example 5.1. Let Λ = {0, 1, · · · , n− 1}, then f = 0 is shifted-bent.
Next, we give several constructions of shifted-bent functions. For large n, the
degree of the corresponding polynomial of shifted-bent function can be larger than
2 (for small n, at least by computer program we find that for n = 4 there is no non-
quadratic shifted-bent function). Let x = (x0, x1, · · · , xn−1), y = (y0, y1, · · · , yn−1) ∈
F
n
2 . We define the inner product of x and y by 〈x, y〉 :=
∑n−1
i=0 xiyi. We now give
a construction, which is similar to the Maiorana-McFarland bent functions:
Theorem 5.1. Let g be an arbitrary Boolean function on Fn2 , then
f : (x, y) 7→ 〈x,Π(y)〉 + g(y)
is shifted-bent with respect to any subset of the indices of {yi : i = 0, 1, · · · , n− 1}
if and only if Π is a permutation on Fn2 .
Proof. Let Λ denote a subset of {yi : i = 0, 1, · · · , n − 1}. Let Πi be the i-th
coordinate function of Π. For (a, b) 6= (0, 0) we have
f(x+ a, y + b) + f(x, y) +
∑
i∈Λ
yibi(5.2)
=
n−1∑
i=0
xi(Πi(y + b) + Πi(y)) +
n−1∑
i=0
aiΠi(y + b) + g(y + b) + g(y) +
∑
i∈Λ
yibi.
When b = 0, this equals
n−1∑
i=0
aiΠ(y),
which is balanced for all a 6= 0 if and only if Π is a permutation.
When b 6= 0, we only have to show that, if Π is a permutation, then (5.2) is
balanced. Since Π(y + b) + Π(y) 6= 0 for each y, (5.2) defines a balanced Boolean
function on x ∈ Fn2 . Hence we proved the claim. 
By Theorem 5.1, we have the following result:
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Corollary 5.2. Let g be an arbitrary mapping from F2n to itself, and define
f : F2n × F2n → F2n by
f : (x, y) 7→ xΠ(y) + g(y).
Then every component function of f is shifted-bent with respect to an arbitrary
subset of the indices of {yi : i = 0, 1, · · · , n − 1} if and only if Π is a permutation
on F2n .
It is easy to prove the following secondary construction of shifted-bent functions:
Proposition 5.3. Let m,n be positive integers, and let Πi : F
n
2 → F2 be a shifted-
bent Boolean function with respect to some Λi, i = 1, 2. Then
f(x, y) := Π1(x) + Π2(y)
is shifted-bent with respect to Λ1 ∪ Λ2.
By Theorem 5.1, we see that there exist shifted-bent functions which are not
quadratic. Furthermore, Corollary 5.2 shows us that it is possible to combine
them together to a “vectorial” one. Recall Problem 1 in Section 3, we want to
find a mapping h : Fn2 → Fn2 (the Fn2 -representation), which is an n-dimensional
combination of shifted-bent functions hi with shift index set Λi = {i} for i =
0, 1, . . . , n− 1 and at least one of hi is of degree larger than 2. Therefore we pose
this problem again in a more general way:
Problem 2. What is the maximal m for each n, such that Boolean functions
fi : F
n
2 → F2, i = 0, 1, · · · ,m− 1 satisfy the following two conditions:
(1) For each non-empty set Ω ⊆ {0, . . . ,m − 1}, ∑i∈Ω fi is a shifted-bent
function with respect to Ω;
(2) At least one of fi is non-quadratic?
Hence Problem 1 is about whether m = n is possible for some n.
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