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ABSTRACT
The implementation of a computer-aided 
modelling technique is considered for continuous stationary 
ergodic near-Markov physical processes encountered in 
practice. A procedure is given for the generation of a near- 
Markov process on an analogue computer. This process results 
from the solution of an ordinary differential equation 
derived from a stochastic.differential equation defined 
in the sense of Ito. The stochastic differential equation 
describes a diffusion process to which the solution is a 
Markov process.
Methods for estimating the autocorrelation function 
and conditional incremental statistics of a near-Markov 
process are illustrated. The conditional incremental 
statistics associated with a physical near-Markov process 
are analagous to the conditional incremental moment functions 
associated with a diffusion process. The statistical quantiti 
of a near-Markov process are of such a nature that a digital 
computer is required to compute their estimates from 
sampled-data information.
For engineering ease of utilization the physical 
model takes the form of an ordinary differential equation.
The modelling technique is illustrated for a specific near- 
Markov process generated on an analogue computer. This 
modelling technique has applications in the areas of 
simulation, filtering and identification.
ii
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CHAPTER 1
INTRODUCTION
^ Random Processes in Engineering
Many systems encountered in engineering practice 
are random in nature. Examples of these are such items as 
flow meter outputs and noise corrupted communications 
signals. In dealing with signals of this nature, it is 
necessary to utilize the theory of stochastic processes.
Miller (1969) gives the following definition of 
a stochastic process. A stochastic process is a math­
ematical abstraction of a physical phenomenon whose 
development proceeds according to probabilistic laws. The 
theory of stochastic processes is related to that part 
of probability theory which deals with the interdependence 
and limiting behaviour of random variables. In many cases, 
the complex nature of the proofs for basic theorems relating 
to stochastic processes makes the transition from a math­
ematical abstraction to a useful engineering technique 
difficult.
This thesis is concerned with the modelling of 
a certain class of continuous stationary ergodic near- 
Markov processes. This type of model differs from the 
usual deterministic model since the random process defined 
by the model is to have only statistical properties similar 
to the process being modelled. Near-Markov processes can
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
be related to a special type of stochastic process called a 
diffusion process. This relationship and the contents of this 
thesis are easier to understand if the classification of 
random processes is first considered.
A continuous random process may be classified 
according to the order of the probability density function 
necessary to characterize it. For a purely random process, 
all the information about the process is contained in the 
first-order probability density function. This is the 
simplest kind of random process. Unfortunately, a purely 
random process can only be considered as the limiting case 
of any continuous random process. A purely random process, 
frequently called white noise, has uncorrelated samples 
no matter how small the sampling interval is made. Any 
process encountered in practice will have correlated samples 
if the sampling interval is made small enough.
The next more complicated random process has 
all the information necessary to characterize it in a 
statistical sense contained in the second-order probability 
density function. A process having this characteristic 
is the Markov process named after the mathematician A.A. Markov
Other random processes characterized by higher order 
probability density functions exist but due to their math­
ematical complexity they are beyond the scope of this thesis.
Unfortunately, some of the terms used in Chapter 1 
require more precise definitions or explanations. Due to their 
complex nature, they will be discussed in greater detail in 
the body of the thesis. Many of the terms are somewhat self ex
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
pianatory; therefore, not too much difficulty should be encountered.
1.2 Continuous Markov Processes
Gaussian white noise plays an important role in 
explaining the properties of a certain class of continuous 
Markov processes called diffusion processes. Kolmogorov in 
1931 has derived two important equations relating the con­
ditional probability density function of a diffusion process 
to the incremental moment functions of the process.
His second equation is commonly called the Fokker- 
Plank equation.
Diffusion processes are defined by stochastic 
differential equations. One precise definition of such an 
equation has been given by Ito (1951). The scalar form of 
his equation for a stationary diffusion process is written 
as
dx = f(x)dt + g(x)dy (1.1)
where y(t) is a Wiener process. It is important to note that 
equation (1.1) cannot be solved by the ordinary rules of 
calculus. One advantage of equation (1.1) is that there is 
a simple relationship between it and the corresponding .
Fokker-Plank equation.
To solve equation (1.1), techniques such as those 
used by Stratonovich (1966, 1968) must be employed.
1.3 Diffusion Processes and Physical Models
Because of their simplicity, diffusion models have 
been used in the modelling of physical processes. Unfortunately, 
no process encountered in practice can be strictly Markov.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4.
Most physical processes have a definite smoothness? whereas, 
diffusion processes are not even differentiable. Thus, 
physical processes are at best near-Markov. Miller (1969) 
points out that if the noise source associated with the 
random physical process has a short correlation time relative 
to the system, the physical process may possibly be near- 
Markov and hence can be modelled by a diffusion process. The 
exact ratio of correlation times necessary is dependant upon 
the particular system.
Stochastic differential equations cannot be solved 
using ordinary calculus techniques; however, it is often 
desirable to implement the modelled process as an analogue 
computer. This situation could arise if a new filter were 
being designed for a particular process. The modelled process 
could be generated on the analogue computer and used on-line 
to investigate the effects of various parameter changes in the 
filter. However, in order for the modelled process to be 
generated on the analogue computer, the model must take the 
form on an ordinary differential equation.
Processes defined by stochastic and ordinary 
differential equations can be related by computing their in­
cremental statistics. The incremental moment functions for 
a diffusion process can be estimated when the time interval 
over which they are evaluated is non-zero. These quantities can 
also be estimated to the same accuracy for physical processes 
defined by ordinary differential equations. This is true if 
the upper frequency content of the noise used in generating
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the process is sufficiently higher than the highest frequency 
component of the process. This criterion insures that the 
physical process has sufficient Markovian properties to justify 
the diffusion model approximation.
The ordinary differential equation which corresponds 
to Ito's stochastic differential equation (1.1) is given in 
equation (1.2)
™  = F (X) + G (X) z (t) (1.2)
at
z(t) is a physically realizeable Gaussian dis­
tributed noise source with a short correlation time, compared 
to that of X(t), and with an intensity coefficient of unity.
The functions g(x) and f(x) in equation (1.1) can be 
related to the incremental moment functions of the x(t) process. 
Similarilv in equation (1.2), G(X.) and F (X) can be related to 
the incremental statistics of the X(t) process. The incremental 
properties of the x(t) and X(t) processes can be equated to 
determine the relationship between the functions in equations
(1.1) and (1.2). This technique enables one to determine the 
appropriate diffusion model of the ordinary differential equa­
tion (1.2) or vice versa.
1.4 Purpose and Contents
In a practical situation equation (1.2) would not be 
known^and as stated in section 1.3, it is of greater engineering 
interest to have a model in terms of an ordinary differential 
equation.
Miller (1969) has outlined a method whereby a model 
based on an ordinary differential equation can be formulated
with permission of the copyright owner. Further reproduction prohibited without permission.
for a near-Markov process. This is detailed in Chapter 3. He 
successfully demonstrated the modelling technique for three 
examples of near-Markov processes generated on a digital com­
puter. Using'Miller's (1969) modelling technique, the work in 
this thesis shows that it is possible to formulate a model for 
a physically realizeable continuous stationary ergodic near- 
Markov process based on sampled-data information. This is an 
attempt to more nearly simulate an actual application of the 
modelling technique to a physical process.
The process is generated by solving a specific 
ordinary differential equation on an analogue computer. This 
equation has the same form as equation (1.2). Sampled data 
is taken from the process and a model based on first-order 
ordinary differential equation is formed. This model is again 
of the same form as equation (1.2).
Chapter 2 contains a discussion of Ito's stochastic 
differential equation as this is essential to the modelling 
technique.
Chapter 3 outlines the modelling technique itself 
while Chapter 4 gives the results of a model formulated for 
the near-Markov process generated on the analogue computer.
Chapter 5 contains a discussion of the results and 
conclusions which can be reached regarding the results.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2
ITO’S STOCHASTIC DIFFERENTIAL EQUATION
2.1 Introduction
This chapter is concerned with tthe concepts of 
stochastic and Markovian processes. It deals with a stochastic 
differential equation, defined by the mathematician Ito (1951), 
to which the solution is a continuous Markov process. The 
incremental moment functions are developed for the process 
defined by Ito's stochastic differential equation. Kolmogorov's 
foreward and backward equations are then given to show the 
relationship between the incremental moment functions and the 
conditional probability density function of the process.
Processes with independant increments are discussed 
since they are basic to the understanding of Ito's stochastic 
differential equation.
2.2 Stochastic Processes
A stochastic process can be defined in the following 
manner as given by Gendenko (1966).
Let U be the set of elementary events and t a con­
tinuous parameter. The function of two arguments
<f(t) = 0 (e , t) (e C U) (2.
is called a stochastic process.
For each value of the parameter t, the function 0(e,t) 
is a function of e alone and consequently is a random variable. 
For each fixed value of the argument e (i.e. for each elementary
with permission of the copyright owner. Further reproduction prohibited without permission.
event), 0(e,t) depends only on t and is thus an ordinary 
function of one real variable. Each such realization is called 
a realization of the stochastic process <£(t). If both e and 
t are variables, £(t) forms a collection of realizations and 
if e and t are both fixed £(t) is a single number.
A random process may be interpreted either as a 
collection of random variables £(t) depending on the parameter 
t or as a collection of realizations of the process £(t). In 
order to define a process it is necessary to assign a probability 
measure in the function space of its realizations.
2.3 Markov Processes
A continuous Markov process is a special type of 
stochastic process and is often called a process without 
aftereffect. According to Papoulis (1965) , a process is 
Markovian in nature, in a loose sense, if the past has no in­
fluence on the statistics of, the future under the condition 
that the present is known. This can be stated in terms of 
conditional probabilities. For any n and t^ > t^ .... >t , the
condition Pjx(t, ) < x, lx(t„) = x„  x(t ) = x } = Pj x(t,)<* 1  1 2  2 n n ’ ' 1
XjJx(t2) = X2l' is true for a Markovian processes. Their statis­
tics are completely determined if one knows merely their second- 
order probability density function.
A continuous Markov process is commonly called a 
diffusion process and is not differentiable. Any stochastic 
process encoutnered in nature has a certain inherent smoothness 
and thus is at best only near-Markov.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2.4 Processes with Tndependant Increments
An explanation of processes with independant incre­
ments as adapted from Miller (1969) is given in this section.
If y(t) is a process with independant increments and
y (t^ ) , Y (t2) , . . . y (tn) ; t^< < . . . (n > 3) are realiza-
tions of the process at times t.., , , ... t , the differencesc 1 2  n
[y(t2 ) - y (t1> ], [y(t3) - y ( t 2)], ..., [y(tn ) - y(tn_1)] (2.2)
are mutually independant. If the distribution y (t+At) - y(t) 
depends only on At, a process with independant increments is 
said to have stationary increments also.
Since processes with independant increments are 
specified by the distribution of the increments, the random 
variable of the process of interest is really y (t ) - 
To avoid this situation, y(o) is defined as zero with probability 
one.
The Browian motion process has independant increments 
and properties that y (t+At) - y(t) is real and normally dis1- 
tributed with
E{y (t+At) - y (t)} s 0
E{[y (t+At) - y (t)]2 \ = a 21Atl (2.3)
where a 2 is the variance parameter. E { \ indicates the
expectation of the quantities enclosed in brackets.
When the variance parameter of the Browian motion 
process equals one, the process is often referred to as a 
Wiener process. The Wiener process is especially important 
in the theory of stochastic processes as a stochastic differ­
ential equation which uses this process has been defined by
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Ito (1951). its solution is a continuous Markov process.
Another feature of the Browian motion process is that 
it is not differentiable. That is, dy(t)/dt cannot be finite 
for as Doob (1942) pointed out, since the variance of the
increments is proportional to t, the standard deviation is
I'
of the order (At) 2 . This results in equation (2.4).
y(t+At) - y(t) ~ (At)% (2.4)
This result is also important in the discussion of 
Ito's stochastic differential equation occurring in the next 
section.
2.5 Ito's Stochastic Differential Equation
Ito has formulated a stochastic differential equation 
which defines a continuous Markov process. The scalar form of 
this equation is given by equation (2.5)
dx (t) = f[x(t), t] dt + g[x (t) , t]dy(t) (2.5)
where y(t) is a Wiener process with the following properties.
E{y(t2) - y (t1)| = 0
(2.6)
E i[y(t2) “ 55 Jt2 “ tll
It is tempting to try to solve equation (2.5) by 
dividing-through by dt‘and using conventional calculus tech­
niques; however, as shown in the previous section dy(t)/dt is 
not finite. Equation (2.5) can be solved by defining a special 
stochastic integral as outlined by Miller (1969).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7Since the solution to equation (2.5) is a continuous Markov 
process, for certain conditions imposed upon the functions 
f(x(t),t) and g(x(t),t), it is of interest to solve for the in­
cremental properties of the process defined by equation (2.5).
The incremental moment functions of x(t) may be determined by 
taking the expectations of both sides of equation (2.5) then 
dividing by At and taking the limit as At approaches zero. Performing 
these operations gives
E{x(t+At)~ x(t) f = E{f [x(t) ,t]dtf
+ g[x(t),t] E{y (t+At) - y(t)| (2.
£ M |x(t) = <} - f[Ct] . (2.6
Equation (2.8) is evident in light of equation (2.4). Squaring 
dx(t) and performing the same operations as in equation (2.7) 
gives
E{dx2 (t)| = E {(f [x (t) ,t]dt) 2 + 2 (f [x (t) ,t]dt) (g[x (t) , t]dy (t)
+ g2[x(t),t] [dy (t)] 2 }
lim p ([x(t+At) - x(t)]2 , ... _ l
At->0 5t lxit' ~ ^ '
= Atio - g2K,h (2.io
The conditional first- and second- order incremental 
moment functions are' defined by equation" (2.8) and (2.10) respec­
tively. The i-th order conditional incremental moment function 
of the x(t) process is defined by
V x't)=A“o Ej hrtj^ l_r-_x(t)P |x(t)[ (2.u
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
For the x(t) process defined by Ito's stochastic differ­
ential equation.
_ . k^(x,t) = 0; i > 3 (2.12)
as is true for a continuous Markov process or diffusion process.
Kolmogorov's equations (2.13) and (2.14) give a 
relationship between the conditional probability density and in­
cremental moment function of a continuous Markov process.
dp (x,t I x ,t ) dp(x,tlx ,t )
----- 5tT^ = - f (x0 , tQ ) ------gj-------
g2(xo,to) d2p(x,tlx0,tQ )
* 2 ox
(2.13)
dp (x,t lx ,t ) . ...
-------5t-----" = " 3x (Xrt  ^ P(x,t1x„,tj]o o
2
[g2 (x,t) p (x, 11 x , t )] (2.14)
* d x 0
The second Kolmogorov equation is also known as the
Fokker-Plank equation after the physicists who first developed it.
The conditional probability density function is shown in equation
(2.15).
p(x,x ;tft )
p(x,tlx ,t ) =  7----7— ------ /O 1 C \o' o p(xQ ,to) (2.15)
In a steady state condition, that is, as t-t approaches 
infinity, the occurance at t is essentially independant of the 
occurance at tQand equation (2.1) reduces to
lim p(x,tlx ,t ) — p(x,t) (2.16)
t-t~>oo o' O
o
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which is the first-order probability density function and is 
usually of more interest.
2.6 Summary‘
Ito has defined a stochastic differential equation 
whose solution is a continuous Markov process. The solution to 
this equation is not obtainable using ordinary calculus techniques.
The incremental moment functions for the process defined 
by Ito's stochastic differential equation are developed and their 
relationship to the conditional probability density function is 
given in Kolmogrov's foreward and backward equations.
When a physically relaizeable process with near-Markov 
properties is considered, one is concerned with the infinitesimal 
properties of equations (2.17), (2.18) and (2.19) rather than the 
incremental moment functions of equation (2.8) and (2.10).
E {x (t+At) - x (t) j x (t)| = f (x (t) , t)At + r?( At) (2.17)
E { [x (t+At) - x (t) ]  ^I x (t)} = g^ (x (t) , t) At + rf( At) (2.18)
E {[x (t+At) - x(t)]n |x(t)f = rj(At) (2.19)
The reason for this will be discussed in Chapter 3 where the 
relationship between Ito's stochastic differential equation 
and a physically realizeable near-Karkov process described by an 
ordinary differential equation is considered.
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CHAPTER 3 
NEAR-MARKOV PROCESSES
3.1 Introduction
If for a given continuous Markov process the 
incremental moment functions are known, then the defining 
stochastic differential equation, in the sense of Ito, may 
be deduced. These incremental moment functions are exactly 
specified by equations (2.8) and (2.10) when the evaluating 
time interval approaches zero. For a finite time interval, 
the incremental moments may be approximated by utilizing 
equations (2.17) and (2.18).
Since physical processes encountered in nature 
are at most near-Markov, their incremental properties only 
approximate those of diffusion processes.
It is possible to estimate quantities analagous 
to the incremental moment functions of a diffusion process 
from sampled-data information taken over a finite sampling 
interval from a near-Markov process. These quantities are 
referred to as the conditional incremental statistics. For 
a physical process, there will be a range.of sampling 
intervals over which these incremental statistics can be 
evaluated and still be of a useful accuracy.
Once these conditional incremental statistics have 
been computed, the stochastic differential equation, in 
the sense of Ito, can be formulated. The solution to this 
stochastic differential equation is a continuous Markov 
process whose statistical properties are similar to those 
of the near-Markov process being modelled.
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In Engineering work, diffusion processes are 
usually only of academic interest. Since it is often 
desireable to model the process on an analogue computer, it 
is necessary to obtain an ordinary differential equation 
whose solution is a near-Markov process with statistical 
properties similar to the near-Markov process being modelled.
In order to estimate the specific functions appearing in the 
ordinary differential equation chosen as the model, it is 
necessary to relate the estimates of the incremental properties 
of the process to those functions.
3.2 Ordinary and Stochastic Differential Equations
This thesis is concerned with modelling a continuous 
stationary ergodic near-Markov process with a first-order 
ordinary differential equation of specified form. First 
however, the relationship between an ordinary and a stochastic 
differential equation will be considered.
One might be tempted to formulate an ordinary 
differential equation by dividing through in equation (2.5) 
by dt and replacing dy(t)/dt by a realizeable Gaussian 
band-limited noise source z (t). This result is shown in 
equation (3.1).
dX (t) = f(X, t) + g (X, t)z(t) (3.1)
Miller (1969) has shown that if dy(t)/dt were 
differentiable then the autocorrelation of z(t) would be a 
delta function which has a flat power spectrum. However, as 
mentioned in Chapter 2, dy(t)/dt is not differentiable. Also, 
Miller (19 69) points out that Wong and Zakai (196 5) have
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
shown that as z(t) approaches white Gaussian noise, in 
general, the solution to equation (3.1) does not converge 
to that of the diffusion process defined by Ito's stochastic 
differential equation.
The relationship between the stochastic and ordinary 
differential equation is much more complex. Consider the 
first-order ordinary differential equation given in equation
(3.2).
= F(X) + G (X) z (t) (3.2)
X(t) is a near-Markov process and z(t) is a stationary Gaussian 
distributed noise source with zero mean value and having a 
very short correlation time. The correlation time of the 
noise and the intensity coefficient, which is equal to unity 
in equation 3.2, are defined by equations (3.4) and (3.5) 
respectively. Both equations involve the autocorrelation 
function of the noise. This is given in equation 3.3 for a
stationary ergodic noise source.
T
0
= E{z(t+r) z(t)} (3.3)
00
■ 'oor(2) = 3t / IBzZ (r)ldri = RZZ(0) < M )
Vo.
+  00
O.-(a) = f R  ( r)dr (3.5)1 J zz— oo
Stratonovich (1963) has developed equations which 
relate the functions F(X) and G(X) appearing in the ordinary 
differential equation (3.2) to the functions K^(x) and (X) as 
given in equations (3.6) and (3.7).
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Kx (X) w F (X) + j G(X) ( 3 . 6 )
K2 ( X )  «  g 2 ( x ) (3.7)
These equations are only valid if Ch (z) is equal to unity.
K^(X) and K2 (X), computed from an ordinary differential 
equation, are functions analagous to the incremental moment 
functions of a diffusion process and are called the conditional 
incremental statistics.
The form of the stochastic differential equation, 
in the sense of Ito, that defines a diffusion process with 
corresponding incremental moment functions k-^ (x) and ,k2 (x) 
is given in equation (3.10).
Stratonovich has thus been able to show the relationship 
between a stochastic and a first-order ordinary differential 
equation. He also gives the conditions under which the 
solution to equation (3.10) has .statistical properties 
sufficiently close to the near-Markov process to form a 
satisfactory model. A detailed treatise of this portion of 
Stratonovich's work is given by Miller (1969).
k^ (x) = F (x) + ~ G (x) (3.8)
k2 (x) = G2 (x) (3.9)
dx(t) = [f (x) + ~ G (x)] dt + G(x)dy(t) (3.10)
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3.3 The Estimation of a Physical Model
The theory so far has dealt with finding the 
appropriate diffusion model for a near-Markov process defined 
by a given ordinary differential equation. However, the 
problem is to formulate a model in terms of a first-order 
ordinary differential equation based on estimates taken 
from a physical near-Markov process.
If a stationary near-Markov process is encountered 
that can be modelled by a first-order ordinary differential 
equation such as (3.2),
= p (X) + G (X) z (t) (3.2)
then the results of section 3.2 are useful. The functions
P(X) and G(X) can be computed from a knowledge of the 
conditional incremental statistics K. (X) and K„ (X). Thisu. Z
can be shov?n by rearranging equations (3.6) and (3.7) as 
follows:
n (X)'
F (X) = K1 (X) - f (3.11)
G (X) = t V V ~ x 7  (3.12)
For these latter two equations to be valid, z (t) 
in equation (3.2) must have a small correlation time and a 
unity intensity coefficient. As pointed out by Miller (1969), 
the condition that the ratio of the upper frequency component 
of the noise source to that of the process generated by equation
(3.2) is large will also ensure that the solution to equation
(3.2) is near-Markov.
To renumerate, a model based on the ordinary
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differential equation (3.2), whose solution is a near-Markov 
process, may be formulated from a knowledge of the conditional 
incremental statistics, computed from sampled-data, and the 
use of equations (3.11) and (3.12). This model has the same 
statistical properties as the process itself but it is important 
to note that the terms of the ordinary differential equation 
have no correspondance to anything generating or involved with 
the process itself.
Once the correct form of equation (3.2) has been 
deduced, there appears to be no way to check its accuracy 
other than solving it on a computer and comparing its 
statistical properties with those of the original process. This 
problem has been avoided in this thesis by solving an ordinary 
differential equation of the form given in equation (3.2) on 
an EAI 580 analogue computer. The process is sampled 
and analogue-to-digital conversion is performed by an AX08- 
Laboratory Peripheral under control of a PDP-8/I digital 
computer. The estimates of the conditional, incremental 
statistics are computed, as outlined in Chapter 4, and 
estimates of the functions F(X) and G(X) are computed from 
equations (3.11) and(3.12). These functions are then 
compared with those of the original equation implemented on the 
analogue computer in order to obtain an estimate of the 
modelling technique's accuracy.
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CHAPTER 4
A COMPUTER-AIDED MODELLING TECHNIQUE
4.1 Introduction
This chapter describes a computer-aided modelling 
technique for obtaining diffusion or1 physical models of 
physical processes. A diffusion model is formulated using a 
stochastic differential equation whereas a physical model is 
formulated using an ordinary differential equation. In this 
thesis, a physical process is considered a process for which a 
satisfactory stationary diffusion model based on a scalar stoch­
astic differential equation of the type defined by Ito can be 
formulated. For a suitable diffusion model to be found, 
the physical process must be near-Markov in nature.
The statistical properties of a Markov diffusion 
process are defined by the incremental, moment functions. These 
are defined as the time increment approaches zero.
No physical process encountered in practice is strictly 
Markov; therefore, the incremental properties do not exactly 
characterize it. However, if the process is sufficiently near- 
Markov, its analogous incremental properties can be evaluated 
using a non-zero time interval. These properties are referred 
to as the conditional incremental statistics of the process.
In order to evaluate the conditional incremental 
statistics, it is necessary to choose an appropriate sampling 
interval. Since the process is only near-Markov, the choice 
of too small a sample interval will result in the samples 
being highly correlated. If the near-Markov process is being 
considered as a transformation of a realizeable noise source
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with a short correlation time, then the smallest sampling 
interval, according to Miller (1969), should not be less than 
the .correlation time of the noise source. As can be seen from 
equations (2.17), (2.18) and (2.19), the larger At is the
larger the error. An upper bound on At is set by the process 
correlation time. The optimum sampling interval,At, lies some­
where between the noise and process correlation times as given 
in equation (4.1),.
rd o r ^  ^  < rcor^V l^  (4.1)
In order to verify the modelling procedure introduced
in Chapter 3, a continuous near-Markov process is generated on 
an analogue computer. This is done by solving a given first- 
order ordinary differential equation whose driving function is 
a random noise source. A physical model is then formulated 
based on sampled-data information obtained from the process.
The form of this model is a first-order ordinary differential 
equation of the same form as the equation used to generate the 
process. The accuracy of the model is then checked by comparing 
corresponding functions in the two equations.
4.2 Formation of the Near-Markov Process
The first step in the modelling procedure is to generate 
a continuous near-Markov process. The•first-order ordinary 
differential equation implemented on the analogue computer to 
generate the near-Markov process is derived from work done by 
Astrom (1965) on the scalar stochastic differential equation
(4.2) defined in the sense of Ito.
dv-^  = -Vjdt + V T  (v^  + ljdy-; v^O) vq (4.2)
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The corresponding Kolmogorov equations are:
ap(Tj_,t(v ,t ) ap(v1,tlvo,to) 2a2p(vl'tlvo'to) ,, ,,
----------- ~ x --- -^------- _ (1+V )-- -------7j  v 4 . J J
o ° dvo 1 dvc2
dp(v ,tlv , t ) v , s2 ~
 = _ (-vl)p(v1,t.!vo,to) + 2 — 2 2(l+v1) p(vr tlvo,tc
i dv^
  . (4.4)
The steady state solution of equation (4.4) .for the
probability density function is:
 O
lim p(v1,tl v0,tQ) = w(v1) = (l+v1) exp[-l/(l+v1)]
t~t— ►^00 0
(4.5)
As can be seen from equation (4.2), the incremental 
moment functions of the process are given by:
kl^Vl^  = -V1 (4.6)
k2 (vl} = 2(vi+1^2 (4‘?)
Using equations (3.10) and (3.11) and setting (V^ )
kf (Vf) and ^(V^) = ^2^V1^  one °ktains ^ le functions.
F(V1) = -2V1-1 (4.8)
G ^ )  = V 2 -’(V1+1) (4.9)
Thus the ordinary differential equation whose solution
is a continuous near-Markov process with statistical properties
similar to those of the diffusion process defined by equation
(4 . 2) is 
dV^ (t)
(-2V.,-1) + VT'(V1+l)z (t) ? V^O) = Vx (4.10)
Q
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Equation (4.10) is obtained by using equations (4.8) and (4.9) 
in conjunction with equation (3.2).
z(t) is a band-limited Gaussian distributed noise 
source with unity intensity coefficient and zero mean value.
The scaled analogue computer diagram used to implement- 
equation (4.10) on an EAI 580 analogue computer is shown in 
figure (4-1); the explanations for the gain settings on the 
computer diagram are given in section 4.3. The different output 
terminals indicated in figure (4-1) are manually connected, when 
required, to an AX08 - Laboratory Peripheral which performs 
analogue-to-digital (A/D) conversions on the input signal. The 
AX08 is controlled by a PDP-8/I digital computer which uses the 
A/D conversions to compute the various input signal statistics.
A block diagram showing this arrangement is given in figure (4-2).
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IN THE CALCULATION OF THE PROCESS STATISTICS.
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4.3 Generation of the Near-Markov Process
Equation (4.10), whose solution is a continuous 
near-Markov process, is not as easily implemented on the analogue 
computer as one might at first think. Problems occur because 
of the random nature of the process and because the random 
driving function, z (t), in equation (4.10) has to have certain 
specific characteristics. Measurements must be made on z(t) 
to ensure that correlation time, bandwidth and probability density 
function requirements are met. Measurements are also necessary 
to determine the proper analogue potentiometer and amplifier gain 
settings to ensure that the noise source has an effective unity, 
intensity coefficient.
The noise generator, designated -z (t) in figure (4-1), 
had its gain adjusted to produce an output signal of 3.0 volts 
R.M.S. with zero offset voltage. From sampled-data information 
taken at the point in figure (4-1) labelled .lz(t), the noise 
probability density and autocorrelation functions can be 
computed. -z (t) is attenuated before.sampling occurs because of 
the voltage restrictions on the A/D converters in the AX08.
Since the exact attenuation factor is known, .1, this can be 
accounted for in all calculations.
The exact method used to calculate the noise probability 
density function is given in section 4.4 when measurements of 
the process conditional incremental statistics are discussed.
The computer program implemented on the PDP-8/I to calculate the 
noise probability density function is almost identical to the 
computer program used to compute the process probability density 
function. A listing of this latter program written in the
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assembler language PAL III is given in Appendix B. The 
changes necessary to the program to make it capable of 
calculating the noise probability density function are indicated 
in the program.
Figure (4-3) shows the estimated and theoretical, w(Vj), 
noise probability density functions. The estimated 
noise probability density function was computed from sampled- 
data information obtained from the .lz(t) terminal in figure 
(4-1). The R.M.S. error based on the difference between the 
plotted theoretical and estimated values and expressed as a 
percentage of the maximum theoretical value is 1.3 99 percent.
All other error calculations performed in the thesis are 
calculated in a. similar manner. These results indicate that 
the noise probability density function is reasonably Gaussian 
distributed with zero mean value as it should be.
Figure (4-3) was plotted using a Calcomp plotter 
connected to an IBM 360 Model 65 digital computer; however, 
in order to achieve this end result a few intermediate steps were 
necessary.
The data for the experimental probability density 
function, formulated from the sampled-data information, was avai­
lable on punched paper tape output by the PDP-8/I in ASCII 
paper tape code. A computer program was then written for the 
PDP-8/I which accepted paper tape with the ASCII code and punched 
out an output paper tape containing the same information but 
punched in an IBM code. This newly punched tape was then 
compatible with an IBM tape-to-card conversion-machine and the 
original data was converted to cards. The results were then
with permission of the copyright owner. Further reproduction prohibited without permission.
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plotted on the Calcomp plotter by the IBM 360 using a plotting 
subroutine written in the language Fortran. This same procedure 
was -followed for most of the figures in the thesis. A copy of 
the Fortran plotting subroutine, as well as a copy of the, PAL III 
assembler language program which converts ASCII coded paper tape 
to IBM coded paper tape, is given in Appendices D and A 
respectively.
In order to obtain bandwidth, correlation time, and 
intensity coefficient measurements concerning the noise, it is 
necessary to estimate the autocorrelation function of the noise. 
For the stationary ergodic process, V^(t), autocorrelation is 
defined as in equation (4.11).
T
l'vi (t+r)V1 l
= E(vi (t+r)V1 (t)( (4.11)
Equation (4.11) can be implimented. on the digital 
computer for a finite record length using the formula given, 
in equation (4.12).
i N
Ry y (iAt) = f 2  V, (i At +n At) V, (n At); i = 0 , 1 * . . (4.12) 
1 1 n=o
At is the time between samples; N is the number of 
samples taken; and NAt is the record length.
The method used to calculate the estimate of the 
autocorrelation function of the noise differs slightly from 
equation (4.12) although the end result is the same. Using the 
system shown in figure (4-2), an array containing 128 noise data 
samples are taken at At = 44 microseconds from the terminal
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labelled .lz(t) in figure (4-1). These are stored in successive 
core locations in the PDP-8/I computer. The first sample in the 
array is then successively multiplied by the contents of the 
same array and each product is added again successively to a 
second array of 12 8. The second array is initially set to zero 
and is used to accumulate the partial sums of the products 
at the various delay times. The first array is used only as 
a buffer for each new array of 128 sampler.
To compute the estimate of the noise autocorrelation, 
the contents of the second array have only to be divided by the 
number of times an array of 12 8 samples has been taken. Figure^ 
(4-4) shows the noise autocorrelation estimate after 20,000 
samples have been used to estimate each plotted point. This 
was considered a sufficient quantity to ensure an accurate 
estimate of the autocorrelation function without causing any 
quantization error. A listing of the program written in PAL III 
assembler language used to calculate autocorrelation function 
estimates is given in Appendix B. .
From the estimate of the autocorrelation function, 
other process properties are easily obtainable. For instance, 
the noise intensity coefficient can be obtained using equation 
(4.13).
N
c. (z) = 2 V  R (iAt)At; N = 128 _r (4.13) 
i-o ; At = 44 x 10 seconds
As mentioned in Chapter 3, one of the conditions
imposed upon z(t) in equation (4.10) is that it must have
a unity intensity coefficient. Using the relationships in
equations (4.13) and (4.14), the amount of amplification 'a' 
required to give z(t) a unity intensity coefficient can be
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
oN
N
( X
RLE INTERVAL 
C O RR E L A T IO N  TIN
44 MICROSEC 
.0.000650 SEC
CD
n*
C\J
■4-
-n , hp
::■_}----
0. 0 00; 0 , DDL D. 00 2 CL DO 3 cl no3 n .nos 
t SECONDS
n . ft nr
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calculated. ‘This is given in equation (4.15)
az (t) a2R (r) ( 4 . 1 4 )
a
zz
1
(4.15)
In order to properly solve equation (4.10) an analogu
computer diagram is first drawn assuming ~z (t) has the required 
intensity coefficient. The appropriate loop gains are then 
adjusted by 'a'. For the configuration given in figure (4-1), 
the noise source, -z(t), has a value of 3.0 volts R.M.S. and 'a 
has a value of 105.1. It is important to note in figure (4-1) 
that most of the noise amplification is done at the integrator 
input. This means that the amplified noise signal is never 
formed explicitly and amplifier overloading is avoided. Final 
adjustments to the gain are made using the appropriate 
potentiometers.
of a function switch on the noise generator. As indicated 
earlier in Chapter 3, it is desireable to have this cutoff 
frequency as high as possible; however, the main criterion 
is that the ratio of noise bandwidth to system bandwidth be 
high. Later this will be shown to be true^
next switch position of lKHz, the estimate of the noise 
intensity coefficient would be adversely effected. This is 
due to both hardware and software restrictions placed on 
the time for an A/D conversion. This results in not as many 
points being available on the non-zero position of the
The noise signal was band-limited to 500 Hz by means
If the noise cutoff frequency were increased to the
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autocorrelation function. Even with faster A/D conversion, 
higher amplifier gains would be required to obtain a unity 
noise intensity coefficient. The required gain was to appear 
at the integrator inputs and was unfortunately of such a 
magnitude that it was necessary to increase all integrator 
inputs and not just those associated with the noise. To 
compensate for the undesired gain at certain terminals, 
attenuating potentiometers must be included in series with these 
inputs. Only a limited amount of attenuation is possible before 
all accuracy is lost.
It is necessary to examine the spectral properties 
of the noise to ensure that it has a relatively large bandwidth 
compared to that of the process. A Fortran subroutine was 
therefore "written to calculate the discrete Fourier transform 
(DFT) of sampled-data information. This DFT is based on the fast 
Fourier transform algorithm as discussed by Brigham and Morrow 
(1967). A listing of the program as well as a short
description of the theory of the fast Fourier transform is given
in Appendix C .
According to Papoulis (1965), the power spectrum of 
a process is given by the Fourier transform of its autocorrelation 
function. Thus, the noise power spectrum was estimated by 
taking the DFT of the estimate of the noise autocorrelation functic 
This is shown plotted in figure (4-5). The magnitude is plotted 
in d& which was obtained by calculating twenty times the 
logarithm to base ten of the modulus of the DFT of the noise 
autocorrelation estimate. As can be seen from figure (4-5), the
noise bandwidth is approximately 500 Hz. This bandwidth was
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obtained from the abscia value in figure (4-5) when the noise 
power spectrum magnitude was 3 dB less than the maximum value.
Ficjure (4-6) shows the estimate of the autocorrelation 
of the process, corrected for attenuation, as calculated from 
sampled-data information taken from the terminal in figure 
(4-1) labelled .lV^(t). This is done in the same way as for 
the noise autocorrelation. The process power spectrum in 
figure (4-7) shows the bandwidth to be approximately 0.1 Hz. 
Thus, the ratio of noise to process bandwidth is 5,000.
The computational formula for the noise correlation 
time is given by equation (4.16); the process correlation time ' 
is calculated in the same manner.
N
rcor(z) = F T o r  X lR„ (iAt)|At (4*16)zz .r0
Both the ratio of bandwidths and correlation times 
are large indicating that the noise is sufficient in this 
respect to be used reliably in equation (4.10). Either of the 
ratios would have been sufficient since they give similar 
information but both were computed as a cross-check. One is 
estimated from time domain information; whereas, the other 
is estimated using frequency domain information.
The measurement of the noise statistics is then 
complete. The noise is shown to have the necessary properties 
as outlined in Chapter 3, to be used in equation (4.10) to 
generate the near-Markov process. All that remains is to 
formulate the model of the (t) process generated by equation 
(4.10). This model formulation is described in detail in the 
next section.
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4.4 Estimation of the Process Statistics
In order to construct a model for the V^(t) process, 
it is necessary to estimate the conditional incremental 
statistics of the process. The estimate of the conditional 
first-order incremental statistic, Kp(vq)f anc^  the estimate 
of the conditional second-order incremental statistic, K^CV^),- 
of the (t) process have been computed using the relationships 
given in equations (4.17) and (4.18).
. V. ( (n+1) At ) - V (nAt) .
= E {—  ------- ^ ---- - IV'1 (nAt)| (4.17)
'[V,((n+l)At) - V , (nAt)]2 
k2 (Vx) = E i — ------- 1-------------- IV^CnAt)} (4.18)
These equations are basically equations (2.17) and 
(2.18) with the last terms omitted.
The estimates of these functions were computed from 
sampled-data information taken from the V-, (t) process using 
the configuration shown in figure (4-2). Samples were taken from 
the terminal labelled (V^ (t)-3 .152)/4 in figure (4-1); this 
scaling was done to accommodate the hardware limitations of the 
A/D converters in the AX08 and was accounted for in the program.
• Three arrays of storage, each with 128 locations, were 
allocated for computation of the process statistics; these 
arrays were initially set to contain all zeros. The range between 
the maximum and minimum values of V^(t) of interest is divided up 
into 128 equal intervals. Each of the 128 intervals is associated 
with one of the storage locations in each array. When the 
(t) process is sampled, its value will be within the range 
of one of the intervals. The storage location in the first array
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
which corresponds to this interval has its value increased by 
one.
A second sample is taken At seconds later and the 
incremental change, ((n+1)At) ~ V^(nAt), is calculated. This 
added to the contents of the storage location in the second 
array which is determined, as before, by the magnitude of 
V1 (nAt) . The second array is used to sum the values of the 
incremental changes of the V^(t) process. This sampling 
procedure is shown graphically in figure (4-8). The time 
between successive increments, T, is determined by program 
instruction time and is immaterial to the incremental calculations.
The third array is used to sum the values of the square 
of the incremental changes. As'in the case of the second array, 
the appropriate storage location in the third array has its 
value increased by [V^  ( (n+1)At - V^ (nAt)]^
This procedure is continued until 1,000,000 samples 
have been taken. The magnitude of the probability density 
function which corresponds to the mid-point value of the k-th 
interval is calculated by dividing the number contained in the 
storage location in the first array associated with the k-th 
increment by the product of 1,000,000 with the interval size.
The estimate of the probability density function of the 
Vj(t) process is shown in figure (4-9) along with the theo­
retical probability density function, w(V^), for the corres­
ponding diffusion .process. There is a 7.126 percent R.M.S. 
error between the two.
For a suitably chosen At, the estimates of the 
conditional incremental statistics can be used to deduce the form
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FIGURE 4-8: THE SAMPLING PROCEDURE USED FOR THE ESTIMATION
OF THE CONDITIONAL INCREMENTAL STATISTICS OF 
THE V1 (t) PROCESS
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
41.
Lf>I'-
SAMPLE INTERVAL 
+ E XP E R I M E N T A L  
X R . M . S .  E R R O R  =
T H E OR ET I CA L
+jT'
Q
O
FIGURE 4-9: THE ESTIMATE OF THE PROBABILITY DENSITY FUNCTION
OF THE V^t) PROCESS.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
42.
of the incremental moment functions, k^(V^) and k^CV^), 
associated with the diffusion model for the (t) process.
Based on a knowledge of the noise autocorrelation function 
and suggestions made by Miller (1969) concerning this process,
At was chosen to be 10 milliseconds.
Using equation (4.17), the condition first-order 
incremental statistic, was estimated. This was done
using the contents of the first two arrays. A plot of the 
estimate of (V^ ) along with the theoretical value of the 
conditional first-order incremental moment function, k^(V^), 
of the corresponding diffusion process is given in figure 
(4-10). ^(V^) ^as the f°rm given in equation (4.19).
kl (Vl} = ~V1 (4.19)
Both functions are plotted over the range -0.912 to +1.104; 
this was considered adequate as 92 percent of the V^(nAt) 
values fell in this range.
The R.M.S. error between the estimate of k q_(v j_)
and the theoretical value of k (V., ) is 31.9 percent. This
1
value at first appears quite large but is. in fact realistic when 
the probability density function of the (t) process is 
examinedj The estimate of the function, K^(V^), in the range 
-0.8 < V'1(nAt)<0.5 is made using approximately 38.5 percent of the 
samples; however, in a similarly sized interval 0.7<V^(nAt) < 1.0 
where the dispersion is high only 3.1 percent of the 1,000,000 
samples were used in estimating K^(V^).
An estimate of the conditional second-order 
incremental statistic of the V1 (t) process has been made using 
equation (4.18). This was done using the contents of the first
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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FIGURE 4-10: THE ESTIMATE OF THE CONDITIONAL FIRST-ORDER
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44.
and third arrays. A plot of the estimate of K2^V 1^  al°n9 
with the theoretical value of the conditional second-order 
incremental moment function, ^2^V1^' t'ie corresPon'^;*-n9 
diffusion process is given in figure (4-11). k2 (V^ ) has the
form given in equation (4.20).
k2 (V1) = 2(1+V1)2 (4.20)
The R.M.S. error between the estimate of K^(V^)
and the theoretical value of k2 (V^ ) is 3.571 percent. It is
evident that the dispersion of the values for K2 (V^ ) is quite
small compared with the dispersion of the values of K^(V^).
Miller (1969) found that this was always the case for the
»
discrete physical processes he investigated. The reason 
for this has not been successfully explained.
Photographs taken of the various process statistics are shown in 
figure (4-12). These photographs were taken from an oscilloscope 
connected to the display terminals of the AX0 8 as shoitfn in 
figure (4-2).
A listing of the digital computer program, written in 
the assembler language PAL. Ill, used to compute the estimates 
of the probability density functions and the conditional incre­
mental statistics of the process is given in Appendix B.
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FIGURE 4-12a:
SAMPLE OUTPUT FROM THE 
NOISE GENERATOR.
SCALES:
HOR. - 10.0 MILLISECONDS/CM 
VERT. - 0.2 VOLTS/CM
FIGURE 4-12b:
THE ESTIMATE OF THE PRO­
BABILITY DENSITY FUNCTION 
OF THE NOISE GENERATOR'S 
ATTENUATED OUTPUT, .lz(t). 
SCALES:
HOR. - 0.02/CM 
VERT. - 0.02/CM
FIGURE 4-12c:
THE ESTIMATE OF THE AUTO­
CORRELATION FUNCTION OF 
THE NOISE GENERATOR'S 
ATTENUATED OUTPUT, .lz(t). 
SCALES:
HOR. - 1.0 MILLISECOND/CM 
VERT. - 0.02/CM
FIGURE 4-12d:
THE ESTIMATE OF THE AUTO­
CORRELATION FUNCTION OF 
THE V,(t) PROCESS.
SCALES:
HOR. - 0.5 SECONDS/CM 
VERT. - 0.25/CM
FIGURE 4-12: PHOTOGRAPHS TAKEN FROM AN OSCILLOSCOPE CONNECTED
TO THE AXO8-LABORATORY PERIPHERAL. VARIOUS 
STATISTICS OF THE V.(t) PROCESS AND THE NOISE 
GENERATOR ARE SHOWN.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
FIGURE 4-12e:
SAMPLE OUTPUT OF THE V,(t) 
PROCESS.
SCALES:
HOR. - 0,5 SECONDS/CM 
VERT. - 1.0 VOLT/CM
FIGURE 4-12f:
THE ESTIMATE OF THE PRO­
BABILITY DENSITY FUNCTION 
OF THE V.(t) PROCESS. 
SCALES:
HOR. - 0.25/CM 
VERT. - 0.2/CM
FIGURE 4-12g:
THE ESTIMATE OF THE CON­
DITIONAL FIRST-ORDER 
INCREMENTAL STATISTIC 
OF THE V,(t) PROCESS. 
SCALES:
HOR. - 0.25/CM 
VERT.- 0.5/CM
FIGURE 4-12h:
THE ESTIMATE OF THE CON­
DITIONAL SECOND-ORDER 
INCREMENTAL STATISTIC OF 
THE V.ft) PROCESS.
SCALES:
HOR. - 0.25/CM 
VERT. - 2.0/CM
FIGURE 4-12: CON'T.
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FIGURE 4-14: THE FITTED POLYNOMIAL APPROXIMATION FOR THE
ESTIMATE OF K2 (V )
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4.5 The Modelling Procedure
In order to smooth the estimates of K^ V 1^  anc^  K2^V2^' 
a standard least-squares curve fitting technique is used to ap­
proximate these statistics by a first and second-order polynomial 
respectively.
The polynomial approximations to K^(V^) and K2 (V^ ) 
are shown in figures (4-13) and (4-14) respectively. The 
theoretical values of the incremental moment functions k^(V^) 
and 1&2 (V^ ) are also plotted for comparison. The R.M.S. error 
between K^(V^) and k^(V^) is 14.32 percent while between 
and k2^V l^  ^  3,2 percent. The plotted polynomials for
Kf^f) and K2 (V^ ) are given in equations (4.21) and (4.22).
K1 (V1) = °*138 ~ 0.907 Vx (4.21)
k2 (Vi) - 1.82 + 3.72 V, + 1.92 V±2 (4.22)
Using the conditional incremental statistics of 
equations (4.21) and (4.22) and the relationships in equations 
(4.23) and (4.24) the model for the V-^ ft) .process, the U^t) 
process, can be formulated.
1 bK (U )
P(U1) = K1 (U1) - ~ — (4.23)
Q(UX) = ± V k 2 (U2r (4.24)
P(U1) = -0.792 -1.87U1 (4.25)
Q(U3) = Vl.82 + 3 .72U1 + 1.92U12 (4.26]
Thus, the physical model of the V^(t) process has 
been formulated and is given by the solution to equation (4.27).
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The random forcing function r(t) has the properties outlined 
in Chapter 3 for z(t).
Equation (4.27) is identical in form to equation (4.10) 
which is used to generate the V^(t) process. Therefore, a 
measure of the accuracy of the modelling technique can be assessed 
by a functional comparison of the experimental values of P and Q 
from equation (4.27) and the original values of F and G used 
in equation (4.10).
These comparisons are shown in figures (4-15) and 
(4-16) respectively. The R.M.S. error between P and F is 
7.31 percent while between Q and G it is 2.3 2 percent.
4.6 Summary
This chapter describes a computer-aided modelling 
technique whereby physical or diffusion models are estimated 
for near-Markov physical processes encountered in practice.. 
Problems associated with generating a near-Markov physical 
process on an analogue computer are discussed as well as those 
problems associated with the digital equipment involved. The 
success of the modelling procedure can -be evaluated by determining 
how closely the model compares to the generated process. This 
is accomplished by comparing corresponding functions in the 
first-order ordinary differential equation used to generate the 
process and that used to model the process.
The largest R.M.S. error was approximately 7 percent. 
This is quite -reasonable when one considers that the model is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
based on estimates made from a physical process and both the 
model and the physical process involve the use of electronic 
equipment with definite tolerances. For example, the noise 
generator does not produce a perfectly flat power spectrum 
nor is its output exactly Gaussian in distribution.
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CHAPTER 5 
CONCLUSIONS
Certain Markov processes can be precisely defined by a 
stochastic differential equation. Near-Markov physical process 
have been defined by a specific ordinary differential equation in­
volving the transformation of a realizeable noise source. Research 
has been primarely concerned with obtaining a diffusion model for 
a near-Markov physical process defined by a given ordinary dif­
ferential equation. This type of problem is associated with the 
relationship between ordinary and stochastic differential equations.
The incremental properties of a diffusion process can be 
related to the form of the stochastic differential equation de­
fining the process. Correspondingly, the incremental properties of 
a near-Markov physical process can be related, in an approximate 
fashion, to the form of the ordinary differential equation defining 
the process.
The statistical properties of a diffusion process are 
exactly specified by the incremental moment functions of the process. 
For a sufficiently near-Markov physical process, functions anala- 
gous to the incremental moment functions can specify its statistics 
to a useful accuracy.
The incremental properties of a diffusion and a near-Markov
process can be equated to determine the relationship between the 
functions appearing in the corresponding stochastic and ordinary 
differential equations. This technique enables one to determine the 
appropriate diffusion model for a physical process defined by a 
given ordinary differential equation. When this technique in 
utilized with an existing near-Markov process, the estimation of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
conditional incremental statistics from sampled-data information 
allows both diffusion and physical models to be formulated.
This thesis has described the modelling procedure asso­
ciated with a continuous stationary ergodic near-Markov process.
A model based on a first-order ordinary differential equation has 
been formulated using estimates of the incremental statistics of 
the process. These estimates have been computed by a digital com­
puter using on-line sampled-data information. The ordinary dif­
ferential equation of the model formulated was of the same form as 
that of the equation used to generate the near-Markov process on 
the analogue computer. In order to gain a measure of the accuracy 
of the modelling procedure, the corresponding functions in the two 
equations were compared. When the final estimates of F (V^ ) and G(V^) 
were computed, there was found to be a 7.3 and a 2.3 percent R.M.S. 
error respectively.
This thesis deals only with modelling techniques involving 
scalar near-Markov processes. More work needs to be done with 
physical processes to determine if this is generally sufficient. The 
modelling technique could logically be extended to a multidimen­
sional near-Markov process but the mathematics becomes much more 
involved.
One of the most serious problems associated with this 
modelling techniques in the determination of a proper sampling in­
terval. One can estimate the autocorrelation of the physical process 
and determine its correlation time. This would set a lower limit 
on a sampling interval of practical interest; however, no infor­
mation is available concerning an upper limit. It would be conve­
nient if a sampling interval could be chosen as a fixed fraction of 
the process correlation time. A value of rcor^p) /100 is a reason-
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able estimate based on those results■given in Chapter 4 and those 
given by Miller (1969).
To determine if a suitable sampling rate is being used 
requires a great deal of computation. The physical model must be 
formulated based on estimates taken from the process. The physical 
model must then be solved on either a digital or analogue computer 
and measurements taken on its statistical properties. These statis­
tical properties are then compared to the statistical properties of 
the original process to obtain an indication of the accuracy of the 
model at the chosen sample interval.
There is another point which should also be mentioned.
It is possible that a process is ergodic with respect to some of its 
statistical properties and not to others. The modelling technique 
described in this thesis assumes that the estimated statistical 
properties utilized are ergodic, and they can be obtained from 
sampled-data information from one finite length sample record of the 
physical process.
Applications of this computer-aided modelling technique 
are mainly in the areas of simulation, filtering and system iden­
tification. A system could be excited with a realizeable noise 
source and an equation of the type shown in equation (5.1) could be
formulated to describe the system.
dX ._ (t) r ^ *11out - . ,r ... (5.1)
fix*.) + g t e j x .  (t)dt out y out in
This could only be done if (t) were near-Markov in nature.
Although it is not known how many physical processes are near-Markov, 
it is not logical to assume none are. The fact that a near'-Markov 
.process can be successfully generated on an analogue computer suggest 
that it is feasible that near-Markov processes occur in nature.
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APPENDIX a
PAPER TAPE CODE CONVERSION PROGRAM
Following this discussion is a listing of a program 
written in PAL III assembler language for use on a PDP-8/I digital 
computer. It is used to convert ASCII coded paper tape to paper 
tape containing the same information but in an IBM code compatible 
with an IBM paper tape-to-card converter.
Once the program has been loaded, it is executed by first 
placing the ASCII tape to be converted in the high speed reader, 
next turning on the low speed punch, and finally starting the program 
at location 200g. The IBM coded tape will then be punched on the 
low speed punch and will also contain control instructions for the 
tape-to-card conversion machine. These include the instructions 
for spacing, card releasing and stopping. These control instructions 
are designed for use with a specifically wired patch panel used on 
the IBM card conversion machine.
The program punches a trailer on the output tape and ad­
vances the input tape until a non-blank character is encoutered.
The ASCII code of the following characters only are converted to the 
correct IBM code: the decimal numbers 0 to 9, the letter 'E', the 
special characters 1 + - ', carriage return and line feed instruc­
tions. Carriage return, line feed and '+' cause a blank code to be 
punched on the output tape. The input tape must be a sequence of 
E formated numbers and the total number must be known and entered 
in location 110g. After every 80^ characters are read from the 
input tape, a card release code is punched on the output tape. A 
card release preceeding a stop code is punched after the last charac­
ter is read.
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PAL III PROGRAM TO CONVERT ASCII CODED
PAPER TAPE TO IBM CODED PAPER TAPE
* 2 0 0
0000 7 30 0 CL A CLL
000 1 6 066 TLS
0 2 0  P. 1 122 TAD ROLFS
0203 3123 DC A TEMP
020/1 2 1 23 ISZ TEMP
0 20 5 5237 JMP • + 2
0206 5212 JMP . +6
0207 1 1 26 TAD TRADER
0210 6 26 6 JUS TYPE
021 1 5236 JMP ."5
021 2 7300 CL A CLL
021 3 3112 DC A COUNT
021 4 7 330 UP.. CLA CLL
021 5 1111 TAD X
021 6 3 113 DC A EIGHTY
02 17 6016 START* RFC
0220 7 300 CLA CLL
0221 6261 JMS LISN
0222 7650 SNA
0223 5217 JMP START
022/1 3 1 1 6 DC A STORE
022 5 1115 TAD MTWO
0226 1 1 1 6 TAD STORE
0227 1116 TAD FIF T Y
0230 3 1 1 7 DC A W HI C H
023 1 1117 TAD W H I C H
0232 1121 TAD IF
0233 7 650 SNA
0236 2112 I SZ, COUNT
02,3 5 7 300 CLA CLL
023 6 1112 TAD COUNT
0237 1110 TAD Y
0260 7 65 0 SNA
0261 52 5 3 JMP LAST
0262 7 3 00 CLA CLL
0263 1517 TAD I WHICH
0266 626 6 JMS TYPE
026 5 2113 ISZ EIGHTY
0266 5217 JMP START
0267 7 300 CLA CLL
0250 1 120 TAD EL
02 5 1 6266 JMS TYPE
0252 5 2 1 6 JMP UP
02 53 7 30 0 LAST* CLA CLL
0256 1120 TAD EL.
0255 626 6 JMS TYPE
0256 1 125 TAD PI 6
02 57 6266 JMS TYPE
026 0 7602 OUT* HLT
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0261 0000 LISN, 0
0262 601 1 R ST­
0263 526 2 UMP.
026/1 6012 RRB
026 5 566 1 JMP
0266 0000 TYPE, 0
0267 6 04 1 TSF
027 0 5267 J M P .
027 1 6 04 6 TLS
0272 7300 CLA I
0273 566 6 JMP
*110
0110 7 600 Y, -200
01 1 1 7 660 X, - 120
0112 0000 COUNT, 0
0 1 1 3 0000 EIGHTY, 0
011/1 0000 STORE, 0
0115 7 52 0 MTWO, -260
0116 0150 FIFTY, 150
0117 0000 WHICH, 0
0120 0200 EL, 200
0121 7676 IF, -102
0122 7200 HOLES, -600
0123 0003 TEMP, 0
012/1 0 17 7 TEALER, 1 7 7
012 5 007 5 P 1 4 , 7 5
* 1 50
01 50 0040 4 0
0151 000 1 1
0152 030 2 2
0153 0 02 3 23
015/1 0 004 4
015 5 0 02 5 2 5
01 56 0026 26
01 57 0007 7
0160 0010 10
0161 0031 31
* 1 46
01/15 01 53 1 53
* 14 5
01/15 0100 ' 130
* 143
0143 0320 20
*175
017 5 0165 1 6 5
* 105
0105 002 3 23
* 1 02
0102 0 02 3 20
I L I S N
- 1
CLL
I TYPE
COUNT
EIGHTY
0 112
0 1 1 3
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EL 0120
FIFTY 0116
HOLES 0 1 2 2
IF 0121
LAST 02 53
LISN 0261
MTWO 0115
OUT 0260
P 1 4 012 5
START 0217
STORE 0 1 1 4
TEMP 0 1 23
TR A L E E 0 1 20
TYPE 0266
UP 0214
WHICH 0117
X 0111
Y 0110
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APPENDIX B
AUTOCORRELATION FUNCTION , PROBABILITY DENSITY FUNCTION, CONDITIONAL 
FIRST- AND SECOND- ORDER INCREMENTAL STATISTICS PROGRAM.
Following this discussion is a listing of a program written 
in PAL III assembler language for use on a PDP-8/I digital computer 
equipped, with an AX08-Laboratory Peripheral. This program is used to 
calculate the autocorrelation function, probability density function, 
and conditional first- and second- order incremental statistics of the 
analogue signals discussed in this thesis. These functions are 
normally displayed on an oscilloscope; however, provision has been 
made for punching their point by point values on paper tape. This 
program must be used in conjunction with the floating point package 
program and the AX08 definitions tape supplied with the PDP-8/I.
The paper tape is normally punched on the low speed punch; however, 
the high speed punch may be used if the appropriate changes are made 
in the output routine of the floating point package program.
Section 4.2 and 4.3 contain explainations of the techniques 
employed in the program to compute the process statistics. There are 
three sections to the program. The first section contains subroutines 
used by the second and third sections which compute the autocorrelation 
function and conditional incremental statistics respectively.
The program is written to be controlled by external toggle 
switches which set bits in the contingency register in the AX08. This 
is very advantageous as it allows direct programer intervention.
The result of setting the various contingency bits, denoted by 'C', 
is given in the program listing.
The conditional incremental'statistics section of the 
program requires the number of samples desired and the sampling interva
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in seconds to be typed in decimal notation on the teletype when the 
program is first started. The autocorrelation function section only 
requires the number of samples desired to be typed. Both the 
sampling interval, At, and the time between samples,r, are set by 
adjusting a potentiometer on the AX08 while noting the reading on a 
digital counter connected to the monitoring terminal.
The autocorrelation section 'has been programed to display 
the autocorrelation function after each group of 12 8-^q samples. This 
is advantageous in the early stages of running the program when dif­
ferent delay times are being investigated. It is disadvantageous 
because it radically increases total execution time for large sample 
sizes. To eliminate this feature NOP instructions should be placed in 
locations 1353g and 1354g. The oscilloscope display will then only be 
activated when the program terminates or the proper contingency bit(s) . 
are set. The input signal must be between -1.024 volts and +1.020 . 
volts so as not to overload the A/D converters in the AX08.
The section which computes the probability density function 
and the conditional incremental statistics is programed to compensate 
for the scaling done to the near-Markov process, V^(t), to reduce it 
to the above voltage range. Changes are indicated on the computer 
listing which will make the program compatible with a non-scaled 
input signal between -1.024 volts and +1.020 volts. These changes 
were implemented when the probability density function of the noise 
generator was estimated.
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65.
PAL III AUTOCORRELATION FUNCTION. PROBABILITY DENSITY
FUNCTION, CONDITIONAL FIRST-' AND SECOND-ORDER 
INCREMENTAL STATISTICS PROGRAM
0005
0006 
0007
0200 
020 1 
0202
0203
0204
0205
0206 
0227 
021 0 
02 1 1 
0 2 1 2  
021 3 
0214 
021 5 
021 6 
0217 
0 2 2 0  
0221 
02 22
0223
0224
0225
0226 
0227
0230
0231
0232
0233 
0234. 
02 3 5
0236
0237 
02/'0
0241
0242
0243
0244 
024 5
0246
0247
7400 
7 200 
5600
0000 
7 300 
1 357 
3356 
13 54 
3353 
135 3 
3352 
1 3 51 
3355 
3375 
7 305 
4407 
57 53 
0000 
1 54 5 
7 550 
5224 
7 201 
3 37 5 
235 3 
2353 
2353 
23 56 
7410 
5260 
7 300 
1752 
7 041 
17 5 3 
7510 
52 1 3 
7450 
5246 
7 300 
1 3 53 
3 3 52 
5213 
7 303 
4437
T AG 1 j
Rj
MOT.
B B T j
ZE 2 0,
/SUBROUTI MTS; 
C L EAR= 73 0 3 
BRIGHT=6324 
S W I J A R E = 0 0 0 1
5 02001=0002 
0 5
7400 
7 200 
5600 
* 200 
0
CLE A R 
TAD TUG 
TAB 
D A T A R  
DATA 
DATA  
L A R G E  
TEMP 
DISPLY 
FI. AG
NO R M A L  IZ AT I ON * FI X I N G  A N D  C!
DC A 
TAD 
DC A
TAD 
DC A 
TAD 
DC A 
DC A 
C L EAR 
JMS I 7 
i-'GET I DATA 
FEXT 
TAD 45 
SNA 
JMP 
CLA 
DC A 
I SZ 
ISZ 
ISZ 
I SZ.
SKP 
JMP P 
C L E A R  
TAD 
CIA 
TAD 
SPA 
JMP 
SNA
JMP ZERO 
C L E A R  
T AD DATA 
DCA L A R G E  
JMP R 
C L E A R  
JMS I 7
N O T  
I AC 
FLAG
DATA
DATA
DATA
TAB
I L A R G E
I DATA
R
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..EARING
0O5Q 57 52 FGET I L A R G E
0951 47 53 F D I V  I DATA
0959 000 0 FEXT
0953 7300 CLEAR
0954 1 044 TAD 44
095 5 7 550 SPA SNA
0 S 5 6 5242 JMP BBT
0257 521 3 JMP R
0260 7 390 P> CLEAR
0261 1 3 54 TAD D A T A R
026 2 33 53 DCA DATA
0263 1 357 TAD TUG
0264 3356 DCA TAB
026 5 4407 JMS I 7
026 6 57 52 FGET I LAR G E
0267 0001 SQUARE
0270 0002 SQROOT
0271 6361 F P U T  LA R G E R
027 2 0000 FEXT
027 3 7 300 N O R M A L j C L E A R
0274 1375 TAD FLAG
027 5 7 440 SZA
0276 5306 JMP BANG
027 7 4407 JMS I 7
0300 5753 FGET I DATA
0301 4 36 1 FDIV LA R G E R
0302 337 2 F M P Y  EX P A N D
0303 236 7 F S U B  CENTRE
0304 0000 FEXT
030 5 531 3 JMP GARY
0306 4 407 BANG  ^ JMS I 7
0397 57 53 FGET L DATA
0310 436 1 F D I V  L A R G E R
031 1 3367. F M P Y  CENTRE
0312 0000 FEXT
031 3 7 300 G A R Y j C L E A R
0314 1044 TAD 44
031 5 7 540 SZA SNA
0316 5321 J M P . +3
0317 7200- CLA
0320 5340 JMP DONE+1
0321 1360 TAD M 13
0322 .7450 SNA
03 2 3 53 3 7 JMP DONE
0324 7500 SNA
0325 5350 JMP EXIT
0326 3044 DC A 44
0327 7120 GO.. CLL
0330 1045 TA D  45
0331 7 5 1 0 SPA
0332 7 02 0 CML
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0333 7010 BAR
0334 304 5 DC A 45
033 5 2044 ISZ 44
0336 5327 JMP GO
0337 1 04 5 DOM 23 TAD 4 5
03 40 3755 DCA I DI S P L Y
034 1 2353 ISZ. DATA
0342 2353 ISZ DATA
0343 2353 ISZ DATA
0344 235 5 ISZ DI S P L Y
0345 23 56 ISZ TAB
0346 52.7 3 JMP N O R M A L
0347 5600 JMP I TAG 1
03 50 7402 EXIT.* HLT
0351 0000 TEMP.* 0
03 52 0000 LARGE.* 0
0353 00(30 DATA* 0
0354 0000 DATAR* 0
0355 0000 DISPLY* 0
0356 0000 TAB* 0
0357 0000 TUG* 0
0360 776 5 1413* 7 765
0361. 0000
0362 0(300
036 3 0000 LARGER* 0 j  03 0
0364 000 1
0365 6000
0366 0000 MOWE* 0001; 6000;0
0367 001 0
0370 377 0
037 1 0000 CENTRE* 00 10; 3770**0
037 2 001 1
037 3 377 3
037 4. 0000 EXPAND* 0 0 1 1 ; 3 7 7 3 * 0
037 5 0000 FLAG* 0
-d /, r,\ n
0400 0000 TAGS*
-f [{} v<
0 -
0401 7 300 C L E A R
0402 3254 DC A COUNT
0403 7 300 PO* C L E A R
0404 1250 TAD R E SET
0405 3252 DCA Y A R R A Y
0406 1 256 TAD SET
0407 3257 DCA N U M B E R
0410 3 2 5 1 DC A, X ARRAY
041 1 7390 OUTPUT* Cl.. EAR
0412 2257 ISZ N U M B E R
0413 74 10 SKP
0414 522 7 JMP FIFTY
041 5 7 3 00 C L E A R
041 6 1251 TAD X A R R A Y
0417 6303 DXC DXL
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0420 1253 TAD M O V E
0421 32 51 DCA X A R R A Y
0422 1 6 52 TAD I Y A R R A Y
042.3 6 324 BRI G H T
0424 6317 DYC DYL DIS
042 5 2252 ISZ Y A R R A Y
0426 52 1 1 JMP OUTPUT
0427 7300 F I FTY# C L E A R
9430 63 3 5 XRIN XRCL
0431 7 006 RTL
0432 7 006 11TL
043 3 7006 RTL
0434 7 006 RTL
043 5 7 006 RTL
0436 7 004 RAL
0437 7 510 SPA
0440 520 3 JMP PQ
0441 7 30 0 C L E A R
0442 2254 ISZ, COUNT
0443 1255 TAD FIF
0444 12 54 TAD C O UNT
044 5 7 500 SMA
0446 5600 JMP I T A G 2
0447 5203 JMP PO
04 50 0 0 3 3 RESET# 0
0451 3 0 3 0 XARRAY# 3
0452 0030 Y ARRAY# 0
0453 0334 MOVE# 0004
0454 0000 COUNT# 0
0455 7633 FIF# 7600
0456 0 00 0 SET# 0
0457 0000 NUMBER# 9
0460 0033 TAG 3# 0
0461 7303 CLEAR
0462 127 2 TA.D CONST
0463 3273 DCA COU
0464 127 4 TAD T T A B L E
046 5 3 0 1 0 DCA INDEX
0466 3410 DCA I INDEX
0467 227 3 ISZ C O U
047 0 5266. J M P .- 2
047 1 566 0 JMP I TAG 3
047 2 5001 CONST# 5301
047 3 0030 COU# 0
047 4 8577 T TABLE# TABLE-1 
*260 0
2600 000 0 TABLE# 0
4 10
001 0 0003 INDEX# 0
P A USE
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0500
0501
0502
0503 
0503
050 5
0506
0507 
0510
051 1
0512
0513 
0512
0515
0516
0517
0529
0521
0522
0523 
0522
0525
0526
0527
0530 
053 1 
0532 
053 3 
0534 
053 5 
053 5
/ C O N D I T I O N A L  INCREMENTAL M O M E N T  F U N C T I O N S
/C 7 SET HOLDS' DISPLAY
/C 7 N O T  SET RELEASES D I S P L A Y
/Co SET Y I E L D S  PDF
/ C 5 SET YIELDS SECOND ORDER
/MI E T H E R  SET YI E L D S  F I RST O R D E R
/C4 is SET TO C H A N G E  THE D I S P L A Y  TO
/ C O N D I T I O N S  SPE C I F I E D  BY C5 OR 06 OR NI ETHER
/C3 SET RESTARTS THE P R O G R A M
/ C 2 INTERR U P T S  P R OGRAM FOR I N S P E C T I O N
/Cl O U T P U T S  NO. .SAMPLES TAKEN AT INT E R R U P T
/O0 C O N T I N U E S  THE PROGRAM
/C 5 A C6 SET Y I E L D  DATA OU T P U T  IF PROGRAM  
/ M A L T E D  OH FINISHED; F I R S T  128 A R E  PDF 
/ >  SE C O N D  128 ARE FIR S T  ORDER.* T H I R D  
/ 1 28 AR E  SECOND ORDER
/ALL SWITC H E S  SHOULD BE SHUT OFF UPON 
/ I N I T I A T I O N  OF PR O P E R  A C T I O N  BY THE C O M P U T E R  
/E X C E P T  C 7 W H I C H  MUST STAY SET TO H O L D  
/D I S P L A Y  IF D E SIRED  
*500
7300 REST* C L EAR 
3102 DCA CHECK
1180 TAD MOTS
3101 DCA 0 T 8
3 164 DCA FLAGS
7080 NOP
1108 TAD M O T S
3503 DCA I TEST 1
110O TAD MOTS
3 504 DCA I TESTS
1113 TAD DATE4
3505 DCA I T E S T 3
1113 TAD DATE4
3 586 DCA I TESTA
1113 TAD DATE4
3507 DCA I TESTS
4514 JMS I WIPE
1111 TAD DATES
3133 DCA A V E R G E
3 1 5 0  DCA NB
3151 DCA NH+1
3152 DCA NB+2
2181 UPP* ISZ 0T8 
7410 SKP
534 1 JMP OIN
4407 JMS I 7
5 1S0 FGET ONE
6 53 3 FPUT I A V E R G E
8 00 0 FEXT
2 133 ISZ AVERGE
2 133 ISZ AV E R G E
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0537 2 133 ISZ' AVERGE
05/13 5 32 6 JMP UPP
0541 7 3 00 OIN> C L E A R
0543 1100 TAD M O T 8
0543 310 1 DCA 0X8
0 544 6032 KCC
054 5 6046 TLS
0546 44 0 5 JMS I 5
0547 443 7 JMS I 7
0550 6 1 1 5 FPIJT S AMPLE
0551 0000 FEXT
0552 7 3S0 C L E A R
0553 3124 DCA TEN
0554 4407 S T A R T > JMS I 7
0555 5 150 F'GET NB
0556 1 120 F A D D  ONE
0557 6 1 50 FPUT NB
0560 2115 F S U B  SAMPLE
0561 0000 FEXT
0562 7300 CLEAR
0563 3147 DCA FLAG 1
0564 1 045 TAD 4 5
0565 7510 SPA
0566 537 2 J M P . +4
05G7 7201 CLA I AC
057 3 3 147 DCA FLAG 1
057 1 5 537 JMP I QUEST
057 2 7330 C L E A R
057 3 6362 RADC
0574 7300 CLEAR
057 5 6 37 1 AC M X
057 6 1142 TAD ON
0 57 7 6346 Z TEN OTEN
0600 6332 SKAD
0601 5200 JMP. - 1
0602 6 36 2 RADC
060 3 312 5 DCA FIRST
0604 6332 SKAD
0605 5204 J M P . - 1
060 6 6 362 RADC
0607 7041 CIA
0610 1 125 TAD FIRST
061 1 7 041 C I A
061 2 3 04 5 DCA 4 5
061 3 6 342 Z T EM
0614 3046 DCA 46
061 5 1 140 TAD C13
0616 3044 DCA 44
0617 112 5 TAD FIRST
0620 1 126 TAD EVEN
0621 3 1 2 6 DCA FIRST*'
0622 1 125 T AD FIRST
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0623 1100
062/s 7500
062 5 5 561
0626 7 300
0627 1125
0630 1125'
0631 1125
0632 1110
063 3 3 125
0636 1125
0635 1127
0636 3130
0637 1125
0640 1127
0641 1127
0642 3131
0643 4407
0644 7 000
0645 6144
0646 152 5
0647 652 5
0650 5144
0651 0001
0652 153 1
0653 6531
0654 5120
0655 1530
0656 6530
0657 0000
0663 7240
066 1 6334
0662 7300
0663 6 33 5
0664 7006
0665 7 0(36
0666 7 006
0667 7500
0670 5274
067 1 7201
067 2 3147
067 3 5 537
067 4 7 0(34
067 5 7 510
067 6 5 543
067 7 2 124
070 0 5 541
07 3 2 1130
0703 3 101
07 04 1113
07 0 5 3 13 2 
07 06 1111
TAD MOTS
5MA
JMP I BEG 30
C L E A R  __ 
T AD FIRST*"
T AD FIR S T
TAD F I R S T
T A D  D A T E  1
DCA FIRST
TAD FIR S T
TAD N E X T
DCA PDF
TAD FIRST
TAD N E X T
TAD N E X T
DCA SQIM
JMS I 7
F M O R
F P U T  SIZE 
F ADD I FIRST 
F P U T  I FIRST 
FGET SIZE 
SQ U A R E
F A D D  I SQIM ■
F P U T  I SQIM
FGET ONE
F A D D  I PDF
F P U T  I PDF
FEXT
S T A
XRCL
C L E A R
XRIN XRCL
RTL
RTL
RTL
5MA
J M P . +4 ■
C LA I AC 
DCA FL.A61 
JMP I QUEST 
RAL 
SPA
JMP I JUDY 
ISZ TEN 
JMP I BEGN 
C L EAR 
TAD MOTS 
DCA 0 T 8 
TAD DATE 1 
DCA IMF 
TAD DATES
070 1 7308 WHICH*
FOR ION-SCALED INPUT 
REPLACE 0621 TO 0626 WITH
CLL RAR 
CLL RAR 
DCA FIRST
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0707 3133 DCA AVERGE
07 10 1113 TAD DATE/}
0711 3 1 3 A DCA B U F F E R
07 IS 3 102 DCA C H E C K
07 13 7 2A0 .ST A
071./! 6 33 A XRCL
0715 7300 C L E A R
07 16 6 33 5 X R I N  XRCL
07 17 7 006 RTL
0720 7006 RTL
07 21 7 006 RTL
0722 7 006 RTL
07 23 7 00A RAL
0724 7500 SMA
072 5 5332 JMP AT
0726 7 300 C L E A R
0727 1112 TAD DATE3
07 30 3132 • DCA IMF
0731 5337 JMP A V
07 32 7 004 AID RAL
0733 7 500 SMA
0734 5337 JMP AV
073 5 7 201 CLA I AC
07 36 3 102 DCA CHECK
0737 2101 ALL ISZ 0T8
074C 7410 SKP
07 41 537 3 JMP OUT
0742 7 300 C L E A R
0743 1102 TAD CHE C K
0744 7440 SZA
0745 5354 JMP QT
0746 4407 JMS I 7
0747 5 53 2 FGET I IMF
0750 4533 F D I V  I AVERGE
0751 6 534 F P U T  I BU F F E R
07 52 0000 FEXT
07 53 5360 JMP BT
07 54 4407 QT j JMS I  7
0755 5533 FGET I AVERGE
07 56 6  5 3'4 F P U T  I  B U F F E R
07 57 0000 F E X T
0760 7 300 BT» C L E A R
0761 2132 I SZ IMF
0762 2132 ISZ IMF
07 6 3 2132 ISZ IMF
0764 213 3 ISZ A V E R G E
07 6 5 2133 ISZ A V E R G E
07 66 2 133 ISZ A V E R G E
0767 2 1 34 I SZ B UFFER
077 0 2134 . ISZ BU F F E R
077 1 2 1 3 4 I SZ B U F F E R
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077 2 5337 JMP AV
077 3 7300 OUT, C L EAR
077/1 453 5 JMS I SCALE
07 7 5 7 300 C L E A R
.077 6 1 147 TAD FLAG 1
m n 7 440 SZA
1000 5 523 JMP I TEST
1001 4536 JMS I SCOPE
1002 5 54 1 JMP I BEGN
1003 4 53 6 FINISH, JMS I SCOPE
100/1 7 240 STA
1005 6 334 XRCL
1006 7 300 C L E A R
1007 7 201 C L A  IAC
1010 3147 DCA FLAG 1
101 1 7 300 CL. EAR
1012 3102 DCA CHECK
1013 6 33 5 X R I N  XRCL
101/1 7 006 RTL
1015 7006 RTL
1016 7510 SPA
1017 5 541 JMP I BEGN
1020 7(334 RAL
102 I 7 500 SMA
1022 5227 J M P . +5
102 3 4407 JMS I 7
1024 51 53 F G E T  NR
102 5 3000 FEXT
1026 4456 JMS J. '6
1027 7 906 RTL,
103 0 7 515 SPA
1031 5543 JMP I JUDY
1032 7 90 4 RAL
1033 7 510 SPA
1034 5537 JMP I QUEST
1035 7094 RAL
1036 7 500 SMA
1037 5 523 JMP I TEST
1040 7004 RAL
1 04 1 7 500 SMA
1042 5 52 3 JMP I TEST
1043 7309 C L E A R
1044 1 164 TAD FLAGS
1045 ' 7 4 4 0 SZA
1046 552 3 JMP I TEST 
P A U S E
1047 6932 KCC
1050 6 946 TLS
105 1 449 5 JMS I 5
1052 4497 JMS I 7
1053 6 1 5 3 F P U T  TOIJ
10 54 0 0 9 0 FEXT
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055 7 A 02
0S6 7300
057 6026
060 110 0
06 1 3 1 0 1
062 1111
063 3130
06 A 1110
065 3132
066 1112
067 3 1 3 1
07 0 A A 07
07 1 5530
37 2 4150
07 3 4156
07A 0000
07 5 4406
07 6 2130
07 7 2130
100 2130
101 2101
102 527 0
103 7300
106 1111
105 3 1. 3 0
136 1 100
137 3101
1 10 4407
1 1 1 5532
112 41 53
1 13 4530
1 10 4 1 6 1
1 1 5 00C0
1 16 4406
.1 1 7 2130
120 2130
121 2130
122 2138
123 2132
12/1 2132
125 2101
126 5 310
12 7 7 300
130 1111
13 1 31 30
132 1 100
1 3 3 310 1
130 443 7
1 3 5 5 53 1
136 4 1 5 3
137 4530
1 AC 4 I 6 1
HLT 
C L E A R  
PL, S
TAD M O T 8 
DCA 0T8 
TAD DATE2 
DCA PDF 
TAD D A T E 1 
DCA IMF 
TAD D A T E 3 
DCA SQIM 
JMS I 7 
FGET I PDF 
FDIV NB 
F D I V  DEL T X  
FEXT 
JMS I 6 
ISZ PDF 
ISZ PDF 
ISZ PDF 
ISZ 0 T 8 
JMP. - 1g 
C L E A R  
TAD D A T E 2 
DCA PDF 
TAD M0T8 
DCA OT8 
JMS I 7 
FGET I IMF 
FDIV TOIJ 
F D I V  I PDF 
F D I V  ZZZ 
F E X T  
JMS I 6 
ISZ PDF 
ISZ PDF 
ISZ PDF 
ISZ IMF 
ISZ IMF 
ISZ IMF 
ISZ 0 T 8 
J M P .-16 .
CL, EAR 
TAD DATES 
DCA PDF 
TAD M O T S  
DCA 0 T 8 
JMS I 7 
FGET I SQIM 
F D I V  TOU 
F D I V  I PDF 
F D I V  ZZZ
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1141 416 1 FDIV ZZZ
1 148 0000 FEXT
1 143 440 6 JMS I 6
1 144 2130 ISZ PDF
1 145 2130 ISZ, PDF
! 146 2130 ISZ PDF
1 147 213 1 ISZ SQIM
1 1 50 2 1 3 1 ISZ SQIM
1 1 5 1 2 1 3 1 ISZ SQIM
1 152 2 101 ISZ 0 T 8
11 53 5 334 JMP.~17
1 1 54 7 30 0 CLEAR
1 1 55 7001 I AC
1 156 3164 DCA F L A G 2
1 157 5523 JMP I TEST 
* 1 90
0100 7 600 MOTS* -0200
0101 0000 0 T S * 0
0102 0000 CHECK* 0
0103 03 57 T EST 1 * TUG
0104 0456 TESTS* SET
0105 0450 TEST3* RESET
0 106 0 3 54 TEST4* D A TAR
0137 0 3 5 1 TESTS* TEMP
0110 26R0 DATE 1 * 2600
0111 3430 DATES* 3 4 3 0
0112 4200 DATE3* 4290
013 3 5032 DATEA* 5000
0 1 1 4 0 46 0 91 PE* TAG 3 ■
0115 0 0 0 0
0116 0000
0117 0 000 SAMPLE* 0 * 0 * O
0120 000 1
0121 2000
0122 0000 ONE* coo 1;2Q0o;
012 3 1 003 TEST* F I N I S H
0124 0000 TEN* 0
0125 9000 FIRST* 0
0126 0 4 9 0 EVEN* 0400
0127 0690 NEXT* 0600
0133 0000 PDF* 0
0131 0006 SQIM* 0
0132 0300 IMF* 3
0133 0 0 9 0 AVERGE* 0
0134 9000 BUFFER* 0
0 1 3 5 029 0 SCALE* TAG 1
01 36 0 40 9 SCOPE* TAGS
0137 07 31 GUEST* W H I C H
01 40 9 013 C 1 3 * 00 1 3
0141 0 554 BEGN* START
0142 2902 ON* 2002
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01 A3 0 500 JUDY*
01 A A i ‘ < V i 3
01 A 5 ,i, ,r
0146 • IwJO SIZE*
01 47 r0" 0 FLAG 1.
01 50 O'M'0
0151 00
01 52 ! i 0 ir% NB*
01 53 r< o: . ;
01 54 01 sir
0155 30' 0 TOU*
0 1 5 6 / 7 / 3
0157 2O30
0160 447 0 D E L T X
0161 0006
0162 3720
0163 0000 z z z *
0164 0 O 0 0 FLAGS
0 16 5 1200 BE*
0166 1227 MO*
0167 13 56 BO*
0170 1315 QO*
0 1 7 1 0 0 0 0 STORE
01 7 2 3030 AUTO*
01 7 3 0 36 1 BIG*
0 1 7 4 Goon
017 5 GOO G
017 6 0 00 0 A*
0177 145 5 Z 2*
REST
0; 0; 0 
0
0 * 0 * 0
0;  0 g
7773; 203014470
0006; 3 7 2 g;0
0
BEGIN
M O R E
BOB
Q
0
0
L A R G E R
0; 0; 0 
Z1
P A U S E
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/ A U T O C O R R E L A T I O N
/C 7 SET HOLDS DISPLAY
/C 7 NO T  SET RELEASES D I S P L A Y
/ CA SET O U TPUTS DATA WHEN P R O G R A M
/ H A L T E D  OR F I N I S H E D
/C 5 SET H A LTS PROGRAM
/C6 SET C O N TINUES P R OGRAM
/C3 SET RESTARTS PROGRAM
/C2 SET OUTPUTS NO. SAMPLES TAKEN
/Cl SET OUTPUTS V A R I A N C E  OF L A R G E S T  POINT'
/ALL SWIT C H E S  SHOULD PK SHUT OFT' UPON
/ I N I T I A T I O N  OF PRO P E R  C O M P U T E R  A C T I O N  EXCEPT
/ C 7 W H I C H  MUST REMAIN SET TO H O L D  D I S P L A Y
/IF THIS IS D E S IRED
* 120O
1200 7300 BEGIN* C L E A R
JMS I WIPE 
CLE A R  
DCA FLA G S  
TAD DATES 
DCA I TESTA 
TAD DATEA 
DCA I TESTS 
TAD DATE4 
DCA I T E S T 3 
TA D  MOTS 
DCA I TESTS 
TAD MOTS 
DCA I TEST 1 
DCA NB 
DCA NB+1 
DCA NB+2 
KCC 
TLS
JMS I 5 
JMS I 7 
FPUT SAMPLE 
FEXT 
CLEAR 
TAD MOTS  
DCA OTS 
TAD DATE 1 
DCA STORE 
TAD DATES 
DCA AUTO 
DCA CHECK 
ST A 
XRCL 
CLE A R  
X H I N  XRCL 
RTL 
RTL
1201 451A
1202 7300
1203 3164
1204 1111
1205 3 506
1206 1113
1207 35S7
1210 111 3
1211 3 50 5
1212 110 0
1213 3504
1214 1100
1215 3503
1216 3 150
1217 3 151
1220 3152
1221 6032
1222 6046
1223 440 5
1224 4407
122 5 6115
1226 0000
1227 7300 MORE*
1230 1100
1231 3101
1232 1110
1233 317 1
1234 1111
123 5 3 172
1236 3102
1237 7 240
1240 6 3 34
1241 7 30C
1242 6335
1243 7 096
1244 7 006
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1245 7 006
1246 7004
1247 7 510
1250 520 0
1251 7 00 6
1 o <\ o J. c  , c , 7 500
1253 5256
1254 4 53 5
1255 5 567
1256 440 7
12 57 5150
1260 1 120
1261 6150
1262 2115
126 3 0000
1264 7 300
1265 104 5
1266 7 51 0
1267 527 2
1270 453 5
127 1 5 567
127 2 6 362
127 3 7300
127 4 6 37 1
127 5 1 142
127 6 6346
127 7 7 300
1 300 6 3 3 2
130 1 5300
1302 6 362
1303 3 57 1
1304 2 17 1
1305 2 1 0 1
1 306 5277
1 307 7 300
1310 6342
1311 1110
1312 317 1
1313 1 100
1 3 1 4 310-1
1315 7300
1 31 6 1 57 1
1317 3045
1320 3 04 6
132 1 1 14 3
1 322 3 044
132 3 4407
1324 7000
132 5 0600
13 26 7 3O0
1327 1 102
133 0 7 44 0
RTL,
RAL
SPA
JMP B E GIN
RTL
SMA
J M P . +3 
JMS I SCALE 
JMP I BO 
JMS I 7 
FGET NB 
F A D D  ONE 
FPUT NB 
FSIJB SAMPLE 
FEXT 
C L E A R  
TAD A 5 
SPA
J M P • + 3 
JMS I SCALE 
JMP I BO 
RADC 
C L EAR 
A C M X  
TAD ON 
ZTEN OTEN 
UP* C L E A R
SKAD 
J M P .- 1 
RADC
DCA I STORE 
ISZ STORE 
ISZ 0 T 8 
JMP UP 
C L E A R  
ZTEN
TA D  DATE 1 
DCA STORE 
TAD M O T S  
DCA 0T8 
CD C L E A R
TAD I STORE
DCA 45
DCA 4 6
TAD C 13
DCA 44
JMS I 7
F N O R
FEXT
C L E A R
TAD C H ECK
SZA
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1331 5340 j m p  n
1332 4407 JMS I 7
133 3 6174 FPUT A
1 3 3 /J 0000 FEXT
13 3 5 7 300 C L EAR
1336 7 001 I AC
1337 3102 DCA CHECK
13/13 440 7 [6 JMS I 7
18/!l 3 1 7 4 FMPY A
1342 1 572 F A D D  I AUTO
1343 6572 FPUT I AUTO
1344 000 8 FEXT
1345 817 2 ISX AIJTO
1346 2172 ISX AUTO
1347 217 2 ISX AUTO
3 3 50 217 1 ISX STORE
1351 2101 ISX 0 T 8
13 52 5 570 JMP I 00
1353 453 5 JMS I SCALE
1354 4536 JMS I SCOPE
1355 5 566 JMP I MO
1356 4536 B O B j JMS I SCOPE
1357 7 240 STA
1360 6 334 XRCL
1361 7 300 C L E A R
1362 6335 XRIN XRCL
136 3 7806 RTL
1364 7006 RTL
136 5 7 004 RAL
1 3 6 6 7500 SMA
1367 5377 JMP.+10
137 0 4407 JMS I 7
137 1 5 57 3 F G E T  I BIG
137 2 41 50 FDIV NB
137 3 4577 F D I V  I Z8
1374 4 577 F D I V  I Z2
1 37 5 0000 FEXT
137 6 4406 JMS I 6
1877 7 004 RAL,
1400 7 500 SMA
1 40 1 5206 J M P . +5
1402 4407 JMS I 7
1403 51 50 F G E T  NB
1404 0000 FEXT
1485 448 6 JMS I 6
I486 7 084 RAL
1487 7 5 1 0 SPA
1410 5565 JMP I BE
14 11 7 884 RAL
1412 7 588 SMA
1 4 1 3 522G J M P . + 5
14 1 4 7 380 C L E A R
TO ELIMINATE DISPLAY 
REPLACE WITH: 
NOP 
NOP
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1415 1 164 TAD El..AG 2
1416 7450 SNA
1417 5 224 JMP • + 5
14R0 7 006 RTL,
142 1 7 510 SPA
1422 5566 JMP I MO
1423 5567 JMP 1 BO
1424 7 402 HL.T
142 5 7 303 CLEAR
1426 6032 KCC
1427 6 346 TL S
1430 6026 PLS
1431 1 100 TAD MOTS
1432 3101 DCA 0T8
1433 1111 TAD DATES
1434 317 2 DCA AUTO
143 5 4407 JMS I 7
1436 557 2 FGET I AUTO
1437 4150 FDIV MB
1440 42 55 F D I V  XI
1 44 1 425 5 FDIV XI
1 442 0000 FEXT
1443 4406 JMS I 6
1444 2 1 7 2 ISX AUTO
144 5 2 172 ISX AIJTO
1446 2 1 7 2 ISZ, AUTO
1447 210 1 ISX 0 T 8
145 0 5235 J M P . - 13
1451 7 33 0 CLEAR'
1452 7001 I AC
145 3 3164 DCA F L A G 2
1454 5 567 JMP I BO
145 5 001 0
1456 3723
1457 0000 Zl* 0 0 1 0 : 3 7 2 0 1 O
A 0174
AC MX 6371
ADCV 6364
AT 0732
AUTO 017 2
AV 07 37
A V E R G E  0133
B 1 340
BANG 0306
BBT 0242
BE 0165
BEG IN 1 200
BEGN 0 1 4 1
BIG 3 1 7 3
BO 0 167
BOB 1 356
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BRIGHT 6 32/i
13 T 0760
B UFFER 01 30
CENTRE 0367
CHECK 0 1 3 S
CLEAR 7303
CLER 6351
CLRK 6354
CLXK 6 3 52
CONST 04 7 2
COU 047 3
COUNT 0454
C 0 0200
Cl 0100
Cl 3 0140
02 0040
C3 0020
C4 0010
C5 0004
C6 0002
C7 0001
DATA 0353
DA TAR 03 54
DATE1 0 110
DATES 3 111
DAT 133 3 112
DATED 9113
DEL, TX 3 1 36
DIS 6334
DISPLY 0 3 5 5
DONE 0337
D5B 6 324
DXC 630 1
DXL 6302
DYC 631 1
DYI. 6312
EVEN 0126
EXIT 3350
EXPAND 3 37 2
FIF 0455
FIFTY 0427
FINISH 1033
FIRST 012 5
FLAG 0 3 7 5
FI.. AG 1 3 147
FLAGS 0164
GARY 331 3
GO 0327
ICMX 636 I
INF 0 132
INDEX 0010
JUDY 0143
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KN 0130 003 A
KN0R1 1303 5
KM0B2 O036
KNOB 3 0 037
L A R G E 0 3 50
LA R G E R 036 1
MO 0 1 6 6
MONE 0360
MORE 1 2 27
MOTS 0100
MOVE 3 A 5 3
MTK 7 3 A 6
MTV 7 344
Ml 3 0360
N3 0150
NEXT 0127
NORMAL 0 3 7 3
NOT 0224
NUMBER 0457
OIN 0541
ON 0142
ONE 0120
OTF.N 6 344
OTS 0 13 1
OUT 077 3
OUTPUT CPU 1
P 026 0
PDF 0 13 3
PC! 0433
Q 1315
00 0 1 7 0
QT 07 54
QUEST 0 1 3 7
R 021 3
RADC 6362
RESET 0450
REST 0500
m 0010
R2 0020
R4 0040
SAMPLE 0115
SCALE 0135
SCOPE 0136
SET 0456
SIRE 0 144
SUAD 6 33 2
s k i m ; 6 32 2
5KRK 6 34 1
SKXK 632 1
SQIM 0 1 3 1
so n o o x 0 00 2
SQUARE 000 1
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START 0554
STORE 017 1
SO /i.ORO
Si' 2 0 6 0
5 2  1O00
53 0000
TAB 03 56
TABLE 2 6 6 0
TAG 1 0 2 6 0
TAGS 04 00
T A G 3 046 0
TEMP 035 1
TEN 0 124
TEST 0123
TEST1 0103
TESTS 0104
TEST3 0105
TESTA 0106
TEST 5 0-107
TOU 0153
T TABLE 047 4
TUG 0357
TWO 7326
UP 1277
UPP 0 526
WHICH 07 0 1
WIPE 0 114
X A R R A Y  045 1
XRCL 6 3 34
XRIiM 6331
YARF.AY 04 5 2
ZERO 024 6
ZTEN 634 2
ZZZ 016 1
Z! 1455
X2 0177
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APPENDIX C
DISCRETE FOURIER TRANSFORM PROGRAM
Following this discussion is a listing of a subroutine 
program written in Fortran used to compute the discrete Fourier 
transform and its inverse using a fast Fourier transform algorithm.
The comments at the beginning of this program describe in detail how 
to use it.
The discrete Fourier transform program utilizes the fast
Fourier transform algorithm as discussed by Brigham and Morrow (1967).
The basic Fourier equation pair to be solved in order to obtain the
discrete Fourier transform and its inverse is given as
N-l
S(nAf) = At x (kAt) exp (- j27r(nk)/N) (C.l)
k=o
n 0,1,«#. If—1
N-l
x(kAt) = A.f Y  S(nAf)exp (+ j2 tt{n.k)/N) (C 2)
k=o
k = 0,1,...N-l
Where f = NSt (C. 3)
and N is the number of samples. At is the sampling interval and
Af is the frequency interval resulting from a given choice of N and
At. x(kAt)■represents a vector containing values obtained by
sampling a time function. S(nAf) represents a vector containing the
values of the discrete Fourier transform.
Equations (1) and (2) each comprise a set of N equations
2and m  general each requires N complex multiplications and divisions. 
The fast Fourier transform algorithm, described in detail by Brigham 
and Morrow (1967), drastically reduces the number of complex multi­
plications and divisions when the number of samples, N, is chosen
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equal to 2 where y is an integer. As can be seen by equation (C.3}, 
At is the main factor in determining the maximum frequency component 
of the calculated spectrum; whereas, N effects the spectrum density.
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FL T o c. ou
S U P 0 O U T  INF n-T( SA MOLD , S AOR L 1' , D E L T , N , L G A M A , F R L Q , i N V )
C
C SA M PL R  A N C SA PPLI APE A R R A Y S  C C M  A I M  KG IFF R f A L AN C I MA G I N A R Y  P AR TS
C OF S A M P L E S  T A K E N  AT INC R E wf- NT S OF DFLT. THE N U M B E R  CF S A M P L E S  N MUSI
C ‘BE G I V E N  BY n V p ^ V l G A Y A  WHFP^ t G A  M A IS AM ' I N T E G C P .  (N M A X = 1 0 ? 4 >
C IN V = 0 FOR THE FFT, +1 FOP Tf * L I N V E R S E .  A FTE R FI T H O R  T E E  FIT CP ITS
C INV ERS E H AS  B E E N  C A L C U L A T E D ,  THE T HR EE  ARR AY S  FP.EO, S A M P L E  AND SAMPLE
C C O N T A I N  THE FR.FQUF NC Y { 0 ?' TI Mr ) , R E A L  AND I RAG I M AR Y  P A R T S  P E SB EC T IV E L v
C OF THE T R A N S F O R M
C
c
C S T O R F  S A M P L E S  AS C 0 Y P L E X !\UNBLD S. C A L C U L A T E  FRE.OU ENCY AXIS 
C O M P L E X  X,PR , A A , C E X P , C M P L X
D T ME N S T CN S A M P I, R ( N )  ,  S A P  PI  I  ( N j  ,  F R F Q ( N ) f X < 1 0 ? 4  ) , K (  1 0 2 ' t )
AM-N
!,a = n /;>
....... DO IT J “ .1 , N   ...........
AJ---J-I
PR ED ! J } =AJ/( A N* DF  LT ) -1. / I?. *0 0 IT )
I T X { J ) ~C L Pi_ X { SA M PL R ( J ) , S A M P1.; I ( J ) )
C
C RE A R R A N G E  S A M P L E S  FOR I N V E R S E
IF ( IN V .l.T. n C O  TO S 7
DO 3 I=1,NA 
IR k = I + N A 
A A - X U R R  ) 
x< IRp ) = y’{ I )
3 X ( I 1 - A A
c. . .
C L AST  FOUPP I MR TR A N S  F O R M  A L G C P ! THM
0 D O  1 A 1 = 1 i M 
I A K ( T ) = 0
DO 17 |.= 1, LGA MA 
L. L L = 0
 ^ I E N D - M  /  / * * ! . . .............................................  ^
! 5~?RF| /?
no IT J = I , L 5
t. .1=111. + 1
L 2 = L L L + L E N D
PO 16 I = L I f L 2
K( T )-!<( I — ( J — 1 3 * L E N n ) /?
IF I INV .GT. 0 ) G 0  TO 1
P»R=X.f I +LFND) * C t x P ( C Y R L X f D .  *3 . 1 M  5 1 / AN*K{ I ) 5 )
CP TO p
1 P p = X ( I ♦LEND) *C EXPIC.MPLX (0. ,+-2. * 3 . 1 A 1 5 0/ A M ;.K ( I) ) )
5 1 1 = 1+ L t u n
v ( I I I - M I ) : p R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
X ( I != x fI )  + PR
16 11. = T 
t.T=L .L.+ I 
i 4 = 01 + 1.070 
DC 17 I= 1 3 , LA 
F ( I ! = K i !. L ) +N /? ■
1.7 L L 1. = I
. C
C RFAPT'ANCF S C R A M B L E  0 VE C TO R  
r'0 ID 1=1, -N+
K K = K ( I ) f 1
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FF T
8/.
K K  ) - ! U  A t (  V( I ) ) *r)F I T
10 SAM'11, r ( KK ) = A I (V AQ ( x ( I ) } * n n  T
I F !  INV .GT. C ) 0 Q  TO R
c.
C , P r A K R A M G F  PC)I N T S  TO PI (IT SYVp TP I C. S P F C T P U P  
nn 7 1 = 1 , NA
T P - I H ' I A  
R A -• S A M P l . p  ( I R  )
0 B -  F A M p L J ( T R j 
S A V P L R ( I R )- S A M P L P  ! r )
SAFPL T ( I R ) = S A M P L I ! I )
S A M P L P { I ) =R A 
7 S A M r> t I ( t ) = p q
« PF-TljRNJ
!- m q
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APPENDIX D 
CALCOMP PLOTTING PROGRAM 
A listing of the plotting subroutine program is given on 
the next page. This subroutine was written in Fortran and was used 
to plot most of the graphs given in Chapter 4. Plotting was done 
by a Calcomp plotter connected to an IBM 36 0 model 65 digital computer 
The comments at the beginning of the program describe how to use it.
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CAT C M 83.
U"<ncr/J l bn. € MCC': {>’ a M A Y  , v M  L f.Y»Lf NCEE/LTNTYP, NAUTOX, ST M M X  , a tncx ,
1 V h t o  y r S']re -r Y f n I>JC Y , i y !] p o )
c
r n r ':*y a y e  ya.f r a y  a p e  t e r  v a r t  a hi f s  s c  r e  f t c t t e d  a i c r g  t h f  x a n t: y 
C AX'! F P: ESP}-. C TIV FI,Y. N I3 TEE 5? 17 I G£ T E E  ARRAY + 2 (IK)If! W 1JS1 RE THE
C 5> A R r:) . MOFF If' -3 IF CAT,COD IS 10 R F C A T.L FD AGAIN. Vi)V?~3 IF M M  UFX7
C iR'AR' TS TO PF DRAIN OR THF H A I! H AXIS. TO DRAW IT OR THE SA«F AXIS
0 nsi- CALI SC A 1 E ( 7 A r L A Y , n , N, 1) , THFN CALI I, T N F (X A P n A Y , Y A RR A Y f K , 1 f 0 , 01 ,
C T V 7 R CALL L 1,0'" ( 1 <! . , - 1 . , NO F F) . IF THIS IS THF FAST GRAM! USE N0FF=9«9
C "THT!'C'' D EG C R U M S  '•’HE G Y M PCI TO F I- E5AWN AT EACH POINT. SEE T,TNTYD
C..T F F T T TI I f 3 SnBTITT. i'cr AND AXIS
,, T A R F t y.-r NG A EE REAR 7 R C H DATA CARDS AS IN ST AT EM If NT L . THE NUMBER OF
0 C!1 Ai’AO-PRRS ( 3? M X )  IN THE ?U BA S f: PPECEFPS THE PHPASF ON THF DATA
C CARDS. II NT YP T0 THE CCKT DOT. D A M M  r Y F F F, F S 0 P I PIN 0 TH F  TYPE OF LINE TO
C H E DR AT R I 1; T W F N POINTS (SEE N AN HA I) . NAUTCX AND M A'JOTY AD V~0 IF
C A I! 7 CD A TIC SCAT INC IS D T S I P F D j I F NOT THEY A S F MON ZERO. G T A R T X , A IN C X ,
C.S T M T Y ,  M N C Y ,  T HK N CO NT A IN TIT T S T ART TNG VALUES AND I NCR FM F NT S IX EG TC
C PF USED CD THE X AND Y AXIS RESDFC?IV FLY. NOTE THIS S U B R O U T I N E  BEADS
C h DATA- C API'S EACH TIDE II I? CALI ED.
0
c
DJ M M S I C N  XAPPAY (1) /YAP FAY (I.) , IEIJF(IOOO) , TITTLE (37) ,TXAXIS(3?) ,
1 IY A X IS (3 2) , IS P B 1 (3 2) , I GUF.2 ( 3 ?)' , 1 S D B ? (3 2)
N = T. - 7
P FAC 5, N1 , {ITIT IF (I) ,1-1,81 
F p A D %  !’2 P f TYAYIS (I) ,1-1,8)
FFAD S , N3 , (IVAXIS (I) ,T= 1 ,8)
RRAr G , T 1, (I SUP 1 (I) ,1 = 1 , P)
■ ...  M'AL P , T 2 f (I SUP 2 (I) , 1-1,8)
ER Pi: S  i R, I I!'!)!-.) (I) ,1 = 1,8)
3 F m  RAT (12 ,R M  )
C A I I w L C T S (I F n I , 1 C 0 C)
C M  I M  CM (P. ,-11, ,-?)
CALL D I M  ( 3, r M  3)
XL-’RR Y (D + 1 ) r ST A FIX .
X A ;M Y ( N + ?) - A I X C X 
YA IP A v | M  1 ) = S 7 A Rrf' Y 
YARD AY {7*7) - A I J’ C Y
IF {NAHTCY -EC. 0 ) C A J I SCALE { X A M M Y ,  6., N, 1)
I p { N A U T C Y M O ,  C) CAT L SCAT.F { Y A D FAY,'?. , 1,1)
C A M  h.XJS (C. ,0. , IX A X IS ,-N2 ,6. , 0. , X A F F A Y (N + 1) , X APR AY (N + 2) )
CALT. aYTS {0, f0. ,IYA>:iS M-H3.7. fP0. ,YADFAY (K+1) ,YAEFAY (N + 2) )
CALI LIND ( XADR AY ,YAP DAY , U, 1 ,I IDTY? , I NT DC)
C A M  IT CT (6 . ,0. ,3)
C A M  M  C - M M  , 7. , 2)
C M  I FLCT (C. »7. ,2)
........ C ALL PI CT ( 0 . , 0 . , 7) ' ' .......... . ..........
C M  I S YMBCL (. S , G . 6 , . 7 1 , TT TT I F , 0. , N 1)
CALI SY'-Pfi { . 8, C. 2, . m , I S U P 1  ,0. ,T 1)
c m i  s v;• n c T. (.s ,s .9,. i a , i s n p 2 ,0 . ,1.2 )
ere I S V PPL ( M  , ’M  C , . IT , T R I M  ,0 .,13)
C A M  FT C'T ( V n  f~ p. , NCFF)
r v<p--~ m
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