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MARTINGALE SOLUTIONS FOR THE STOCHASTIC NONLINEAR
SCHRO¨DINGER EQUATION IN THE ENERGY SPACE
ZDZISŁAW BRZEZ´NIAK, FABIAN HORNUNG AND LUTZWEIS
ABSTRACT. We consider a stochastic nonlinear Schro¨dinger equationwithmultiplicative noise
in an abstract framework that covers subcritical focusing and defocusing Stochastic NLSE in
H
1 on compact manifolds and bounded domains. We construct a martingale solution using
a modified Faedo-Galerkin-method based on the Littlewood-Paley-decomposition. For the
2d manifolds with bounded geometry, we use the Strichartz estimates to show the pathwise
uniqueness of solutions.
Keywords: Nonlinear Schro¨dinger equation, multiplicative noise, Galerkin approxima-
tion, compactness method, pathwise uniqueness
1. INTRODUCTION
The article is concerned with the following nonlinear stochastic Schro¨dinger equation{
du(t) = (−iAu(t)− iF (u(t)))dt− iBu(t) ◦ dW (t), t > 0,
u(0) = u0,
(1.1)
in the energy space EA := D(A 12 ), where A is a selfadjoint, non-negative operator A with a
compact resolvent in an L2-space H, F a nonlinearity, B a linear bounded operator, W is a
Wiener process and the equation is understood in the (multiplicative) Stratonovich sense.
Three basic examples of the operator A are
• the negative Laplace-Beltrami operator−∆g on a compact riemannianmanifold (M, g)
without boundary,
• the negative Laplacian −∆ on a bounded domain of Rd with Neumann or Dirichlet
boundary conditions,
• fractional powers of the first two examples.
The two basic model nonlinearities are
• the defocusing power nonlinearity F+α (u) := |u|α−1uwith subcritical exponents in the
sense that the embedding EA →֒ Lα+1 is compact
• and the focusing nonlinearity F−α (u) := −|u|α−1uwith an additional restriction to the
power α.
The typical noise term has the form
−iBu(t) ◦ dW (t) = −i
∞∑
m=1
emu(t) ◦ dβm(t) = −1
2
∞∑
m=1
e2mu(t)− i
∞∑
m=1
emu(t)dβm(t) (1.2)
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with a sequence of independent standard real Brownian motions (βm)m∈N and functions
(em)m∈N satisfying certain regularity and decay conditions that guarantee the convergence
of the series on the RHS of (1.2) in the space EA.
The main aim of this study is twofold. Firstly, it proposes to construct a martingale solu-
tion of problem (1.1) by a a stochastic version of a compactness method. Secondly, it pro-
poses to prove the uniqueness of solutions by means of the stochastic Strichartz estimates.
In this respect it differs from many previous papers on stochastic nonlinear Schro¨dinger
equations, notably [BM14], [dBD99], [Hor18b], and references therein, in which the proofs
of both the existence and the uniqueness were obtained by means of appropriate stochastic
Strichartz estimates. The compactness approach to the existence of solutions of 1-D stochas-
tic Schro¨dinger equations in variational form has recently been used in a paper [KL16] by
Keller and Lisei. Classical references for the construction of weak solutions of the determin-
istic NLSE by a combination of a compactness method and the Galerkin approximation are
[Gaj78] and [Gaj79] for intervals and [Nas80] as well as [Vla87] for domains of arbitrary di-
mension. Let us point out that Burq, Ge´rard, Tzvetkov in [BGT04] also used a compactness
method in the proof of their Theorem 3 but instead of the Galerkin approximation they used
an approximation by more regular solutions. In particular, we give a new proof of these
results. But we would like to emphasise that the deterministic case is significantly simpler
since our spectral theoretic methods to construct the approximations of the noise term are
not needed.
In technical sense, the present paper is motivated by the construction of a global solution
of the cubic equation on compact 3d-manifolds M generalizing the existence part, see The-
orem 3 of Burq, Ge´rard, Tzvetkov in [BGT04], to the stochastic setting. In three dimensions,
the fixed point argument from [BM14] is restricted to higher regularity, because it requires
the Sobolev embeddings Hs,q →֒ L∞, which are more restrictive in 3D than in 2D. Hence,
this approach only yields local solutions, which is the motivation for constructing a global
solution in H1(M) with an approximation procedure based on the conservation laws of the
NLSE without using the dispersive properties of the Schro¨dinger group. We remark that
in [BGT04], the authors also prove uniqueness for the deterministic NLSE in 3D. For the
equation with noise this question will be addressed in a forthcoming paper.
In the present paper, we construct a martingale solution of problem (1.1) by a modified
Faedo-Galerkin approximation{
dun(t) = (−iAun(t)− iPnF (un(t))) dt− iSnB(Snun(t)) ◦ dW (t), t > 0,
un(0) = Pnu0,
(1.3)
in finite dimensional subspaces Hn of H spanned by some eigenvectors of A. Here,
Pn : H → Hn are the standard orthogonal projections and Sn : H → Hn are selfadjoint
operators derived from the Littlewood-Paley-decomposition associated to A. The reason for
using the operators (Sn)n∈N lies in the uniform estimate
sup
n∈N
‖Sn‖Lp→Lp <∞, 1 < p <∞,
which turns out to be necessary in the estimates of the noise due to the Lp-structure of the en-
ergy, see (1.4) below, and which is false if one replaces Sn by Pn. Using the Littlewood-Paley
decomposition via the operators (Sn)n∈N can be viewed as the one of the main analytical
contributions of this paper. We remark that in the mean time, a similar construction has
been used in [Hor18c] to construct a solution of a stochastic nonlinear Maxwell equation by
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estimates in Lq for some q > 2. This indicates that our method has potential to increase the
field of application of the classical Faedo-Galerkin method significantly.
On the other hand, the orthogonal projections Pn are used in the deterministic part, be-
cause they do not destroy the cancellation effects which lead to the mass and energy conser-
vation
‖u‖2L2 = const,
1
2
‖A 12u‖2L2 + Fˆ (u) = const (1.4)
for solutions u of problem (1.1) in the deterministic setting, where Fˆ denotes the antideriva-
tive of the nonlinearity F.Note that in the case F±α (u) = ±|u|α−1u, the antiderivative is given
by Fˆ±α = ± 1α+1‖u‖α+1Lα+1. In the stochastic case, the mass conservation ‖un‖2L2 = const for so-
lutions of (1.3) holds almost surely due to the Stratonovich form of the noise. Moreover, the
conservation of the energy is carried over in the sense that a Gronwall type argument yields
the uniform a priori estimates, for every T > 0,
sup
n∈N
E
[
sup
t∈[0,T ]
‖un(t)‖2EA
]
<∞, sup
n∈N
E
[
sup
t∈[0,T ]
‖un(t)‖α+1Lα+1(M)
]
<∞. (1.5)
Combined with the Aldous condition [A], see Definition 4.3, which is a stochastic version of
the equicontinuity, the estimates (1.5) lead to the tightness of the sequence (un)n∈N in the
locally convex space
ZT := C([0, T ], E
∗
A) ∩ Lα+1(0, T ;Lα+1(M)) ∩ Cw([0, T ], EA),
where Cw([0, T ], EA) denotes the space of continuous functions with respect to the weak
topology in EA. The construction of a martingale solution is similar to [BM13] and employs
a limit argument based on Jakubowski’s extension of the Skorohod Theorem to nonmetric
spaces and the Martingale Representation Theorem from [DPZ14], chapter 8. Our main
result is the following Theorem.
Theorem 1.1. Let T > 0 and u0 ∈ EA. Under the assumptions 2.1, 2.4, 2.6, 2.7, there exists a
martingale solution
(
Ω˜, F˜ , P˜, W˜ , F˜, u
)
of equation (1.1) (see Definition 2.9), which satisfies
u ∈ Lq(Ω˜, L∞(0, T ;EA)) (1.6)
for all q ∈ [1,∞) and
‖u(t)‖L2(M) = ‖u0‖L2(M) P˜-a.s. for all t ∈ [0, T ].
As an application of Theorem 1.1,we get the following Corollary. Note that an analogous
result holds in the case of a bounded domain, see Corollary 3.4.
Corollary 1.2. Let (M, g) be a compact d-dimensional riemannian manifold without boundary. Let
T > 0 and u0 ∈ H1(M). Under assumption 2.7 and either i) or ii)
i) F (u) = |u|α−1u with α ∈
(
1, 1 + 4
(d−2)+
)
,
ii) F (u) = −|u|α−1u with α ∈ (1, 1 + 4
d
)
,
the equation {
du(t) = (i∆gu(t)− iF (u(t)) dt− iBu(t) ◦ dW (t) inH1(M),
u(0) = u0,
(1.7)
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has a martingale solution with
u ∈ Lq(Ω˜, L∞(0, T ;H1(M))), (1.8)
for all q ∈ [1,∞) and
‖u(t)‖L2(M) = ‖u0‖L2(M) P˜-a.s. for all t ∈ [0, T ].
Furthermore, we address the question of uniqueness of the solution from Corollary 1.2 in
two dimensions.
Corollary 1.3. In the situation of Corollary 1.2 with d = 2, there exists a unique strong solution of
(1.7) in H1(M) and the martingale solutions are unique in law.
We obtain pathwise uniqueness by an improvement of the regularity of solutions based
on the Strichartz estimates by Bernicot and Samoyeau from [BS14] and Brzez´niak andMillet
from [BM14]. Ondreja´t showed in [Ond04] in a quite general setting, that this is sufficient
to get a strong solution. In fact, our uniqueness result is more general than we have for-
mulated in Corollary 1.3. On the one hand, we allow possibly non-compact of manifolds
with bounded geometry. On the other hand, uniqueness holds in the strictly larger class
Lr(Ω, Lβ(0, T ;Hs(M))) with r > α, β := max {2, α} and
s ∈
{
(2α−1
2α
, 1] for α ∈ (1, 3],
(α(α−1)−1
α(α−1)
, 1] for α > 3.
For the details, we refer to Theorem 7.5
Let us point out that the stochastic nonlinear Schro¨dinger equations are used in the fiber
optics, nonlinear photonics and optical wave turbulence, see for instance a recent review pa-
per [TBF12] by S Turitsyn et al. and references therein. There is also an extended literature
on the nonlinear Schro¨dinger equations on special manifolds, as e.g. Schwarzschild mani-
folds, see papers [ŁS99], [AB15] and [MMTT10]. In these papers the Schro¨dinger equation
is somehow related to the corresponding nonlinear wave equation which in turn appears in
the theory of gravitational fields. Furthermore, we would like to mention the article [Par68]
which deals with the derivation of the Schro¨dinger equation on manifolds. From a mathe-
matical point of view, important questions are how the geometry of the manifold influences
the qualitative behavior of solutions and how the geometry of the manifold and the external
noise influence the well-posedness theory. Nonlinear Schro¨dinger equations on manifolds
have been studied e.g. by Burg et al. [BGT03, BGT04], see also references therein. The mo-
tivation for these authors was ”to evaluate the impact of geometry of the manifold on the
well-posedness theory, having in mind the infinite propagation speed of the Schro¨dinger
equation”.
The paper is organized as follows. In the Sections 2 and 3, we fix the notation, formulate
our Assumptions and present a number of typical examples of operators A, a model nonlin-
earity F and noise coefficients B covered by our framework. In Section 4, we are concerned
with the compactness results that we will be using later on. In Section 5, we formulate the
Galerkin approximation equations and prove the a priori estimates which are sufficient for
compactness in view of Section 4. Section 6 is devoted to the proof of Theorem 1 and in
Section 7, we focus on uniqueness in the case of 2d manifolds with bounded geometry.
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2. NOTATION AND ASSUMPTIONS
In this section, we want to fix the notations, explain the assumptions and formulate an
abstract framework for the stochastic nonlinear Schro¨dinger equation.
Let (X,Σ, µ) be a σ-finite measure space with metric ρ satisfying the doubling property, i.e.
µ(B(x, r)) <∞ for all x ∈ X and r > 0 and
µ(B(x, 2r)) . µ(B(x, r)). (2.1)
This estimate implies
µ(B(x, tr)) . tdµ(B(x, r)), x ∈ X, r > 0, t ≥ 1 (2.2)
and the number d ∈ N is called doubling dimension. LetM ⊂ X be an open subset with finite
measure and Lq(M) for q ∈ [1,∞] the space of equivalence classes of C-valued q−integrable
functions. For q ∈ [1,∞], let q′ := q
q−1
∈ [1,∞] be the conjugate exponent. In particular, for
q ∈ [1,∞] it holds that 1
q
+ 1
q′
= 1. We further abbreviate H := L2(M). In the special case
thatM is a Riemannianmanifold,Hs,q(M) denotes the fractional Sobolev space of regularity
s ∈ R and integrability q ∈ (1,∞) and we shortly write Hs(M) := Hs,2(M). For a definition
of these spaces, we refer to Definition B.1.
If functions a, b ≥ 0 satisfy the inequality a ≤ C(A)b with a constant C(A) > 0 depending
on the expression A, we write a .A b. If we have a .A b and b .A a, we write a hA b. For
two Banach spaces E, F , we denote by L(E, F ) the space of linear bounded operators B :
E → F and abbreviate L(E) := L(E,E). Furthermore, we write E →֒ F, if E is continuously
embedded in F ; i.e. E ⊂ F with natural embedding j ∈ L(E, F ).The spaceC1,2([0, T ]×E, F )
consists of all functions Φ : [0, T ] × E → F such that Φ(·, x) ∈ C1([0, T ], F ) for every x ∈ E
and Φ(t, ·) ∈ C2(E, F ) for every t ∈ [0, T ]. For two Hilbert spaces H1 and H2, the space of
Hilbert-Schmidt operators B : H1 → H2 is abbreviated by HS(H1, H2). The resolvent set of a
densely defined linear operator A : E ⊃ D(A)→ E on a Banach space E is denoted by ρ(A).
For a probability space (Ω,F ,P) , the law of a random variableX : Ω→ E is denoted by PX .
Assumption and Notation 2.1. We assume the following:
i) Let A be a non-negative selfadjoint operator on H with domain D(A).
ii) There is a strictly positive selfadjoint operator S on H with compact resolvent com-
muting with A which fulfills D(Sk) →֒ EA for sufficiently large k. Moreover, we as-
sume that S has generalized Gaussian (p0, p
′
0)-bounds for some p0 ∈ [1, 2), i.e.
‖1
B(x,t
1
m )
e−tS1
B(y,t
1
m )
‖
L(Lp0 ,Lp
′
0 )
≤ Cµ(B(x, t 1m ))
1
p′0
− 1
p0 exp
{
−c
(
ρ(x, y)m
t
) 1
m−1
}
, (2.3)
for all t > 0 and (x, y) ∈M ×M with constants c, C > 0 andm ≥ 2.
iii) The Hilbert space EA := D(A 12 ) equipped with the inner product(
u, v
)
EA
:=
(
u, v
)
H
+
(
A
1
2u,A
1
2v
)
H
, u, v ∈ EA,
is called the energy space and the induced norm ‖ · ‖EA is called the energy norm asso-
ciated to A. We denote the dual space of EA by E
∗
A and abbreviate the duality with
〈·, ·〉 := 〈·, ·〉E∗
A
,EA, where the complex conjugation is taken over the second variable
of the duality. Note that (EA, H, E
∗
A) is a Gelfand triple, i.e.
EA →֒ H ∼= H∗ →֒ E∗A.
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iv) Let α ∈ (1, p′0 − 1) be such that EA is compactly embedded in Lα+1(M).We set
pmax := sup {p ∈ (1,∞] : EA →֒ Lp(M) is continuous}
and note that pmax ∈ [α+1,∞]. In the case pmax <∞,we assume that EA →֒ Lpmax(M)
is continuous, but not necessarily compact.
Remark 2.2. a) The operator S plays the role of an auxiliary operator to cover the differ-
ent examples from Section 3 in a unified framework. Typical choices are S := I + A,
S := A or S := I + A1/β for some β > 0.
b) If p0 = 1, then it is proved in [BK03] that (2.3) is equivalent to the usual upper Gauss-
ian estimate, i.e. for all t > 0 there is a measurable function p(t, ·, ·) : M ×M → R
with
(e−tSf)(x) =
∫
M
p(t, x, y)f(y)µ(dy), t > 0, a.e. x ∈M
for all f ∈ H and
|p(t, x, y)| ≤ C
µ(B(x, t
1
m ))
exp
{
−c
(
ρ(x, y)m
t
) 1
m−1
}
, (2.4)
for all t > 0 and almost all (x, y) ∈M ×M with constants c, C > 0 andm ≥ 2.
c) The generalized Gaussian estimate (2.3) is used in the proof of Proposition 5.2, where
spectral multiplier theorems for S in Lp(M) for p ∈ (p0, p′0), respectively a MihlinMβ
functional calculus of S for some β > 0 are employed. The Mihlin functional calcu-
lus is defined and studied in [Kri09] and [KW16]. For additional information about
spectral multiplier theorems for operators with generalized Gaussian estimates, we
refer to [Uhl11], [KU15]. Note that spectral multiplier results with different assump-
tions are also sufficient for our analysis below, see e.g. [DOS02], where a result for
the Laplace-Beltrami operator on a compact riemannian manifold is explicitly stated
without mentioning the doubling property in this particular case.
We start with some conclusions which can be deduced from Assumption 2.1.
Lemma 2.3. a) There is a non-negative selfadjoint operator Aˆ on E∗A with D(Aˆ) = EA with
Aˆ = A on H.
b) The embedding EA →֒ H is compact.
c) There is an orthonormal basis (hn)n∈N and a nondecreasing sequence (λn)n∈N with λn > 0
and λn →∞ as n→∞ and
Sx =
∞∑
n=1
λn
(
x, hn
)
H
hn, x ∈ D(S) =
{
x ∈ H :
∞∑
n=1
λ2n|
(
x, hn
)
H
|2 <∞
}
,
Proof. ad a). The operator Aˆ is defined by
〈Aˆϕ, ψ〉 := (A 12ϕ,A 12ψ)
H
, ϕ, ψ ∈ EA.
The estimate
|〈Aˆϕ, ψ〉| ≤ ‖A 12ϕ‖H‖A 12ψ‖H ≤ ‖ϕ‖EA‖ψ‖EA
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shows that Aˆ is well-defined and a bounded operator from EA to E
∗
A with ‖Aˆ‖ ≤ 1. More-
over, one can apply the Lax-Milgram-Theorem to see that I+ Aˆ is a surjective isometry from
EA to E
∗
A. If one equips E
∗
A with the inner product(
f ∗, g∗
)
E∗
A
:=
(
(I + Aˆ)−1f ∗, (I + Aˆ)−1g∗
)
EA
, f ∗, g∗ ∈ E∗A,
one can show the symmetry of Aˆ as an unbounded operator in E∗A. Hence, Aˆ is selfadjoint,
because −1 ∈ ρ(Aˆ).
ad b). The embedding EA →֒ Lα+1(M) is compact by Assumption 2.1 iv) and
Lα+1(M) →֒ H is continuous due to µ(M) <∞.Hence, EA →֒ H is compact.
ad c). Immediate consequence of the spectral theorem, since S has a compact resolvent. 
In most cases where this does not cause ambiguity or confusion, we also use the notations
A for Aˆ.We continue with the assumptions on the nonlinear part of our problem.
Assumption 2.4. Let α ∈ (1, p′0 − 1) be chosen as in Assumption 2.1. Then, we assume the
following:
i) Let F : Lα+1(M)→ Lα+1α (M) be a function satisfying the following estimate
‖F (u)‖
L
α+1
α (M)
. ‖u‖αLα+1(M), u ∈ Lα+1(M). (2.5)
Note that this leads to F : EA → E∗A by Assumption 2.1 iv), because EA →֒ Lα+1(M)
implies (Lα+1(M))∗ = L
α+1
α (M) →֒ E∗A.We further assume and F (0) = 0 and
Re〈iu, F (u)〉 = 0, u ∈ Lα+1(M). (2.6)
ii) The map F : Lα+1(M)→ Lα+1α (M) is continuously real Fre´chet differentiable with
‖F ′[u]‖
Lα+1→L
α+1
α
. ‖u‖α−1Lα+1(M), u ∈ Lα+1(M). (2.7)
iii) The map F has a real antiderivative Fˆ , i.e. there exists a Fre´chet-differentiable map
Fˆ : Lα+1(M)→ R with
Fˆ ′[u]h = Re〈F (u), h〉, u, h ∈ Lα+1(M). (2.8)
By Assumption 2.4 ii) and the mean value theorem for Fre´chet differentiable maps, we get
‖F (x)− F (y)‖
L
α+1
α (M)
≤ sup
t∈[0,1]
‖F ′[tx+ (1− t)y]‖‖x− y‖Lα+1(M)
.
(‖x‖Lα+1(M) + ‖y‖Lα+1(M))α−1 ‖x− y‖Lα+1(M), x, y ∈ Lα+1(M),
(2.9)
which means that the nonlinearity is Lipschitz on bounded sets of Lα+1(M).
We will cover the following two standard types of nonlinearities.
Definition 2.5. Let F satisfy Assumption 2.4. Then, F is called defocusing, if Fˆ (u) ≥ 0 and
focusing, if Fˆ (u) ≤ 0 for all u ∈ Lα+1(M).
Assumption 2.6. We assume either i) or i’):
i) Let F be defocusing and satisfy
‖u‖α+1Lα+1(M) . Fˆ (u), u ∈ Lα+1(M). (2.10)
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i’) Let F be focusing and satisfy
−Fˆ (u) . ‖u‖α+1Lα+1(M), u ∈ Lα+1(M). (2.11)
and there is θ ∈ (0, 2
α+1
) with
(H,EA)θ,1 →֒ Lα+1(M). (2.12)
Here (·, ·)θ,1 denotes the real interpolation space and we remark that by [Tri95], Lemma
1.10.1, (2.12) is equivalent to
‖u‖α+1Lα+1(M) . ‖u‖β1H ‖u‖β2EA, u ∈ EA. (2.13)
for some β1 > 0 and β2 ∈ (0, 2)with α+1 = β1+β2. Let us continue with the definitions and
assumptions for the stochastic part.
Assumption 2.7. We assume the following:
i) Let (Ω,F ,P) be a probability space, Y a separable real Hilbert spacewith ONB (fm)m∈N
and W a Y -canonical cylindrical Wiener process adapted to a filtration F satisfying
the usual conditions.
ii) Let B : H → HS(Y,H) be a linear operator and set Bmu := B(u)fm for u ∈ H and
m ∈ N. Additionally, we assume that Bm ∈ L(H) is selfadjoint for every m ∈ N with
∞∑
m=1
‖Bm‖2L(H) <∞ (2.14)
and assume Bm ∈ L(EA) and Bm ∈ L(Lα+1(M)) for m ∈ N and α ∈ (1, p′0 − 1) as in
Assumption and Notation 2.1 with
∞∑
m=1
‖Bm‖2L(EA) <∞,
∞∑
m=1
‖Bm‖2L(Lα+1) <∞. (2.15)
For the special case, when the Bm are pointwise multiplication operators, see section 3.5
below.
Remark 2.8. The estimates (2.14) and (2.15) imply
B ∈ L(H,HS(Y,H)), B ∈ L(EA,HS(Y,EA)), B ∈ L(Lα+1(M), γ(Y, Lα+1(M))),
where γ(Y, Lα+1(M)) denotes the spaces of γ-radonifying operators from Y to Lα+1(M).
Finally, we have sufficient background to formulate the problem which we want to solve.
We investigate the following stochastic evolution equation in the Stratonovich form{
du(t) = (−iAu(t)− iF (u(t)) dt− iBu(t) ◦ dW (t), t ∈ (0, T ),
u(0) = u0,
(2.16)
where the stochastic differential is defined by
−iBu(t) ◦ dW (t) = −iBu(t)dW (t) + 1
2
trY (M(u(t))) dt, (2.17)
with the bilinear formM(u) on Y × Y defined by
M(u)(y1, y2) := −iB′[u](−iB(u)y1)y2, u ∈ H, y1, y2 ∈ Y.
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For the purpose of giving a rigorous definition of a solution to problem (2.16), it is useful to
rewrite the equation in the Itoˆ form. Therefore, we first compute
trY (M(u)) =
∞∑
m=1
−iB′[u](−iB(u)fm)fm = −
∞∑
m=1
B (B(u)fm) fm
= −
∞∑
m=1
B (Bmu) fm = −
∞∑
m=1
B2mu.
Hence, equation (2.16) will be understood in the following Itoˆ form{
du(t) = (−iAu(t)− iF (u(t) + µ (u(t))) dt− iBu(t)dW (t), t ∈ (0, T ),
u(0) = u0,
(2.18)
where the linear operator µ defined by
µ(u) := −1
2
∞∑
m=1
B2mu, u ∈ H,
is the Stratonovich correction term.
Most of our paper will be concerned with the construction of a martingale solution.
Definition 2.9. Let T > 0 and u0 ∈ EA. A martingale solution of the equation (1.1) is a system(
Ω˜, F˜ , P˜, W˜ , F˜, u
)
consisting of
• a probability space
(
Ω˜, F˜ , P˜
)
;
• a Y -valued cylindrical Wiener W˜ process on Ω˜;
• a filtration F˜ =
(
F˜t
)
t∈[0,T ]
with the usual conditions;
• a continuous, F˜-adapted, E∗A-valued process such that u ∈ L2(Ω × [0, T ], E∗A) and
almost all paths are in Cw([0, T ], EA),
such that the equality
u(t) = u0 +
∫ t
0
[−iAu(s)− iF (u(s)) + µ(u(s))] ds− i
∫ t
0
Bu(s)dW˜ (s) (2.19)
holds almost surely in E∗A for all t ∈ [0, T ].
3. EXAMPLES
In this section, we consider concrete situations and verify that they are covered by the
general framework presented in the last section.
3.1. The Model Nonlinearities. The class of the general nonlinearities from the Assump-
tions 2.4 and 2.6 covers the standard focusing and defocusing power nonlinearity.
Proposition 3.1. Let α ∈ (1,∞) be chosen as in Assumption 2.1. Define the following function
F±α (u) := ±|u|α−1u, Fˆ±α (u) := ±
1
α + 1
‖u‖α+1Lα+1(M), u ∈ Lα+1(M).
Then, F±α satisfies Assumption 2.4 with antiderivative Fˆ
±
α .
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Proof. Obviously, F±α : L
α+1(M)→ Lα+1α (M) due to
‖F±α (u)‖Lα+1α (M) = ‖u‖
α
Lα+1(M), u ∈ Lα+1(M).
Furthermore,
Re〈iv, F±α (v)〉 = ±Re
∫
M
iv|v|α−1vdµ = ±Re
[
i‖v‖α+1Lα+1(M)
]
= 0.
We can apply the Lemma 3.2 below with p = α + 1 and
Φ(a, b) =
(
a2 + b2
)α−1
2
(
a
b
)
, a, b ∈ R,
to obtain part ii) and iii) of Assumption 2.4. 
The next Lemma contains the differentiablity properties of the nonlinearity. For a proof,
we refer to the lecture notes [HMMS13], Lemma 9.1 and Lemma 9.2.
Lemma 3.2. Let (S,A, µ) be a measure space and α > 1.
a) Let p > 1. Then, the map G1 : L
p(S) → R defined by G1(u) := ‖u‖pLp(S) is continuously
Fre´chet differentiable and for all u, h ∈ Lp(S), we have
G′1[u]h = Re
∫
S
|u|p−1uhdµ.
b) Let p > α and Φ = (Φ1, Φ2) ∈ C1(R2,R2). Assume that there is C > 0 with
|Φ(a, b)| ≤ C (a2 + b2)α2 , |Φ′(a, b)| ≤ C (a2 + b2)α−12 , a, b ∈ R.
Then, the map
G : Lp(S)→ L pα (S), G(u) := Φ1(Re u, Imu) + iΦ2(Re u, Imu)
is continuously Fre´chet differentiable and for u, h ∈ Lp(S), we have
G′[u]h = ∇Φ1(Re u, Imu) ·
(
Reh
Imh
)
+ i∇Φ2(Re u, Imu) ·
(
Reh
Imh
)
and
‖G′[u]‖
Lp→L
p
α
≤ C‖u‖α−1Lp .
3.2. The Laplace-Beltrami Operator on compact manifolds. In this subsection, we deduce
Corollary 1.2 from Theorem 1.1. Let (M, g) be a compact d-dimensional riemannianmanifold
without boundary and A := −∆g be the Laplace-Beltrami operator onM.
Proof of Corollary 1.2. Step 1. Let X = M , ρ be the geodesic distance and µ be the canonical
volume measure on X . From [CRTN01], Section 4, p. 329, we obtain the local doubling
property of X , i.e. there is C1 > 0 such that for all x ∈ X and r ∈ (0, 1)we have
µ(B(x, 2r)) ≤ C1µ(B(x, r)). (3.1)
Dominated convergence implies that the function f : X × [1,max{1, diam(M)}] → (0,∞)
defined by
f(x, r) = µ(B(x, r)), x ∈ X, r ∈ [1,max{1, diam(M)}],
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is continuous. Since X × [1,max{1, diam(M)}] is compact, we therefore obtain that
C2 := inf
x∈X,r∈[1,max{1,diam(M)}]
µ(B(x, r)) > 0. (3.2)
In particular, this yields
µ(B(x, 2r)) ≤ µ(M)
C2
µ(B(x, r)) (3.3)
for every x ∈ X and r ∈ [1,max{1, diam(M)}]. For x ∈ X and r > diam(M), we get
µ(B(x, 2r)) = µ(M) = µ(B(x, r)). (3.4)
Combining (3.1), (3.3) and (3.4) implies the doubling property (2.1).
Step 2. Let S := I − ∆g. Then, S is selfadjoint, strictly positive and commutes with A.
Moreover, S has a compact resolvent and D(Sk) →֒ EA holds for every k ∈ N. Furthermore,
S has upper Gaussian bounds by [Gri99], Corollary 5.5 and Theorem 6.1, since these results
imply
|p(t, x, y)| ≤ C
td/2
e−t exp
{
−cρ(x, y)
2
t
}
, t > 0, (x, y) ∈M ×M
for the kernel p of the semigroup
(
e−tS
)
t≥0
. This is sufficient for (2.4) since (2.2) implies
1
td/2
.
µ(B(x, 1))
µ(B(x, t1/2))
≤ µ(M)
µ(B(x, t1/2))
, t > 0.
In particular, S has generalized Gaussian bounds with p0 = 1, see Remark 2.2. Next note
that by Proposition B.2 a), the scale of Sobolev spaces onM is given by
Hs(M) = R
(
S−
s
2
)
= D (S s2) = D ((−∆g) s2) , s > 0,
where the last identity can be deduced from the spectral theorem and (1 + λ)s hs 1 + λ
s. In
particular, we have EA = H
1(M). Let 1 < α < 1 + 4
(d−2)+
. Then, by Proposition B.2 c) and
Lemma 2.3, the embeddings
EA = H
1(M) →֒ H−1(M) = E∗A, EA = H1(M) →֒ Lα+1(M)
are compact. Hence, Assumption 2.1 holds with our choice of A and S.
Step 3. In view of Proposition 3.1, Assumption 2.4 holds. Next, we check Assumption 2.6.
Obviously, F+α fulfills i) for α ∈
(
1, 1 + 4
(d−2)+
)
. Let us consider F−α for α ∈
(
1, 1 + 4
d
)
.
Case 1. Let d ≥ 3. Then, pmax := 2dd−2 is the maximal exponent with H1(M) →֒ Lpmax(M).
Since α ∈ (1, pmax − 1),we can interpolate Lα+1(M) between H and Lpmax(M) and get
‖u‖Lα+1(M) ≤ ‖u‖1−θL2 ‖u‖θLpmax(M) . ‖u‖1−θL2 ‖u‖θH1(M).
with θ = d(α−1)
2(α+1)
∈ (0, 1). The restriction β2 := θ(α + 1) < 2 from Assumption 2.6 i’) is
equivalent to α < 1 + 4
d
.
Case 2. In the case d = 2,Assumption i’) is guaranteed for α ∈ (1, 3). To see this, take p > 4
3−α
which is equivalent to θ(α + 1) < 2 when θ ∈ (0, 1) is chosen as
θ =
(α− 1)p
(α + 1)(p− 2) .
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We have H1(M) →֒ Lp(M) and as above, interpolation between H and Lp(M) yields
‖u‖α+1Lα+1(M) . ‖u‖(α+1)(1−θ)L2 ‖u‖(α+1)θEA .
Case 3. Let d = 1 and fix ε ∈ (0, 1
2
). Proposition B.2 yields
H
1
2
+ε(M) →֒ L∞(M), H 12+ε(M) = [L2(M), H1(M)] 1
2
+ε
.
Hence,
‖v‖α+1Lα+1 ≤ ‖v‖2L2‖v‖α−1L∞ . ‖v‖2L2‖v‖α−1H 12+ε . ‖v‖
2+( 1
2
−ε)(α−1)
L2 ‖v‖
( 1
2
+ε)(α−1)
H1 .
The condition (1
2
+ ε)(α− 1) < 2 is equivalent to α < 1 + 4
1+2ε
. Choosing ε small enough, we
see that Assumption 2.6 i’) is true for α ∈ (1, 5).
Step 4. The Steps 1-3 and Theorem 1.1 complete the proof of Corollary 1.2. 
Remark 3.3. Note, that the 3-dimensional case with a cubic defocusing nonlinearity, i.e.
d = α = 3, F (u) = F+3 (u) = |u|2u
is admissible in our framework. In the deterministic setting, i.e. B = 0, a global unique weak
solution to this problem in H1(M) was constructed in [BGT04], Theorem 3. Uniqueness in
the stochastic case will be proved in a forthcoming paper. In [BM14], the authors considered
the stochastic problem, but only obtained global solutions in the 2-dimensional case.
3.3. Laplacians on bounded domains. We can apply Theorem 1.1 to the stochastic NLSE
on bounded domains.
Corollary 3.4. LetM ⊂ Rd be a bounded domain and∆ be the Laplacian with Dirichlet or Neumann
boundary conditions. In the Neumann case, we assume that ∂M is Lipschitz. Under assumption 2.7
and either i) or ii)
i) F (u) = |u|α−1u with α ∈
(
1, 1 + 4
(d−2)+
)
,
ii) F (u) = −|u|α−1u with α ∈ (1, 1 + 4
d
)
,
the equation {
du(t) = (i∆u(t)− iF (u(t)) dt− iBu(t) ◦ dW (t) inH1(M),
u(0) = u0 ∈ H1(M),
(3.5)
has a martingale solution which satisfies
u ∈ Lq(Ω˜, L∞(0, T ;H1(M)))
for all q ∈ [1,∞).
We remark, that one could consider uniformly elliptic operators and more general bound-
ary conditions, but for the sake of simplicity, we concentrate on the present two examples.
Proof. In the setting of the second section, we choose X = Rd. Hence, the doubling property
is fulfilled. We consider the Dirichlet form aV : V × V → C ,
aV (u, v) =
∫
M
∇u · ∇vdx, u, v ∈ V,
with associated operator (AV ,D(AV )) in the following two situations:
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i) V = H10 (M)
ii) V = H1(M) andM has Lipschitz-boundary.
The operator AH10 (M) = ∆D is the Dirichlet Laplacian and AH1(M) = ∆N is the Neumann
Laplacian. In both cases, V = EAV by the square root property (see [Ouh09], Theorem 8.1)
and the embedding EAV →֒ Lα+1(M) is compact iff 1 < α < pmax − 1with pmax := 2 + 4(d−2)+ .
Hence, we obtain the same range of admissible powers α for the focusing and the defocus-
ing nonlinearity as in the case of the Riemannian manifold without boundary.
In the Dirichlet case, we choose S := A = −∆D, which is a strictly positive operator and
[Ouh09], Theorem 6.10, yields the Gaussian estimate for the associated semigroup. Hence,
we can directly apply Theorem 1.1 to construct a martingale solution of problem (3.5).
In the Neumann case, we have 0 ∈ σ(∆N) and the kernel of the semigroup
(
e−t∆N
)
t≥0
only
satisfies the estimate
|p(t, x, y)| ≤ Cε
µ(B(x, t
1
m ))
eεt exp
{
−c
(
ρ(x, y)m
t
) 1
m−1
}
for all t > 0 and almost all (x, y) ∈ M ×M with an arbitrary ε > 0, see [Ouh09], Theorem
6.10. In order to get a strictly positive operator with the Gaussian bound from Remark 2.2,
we fix ε > 0 and choose S := εI − ∆N . Finally, the computation of the admissible range of
exponents α in the focusing case is similar to the third step of the proof of Corollary 1.2. 
3.4. The fractional NLSE. In this subsection, we show how the range of admissible nonlin-
earities change when the Laplacians in the previous examples are replaced by their fractional
powers (−∆)β for β > 0. Exemplary, we treat the case of a compact riemannian manifold
without boundary. Similar results are also true for the Dirichlet and the Neumann Laplacian
on a bounded domain. Let us point out that there exists a huge literature on the subject of
fractional NLSE apparently starting with a paper [Las00] by N Laskin.
In the setting of Section 3.2, we look at the fractional Laplace-Beltrami operator given by
A := (−∆g)β for β > 0, which is also a selfadjoint positive operator by the functional calcu-
lus and once again, we choose S := I −∆g.We apply Theorem 1.1 with
EA = D(A 12 ) = D
(
(I −∆g)
β
2
)
= Hβ(M),
see Proposition B.2 a). Note that D(Sk) →֒ EA holds for every k ∈ N with k ≥ β2 . The range
of admissible pairs (α, β) in the defocusing case is given by
β >
d
2
− d
α + 1
⇔ α ∈
(
1, 1 +
4β
(d− 2β)+
)
,
since this is exactly the range of α and β with a compact embedding EA →֒ Lα+1(M) (see
Proposition B.2 c)). In the focusing case, analogous calculations as in the third step of the
proof of Corollary 1.2 (with the distinction of β > d
2
, β = d
2
and β < d
2
) imply that the range
of exponents reduces to
α ∈
(
1, 1 +
4β
d
)
.
Hence, we get the following Corollary.
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Corollary 3.5. Let (M, g) be a compact d-dimensional riemannian manifold without boundary, β >
0 and
u0 ∈ Hβ(M). Under assumption 2.7 and either i) or ii)
i) F (u) = |u|α−1u with α ∈
(
1, 1 + 4β
(d−2β)+
)
,
ii) F (u) = −|u|α−1u with α ∈ (1, 1 + 4β
d
)
,
the equation 
 du(t) =
(
−i (−∆g)β u(t)− iF (u(t)
)
dt− iBu(t) ◦ dW (t), t > 0,
u(0) = u0 ∈ Hβ(M),
(3.6)
has a martingale solution
(
Ω˜, F˜ , P˜, W˜ , F˜, u
)
in Hβ(M) with
u ∈ Lq(Ω˜, L∞(0, T ;Hβ(M))) (3.7)
for all q ∈ [1,∞).
3.5. The Model Noise. In Corollaries 1.2 and 3.4, we considered the general linear noise
from Assumption 2.7. IfM is either a compact riemannian manifold or a bounded domain,
let us consider the following example. Let (Bm)m∈N the multiplication operators given by
Bmu := emu
for u ∈ H with real valued functions em, m ∈ N, that satisfy
em ∈ F :=


H1,d(M) ∩ L∞(M), d ≥ 3,
H1,q(M), d = 2,
H1(M), d = 1,
(3.8)
for some q > 2 in the case d = 2.Moreover, we assume
∞∑
m=1
‖em‖2F <∞,
We get
‖emu‖Lp ≤ ‖em‖L∞(M)‖u‖Lp, u ∈ Lp(M),
for p ∈ [1,∞]. First, let d ≥ 3. The Sobolev embedding H1(M) →֒ Lpmax(M) for pmax = 2dd−2
and the Ho¨lder inequality with 1
2
= 1
d
+ 1
pmax
yield
‖∇ (emu) ‖L2 ≤‖u∇em‖L2 + ‖em∇u‖L2 ≤ ‖∇em‖Ld‖u‖Lpmax + ‖em‖L∞(M)‖∇u‖L2
.
(‖∇em‖Ld + ‖em‖L∞(M)) ‖u‖H1, u ∈ H1(M).
Now, let d = 2 and q > 2 as in (3.8). Then, we have F →֒ L∞(M). Furthermore, we choose
p > 2 according to 1
2
= 1
q
+ 1
p
and observe H1(M) →֒ Lp(M). As above, we obtain
‖∇ (emu) ‖L2 .
(‖∇em‖Lq + ‖em‖L∞(M)) ‖u‖H1 . ‖em‖H1,q‖u‖H1, u ∈ H1(M).
Hence, we conclude in both cases
‖emu‖H1 . ‖em‖F‖u‖H1, m ∈ N, u ∈ H1(M).
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For d = 1, this inequality directly follows from the embeddingH1(M) →֒ L∞(M). Therefore,
we obtain
∞∑
m=1
‖Bm‖2L(EA) <∞.
for arbitrary dimension d. The properties of Bm as operator in L(Lα+1(M)) and in L(L2(M))
can be deduced from the embedding F →֒ L∞(M).
We close this section by remarks on natural generalizations of the linear, conservative
noise considered in this paper. The details have been worked out in the second author’s
dissertation [Hor18a].
Remark 3.6. As in [BM14], Section 8, it is possible to replace the linear Stratonovich noise in
Theorem 1.1, see also Assumption 2.7, by a nonlinear one of the form
Bm(u) := −iBm
(
g(|u|2)u) , µ(u) := −1
2
∞∑
m=1
B2m
(
g(|u|2)2u) ,
where we assume the Lipschitz and linear growth conditions
‖g(|u|2)ju‖EA . ‖u‖EA, ‖g(|u|2)ju‖Lp . ‖u‖Lp, ‖g(|u|2)ju− g(|v|2)jv‖Lp . ‖u− v‖Lp
for j ∈ {1, 2} and p ∈ {α + 1, 2} . In the case of H1-based energy spaces, i.e. the A = −∆ on
a bounded domain or A = −∆g on a riemannian manifold, one can take g ∈ C2([0,∞),R)
which satisfies the following conditions:
sup
r>0
|g(r)| <∞, sup
r>0
(1 + r)|g′(r)| <∞, sup
r>0
(1 + r
3
2 )|g′′(r)| <∞. (3.9)
This kind of nonlinearity is often called saturated and typical examples are given by
g1(r) =
r
1 + σr
, g2(r) =
r(2 + σr)
(1 + σr)2
, g3(r) =
log(1 + σr)
1 + log(1 + σr)
, r ∈ [0,∞),
for a constant σ > 0. For the Galerkin equation, we then take

dun =
(
−iAun − iPnF (un)− 1
2
∞∑
m=1
SnB
2
m
(
g(|un|2)2un
))
dt− i
∞∑
m=1
SnBm(g(|un|2)un)dβm,
un(0) = Pnu0.
Unfortunately, this approximation does not respect mass conservation, but one still has
sup
n∈N
E
[
sup
t∈[0,T ]
‖un(t)‖2H
]
. 1, (3.10)
which is enough for our purpose.
Remark 3.7. Another possible generalization of the noise is to drop the assumption that Bm,
m ∈ N, is selfadjoint. Then, the correction term µ has the form
µ(u) := −1
2
∞∑
m=1
B∗mBmu.
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This kind of noise is called non-conservative and was considered in [BRZ16] and [Hor18b].
The existence result is then based on the approximation

dun =
(
−iAun − iPnF (un)− 1
2
∞∑
m=1
SnB
∗
mBmun
)
dt− i
∞∑
m=1
SnBmundβm,
un(0) = Pnu0,
and the a priori estimates as well as the convergence results can be proved analogously.
We only have to replace mass conservation by the estimate (3.10). The uniqueness result
in section 7, however, only holds for selfadjoint Bm, since this is the crucial assumption in
Lemma 7.4.
4. COMPACTNESS AND TIGHTNESS CRITERIA
This section is devoted to the compactness results which will be used to get a martingale
solution of (1.1) by the Faedo-Galerkin method.
Let A and α > 1 be chosen according to Assumption 2.1. We recall that the energy space
EA is defined by EA := D(A 12 ). We start with a criterion for convergence of a sequence in
C([0, T ],BrEA), where the ball B
r
EA
is equipped with the weak topology.
Lemma 4.1. Let r > 0 and (un)n∈N ⊂ L∞(0, T ;EA) be a sequence with the properties
a) supn∈N ‖un‖L∞(0,T ;EA) ≤ r,
b) un → u in C([0, T ], E∗A) for n→∞.
Then un, u ∈ C([0, T ],BrEA) for all n ∈ N and un → u in C([0, T ],BrEA) for n→∞.
Proof. The Strauss-Lemma A.3 and the assumptions guarantee that
un ∈ C([0, T ], E∗A) ∩ L∞(0, T ;EA) ⊂ Cw([0, T ], EA)
for all n ∈ N and supt∈[0,T ] ‖un(t)‖EA ≤ r. Hence, we infer that un ∈ C([0, T ],BrEA) for all
n ∈ N. For h ∈ EA
sup
s∈[0,T ]
|〈un(s)− u(s), h〉| ≤ ‖un − u‖C([0,T ],E∗
A
)‖h‖EA → 0, n→∞.
By a) and Banach-Alaoglu, we get a subsequence (unk)k∈N and v ∈ L∞(0, T ;EA)with unk ⇀∗
v in L∞(0, T ;EA) and by the uniqueness of the weak star limit in L
∞(0, T ;E∗A), we conclude
u = v ∈ L∞(0, T ;EA) with ‖u‖L∞(0,T ;EA) ≤ r.
Let ε > 0 and h ∈ E∗A. By the density of EA in E∗A, we choose hε ∈ EA with ‖h− hε‖E∗A ≤ ε4r
and obtain for large n ∈ N
|〈un(s)− u(s), h〉| ≤ |〈un(s)− u(s), h− hε〉|+ |〈un(s)− u(s), hε〉|
≤ ‖un(s)− u(s)‖EA‖h− hε‖E∗A + |〈un(s)− u(s), hε〉|
≤ 2r ε
4r
+
ε
2
= ε
independent of s ∈ [0, T ]. This implies sups∈[0,T ] |〈un(s)− u(s), h〉| → 0 for n → ∞ and all
h ∈ E∗A, i.e. un → u in Cw([0, T ], EA). By Lemma A.2, we obtain the assertion. 
We define a Banach space Z˜T by
Z˜T := C([0, T ], E
∗
A) ∩ Lα+1(0, T ;Lα+1(M))
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and a locally convex space ZT by
ZT := Z˜T ∩ Cw([0, T ], EA).
The latter is equipped with the Borel σ-algebra, i.e. the σ-algebra generated by the open
sets in the locally convex topology of ZT . In the next Proposition, we give a criterion for
compactness in ZT .
Proposition 4.2. LetK be a subset of ZT and r > 0 such that
a) supu∈K ‖u‖L∞(0,T ;EA) ≤ r;
b) K is equicontinuous in C([0, T ], E∗A), i.e.
lim
δ→0
sup
u∈K
sup
|t−s|≤δ
‖u(t)− u(s)‖E∗
A
= 0.
Then, K is relatively compact in ZT .
Proof. LetK be a subset of ZT such that the assumptions a) and b) are fullfilled and (zn)n∈N ⊂
K.Wewant to construct a subsequence converging in Lα+1(0, T ;Lα+1(M)), C([0, T ], E∗A) and
Cw([0, T ], EA).
Step 1: By a), we can choose a constant C > 0 and for each n ∈ N a null set In with
‖zn(t)‖EA ≤ C for all t ∈ [0, T ] \ In. The set I :=
⋃
n∈N In is also a nullset and for each
t ∈ [0, T ] \ I, the sequence (zn(t))n∈N is bounded in EA.
Let (tj)j∈N ⊂ [0, T ] \ I be a sequence, which is dense in [0, T ]. By Lemma 2.3, the embedding
EA →֒ H is compact, which yields that EA →֒ E∗A is also compact. Therefore, we can choose
for each j ∈ N a Cauchy subsequence in E∗A again denoted by (zn(tj))n∈N . By a diagonalisa-
tion argument, one obtains a common Cauchy subsequence (zn(tj))n∈N .
Let ε > 0. Assumption b) yields δ > 0 with
sup
u∈K
sup
|t−s|≤δ
‖u(t)− u(s)‖E∗
A
≤ ε
3
. (4.1)
Let us choose finitely many open balls U1δ , . . . , U
L
δ of radius δ covering [0, T ]. By density, each
of these balls contains an element of the sequence (tj)j∈N , say tjl ∈ U lδ for l ∈ {1, . . . , L} . In
particular, the sequence (zn(tjl))n∈N is Cauchy for all l ∈ {1, . . . , L} . Hence,
‖zn(tjl)− zm(tjl)‖E∗A ≤
ε
3
, l = 1, . . . , L, (4.2)
if we choose m,n ∈ N sufficiently large. Now, we fix t ∈ [0, T ] and take l ∈ {1, . . . , L} with
|tjl − t| ≤ δ.We use (4.1) and (4.2) to get
‖zn(t)− zm(t)‖E∗
A
≤‖zn(t)− zn(tjl)‖E∗A + ‖zn(tjl)− zm(tjl)‖E∗A + ‖zm(tjl)− zm(t)‖E∗A ≤ ε.
(4.3)
This means that (zn)n∈N is a Cauchy sequence in C([0, T ], E
∗
A) since the estimate (4.3) is uni-
form in t ∈ [0, T ].
Step 2: The first step yields z ∈ C([0, T ], E∗A) with zn → z in C([0, T ], E∗A) for n → ∞ and
assumption a) implies, that there is r > 0 with supn∈N ‖zn‖L∞(0,T ;EA) ≤ r.
Therefore, we obtain z ∈ C([0, T ],BrEA) and zn → z in C([0, T ],BrEA) for n → ∞ by Lemma
4.1. Hence, zn → z in Cw([0, T ], EA).
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Step 3: We fix again ε > 0. By the Lions Lemma A.4 with X0 = EA, X = L
α+1(M),
X1 = E
∗
A, p = α + 1 and ε0 =
ε
2T (2C)α+1
we get
‖v‖α+1Lα+1(M) ≤ ε0‖v‖α+1EA + Cε0‖v‖α+1E∗A (4.4)
for all v ∈ EA. The first step allows us to choose n,m ∈ N large enough that
‖zn − zm‖α+1C([0,T ],E∗
A
) ≤
ε
2Cε0T
The special choice v = zn(t)− zm(t) for t ∈ [0, T ] in (4.4) and integration with respect to time
yields
‖zn − zm‖α+1Lα+1(0,T ;Lα+1(M)) ≤ ε0‖zn − zm‖α+1Lα+1(0,T ;EA) + Cε0‖zn − zm‖α+1Lα+1(0,T ;E∗A)
≤ ε0T‖zn − zm‖α+1L∞(0,T ;EA) + Cε0T‖zn − zm‖α+1C([0,T ],E∗A)
≤ ε0T (2C)α+1 + Cε0T‖zn − zm‖α+1C([0,T ],E∗
A
)
≤ ε
2
+
ε
2
= ε.
Hence, the sequence (zn)n∈N is also Cauchy in L
α+1(0, T ;Lα+1(M)). 
In the following, we want to obtain a criterion for tightness in ZT . Therefore, we introduce
the Aldous condition.
Definition 4.3. Let (Xn)n∈N be a sequence of stochastic processes in a Banach space E. As-
sume that for every ε > 0 and η > 0 there is δ > 0 such that for every sequence (τn)n∈N of
[0, T ]-valued stopping times one has
sup
n∈N
sup
0<θ≤δ
P {‖Xn((τn + θ) ∧ T )−Xn(τn)‖E ≥ η} ≤ ε.
In this case, we say that (Xn)n∈N satisfies the Aldous condition [A].
The following Lemma (see [Mot12], Lemma A.7) gives us a useful consequence of the
Aldous condition [A].
Lemma 4.4. Let (Xn)n∈N be a sequence of continuous stochastic processes in a Banach space E,
which satisfies the Aldous condition [A]. Then, for every ε > 0 there exists a measurable subset
Aε ⊂ C([0, T ], E) such that
PXn(Aε) ≥ 1− ε, lim
δ→0
sup
u∈Aε
sup
|t−s|≤δ
‖u(t)− u(s)‖E = 0.
The deterministic compactness result in Proposition 4.2 and the last Lemma can be used
to get the following criterion for tightness in ZT .
Proposition 4.5. Let (Xn)n∈N be a sequence of continuous adapted E
∗
A-valued processes satisfying
the Aldous condition [A] in E∗A and
sup
n∈N
E
[‖Xn‖2L∞(0,T ;EA)] <∞.
Then the sequence
(
PXn
)
n∈N
is tight in ZT , i.e. for every ε > 0 there is a compact setKε ⊂ ZT with
PXn(Kε) ≥ 1− ε
for all n ∈ N.
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Proof. Let ε > 0.With R1 :=
(
2
ε
supn∈N E
[
‖Xn‖2L∞(0,T ;EA)
]) 1
2
, we obtain
P
{‖Xn‖L∞(0,T ;EA) > R1} ≤ 1R21E
[‖Xn‖2L∞(0,T ;EA)] ≤ ε2 .
By Lemma 4.4, one can use the Aldous condition [A] to get a Borel subset A of C([0, T ], E∗A)
with
PXn (A) ≥ 1− ε
2
, n ∈ N, lim
δ→0
sup
u∈A
sup
|t−s|≤δ
‖u(t)− u(s)‖E∗
A
= 0.
We define K := A ∩B where B := {u ∈ ZT : ‖u‖L∞(0,T ;EA) ≤ R1} . This set K is compact by
Proposition 4.2 and we can estimate
PXn(K) ≥ PXn (A ∩B) ≥ PXn (A)− PXn (Bc) ≥ 1− ε
2
− ε
2
= 1− ε
for all n ∈ N. 
In metric spaces, one can apply Prokhorov Theorem (see [Par67], Theorem II.6.7) and
Skorohod Theorem (see [Bil99], Theorem 6.7.) to obtain convergence from tightness. Since
the space ZT is a locally convex space, we use the following generalization to nonmetric
spaces.
Proposition 4.6 (Skorohod-Jakubowski). LetX be a topological space such that there is a sequence
of continuous functions fm : X → C that separates points of X . Let A be the σ-algebra generated by
(fm)m . Then, we have the following assertions:
a) Every compact setK ⊂ X is metrizable.
b) Let (µn)n∈N be a tight sequence of probability measures on (X ,A) . Then, there are a subse-
quence (µnk)k∈N , random variablesXk, X for k ∈ N on a common probability space (Ω˜, F˜, P˜)
with P˜Xk = µnk for k ∈ N, and Xk → X P˜-almost surely for k →∞.
We stated Proposition 4.6 in the form of [BO11] (see also [Jak98]) where it was first used
to construct martingale solutions for stochastic evolution equations. We apply this result to
the concrete situation and obtain the final result of this section.
Corollary 4.7. Let (Xn)n∈N be a sequence of adapted E
∗
A-valued processes satisfying the Aldous
condition [A] in E∗A and
sup
n∈N
E
[‖Xn‖2L∞(0,T ;EA)] <∞.
Then, there are a subsequence (Xnk)k∈N and random variables X˜k, X˜ for k ∈ N on a second proba-
bility space (Ω˜, F˜, P˜) with P˜X˜k = PXnk for k ∈ N, and X˜k → X˜ P˜-almost surely in ZT for k →∞.
Proof. We recall that ZT = C([0, T ], E
∗
A) ∩ Lα+1(0, T ;Lα+1(M)) ∩ Cw([0, T ], EA) is a locally
convex space. Therefore, the assertion follows by an application of the Propositions 4.5 and
4.6 if for each of the spaces in the definition of ZT we find a sequence fm : ZT → R of
continuous functions separating points which generates the Borel σ-algebra. The separable
Banach spaces C([0, T ], E∗A) and L
α+1(0, T ;Lα+1(M)) have this property.
Let {hm : m ∈ N} be a dense subset of E∗A. Then, we define the countable set
F := {fm,t : m ∈ N, t ∈ [0, T ] ∩Q} of functionals on Cw([0, T ], EA) by
fm,t(u) := 〈u(t), hm〉
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for m ∈ N, t ∈ [0, T ] ∩Q and u ∈ Cw([0, T ], EA).
The set F separates points, since for u, v ∈ Cw([0, T ], EA)with fm,t(u) = fm,t(v) for allm ∈ N
and t ∈ [0, T ]∩Q,we get 〈u, hm〉 = 〈v, hm〉 on [0, T ] for allm ∈ N by continuous continuation
and therefore u = v on [0, T ].
Furthermore, the density of {hm : m ∈ N} and the definition of the locally convex topology
yield that (fm,t)m∈N,t∈[0,T ]∩Q generate the Borel σ-algebra on Cw([0, T ], EA). 
5. THE GALERKIN APPROXIMATION
In this section, we introduce the Galerkin approximation, which will be used for the proof
of the existence of a solution to (1.1). We prove the well-posedness of the approximated
equation and uniform estimates for the solutions that are sufficient to apply Corollary 4.7.
By the functional calculus of the selfadjoint operator S from Assumption and Notation
2.1, we define the operators Pn : H → H by Pn := 1(0,2n+1)(S) for n ∈ N0. Recall from Lemma
2.3, that S has the representation
Sx =
∞∑
m=1
λm
(
x, hm
)
H
hm, x ∈ D(S) =
{
x ∈ H :
∞∑
m=1
λ2m|
(
x, hm
)
H
|2 <∞
}
,
with an orthonormal basis (hm)m∈N and eigenvalues λm > 0 such that λm → ∞ as m → ∞.
For n ∈ N0, we set
Hn := span
{
hm : m ∈ N, λm < 2n+1
}
and observe that Pn is the orthogonal projection from H to Hn.Moreover, we have
Pnx =
∑
λm<2n+1
(
x, hm
)
H
hm, x ∈ H.
Note that we have hm ∈
⋂
k∈ND(Sk) for m ∈ N and thus, we obtain by the assumption
D(Sk) →֒ EA for some k ∈ N that Hn is a closed subspace of EA for n ∈ N0. In particular, Hn
is a closed subspace of E∗A. The fact that the operators S and A commute by Assumption 2.1
implies that Pn and A
1
2 commute. We obtain
‖Pnx‖2EA = ‖Pnx‖2H + ‖A
1
2Pnx‖2H = ‖Pnx‖2H + ‖PnA
1
2x‖2H ≤ ‖x‖2EA, x ∈ EA, (5.1)
and
‖Pnv‖E∗
A
= sup
‖x‖EA≤1
|(Pnv, x)H | ≤ ‖v‖E∗A sup
‖x‖EA≤1
‖Pnx‖EA ≤ ‖v‖E∗A.
By density, we can extend Pn to an operator Pn : E
∗
A → Hn with ‖Pn‖E∗A→E∗A ≤ 1 and
〈v, Pnv〉 ∈ R, 〈v, Pnw〉 =
(
Pnv, w
)
H
, v ∈ E∗A, w ∈ EA. (5.2)
Despite their nice behaviour as orthogonal projections, it turns out that the operators Pn,
n ∈ N, lack the crucial property needed in the proof of the a priori estimates of the stochastic
terms. In general, they are not uniformly bounded from Lα+1(M) to Lα+1(M). To overcome
this deficit, we construct another sequence (Sn)n∈N of operators Sn : H → Hn using func-
tional calculus techniques and the general Littlewood-Paley decomposition from [KW16].
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We take a function ρ˙ ∈ C∞c (0,∞) with supp ρ˙ ⊂ [12 , 2] and
∑
m∈Z ρ˙(2
−mt) = 1 for all t > 0.
We define ρm = ρ˙(2
−m·) form ∈ N and ρ0 :=
∑0
m=−∞ ρ˙(2
−m·), so that we have∑∞m=0 ρm(t) =
1 for all t > 0. The sequence (ρm)m∈N0 is called dyadic partition of unity.
Lemma 5.1. We have the norm equivalence
‖x‖Lα+1(M) h sup
‖a‖l∞(N0)≤1
∥∥∥∥∥
∞∑
m=0
amρm(S)x
∥∥∥∥∥
Lα+1(M)
, (5.3)
where the operators ρm(S), m ∈ N, are defined by the functional calculus for selfadjoint operators.
Proof. By Assumption 2.1 ii), we obtain that the restriction of (T (t))t≥0 to L
α+1(M) defines
a c0-semigroup on L
α+1(M), see Theorem 7.1. in [Ouh09]. We denote the corresponding
generator by Sα+1. Lemma 6.1. in [KW16] implies that the operator Sα+1 is 0-sectorial and
has a Mihlin Mβ-calculus for some β > 0. For a definition of these properties, we refer to
[KW16], Section 2. The estimate (5.3) follows from Theorem 4.1 in [KW16].

In the next Proposition, we use the estimate from Lemma 5.1 to construct the sequence
(Sn)n∈N which we will employ in our Galerkin approximation of the problem (1.1). For a
more direct proof which employs spectral multiplier theorems from [Uhl11], [KU15] rather
than the abstract Littlewood-Paley theory from [KW16], we refer to [Hor18a]. Moreover, we
would like to remark that in the meantime, a similar construction has also been applied to
use the Galerkin method in the context of stochastic Maxwell equation, see [Hor18c].
Proposition 5.2. There exists a sequence (Sn)n∈N0 of selfadjoint operators Sn : H → Hn for n ∈ N0
with Snψ → ψ in EA for n→∞ and ψ ∈ EA and the uniform norm estimates
sup
n∈N0
‖Sn‖L(H) ≤ 1, sup
n∈N0
‖Sn‖L(EA) ≤ 1, sup
n∈N0
‖Sn‖L(Lα+1) <∞. (5.4)
Proof. We fix n ∈ N and define the operators Sn : H → H for n ∈ N0 by Sn :=
∑n
m=0 ρm(S)
via the functional calculus for selfadjoint operators. The operator ρm(S) is selfadjoint for
each m, since ρm is real-valued. Hence, Sn is selfadjoint. By the convergence property of
the functional calculus, we get Snϕ→ ϕ in EA for all ϕ ∈ EA. A straightforward calculation
using the properties of the dyadic partition of unity leads to
Snx =
∑
λm<2n
(
x, hm
)
H
hm +
∑
λm∈[2n,2n+1)
ρn(λm)
(
x, hm
)
H
hm, u ∈ H.
Therefore, Sn maps H to Hn and we have supn∈N0 ‖Sn‖L(H) ≤ 1. The second estimate in
(5.4) can be derived as in (5.1), since Sn and A
1
2 commute. To prove the third estimate, we
employ Lemma 5.2 with (am)m∈N0 as am = 1 for m ≤ n and am = 0 for m > n and obtain for
x ∈ Lα+1(M)
‖Snx‖Lα+1(M) =
∥∥∥∥∥
∞∑
m=0
amρm(S)x
∥∥∥∥∥
Lα+1(M)
≤ sup
‖a‖l∞(N0)≤1
∥∥∥∥∥
∞∑
m=0
amρm(S)x
∥∥∥∥∥
Lα+1(M)
. ‖x‖Lα+1(M).

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Using the operators Pn and Sn, n ∈ N, we approximate our original problem (1.1) by the
stochastic differential equation in Hn given by{
dun(t) = (−iAun(t)− iPnF (un(t))) dt− iSnB(Snun(t)) ◦ dW (t),
un(0) = Pnu0.
With the Stratonovich correction term
µn := −1
2
∞∑
m=1
(SnBmSn)
2
,
the approximated problem can also be written in the Itoˆ form{
dun(t) = (−iAun(t)− iPnF (un(t)) + µn (un(t))) dt− iSnB(Snun(t))dW (t),
un(0) = Pnu0.
(5.5)
By the well known theory for finite dimensional stochastic differential equations with
locally Lipschitz coefficients, we get a local wellposedness result for (5.5).
Proposition 5.3. For each n ∈ N, there is a unique local solution un of (5.5) with continuous
paths in Hn and maximal existence time τn, which is a blow-up time in the sense that we have
lim suptրτn(ω) ‖un(t, ω)‖Hn =∞ for almost all ω ∈ Ω with τn(ω) <∞.
The global existence for equation (5.5) is based on the conservation of the L2-norm of
solutions.
Proposition 5.4. For each n ∈ N, there is a unique global solution un of (5.5) with continuous paths
in Hn and we have the estimate
‖un(t)‖Hn = ‖un(t)‖H = ‖Pnu0‖H ≤ ‖u0‖H (5.6)
almost surely for all t ≥ 0.
Proof. Step 1: We fix n ∈ N and take the unique maximal solution (un, τn) from Proposition
5.3.We show that the estimate (5.6) holds almost surely on {t ≤ τn}. The function Φ : Hn → R
defined by Φ(v) := ‖v‖2H for v ∈ Hn is twice continuously Fre´chet-differentiable with
Φ′[v]h1 = 2Re
(
v, h1
)
H
, Φ′′[v] [h1, h2] = 2Re
(
h1, h2
)
H
for v, h1, h2 ∈ Hn. For the sequence (τn,k)k∈N of stopping times
τn,k := inf {t ∈ [0, τn] : ‖un(t)‖Hn ≥ k} ∧ τn, k ∈ N,
we have τn,k ր τn almost surely and the Itoˆ process un has the representation
un(t) = Pnu0 +
∫ t
0
[−iAun(s)− iPnF (un(s)) + µn(un(s))] ds− i
∫ t
0
SnB(Snun(s))dW (s)
almost surely on {t ≤ τn,k} for all k ∈ N.We fix k ∈ N. Since we have
tr
(
Φ′′[un(s)] (−iSnB (Snun(s)) ,−iSnB (Snun(s)))
)
=
∞∑
m=1
2Re
(− iSnB (Snun(s)) fm,−iSnB (Snun(s)) fm)H
=2
∞∑
m=1
‖SnBmSnun(s)‖2H
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for s ∈ {t ≤ τn,k}, the Itoˆ lemma yields
‖un(t)‖2H =‖Pnu0‖2H + 2
∫ t
0
Re
(
un(s),−iAun(s)− iPnF (un(s)) + µn(un(s))
)
H
ds
+ 2
∫ t
0
Re
(
un(s),−iSnB(Snun(s))dW (s)
)
H
+
∞∑
m=1
∫ t
0
‖SnBmSnun(s)‖2Hds
almost surely in {t ≤ τn,k}.We fix v ∈ Hn andm ∈ N and calculate
Re
(
v,−iAv)
H
= Re
[
i‖A 12 v‖2H
]
= 0,
Re
(
v,−iPnF (v)
)
H
= Re〈iv, F (v)〉 = 0,
2Re
(
v, µn(v)
)
H
= −
∞∑
m=1
Re
(
v, (SnBmSn)
2
v
)
H
= −
∞∑
m=1
‖SnBmSnv‖2H ,
where we used (5.2) and Assumption 2.4 i) for the second term and the fact, that the operator
SnBmSn is selfadjoint for the third term. Analogously, we get
Re
(
v,−iSnB(Snv)fm
)
H
= Re
(
v,−iSnBmSnv
)
H
= Re
[
i
(
v, SnBmSnv
)
H
]
= 0.
Thus, we obtain ‖un(t)‖2H = ‖Pnu0‖2H ≤ ‖u0‖2H almost surely in {t ≤ τn,k}.
Step 2. To show τn =∞ almost surely, we assume the contrary. Therefore, there is Ω0 ∈ F
with P(Ω0) > 0 such that τn(ω) < ∞ and τn,k(ω) ր τn(ω) for all ω ∈ Ω0. Hence, τn,k < ∞ on
Ω0 and by the continuity of the paths of un and the definition of τn,k, we get
‖un(τn,k(ω), ω)‖Hn = k for all ω ∈ Ω0 and k ∈ N. This is a contradiction to Step 1, where we
obtained ‖un(t)‖H ≤ ‖u0‖H almost surely in {t ≤ τn,k}. Therefore, un is a global solution and
we have
‖un(t)‖Hn = ‖un(t)‖H = ‖Pnu0‖H ≤ ‖u0‖H
almost surely for all t ≥ 0. 
The next goal is to find uniform energy estimates for the global solutions of the equation
(5.5). Recall that by Assumption 2.4, the nonlinearity F has a real antiderivative denoted by
Fˆ .
Definition 5.5. We define the energy E(u) of u ∈ EA by
E(u) := 1
2
‖A 12u‖2H + Fˆ (u), u ∈ EA.
Note that E(u) is welldefined by the embeddingEA →֒ Lα+1(M). In contrast to the uniform
L2-estimate in [0,∞),we cannot exclude the growth of the energy in an infinity time interval.
So, we fix T > 0 from now on. As a preparation, we formulate a Lemma, which simplifies
the arguments, when the Burkholder-Davis-Gundy inequality is used.
Lemma 5.6. Let r ∈ [1,∞), ε > 0, T > 0 and X ∈ Lr(Ω, L∞(0, T )). Then,
‖X‖Lr(Ω,L2(0,t)) ≤ ε‖X‖Lr(Ω,L∞(0,t)) + 1
4ε
∫ t
0
‖X‖Lr(Ω,L∞(0,s))ds, t ∈ [0, T ].
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Proof. By interpolation of L2(0, t) between L∞(0, t) and L1(0, t) and the elementary inequal-
ity
√
ab ≤ εa+ 1
4ε
b for a, b ≥ 0 and ε > 0, we obtain
‖X‖L2(0,t) ≤ ‖X‖
1
2
L∞(0,t)‖X‖
1
2
L1(0,t) ≤ ε‖X‖L∞(0,t) +
1
4ε
‖X‖L1(0,t).
Now, we take the Lr(Ω)-norm and apply Minkowski’s inequality to get
‖X‖Lr(Ω,L2(0,t)) ≤ ε‖X‖Lr(Ω,L∞(0,t)) + 1
4ε
∫ t
0
‖X(s)‖Lr(Ω)ds
≤ ε‖X‖Lr(Ω,L∞(0,t)) + 1
4ε
∫ t
0
‖X‖Lr(Ω,L∞(0,s))ds.

The next Proposition is the key step to show that we can apply Corollary 4.7 to the se-
quence of solutions (un)n∈N of the equation (5.5) in the defocusing case.
Proposition 5.7. Under Assumption 2.6 i), the following assertions hold.
a) For all q ∈ [1,∞) there is a constant C = C(q, ‖u0‖EA, α, F, (Bm)m∈N , T ) > 0 with
sup
n∈N
E
[
sup
t∈[0,T ]
[‖un(t)‖2H + E(un(t))]q ] ≤ C
In particular, for all r ∈ [1,∞) there is C1 = C1(r, ‖u0‖EA, α, F, (Bm)m∈N , T ) > 0
sup
n∈N
E
[
sup
t∈[0,T ]
‖un(t)‖rEA
]
≤ C1.
b) The sequence (un)n∈N satisfies the Aldous condition [A] in E
∗
A.
Proof. ad a): By Assumption 2.4 ii) and iii), the restriction of the energy E : Hn → R is twice
continuously Fre´chet-differentiable with
E ′[v]h1 =Re〈Av + F (v), h1〉;
E ′′[v] [h1, h2] =Re
(
A
1
2h1, A
1
2h2
)
H
+ Re〈F ′[v]h2, h1〉
for v, h1, h2 ∈ Hn.We compute
tr
(
E ′′[un(s)] (−iSnB (Snun(s)) ,−iSnB (Snun(s)))
)
=
∞∑
m=1
E ′′[un(s)] (−iSnBmSnun(s),−iSnBmSnun(s))
=
∞∑
m=1
‖A 12SnBmSnun(s)‖2H +
∞∑
m=1
Re〈F ′[un(s)] (SnBmSnun(s)) , SnBmSnun(s)〉
and therefore, Itoˆ’s formula and Proposition 5.4 lead to the identity
‖un(t)‖2H + E (un(t)) =‖Pnu0‖2H + E (Pnu0)
+
∫ t
0
Re〈Aun(s) + F (un(s)),−iAun(s)− iPnF (un(s))〉ds
+
∫ t
0
Re〈Aun(s) + F (un(s)), µn(un(s))〉ds
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+
∫ t
0
Re〈Aun(s) + F (un(s)),−iSnB (Snun(s)) dW (s)〉
+
1
2
∞∑
m=1
∫ t
0
‖A 12SnBmSnun(s)‖2Hds
+
1
2
∫ t
0
∞∑
m=1
Re〈F ′[un(s)] (SnBmSnun(s)) , SnBmSnun(s)〉ds (5.7)
almost surely for all t ∈ [0, T ].We can use (5.2) for
Re〈F (v),−iPnF (v)〉 = Re [i〈F (v), PnF (v)〉] = 0;
Re [〈Av,−iPnF (v)〉+ 〈F (v),−iAv〉] = Re
[
−〈Av, iF (v)〉+ 〈Av, iF (v)〉
]
= 0;
Re
(
Av,−iAv)
H
= Re
[
i‖Av‖2H
]
= 0
for all v ∈ Hn to simplify (5.7) and get
‖un(t)‖2H + E (un(t)) =‖Pnu0‖2H + E (Pnu0) +
∫ t
0
Re〈Aun(s) + F (un(s)), µn(un(s))〉ds
+
∫ t
0
Re〈Aun(s) + F (un(s)),−iSnB (Snun(s)) dW (s)〉
+
1
2
∞∑
m=1
∫ t
0
‖A 12SnBmSnun(s)‖2Hds
+
1
2
∫ t
0
∞∑
m=1
Re〈F ′[un(s)] (SnBmSnun(s)) , SnBmSnun(s)〉ds (5.8)
almost surely for all t ∈ [0, T ]. Next, we fix δ > 0, q > 1 and apply the Itoˆ formula to the
process on the LHS of (5.8) and the function Φ : (− δ
2
,∞) → R defined by Φ(x) := (x+ δ)q .
The derivatives are given by
Φ′(x) = q (x+ δ)q−1 , Φ′′(x) = q(q − 1) (x+ δ)q−2 , x ∈
(
−δ
2
,∞
)
.
With the short notation
Y (s) := δ + ‖un(s)‖2H + E (un(s)) , s ∈ [0, T ],
we obtain
Y (t)q =
[
δ + ‖Pnu0‖2H + E (Pnu0)
]q
+ q
∫ t
0
Y (s)q−1Re〈Aun(s) + F (un(s)), µn(un(s))〉ds
+ q
∫ t
0
Y (s)q−1Re〈Aun(s) + F (un(s)),−iSnB (Snun(s)) dW (s)〉
+
q
2
∞∑
m=1
∫ t
0
Y (s)q−1‖A 12SnBmSnun(s)‖2Hds
+
q
2
∞∑
m=1
∫ t
0
Y (s)q−1Re〈F ′[un(s)] (SnBmSnun(s)) , SnBmSnun(s)〉ds
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+
q
2
(q − 1)
∞∑
m=1
∫ t
0
Y (s)q−2 [Re〈Aun(s) + F (un(s)),−iSnBmSnun(s)〉]2 ds (5.9)
almost surely for all t ∈ [0, T ]. In order to treat the stochastic integral, we use Propositions
5.2 and 5.4 to estimate for fixed s ∈ [0, T ]
|(Aun(s),−iSnBmSnun(s))H | ≤ ‖A 12un(s)‖H‖A 12SnBmSnun(s)‖H
≤ ‖A 12un(s)‖H‖SnBmSnun(s)‖EA
≤ ‖A 12un(s)‖H‖Sn‖2L(EA)‖Bm‖L(EA)‖un(s)‖EA
≤
(
‖un(s)‖2H + ‖A
1
2un(s)‖2H
)
‖Bm‖L(EA)
. Y (s)‖Bm‖L(EA) (5.10)
and (2.5), (2.10) and Proposition 5.2 to estimate
|〈F (un(s)),−iSnBmSnun(s)〉| ≤ ‖F (un(s))‖
L
α+1
α (M)
‖SnBmSnun(s)‖Lα+1(M)
≤ ‖un(s)‖α+1Lα+1(M)‖Sn‖2L(Lα+1)‖Bm‖L(Lα+1)
. Fˆ (un(s))‖Bm‖L(Lα+1)
. Y (s)‖Bm‖L(Lα+1). (5.11)
The Burkholder-Gundy-Davis inequality, the estimates (5.10) and (5.11), Assumption 2.7
and Lemma 5.6 applied to the process X = Y q with r = 1 yield for any ε > 0
E
[
sup
s∈[0,t]
∣∣∣∣
∫ s
0
Y (r)q−1Re〈Aun(r) + F (un(r)),−iSnB (Snun(r)) dW (r)〉
∣∣∣∣ ]
. E
[(∫ t
0
∞∑
m=1
∣∣Y (r)q−1〈Aun(r) + F (un(r)),−iSnBmSnun(r)〉∣∣2 dr
) 1
2 ]
. E
[(∫ t
0
Y (r)2qdr
) 1
2
]
≤ εE
[
sup
s∈[0,t]
Y (s)q
]
+
1
4ε
∫ t
0
E
[
sup
r∈[0,s]
Y (r)q
]
ds
(5.12)
The integrands of the deterministic integrals can be estimated by using the bounds (5.4),
Proposition 5.4 for the linear and (2.5) as well as (2.10) for the nonlinear part. We fix s ∈ [0, T ]
and get
Re
(
Aun(s), (SnBmSn)
2
un(s)
)
H
≤ ‖A 12un(s)‖H‖A 12 (SnBmSn)2 un(s)‖H
≤ ‖A 12un(s)‖H‖ (SnBmSn)2 un(s)‖EA
≤ ‖A 12un(s)‖H‖Sn‖4L(EA)‖Bm‖2L(EA)‖un(s)‖EA
≤
(
‖un(s)‖2H + ‖A
1
2un(s)‖2H
)
‖Bm‖2L(EA)
. Y (s)‖Bm‖2L(EA); (5.13)
Re〈F (un(s)), (SnBmSn)2 un(s)〉 ≤ ‖F (un(s))‖
L
α+1
α (M)
‖ (SnBmSn)2 un(s)‖Lα+1(M)
. ‖un(s)‖α+1Lα+1(M)‖Sn‖4L(Lα+1)‖Bm‖2L(Lα+1)
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. Fˆ (un(s))‖Bm‖2L(Lα+1) . Y (s)‖Bm‖2L(Lα+1); (5.14)
‖A 12SnBmSnun(s)‖2H ≤ ‖SnBmSnun(s)‖2EA ≤ ‖Sn‖4L(EA)‖Bm‖2L(EA)‖un(s)‖2EA
≤ ‖Bm‖2L(EA)
(
‖un(s)‖2H + ‖A
1
2un(s)‖2H
)
. ‖Bm‖2L(EA)Y (s) (5.15)
for m ∈ N and s ∈ [0, T ]. By the bounds (5.4) of Sn and the Assumptions (2.7) and (2.10) on
the nonlinearity
Re〈F ′[un(s)] (SnBmSnun(s)) , SnBmSnun(s)〉 . ‖F ′[un(s)]‖
Lα+1→L
α+1
α
‖SnBmSnun(s)‖2Lα+1(M)
. ‖un(s)‖α+1Lα+1(M)‖Sn‖4L(Lα+1)‖Bm‖2L(Lα+1)
. Fˆ (un(s))‖Bm‖2L(Lα+1) . Y (s)‖Bm‖2L(Lα+1)
(5.16)
Substituting the inequalities (5.12) to (5.16), into the identity (5.9), we get for each t ∈ [0, T ]
E
[
sup
s∈[0,t]
Y (s)q
]
.q
[
δ + ‖Pnu0‖2H + E(Pnu0)
]q
+ E
∫ t
0
∞∑
m=1
‖Bm‖2L(EA)Y (s)qds
+ E
∫ t
0
∞∑
m=1
‖Bm‖2L(Lα+1)Y (s)qds
+ εE
[
sup
r∈[0,t]
Y (s)q
]
+
1
4ε
∫ t
0
E
[
sup
s∈[0,r]
Y (s)q
]
dr
+ E
∞∑
m=1
∫ t
0
‖Bm‖2L(EA)Y (s)qds + E
∫ t
0
∞∑
m=1
‖Bm‖2L(Lα+1)Y (s)qds
+ E
∫ t
Y (s)q
∞∑
m=1
max{‖Bm‖2L(EA), ‖Bm‖2L(Lα+1)}ds
.
[
δ + ‖u0‖2H + E(Pnu0)
]q
+ E
∫ t
0
Y (s)qds
+ εE
[
sup
r∈[0,t]
Y (s)q
]
+
1
4ε
∫ t
0
E
[
sup
s∈[0,r]
Y (s)q
]
dr
.T
[
δ + ‖u0‖2H + E(Pnu0)
]q
+ εE
[
sup
r∈[0,t]
Y (s)q
]
+
∫ t
0
E
[
sup
s∈[0,r]
Y (s)q
]
dr. (5.17)
Choosing ε > 0 small enough in inequality (5.17), the Gronwall lemma yields
E
[
sup
s∈[0,t]
Y (s)q
] ≤ C [δ + ‖u0‖2H + E(Pnu0)]q eCt, t ∈ [0, T ],
with a constant C > 0, which is uniform in n ∈ N. Because of
E(Pnu0) . ‖A 12Pnu0‖2H + ‖Pnu0‖α+1Lα+1(M) . ‖Pnu0‖2EA + ‖Pnu0‖α+1EA . 1,
we obtain the assertion of Proposition 5.7, part a).
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ad b): Now, we continue with the proof of the Aldous condition. We have
un(t)− Pnu0 =− i
∫ t
0
Aun(s)ds− i
∫ t
0
PnF (un(s))ds+
∫ t
0
µn(un(s))ds
− i
∫ t
0
SnB(Snun(s))dW (s)
= : J1(t) + J2(t) + J3(t) + J4(t)
in Hn almost surely for all t ∈ [0, T ] and therefore
‖un((τn + θ) ∧ T )− un(τn)‖E∗
A
≤
4∑
k=1
‖Jk((τn + θ) ∧ T )− Jk(τn)‖E∗
A
for each sequence (τn)n∈N of stopping times and θ > 0. Hence, we get
P
{‖un((τn + θ) ∧ T )− un(τn)‖E∗
A
≥ η} ≤ 4∑
k=1
P
{
‖Jk((τn + θ) ∧ T )− Jk(τn)‖E∗
A
≥ η
4
}
(5.18)
for a fixed η > 0. We aim to apply Tschebyscheff’s inequality and estimate the expected
value of each term in the sum. We use part a) for
E‖J1((τn + θ) ∧ T )− J1(τn)‖E∗
A
≤ E
∫ (τn+θ)∧T
τn
‖Aun(s)‖E∗
A
ds ≤ E
∫ (τn+θ)∧T
τn
‖A 12un(s)‖Hds
. θE
[
sup
s∈[0,T ]
‖un(s)‖EA
] ≤ θE[ sup
s∈[0,T ]
‖un(s)‖2EA
] 1
2 ≤ θC1;
the embedding L
α+1
α (M) →֒ E∗A and the estimate (2.5) of the nonlinearity F for
E‖J2((τn + θ) ∧ T )− J2(τn)‖E∗
A
≤ E
∫ (τn+θ)∧T
τn
‖PnF (un(s))‖E∗
A
ds
≤ E
∫ (τn+θ)∧T
τn
‖F (un(s))‖E∗
A
ds . E
∫ (τn+θ)∧T
τn
‖F (un(s))‖
L
α+1
α (M)
ds
. E
∫ (τn+θ)∧T
τn
‖un(s)‖αLα+1(M)ds . θE
[
sup
s∈[0,T ]
‖un(s)‖αEA
] ≤ θC2
Propositions 5.2 and 5.4 for
E‖J3((τn + θ) ∧ T )− J3(τn)‖E∗
A
=
1
2
E
∥∥∥∥∥
∫ (τn+θ)∧T
τn
∞∑
m=1
(SnBmSn)
2
un(s)ds
∥∥∥∥∥
E∗
A
≤ 1
2
E
∫ (τn+θ)∧T
τn
∞∑
m=1
‖ (SnBmSn)2 un(s)‖E∗
A
ds
. E
∫ (τn+θ)∧T
τn
∞∑
m=1
‖ (SnBmSn)2 un(s)‖Hds
≤ E
∫ (τn+θ)∧T
τn
∞∑
m=1
‖Bm‖2L(H)‖un(s)‖Hds
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. θE
[
sup
s∈[0,T ]
‖un(s)‖H
]
= C3θ
Finally, we use the Itoˆ isometry and again the Propositions 5.2 and 5.4 for
E‖J4((τn + θ) ∧ T )− J4(τn)‖2E∗
A
≤ E
∥∥∥∥∥
∫ (τn+θ)∧T
τn
SnB (Snun(s)) dW (s)
∥∥∥∥∥
2
H
= E
[∫ (τn+θ)∧T
τn
‖SnB (Snun(s)) ‖2HS(Y,H)ds
]
= E
[∫ (τn+θ)∧T
τn
∞∑
m=1
‖SnBmSnun(s)‖2Hds
]
≤ E
[∫ (τn+θ)∧T
τn
∞∑
m=1
‖Bm‖2L(H)‖un(s)‖2Hds
]
. θE
[
sup
s∈[0,T ]
‖un(s)‖2H
]
= θC4
By the Tschebyscheff inequality, we obtain for a given η > 0
P
{
‖Jk((τn + θ) ∧ T )− Jk(τn)‖E∗
A
≥ η
4
}
≤ 4
η
E‖Jk((τn + θ) ∧ T )− Jk(τn)‖E∗
A
≤ 4Ckθ
η
(5.19)
for k ∈ {1, 2, 3} and
P
{
‖J4((τn + θ) ∧ T )− J4(τn)‖E∗
A
≥ η
4
}
≤ 16
η2
E‖J4((τn + θ) ∧ T )− J4(τn)‖2E∗
A
≤ 16C4θ
η2
.
(5.20)
Let us fix ε > 0. Due to estimates (5.19) and (5.20) we can choose δ1, . . . , δ4 > 0 such that
P
{
‖Jk((τn + θ) ∧ T )− Jk(τn)‖E∗
A
≥ η
4
}
≤ ε
4
for 0 < θ ≤ δk and k = 1, . . . , 4.With δ := min {δ1, . . . , δ4} , using (5.18) we get
P
{‖Jk((τn + θ) ∧ T )− Jk(τn)‖E∗
A
≥ η} ≤ ε
for all n ∈ N and 0 < θ ≤ δ and therefore, the Aldous condition [A] holds in E∗A. 
We continue with the a priori estimate for solutions of (5.5) with a focusing nonlinearity.
Note that this case is harder since the expression
‖v‖2H + E(v) := ‖v‖2EA + Fˆ (v), v ∈ Hn,
does not dominate ‖v‖2EA, because Fˆ is negative.
Proposition 5.8. Under Assumption 2.6 i’), the following assertions hold:
a) For all r ∈ [1,∞), there is a constant C = C(r, ‖u0‖EA, α, F, (Bm)m∈N , T ) > 0 with
sup
n∈N
E
[
sup
t∈[0,T ]
‖un(t)‖rEA
]
≤ C
b) The sequence (un)n∈N satisfies the Aldous condition [A] in E
∗
A.
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Proof. Let ε > 0. Assumption 2.6 i’) and Young’s inequality imply that there are γ > 0 and
Cε > 0 such that
‖u‖α+1Lα+1(M) . ε‖u‖2EA + Cε‖u‖γH , u ∈ EA, (5.21)
and therefore by Proposition 5.4, we infer that
−Fˆ (un(t)) . ‖un(t)‖α+1Lα+1(M) . ε‖un(t)‖2EA + Cε‖un(t)‖γH
. ε‖A 12un(t)‖2H + ε‖u0‖2H + Cε‖u0‖γH , t ∈ [0, T ]. (5.22)
By the same calculations as in the proof of Proposition 5.7we get
1
2
‖A 12un(s)‖2H =E(un(s))− Fˆ (un(s))
=− Fˆ (un(s)) + E (Pnu0) +
∫ s
0
Re〈Aun(r) + F (un(r)), µn(un(r))〉dr
+
∫ s
0
Re〈Aun(r) + F (un(r)),−iSnB (Snun(r)) dW (r)〉
+
1
2
∞∑
m=1
∫ s
0
‖A 12SnBmSnun(r)‖2Hdr
+
1
2
∫ s
0
∞∑
m=1
Re〈F ′[un(r)] (SnBmSnun(r)) , SnBmSnun(r)〉dr (5.23)
almost surely for all s ∈ [0, T ]. In the following, we fix q ∈ [1,∞) and t ∈ (0, T ] and want to
apply the Lq(Ω, L∞(0, t))-norm to the identity (5.23).We will use the notation
X(s) :=
[
‖u0‖2H + ‖A
1
2un(s)‖2H + ‖un(s)‖α+1Lα+1(M)
]
, s ∈ [0, T ], (5.24)
and estimate the stochastic integral by the Burkholder-Gundy-Davis inequality and the es-
timates (5.10) and (5.11) as well as Lemma 5.6∥∥∥∥
∫ ·
0
Re〈Aun(r) + F (un(r)),−iSnB (Snun(r)) dW (r)〉
∥∥∥∥
Lq(Ω,L∞(0,t))
.
∥∥∥∥∥∥
(
∞∑
m=1
|〈Aun(r) + F (un(r)),−iSnBmSnun(r)〉|2
) 1
2
∥∥∥∥∥∥
Lq(Ω,L2([0,t]))
. ‖X‖Lq(Ω,L2([0,t]))
≤ ε‖X‖Lq(Ω,L∞(0,t)) + 1
4ε
∫ t
0
‖X‖Lq(Ω,L∞(0,s))ds (5.25)
By (5.22), we get
‖ − Fˆ (un)‖Lq(Ω,L∞(0,t)) . ε
∥∥∥‖A 12un‖2H∥∥∥
Lq(Ω,L∞(0,t))
+ ε‖u0‖2H + Cε‖u0‖γH (5.26)
For the following estimates, we will use (5.13)-(5.16) and the Minkowski inequality and
obtain∥∥∥∥
∫ ·
0
Re〈Aun(s) + F (un(s)), µn(un(s))〉ds
∥∥∥∥
Lq(Ω,L∞(0,t))
.
∥∥∥∥
∫ t
0
X(s)ds
∥∥∥∥
Lq(Ω)
.
∫ t
0
‖X(s)‖Lq(Ω)ds;
(5.27)
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∞∑
m=1
∫ ·
0
‖A 12SnBmSnun(s)‖2Hds
∥∥∥∥∥
Lq(Ω,L∞(0,t))
.
∥∥∥∥
∫ t
0
X(s)ds
∥∥∥∥
Lq(Ω)
.
∫ t
0
‖X(s)‖Lq(Ω)ds; (5.28)
∥∥∥∥∥
∫ ·
0
∞∑
m=1
Re〈F ′[un(s)] (SnBmSnun(s)) , SnBmSnun(s)〉ds
∥∥∥∥∥
Lq(Ω,L∞(0,t))
.
∥∥∥∥
∫ t
0
X(s)ds
∥∥∥∥
Lq(Ω)
.
∫ t
0
‖X(s)‖Lq(Ω)ds. (5.29)
By (5.23) and the estimates (5.25)-(5.29), we get∥∥∥‖A 12un‖2H∥∥∥
Lq(Ω,L∞(0,t))
. ε
∥∥∥‖A 12un(t)‖2H∥∥∥
Lq(Ω,L∞(0,t))
+ ε‖u0‖2H + Cε‖u0‖γH + ‖u0‖EA
+
∫ t
0
‖X(s)‖Lq(Ω)ds + ε‖X‖Lq(Ω,L∞(0,t)) + 1
4ε
∫ t
0
‖X‖Lq(Ω,L∞(0,s))ds
+
∫ t
0
‖X(s)‖Lq(Ω)ds (5.30)
In order to estimate the terms with X by the LHS of (5.30), we exploit (5.21) to get
‖X‖Lq(Ω,L∞(0,t)) ≤ ‖u0‖2H + E
[
sup
s∈[0,t]
‖A 12un(s)‖2qH
] 1
q + E
[
sup
s∈[0,t]
‖un(s)‖(α+1)qLα+1(M)
] 1
q
. ‖u0‖2H + E
[
sup
s∈[0,t]
‖A 12un(s)‖2qH
] 1
q
+ εE
[
sup
s∈[0,t]
‖A 12un(s)‖2qH
] 1
q + ε‖u0‖2H + Cε‖u0‖γH
.
∥∥∥∥∥ sups∈[0,t] ‖A
1
2un(s)‖2H
∥∥∥∥∥
Lq(Ω)
+ ‖u0‖2H + ‖u0‖γH .
Hence, by (5.24), we obtain∥∥∥‖A 12un‖2H∥∥∥
Lq(Ω,L∞(0,t))
.ε
∥∥∥‖A 12un(t)‖2H∥∥∥
Lq(Ω,L∞(0,t))
+ ε‖u0‖2H + Cε‖u0‖γH + ‖u0‖EA
+
∫ t
0
∥∥∥‖A 12un‖2H∥∥∥
Lq(Ω,L∞(0,s))
ds + t‖u0‖2H + t‖u0‖γH
+ ε
∥∥∥‖A 12un(s)‖2H∥∥∥
Lq(Ω,L∞(0,t))
+ ε‖u0‖2H + ε‖u0‖γH .
Choosing ε > 0 small enough, we get∥∥∥‖A 12un‖2H∥∥∥
Lq(Ω,L∞(0,t))
≤C1(‖u0‖EA, T, q) +
∫ t
0
C2(q)
∥∥∥‖A 12un‖2H∥∥∥
Lq(Ω,L∞(0,s))
ds, t ∈ [0, T ],
and thus, the Gronwall Lemma yields∥∥∥‖A 12un(s)‖2H∥∥∥
Lq(Ω,L∞(0,t))
≤ C1(‖u0‖EA, T, q)eC2(q)t, t ∈ [0, T ].
This implies that there is C > 0with
sup
n∈N
E
[
sup
t∈[0,T ]
‖un(t)‖2qEA
]
≤ C.
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since the H-norm is conserved by Proposition 5.4. Therefore, we obtain the assertion for
r ≥ 2. Finally, the case r ∈ [1, 2) is an application of Ho¨lder’s inequality.
ad b): Analogous to the proof of Proposition 5.7 b). 
6. CONSTRUCTION OF A MARTINGALE SOLUTION
The aim of this section is the construction of a solution of equation (1.1) by a suitable
limiting process in the Galerkin equation (5.5) using the results from the previous sections.
Let us recall that
ZT := C([0, T ], E
∗
A) ∩ Lα+1(0, T ;Lα+1(M)) ∩ Cw([0, T ], EA).
Proposition 6.1. Let (un)n∈N be the sequence of solutions to the Galerkin equation (5.5).
a) There are a subsequence (unk)k∈N, a probability space
(
Ω˜, F˜ , P˜
)
and random variables vk, v :
Ω˜→ ZT with P˜vk = Punk such that vk → v P˜-a.s. in ZT for k →∞.
b) We have vk ∈ C ([0, T ], Hk) P˜-a.s. and for all r ∈ [1,∞), there is C > 0 with
sup
k∈N
E˜
[‖vk‖rL∞(0,T ;EA)] ≤ C
c) For all r ∈ [1,∞), we have
E˜
[‖v‖rL∞(0,T ;EA)] ≤ C
with the same constant C > 0 as in b).
For the precise dependence of the constants, we refer to the Propositions 5.7 and 5.8.
Proof. ad a): The estimates to apply Corollary 4.7 are provided by Propositions 5.7 and 5.8.
ad b): Since we have unk ∈ C ([0, T ], Hk) P-a.s. and C ([0, T ], Hk) is closed in C([0, T ], E∗A)
and therefore a Borel set , we conclude vk ∈ C ([0, T ], Hk) P˜-a.s. by the identity of the laws.
Furthermore, the mapC ([0, T ], Hk) ∋ u 7→ ‖u‖rL∞(0,T ;EA) ∈ [0,∞) is continuous and therefore
measurable, so that we can conclude that
E˜
[‖vk‖rL∞(0,T ;EA)] =
∫
C([0,T ],Hk)
‖u‖rL∞(0,T ;EA)dP˜vk(u) =
∫
C([0,T ],Hk)
‖u‖rL∞(0,T ;EA)dPunk (u)
= E
[‖unk‖rL∞(0,T ;EA)] .
Use the Propositions 5.7 in the defocusing respectively 5.8 in the focusing case to get the
assertion.
ad c): We have vn → v almost surely in Lα+1(0, T ;Lα+1(M)) by part a). From part b) and
the embedding L∞(0, T ;EA) →֒ Lα+1(0, T ;Lα+1(M)), we obtain that the sequence (vn)n∈N
is bounded in Lα+1(Ω˜ × [0, T ] ×M). By Vitali’s Theorem (see [Els07], Theorem VI, 5.6), we
conclude
vn → v in L2(Ω˜, Lα+1(0, T ;Lα+1(M)))
for n → ∞. On the other hand, part b) yields the existence of v˜ ∈ Lr(Ω˜, L∞(0, T ;EA))
for all r ∈ [1,∞) with norm less than the constant C = C(‖u0‖EA, T, r) > 0 and a sub-
sequence (vnk)k∈N , such that vnk ⇀
∗ v˜ for k → ∞. Especially, vnk ⇀∗ v˜ for k → ∞ in
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L2(Ω˜, Lα+1(0, T ;Lα+1(M))) and hence,
v = v˜ ∈ Lr(Ω˜, L∞(0, T ;EA))

The next Lemma shows, how convergence in ZT can be used for the convergence of the
terms appearing in the Galerkin equation.
Lemma 6.2. Let zn ∈ C([0, T ], Hn) for n ∈ N and z ∈ ZT . Assume zn → z for n → ∞ in ZT .
Then, for t ∈ [0, T ] and ψ ∈ EA as n→∞(
zn(t), ψ
)
H
→ 〈z(t), ψ〉,
∫ t
0
(
Azn(s), ψ
)
H
ds→
∫ t
0
〈Az(s), ψ〉ds,
∫ t
0
(
µn (zn(s)) , ψ
)
H
ds→
∫ t
0
〈µ (z(s)) , ψ〉ds,
∫ t
0
(
PnF (zn(s)), ψ
)
H
ds→
∫ t
0
〈F (z(s)), ψ〉ds.
Proof. Step 1: We fix ψ ∈ EA and t ∈ [0, T ]. Recall, that the assumption implies zn → z for
n→∞ in C([0, T ], E∗A). This can be used to deduce∣∣(zn(t), ψ)H − 〈z(t), ψ〉∣∣ ≤ ‖zn − z‖C([0,T ],E∗A)‖ψ‖EA → 0.
By zn → z in Cw([0, T ], EA)we get sups∈[0,T ] |〈zn(s)− z(s), ϕ〉| → 0 for n→∞ and all ϕ ∈ E∗A.
We plug in ϕ = Aψ and use 〈Azn(s), ψ〉 = 〈zn(s), Aψ〉 for n ∈ N and s ∈ [0, t] to get∫ t
0
∣∣(Azn(s), ψ)H − 〈z(s), Aψ〉∣∣ ds =
∫ t
0
|〈zn(s)− z(s), Aψ〉| ds
≤ T sup
s∈[0,T ]
|〈zn(s)− z(s), Aψ〉| → 0, n→∞.
Step 2: First, we fixm ∈ N. Using that the operators Bm and Sn are selfadjoint, we get∫ t
0
∣∣∣((SnBmSn)2zn(s), ψ)
H
− 〈B2mz(s), ψ〉
∣∣∣ ds
≤
∫ t
0
∣∣∣((Sn − I)BmS2nBmSnzn(s), ψ)
H
∣∣∣ ds+ ∫ t
0
∣∣∣(Bm(S2n − I)BmSnzn(s), ψ)
H
∣∣∣ ds
+
∫ t
0
∣∣∣(B2m(Sn − I)zn(s), ψ)
H
∣∣∣ ds+ ∫ t
0
∣∣〈B2m (zn(s)− z(s)) , ψ〉∣∣ds
≤T‖zn‖C([0,T ],E∗
A
)‖Bm‖2L(EA)‖Sn‖3L(EA)‖(Sn − I)ψ‖EA
+ T‖zn‖C([0,T ],E∗
A
)‖Sn‖L(EA)‖Bm‖L(EA)‖Sn + I‖L(EA)‖(Sn − I) (Bmψ) ‖EA
+ T‖zn‖C([0,T ],E∗
A
)‖(Sn − I)
(
B2mψ
) ‖EA
+ T‖zn − z‖C([0,T ],E∗
A
)‖B2m‖L(EA)‖ψ‖EA −→ 0, n→∞,
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since Snϕ → ϕ in EA for ϕ ∈ EA by Proposition 5.2 and zn → z in C([0, T ], E∗A). By the
estimate ∫ t
0
∣∣∣((SnBmSn)2zn(s), ψ)
H
− 〈B2mz(s), ψ〉
∣∣∣ ds
≤ T‖ψ‖EA
[‖(SnBmSn)2‖L(EA)‖zn‖C([0,T ],E∗A) + ‖B2m‖L(EA)‖z‖C([0,T ],E∗A)]
.T,ψ ‖Bm‖2L(EA) ∈ l1(N)
and Lebesgue’s convergence Theorem, we obtain
∞∑
m=1
∫ t
0
∣∣∣((SnBmSn)2zn(s), ψ)
H
− 〈B2mz(s), ψ〉
∣∣∣ ds −→ 0, n→∞,
and therefore ∫ t
0
(
µn (zn(s)) , ψ
)
H
ds→
∫ t
0
〈µ (z(s)) , ψ〉ds, n→∞.
Step 3. Before we prove the last assertion, we recall zn → z in Lα+1(0, T ;Lα+1(M)) for
n→∞.We estimate∫ t
0
∣∣(PnF (zn(s)), ψ)H − 〈F (z(s)), ψ〉∣∣ds
≤
∫ t
0
|〈F (zn(s)), (Pn − I)ψ〉| ds +
∫ t
0
|〈F (zn(s))− F (z(s)), ψ〉| ds (6.1)
where we used (5.2). For the first term in (6.1), we look at∫ t
0
|〈F (zn(s)), (Pn − I)ψ〉| ds ≤ ‖F (zn)‖L1(0,T ;E∗
A
)‖(Pn − I)ψ‖EA
. ‖F (zn)‖
L1(0,T ;L
α+1
α (M))
‖(Pn − I)ψ‖EA
. ‖zn‖αLα(0,T ;Lα+1(M))‖(Pn − I)ψ‖EA
. ‖zn‖αLα+1(0,T ;Lα+1(M))‖(Pn − I)ψ‖EA −→ 0, n→∞.
By Assumption (2.4) (see (2.7)), we get
‖F (zn(s))− F (z(s))‖
L
α+1
α (M)
.
(‖zn(s)‖Lα+1(M) + ‖z(s)‖Lα+1(M))α−1 ‖zn(s)− z(s)‖Lα+1(M)
for s ∈ [0, T ].Now, we apply Ho¨lder’s inequality in time with 1
α+1
+ 1
α+1
+ α−1
α+1
= 1
‖F (zn)− F (z)‖
L1(0,T ;L
α+1
α (M))
≤ T 1α+1 (‖zn‖Lα+1(0,T ;Lα+1(M)) + ‖z‖Lα+1(0,T ;Lα+1(M)))α−1
‖zn − z‖Lα+1(0,T ;Lα+1(M)) → 0, n→∞.
This leads to the last claim. 
By the application of the Skorohod-Jakubowski Theorem, we have replaced the Galerkin
solutions un by the processes vn on Ω˜. Now, we want to transfer the properties given by the
Galerkin equation (5.5). Therefore, we define the process Nn : Ω˜× [0, T ]→ Hn by
Nn(t) = −vn(t) + Pnu0 +
∫ t
0
[−iAvn(s)− iPnF (vn(s)) + µn(vn(s))] ds
for n ∈ N and t ∈ [0, T ] and in the following lemma, we prove its martingale property.
Note that in this section, we considerH as a real Hilbert space equipped with the real scalar
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product Re
(
u, v
)
H
for u, v ∈ H in order to be consistent with the martingale theory from
[DPZ14] we use.
Lemma 6.3. For each n ∈ N, the processNn is anH-valued continuous square integrable martingale
w.r.t the filtration F˜n,t := σ (vn(s) : s ≤ t) . The quadratic variation of Nn is given by
〈〈Nn〉〉tψ =
∞∑
m=1
∫ t
0
iSnBmSnvn(s) Re
(
SnBmSnvn(s), ψ
)
H
ds
for all ψ ∈ H.
Proof. Fix n ∈ N.We defineMn : Ω× [0, T ]→ Hn by
Mn(t) := −un(t) + Pnu0 +
∫ t
0
[−iAun(s)− iPnF (un(s)) + µn(un(s))] ds
for t ∈ [0, T ]. Since un is a solution of the Galerkin equation (5.5), we obtain the representa-
tion
Mn(t) = i
∫ t
0
SnBm(Snun(s))dW (s)
P-a.s. for all t ∈ [0, T ]. The estimate
E
[
∞∑
m=1
∫ T
0
‖SnBmSnun(s)‖2Hds
]
≤
∞∑
m=1
‖Bm‖2L(H)E
[∫ T
0
‖un(s)‖2Hds
]
≤ T
∞∑
m=1
‖Bm‖2L(H)‖u0‖2H <∞
yields, that Mn is a square integrable continuous martingale w.r.t. the filtration (Ft)t∈[0,T ] .
From the definition of Mn we get, that for each t ∈ [0, T ], Mn(t) is measurable w.r.t. the
smaller σ-field Fn,t := σ (un(s) : s ≤ t) .
The adjoint of the operator Φn(s) := iSnB(Snun(s)) : Y → H for s ∈ [0, T ] is given by
Φ∗(s)ψ =
∑∞
m=1Re
(
iSnBmSnun(s), ψ
)
H
fm for ψ ∈ H. Therefore
Φ(s)Φ∗(s)ψ =
∞∑
m=1
Re
(
iSnBmSnun(s), ψ
)
H
iSnBmSnun(s)
for ψ ∈ H and s ∈ [0, T ].Hence,Mn is a (Fn,t)-martingale with quadratic variation
〈〈Mn〉〉tψ =
∞∑
m=1
∫ t
0
iSnBmSnun(s) Re
(
iSnBmSnun(s), ψ
)
H
ds
for ψ ∈ H (see [DPZ14], Theorem 4.27). This property can be rephrased as
E
[
Re
(
Mn(t)−Mn(s), ψ
)
H
h(un|[0,s])
]
= 0
and
E
[(
Re
(
Mn(t), ψ
)
H
Re
(
Mn(t), ϕ
)
H
− Re (Mn(s), ψ)H Re (Mn(s), ϕ)H
−
∞∑
m=1
∫ t
0
Re
(
iSnBmSnun(s), ψ
)
H
Re
(
iSnBmSnun(s), ϕ
)
H
ds
)
h(un|[0,s])
]
= 0
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for all ψ, ϕ ∈ H and bounded, continuous functions h on C([0, T ], H).
We use the identity of the laws of un and vn on C([0, T ], Hn) to obtain
E˜
[
Re
(
Nn(t)−Nn(s), ψ
)
H
h(vn|[0,s])
]
= 0
and
E˜
[(
Re
(
Nn(t), ψ
)
H
Re
(
Nn(t), ϕ
)
H
− Re (Nn(s), ψ)H Re (Nn(s), ϕ)H
−
∞∑
m=1
∫ t
0
Re
(
iSnBmSnvn(s), ψ
)
H
Re
(
iSnBmSnvn(s), ϕ
)
H
ds
)
h(vn|[0,s])
]
= 0
for all ψ, ϕ ∈ H and bounded, continuous functions h on C([0, T ], Hn).Hence,Nn is a contin-
uous square integrable martingale w.r.t F˜n,t := σ (vn(s) : s ≤ t) and the quadratic variation
is given as claimed in the lemma. 
We define a process N on Ω˜× [0, T ] by
N(t) := −v(t) + u0 +
∫ t
0
[−iAv(s)− iF (v(s)) + µ(v(s))] ds, t ∈ [0, T ].
By Proposition 6.1, we infer that v ∈ C([0, T ], E∗A) almost surely and
‖F (v)‖L∞(0,T ;E∗
A
) . ‖F (v)‖L∞(0,T ;Lα+1α (M)) = ‖v‖
α
L∞(0,T ;Lα+1(M)) <∞ a.s.
‖Av‖L∞(0,T ;E∗
A
) ≤ ‖v‖L∞(0,T ;EA) <∞ a.s.
Because of µ ∈ L(E∗A), we infer that µ(v) ∈ C([0, T ], E∗A) almost surely. Hence, N has E∗A-
valued continous paths.
Let ι : EA →֒ H be the usual embedding, ι∗ : H → EA its Hilbert-space-adjoint, i.e.(
ιu, v
)
H
=
(
u, ι∗v
)
EA
for u ∈ EA and v ∈ H. Further, we set L := (ι∗)′ : E∗A → H as the dual
operator of ι∗ with respect to the Gelfand triple EA →֒ H h H∗ →֒ E∗A.
In the next Lemma, we use the martingale property of Nn for n ∈ N and a limiting process
based on Proposition 6.1 and Lemma 6.2. to conclude that LN is also an H-valued martin-
gale.
Lemma 6.4. The process LN is an H-valued continuous square integrable martingale with respect
to the filtration F˜ =
(
F˜t
)
t∈[0,T ]
, where F˜t := σ (v(s) : s ≤ t) . The quadratic variation is given by
〈〈LN〉〉tζ =
∞∑
m=1
∫ t
0
iLBmv(s) Re
(
iLBmv(s), ζ
)
H
ds
for all ζ ∈ H.
Proof. Step 1: Let t ∈ [0, T ]. We will first show that E˜
[
‖N(t)‖2E∗
A
]
< ∞. By Lemma 6.2, we
have Nn(t) → N(t) almost surely in E∗A for n → ∞. By the Davis inequality for continuous
martingales (see [Par76]), Lemma 6.3 and Proposition 6.1 , we conclude
E˜
[
sup
t∈[0,T ]
‖Nn(t)‖α+1H
]
. E˜

( ∞∑
m=1
∫ T
0
‖SnBmSnvn(s)‖2Hds
)α+1
2


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≤
(
∞∑
m=1
‖Bm‖2L(H)
)α+1
2
E˜
[(∫ T
0
‖vn(s)‖2Hds
)α+1
2
]
. E˜
[∫ T
0
‖vn(s)‖α+1H ds
]
. E˜
[∫ T
0
‖vn(s)‖α+1Lα+1(M)ds
]
≤ T sup
n∈N
E˜
[
‖vn‖α+1L∞(0,T ;Lα+1(M))
]
≤ TC. (6.2)
Since α + 1 > 2, we deduce N(t) ∈ L2(Ω˜, E∗A) by the Vitali Theorem and Nn(t) → N(t) in
L2(Ω˜, E∗A) for n→∞.
Step 2: Let ψ, ϕ ∈ EA and h be a bounded continuous function on C([0, T ], E∗A).
For 0 ≤ s ≤ t ≤ T, we define the random variables
fn(t, s) :=Re
(
Nn(t)−Nn(s), ψ
)
H
h(vn|[0,s]), f(t, s) := Re〈N(t)−N(s), ψ〉h(v|[0,s]).
The P˜-a.s.-convergence vn → v in ZT for n→∞ yields by Lemma 6.2 fn(t, s)→ f(t, s) P˜-a.s.
for all 0 ≤ s ≤ t ≤ T.We use (a+ b)p ≤ 2p−1 (ap + bp) for a, b ≥ 0 and p ≥ 1 and the estimate
(6.2) for
E˜|fn(t, s)|α+1 ≤ 2α‖h‖α+1∞ ‖ψ‖α+1H E˜
[‖Nn(t)‖α+1H + ‖Nn(s)‖α+1H ]
≤ 2α‖h‖α+1∞ ‖ψ‖α+1H 2TC
In view of the Vitali Theorem, we get
0 = lim
n→∞
E˜fn(t, s) = E˜f(t, s), 0 ≤ s ≤ t ≤ T.
Step 3: For 0 ≤ s ≤ t ≤ T, we define
g1,n(t, s) :=
(
Re
(
Nn(t), ψ
)
H
Re
(
Nn(t), ϕ
)
H
− Re (Nn(s), ψ)H Re (Nn(s), ϕ)H
)
h(vn|[0,s])
and
g1(t, s) :=
(
Re〈N(t), ψ〉Re〈N(t), ϕ〉 − Re〈N(s), ψ〉Re〈N(s), ϕ〉
)
h(v|[0,s]).
By Lemma 6.2, we obtain g1,n(t, s) → g1(t, s) P˜-a.s. for all 0 ≤ s ≤ t ≤ T. In order to get
uniform integrability, we set r := α+1
2
> 1 and estimate
E˜|g1,n(t, s)|r ≤2r‖h‖r∞E˜
[|Re (Nn(t), ψ)H Re (Nn(t), ϕ)H |r + |Re (Nn(s), ψ)H Re (Nn(s), ϕ)H |r]
≤2r‖h‖r∞‖ψ‖rH‖ϕ‖rHE˜
[‖Nn(t)‖α+1H + ‖Nn(s)‖α+1H ] ≤ 2r‖h‖r∞‖ψ‖rH‖ϕ‖rH2TC,
where we used (6.2) again. As above, Vitali’s Theorem yields
0 = lim
n→∞
E˜g1,n(t, s) = E˜g1(t, s), 0 ≤ s ≤ t ≤ T
Step 4: For 0 ≤ s ≤ t ≤ T, we define
g2,n(t, s) := h(vn|[0,s])
∞∑
m=1
∫ t
s
Re
(
SnBmSnvn(τ), ψ
)
H
Re
(
SnBmSnvn(τ), ϕ
)
H
dτ
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g2(t, s) := h(v|[0,s])
∞∑
m=1
∫ t
s
Re〈Bmv(τ), ψ〉Re〈Bmv(τ), ϕ〉dτ.
Because of h(vn|[0,s]) → h(v|[0,s]) P˜-a.s. and the continuity of the inner product L2([s, t]× N),
the convergence
Re
(
SnBmSnvn, ψ
)
H
→ Re〈Bmv, ψ〉
P˜-a.s. in L2([s, t]× N) already implies g2,n(t, s)→ g2(t, s) P˜-a.s. Therefore, we consider
‖Re (SnBmSnvn, ψ)H − Re〈Bmv, ψ〉‖L2([s,t]×N)
≤ ‖Re (BmSnvn, (Sn − I)ψ)H‖L2([s,t]×N) + ‖Re (vn, (Sn − I)Bmψ)H‖L2([s,t]×N)
+ ‖Re〈Bm (vn − v) , ψ〉‖L2([s,t]×N)
≤ ‖BmSnvn‖L2([s,t]×N,E∗
A
)‖ (Sn − I)ψ‖EA + ‖Re
(
vn, (Sn − I)Bmψ
)
H
‖L2([s,t]×N)
+ ‖ψ‖EA‖Bm(vn − v)‖L2([s,t]×N,E∗A)
≤
(
∞∑
m=1
‖Bm‖2L(EA)
) 1
2
T
1
2‖vn‖C([0,T ],E∗
A
)‖ (Pn − I)ψ‖EA + ‖Re
(
vn, (Sn − I)Bmψ
)
H
‖L2([s,t]×N)
+
(
∞∑
m=1
‖Bm‖2L(EA)
) 1
2
T
1
2‖vn − v‖C([0,T ],E∗
A
)‖ψ‖EA.
The first and the third term tend to 0 as n → ∞ by Proposition 6.1 and for the second one,
this follows by the estimate
|Re (vn(s), (Sn − I)Bmψ)H |2 ≤ 4‖vn(s)‖2E∗A‖Bm‖2L(EA)‖ψ‖2EA ∈ L1([s, t]× N)
and Lebesgue’s convergence Theorem. Hence, we conclude
‖Re (SnBmSnvn, ψ)H − Re〈Bmv, ψ〉‖L2([s,t]×N) → 0
P˜-a.s. as n→∞. Furthermore, we estimate
∞∑
m=1
∫ t
s
|Re (SnBmSnvn(τ), ψ)H |2dτ ≤
∫ T
0
‖vn(τ)‖2E∗
A
dτ‖ψ‖2EA
∞∑
m=1
‖Bm‖2L(EA)
and continue with r := α+1
2
> 1 and
E˜|g2,n(t, s)|r ≤ E˜
[
‖Re〈SnBmSnvn, ψ〉‖rL2([s,t]×N)‖Re〈SnBmSnvn, ϕ〉‖rL2([s,t]×N)|h(vn|[0,s])|r
]
≤ E˜
[(∫ T
0
‖vn(τ)‖2E∗
A
dτ
)r]
‖ψ‖rEA‖ϕ‖rEA
(
∞∑
m=1
‖Bm‖2L(EA)
)r
‖h‖r∞
. E˜
[∫ T
0
‖vn(τ)‖α+1E∗
A
dτ
]
. sup
n∈N
E˜
[
‖vn‖α+1Lα+1(0,T ;Lα+1(M))
]
≤ CT.
Using Vitali’s Theorem, we obtain
lim
n→∞
E˜ [g2,n(t, s)] = E˜ [g2(t, s)] , 0 ≤ s ≤ t ≤ T.
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Step 5: From step 2, we have
E˜
[
Re〈N(t)−N(s), ψ〉h(u|[0,s])
]
= 0 (6.3)
and step 3, step 4 and Lemma 6.3 yield
E˜
[(
Re〈N(t), ψ〉Re〈N(t), ϕ〉 − Re〈N(s), ψ〉Re〈N(s), ϕ〉
+
∞∑
m=1
∫ t
s
Re〈Bmv(τ), ψ〉Re〈Bmv(τ), ϕ〉dτ
)
h(v|[0,s])
]
= 0. (6.4)
Now, let η, ζ ∈ H. Then ι∗η, ι∗ζ ∈ EA and for all z ∈ E∗A, we have Re
(
Lz, η
)
H
= Re〈z, ι∗η〉.
By the first step, LN is a continuous, sqare integrable process in H and the identities (6.3)
and (6.4) imply
E˜
[
Re
(
LN(t)− LN(s), η)
H
h(u|[0,s])
]
= 0
and
E˜
[(
Re
(
LN(t), η
)
H
Re
(
LN(t), ζ
)
H
− Re (LN(s), η)
H
Re
(
LN(s), ζ
)
H
+
∞∑
m=1
∫ t
s
Re
(
LBmv(τ), η
)
H
Re
(
LBmv(τ), ζ
)
H
dτ
)
h(v|[0,s])
]
= 0.
Hence, LN is a continuous, square integrable martingale in H with respect to the F˜n,t :=
σ (v(s) : s ≤ t) and quadratic variation
〈〈LN〉〉tζ =
∞∑
m=1
∫ t
0
iLBmv(s) Re
(
iLBmv(s), ζ
)
H
ds
for all ζ ∈ H. 
Finally, we can prove our main result Theorem 1.1 using the Martingale Representation
Theorem from [DPZ14], Theorem 8.2.
Proof of Theorem 1.1. We choose H = L2(M), Q = I and Φ(s) := iLB (v(s)) for all s ∈ [0, T ].
The adjoint Φ(s)∗ is given by Φ(s)∗ζ :=
∑∞
m=1Re
(
iLBmv(s), ζ
)
H
fm and hence,(
Φ(s)Q
1
2
)(
Φ(s)Q
1
2
)∗
ζ = Φ(s)Φ(s)∗ζ =
∞∑
m=1
Re
(
iLBmv(s), ζ
)
H
iLBmv(s)
for ζ ∈ H. Clearly, v is continuous in E∗A and adapted to the filtration F˜ given by F˜t =
σ (v(s) : 0 ≤ s ≤ t) for s ∈ [0, T ].Hence, Φ is continuous inH and adapted to F˜ and therefore
progressively measurable.
By an application of Theorem 8.2 in [DPZ14] to the process LN from Lemma 6.4, we obtain
a cylindrical Wiener process W˜ on Y defined on a probability space
(Ω′,F ′,P′) =
(
Ω˜× ˜˜Ω, F˜ ⊗ ˜˜F , P˜⊗ ˜˜P
)
with
LN(t) =
∫ t
0
Φ(s)dW˜ (s) =
∫ t
0
iLB (v(s)) dW˜ (s)
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for t ∈ [0, T ]. The estimate
‖Bv‖2L2([0,T ]×Ω,HS(Y,E∗
A
)) =E
∫ T
0
∞∑
m=1
‖Bmv(s)‖2E∗
A
ds . E
∫ T
0
∞∑
m=1
‖Bmv(s)‖2EAds
≤E
∫ T
0
(
∞∑
m=1
‖Bm‖2L(EA)
)
‖v(s)‖2EAds . E
∫ T
0
‖v(s)‖2EAds
≤T‖v‖2L2(Ω,L∞(0,T ;EA)) ≤ TC
yields that the stochastic integral
∫ ·
0
B (v(s)) dW˜ (s) is a continuous martingale in E∗A and
using the continuity of the operator L, we get∫ t
0
iLB (v(s)) dW˜ (s) = L
(∫ t
0
iB (v(s)) dW˜ (s)
)
for all t ∈ [0, T ]. The definition of N and the injectivity of L yield the equality∫ t
0
iBv(s)dW˜ (s) = −v(t) + u0 +
∫ t
0
[−iAv(s)− iF (v(s)) + µ(v(s))] ds (6.5)
inE∗A for t ∈ [0, T ]. Theweak continuity of the paths of v inEA and the estimates for property
(1.6) have already been shown in Proposition 6.1. Hence, the system
(
Ω˜, F˜ , P˜, W˜ , F˜, v
)
is a
martingale solution of equation (1.1). 
It remains to prove the mass conservation from Theorem 1.1. In Proposition 5.4, we
proved a similar result for the approximating equation. Since this property is not invari-
ant under the limiting procedure from above, we have to repeat the calculation in infinite
dimensions and justify it by a regularization procedure.
Proposition 6.5. Let
(
Ω˜, F˜ , P˜, W˜ , F˜, u
)
be a martingale solution of (1.1). Then, we have ‖u(t)‖L2 =
‖u0‖L2 almost surely for all t ∈ [0, T ].
Proof. Step 1. Given λ > 0,we define Rλ := λ (λ+ A)
−1
. Using the series representation, one
can verify
Rλf → f in X, λ→∞, f ∈ X
‖Rλ‖L(X) ≤ 1 (6.6)
for X ∈ {H,EA, E∗A} .Moreover, Rλ(E∗A) = EA and hence, the equation
Rλu(t) = Rλu0 +
∫ t
0
[−iRλAu(s)− iRλF (u(s)) +Rλµ(u(s))] ds− i
∫ t
0
RλBu(s)dW˜ (s) (6.7)
holds almost surely in EA for all t ∈ [0, T ]. The functionM : H → R defined by
M(v) := ‖v‖2H is twice continuously Fre´chet-differentiable with
M′[v]h1 = 2Re
(
v, h1
)
H
, M′′[v] [h1, h2] = 2Re
(
h1, h2
)
H
for v, h1, h2 ∈ H. Therefore, we get
‖Rλu(t)‖2H =‖Rλu0‖2H + 2
∫ t
0
Re
(
Rλu(s),−iRλAu(s)− iRλF (u(s)) +Rλµ(u(s))
)
H
ds
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− 2
∫ t
0
Re
(
Rλu(s), iRλBu(s)dW˜ (s)
)
H
+
∞∑
m=1
∫ t
0
‖RλBmu(s)‖2Hds (6.8)
almost surely for all t ∈ [0, T ].
Step 2. In the following, we deal with the behaviour of the terms in (6.8) for λ→∞. Since
Rλ and A commute, we get
Re
(
Rλu(s),−iRλAu(s)
)
H
= Re
(
Rλu(s),−iARλu(s)
)
H
= 0, s ∈ [0, T ], λ > 0. (6.9)
For s ∈ [0, T ], we have
Re
(
Rλu(s),−iRλF (u(s))
)
H
→ Re〈u(s),−iF (u(s))〉 = 0
Re
(
Rλu(s), Rλµ(u(s))
)
H
→ Re (u(s), µ(u(s)))
H
, λ→∞. (6.10)
by (6.6). In order to apply the dominated convergence Theorem by Lebesgue, we estimate
|Re(Rλu(s),−iRλF (u(s)) +Rλµ(u(s)))H |
≤ ‖u(s)‖EA ‖−iF (u(s)) + µ(u(s))‖E∗
A
. ‖u(s)‖EA
(
‖F (u(s))‖
L
α+1
α (M)
+
∞∑
m=1
‖Bm‖2L(H)‖u(s)‖H
)
. ‖u(s)‖EA
(
‖u(s)‖αLα+1(M) + ‖u(s)‖H
)
. ‖u(s)‖α+1EA + ‖u(s)‖2EA
using (6.6) and the Sobolev embeddings L
α+1
α (M) →֒ E∗A and EA →֒ Lα+1(M).
Since u ∈ Cw([0, T ], EA) almost surely and Cw([0, T ], EA) ⊂ L∞(0, T ;EA), we obtain∫ t
0
Re
(
Rλu(s),−iRλF (u1(s)) +Rλµ(u(s))
)
H
ds→
∫ t
0
Re
(
u(s), µ(u(s))
)
H
ds, λ→∞,
almost surely for all t ∈ [0, T ].Moreover, the pointwise convergence
‖RλBmu(s)‖H → ‖Bmu(s)‖H, m ∈ N, f.a.a. s ∈ [0, T ]
and the estimate
‖RλBmu(s)‖2H ≤ ‖Bm‖2L(H)‖u(s)‖2H ∈ L1([0, T ]× N)
lead to, by Lebesgue DCT,
∞∑
m=1
∫ t
0
‖RλBmu(s)‖2Hds→
∞∑
m=1
∫ t
0
‖Bmu(s)‖2Hds, λ→∞ (6.11)
almost surely for all t ∈ [0, T ]. For the stochastic term, we fix K ∈ N and define a stopping
time τK by
τK := inf {t ∈ [0, T ] : ‖u(t)‖H > K} .
Then, we infer that
Re
(
Rλu(s), iRλBmu(s)
)
H
→ Re (u(s), iBu(s))
H
= 0 a.s., m ∈ N, s ∈ [0, T ]
and
1[0,τK ](s)|Re
(
Rλu(s), iRλBmu(s)
)
H
|2 ≤ 1[0,τK ](s)‖u(s)‖4H‖Bm‖2L(H)
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≤ K4‖Bm‖2L(H) ∈ L1(Ω˜× [0, T ]× N)
to get
E˜
∞∑
m=1
∫ τK
0
[
Re
(
Rλu(s), iRλBmu(s)
)
H
]2
ds→ 0, λ→∞,
by Lebesgue. The Itoˆ isometry and the Doob inequality yield
E˜
[
sup
t∈[0,τK ]
∣∣∣∣
∫ t
0
Re
(
Rλu(s), iRλBu(s)dW (s)
)
H
∣∣∣∣
2
]
→ 0, λ→∞,
After passing to a subsequence, we get∫ t
0
Re
(
Rλu(s), iRλBu(s)dW (s)
)
H
→ 0, λ→∞, (6.12)
almost surely in {t ≤ τK} . By ⋃
K∈N
{t ≤ τK} = [0, T ] a.s.,
we conclude that (6.12) holds almost surely on [0, T ].
Step 3. Using (6.9), (6.11) and (6.12) in (6.8), we obtain
‖u(t)‖2H =‖u0‖2H + 2
∫ t
0
Re
(
u(s), µ(u(s))
)
H
ds+
∞∑
m=1
∫ t
0
‖Bmu(s)‖2Hds
almost surely for all t ∈ [0, T ]. By the selfadjointness of Bm, m ∈ N, we simplify
2Re
(
u(s), µ(u(s))
)
H
= −
∞∑
m=1
Re
(
u(s), B2mu(s)
)
H
= −
∞∑
m=1
‖Bmu(s)‖2H .
Therefore, we have ‖u(t)‖2H = ‖u0‖2H almost surely for all t ∈ [0, T ]. 
7. REGULARITY AND UNIQUENESS OF SOLUTIONS ON 2D MANIFOLDS
In this section, we want to study pathwise uniqueness of solutions to (1.1) and we con-
sider the case of a 2-dimensional riemannian manifold without boundary M. We drop the
assumption thatM is compact and replace it by
M is complete, has a positive injectivity radius and a bounded geometry. (7.1)
We refer to [Tri92], chapter 7, for the definitions of the notions above and background refer-
ences on differential geometry. We equipM with the canonical volume µ and suppose that
M satisfies the doubling property: For all x ∈ M˜ and r > 0, we have µ(B(x, r)) <∞ and
µ(B(x, 2r)) . µ(B(x, r)). (7.2)
We emphasize that (7.1) is satisfied by compact manifolds. Examples for manifolds with
the property (7.2) are given by compact manifolds and manifolds with non-negative Ricci-
curvature, see [CRTN01].
Let A = −∆g be the Laplace-Beltrami operator F = F±α be the model nonlinearity from
section 3. The proof is based on an additional regularity of the solution, which we obtain by
applying the deterministic and the stochastic Strichartz estimates from [BS14] and [BM14].
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In two dimensions, the mapping properties of the nonlinearity improve, as we will see in
the first Lemma.
Lemma 7.1. Let d = 2, α > 1, s ∈ (α−1
α
, 1] and s˜ ∈ (0, 1 − α + sα] ∩ (0, 1). Then, we have
F±α : H
s(M)→ H s˜(M) and
‖F±α (u)‖H s˜ . ‖u‖αHs, u ∈ Hs(M).
Proof. Step 1. First, we consider the case s = 1. Take q ∈ [2,∞) and r ∈ (2,∞)with
q ≥ 2(α− 1)
1− s˜ ,
1
r
=
1
2
+
α− 1
q
. (7.3)
Due to d = 2, we have H1(M) →֒ Lq(M) and by [Bol15], Lemma, III. 1.4., we get
‖F±α (u)‖H1,r . ‖u‖αH1, u ∈ H1(M).
The condition (7.3) yields
s˜− 1 ≤ −2(α− 1)
q
= 1− 2
r
and therefore, the assertion follows by applying the Sobolev embeddingH1,r(M) →֒ H s˜(M).
Step 2. Next, we consider s ∈ (α−1
α
, 1). Let r = 2
(1−s)α+s
∈ (1, 2) and q = 2
1−s
∈ (2α,∞).
Then, we have 1
r
= 1
2
+ α−1
q
. Thus, we can apply [CW91], Proposition 3.1, and obtain
‖|∇|sF±α (u)‖Lr . ‖u‖α−1Lq ‖|∇|su‖L2. (7.4)
Furthermore, we have
s− 1 = −2
q
, s− 1 = s
α
− 2
rα
≥ − 2
rα
,
which implies
Hs(R2) →֒ Lq(R2), Hs(R2) →֒ Lrα(R2).
Together with (7.4) and ‖F±α (u)‖Lr = ‖u‖αLrα for u ∈ Lrα(R2), this implies
‖F±α (u)‖Hs,r(R2) . ‖u‖αHs(R2), u ∈ Hs(R2). (7.5)
Since we have the Sobolev embedding Hs,r(R2) →֒ H s˜(R2) as a consequence of 0 < s˜ ≤
1− α + sα ≤ s, we obtain
‖F±α (u)‖H s˜(R2) . ‖u‖αHs(R2), u ∈ Hs(M).
This completes the proof in the caseM = R2. For a general manifoldM , the estimate follows
by the definition of fractional Sobolev spaces via charts, see Appendix B. 
In the following Proposition, we reformulate problem (1.1) in a mild form and use this to
show additional regularity properties of solutions of (1.1). Let us therefore recall the notation
µ = −1
2
∞∑
m=1
B2m.
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Proposition 7.2. Assume d = 2 and choose 2 < p, q <∞ with
2
p
+
2
q
= 1.
Let ε ∈ (0, 1), α > 1, s ∈ [1 + 1+ε
qα
− 1
α
, 1], r > 1 and β := max{α, 2}. Let
(
Ω˜, F˜ , P˜, W˜ , F˜, u
)
be a
solution to (1.1) with F = F±α and assume
u ∈ Lrα(Ω˜, Lβ(0, T ;Hs(M))). (7.6)
Then, for each s˜ ∈ [1+ε
q
, 1− α+ sα] ∩ (0, 1), we have
u ∈ Lr(Ω˜, C([0, T ], H s˜(M)) ∩ Lq(0, T ;H s˜− 1+εq ,p(M))) (7.7)
and almost surely in H s˜(M) for all t ∈ [0, T ]
iu(t) = ie−itAu0 +
∫ t
0
e−i(t−τ)AF±α (u(τ))dτ +
∫ t
0
e−i(t−τ)Aµ(u(τ))dτ +
∫ t
0
e−i(t−τ)AB(u(τ))dW (τ).
(7.8)
Remark 7.3. Of course, (7.7) also holds for ε ≥ 1, but then u ∈ Lr(Ω˜, Lq(0, T ;H s˜− 1+εq ,p(M)))
would be trivial by the Sobolev embedding H s˜(M) →֒ H s˜− 1+εq ,p(M). Being able to choose
ε ∈ (0, 1) means a gain of regularity which will be used below via H s˜− 1+εq ,p(M) →֒ L∞(M)
for an appropriate choice of the parameters.
Proof of Proposition 7.2. Step 1. First, we will show that it is possible to rewrite the equation
(2.19) from the definition of solutions for (1.1) in the mild form (7.8).
We note that for each s0 < 0 the semigroup
(
e−itA
)
t≥0
on L2(M) extends to a semigroup
(Ts0(t))t≥0 with the generator As0 that extendsA toD(As0) = Hs0+2(M). To keep the notation
simple, we also call this semigroup
(
e−itA
)
t≥0
.
We apply the Itoˆ formula to Φ ∈ C1,2([0, t]×Hs−2(M), Hs−4(M)) defined by
Φ(τ, x) := e−i(t−τ)Ax, τ ∈ [0, t], x ∈ Hs−2(M)
and obtain
iu(t) = ie−itAu0 +
∫ t
0
e−i(t−τ)AF±α (u(τ))dτ +
∫ t
0
e−i(t−τ)Aµ(u(τ))dτ +
∫ t
0
e−i(t−τ)AB(u(τ))dW (τ)
almost surely in Hs−4(M) for all t ∈ [0, T ].
Step 2. Using the Strichartz estimates from Lemma B.4 we deal with the free term and
each convolution term on the right hand site to get (7.7) and the identity (7.8) inH s˜(M). For
this purpose, we define
YT := L
q(0, T ;H s˜−
1+ε
q
,p(M)) ∩ L∞(0, T ;H s˜(M)).
By (B.5) we obtain
‖e−itAu0‖Lr(Ω˜,YT ) . ‖u0‖H s˜ . ‖u0‖Hs <∞
and by (B.6) and Lemma 7.1, we get∥∥∥∥
∫ t
0
e−i(t−τ)AF±α (u(τ))dτ
∥∥∥∥
YT
. ‖F±α (u)‖L1(0,T ;H s˜) . ‖u‖αLα(0,T ;Hs).
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Integration over Ω˜ and (7.6) yields∥∥∥∥
∫ t
0
e−i(t−τ)AF±α (u(τ))dτ
∥∥∥∥
Lr(Ω˜,YT )
. ‖u‖α
Lrα(Ω˜,Lα(0,T ;Hs))
<∞.
To estimate the other convolutions, we need that µ is bounded in H s˜(M) and B is bounded
from H s˜(M) to HS(Y,H s˜(M)). This can be deduced from the following estimate, which fol-
lows from complex interpolation (see [Lun09], Theorem 2.1.6), Ho¨lder’s inequality and As-
sumption 2.7:
∞∑
m=1
‖Bm‖2L(H s˜) ≤
∞∑
m=1
‖Bm‖2s˜L(H1)‖Bm‖2(1−s˜)L(H)
≤
(
∞∑
m=1
‖Bm‖2L(H1)
)s˜( ∞∑
m=1
‖Bm‖2L(H)
)1−s˜
<∞. (7.9)
Therefore, by (B.6), (7.9) and (7.6)∥∥∥∥
∫ t
0
e−i(t−τ)Aµ(u(τ))dτ
∥∥∥∥
Lr(Ω˜,YT )
. ‖µ(u)‖Lr(Ω˜,L1(0,T ;H s˜)) . ‖u‖Lr(Ω˜,L1(0,T ;H s˜))
. ‖u‖Lrα(Ω˜,Lβ(0,T ;Hs) <∞.
The estimates (B.7), (7.9) and (7.6) imply∥∥∥∥
∫ t
0
e−i(t−τ)AB(u(τ))dW (τ)
∥∥∥∥
Lr(Ω˜,YT )
. ‖B(u)‖Lr(Ω˜,L2(0,T ;HS(Y,H s˜)) . ‖u‖Lr(Ω˜,L2(0,T ;H s˜))
. ‖u‖Lrα(Ω˜,Lβ(0,T ;Hs)) <∞.
Hence, the mild equation (7.8) holds almost surely in H s˜(M) for each t ∈ [0, T ] and thus, we
get (7.7) by the pathwise continuity of deterministic and stochastic integrals. 
As a preparation for the proof of pathwise uniqueness, we show a formula for the L2-norm
of the difference of two solutions of (1.1).
Lemma 7.4. Let
(
Ω˜, F˜ , P˜, W˜ , F˜, uj
)
, j = 1, 2, be solutions of (1.1) with F = F±α for α > 1. Then,
‖u1(t)− u2(t)‖2L2 =2
∫ t
0
Re
(
u1(τ)− u2(τ),−iF±α (u1(τ)) + iF±α (u2(τ))
)
L2
dτ (7.10)
almost surely for all t ∈ [0, T ].
Proof. The proof is similar to Proposition 6.5. In fact, it is even simpler, since the regularity
of F±α due to Lemma 7.1 simplifies the proof of the convergence for λ→∞. 
Finally, we are ready to prove the pathwise uniqueness of solutions to (1.1).
Theorem 7.5. Let d = 2 and F (u) = F±α (u) = ±|u|α−1u with α ∈ (1,∞). Let r > α, β ≥
max{α, 2} and
s ∈
{
(1− 1
2α
, 1] for α ∈ (1, 3],
(1− 1
α(α−1)
, 1] for α > 3.
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Then, solutions of problem (1.1) are pathwise unique in Lr(Ω˜, Lβ(0, T ;Hs(M))), i.e. given two
solutions
(
Ω˜, F˜ , P˜, W˜ , F˜, uj
)
with
uj ∈ Lr(Ω˜, Lβ(0, T ;Hs(M))),
for j = 1, 2, we have u1(t) = u2(t) almost surely in L
2(M) for all t ∈ [0, T ].
Proof. Step 1. Take two solutions
(
Ω˜, F˜ , P˜, W˜ , F˜, uj
)
of (1.1) with uj ∈ Lr(Ω˜, L∞(0, T ;Hs(M)))
for j = 1, 2, and define w := u1 − u2. From Lemma 7.4, we conclude
‖w(t)‖2L2 =2
∫ t
0
Re
(
w(τ),−iF (u1(τ)) + iF (u2(τ))
)
L2
dτ
almost surely for all t ∈ [0, T ]. The estimate
|F±α (z1)− F±α (z2)| .
(|z1|α−1 + |z2|α−1) |z1 − z2|, z1, z2 ∈ C,
yields
‖w(t)‖2L2 .
∫ t
0
∫
M
|w(τ, x)|2 [|u1(τ, x)|α−1 + |u2(τ, x)|α−1] dxdτ
≤
∫ t
0
‖w(τ)‖2L2
[
‖u1(τ)‖α−1L∞(M) + ‖u2(τ)‖α−1L∞(M)
]
dτ (7.11)
almost surely for all t ∈ [0, T ].
Step 2. First, we deal with the case α ∈ (1, 3]. By s > 1 − 1
2α
, we can choose q > 2 and
ε ∈ (0, 1)with
1− 1
2α
< 1− 1
2α
+
q − 2 + 2ε
2qα
= 1− 1
qα
+
ε
qα
< s.
Hence, we have 1+ε
q
+1− 2
q
< 1−α+sα and in particular, there is s˜ ∈ (1+ε
q
+1− 2
q
, 1−α+sα).
If we choose p > 2 according to 2
p
+ 2
q
= 1, Proposition B.2 leads to H s˜−
1+ε
q
,p(M) →֒ L∞(M)
because of (
s˜− 1 + ε
q
)
− 2
p
= s˜− 1 + ε
q
+
2
q
− 1 = s˜−
(
1 + ε
q
+ 1− 2
q
)
> 0.
Moreover, we have uj ∈ Lq(0, T ;H s˜−
1+ε
q
,p(M)) almost surely for j = 1, 2 by Proposition 7.2.
Hence, the process b defined by
b(τ) :=
[‖u1(τ)‖α−1L∞ + ‖u2(τ)‖α−1L∞ ] , τ ∈ [0, T ], (7.12)
satisfies
‖b‖L1(0,T ) . ‖u1‖α−1
Lq(0,T ;H
s−
1+ε
q ,p)
+ ‖u2‖α−1
Lq(0,T ;H
s−
1+ε
q ,p)
<∞ a.s., (7.13)
where we used q > 2 ≥ α − 1 and the Ho¨lder inequality in time. Because of (7.11), we can
apply Gronwall’s Lemma to get
u1(t) = u2(t) a.s. in L
2(M) for all t ∈ [0, T ].
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Step 3. Now, let α > 3. Then, we set q := α − 1 and choose p > 2 with 2
p
+ 2
q
= 1. Using
s > 1− 1
α(α−1)
, we fix ε ∈ (0, 1)with
1− 1
α(α− 1) < 1−
1
qα
+
ε
qα
< s.
As above, we can choose s˜ ∈ (1+ε
q
+1− 2
q
, 1−α+sα).We therefore getH s˜− 1+εq ,p(M) →֒ L∞(M)
and uj ∈ Lq(0, T ;H s˜−
1+ε
q
,p(M)) almost surely for j = 1, 2. We obtain b ∈ L1(0, T ) almost
surely for b from (7.12) and Gronwall’s Lemma implies
u1(t) = u2(t) a.s. in L
2(M) for all t ∈ [0, T ].

Remark 7.6. In [BM14], Brzez´niak and Millet proved pathwise uniqueness of solutions in
the space Lq(Ω, C([0, T ], H1(M))∩Lq([0, T ], H1− 1q ,p(M)))with 2
q
+ 2
p
= 1 and q > α+1. Since
they used the deterministic Strichartz estimates from [BGT04] instead of [BS14], their result
is restricted to compact manifolds M. Comparing the result in [BM14] with Theorem 7.5 in
the present article, we see that the assumptions of Theorem 7.5 are weaker with respect to
space and time. On the other hand, the assumptions on the required moments is slightly
weaker in [BM14].
Remark 7.7. A similar Uniqueness-Theorem can also be proved on bounded domains in R2
using the Strichartz inequalities by Blair, Smith and Sogge from [BSS12]. We also want to
mention the classical strategy by Vladimirov (see [Vla87], [Oga90], [OO91] and [Caz03]) to
prove uniqueness ofH1-solutions using Trudinger type inequalities which can be seen as the
limit case of Sobolev’s embedding, see also [AF03], Theorem 8.27. Since this proof only relies
on the formula (7.10) and the property of solutions to be in H1, it can be directly transfered
to the stochastic setting. This strategy does not use Strichartz estimates, but it suffers from a
restriction to α ∈ (1, 3] and it cannot be transfered to Hs for s < 1.
Now, we give the definition of the concepts of strong solutions and uniqueness in law
used in Corollary 1.3.
Definition 7.8. a) Let T > 0 and u0 ∈ EA. Then, a strong solution of the equation (1.1) is
a continuous, F˜-adapted process with values in E∗A such that u ∈ L2(Ω × [0, T ], E∗A)
and almost all paths are in Cw([0, T ], EA) with
u(t) = u0 +
∫ t
0
[−iAu(s)− iF (u(s)) + µ(u(s))] dτ − i
∫ t
0
Bu(s)dW (s)
almost surely in E∗A for all t ∈ [0, T ].
b) The solutions of (1.7) are called unique in law, if for all martingale solutions
(Ωj ,Fj,Pj,Wj ,Fj, uj) with uj(0) = u0, for j = 1, 2, we have Pu11 = Pu22 almost surely
in C([0, T ], L2(M)).
We finish this section with the proof of Corollary 1.3.
Proof of Corollary 1.3. The existence of a martingale solution from Corollary 1.2 and the path-
wise uniqueness from Theorem 7.5 yield the assertion by [Ond04], Theorem 2 and 12.1. 
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APPENDIX A. AUXILARY RESULTS FROM FUNCTIONAL ANALYSIS
In this appendix, we collect some abstract notions and results needed in Section 4. For a
Banach space X and r > 0, we denote
BrX := {u ∈ X : ‖u‖X ≤ r} .
The weak topology on BrX is metrizable if the dual X
∗ is separable and a metric is given by
q(x1, x2) =
∞∑
k=1
2−k|〈x1 − x2, x∗k〉|, x1, x2 ∈ X,
for a dense sequence (x∗k)k∈N ∈ (B1X∗)N , see [Bre10], Theorem 3.29. IfX is also separable, then
C([0, T ],BrX) is a complete separable metric space with metric ρ(u, v) := supt∈[0,T ] q(u(t), v(t))
for u, v ∈ C([0, T ],BrEA).
Definition A.1. We define
Cw([0, T ], X) := {u : [0, T ]→ X : [0, T ] ∋ t→ 〈u(t), x∗〉 ∈ C is cont. for all x∗ ∈ X∗}
and equip Cw([0, T ], X) with the locally convex topology induced by the family P of semi-
norms given by
P := {px∗ : x∗ ∈ X∗}, px∗(u) := sup
t∈[0,T ]
|〈u(t), x∗〉| .
We continue with some auxiliary results.
Lemma A.2. Let r > 0 and un, u ∈ Cw([0, T ], X) with supt∈[0,T ] ‖un(t)‖X ≤ r and un → u in
Cw([0, T ], X). Then, we have un → u in C([0, T ],BrX).
Proof. By Lebesgue’s Convergence Theorem,
ρ(un, u) ≤
∞∑
k=1
2−k sup
t∈[0,T ]
|〈un(t)− u(t), x∗k〉| → 0, n→∞,
where we used the definition of convergence in Cw([0, T ], X) for fixed k ∈ N and
sup
t∈[0,T ]
|〈un(t)− u(t), x∗k〉 ≤
(
sup
t∈[0,T ]
‖un(t)‖X + sup
t∈[0,T ]
‖u(t)‖X
)
‖x∗k‖X∗ ≤ 2r.

Lemma A.3 (Strauss). Let X, Y be Banach spaces with X →֒ Y and T > 0. Then, we have the
inclusion
L∞(0, T ;X) ∩ Cw([0, T ], Y ) ⊂ Cw([0, T ], X).
Proof. See [Tem77], Chapter 3, Lemma 1.4. 
Lemma A.4 (Lions). Let X,X0, X1 be Banach spaces with X0 →֒ X →֒ X1 where the first embed-
ding is compact. Assume furthermore that X0, X1 are reflexive and p ∈ [1,∞). Then, for each ε > 0
there is Cε > 0 with
‖x‖pX ≤ ε‖x‖pX0 + Cε‖x‖pX1 , x ∈ X0.
Proof. See [Lio69], p. 58. 
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APPENDIX B. SOBOLEV SPACES ON MANIFOLDS AND STRICHARTZ ESTIMATES
In the Sections 3 and 7,we need some results about Sobolev spaces onmanifolds and their
connection with the fractional domains of the Laplace-Beltrami operator. In this appendix,
we recall the basic definitions and Sobolev embeddings. Moreover, we state the determinis-
tic and stochastic Strichartz estimates for the Schro¨dinger group
(
eit∆g
)
t∈R
.
Let (M, g) be a d-dimensional riemannian manifold without boundary with
M is complete, has a positive injectivity radius and a bounded geometry. (B.1)
We equip M with the canonical volume µ and suppose that M satisfies the doubling prop-
erty: For all x ∈ M˜ and r > 0, we have µ(B(x, r)) <∞ and
µ(B(x, 2r)) . µ(B(x, r)). (B.2)
Definition B.1. a) Let s ≥ 0, p ∈ (1,∞), A := (Ui, κi)i∈I be an atlas of M and (Ψi)i∈I
a partition of unity subordinate to A. Then, we define the fractional Sobolev spaces
Hs,p(M) by
Hs,p(M) :=

f ∈ Lp(M) : ‖f‖Hs,p(M) :=
(∑
i∈I
‖(Ψif) ◦ κ−1i ‖pHs,p(Rd)
) 1
p
<∞

 ,
where Hs,p(Rd) is the Sobolev space on Rd. For p = 2, we write Hs(M) := Hs,2(M).
b) For p ∈ [1,∞),we defineW 1,p(M) as the completion of C∞c (M) in the norm
‖f‖W 1,p(M) := ‖f‖Lp(M) + ‖∇f‖Lp(M), f ∈ C∞c (M).
Note that in b), ∇f is an element of the tangential bundle of M. We refer to [Lab15] for
further details. A useful characterization of fractional Sobolev spaces is in terms of the
fractional powers of the Laplace-Beltrami operator. By Strichartz, [Str83] Theorem 3.5, the
restriction of
(
et∆g
)
t≥0
to L2(M) ∩ Lp(M) extends to a strongly continuous semigroup on
Lp(M). We fix p ∈ (1,∞) and s > 0. The generator (∆g,p,D(∆g,p)) is called the Laplace-
Beltrami operator on Lp(M). The negative fractional powers of I −∆g,p are defined by
D((I −∆g,p)−α) :=
{
f ∈ Lp(M) :
∫ ∞
0
tα−1e−tet∆g,pfdt exists
}
(I −∆g,p)−αf := 1
Γ(α)
∫ ∞
0
tα−1e−tet∆g,pfdt
for α > 0. Note that in the case p = 2 this coincides with the definition via the functional
calculus because of the identity 1
Γ(α)
∫∞
0
tα−1e−λtfdt = λ−α for λ > 0.
In the following Proposition, we list characterizations and embedding properties of the
Sobolev spaces from Definition B.1.
Proposition B.2. Let (M, g) be a d-dimensional Riemannian manifold that satisfies (B.1). Let s ≥ 0
and p ∈ (1,∞).
a) We have Hs,p(M) = R((I −∆g,p)− s2 ) with ‖f‖Hs,p h ‖v‖Lp for f = (I −∆g,p)− s2 v.
Furthermore, we have H1,p(M) = W 1,p(M).
b) For s > d
p
, we have Hs,p(M) →֒ L∞(M).
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c) Let s ≥ 0 and p ∈ (1,∞). Suppose p ∈ [2, 2d
(d−2s)+
) or p = 2d
d−2s
if s < d
2
. Then, the
embeddingHs(M) →֒ Lp(M) is continuous. IfM is compact and we have 0 < s ≤ 1 as well
as p ∈ [1, 2d
(d−2s)+
), the embeddingHs(M) →֒ Lp(M) is compact.
d) For s, s0, s1 ≥ 0 and p, p0, p1 ∈ (1,∞) and θ ∈ (0, 1) with
s = (1− θ)s0 + θs1, 1
p
=
1− θ
p0
+
θ
p1
,
we have [Hs0,p0(M), Hs1,p1(M)]θ = H
s,p(M).
Proof. ad a): See [Tri92], Theorem 7.4.5. We remark that in the reference, Hs,p is defined via
the range identity from the Proposition and the identity from Definition B.1 is proved.
ad b): See [Bol15], Theorem III.1.2. d1).
ad c): For the first assertion, we refer to [Bol15], Theorem III.1.2. d1). If M is compact, we
can choose a finite collection of charts and a finite partition of unity. Hence
‖f‖Hs(M) :=
( N∑
i=1
‖(Ψif) ◦ ϕ−1i ‖2Hs(Rd)
) 1
2
=
( N∑
i=1
‖(Ψif) ◦ ϕ−1i ‖2Hs(O)
) 1
2
(B.3)
for a sufficiently large smooth bounded domain O ⊂ Rd. By [DNPV12], Corollary 7.2 and
Theorem 8.2, the embedding Hs(O) →֒ Lp(O) is compact for s ∈ (0, 1) with s < d
2
and
p ∈ [1, 2d
d−2s
).Note that in the reference, the result is proved in terms of the Slobodetski space
W s,2(O), but we can use the identity W s,2(O) = Hs(O). The embedding result combined
with (B.3) yields the assertion.
ad d): See [Tri92], Section 7.4.5, Remark 2. 
In the next Lemma, we recall the deterministic homogeneous Strichartz estimate due to
Bernicot and Samoyeau, see [BS14], Corollary 6.2.
Lemma B.3. Let ε > 0, T > 0 and 2 < p <∞, 2 < q ≤ ∞ with 2
q
+ d
p
= d
2
. Then,
‖eit∆gx‖Lq(0,T ;Lp(M)) .T,ε ‖x‖
H
1+ε
q (M)
, x ∈ H 1+εq (M). (B.4)
We remark that in the special case of compactM, Burq, Ge´rard and Tzvetkov proved (B.4)
even for ε = 0. But for our application in Section 7, this is not needed, such that we can
prove uniqueness on non-compact manifolds with d = 2 and (B.1).
From LemmaB.4, one can deduce the following Strichartz estimates for the stochastic and
deterministic convolutions in fractional Sobolev spaces. Note that we choose the probability
space Ω and the Y -valued Wiener processW as in Assumption 2.7.
Lemma B.4. In the situation of Lemma B.3, we take s ∈ [1+ε
q
, 1] and r ∈ (1,∞).
a) We have the homogeneous Strichartz estimate
‖eit∆gx‖
Lq(0,T ;H
s−
1+ε
q ,p(M))
.T,ε ‖x‖Hs(M) (B.5)
for x ∈ Hs(M) and the inhomogeneous Strichartz estimate∥∥∥∥
∫ ·
0
ei(·−τ)∆gf(τ)dτ
∥∥∥∥
Lq(0,T ;H
s−
1+ε
q ,p(M))
.T,ε ‖f‖L1(0,T ;Hs(M)) (B.6)
for f ∈ L1(0, T ;Hs(M)).
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b) We have the stochastic Strichartz estimate∥∥∥∥
∫ ·
0
ei(·−τ)∆gB(τ)dW (τ)
∥∥∥∥
Lr(Ω,Lq(0,T ;H
s−
1+ε
q ,p(M)))
.T,ε ‖B‖Lr(Ω;L2(0,T ;HS(Y,Hs(M)) (B.7)
for all adapted processes in B ∈ Lr(Ω;L2(0, T ; HS(Y,Hs(M)).
Proof. Proposition B.2 a) and Lemma B.3 yield
‖eit∆gx‖
Lq(0,T ;H
s−
1+ε
q ,p(M))
h ‖(1−∆g)
s
2
− 1+ε
2q eit∆gx‖Lq(0,T ;Lp(M))
= ‖eit∆g(1−∆g)
s
2
− 1+ε
2q x‖Lq(0,T ;Lp(M))
.T,ε ‖(1−∆g)
s
2
− 1+ε
2q x‖
H
1+ε
q (M)
h ‖x‖Hs(M). (B.8)
From (B.8), we get∥∥∥∥
∫ ·
0
ei(·−τ)∆gf(τ)dτ
∥∥∥∥
Lq(0,T ;H
s−
1+ε
q ,p(M))
.T,ε
∥∥∥∥
∫ ·
0
e−iτ∆gf(τ)dτ
∥∥∥∥
Hs(M)
. ‖f‖L1(0,T ;Hs(M)) (B.9)
and Theorem 3.10 in [BM14] implies∥∥∥∥
∫ ·
0
ei(·−τ)∆gB(τ)dW (τ)
∥∥∥∥
Lr(Ω,Lq(0,T ;Lp(M)))
.T,ε ‖B‖
Lr(Ω;L2(0,T ;HS(Y,H
1+ε
q (M))
. (B.10)
With the same procedure as in (B.8), one can deduce the estimate (B.7). 
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