In this paper, we prove that the bulk of DLA starting from a long line segment on the x-axis has a scaling limit to the stationary DLA process (SDLA). The main phenomenological difficulty is the multi-scale, non-monotone interaction of the DLA arms. We overcome this via a coupling scheme between the two processes and an intermediate DLA process with absorbing mesoscopic boundary segments.
Introduction
In this paper, we establish a scaling limit result for the bulk of DLA on Z 2 starting from a long line segment. The phenomena of a stationary behavior at the bulk was produced in experimental settings such as in the case of competing bacterial growth on a low nutrient medium (See figure 1 and [2] ). We consider the edge diffusion limited aggregation (EDLA) on Z 2 , an increasing edgeset process. It grows by adding edges recursively according to the Edge Harmonic Measure (the last edge traversed by a random walk coming from infinity before hitting the set). If we start the process from a long line segment, one can observe that in the bulk, the DLA trees tend to grow "upwards" and have similar distribution (See figure  2) .
In this paper we prove that the bulk of the EDLA starting from a long line segment converges weakly to the infinite stationary DLA (SDLA) process who's existence was Figure 2 . A (non-precise) computer simulation of EDLA starting from a long line segment, simulation for qualitative illustration only. established in [11] . The SDLA is a continuous time edge-set process on the upper planar lattice generated using a stationary version of the harmonic measure (stationary harmonic measure) defined and studied in [10, 12, 13] . Several other stationary aggregation processes were recently studied (see [1, 3] ) with some common universal behavior such as a.s. finiteness of all trees.
Before stating the main result, we first need to introduce some terminology.
1.1. Notations and statement of main results. Let Z 2 be the plane square lattice.
For any x = (x(1), x(2)) ∈ Z 2 , where x(1) is the first coordinate and x(2) is the second coordinate of x, let x be the L 2 norm of vertex x. We may turn Z 2 into a directed graph, by adding a pair of parallel directed edges with opposite orientations between each pair x, y ∈ Z 2 with x − y = 1. We denote this directed lattice by L 2 = (Z 2 , E 2 ) with vertex set Z 2 and edge set E 2 . For any subset A Z 2 , intuitively we define A to be the subgraph of L 2 whose edge set collects all edges such that both endpoints of these edges are in A. Moreover, let |A| be the cardinality of A, and if 0 ∈ A, let A = sup x∈A x be the radius of A. For any directed edge e = x → y ∈ L 2 , we use e(1) = x and e(2) = y to denote the starting and ending point of e. We use to denote the inner and outer boundaries with respect to vertices. And we use ∂ e A = e ∈ L 2 : s.t. e(1) ∈ ∂ out A, e(2) ∈ ∂ in A to denote the edge boundary of A in terms of edges and ∂ e A to denote the collection of all its inverse edges. Let H be the upper half plane. For any n ≥ 0 we define n = {(x, n) : x ∈ Z} as the horizontal line in H, with 0 as the x−axis. Moreover, for each x ∈ Z 2 , let P x be the distribution of the simple random walk {S n } ∞ n=0 starting from x. And for any 2 A ⊆ Z 2 , one can define the stopping times τ A = inf{n ≥ 0 : S n ∈ A}, τ A = inf{n ≥ 1 : S n ∈ A} to be the first hitting time and the first returning time respectively. When A = B(0, R), the open ball centered at the origin of radius R, we abbreviate them toτ R and τ R .
Here we consider a variant of the DLA model, dubbed edge DLA (EDLA) driven by the 2-dimensional harmonic measure on edges:
Proposition 1.1. For any finite subset A ⊆ Z 2 and any edge e of L 2 , then the limit lim z →∞ P z τ A = τ e(2) , S τ e(2) −1 = e(1) exists. We call the limit above the Edge Harmonic Measure of e with respect to A, denoted by H e A ( e). One may also define the harmonic measure with respect to a vertex x ∈ ∂ out A as Note that for all x ∈ ∂ in A, Remark 2. Note that EV t forms a vertex-set process which is identically distributed to the Outer DLA process OA t defined in Definition 1 of [11] .
For any finite B ⊆ Z 2 , the well-definedness of EA B t is obvious since the total transition rate is 1. In this paper, we also use EA n t in abbreviation for the case when EA n 0 = (D n , ∅) where
Next, recall in [11] , the stationary harmonic measure H s on H was defined as: for any B ⊆ H, any edge e = x → y ∈ ∂ e B, and any N , H s B ( e) is called the stationary harmonic measure of e with respect to B and the limit H s B (x) is called the stationary harmonic measure of x with respect to B. Then we give an informal description of the infinite SDLA model (see [11] for details). Let SV ∞ 0 = 0 , SE ∞ 0 = ∅, and for any t > 0, each edge e on the boundary of SV ∞ t − is added to the edge set SE ∞ t − and at the same time e(1) is added to the vertex set
starting from 0 is called the infinite SDLA process. The following proposition says that SA ∞ t is well-defined. Proposition 1.3 (Theorem 1, [11] ). The infinite SDLA {SA ∞ t } t≥0 is well defined. Notice that there is a one-to-one correspondence between the elements in {G : G ⊆ L 2 } and {η G : η G ∈ {0, 1} L 2 } since for any directed subgraph G = (V, E) ⊆ L 2 , we can define
So that both of the EDLA and SDLA process form Feller processes with sample paths in
The metric ρ (defined in Section 4.1. of [9] ) on E induces a metric d which gives rise to the Skorohod Topology on D E [0, ∞) (see Section 3.5 of [4] for details). We say {EA n nt ∩ H} t≥0 converges weakly to {SA ∞ ct } t≥0 iff their corresponding distributions converge.
With Remark 2, it is clear that the following theorem is an answer to Conjecture 1 of [11] .
is the metric space with the Skorohod topology.
Notation 2. In this paper we will use c, C etc. to denote constants. However, their values may vary according to contexts.
Remark 3. The arguments in this paper also prove that the scaling limit of the regular DLA starting from a long line segment forms a variant of SDLA from 0 where the growth rate is according to the stationary harmonic measure H s on the outer boundary of the current aggregation.
Remark 4. The SDLA or as shown in this paper the bulk of DLA stating from a long line, is expected to have a different fractal dimension from the standard DLA starting at a point. We conjecture that the dimension is 1.5. This conjecture is based on connections to a stationary version of the Hastings Levitov process which is expected to have the same dimension.
It is easy to show the equivalence between the weak convergence and the finite dimensional distribution's convergence. So we put the proof of the following lemma in Appendix 7. Equivalently, for any > 0, any finite subgraph K ⊆ H and T < ∞, there exists N 0 < ∞ such that for any integer n ≥ 1, 0 < t 1 , t 2 , · · · , t n ≤ T and subgraph(s) K 1 , K 2 , · · · , K n ⊆ K,
Let SA m t be the SDLA process starting from D m . First by Theorem 1 of [11] , {SA m t } m≥1 and SA ∞ t can be coupled in the same probability space such that for any compact K ⊆ H and any T < ∞, we have almost surely
T ] for all sufficiently large m. Thus in order to prove Theorem 1, by Lemma 1.1, it suffices to replace SA ∞ t with SA m t and show the following proposition: Proposition 1.4. For any > 0, any finite subgraph K ⊆ H and T < ∞, there exist m 0 , N 0 < ∞ such that for any integer n ≥ 1, 0 < t 1 , t 2 , · · · , t n ≤ T and subgraph(s) K 1 , K 2 , · · · , K n ⊆ K, It is clear that IA m,N t forms a well defined (lazy) Markov process where a new particle is added at a rate uniformly bounded from above by N .
First by a maximal coupling, we show that when m, N is sufficiently large, IA m,N t is the same as SA m t with very high probability. That is, Proposition 1.5. There exists c > 0 such that for any > 0, T < ∞, there is a constant M 0 < ∞. And for all m > M 0 there exists N (m) < ∞ such that for all N > N (m) we can couple IA m,N t and SA m t such that can be coupled so that
When N is large enough, although IA N 1/5 ,N t and IA N,N t seem to behave significantly differently near the end of the interval D N , we can show that they are highly likely to be the same when restricted in a finite graph K. I.e., Proposition 1.7. For any finite subgraph K ⊆ H, any > 0, T < ∞, there exists N 0 > 0 such that for all N ≥ N 0 , IA N 1/5 ,N t and IA N,N t can be coupled so that (7) P
Notation 3. Without loss of generality, we take T = 1 in the rest of this paper. } k≤2N , m ≤ N together, we sample 2N i.i.d. copies of SRW's starting from the outer boundary of the ball B(0, 4N ) according to the regular harmonic measure H and accomplish the task in Section 2.
In Section 3, we obtain upper bounds on the growth of the intermediate DLA processes. As a result, we only need to consider the truncated processes without growing outside a finite region in the following sections.
We begin to prove our result in Section 4. First we show Proposition 1.5. There we consider the truncated continuous time coupled process (IA m,N t , SA m t ) constructed by a maximal coupling. By Lemma 4.1, when IA m,N (t∧Γm)− = SA m (t∧Γm)− , the total transition rate of (IA m,N t∧Γm , SA m t∧Γm ) converges to 0 uniformly in the unit time interval. Since IA m,N 0 = SA m 0 , we obtain that the probability IA m,N t∧Γm ≡ SA m t∧Γm on [0, 1] converges to 0 when m, N converges to infinity.
In the last two sections, Section 5 and 6, we consider the discrete time truncated coupled process (IA m,N k∧Γm , IA m+1,N k∧Γm ) and prove Proposition 1.6 and 1.7. The idea of those two sections borrows techniques from [11] , which concentrated on the continuous time process. We trace the positions of the two edge discrepancies e ∆ i ,1 , e ∆ i ,2 created at time ∆ i , and show that in the 2N steps, the discrepancies do not reach any finite graph K with high probability.
Coupling construction
. copies of SRW's starting at radius 4N according to the regular harmonic measure H. Then for any 1 ≤ k ≤ 2N , let τ (k) be the stopping time with respect to S (k) .
• If τ 
and for any subgraph G = (V, E) ⊆ L 2 , and any directed edge e ∈ L 2 , denote
Formally, the construction of the coupled Markov chain (IA m 1 ;N , IA m 2 ;N ), k ≤ 2N is described as follows:
• For any 1 ≤ k ≤ 2N , denote the joint transition probability that from
Then if they exist, we define the first added edge at time k as e k,1 and the second added edge as e k,2 , so that
Then there are eight cases that may happen. In the first three cases, there are two added edges added at time k, while in the rest five cases, S (k) n hits D N before the second edge is added so that there is at most one edge added. Especially, in the last case, S
denotes the set of edge discrepancies before time n where stands for the symmetric difference between sets. From the definition above, we give the following statement to deepen our understanding on their relations.
Denote the stopping times enumerating discrepancies as
and with convention that inf ∅ = ∞. Denote the set of all the stopping times as
, whose probability is the summation over probabilities represented in (8)-(11).
Upper bounds on the growth of the intermediate processes
Before proving our results, we first give some useful lemmas, mainly the upper bounds on the edge harmonic measure Lemma 3.2 and the growth rates of the intermediate DLA processes, Lemmas 3.4 and 3.6. Given these estimates, we will only need to consider a truncated processes in a finite region.
The first lemma is about the stochastic domination of independent Bernoulli random variables. It is very simple to prove by induction, whence one who has interests can refer to Appendix 7.
Lemma 3.1. If X 1 , · · · , X n are n random variables satisfying that
for any (a 1 , · · · , a k−1 ) ∈ {0, 1} k−1 , 2 ≤ k ≤ n, then X 1 , · · · , X n can be stochastically dominated by independent Bernoulli random variables Y 1 , · · · , Y n with parameter p.
Next we give an upper bound on the rescaled edge harmonic measure N H e A∪D N (y) for all y in a thin subset F m . Since the proof of Lemma 3.2 is very similar to existing results from the literature we also push it to Appendix 7.
We will make use of a uniform upper bound on the regular harmonic measure proved by Kesten in 1987. Lemma 3.3 (Theorem of [6] ). Let A be a connected subset in Z d which contains the origin. Then there exists a constant C 0 ∈ (0, ∞), independent of A, such that for all
where A is the radius of A.
Define two boxes (15)
Next we will explain how the upper bound on the growth rate fit in proving the logarithm growth upper bound for the intermediate process with a long boundary.
Then it is easy to see that
For any
By Lemma 3.2,
It follows that for any θ > 0 (17)
when N is large enough where C (θ) is a constant associated with θ. By (16) and (17),
when m is large enough, where the last inequality holds by choosing an adequate θ.
The next lemma gives an upper bound on the probability that the sum of uniformly bounded independent random variables deviates from its conditional expectations given the past. It will be used plenty of times in the following proofs.
Lemma 3.5 (Theorem of [5] ). Suppose 0 ≤ X i ≤ 1 and X i is F i measurable. Let
Note that the logarithm growth does not hold when m = N , i.e. IA N,N t = EA N N t . But we can still give a rough upper bound on the growth of IA N,N 2N which is good enough for our proof.
Lemma 3.6. For any C < ∞,
Proof. Similar to Lemma 3.4, we can prove that for any C 1 ∈ (0, ∞),
Thus conditional on the event
And by Lemma 3.5,
We deduce from (19) and (20) that for any C < ∞,
Proof of Proposition 1.5
In this section, we consider the continuous time process. First for completeness we state the following lemma, an adaption of Theorem 1.3 of [10] . Moreover, C = 2/ lim n→∞ nH e Dn (0). 13 Now we come to the main proof of this section.
Proof of Proposition 1.5. Here we use the maximal coupling constructed in Section 1 of Chapter III of [8] . Let c = 1/C, where C is the positive constant in Lemma 4.1. Define 
where X is distributed Poisson(N). We deduce from (23),(24) and (25) that for any > 0, By Lemma 3.4, for any C ∈ (0, ∞) and sufficiently large m,
Then it suffices to show that for all sufficiently large m satisfying m ≤ N 1/5 , there exist α > 0 and C < ∞ such that for any finite subgraph K ⊆ H,
Recall the definition of the stopping time ∆ m 1 ,m 2 when a discrepancy occurs in Section 2. Let T m ∆ be the set of the stopping times before 2N ∧ Γ m and we abbreviate ∆ m,m+1 
for any c 0 , δ > 0 when m, N is sufficiently large enough. It implies that
Then it suffices to prove that for any α > 0, there exists c > 0 such that
Notice that by strong Markov property,
while by (30) and Lemma 3.5,
when Cδ < 1. It follows from (33) and (34) that
Again by Lemma 3.5,
Thus (32) is true by choosing adequate c 0 , δ, which implies (29).
Now we have proved that for any α > 0, with high probability there is no more than m α elements in T m ∆ . Next we want to show that all these discrepancies are highly unlikely to reach any finite subgraph K ⊆ H. The proof of the following lemma is inspired by the proof of Lemma 7.1. in [11] .
Lemma 5.2. For any finite subgraph K ⊆ H,
Dist ( e 1 , e 2 ) = max { e 1 (i) − e 2 (j) , i, j = 1, 2} , Dist ( e, A) = max { e 1 (i) − x , i = 1, 2, x ∈ A} with the convention that d ( e, ∅) = ∞. Like [11] we have the following definitions:
• For any i ≥ 1, we say ∆ i is good if either ∆ i = ∞ or
• Event A: ∃κ < m α , and ∆ κ is devastating.
• Event B: ∃κ < m α , ∆ κ is bad but not devastating, and there is at least one bad event within κ + 1, κ + 2, · · · , m α . Then on the event A c ∩ B c , for any finite K ⊆ L 2 ,
Then we first present an upper bound on P (A), (37)
For any k = 1, 2, . . . , m α , (38)
while for any Ā 0 ,Ã 0 satisfying
we must havē
which is disjoint with
Applying Remark 6 and Lemma 3.2 again, we have (39) P (Ā0,Ã0) (∆ 1 = 1) =
Moreover, (40) P (Ā0,Ã0) (∆ 1 = 1, ∆ 1 is devastating )
Combine (37), (38), (39) and (40), we get that
while by Lemma 7.2 of [11] , for any α < 1/5,
And by the reversibility of the SRW, for any w ∈ D 2N \D N , v ∈ Box, m ≤ N 1/5 , by Lemma 3.13. of [10] ,
for all sufficiently large m since ||v − w|| ≥ m 5 − m 1−3α where B(v, m 5 − m 1−3α ) denotes the ball centered at v with radius m 5 − m 1−3α .
Combine (41),(42), (43) and (44), we have
Now we come to the upper bound on P (B), define
Then by strong Markov property,
Then for any configuration (A, B) , any k ≥ 1,
when m is sufficiently large, which implies that
Now by (45) and (47), we complete the proof.
Proof of Proposition 1.6. Combine Lemma 5.1, 5.2 and Remark 5, we get Proposition 1.6 immediately.
Proof of Proposition 1.7
In this section, we consider the coupled process IA N,N 
Then it suffices to show that for any > 0, there exists N 0 such that for any N ≥ N 0 and any finite subgraph K ⊆ H,
Since there can be too many discrepancies in B 1 ∪ B 4 , we have to focus on the discrepancies in B 3 . Denote the vertex discrepancies set and the edge discrepancies set constrained in B 3 as
Then we get the stopping times to creat discrepancies in B 3 such that (49)
∆ be the set of the stopping times in which a discrepancy occurs, so that T 1/5
Then we want to get an upper bound on |T Proof. Let
By Remark 6, Lemma 3.2, (50), (51) P n + 1 ∈ T 1/5
For I 1 ,
And by the Beurling estimate, Theorem 1 of [7] ,
sup z∈B 1
where the second inequality comes from
sup z∈B 1 ||w||≤N 4
while for any ||w|| ≤ N 4 , w ∈ H N/4 ,w ∈ B 3 , by the reversibility of the SRW, Lemma 3.13. of [10] , and the Beurling estimate,
Combine (52), (53), (54) and (55), we have (56)
For I 2 , similarly, by Lemma 3.2, (57)
. Thus it follows from (51), (56) and (57) that
Applying the proof in Lemma 5.1, for any δ < 1, let ∆ 0 = 0 and
for any c 0 , δ > 0 when N is sufficiently large. So that it suffices to show that for any
Notice that (59)
while by (58) and Lemma 3.5,
when Cδ < 1. It follows from (59) and (60) that
Again by (61),
Thus by choosing adequate c 0 , δ, we have
Proposition 6.1. For any finite subgraph K ⊆ L 2 , any > 0, there exists N 0 > 0 such that for all N ≥ N 0 ,
It is easy to see that (64)
Thus by Lemma 6.1 and (64), we have (65)
When restricted on B,
For
For I 2 , by Lemma 3.2.
(68)
And for any 1 ≤ n ≤ N 1− /2 2 − N 1/5− /2 , just as before, we have (69) sup
It follows from (68) and (69) that (70)
When restricted on A, Proof. Obviously, the weak convergence implies the finite dimensional distribution's convergence. So we only need to prove the other direction. For convenience, let X n (t) EA n nt ∩ H, X ∞ (t) SA ∞ ct . Since (E, ρ) is a complete and totally bounded metric space, which implies that it is also separable and compact. So that the set of the probability measures on E is compact. By Theorem 7.8, (b) of [4] , (2) implies the convergence of the finite dimensional distribution. In order to prove the weak convergence, by Theorem 7.8, (b) of [4] again, we only need to prove that {X n (t)} ∞ n=1 is relatively compact. I.e. each sequence of {X n (t)} ∞ n=1 has a weakly convergent subsequence.
Define w (X n , δ, T ) = inf
where {t i } ranges over all partitions of the form 0 = t 0 < t 1 < · · · < t r−1 < T ≤ t r with t i − t i−1 > δ for all 1 ≤ i ≤ r. Then by Corollary 7.4 of [4] , a necessary and sufficient condition for the relative compactness of {X n (t)} ∞ n=1 is that for each η > 0 and T ∈ (0, ∞), there exists δ > 0 such that
Recall the definition of ρ in Section 4.1. of [9] such that for any η, ζ ∈ E,
Since α (x) is summable, for any η > 0, there exists a finite subgraph F ⊆ H such that sup For any configuration ξ ∈ E, let
is an edge or a vertex 0 otherwise.
Then for any n, by the triangle inequality of ρ, (73), and the increasing property of X F n (t) with respect to t,
Define stopping times
Then on the event {inf {t i } max 0≤i<r |X F n (t i+1 −) − X F n (t i ) | > 0}, there must be a waiting time ∆ n k = τ n k − τ n k−1 smaller than 2δ. Otherwise by choosing {t i = τ n i , i < r = N n (T ) , t r = T }, we can get a contradiction since
So that by (74),
By Lemma 3.2, there exists a constant C F ∈ (0, ∞), only depend on F such that 
Then for each η, we can choose δ = η Then it suffices to show that for any e (2) = y where y is a neighbor of x, N H A∪D N (y) ≤ C |y(2)| + 1.
Without loss of generality, we can assume that y(2) = n. Since A is connected and A ∩ l 0 = ∅, there must be a finite nearest neighbor path P n = {y = P 0 , P 1 , · · · , P ny ∈ l 0 }, ||P i − P i+1 || = 1, 0 ≤ i ≤ n y from y to l 0 . Since y (2) = n, we have ||y − P ny || ≥ n. Define m n = inf{i : ||P i − x|| ≥ n}, Q n = {P 0 , · · · , P mn }, P n = Q n ∪ D N . Proof. We will prove the result by induction. First when n = 1, for any increasing function f on {0, 1},
Ef (X 1 ) = f (0) P (X 1 = 0) + f (1) P (X 1 = 1)
Now we assume the result is true for all n ≤ N − 1. We come to the case n = N . For any increasing function f on {0, 1} N , any (a 1 , · · · , a N ) ∈ {0, 1} N , (87) Ef (X 1 , · · · , X N ) = a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 , X N = 0) f (a 1 , · · · , a N −1 , 0) + a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 , X N = 1) f (a 1 , · · · , a N −1 , 1) = a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 ) f (a 1 , · · · , a N −1 , 0) + a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 , X N = 1) [f (a 1 , · · · , a N −1 , 1) − f (a 1 , · · · , a N −1 , 0)] ≤ a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 ) f (a 1 , · · · , a N −1 , 0) + a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 ) p[f (a 1 , · · · , a N −1 , 1) − f (a 1 , · · · , a N −1 , 0)] = (1 − p) a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 ) f (a 1 , · · · , a N −1 , 0) + p a 1 ,··· ,a N −1 P (X 1 = a 1 , · · · , X N −1 = a N −1 ) f (a 1 , · · · , a N −1 , 1)
(1 − p) Ef 0 (X 1 , · · · , X N −1 ) + pEf 1 (X 1 , · · · , X N −1 ) .
Since f 0 and f 1 are both increasing functions on {0, 1} N −1 , by the inductive hypothesis we have (88) (1 − p) Ef 0 (X 1 , · · · , X N −1 ) + pEf 1 (X 1 , · · · , X N −1 ) ≤ (1 − p) Ef 0 (Y 1 , · · · , Y N −1 ) + pEf 1 (Y 1 , · · · , Y N −1 ) = Ef (Y 1 , · · · , Y N ) .
