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An engineer’s guide to periodic discrete wavelet transforms and the periodic
Wavelet Balance Method
by Simon JONES
This Technical Report aims to explain how to apply the discrete Wavelet Balance Method
(dWBM) for solving periodic differential equations using periodized Daubechies wavelets.
The primary goal is to provide the user sufficient details to implement the technique
without extensive mathematical background.
Chapter 2 of this document reviews the discrete Fourier transform using a multivariate
regression approach, followed by a review of the discrete Harmonic Balance Method
(dHBM) for approximating solutions to periodic differential equations. It is impor-
tant the reader complete this chapter, even if they are familiar with the topics, since
the approaches demonstrated in Chapter 2 with harmonic functions are used again in
Chapters 5 and 6 using wavelet functions without reviewing those details.
Chapter 3 presents a brief overview of wavelets to identify key concepts and terminol-
ogy used in the remainder of the document. Chapter 4 details how to compute the dis-
crete scaling and wavelet functions (and their derivatives) for periodized Daubechies
wavelets at various levels. Finally, Chapter 5 provides examples of the discrete wavelet




If you are reading this document, then it is likely that you have an interest in applying
a discrete wavelet transform or the wavelet-Galerkin Method in your research If your
experience is like that of the author’s, you may have already referenced numerous ar-
ticles and textbooks on the topic of wavelets but struggled to gain an understanding
sufficient to implement the method. Many explanations involve extensive mathemat-
ical notation, reference potentially unfamiliar filter bank theory, or draw comparisons
to other numerical methods that may be unclear to the reader.
The goal of this document is to introduce the concept of discrete wavelets, the discrete
wavelet transform, and the discrete Wavelet Balance Method (dWBM) using concepts
familiar to a typical mechanical engineering undergraduate. Detailed examples are in-
cluded such that, upon completion of this document, the reader should be able to com-
pile validated code for performing a discrete wavelet transform and for approximating
the solution to an ordinary differential equation using the dWBM.
To be clear, the approaches introduced in this document are not the most computation-
ally efficient nor the most recent advances in wavelet theory. Arguably, many of the
approaches are the least efficient ways of performing the computations. Preference is
given to clarity over efficiency. The objective is demonstrate why and how these ap-
proaches work in an intuitive, application-focused way. Once the reader is comfortable
with the basics, they can then return to other references to learn about the more efficient
algorithms and more mathematically descriptive derivations.
The concepts presented herein are specifically for transforming periodic signals and for
approximating solutions to differential equations with periodic solutions. If your end
goal is to apply these methods for bounded (i.e. non-periodic) signals and domains,
you may still find the contents of this document useful: the bulk of the approaches will
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be similar but will involve developing and utilizing special functions at the domain
boundaries.
Since the focus is on periodic signals and domains, there is a clear motivation to com-
pare the discrete wavelet-based methods to that of discrete Fourier transforms and
the discrete Harmonic Balance Method (dHBM). Fourier methods are the standard ap-
proach for periodic signals and domains. Chapter 2 will work through both a discrete
Fourier signal transformation and a dHBM example to introduce the notation and al-
gorithms that will be used later for the equivalent wavelet methods.
Chapter 3 will introduce the basics of wavelet theory and classifications, with the goal
of demonstrating why periodic, discrete wavelets may be preferential over Fourier
functions in some cases. As with the rest of this document, the motivation is to ex-
plain key characteristics of wavelets such that they can be applied to a specific style of
problem; it is not intended as a thorough review of the mathematics behind wavelet
theory.
With the motivation for using wavelets out of the way, Chapter 4 will step through
the algorithms used to construct periodic, discrete Daubechies wavelets (i.e. scaling
functions and wavelet functions), as well as their derivatives. These functions are not
defined analytically, so recursive algorithms must be used to compute the discrete val-
ues.
The final two chapters, Chapters 5 and 6, will cover the discrete wavelet transform and
the dWBM, respectively. Other than the functions used, these methods are identical in
approach to those used with Fourier functions in Chapter 2.
3
Chapter 2
The discrete Fourier transform and
discrete Harmonic Balance Method
This chapter introduces the basic algorithms for computing the discrete Fourier trans-
form of a signal and for applying the discrete Harmonic Balance Method (dHBM) to
approximate the solution of an ordinary differential equation. It is assumed that both
the signal being transformed and the solution to the ODE are periodic.
This is a small subset of possible signals and solutions one may come across. The reason
for the restriction is simple: the author’s research is interested in simulating unilateral
contact between a turbine blade and a slightly out-of-round turbine casing. Due to the
cyclical nature of the blade’s path in the casing, the resulting signals and differential
equation solutions are inherently periodic. So, while these approaches may be used for
non-periodic work, those applications are outside the scope of interest for this docu-
ment.
Since the signals (and solutions) are assumed periodic a priori, periodized functions are
a convenient choice as basis functions for the signal (and solution) decomposition. This
chapter will focus on the use of Fourier functions, since these functions are likely famil-
iar to the reader. Once the necessary algorithms have been developed using familiar
functions in this chapter, the following chapters will demonstrate how to apply these
same algorithms using periodized Daubechies wavelets.
2.1 Discrete Fourier transform
The discrete Fourier transform is found in many branches of mathematics, science, and
engineering. It is a common topic in most STEM undergraduate curricula, and as such,
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the theory behind the discrete Fourier transform will not be covered herein. For the in-
terested reader, Smith [1] provides an excellent overview of the discrete Fourier trans-
forms in his textbook aimed toward engineers.
The key concept of interest herein is that a discrete, periodic signal of N points (e.g. a
vector of length N representing a known function or solution to a differential equation)
may be exactly represented as the summation of N Fourier functions (i.e. sine and
cosine functions of different frequencies).
This is particularly useful when using a Galerkin approach to approximate the periodic
solution to a differential equation: using Fourier functions as the trial functions will
ensure your solution is periodic.
2.1.1 Terminology
All variables discussed will be discrete in nature: curly brackets will be used to repre-
sent vector quantities and square brackets will be used to represent matrix quantities.
For simplicity in the following explanations, the term displacement, {x}, will be used
to represent any signal to be decomposed or approximate solution to be found (i.e. the
dependent variable). Time, {t}, will be used to represent the independent variable.
The displacement’s period of oscillation is represented by T, such that the domain of
interest is reduced to 0 ≤ t < T. Let N be the total number of points in the vectors,
such that ∆t = TN .
Example 2.1.













1 0.707 0 −0.707 −1 −0.707 0 0.707
}T
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where the superscript T represents the transpose; the default notation is that all
vectors are defined as column-vectors.
2.1.2 Discrete Fourier transform via multivariate regression
Different fields of study tend to introduce discrete Fourier transforms in different ways:
mathematics texts may begin from the continuous Fourier transform, electrical engi-
neering texts may refer to filter banks, and mechanical engineering texts may begin
from a series equation. Even with the multitude of introductions to the topic, the au-
thor has found that some students struggle to develop an intuitive understanding of
the discrete Fourier transform. As such, a multivariate approach is introduced below
in hopes of assisting those still unsure about the process.
Multivariate regression is essentially a “best fit” approach, much like how one would
compute the line of best fit through a cloud of roughly linear data. Since each of the dis-
crete Fourier functions (i.e. constant, cos(2πt/T), sin(2πt/T), etc.) is orthogonal to the
others, fitting each Fourier function to the data may be accomplished independently.
Rather than developing the theory directly, this method is introduced below through
an example.
Suppose you have a displacement signal based on the expression











where T = 1 second and N = 8. The corresponding discrete points are shown in
Fig. 2.1.
The goal is to determine the discrete Fourier series coefficients that result in the “best
fit”, {xfit}, to the original signal, {x}, where
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FIGURE 2.1: Visual representation of the N = 8 point signal correspond-
ing to {x}: a discrete realization of the displacement function in Eqn. (2.1).
Note that the dashed line has been added purely for interpretative pur-
poses; only the values at the eight points shown are known.
FIGURE 2.2: Visual representation of the N = 8 point signal corresponding
to {x} in Eqn. (2.1) and {xfit} in Eqn. (2.3). Note that the dashed lines
have been added purely for interpretative purposes; only the values at the
discrete points are known.
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Notice how the matrix, [A], is made up column-wise of the discrete N × 1 Fourier
vectors (i.e. constant, cos(2π{t}/T), sin(2π{t}/T), etc.) and the {q} vector is made
up of the corresponding Fourier coefficients (i.e. a0, a1, b1, etc.)1.
A possible realization of {xfit} using arbitrary coefficients has been created for demon-
stration purposes and included in Fig. 2.2, along with the absolute error values, en,
computed at each of the N data points. The absolute error values are computed as
en = xn − xfit,n (2.4)
The coefficients, {q} =
{
a0 a1 b1 . . . a4
}T
, that minimize the sum of squares of this
error vector, SSEe, represents the Fourier series decomposition coefficients [2]. Framing





(xn − xfit,n)2 (2.5)
= ({x} − {xfit})T ({x} − {xfit})
= ({x} − [A]{q})T ({x} − [A]{q})
one can see that the design variables (i.e. the unknowns) are the Fourier coefficients
{q} =
{
a0 a1 b1 . . . a4
}T
. Therefore, the SSEe can be minimized by taking the
partial derivatives of Eqn. (2.5) with respect to each Fourier coefficient separately and
setting the resulting equations equal to zero.
1Note that this regression approach can be applied to determine each coefficient separately, or even a
subset of the coefficients, as demonstrated in Example 2.3.
Chapter 2. The discrete Fourier transform and discrete Harmonic Balance Method 8
Rather than work through each of the N partial derivatives individually, this can be
accomplished in one step using vector algebra by taking the partial derivative with




({x} − [A]{q})T ({x} − [A]{q})
)
(2.6)
which is shown by Strang [2] to reduce to
{0} = 2(−[A]T)({x} − [A]{q}). (2.7)
Cancelling out the constant, 2, and expanding the equation results in
{0} = −[A]T{x}+ [A]T[A]{q} (2.8)








The coefficients, {q}, are the Fourier series coefficients that minimize the SSEe, thus
Eqn. (2.9) represents the discrete Fourier decomposition.
This multivariate regression approach to the discrete Fourier decomposition is conve-
nient because it is valid if solving for the complete Fourier series (i.e. all N terms) or
a partial Fourier series (e.g. only solving for a0, a1, and b1), as demonstrated in the
examples below.
Example 2.2.
Consider the N = 8 discrete displacement vector defined from Eqn. (2.1) using a
period T = 1 second
{x} =
{
1.000 2.293 4.000 5.121 5.000 3.707 2.000 0.879
}T
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which is depicted in Fig. 2.1. Suppose one wishes to perform a complete discrete
Fourier decomposition. Eqn. (2.3) becomes
{xfit} = [A]{q} =




















































thus Eqn. (2.9) results in
{q} =

8 0 0 0 0 0 0 0
0 4 0 0 0 0 0 0
0 0 4 0 0 0 0 0
0 0 0 4 0 0 0 0
0 0 0 0 4 0 0 0
0 0 0 0 0 4 0 0
0 0 0 0 0 0 4 0
























This states that a0 = 3, a1 = −2, b1 = 1, and the other five terms are zero, thus
Eqn. (2.3) predicts











Comparing this to the underlying Eqn. (2.1), used to create {x}, we see that the
discrete Fourier coefficients have been computed accurately.
Example 2.3.
Consider a N = 16 discrete displacement vector representing a lopsided square
wave periodic over T = 2, as shown below
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FIGURE 2.3: Periodic, lopsided squarewave, where T = 2 seconds
and N = 16.
Suppose we wish to compute only the first three discrete Fourier coefficients: a0,
a1, and b1. In this case, Eqn. (2.3) becomes
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thus Eqn. (2.9) results in
{q} =













The resulting fit is governed by










which is depicted in Fig. 2.4 along with the original discrete signal.








FIGURE 2.4: Fourier series approximation, {xfit}, of the original sig-
nal, {x}, using the first three Fourier series terms.
As more Fourier series terms are added, the SSEe between {x} and {xfit} asymp-
totes to zero, as depicted in the following figures.
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FIGURE 2.5: Fourier series approximation, {xfit}, of the original sig-
nal, {x}, using the first five Fourier series terms.








FIGURE 2.6: Fourier series approximation, {xfit}, of the original sig-
nal, {x}, using the first eleven Fourier series terms.
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FIGURE 2.7: Fourier series approximation, {xfit}, of the original sig-
nal, {x}, using all N = 16 Fourier series terms.
As demonstrated in the preceding examples, the multivariate regression approach han-
dles partial and full discrete Fourier decompositions using the same procedure. Con-
veniently, this approach works equally well for decomposing a discrete signal into any
set of discrete, orthogonal functions. This will be the approach used for the discrete
wavelet decomposition as well, in Chapter 5.
Some readers will note that the multivariate regression approach outlined above is
computationally inefficient. The Fast Fourier Transform (FFT) would be a more effi-
cient algorithm. As mentioned in Chapter 1, the overall goal of this document is not to
present the most efficient algorithms, but rather to provide the reader with an intuitive
means of performing discrete wavelet transforms and applying the discrete Wavelet
Balance Method.
The multivariate regression approach is implemented in the same manner for both
Fourier and wavelet series, which will potentially provide the reader an easier tran-
sition to wavelet analysis. Furthermore, the multivariate regression approach leads
nicely into the Galerkin approach, and subsequently the discrete Harmonic Balance
Method (i.e. using discrete Fourier functions) and discrete Wavelet Balance Method
(i.e. using discrete wavelet functions). Once the reader has an intuitive understanding
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of these approaches, they are encouraged to find more efficient algorithms as necessary.
2.2 Galerkin Method
The discrete Harmonic Balance Method (dHBM) is essentially the Galerkin method
using discrete Fourier functions as the trial and weighting functions. The Galerkin
method is a common numerical method for approximating the solution to differential
equations. A brief review of the approach is provided below to introduce the notation
using a forced, single-degree-of-freedom (SDOF) spring-mass system.
Sections 2.2.1 - 2.2.4 will walk through the SDOF example developing the Galerkin
approach using continuous functions of time. This is done for two reasons:
• the notation and derivation is more likely to resemble that found in other refer-
ences to which the reader may be referring, and
• it reduces mathematical clutter somewhat since fewer brackets will be required to
represent discrete vectors and matrices.
Once the general form has been developed, Section 2.2.5 demonstrates the transition to
the discrete form of the Galerkin method and subsequently the dHBM.
Please note that this section is not intended as a complete overview of the Galerkin
approach or the HBM. Many resources cover the Galerkin method in mathematical
detail (e.g. Cook et al. [3]); the interested reader should refer to those sources for more
information as necessary.
2.2.1 Governing equation
Consider a simple spring-mass system, shown in Fig. 2.8, governed by the differential
equation:
mẍ + kx = f (t) 0 ≤ t < T (2.10)
x(0) = x(T) ẋ(t) = ẋ(T)
where k refers to the spring stiffness and m refers to the mass. The independent variable
is time, t, the dependent variable is displacement, x(t), measured from the equilibrium
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FIGURE 2.8: Single-degree-of-freedom spring-mass system subjected to an
external excitation.
position, and the superscript double-dot represents a double time derivative. It is as-
sumed the forcing function, f (t), is periodic over the period, T. As such, it is assumed
a priori that the displacement solution will also be periodic over period T, resulting in
the periodic boundary conditions listed in Eqn. (2.10).
2.2.2 Assumed solution and trial functions
It is assumed that the true solution, x(t), may be approximated by some other periodic
function u(t)
x(t) ≈ u(t) (2.11)






For simplicity in notation, Eqn. (2.12) can be written in vector form as
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Notice that the trial functions, ξn(t), are periodic functions of time, while the general-
ized coordinates, un, are scalars. The trial functions will be left arbitrary for the moment
but are known functions to be selected by the user; it is the generalized coordinates that
are unknown and will be computed via the Galerkin approach.
Example 2.4.











=u1ξ1(t) + u2ξ2(t) + u3ξ3(t)
2.2.3 Weighted residual equation
Substituting the approximate solution, Eqn. (2.13), into the governing equation, Eqn. (2.10),
results in
mü + ku− f (t) = R(t) 0 ≤ t < T (2.15)
u(0) = u(T) u̇(t) = u̇(T)
or










where R(t) represents a residual function, since u(t) is only approximately equal to
x(t). If u(t) were exactly equal to x(t), then this residual would be zero for all time.
The Galerkin method aims to minimize this residual by computing the generalized co-
ordinates, {u}, that result in the smallest sum of squares error between the true solution
and approximate solution (i.e. minimize SSER). It can be shown [3] that this minimiza-
tion is accomplished by taking the inner product between the transpose of the trial
Chapter 2. The discrete Fourier transform and discrete Harmonic Balance Method 17




















The minimized SSER occurs when the inner products of the transpose of the trial func-
tions and the residual are zero [3] (i.e.
∫ T
0 {ξ}




















Before moving on, it would be prudent to clarify a couple of subtle points introduced
in the last few paragraphs.
• The trial functions, introduced in Eqn. (2.12), are known functions. If you are
struggling conceptually with leaving these functions arbitrary, know that we will
be using the discrete Fourier functions as trial functions in the Harmonic Balance
Method, and wavelets in the Wavelet Balance Method.
In Example 2.4, say, we could assume the approximate solution, u(t), is a summa-











such that the approximate solution, u(t), would be











Thus, the only unknowns in u(t) are the scaling coefficients u1, u2, and u3 (i.e. the
generalized coordinate vector {u}).
• The term “inner product” essentially means the product of two functions inte-
grated over their domain. For example, if you have two functions, y(t) and z(t),
that are defined over the periodic domain 0 ≤ t < T, then the inner product of
Chapter 2. The discrete Fourier transform and discrete Harmonic Balance Method 18





• While developing Eqn. (2.17), it is likely that other resources would adhere to the
general form of a weighted residual approach and state that a set of weighting
functions, {ζ} =
{
ζ1(t) ζ2(t) . . . ζQ(t)
}T
, are used to minimize the residual
via the inner product. In the Galerkin method (i.e. a specific weighted residual
method) the weighting functions and trial functions are equivalent[3]: {ξ}T = {ζ}.
As such, the inner product in Eqn. (2.17) makes use of the trial functions, {ξ} di-
rectly.
• Eqn. (2.16) represents a single equation over the domain 0 ≤ t < T. There is
vector multiplication in the equation, but {ξ} and {ξ̈} are 1×Q vectors, and {u}
is an Q× 1 vector, such that {ξ̈}{u} and {ξ}{u} become single functions.
• Eqns. (2.17) and (2.18) each represent Q equations over the domain 0 ≤ t < T.
This is because each term in Eqn. (2.16) has been premultiplied by {ξ}T (i.e. a
Q× 1 vector). The vector notation of Eqn. (2.17) can obscure this fact, but that is
why the right hand side of Eqn. (2.18) is equal to {0}, which represents an Q× 1
vector of zeros.
In other words, Eqn. (2.18) is a system of Q independent equations that can be
used to solve for the Q unknown generalized coordinates in {u}.
2.2.4 The weak form
The first term of Eqn. (2.18) contains both the trial functions, {ξ}, and the double time
derivative of the trial functions, {ξ̈}. This is inconvenient for a number of reasons (i.e.
it lacks symmetry, it requires trial functions with at least two derivatives, etc.), thus it
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The first boundary condition is met provided that trial functions are periodic over pe-
riod, T, which will be the case for all examples in this document, so this condition
is always satisfied. The second boundary condition requires that the boundary terms












0 = 0 (2.20)










{ξ}T f (t)dt = {0} (2.21)
with no further auxiliary conditions to be satisfied. Recognizing that the generalized
coordinates, {u}, are not functions of time, these can be moved outside the integrals.











{ξ}T f (t)dt (2.22)
Eqn. (2.22) represents Q independent equations that can be solved simultaneously to
compute the Q unknown generalized coordinates in {u}.
Example 2.5.
To demonstrate the application of Eqn. (2.22), consider a spring-mass system sub-
jected to periodic square wave forcing function







0 ≤ t < T
which will be 1 when the sinusoid is positive, -1 when the sinusoid is negative,
and 0 at the discontinuities, as depicted in Fig. 2.9.
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FIGURE 2.9: The continuous square wave forcing function, f (t),
with period T = 1 second.
For sake of brevity, consider Q = 3 trial functions that are periodic over
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The orthogonality of the trigonometric functions results in many of the integral













































If one assumes k = 1000 N/m, m = 1 kg, and T = 1 second, this system of three
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which is depicted in Fig. 2.10.










FIGURE 2.10: The predicted displacement, u(t), for the SDOF sys-
tem using three trial functions.
2.2.5 Discrete Harmonic Balance Method
Eqn. (2.22) is written using continuous functions of time. In future chapters, Daubechies
wavelets will be introduced as trial functions for the Wavelet Balance Method. These
functions are discrete (i.e. are only defined at a finite number of points in time), thus
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the form of Eqn. (2.22) must be adjusted to account for the discrete nature of these
functions.
The first effect is seen in Eqn. (2.13) such that




{ξ1} {ξ2} . . . {ξQ−1} {ξQ}
}
. (2.24)
Rather than using continuous trial functions as done previously in Eqn. (2.12), the dis-
crete trial matrix, [ξ] contains Q discrete trial vectors, {ξq}, where each trial vector is










Hence [ξ] is a matrix of values, where the qth column of [ξ] represents the discrete form
of the qth trial function.
The astute reader will notice that if the discrete trial matrix, [ξ], is composed of the
harmonic series of functions, then it has the same construction as [A] in the multivariate
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Similarly, the forcing function, f (t), is discretized and represented as an N × 1 column
vector













{u} = [ξ]T{ f }. (2.29)
where the continuous integrals in Eqn. (2.22) have been replaced by left Riemann sums
that are computed via the matrix algebra. Note that the ∆t term (i.e. the width of the
rectangles in the Riemann sums) is common to both the left-hand side and right-hand
side, thus has been omitted.








Notice the similarity between Eqn. (2.30) and the multivariate regression approach
demonstrated in Eqn. (2.9). This is not a coincidence. In both approaches, the {u}
that best fits the problem, by minimizing the sum of squares error between the true and
approximate solutions, is being determined. The essential difference is that
• in Eqn. (2.9), {u} represents the discrete decomposition of a known signal, while
• in Eqn. (2.30), {u} represents the discrete decomposition of an unknown signal
that satisfies some governing equation and boundary conditions.
When the discrete trial matrix, [ξ], is composed of the discrete harmonic series in
Eqn. (2.27), then Eqn. (2.29) represents the discrete Harmonic Balance Method (dHBM).
Example 2.6.
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Consider again the spring-mass system subjected to a periodic square wave forc-
ing function. However, in this example, only consider N discrete time instances
{t} =
{







In this example, assume T = 1 second and N = 8, thus
{t} =
{





0 1 1 1 0 −1 −1 −1
}T
.



























1 1 0 1 0 1 0
1 0.707 0.707 0 1 −0.707 0.707
1 0 1 −1 0 0 −1
1 −0.707 0.707 0 −1 0.707 0.707
1 −1 0 1 0 −1 0
1 −0.707 −0.707 0 1 0.707 −0.707
1 0 −1 −1 0 0 1
1 0.707 −0.707 0 −1 −0.707 −0.707

Taking the time derivatives of the continuous trial functions and then discretizing



























0 0 6.28 0 12.57 0 18.85
0 −4.44 4.44 −12.57 0 −13.33 −13.33
0 −6.28 0 0 −12.57 18.85 0
0 −4.44 −4.44 12.57 0 −13.33 13.33
0 0 −6.28 0 12.57 0 −18.85
0 4.44 −4.44 −12.57 0 13.33 13.33
0 6.28 0 0 −12.57 −18.85 0
0 4.44 4.44 12.57 0 13.33 −13.33





8 0 0 0 0 0 0
0 4 0 0 0 0 0
0 0 4 0 0 0 0
0 0 0 4 0 0 0
0 0 0 0 4 0 0
0 0 0 0 0 4 0




0 0 0 0 0 0 0
0 16 0 0 0 0 0
0 0 16 0 0 0 0
0 0 0 64 0 0 0
0 0 0 0 64 0 0
0 0 0 0 0 144 0























Assuming again that k = 1000 N/m and m = 1 kg, this system of Q = 7 independent






















This result suggests that the only discrete Fourier functions that participate in the solu-











tively. This agrees with the result in Example 2.5. The predicted displacement
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is presented in Fig. 2.11 along with the continuous solution from Example 2.5 for com-
parison.










FIGURE 2.11: The predicted discrete displacement, {u}, for the
SDOF system using Q = 7 discrete harmonic trial functions and
N = 8 points in time.
One may notice that there is significant error in the discrete solution, {u} compared to
the continuous solution, u(t). This is expected since the number of discrete points is so
low, N = 8, thus the numerical integration results in a significant amount of error. As
the number of points is increased, the numerical integration values approach the true
values, thus the discrete solution approaches the continuous solution, as shown in the
figures below.
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FIGURE 2.12: The predicted discrete displacement, {u}, for the
SDOF system using Q = 7 discrete harmonic trial functions and
N = 32 points in time.










FIGURE 2.13: The predicted discrete displacement, {u}, for the
SDOF system using Q = 7 discrete harmonic trial functions and
N = 128 points in time.
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Chapter 3
Basic theory behind Daubechies
wavelets
Wavelet theory and application is an extensive topic that has seen development in the
fields of mathematics, science, and engineering. The interested reader may wish to con-
sult different introductory works [4]–[9] to find a style of introduction that suits their
background (e.g. pure mathematics, filter bank theory, similarity to Fourier analysis,
etc.).
The introduction and basic theory provided below is only intended to provide enough
detail to be able to implement the discrete Wavelet Balance Method (dWBM); it should
not be considered a thorough review of the field.
As in previous chapters, it is assumed that the independent variable is time, t, though
a spatial coordinate is equally valid.
3.1 Characteristics of a wavelet
The defining characteristic of a wavelet is its wave-like shape over compact support:
the function only has non-negligible values over a small section of the domain. A small
selection of named wavelets are provided in Fig. 3.1 as demonstrative examples [10].
In these examples, the value of the wavelets outside of the compact support region
shown would be either exactly zero or negligibly small. The compact support of wavelets
makes them excellent tools for finding specific characteristics in a signal, identifying
edges in image recognition, and for approximating solutions to non-smooth differen-
tial equations.
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FIGURE 3.1: Sample of different continuous and discrete wavelets
Each wavelet shown in Fig. 3.1 would typically be called a mother wavelet (i.e. the
wavelet defined at a predetermined size and position in the domain). The mother
wavelet can then be:
• scaled (i.e. stretched and compressed) along the independent variable axis to cre-
ate a number of different wavelet sizes (i.e. with different compact support re-
gions), and
• shifted (i.e. moved left and right) along the independent variable axis such that
the union of all of the shifted compact support regions span the entire domain of
interest.
3.2 Continuous wavelets vs. discrete wavelets
Perhaps the most important detail for readers new to wavelet methods is the delin-
eation between continuous wavelets and discrete wavelets. In general, only discrete
wavelets may be used with the discrete wavelet transform and discrete Wavelet Bal-
ance Method described in this document.
• Continuous wavelets are defined over a continuous domain by analytic expres-
sions. For example, the analytic expression for the Mexican Hat wavelet (shown
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where a controls the scale of the wavelet and b controls the shift of the wavelet.
Other examples of continuous wavelets included in Fig. 3.1 are the Shannon wavelet
and the Gaussian wavelet.
Due to the analytic expression defining continuous wavelets, they can be shifted
and scaled to any value of a and b. This results in an overcomplete set of func-
tions, or frame of a vector space. This feature is beneficial for signal processing
and image recognition, but is detrimental for a Galerkin approach since the trial
functions must form a basis (i.e. a complete set).
• Discrete wavelets, also referred to as orthogonal wavelets or orthonormal wavelets,
form a complete orthonormal system of square integrable functions. As such,
these families of wavelets serve as excellent basis functions for use in a Galerkin
approach.
There are two important characteristics of discrete wavelets that differ from the
continuous wavelets that the reader must recognize:
– there are actually two sets of related functions that are required to form a
basis when using discrete “wavelets”: scaling functions, φ(t), and wavelet
functions, ψ(t). At least one scaling function must be included with its cor-
responding wavelet functions to create a complete set of basis functions.
– discrete wavelets are not defined by an analytic function. Take, for example,
the Daubechies family of wavelets. The discrete functions are governed by a











where the coefficients, p`, have been determined by Daubechies to meet spe-
cific mathematic requirements. The wavelet functions, ψ(t), corresponding
to L = 4 and L = 20 are provided in Fig. 3.1. Other examples of discrete
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wavelets included are the Haar wavelet, the Biorthogonal wavelet, and the
Coiflet.
Due to the dyadic nature of the governing two-scale relation, the functions
are inherently discrete. As described in Chapter 4, an eigenvalue approach
may be first used to determine the functional values of φ(t) and ψ(t) at in-
teger values of the independent variable, t. The two-scale relation equation
can then be used to increase the resolution by factors of two.
For example, suppose one is computing the discrete values of the scaling
function associated with the Daubechies wavelets with L = 4 coefficients
(i.e. a DB4 scaling function). The values of φ(t) for {t} =
{
0 1 2 3
}
are









, which are subsequently used









, and so on.
To reiterate: only discrete wavelets are viable options for the Wavelet Balance Method
discussed in this document. The author has seen reference to the possibility of using
Lie Group Theory to allow a similar approach to solving differential equations using a
weighted residual approach with an overcomplete set of continuous wavelets, but this
level of mathematics is beyond the scope of this document.
3.3 Multiresolution properties of discrete wavelets
The concept of multiresolution tends to be presented in the following mathematical
form
{0} ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ VJ−2 ⊂ VJ−1 ⊂ L2(R) (3.4)
accompanied by discussions of self-similarity and completeness. This level of mathe-
matical description can be difficult for a typical engineer to sufficiently comprehend.
As such, the discussion below is intended to highlight the key characteristics and why
they are useful for discrete wavelet decomposition and the discrete Wavelet Balance
Method without providing significant mathematical evidence. The interested reader
can find a rigorous derivation of the method by Mallat [6].
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3.3.1 Terminology
While the goal is to introduce the multiresolution concept from a high level, it will be
beneficial to use some terms from linear algebra, so they are reviewed below.
Vector Space and Span
Assume you have a displacement signal, {x}, that has N = 3 real-valued entries. The
vector space in which any arbitrary {x} resides is a three-dimensional vector space.
Similarly, if {x} has N = 8 real-valued entries, then it would reside in an eight-dimensional
vector space.
If one wished to perfectly decompose this signal into a set of N discrete functions, this






or in matrix form
{x} =
[








where {ξ j} represents an N × 1 column vector. For example, if {x}, has N = 3 real-
valued entries, a common set of vectors would be the Cartesian unit vectors
{x} =








By selecting appropriate values of α1, α2, and α3, one can create any real-valued vector













, are said to span the three-dimensional vector space.
In general, if the set of vectors used in the decomposition fully span the N-dimensional
real-valued space, such that {x} can be perfectly represented by Eqn. (3.5), then they
are said to span L2(R). Note that the vectors need not be orthogonal to span L2(R), but
there are computational benefits to using orthogonal vectors [6].
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Another set of discrete, orthogonal vectors that span the N-dimensional vector space































As will be demonstrated later, a complete set of discrete scaling functions, or a mixture
of discrete scaling functions and wavelet functions, also span L2(R).
Subspaces
A subspace, or vector subspace, is a vector space that is a subset of some larger vector
space. For example, a two-dimensional plane is a subspace of three-dimensional space.














where the symbol ⊂ implies the left-hand side is a subspace of the right-hand side. As
shown in Eqn. (3.5), the origin, {0} is necessarily a subspace of N-dimensional, real-
valued space
{0} ⊂ L2(R) (3.11)
and represents the lower-limit of the vector subspaces.
3.3.2 Discrete Scaling Function Subspaces
As discussed in Section 3.2, there are a number of discrete wavelets one may use for
a discrete wavelet transform. This document will focus specifically on Daubechies
wavelets.
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Daubechies wavelets are named according to the number of Daubechies coefficients,
L, used to define the scaling functions and wavelet functions, where L is an even in-
teger as defined in Eqn. (3.2). For example, the DB4 family of wavelets is defined by
L = 4 Daubechies coefficients. This is often referred to as the order of the DB wavelet.
Daubechies [4] presents the means to compute these coefficients, though they can also
be found tabulated online (e.g. Wikipedia) and can be computed using the dbaux com-
mand as part of the Wavelet Toolbox in MATLAB.
In this document, we will be specifically considering periodized DB wavelets (pDB).
The algorithm for constructing the discrete vectors associated with the periodized scal-
ing functions and wavelets functions will be provided in the next chapter.
Due to the dyadic nature of the two scale relation in Eqns. (3.2) and (3.3), the number
of points in the pDB functions must be N = 2J , where J is a positive integer. The
number of points determines the number of levels to which the father scaling function
and mother wavelet function can be scaled, as well as how the functions are shifted
across the domain.
For example, consider the set of pDB4 scaling functions associated with an N = 64
(i.e. J = 6) signal. The first scaling function at each level j = 0, 1, . . . , J are provided
for reference in Fig. 3.2. The labeling of the discrete scaling functions is {φ̂}j,i, where j
represents the scaling level and i represents the shifted position in the periodic domain.






where the ˆ signifies the scaling function has been periodized.










{φ̂}2,1 {φ̂}2,2 {φ̂}2,3 {φ̂}2,4
]
(3.14)
This pattern continues until
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• The sixth level, j = 6, contains 26 = 64 vectors. The corresponding vector space is
V6 =
[




One can see in Fig. 3.2 how the scaling, or stretching, of the scaling function occurs as
the level is decreased. The number of non-zero points in the scaling function (i.e. the
range of compact support) grows by a factor of two for each drop in level. The astute
reader will notice that the dyadic expansion pattern appears to disappear for j = 1 and
j = 0. This is due to the periodization of the function: the compact support of the pDB4
scaling function at j = 1 and j = 0 extends beyond the period, T = 1 second. As will be
explained in the following chapter, this requires the function to be “wrapped around”,
hence the change in appearance. Notice, too, that the amplitude of the functions varies
from one level to the next, such that
∫ T
0
φ̂dt = 1. (3.16)
This is one of many requirements of the scaling function listed in Chen et al. [7] This
amplitude scaling is described in Chapter 4.
Shifts
There are 2j identical scaling functions at each level, shifted across the domain by equal
amounts. This shifting behaviour is presented in Figs. 3.3 to 3.6 for levels j = 0, 1, 2,
and 3 of an N = 64 point pDB4 family of scaling functions.
Notice the periodic behaviour of the discrete scaling functions: as the region of com-
pact support reaches the right-side of the domain, it “wraps around” the domain and
appears on the left-side of the domain.
Subspaces
Now that the discrete scaling function vector spaces have been defined, it is possible to
address the multiresolution aspect of the pDB scaling functions: each vector space, Vj,
is a subset of the next level, Vj+1.
Vj ⊂ Vj+1 (3.17)
Chapter 3. Basic theory behind Daubechies wavelets 37








(A) First scaling function of
level j = 0: {φ̂}0,1








(B) First scaling function of
level j = 1: {φ̂}1,1








(C) First scaling function of
level j = 2: {φ̂}2,1






(D) First scaling function of
level j = 3: {φ̂}3,1






(E) First scaling function of
level j = 4: {φ̂}4,1




(F) First scaling function of
level j = 5: {φ̂}5,1






(G) First scaling function of
level j = 6: {φ̂}6,1
FIGURE 3.2: The first pDB4 scaling function at all viable levels, J =
1, 2, . . . , 6 for a N = 64 point discrete wavelet decomposition over period,
T = 1 second
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FIGURE 3.3: All pDB4 shape functions, {φ̂}0,i, in V0, where i = 1
















FIGURE 3.4: All pDB4 shape functions, {φ̂}1,i, in V1, where i = 1, 2
































FIGURE 3.5: All pDB4 shape functions, {φ̂}2,i, in V2, where i = 1, 2, 3, 4
















































FIGURE 3.6: All pDB4 shape functions, {φ̂}3,i, in V3, where i = 1, 2, . . . , 8
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For example, consider j = 0 for the pDB4 scaling functions of length N = 64. The vector
space of V0 is shown in Fig. 3.3: a 64× 1 vector of ones. Thus V0 can only accurately
represent a constant-valued discrete function.
Now look at the two functions that span the V1 vector space in Fig. 3.3. It may not be
obvious at first glance, but if these two vectors, {φ̂}1,1 and {φ̂}1,2, are summed, they
exactly equate to {φ̂}0,1. In other words
V0 ⊂ V1. (3.18)
Similarly, if the four vectors defining the V2 vector space are weighted appropriated
and summed, they will perfectly reconstruct the two vectors defining V1. Thus
V0 ⊂ V1 ⊂ V2. (3.19)
If weighted appropriately, the 64 scaling functions defining V6 can perfectly reconstruct
any real-valued signal with N = 64 points. Thus, in general, VJ is equivalent to L2(R).
Therefore, when N = 64, the multiresolution of the pDB scaling functions is
{0} ⊂ V0 ⊂ V1 ⊂ V2 ⊂ V3 ⊂ V4 ⊂ V5 ⊂ V6 ≡ L2(R). (3.20)
3.3.3 Discrete Wavelet Function Subspaces
As shown in Eqn. (3.3), the wavelet functions are also created using a two-scale relation.
Thus, the number of points in the pDB wavelet functions must also be N = 2J , where J
is a positive integer.
For example, consider the set of pDB4 wavelet functions associated with an N = 64 (i.e.
J = 6) signal. The first wavelet function at each level j = 0, 2, . . . , J − 1 are provided
for reference in Fig. 3.7. The labeling of the discrete wavelet functions is {ψ̂}j,i, where j
represents the scaling level and i represents the shifted position in the periodic domain.
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{ψ̂}2,1 {ψ̂}2,2 {ψ̂}2,3 {ψ̂}2,4
]
(3.23)
This pattern continues until the J − 1 level
• The fifth level, j = 5, contains 25 = 32 vectors. The corresponding vector space is
W5 =
[




The first pDB4 wavelet function at each viable level for N = 64 is provided in Fig. 3.7.
The scaling, or stretching, of these functions is done in the same manner as the scaling
functions, including the “wrap around” required for periodization.
The key difference compared to the scaling functions is that the wavelet level only
extends to J − 1, where as it extended to J for the scaling functions. This consequence
of this will be explained below when discussing the vector subspaces.
Shifts
There are 2j identical wavelet functions at each level, shifted across the domain by equal
amounts. This shifting behaviour is presented in Figs. 3.8 to 3.11 for levels j = 0, 1, 2,
and 3 of an N = 64 point pDB4 family of wavelet functions.
Subspaces
The multiresolution properties of the wavelet functions is slightly different to that of the
scaling functions. The combined vector space of both the scaling functions and wavelet
functions at some level, j, is equivalent to the vector space of the scaling functions at
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(A) First wavelet function of
level j = 0: {ψ̂}0,1








(B) First wavelet function of
level j = 1: {ψ̂}1,1








(C) First wavelet function of
level j = 2: {ψ̂}2,1








(D) First wavelet function of
level j = 3: {ψ̂}3,1








(E) First wavelet function of
level j = 4: {ψ̂}4,1








(F) First wavelet function of
level j = 5: {ψ̂}5,1
FIGURE 3.7: The first pDB4 wavelet function at all viable levels, J =
1, 2, . . . , 5 for a N = 64 point discrete wavelet decomposition over period,
T = 1 second
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FIGURE 3.8: All pDB4 wavelet functions, {ψ̂}0,i, in W0, where i = 1
















FIGURE 3.9: All pDB4 wavelet functions, {ψ̂}1,i, in W1, where i = 1, 2
































FIGURE 3.10: All pDB4 wavelet functions, {ψ̂}2,i, in W2, where i = 1, 2, 3, 4
































































FIGURE 3.11: All pDB4 wavelet functions, {ψ̂}3,i, in W3, where i =
1, 2, . . . , 8
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Consider, for example, the example with N = 64, which implies J = 6 is the maximum














This is why the maximum wavelet function level must be J − 1. If the Jth level of
wavelet function were viable, this would imply it is possible to create level J + 1 of the
scaling functions. Level J + 1 of the scaling functions would include twice as many
scaling functions as there are points in the signal, which is not possible based on basic
signal processing theory [1].
3.3.4 Implications for the discrete Wavelet Balance Method
The key characteristics of periodic Daubechies wavelets (pDB) for use in the discrete
wavelet transform and the dWBM are summarized below:
• The scaling functions and wavelet functions are orthogonal and form a complete
basis, thus no information is lost during a transformation so a perfect recreation
of the signal (or solution) is possible.
• Each level of scaling function, Vj, is a subspace of the next level, Vj+1. Therefore,
increasing the level used in the discrete transformation (or dWBM) will inher-
ently improve the accuracy of the prediction (i.e. the solution will converge as j is
increased).
There tends to be two general approaches when using pDB functions for the discrete
wavelet balance method:
1. Begin with a relatively small subspace of scaling functions (e.g. V3) to get a coarse
approximation of the solution. This will be computationally inexpensive, since
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relatively few trial functions are used, but will provide a rough approximation of
the solution.
If more accuracy or resolution is required, increase the value of j and rerun the
analysis with that subspace of scaling functions (e.g. V4). Each increase in j will
double the number of trial functions and double the resolution (i.e. ∆t → ∆t/2).
Due to the multiresolution properties, it will also assure an increase in accuracy
of the prediction.
This approach is similar in style to the Harmonic Balance Method (i.e. using
Fourier functions): by increasing the level, j, the overall accuracy of the solution
across the entire periodic domain is increased.








If more accuracy or resolution is required globally, add the next level of wavelet
functions to the vector space of the trial functions (e.g.
⊕
W3).
If more accuracy or resolution is required locally, add more wavelet functions to
the vector space where needed. Since the wavelet functions have compact sup-
port, only certain wavelets affect certain ranges of the domain. Therefore, if one is
trying to capture a sharp change in gradient, only wavelets with compact support
spanning the region of interest need to be included in the trial functions.
This approach allows the user to focus accuracy on specific regions of the domain
(i.e. nonsmooth areas) and leave the smoother areas more coarsely approximated.
This is similar in style to refining a mesh around regions of interest in the finite
element method.




Scaling Functions and Wavelet
Functions
The purpose of this chapter is to detail an approach for creating the discrete scaling
functions and wavelet functions. The approach is based a paper by Chen et al. [7]. Un-
fortunately, this paper contains many typographical errors in the equations; subsequent
papers by Zhang et al. [8] and Jones et al. [11] provide some important corrections. It is
recommended the reader reproduce any necessary derivations if using the Chen et al.
paper to ensure they are free of errors. Furthermore, the explanations for computing
the scaling and wavelet functions are somewhat brief; more details are provided herein,
including sample scaling and wavelet functions to be used as verification cases.
4.1 Scaling functions and their derivatives
(non-periodized, level j = 0)
The scaling function of a Daubechies wavelet cannot be defined explicitly; rather it is






where φ(t) represents the scaling function, and p` represent the Daubechies coefficients.
Recall from Section 3.3.2 that L defines the order of the DB wavelet: DB4 requires four
coefficients, while DB10 requires ten.
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As discussed in Section 3.1 of Chen et al. [7], this two-scale relation can also be used to






The scaling function has compact support on the interval 0 < t < (L− 1) (i.e. all val-
ues of φ(n)(t) are zero for t ≤ 0 and t ≥ (L − 1)). This is an important detail when
programming the algorithm for computing the discrete points of the scaling function.
Example 4.1.
Consider a DB4 scaling function. Let’s apply the two-scale relation for the integer
values of φ(n)(t) in the range of compact support 0 < t < (L− 1): namely t = 1
and t = 2.








p0φ(n)(2) + p1φ(n)(1) + p2φ(n)(0) + p3φ(n)(−1)
)













p0φ(n)(4) + p1φ(n)(3) + p2φ(n)(2) + p3φ(n)(1)
)





From the example above, one can see the recursive characteristic of the two-scale
relation: the discrete value of the scaling function at, say, t = 1 is defined using
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the value of the scaling function at t = 1 and t = 2.
It is possible to write Eqn. (4.2) as a standard eigenvalue problem for the integer values


































represents a (L− 2)× (L− 2) matrix of Daubechies coefficients defined by
Pi,j = p2i−j for 1 ≤ i, j ≤ L− 2. (4.5)
Recall that there are only L Daubechies coefficients, so any p2i−j where 2i− j < 0 and
2i− j > (L− 1) are ignored.
Example 4.2.




that involves shifting the
Daubechies coefficients two columns right for each row down.














p1 p0 0 0
p3 p2 p1 p0
p5 p4 p3 p2
0 0 p5 p4

It is shown in Chen et al. [7] that DB scaling functions have only (L/2− 1) derivatives,





will have (L/2− 1) eigenvalues equivalent to 1/2n for n = 0, 1, . . . , (L/2− 2),
where n = 0 represents the zeroth derivative of the scaling function, n = 1 represents





corresponding to the eigenvalue of interest represents the scal-
ing function (or its derivative) at the integer t values within the compact support. The
discretized scaling function values must be scaled such that∫ ∞
∞
φ(t)dt = 1 (4.6)




(−k)nφ(n)(k) = n! (4.7)
This normalization step is important since multiple derivatives of the scaling function
may be used during the Galerkin approximation; this normalization will ensure the
relative amplitudes between the scaling function derivatives are correct.
Example 4.3.











1.1411 0.4705 0 0
−0.1909 0.6504 1.1411 0.4705
0.0498 −0.1208 −0.1909 0.6504
0 0 0.0498 −0.1208

The corresponding eigenvalue, [λ], and eigenvector, [φ(n)], matrices are:
[λ] =

1 0 0 0
0 −0.1703 0 0
0 0 0.5 0
0 0 0 0.25

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[φ(n)] =

−0.9554 −0.2236 −0.5802 0.4377
0.2866 0.6708 0.7907 −0.8290
−0.0708 −0.6708 −0.1948 0.3450
−0.0031 0.2236 −0.0156 0.0463

Notice how only three of the four eigenvalues correspond to a 1/2n value;
DB6 scaling functions only have a zeroth, first, and second derivative, since
(L/2− 1) = 2.
Recall that the DB6 scaling function, and its derivatives, have compact support
on 0 < t < 5. After normalizing the eigenvectors using Eqn. (4.7), the DB6
scaling function values, and those of its derivatives, are provided at integer t
values in the table below over the region of compact support. The value of the
scaling function at all other integer values is zero.
TABLE 4.1: Discrete values of DB6 scaling function, and its deriva-
tives, at integer t values.
n = 0 n = 1 n = 2
φ(n)(0) 0 0 0
φ(n)(1) 1.2863 1.6385 0.9042
φ(n)(2) -0.3858 -2.2328 -1.7127
φ(n)(3) 0.0953 0.5502 0.7127
φ(n)(4) 0.0042 0.0441 0.0958
φ(n)(5) 0 0 0
Due to the two-scale relation of Eqn. (4.2), the discrete values of the scaling function,
φ(n)(t), at all dyadic points t = k/2j for k = 1, 3, 5, . . . , and j = 1, 2, 3, . . . can be com-
puted once the discrete values are known at the integer t values. The dyadic resolution
of the scaling function must be increased sequentially as follows:
1. The integer values for the nth derivative of the scaling function are computed
using the eigenvalue problem described above.
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for k = 1, 3, 5, . . . that exist in
the region of compact support using Eqn. (4.8). These computations will make
use of the Daubechies coefficients and the scaling function values at the integer t
locations.






k = 1, 3, 5, . . . that exist in the region of compact support. These computations
will make use of the Daubechies coefficients and the scaling function values com-
puted in the previous step (i.e. at t = k2 locations).
5. Continue this iterative process for j = 3, 4, . . . to reach the desired resolution.
Example 4.4.
As a demonstration of the dyadic expansion process, consider the zeroth deriva-
tive of the DB4 scaling function. Using the eigenvalue approach introduced in
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where the superscript (0) has been omitted from the scaling function vector for






= p0φ(1) + p1φ(0) + p2φ(−1) + p3φ(−2)







= p0φ(3) + p1φ(2) + p2φ(1) + p3φ(0)







= p2φ(3) + p3φ(2) +p4φ(1) +p5φ(0)
= (0.3170)(0) + (−0.1830)(−0.3660)
= 0.0670




because those terms do not exist.
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= (0.6830)(0.0670) + (1.1830)(0) + (0.3170)(0.9330) + (−0.1830)(0)
= 0.3415
and so on.
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This dyadic expansion can be continued until the desired resolution is reached.
Samples of the DB4, DB6, and DB8 scaling functions are provided Figs. 4.1, 4.2, and 4.3.
Each column represents a derivative of the scaling function and each row represents an
increase in resolution (i.e. j = 1, 2, 3, 4, 5). Note that Fig. 4.1 does not have plots for the
second derivative since only the zeroth and first derivatives exist for the DB4 scaling
function.
The fractal nature of the Daubechies scaling functions is apparent in these figures, es-
pecially in the plots of the derivatives. This becomes problematic when using these
functions in the Galerkin method, since the inner products of these functions, and po-
tentially other non-smooth functions, are found using a left Riemann sum (see Sec-
tion 2.2.5 for further details). When using these functions, a fine resolution is required
to reach reasonable accuracy.
4.2 Periodizing the scaling functions and their derivatives
The scaling functions, and associated derivatives, presented in Figs. 4.1, 4.2, and 4.3
are not yet periodic. These will be referred to as the father scaling functions and their
associated derivatives.
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FIGURE 4.1: Representation of the DB4 scaling function, and its deriva-
tives, at different resolutions. The columns represent the zeroth, first, and
second derivatives, respectively; the rows represent increased resolution
using j = 1, 2, 3, 4, 5, respectively. Note the second derivative of a DB4
scaling function does not exist.
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FIGURE 4.2: Representation of the DB6 scaling function, and its deriva-
tives, at different resolutions. The columns represent the zeroth, first, and
second derivatives, respectively; the rows represent increased resolution
using j = 1, 2, 3, 4, 5, respectively.
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FIGURE 4.3: Representation of the DB8 scaling function, and its deriva-
tives, at different resolutions. The columns represent the zeroth, first, and
second derivatives, respectively; the rows represent increased resolution
using j = 1, 2, 3, 4, 5, respectively.
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The figures show that the region of compact support is 0 < t < (L− 1). Also note that
there are 2j points between integer values of time (e.g. 0 ≤ t < 1).
The simplest approach to periodization is to assume, without loss of generality, that
0 ≤ t < 1. Any {φ} values of the father scaling function outside of 0 ≤ t < 1 are
“wrapped around” the time axis so that they lie within 0 ≤ t < 1. All {φ} values
coinciding at a time value are summed together.
After periodizing the scaling function, the time vector can be scaled by the true period,
T. It is also necessary to scale all the discrete scaling functions to account for the true
period and to ensure Eqn. (3.16) is met at different levels and derivatives. The scaling





where j is the level of the scaling function, T is the period, and n is the derivative
required.
The resulting periodic scaling function vector is given a ˆ to signify it is periodic: {φ̂}.
Example 4.5.
Consider the DB4 scaling function from Example 4.4 with a resolution of ∆t =
0.25 seconds. This scaling function has level j = 0 and is the zeroth derivative.
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The first step is to periodize over the nominal periodic range 0 ≤ t < 1.
The first four terms of the father scaling function lie in this domain (i.e.
t = 0, 0.25, 0.5, 0.75), but the rest must be “wrapped around” to periodize the
scaling function.
One approach to this is to apply the modulo operator to the time values
(i.e. the mod function in MATLAB) with an upper limit of 1 second.
mod(0.00) = 0.00 mod(1.00) = 0.00 mod(2.00) = 0.00 mod(3.00) = 0.00
mod(0.25) = 0.25 mod(1.25) = 0.25 mod(2.25) = 0.25
mod(0.50) = 0.50 mod(1.50) = 0.50 mod(2.50) = 0.50
mod(0.75) = 0.75 mod(1.75) = 0.75 mod(2.75) = 0.75














0 + 1.3660− 0.3660 + 0
0.6373 + 0.3415 + 0.0212









This result must now be scaled appropriately to account for the true period, T = 3



























Note that all zeroth derivative pDB scaling functions at level j = 0 that have been
periodized over the nominal range 0 ≤ t < 1 will result in a constant vector of
1/T. As such, all derivatives of a DB scaling function at level j = 0 that have been
periodized over 0 ≤ t < 1 will result in a constant vector of zeros.
Chapter 4. Scaling Functions and Wavelet Functions 59
4.3 Periodized scaling functions, and their derivatives, at
higher levels
Recall from Section 3.3.2 that as the level of the scaling function is increased (e.g. j =
1→ 2) the region of compact support is halved, as depicted in Fig. 3.2.
In application, this can be accomplished by starting from the father scaling function,
{φ}0,1 (i.e. not yet periodized with j = 0), removing every other entry from {φ}0,1,
and then padding the end of the resulting vector with zeros to bring it back to its orig-
inal length. This results in the non-periodized scaling function at level j = 1: {φ}1,1.
Importantly, this vector has the same resolution as the father scaling function.
This can be repeated for higher levels. For example, starting with {φ}1,1, removing
every other entry, and padding with zeros back to the original length results in {φ}2,1.
Once the desired level is reached for the scaling function, the periodization approach
provided in Section 4.2 is applied. After periodization, the scaling function can be
repeatedly shifted by N/(2j) entries to create the full subspace, Vj.
Example 4.6.
Consider the zeroth derivative of the DB4 scaling function from Example 4.4 with
a resolution of ∆t = 0.25 seconds, representing the father scaling function at
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Note that the length of {φ}0,1 is 13 entries.
To compute {φ}1,1, remove every second entry from {φ}0,1 (i.e. a total of
six entries), and then pad the resulting vector with six zeros such that the


































Similar to Example 4.5, assume that the true period is T = 3 seconds. Periodizing














0− 0.3660 + 0 + 0
0.9330 + 0.0670 + 0
1.3660 + 0 + 0









































1,2 is computed by shifting the entries by N/(2
j), which in this example is



















To compute {φ}2,1, remove every second entry from {φ}1,1 (i.e. a total of six
entries), and then pad the resulting vector with six zeros such that the resulting




















































0 + 0 + 0 + 0
1.3660 + 0 + 0
−0.3660 + 0 + 0
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The resulting periodic pDB4 scaling function subspaces for T = 3 seconds and
















0 0 −0.4880 1.8213
1.8213 0 0 −0.4880
−0.4880 1.8213 0 0
0 −0.4880 1.8213 0

4.4 Wavelet functions and their derivatives
(non-periodized, level j = 0)
Much like the DB scaling function, the DB wavelet function (and its derivatives) cannot






where ψ(t) represents the wavelet function, φ(t) represents the scaling function, p` rep-
resent the Daubechies coefficients, and the superscript (n) represents the nth derivative.
The wavelet function has compact support on the interval (1− L/2) < t < L/2 (i.e. all
values of ψ(n)(t) are zero for t ≤ (1− L/2) and t ≥ L/2). Note that this is a different
range of compact support than the scaling functions.
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To compute the discrete values of the DB wavelet functions, it is necessary to first com-
pute the father scaling function to the desired resolution using the approach outlined
in Section 4.1. With those values known, one can use Eqn (4.10) to compute the values
of the mother wavelet function, ψ(n)(t), at all dyadic points t = k/2j inside the region
of compact support (1− L/2 < t < L/2 ) for odd-values of k and j = 1, 2, 3, . . . . Note
that some valid values of k will be negative.
The dyadic resolution of the mother wavelet function may be increased sequentially as
follows:
1. Compute the discrete values of the father scaling function, φ(n)(t) to the desired
resolution (i.e. the largest desired j value) using the approach detailed in Sec-
tion 4.1.
2. Compute the values of ψ(n)(t) using Eqn. (4.10) for integer values of t in the region
of compact support (1− L/2) < t < L/2.






















for odd values of k that exist in
the region of compact support using Eqn. (4.11). These computations will make
use of the Daubechies coefficients and the scaling function values at the integer t
locations.






values of k that exist in the region of compact support. These computations will
make use of the Daubechies coefficients and the scaling function values at t = k2
locations.
6. Continue this iterative process for j = 3, 4, . . . to reach the desired resolution.
Example 4.7.
As a demonstration of the dyadic expansion process, consider the zeroth deriva-
tive DB4 wavelet function. Recall from Example 4.4 that the scaling function at
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Eqn. (4.10) is used to compute the discrete values at integer values of time in the
range of compact support −1 < t < 2 (i.e. t = 0 and t = 1 seconds).
ψ(0) = p3φ(2)− p2φ(1) + p1φ(0)− p0φ(−1)
= (−0.1830)(−0.3660)− (0.3170)(1.3660) + (1.1830)(0)− (0.6830)(0)
= −0.3660
ψ(1) = p3φ(4)− p2φ(3) + p1φ(2)− p0φ(1)
= (−0.1830)(0)− (0.3170)(0) + (1.1830)(−0.3660)− (0.6830)(1.3660)
= −1.3660.
The two-scale relation of Eqn. (4.11) is now employed to compute the discrete
values for j = 1. Note that the values of the discrete wavelet function, ψ(t), are
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= p3φ(1)− p2φ(0) + p1φ(−1)− p0φ(−2)







= p3φ(3)− p2φ(2) + p1φ(1)− p0φ(0)







= p3φ(5)− p2φ(4) + p1φ(3)− p0φ(2)
= (−0.1830)(0)− (0.3170)(0) + (1.1830)(0)− (0.6830)(−0.3660)
= 0.2500.
















































































= (−0.1830)(0.0670)− (0.3170)(0) + (1.1830)(0.9330)− (0.6830)(0)
= 1.0915
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and so on.

































This dyadic expansion can be continued until the desired resolution is reached.
Samples of the DB4, DB6, and DB8 wavelet functions are provided Figs. 4.4, 4.5, and 4.6.
Each column represents a derivative of the wavelet function and each row represents
an increase in resolution (i.e. j = 1, 2, 3, 4, 5). Note that Fig. 4.4 does not have plots
for the second derivative since only the zeroth and first derivatives exist for the DB4
wavelet function. Similar to the scaling functions, the Daubechies wavelet functions
also demonstrate a fractal nature.
4.5 Periodizing the wavelet functions and their deriva-
tives
The wavelet functions, and associated derivatives, presented in Figs. 4.4, 4.5, and 4.6
are not yet periodic. These will be referred to as the mother wavelet functions and their
associated derivatives.
The figures show that the region of compact support is (1− L/2) < t < L/2, where
there are 2j points between integer values of time (e.g. 0 ≤ t < 1). As was done
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FIGURE 4.4: Representation of the DB4 wavelet function, and its deriva-
tives, at different resolutions. The columns represent the zeroth, first, and
second derivatives, respectively; the rows represent increased resolution
using j = 1, 2, 3, 4, 5, respectively. Note the second derivative of a DB4
wavelet function does not exist.
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FIGURE 4.5: Representation of the DB6 wavelet function, and its deriva-
tives, at different resolutions. The columns represent the zeroth, first, and
second derivatives, respectively; the rows represent increased resolution
using j = 1, 2, 3, 4, 5, respectively.
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FIGURE 4.6: Representation of the DB8 wavelet function, and its deriva-
tives, at different resolutions. The columns represent the zeroth, first, and
second derivatives, respectively; the rows represent increased resolution
using j = 1, 2, 3, 4, 5, respectively.
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when periodizing the scaling function, the function is first periodized over the nominal
domain 0 ≤ t < 1. Any {ψ} values of the mother wavelet function outside of 0 ≤ t < 1
are “wrapped around” the time axis so that they lie within 0 ≤ t < 1. All {ψ} values
coinciding at a time value are summed together. After periodizing over the nominal
range, the time vector and discrete wavelet function must be scaled appropriately using
Eqn. (4.9).
The resulting periodic wavelet function vector is given a ˆ to signify it is periodic: {ψ̂}.
Example 4.8.
Consider the DB4 wavelet function from Example 4.7 with a resolution of ∆t =
0.25 seconds. This wavelet function has level j = 0 and is the zeroth derivative.


































The first step is to periodize over the nominal periodic range 0 ≤ t < 1. The
fifth through eighth terms of the mother wavelet function lie in this domain (i.e.
t = 0, 0.25, 0.5, 0.75), but the rest must be “wrapped around” to periodize the
wavelet function.
The modulo operator with an upper limit of 1 second is once again used
Chapter 4. Scaling Functions and Wavelet Functions 71
on the time vector, as detailed in Example 4.5.
mod(−1.00) = 0.00 mod(0.00) = 0.00 mod(1.00) = 0.00 mod(2.00) = 0.00
mod(−0.75) = 0.25 mod(0.25) = 0.25 mod(1.25) = 0.25
mod(−0.50) = 0.50 mod(0.50) = 0.50 mod(1.50) = 0.50
mod(−0.25) = 0.75 mod(0.75) = 0.75 mod(1.75) = 0.75














0− 0.3660− 1.3660 + 0
−0.1708 + 1.0915 + 0.0792









This result must now be scaled appropriately to account for the true period, T = 3



























4.6 Periodized wavelet functions, and their derivatives,
at higher levels
Recall from Section 3.3.3 that as the level of the wavelet function is increased (e.g. j =
1 → 2) the region of compact support is halved, as depicted in Fig. 3.7. In application,
the discrete values of higher level wavelets are computed using the same approach as
is used for the scaling functions in Section 4.3:
1. Begin with the mother wavelet {ψ}0,1 (i.e. not yet periodized with j = 0).
2. Remove every other entry from {ψ}0,1, and then pad the end of the resulting
vector with zeros to bring it back to its original length, resulting in {ψ}1,1.
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3. Repeat this process for higher levels. For example, starting with {ψ}1,1, remove
every other entry and pad with zeros back to the original length to compute
{ψ}2,1. Be sure to remember that the highest possible level for a wavelet func-
tion is J − 1 (i.e. one level fewer than its associated scaling function).
4. Once the desired level is reached for the wavelet function, the periodization ap-
proach provided in Section 4.5 is applied, taking special care to scale the discrete
vectors appropriately using Eqn. (4.9).
5. After periodization, the wavelet function can be repeatedly shifted by N/(2j) en-
tries to create the full subspace, Wj.
Example 4.9.
Consider the zeroth derivative of the DB4 wavelet function from Example 4.7
with a resolution of ∆t = 0.25 seconds, representing the mother wavelet function

































Note that the length of {ψ}0,1 is 13 entries.
To compute {ψ}1,1, remove every second entry from {ψ}0,1 (i.e. a total of
six entries), and then pad the resulting vector with six zeros such that the
Chapter 4. Scaling Functions and Wavelet Functions 73

































Similar to Example 4.8, assume that the true period is T = 3 seconds. Periodizing














0− 1.3660 + 0 + 0
−0.2500 + 0.2500 + 0 + 0
−0.3660 + 0 + 0









































1,2 is computed by shifting the entries by N/(2
j), which in this example is



















Since J = 2 in this example, and the highest level wavelet is restricted to
(J − 1) = 1, no further steps can be taken.

















Recall from Section 3.3 that subspaces of discrete scaling functions at one level, Vj, or a





⊕ · · · , form
a basis that may be used for the discrete wavelet transform (DWT).
The application of a discrete wavelet transform using pDB functions is akin to the dis-
crete Fourier transform reviewed in Chapter 2: one can transform a discrete signal of N
points into a weighted series of the N pDB functions comprising the subspace using the
multivariate regression approach. The summation of these N weighted pDB functions
will exactly reproduce the original discrete signal of N points.
• The maximum number of pDB functions that can be used in the decomposition is
N.
• If fewer than N pDB functions are used, the summation of the scaled wavelets
will give the best approximation of the original signal possible, in a least-squares
sense, for the pDB functions that have been included.







where {x} represents the signal to be transformed, {q} represents the generalized co-
ordinates of the basis vectors, and the matrix [A] is constructed column-wise using the
discrete vectors comprising the pDB basis vectors.
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5.1 DWT via pDB scaling function subspace
Consider an N = 16 discrete displacement vector representing a lopsided square wave
periodic over T = 2, as shown below. Note that, for comparison purposes, this is the
signal used in the discrete Fourier transformation Example 2.3 from Chapter 2.








FIGURE 5.1: Periodic, lopsided squarewave, where T = 2 seconds and
N = 16.
Since the total number of points in the signal is N = 16 = 24, this implies the high-
est level of pDB scaling function subspace that may be used is V4. The DWT of this
signal will be performed using pDB4 scaling functions for V0, V1, V2, V3, and V4 in
the following examples to provide the reader with multiple examples to validate their
code.
Example 5.1.
The DWT of the signal, {x}, in Fig. 5.1 using pDB4 V0 is equivalent to
{xfit} = [A]{q} = {φ̂}0,1 q1 (5.1)
where q1 represents the generalized coordinate to be found via the multivari-
ate regression approach. For this example, the scaling function level j = 0, the
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required derivative n = 0, and the period T = 2 seconds, thus the above approx-
imation of {xfit} becomes
































The resulting fit is governed by
{xfit} = −0.7500{φ̂}0,1
which is depicted in Fig. 5.2 along with the original discrete signal.
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FIGURE 5.2: DWT using pDB4 V0
Example 5.2.
The DWT of the signal, {x}, in Fig. 5.1 using pDB4 V1 is equivalent to
{xfit} = [A]{q} = {φ̂}1,1 q1 + {φ̂}1,2 q2 (5.2)
where {q} represents the generalized coordinate to be found via the multivari-
ate regression approach. For this example, the scaling function level j = 1, the
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required derivative n = 0, and the period T = 2 seconds, thus the above approx-
imation of {xfit} becomes






































The resulting fit is governed by
{xfit} = −0.2387{φ̂}1,1 − 0.5113{φ̂}1,2
which is depicted in Fig. 5.3 along with the original discrete signal.
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FIGURE 5.3: DWT using pDB4 V1
Example 5.3.
The DWT of the signal, {x}, in Fig. 5.1 using pDB4 V2 is equivalent to
{xfit} = [A]{q} = {φ̂}2,1 q1 + {φ̂}2,2 q2 + {φ̂}2,3 q3 + {φ̂}2,4 q4 (5.3)
where {q} represents the generalized coordinate to be found via the multivari-
ate regression approach. For this example, the scaling function level j = 2, the
Chapter 5. Discrete wavelet transform 81
required derivative n = 0, and the period T = 2 seconds, thus the above approx-
imation of {xfit} becomes
{xfit} = [A]{q} =

0 0 −0.7321 2.7321
1.2745 0 0.0425 0.6830
1.8660 0 0.1340 0
2.2075 0 −0.0245 −0.1830
2.7321 0 0 −0.7321
0.6830 1.2745 0 0.0425
0 1.8660 0 0.1340
−0.1830 2.2075 0 −0.0245
−0.7321 2.7321 0 0
0.0425 0.6830 1.2745 0
0.1340 0 1.8660 0
−0.0245 −0.1830 2.2075 0
0 −0.7321 2.7321 0
0 0.0425 0.6830 1.2745
0 0.1340 0 1.8660








thus Eqn. (2.9) results in
{q} =

18.5 −1.5 0.5 −1.5
−1.5 18.5 −1.5 0.5
0.5 −1.5 18.5 −1.5














The resulting fit is governed by
{xfit} = 0.4381{φ̂}2,1 − 0.3621{φ̂}2,2 − 0.5215{φ̂}2,3 − 0.3045{φ̂}2,4
which is depicted in Fig. 5.4 along with the original discrete signal.
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FIGURE 5.4: DWT using pDB4 V2
Example 5.4.
The DWT of the signal, {x}, in Fig. 5.1 using pDB4 V3 is equivalent to





where {q} represents the generalized coordinate to be found via the multivari-
ate regression approach. For this example, the scaling function level j = 3, the
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required derivative n = 0, and the period T = 2 seconds, thus the above approx-
imation of {xfit} becomes
{xfit} = [A]{q} =

0 0 0 · · · −1.4641 5.4641
3.7321 0 0 · · · 0.2679 0
5.4641 0 0 · · · 0 −1.4641
0 3.7321 0 · · · 0 0.2679
−1.4641 5.4641 0 · · · 0 0
0.2679 0 3.7321 · · · 0 0
0 −1.4641 5.4641 · · · 0 0
0 0.2679 0 · · · 0 0
0 0 −1.4641 · · · 0 0
0 0 0.2679 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 3.7321 0
0 0 0 · · · 5.4641 0












thus Eqn. (2.9) results in
{q} =

46 −8 1 0 0 0 1 −8
−8 46 −8 1 0 0 0 1
1 −8 46 −8 1 0 0 0
0 1 −8 46 −8 1 0 0
0 0 1 −8 46 −8 1 0
0 0 0 1 −8 46 −8 1
1 0 0 0 1 −8 46 −8
























The resulting fit is governed by
{xfit} = 0.1992{φ̂}3,1 + 0.2528{φ̂}3,2 − 0.0882{φ̂}3,3 − 0.2329{φ̂}3,4
− 0.2512{φ̂}3,5 − 0.2548{φ̂}3,6 − 0.2577{φ̂}3,7 − 0.1173{φ̂}3,8
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which is depicted in Fig. 5.5 along with the original discrete signal.








FIGURE 5.5: DWT using pDB4 V3
Example 5.5.
The DWT of the signal, {x}, in Fig. 5.1 using pDB4 V4 is equivalent to





where {q} represents the generalized coordinate to be found via the multivari-
ate regression approach. For this example, the scaling function level j = 4, the
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required derivative n = 0, and the period T = 2 seconds, thus the above approx-
imation of {xfit} becomes
{xfit} = [A]{q} =

0 0 0 · · · −2.9282 10.9282
10.9282 0 0 · · · 0 −2.9282
−2.9282 10.9282 0 · · · 0 0
0 −2.9282 10.9282 · · · 0 0
0 0 −2.9282 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
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thus Eqn. (2.9) results in
{q} =

128 −32 0 0 0 · · · 0 −32
−32 128 −32 0 0 · · · 0 0
0 −32 128 −32 0 · · · 0 0
0 0 −32 128 −32 · · · 0 0
0 0 0 −32 128 · · · 0 0
0 0 0 0 −32 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · −32 0
0 0 0 0 0 · · · 128 −32








































The resulting fit is governed by
{xfit} = 0.0825{φ̂}4,1 + 0.1136{φ̂}4,2 + 0.1220{φ̂}4,3 + 0.1242{φ̂}4,4
+ 0.0333{φ̂}4,5 − 0.0826{φ̂}4,6 − 0.1136{φ̂}4,7 − 0.1220{φ̂}4,8
− 0.1242{φ̂}4,9 − 0.1248{φ̂}4,10 − 0.1249{φ̂}4,11 − 0.1250{φ̂}4,12
− 0.1250{φ̂}4,13 − 0.1250{φ̂}4,14 − 0.1250{φ̂}4,15 − 0.0335{φ̂}4,16
which is depicted in Fig. 5.6 along with the original discrete signal. Notice that
the signal has been perfectly reconstructed using the V4 subspace, since, in this
example, V4 ≡ L2(R).
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FIGURE 5.6: DWT using pDB4 V4
5.2 DWT via pDB wavelet function subspace
Consider, again, the N = 16 discrete displacement vector presented in Fig. 5.1, repre-
senting a lopsided square wave periodic over T = 2.
Since the total number of points in the signal is N = 16 = 24, this implies the highest









Similar to the previous section, all viable pDB4 wavelet function subspaces will be
demonstrated in the examples to provide the reader with multiple examples to vali-
date their code. Note that the first viable subspace is simply V0, which has already been
provided in Example 5.1, so the example calculations will begin below with V0
⊕
W0.
As one reads through these examples, pay attention to how the use of pDB wavelet
function subspaces makes clear the multiresolution analysis characteristics of these
functions. Specifically, notice how the generalized coordinate associated with each
function (e.g. {φ̂}0,1, {ψ̂}0,1, {ψ̂}1,1, {ψ̂}1,2, etc.) does not change as the span of the






W1). This property will become
particularly useful in the wavelet-Galerkin method discussed in the next chapter.
Chapter 5. Discrete wavelet transform 88
Also note that clarifying discussions are included within some of the following exam-
ples, so the reader is encouraged to at least skim through all of these examples.
Example 5.6.
The DWT of the signal, {x}, in Fig. 5.1 using pDB4 V0
⊕
W0 is equivalent to
{xfit} = [A]{q} = {φ̂}0,1 q1 + {ψ̂}0,1 q2 (5.6)
where {q} represents the generalized coordinate to be found via the multivariate
regression approach. For this example, the maximum level is j = 0, the required
derivative n = 0, and the period T = 2 seconds, thus the above approximation of
{xfit} becomes






































The resulting fit is governed by
{xfit} = −0.7500{φ̂}0,1 + 0.2726{ψ̂}0,1
Chapter 5. Discrete wavelet transform 89
which is depicted in Fig. 5.7 along with the original discrete signal. Note that this
DWT fit is equivalent to that shown in Fig. 5.3, since V1 ≡ V0
⊕
W0.


















{xfit} = [A]{q} = {φ̂}0,1 q1 + {ψ̂}0,1 q2 + {ψ̂}1,1 q3 + {ψ̂}1,2 q4 (5.7)
where {q} represents the generalized coordinate to be found via the multivariate
regression approach. For this example, the maximum level is j = 1, the required
derivative n = 0, and the period T = 2 seconds, thus the above approximation of
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{xfit} becomes
{xfit} = [A]{q} =

0.5 −0.8660 −1.3660 −0.3660
0.5 −0.1205 −0.3248 0.6417
0.5 0.1585 −0.0915 1.0915
0.5 0.2667 −0.1540 1.3370
0.5 0.5000 0 1.7321
0.5 0.4833 −0.2790 −0.0380
0.5 0.5915 −0.3415 −0.6585
0.5 0.7455 −0.3248 −0.8583
0.5 0.8660 −0.3660 −1.3660
0.5 0.1205 0.6417 −0.3248
0.5 −0.1585 1.0915 −0.0915
0.5 −0.2667 1.3370 −0.1540
0.5 −0.5000 1.7321 0
0.5 −0.4833 −0.0380 −0.2790
0.5 −0.5915 −0.6585 −0.3415








thus Eqn. (2.9) results in
{q} =

4 0 0 0
0 4.5 0 0
0 0 10 1














The resulting fit is governed by
{xfit} = −0.7500{φ̂}0,1 + 0.2726{ψ̂}0,1 − 0.3743{ψ̂}1,1 + 0.9575{ψ̂}1,2
which is depicted in Fig. 5.8 along with the original discrete signal. Note that this
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Notice how the first two columns of [A] in this example are equivalent to [A] in
Example 5.6. This is the multiresolution effect in action!
This differs from the examples in Section 5.1, where different Vj levels are
used as subspaces. In Section 5.1, the vectors spanning the subspace were
recomputed at each level (i.e. Vj), so the [A] matrix from one level to the next is
completely different.
When discrete wavelet functions are used, the subspace is expanded sim-
ply by adding on extra discrete wavelet vectors to the existing subspace basis
vectors; the pre-existing subspace vectors remain unchanged in the [A] matrix.
Example 5.8.








{xfit} = [A]{q} = {φ̂}0,1 q1 + {ψ̂}0,1 q2 + {ψ̂}1,1 q3 + {ψ̂}1,2 q4
{ψ̂}2,1 q5 + {ψ̂}2,2 q6 + {ψ̂}2,3 q7 + {ψ̂}2,4 q8
Chapter 5. Discrete wavelet transform 92
where {q} represents the generalized coordinate to be found via the multivariate
regression approach. For this example, the maximum level is j = 2, the required
derivative n = 0, and the period T = 2 seconds, thus the above approximation of
{xfit} becomes
{xfit} = [A]{q} =

0 0 −2.7321 −0.7321
−0.3415 0 0.1585 2.1830
−0.5000 0 0.5000 3.4641
−0.5915 0 −0.0915 −1.3170
−0.7321 0 0 −2.7321
2.1830 −0.3415 0 0.1585
3.4641 −0.5000 0 0.5000
· · · −1.3170 −0.5915 0 −0.0915
−2.7321 −0.7321 0 0
0.1585 2.1830 −0.3415 0
0.5000 3.4641 −0.5000 0
−0.0915 −1.3170 −0.5915 0
0 −2.7321 −0.7321 0
0 0.1585 2.1830 −0.3415
0 0.5000 3.4641 −0.5000












where the first four columns in the [A] matrix (not shown) are simply the [A]
matrix from the previous level defined in Example 5.7 (see the explanation at the
































4 0 0 0
0 4.5 0 0
0 0 10 1




0 0 0 0
−0.8415 −0.4085 0.8415 0.4085
0.4085 −0.8415 −0.4085 0.8415




27.5 2.5 −0.5 2.5
2.5 27.5 2.5 −0.5
−0.5 2.5 27.5 2.5
2.5 −0.5 2.5 27.5

The resulting fit is governed by
{xfit} = −0.7500{φ̂}0,1 + 0.2630{ψ̂}0,1 − 0.3928{ψ̂}1,1 + 0.9760{ψ̂}1,2
− 0.0618{ψ̂}2,1 − 0.0332{ψ̂}2,2 − 0.0980{ψ̂}2,3 + 0.1473{ψ̂}2,4
which is depicted in Fig. 5.9 along with the original discrete signal. Note that this
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The astute reader may have noticed that the values of q2, q3, and q4 changed
slightly between Example 5.7 and this example. In theory, these values should
be exactly the same. However, since numerical integration is being performed to
compute these values, and the scaling and wavelet functions are fractal in nature,
the resulting approximation error in the numerical integration has caused these
generalized coordinate values to change.
This error can be reduced by increasing the resolution of the original dis-
placement signal, {x}. As the resolution increases, (i.e. as ∆t→ 0), the numerical
integration approximation will converge to the exact solution. The downside
is that increasing the resolution will also increase the computational cost, so a
compromise must be made.
Example 5.9.
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{xfit} = [A]{q} = {φ̂}0,1 q1 + {ψ̂}0,1 q2 + {ψ̂}1,1 q3 + {ψ̂}1,2 q4
{ψ̂}2,1 q5 + {ψ̂}2,2 q6 + {ψ̂}2,3 q7 + {ψ̂}2,4 q8
{ψ̂}3,1 q9 + {ψ̂}3,2 q10 + {ψ̂}3,3 q11 + {ψ̂}3,4 q12
{ψ̂}3,5 q13 + {ψ̂}3,6 q14 + {ψ̂}3,7 q15 + {ψ̂}3,8 q16
where {q} represents the generalized coordinate to be found via the multivariate
regression approach. For this example, the maximum level is j = 3, the required
derivative n = 0, and the period T = 2 seconds, thus the above approximation of
{xfit} becomes
{xfit} = [A]{q} =

0 0 0 · · · −5.4641 −1.4641
−1.0000 0 0 · · · 1.0000 6.9285
−1.4641 0 0 · · · 0 −5.4641
6.9282 −1.0000 0 · · · 0 1.000
−5.4641 −1.4641 0 0 0
1.0000 6.9282 −1.000 · · · 0 0
0 −5.4641 −1.4641 · · · 0 0
· · · 0 1.0000 6.9282 · · · 0 0
0 0 −5.4641 · · · 0 0
0 0 1.0000 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · −1.0000 0
0 0 0 · · · −1.4641 0




















where the first eight column vectors in the [A] matrix (not shown) are simply the
[A] matrix from the previous level defined in Example 5.8 (see the explanation at
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4 0 0 0 0 0 0 0
0 4.5 0 0 −0.8415 −0.4085 0.8415 0.4085
0 0 10 1 0.4085 −0.8415 −0.4085 0.8415
0 0 1 10 −0.4085 0.8415 0.4085 −0.8415
0 −0.8415 0.4085 −0.4085 27.5 2.5 −0.5 2.5
0 −0.4085 −0.8415 0.8415 2.5 27.5 2.5 −0.5
0 0.84715 −0.4085 0.4085 −0.5 2.5 27.5 2.5




0 0 0 0 0 0 0 0
−0.5123 −0.1373 −0.7958 −0.5792 0.5123 0.1373 0.7958 0.5792
−0.8873 −0.2377 1.1708 0.6797 −2.4788 −1.3962 2.1953 0.9542
−2.4788 −1.3962 2.1953 0.9542 −0.8873 −0.2377 1.1708 0.6797
3.1585 −3.4575 −1.2925 3.5915 −1.5245 0.0915 −0.3415 −0.2255
−0.3415 −0.2255 3.1585 −3.4575 −1.2925 3.5915 −1.5245 0.0915
−1.5245 0.0915 −0.3415 −0.2255 3.1585 −3.4575 −1.2925 3.5915




82 8 −1 0 0 0 −1 8
8 82 8 −1 0 0 0 −1
−1 8 82 8 −1 0 0 0
0 −1 8 82 8 −1 0 0
0 0 −1 8 82 8 −1 0
0 0 0 −1 8 82 8 −1
−1 0 0 0 −1 8 82 8
8 −1 0 0 0 −1 8 82

The resulting fit is governed by
{xfit} = −0.7500{φ̂}0,1 + 0.2648{ψ̂}0,1 − 0.3819{ψ̂}1,1 + 0.9936{ψ̂}1,2
− 0.0610{ψ̂}2,1 − 0.0323{ψ̂}2,2 − 0.1090{ψ̂}2,3 + 0.1565{ψ̂}2,4
+ 0.0083{ψ̂}3,1 + 0.0341{ψ̂}3,2 − 0.0310{ψ̂}3,3 − 0.0022{ψ̂}3,4
− 0.0002{ψ̂}3,5 − 0.0000{ψ̂}3,6 − 0.0625{ψ̂}3,7 + 0.0535{ψ̂}3,8
which is depicted in Fig. 5.10 along with the original discrete signal. Note
that this DWT fit is equivalent to that shown in Fig. 5.6, since V4 ≡









W3. Notice that the signal has been perfectly recon-
structed using this subspace since, in this example, it is equivalent to L2(R).



















Discrete Wavelet Balance Method
The discrete Wavelet Balance Method (dWBM) is accomplished using the same ap-
proach as the discrete Harmonic Balance Method (dHBM) discussed in Section 2.2.5,
the only difference is the use of pDB functions instead of Fourier functions. The so-
lution to the governing differential equation for a forced, damped, SDOF spring-mass
system will be approximated using both the dWBM and dHBM below for comparison
purposes. The system, depicted in Fig. 6.1, is governed by the following differential
equation:
mẍ + cẋ + kx = f (t) 0 ≤ t < T (6.1)
x(0) = x(T) ẋ(t) = ẋ(T).
Using the approach outlined in Section 2.2.5, the discrete weak form of Eqn. (6.1) is(
[ξ]Tk[ξ] + [ξ]Tc[ξ̇]− [ξ̇]Tm[ξ̇]
)
{u} = [ξ]T{ f }. (6.2)
FIGURE 6.1: Damped single-degree-of-freedom spring-mass system sub-
jected to an external excitation.
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where [ξ] represents the trial matrix constructed column-wise of the discrete trial vec-
tors and the generalized coordinates {u} are computed as
{u} =
(





The discrete forcing vector represents a square wave







0 ≤ t < T
which is 1 when the sinusoid is positive, -1 when the sinusoid is negative, and 0 when
the sinusoid is 0.
The parameters used for this example are provided in Table 6.1.
TABLE 6.1: Damped SDOF model and analysis properties
Description Parameter Value
stiffness k 200 N/m
damping coefficient c 50 Ns/m
mass m 10 kg
force amplitude F0 5 N
period T 4 s
discrete points N 4096
The solution to Eqn. (6.2) is approximated using both dWBM and dHBM for a truncated
series of functions, where the total number of functions, Q = 2j using j = 0, 1, 2, . . . , 5.







The trial matrix for the dHBM is constructed as detailed in Section 2.2.5.
Example 6.1.
For clarity, the trial matrices for j = 0, 1, 2, 3 are included below for the dHBM
and dWBM approaches.
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j = 0















































dWBM ⇒ [ξ] =
[
V0 W0 W1 W2
]
6.1 Discrete Harmonic Balance Method
The results for the dHBM are presented in Figs. 6.2 and 6.3.
The various subplots in Fig. 6.2 represent the approximate solution to Eqn. (6.3) as
the number of discrete trial vectors, Q = 2j, is increased for j = 0 → 5, as detailed in
Example 6.1. The solution appears to converge, as expected, as the number of harmonic
trial functions are increased.
The various subplots in Fig. 6.3 represent the contribution of each level of discrete trial
vectors to the overall solution. Table 6.2 presents which harmonic functions relate to
the different levels, j. Note that the concept of a “level” for the dHBM is not common;
it is used here purely for comparison purposes with the dWBM.
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FIGURE 6.2: Approximate response of the damped single-degree-of-
freedom spring-mass system subjected to an external excitation using the
discrete Harmonic Balance Method. The subplots represent the approxi-
mate solution as the total number of trial functions Q = 2j is increased
from j = 0 (top) to j = 5 (bottom).
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FIGURE 6.3: Approximate response of the damped single-degree-of-
freedom spring-mass system subjected to an external excitation using the
discrete Harmonic Balance Method. The subplots represent the contribu-
tion to the overall solution for the jth level.
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TABLE 6.2: Discrete trial vectors for dHBM at different levels
Level Trial Vectors




















































Notice how the contribution at different levels in Fig. 6.3 are distributed across the
entire periodic domain. This is expected for the dHBM, since the trial functions do not
have compact support.
6.2 Discrete Wavelet Balance Method
The results for the dWBM are presented in Figs. 6.4 and 6.5.
The various subplots in Fig. 6.4 represent the approximate solution to Eqn. (6.3) as the
number of discrete trial vectors, Q = 2j, is increased for j = 0 → 5, as detailed in
Example 6.1. The solution appears to converge, as expected, as the number of pDB8
trial functions are increased.
The various subplots in Fig. 6.5 represent the contribution of each level of discrete trial
vectors to the overall solution. Table 6.3 presents which pDB8 functions relate to the
different levels, j.
TABLE 6.3: Discrete trial vectors for dWBM at different levels
Level Trial Vectors
j = 0 [ξ] = V0
j = 1 [ξ] = W0
j = 2 [ξ] = W1
j = 3 [ξ] = W2
j = 4 [ξ] = W3
j = 5 [ξ] = W4
Notice how the contribution at different levels in Fig. 6.5 are more localized to ranges
where the gradient is rapidly changing. This is a result of the compact support of the
discrete wavelet functions. This characteristic becomes increasingly noticeable as the
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FIGURE 6.4: Approximate response of the damped single-degree-of-
freedom spring-mass system subjected to an external excitation using the
discrete Wavelet Balance Method with pDB8. The subplots represent the
approximate solution as the total number of trial functions Q = 2j is in-
creased from j = 0 (top) to j = 5 (bottom).
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FIGURE 6.5: Approximate response of the damped single-degree-of-
freedom spring-mass system subjected to an external excitation using the
discrete Wavelet Balance Method with pDB8. The subplots represent the
contribution to the overall solution for the jth level.
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level is increased, since the range of compact support reduces by a factor of two for
each increase in level.
This implies that if one wished to improve the local accuracy over a small range of
the solution, additional pDB8 wavelet functions at higher levels which have compact
support spanning the region of interest could be added to the trial matrix, [ξ]. In other
words, the entire level of wavelets, Wj need not be added to the trial matrix; the user
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