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Scope and Purpose An approach is developed for solving decision problems involving the choice among 
discrete alternatives based on two or more conflicting objectives. The approach involves the user choosing 
levels of the objectives that he desires to achieve (levels of aspiration), and provides him with various 
kinds of feedback. For example, the user is told what fraction of alternatives satisfies his levels of aspiration. 
It also provides the user with rankings of alternatives based on one of two possible ranking schemes, and 
other kinds of feedback. According to the ranking schemes, the most highly ranked by the system will 
never be inferior to or dominated by another alternative. By this we mean that there will not exist another 
alternative that is at least as good as the most highly ranked in all respects, but strictly better in at least 
one respect. The theory for the proposed procedure has been drawn from work of various researchers. 
The approach has been implemented in a computer program that is easy to use, and has been tested 
in a number of circumstances, including an experiment described in the paper. The results of the experiment 
are favorable to the method proposed. 
Abstract---A simple, eclectic approach for solving discrete alternative multiple criteria decision problems 
is presented. It is based on the concept of the level of aspiration, and draws on ideas of various researchers. 
It assumes that the user has a set of alternatives with each alternative having a score on each of a number 
of objectives or measures of performance. The user determines his levels of aspiration for different objectives. 
He is then provided with considerable feedback as to the degree of feasibility of each level of aspiration 
as well as the degree of feasibility with respect to all levels of aspiration as a whole. The closest nondominated 
solution to the solution specified by the levels of aspiration is provided. The proposed method is easy to 
use and easy to understand and has been implemented on a personal computer (an IBM PC or compatible 
with 512K RAM). We describe an experimental application in which 49 students in an MBA program 
used the method to solve two discrete alternative multiple criteria decision problems. 
I. INTRODUCTION 
The management science literature is filled with models for solving multiple criteria decision making 
(MCDM) problems (see, for example, Hwang and Masud [ 1] and Evans [2]) decision problems 
involving more than one objective. Though there are applications of some of the methods in the 
literature, the methods are not as widely used as might be thought, particularly given the importance 
of the generic MCDM problem. 
In this paper, we consider the specific problem ofchoosing one alternative from a set of alternatives. 
The decision maker has a set of attributes, criteria, or objectives that describe each alternative. 
Some of these are objective, and some are subjective. Each alternative has a measure of achievement 
for each objective. The motivation for this article was to have a simple model that can be related 
to and used by almost anyone. 
Kepner and Tregoe [3] present a framework for analysis that is designed to help managers 
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systematically make decisions. It is essentially a checklist that helps the user determine the important 
aspects of a decision, and structure the payoffs and probabilities. The authors were successful in 
offering executive training programs built around their approach. They classify objectives as musts 
or most important; wants or desirable, but capable of being traded off, and ignores or may be 
ignored. Newsted and Wynne [4] implemented the approach of Kepner and Tregoe [ 33 in a 
BASIC computer program that is an early application of artificial intelligence. 
Our approach is modest. Though we use some of the Kepner and Tregoe [ 33 ideas (independently 
developed), we use them somewhat differently. We assume a deterministic problem, and use various 
ideas to come up with a simple way of choosing one alternative from a set of alternatives. Most 
people can relate to the multiple criteria decision making problem we have chosen. Indeed, choosing 
a university in which to enroll as a student, choosing a car to buy, and choosing a house to buy 
are all examples of such problems. 
Many of the methods of multiple criteria decision making can be seen as normative models in 
that they prescribe ways in which decision makers should make decisions (for example, as if they 
used a utility function). We can think of normative models as one extreme, whereas the other 
extreme is descriptive models, or models of how people make decisions. When most people go 
shopping for groceries, for example, they use lists. Once a consumer takes his list to the market, 
he may suppress the influence of price, and other factors, or he may consider them only in a 
secondary manner. The task at that point is to simply buy everything on the list (however, some 
items on the list may be listed by brand, size, etc.). 
We call our approach the aspiration-level interactive method (AIM). It is neither normative nor 
descriptive. It is a decision tool designed to assist a user in exploring the decision alternatives in 
a user-driven manner, generating nondominatedt solutions that are close (in some sense) to the 
user’s levels of aspiration. AIM is eclectic in nature; it draws from the results of many researchers. 
It includes concepts based on goal programming, tradeoffs, and other aspects of MCDM. Our 
objectives in developing AIM are to have a procedure that is dynamic and interactive, that can be 
easily used by anyone. 
AIM is designed to solve the deterministic decision analysis problem (see Chankong et al. [S]) 
though it can be extended to deterministic mathematical programming problems. It assumes a 
matrix (n by p) of alternatives and objectives where each row constitutes an alternative and each 
column constitutes an objective. We assume the user wants to choose precisely one alternative. 
The objectives may be cardinal or ordinal, and the entry in row i and column j of the matrix is 
the measure of performance on objective j of alternative i. AIM does not require any assumption 
about the nature of the objectives and can solve problems with three types of objectives as follows: 
(1) those that are to be maximized 
(2) those that are to be minimized 
(3) those for which deviations in either direction from some target value, or range 
of values (see below) are to be minimized (e.g. an individual wants to find a 
house that is not too far from shopping, but not too close). 
For each of the three objective function types, and especially the third, there may be associated 
satisficing thresholds, such that the decision maker is effectively indifferent to values above or below 
the threshold (in the case of the first two objective types) or within the range of threshold values 
in the third case (in the example of the proximity of shopping example given above). 
We use levels of aspiration to explore the nondominated solution frontier by allowing the user 
to establish levels of aspiration and then know something about the reasonableness of such 
aspirations. This idea comes from Herbert Simon’s ideas of bounded rationality and satisficing 
(March and Simon [6]). More specifically, AIM provides a measure of the fraction of all solutions 
that satisfies those levels, considering the objectives one at a time and together. It is enhanced by 
suggestions of other “nearby” solutions, information about the degree of attainment of various 
alternative levels, and related information that we believe to be useful to people making decisions. 
What is lacking in our procedure is some of the more formal aspects of multiple criteria decision 
t One solution dominates another if the first solution is at least as good as the second in every criterion and strictly better 
in at least one of them. Solutions that are not dominated by any other solutions are called nondominated solutions. 
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making. What can we say about the optimality of a decision? What can we say about convergence? 
We can say roughly what Wierzbicki [7] says: we can identify nondominated solutions, and help 
the user choose from the solutions. It is not important that the user choose such a solution, as we 
described above; it is sufficient that he be aware of the existence of such solutions and the tradeoffs 
among them. 
The paper consists of four sections. In this section, we have overviewed our approach. In Section 
2, we develop the methodology of the approach. In the third section we describe a comparative 
study of the method. The final section summarizes the paper. 
2. METHODOLODY 
As mentioned, our approach is based on utilizing levels of aspiration. The user adjustes the level 
of aspiration for each objective while obtaining feedback on their “reasonableness”. AIM then 
provides the “closest” nondominated solution to the aspiration levels as suggested by Wierzbicki 
[7]. To further explore the set of nondominated solutions, we identify nearby solutions to the 
closest nondominated solution through a simplified variation of the outranking procedure used in 
the Electre methods (see Roy [S]). 
2.1. Problem dejinition 
We have defined the MCDM problem in terms of objectives (of three possible types, with or 
without satisficing thresholds), alternatives and evaluations (cardinal or ordinal scales) of each 
alternative in terms of each objective. For each objective, we assume a must level, or a constrained 
level that must be achieved, no matter what, a want, desired, or aspiration level, that is desired 
but capable of compromise, and an ignore level (or threshold), beyond which satisfaction is not 
further increased. Any ordinal objectives are given values to represent their levels. Except for their 
order, the values assigned to respresent each level are not important. For ease of notation in 
describing the methodology only (though not in the method), we shall assume that objectives with 
a target value: 
(i) are represented as two objectives, a maximizing one (to achieve the target level 
or range from below); and a minimizing one (to achieve the target level or range 
from above); 
(ii) always have thresholds explicitly stated, with the lower end of the range (the 
threshold for the maximizing part of the objective) not exceeding the upper end 
of the range; equality of these thresholds implies a precise target (the number of 
bedrooms desired in a house, for example), and inequality a target range (the 
proximity of shopping, for example). 
Every objective therefore is assumed to be either a maximizing or minimizing objective (having 
split any target objectives into two sub-objectives though we do not do this in the method). More 
formally, let: 
7; = represent the satisficing threshold for objective i 
Z: = be the value of alternative k in terms of objective i 
Ai = be an aspiration level (or desired level of performance) for objective i, which should 
not, in order to be meaningful, exceed the ideal value (see below) for a maximizing 
objective, and vice versa. 
Further, we define the ideal (Ii) and nadir (Ni) values for objective i as: 
Ii = 
min [ 71, max, {z:}] if i is maximizing 
max [ T, min, { 2: } ] if i is minimizing 
(I) 
Ni = 
min { z:} if i is maximizing 
max { z” > if i is minimizing 
(2) 
For the maximizing objective i, the ideal and nadir values provide upper and lower bounds on Ai. 
The bounds should be reversed for the minimizing case. li and Ni are used to provide DM with 
a range of acceptable values for Ai. 
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The z: values are ordered from the least to most preferred, for each objective i. This allows us 
to easily extract such quantities as the median and quartile values for each objective. 






Ai, the current goal (or aspiration level) for objective i, initially set to the median, 
together with the proportion of alternatives that are at least as good as this value 
two other aspiration levels; (1) the next better level than Ai, and (2) the next 
worse level than Ai. (Each is the next respective different value occurring in the 
data base.) 
the ideal (best possible) and nadir (worst possible) values for each objective 
[equations (1) and (2)]. The ideal solution is the name given to a (fictitious)? 
solution that achieves all best values, and the nadir solution is the name given 
to a fictitious solution that achieves all worst values 
the proportion of alternatives that simultaneously satisfy the given aspiration 
levels [(a) and (b)] 
a “nearest nondominated solution”, defined to be the best alternative according 
to a scalarizing function proposed by Wierzbicki [7], with a weight on criterion 
i given by (Ai - Ni)/(Zi - Ni) (valid for both maximization and minimization 
objectives) using a Tchebycheff function. The weights are set to reflect the 
increasing importance attached to objective i as the aspiration level is moved 
closer to the ideal (see Appendix A for details of the algorithm). 
Other metrics may be used instead of the Tchebycheff function used in (e). A linear metric is 
not recommended because it cannot yield a nondominated but convex dominated solution$ as the 
“most preferred”. 
A number of options are available to the user. First, the user can change his current goal levels, 
and obtain an updated set of basic information. The levels for each objective may only be set to 
realizable vaues (values that occur in the data base). As the aspiration levels are changed, the 
nearest solution changes. Second, the user can scan the solutions satisfying his aspiration levels. 
He can rank all alternatives at any time, according to the closeness to the current goal levels using 
the scalarizing function of step (e). The user can also request a set of “neighboring” solutions. We 
use a simplified version of outranking as used in the electre methods to find “neighbors” of the 
nearest solution. Alternativej is said to outrank alternative k, if and only if the following conditions 
are satisfied: 
(i) the fraction of objectives, for which j is at least as good (any objective value in 
the indifference region is considered as having the ideal value, and hence is as 
good as any other) as k, is at least l/2 
(ii) Maxi {(Z: - Zi)/( Ii - Ni)} < c 
where the user chooses c implicitly by adjusting the number of “neighbor” 
solutions desired (see Appendix B for details of the procedure). 
In other words, alternative j outranks alternative k ifj has better scores on at least half the objectives 
and for those objectives which k has better scores, the normalized difference (between scores of 
alternative k and alternativej) is not greater than c (in our implementation c is initially set at 20% 
but the user changes its value). Intuitively, one solution is said to outrank another if the first is at 
least as good as the second in most respects, and not too much worse in any one respect. We have 
chosen this simplification because it captures much of the spirit of outraking, without forcing the 
user to appreciate the meaning of the parameters involved. We have the option of classifying the 
alternatives as dominated and nondominated, and if desired, deleting the dominated alternatives. 
Finally, we have the option of exploring the distribution of each of the problem objectives. This 
may be done in terms of cumulative distributions of the objectives, or in terms of quartiles. 
t If the solution were not fictitious, then it would obviously be chosen. It would dominate all other solutions. 
$ A nondominated solution is convex dominated if it is dominated by a convex combination of other solutions. 
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3. EXPERIENCE WITH THE METHOD 
The performance of AIM was evaluated in a laboratory experiment using student decision makers. 




a computer implementation of AIM 
Expert Choice, a computer implementation of the analytic hierarchy procedure 
(Saaty C91) 
a manual procedure that has the user choose an alternative from a list giving 
all alternatives and their attributes. 
We wanted to compare the procedures, their ease of use, the quality of the solution produced, and 
other measures of effectiveness. Below we present a summary of the results of the experiment. 
The experiment consisted of having students use all three approaches to solve two discrete 
alternative MCDM problems. The subjects were 49 second-year MBA students at the State 
University of New York at Buffalo: 20 women and 29 men. They were all familiar with the use of 
microcomputers, and had taken courses in quantitative methods and information systems. None 
of the subjects (see below) had indicated prior experience with either AIM or Expert Choice (EC). 
The identities of the developers of the systems were scrupulously withheld from the subjects. Because 
of irregularities, two subjects had their results eliminated from our analyses. One student did have 
prior experience with Expert Choice. Even though his results were more favorable towards AIM, 
we excluded them. Another subject completed the AIM section but encountered errors with EC 
and did not complete the experiment. His results were also excluded. In what follows, the analysis 
of the results are based on responses from the remaining 47 subjects. 
3.1. Description of the decision problems 
Two decision problems were utilized. The first problem (I) was taken from Zeleny [lo]. It 
involved evaluating 33 washing machines on the basis of four criteria: price, total wash time, power 
consumption, and water consumption. All of the four objectives were to be minimized. None of 
the alternatives (machines) were dominated. 
The second decision problem (II) consisted of selecting a personal computer for purchase among 
124 personal computers. The data for the personal computers were collected from several popular 
personal computer magazines. The PCs were evaluated on five criteria: price, quantity of random 
access memory, disk storage, processor speed, and type of display. The first objective, price, was 
to be minimized, and the remaining four objectives were to be maximized. Of the 124 alternatives, 
61 were dominated. The structure of the two problems for AHP is shown in Figs 1 and 2. 
3.2. Experimental setting 
The subjects, all students in a graduate course on Management Information Systems, were 
introduced to the topic of decision support systems via readings and lectures. They were then 











Fig. 1. T he AHP structure for the washer problem. 
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Selecting a Personal Computer 
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Fig. 2. The AHP for the PC problem. 
presented with a lecture in which both the reading assignments on MCDM methods as well as 
discrete alternative MCDM methods were discussed. During a second lecture, they were given a 
tutorial demonstration of both AIM and EC. Each presentation was presented in 40 min, and every 
effort was made to present the two approaches in the same light, For the tutorial, the decision 
problem involved the purchase of a house from a set of 31 houses. The houses were evaluated on 
four criteria: number of bedrooms, number of bathrooms, age, and list price. The first two objectives 
were to be maximized and the last two objectives were to be minimized. Computer programs were 
used for each. 
At the end of the tutorial, an instruction package, containing a task description, a work sheet, 
two questionnaires, and printed lists of alternatives for both problems I and II was given. In the 
task description, it was stated that there were no right or wrong answers and that the purpose of 
the study was to compare the MCDM methods and their implementations involving a choice 
among alternatives. The task description also contained descriptions of the two decision problems. 
Subjects were asked to use the two methods to solve the two problems in the order assigned to 
them in class. An orthogonal design was utilized whereby the order of the methods as well as the 
problems were varied. 
Expert Choice can produce inconsistent weight structures (see Saaty [9]). During the tutorial 
session, the participants were shown how to use EC to resolve inconsistencies. In the instruction 
sheet, they were asked to resolve any inconsistencies above a recommended 0.1 threshold. 
The work sheet contained entires for recording the start times, stop times, and most preferred 
choices, for each method and each problem. The participants were also given an opportunity to 
select most preferred solutions for each problem, independent of the earlier part of the experiment. 
They were instructed to have available the printed lists of alternatives with their performance levels 
indicated for use in this phase. They then entered their most preferred choices. The choices could 
be the same as those suggested by either method or they could be chosen by scanning the list of 
alternatives. In what follows, we will refer to the most preferred solution chosen in this final phase 
as the final choice (FC). 
3.3. The questionnaire 
The subjects were asked to fill out a questionnaire, designed to evaluate the methods, after 
completing the experiment. Twenty questions were used to evaluate the &rformance of each method 
on a multi-dimensional scale. The questions, designed to measure user satisfaction, were extracted 
from Doll and Torkzadeh [ 1 l] and Baroudi and Orlikowski [ 121. They comprised five dimensions 
including content, accuracy, format, ease of use, and timeliness. As suggested by the authors, the 
ratings for the twenty questions consisted of a five-point Likert scale. 
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3.4. Analysis of the results 
We hypothesized that AIM would do better than both Expert Choice and the manual approach. 
The null hypothesis was that AIM and each of the other two methods were identical in performance, 
and the alternate hypothesis was that AIM was superior to each. We used three measures of 
performance: 
(I) the quality of the solution obtained 
(2) the agreement of choice among methods 
(3) the preference of the participants for the methods. 
We also hypothesized that between AIM and Expert Choice, AIM would outperform Expert 
Choice as a predictor of the final choice. 
3.4.1. Quality of solutions. There are several ways of measuring the quality of the solutions 
obtained. First, we measured the percentage of nondominated solutions obtained by each method. 
Problem I (the washing machine problem) did not include any dominated solutions. For problem 
II (the PC problem), the breakdown of participants who chose nondominated solutions consisted 
of: 98% (46 participants) using AIM, 91% (43 participants) using EC, and 79% (37 participants) 
for the FC. Statistically, the number of dominated solutions obtained by EC was not significantly 
less (at the 0.01 level) than that of FC. However, the number of dominated solutions obtained by 
using AIM was significantly less (at the 0.01 level) than the number obtained by FC. The one 
participant who selected a dominated solution using AIM chose an IBM computer. Pres~ably, 
the choice was made because of the IBM name. Of the four participants who chose dominated 
solutions using EC, half chose IBM computers. The other two chose computers whose names were 
not well known. (In the database, all names but IBM and Epson were sufficiently changed as to 
be unidentifiable by the users. This was not done deliberately, but occurred because of the truncation 
of the names by which the computers were coded in the database. In the experiment, no one chose 
a dominated Epson computer.) 
Because of its additive structure, it is possible for EC to be unable to choose a nondominated 
but convex dominated solution as most preferred, whereas AIM can. A simple example of this is a 
two-objective, three-alternative problem in which both objectives are to be maximized. Using a 
range for each objective as zero to ten, suppose that the alternatives have values (IO, 0) (ar, a& 
and (0, lo), respectively, where al > 0 and a2 > 0 are sufhciently small compared to 10 so that the 
decision maker’s marginal utility of 10 is greater than two times that of either E. Then, no additive 
function can prefer the second alternative to either the first or third. (The second alternative is 
convex dominated through nondominated.) EC can only rank the first or third alternative as the 
most preferred, whereas AIM can rank any of the three as most preferred. 
Another difficulty associated with the use of AHP is that the ranking of the alternatives, in 
certain situations, can be arbitrary (see Dyer [ 133). The occurrence of this phenomenon in AHP, 
referred to as “rank reversal”, was first observed by Belton and Gear [ 141. They suggest that for 
a pair of criteria Ci and Cj, if Ci is preferred to Cj (as determined by AHP) when considering 
alternative k, the preference is not guaranteed to remain the same and can be reversed by inclusion 
of another alternative. Dyer [ 131 proposes an approach based on the traditional methods of 
analysis (e.g. MAUT) for alleviating the occurrence of rank reversal in AHP (see Saaty [ 151, Dyer 
[13], and Harker and Vargas f 161 for a recent debate on the validity of the alternative ranking 
through the use of AHP). 
Table 1 shows the ratio of the method standard deviation to the population standard deviation 
for each method and for each objective for each of the two problems. The smaller this measure, 
the less variation there is in the results found by the user. If most of the participants had had only 
small deviations from the initially provided conditions of each of the methods, then these figures 
would be small. Apparently, the participants were actively involved in the choice of alternatives in 
the methods, because their standard deviations relative to the population were high. Further, the 
students found that they could better relate to problem II than to problem I. Most of the students 
had considered the purchase of a personal computer, whereas few had considered the purchase of 
a washing machine. After we had performed the experiment, we learned that problem I had earlier 
been criticized as an ex~rimental probiem (see Korhonen et al. [ 173). 
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Table 1. Ratio of method standard deviation to population 
standard deviation 
Problem Objective AIM EC FC 
I PtiCe 0.82 0.49 0.91 
Time 0.85 0.96 1.01 
Electric 0.87 1.03 1.03 
Water 0.50 0.97 0.68 
II Price. 1.22 2.41 1.08 
RAM 0.97 I.61 0.96 
Storage 1.40 2.09 0.72 
Speed 1.02 1.41 I .05 
Display 0.75 I.1 I 0.80 
Table 2. Consistency of method and final choice (FC) 
Problem 
Method I II 
AIM = FC 
EC = FC ,I,&, (6;) 
AIM = FC 20 
EC # FC (43%) cs:;l/., 
AIM # FC 
EC = FC (19;) (6;) 
AIM # FC 
EC # FC (Ok, 12& 
AIM = EC 
AIM # FC I2 
EC # FC (26%) ,3& 
AIM # EC 
The number and percentage give the number and percentage 
of users whose final choice corresponded to the solution 
found by the indicated method and problem. The 
percentages of each problem do not add to 100% 
respectively because of rounding. 
3.4.2. Agreement of choices using the methods with subjects’ FC. We compared the agreement 
between the choice by subject of solutions using each method and their final choices (FC). Table 
2 presents the number and percentage of participants in each category. The observations in each 
row are mutually exclusive and collectively exhaustive. They relate the number of solutions satisfying 
the given characteristics. The first row gives, for example, the number of participants and the 
percentage for which the user found the same solution using all three methods. Using the first and 
second rows, we can see that the AIM solution agreed with the final choice for 26 and 27 participants 
for problems I and II, respectively. Using the first and third rows, we see that the EC solution 
agreed with the final choice for 15 and 6 participants, respectively. (The total percentages for each 
problem do not add to 100% because of round off error.) There was no significant difference at 
the 0.01 level between solutions obtained using AIM and FC (for both problems). The results were 
the same for EC for problem I. However, for problem II, the EC results were different (at the 0.05 
level) from FC. One possible explanation for this is that the participants were more interested in 
the outcome of problem II as mentioned above (this is further validated by noting the amount of 
time spent on each problem as discussed below). Consequently, they spent more effort in finding 
a “most preferred” solution. As seen from the table, a substantial portion of the participants (about 
36%) selected a PC different from those chosen using either AIM or EC. However, of those who 
selected a PC that was the same as that chosen using either AIM or EC, most (27 out of 30) chose 
a PC suggested by AIM. Only 6 of these participants selected a PC suggested by EC. 
A more comprehensive test was conducted to compare the solutions chosen by AIM and FC, 
and EC and FC (see Table 3). We used a test of comparison of several multivariate means (see 
Johnson and Wichern [18]). For AIM vs the final choice (FC), we could not reject the null 
hypothesis that the two solutions were the same at the 0.01 level, whereas for EC vs the final choice 
(FC), we did reject the null hypothesis that the two solutions were the same at the 0.01 level. 
As mentioned, the subjects were asked to record the start time and stop time for each problem 
and each method. Table 4 presents the mean, standard deviation, minimum, and maximum amount 
of time spent on each problem by each method. The average amount of time spent on each problem 
by each method is about 15 min except for problem II using EC. In this case, the average time is 
about 21 min. There was no significant difference between time spent on problem I and problem 
II using AIM. For EC, time spent on solving problem II was significantly more at the 0.01 level 
than the time spent on problem I. The reason is that the subjects were more interested in the 
outcome of problem II and hence needed more time to obtain a truly preferred solution when 
using EC. 
3.4.3. Attitudes towards the methods. Two types of statistical analysis were performed on the 
results of the questionnaires. First, a common factor model was applied to the results of both AIM 
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Table 3. Difference between solutions from FC and 
AIM and FC and EC (problem II) 
Table 4 Time spent on each problem by each 
methodt 
Objective FC - AIM FC - EC Problem 
Price 116.3 - 1444.4 
(1186) (2831) 
RAM 22.5 -404.4 
(2651 (571) 
Storage - 2.5 ~ 39.8 
(39) (73) 
Speed - 0.2 - 1.2 
0) (6) 
Display -0.3 0.3 
(1) (2) 
Method I II 
Mean 16.1 15.9 
AIM SD 10.7 10.1 
Minimum 3.0 2.0 
Maximum 45.0 40.0 
Mean 16.5 21.2 
EC SD 9.2 15.9 
Minimum 5.0 5.0 
Maximum 37.0 82.0 
t Times are in minutes. 
Table entries represent mean and standard deviations 
for the differences between characteristics of the 
solutions proposed by each method and final choice. 
and EC to determine the dimentionality of the responses. The method of maximum likelihood 
estimators was utilized. There were seven significant factors (at the 0.05 level) with the seventh 
factor having no significant loading. Consequently, a second factor analysis was performed with 
the number of factors fixed at six. The six common factors collectively explained about 75% of 
the variance. The six common factors were then rotated, using the “varimax” criterion (see Dillon 
and Goldstein [ 191). The first factor comprised the general effect explaining about 38% of the 
total variance (over 50% of the variance explained by the common factors). The general effect 
common factor included characteristics relating to: precision of information; making a better 
decision; and improving quality of decision. The second common factor related to the user 
friendliness of the computer program. The third factor represented quality of information produced. 
The fourth factor related to the quality of output (program interface). The fifth common factor 
represented the overall satisfaction, and sixth represented sufficiency of information produced. The 
factor model indicated that the questionnaire did in fact form a multi-dimensional scale as suggested 
by Doll and Torkzadeh [ 111. 
The second statistical analysis consisted of comparing the responses for the AIM survey with 
those of the EC. A paired t-test was utilized to determine the statistical differences between the 
mean responses. The results indicated that there was no significant difference at the 0.01 level 
between AIM and EC with respect to four characteristics. These consisted of clarity of information, 
user friendliness, helping the DM to set his priorities, and speed of the program. The remaining 
sixteen responses were significantly in favor of AIM at the 0.01 level. “Quality of the solution” was 
the most preferred characteristics of the AIM compared to EC. This is in agreement with the earlier 
finding that more participants chose the AIM solutions as their final choices than those choosing 
EC solutions. Three other features of AIM were also strongly preferred (at the 0.0001 level) to EC. 
They included sufficiency of information, accuracy of information, which enabled users to make 
better decisions. 
4. SUMMARY 
We have developed a simple, eclectic approach for solving discrete alternative multiple criteria 
decision problems. It is based on the concept of levels of aspiration, and draws on ideas of various 
researchers. The user determines his levels of aspiration for different objectives in an interactive 
personal computer environment in which he is given considerable feedback as to the degree of 
feasibility of each level of aspiration as well as the degree of feasibility with respect to all levels of 
aspiration as a whole. The closest nondominated solution to the solution specified by the levels of 
aspiration is provided, as are other useful outputs. We have developed a method based on these 
ideas that is easy to use and easy to understand, and have implemented the approach on a personal 
computer (an IBM PC or compatible with 512K RAM). An application of the method comparing 
AIM with EC showed that the approach is about the same with respect to clarity of information, 
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user friendliness, setting priorities, and speed of operation. On numerous measures, AIM 
outperformed EC, but for no measures was the reverse true. 
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The following algorithm finds the nearest nondominated solution for a given aspiration level. The initial starting solution 
is the nearest point to the median value of each objective. The algorithm terminates when the aspirations in two consecutive 
iterations are the same. 
Step 0. Pre-processing. 
(A) Determine the ideal value (Ii) for each objective [equation (l)] 
(B) Determine the nadir value (Ni) for each objective [equation (2)]. 
We assume Ii # Ni Vi, otherwise j with Ij = Nj is a “must” objective. Otherwise, all alternatives 




zf if z: < Ii and i is maximizing 




zt if zf > I, and i is minimizing 
(A-2) 
Ii if zt < Ii and i is minimizing. 
(D) Let z;tkl be a ordered set of z;’ such that zitll < z~t’l < ... < z;[“‘“, 
where mi is the number of distinct values for objective i between Ni and Ii; mi > 1 since 
Ii # Nr. Let j = 0, and 
continue with the Step 1. 
Aj = 
z~Ct(m’+ ‘)OjI if i is maximizing 
Z;Cr(mi+ rI/sll if j is minimizing (A3) 
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Step 1. Main step. 
(E) Find the set of nearest solutions: 
Qj = { rlq’ < qk Vk}, 
where 
qk = maxi { w$fi + .LL,wjd~} (A5) 
wi = (Aj - N,)/( Ii - NJ (.46) 
dj = (A{ - z:)/( Ii - Ni). (A71 
(F) Present Qj to DM. Letj t j + 1, and request A{. If Aj = A’- ’ Vi, stop. Otherwise, repeat Step 1. 
APPENDIX B 
Heuristic Outrank 
The following heuristic finds a set of outranking solutions for a given current solution. The cardinality of the set is 
controlled by the decision maker. The heuristic stops either when there are no outranking solutions, or the number of 
outranking solutions is within a range provided by the decision maker. 
Let [0,, 0,] be the desired range for the number of outranking solutions (provided by the decision maker), define the 
binary function aj , ‘3’ for a pair of alternatives c and k, as follows: 
I if z;” > z;‘and j is maximizing, or 
&’ = J if z;” < z;‘and j is minimizing, (BI) 
0 otherwise. 
Further, let 
if& = 0 
J 













Let k + k t 1. If k d n, go to Step 0.1. 
If I- = 0, stop. There are no outranking solutions to alternative c. Otherwise, let r’ + r, k + 1, 
and m + (s + t)/2. 
If k#r’, go to Step 1.3. 
Ifmaxj{/?y} >m,let Y+T’\{k}. 
Letktk+l.Ifk<n,gotoStepl.l. 
If r’ = 0, stop. There is no remaining outranking solution. Let p + Ir’l, if 0, d p Q 0, stop, 
the desired number of outranking solutions has been obtained. The index set r’ contains the list. 
If p > O,, let t + max {0, t - m/2}, then go to Step 1.0. 
Let s + min { 1, s + m/2}, then go to Step 1.0. 
(B2) 
