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This paper investigates the intersection of well-formed structures in music with 
neurocognitive structures and responses in expert musicians. As musicology has explored 
musical structures to great length, and neuroscience has begun exploring the neural 
structures that underscore musical experiences, little research has been done to 
investigate how functional differences in music structure relate to neural structure. As the 
overwhelming majority of professional performing musicians have regular contact with 
music structures in applied and theoretical contexts, it is of interest to understand how the 
functions of these music structures correlate with neurocognitive structures when 
listening to or performing music. Furthermore, this work aims to explore how experience 
with improvisation drives the relationship between the function of musical structures and 
its neural correlates. This work is motivated by the idea that improvising musicians 
regularly employ techniques to change the prescribed music structure to fit the dynamics 
of the musical environment. This implies that expert improvising musicians may view the 
 	
function of musical structures differently from musicians who do not interact with music 
structure in such a way. As such, an EEG experiment was conducted to investigate this 
relationship. Forty-one musicians performed an oddball task where they listened to 3-
chord chord progressions, responding to any and all oddball chord progressions on a 
computer keyboard. The middle chord could be an exemplar oddball (an inversion of 
standard chord) or a functional oddball (a different class from the standard chord). The 
results found that musicians with more improvisational experience produced a greater 
response to functional deviants, indicating that improvisation experience plays a role in 
what category of structural information is more prevalent to the musician. These results 
were consistent across behavioral and neural measures, which were also correlated with 
one another. Chapters 1 and 2 provide background on music structure, improvisation, 
neuroscience, and the intersection of the three. Chapters 3 and 4 explain the experiment 
and the results. Chapter 5 integrates these results into the larger questions regarding 
improvisation, creativity research, and considers the pragmatic applications of 
improvisation training. Finally, this paper proposes another study that addresses deeper 
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Of all the human endeavors that have developed over time, music has proven to 
be one of great complexity. Music is a medium that requires coordination between the 
mind and body in all phases of interaction; in performance, composition, or simply 
listening to music. Music scholars—for hundreds of years—have taken to looking at how 
different elements of music interact to create music structure. Scholars have formed 
theories about music that have shaped our understanding of music as its own construct; a 
seemingly self-contained structure that many of us engage with on a day to day basis on 
some level. As such, modern day musicologists have developed this construct of music, 
showing that the structure of music plays a significant role in shaping our human 
experience.  
Broadly speaking, music structure refers to the way in which musical pitches and 
beats combine together—within-time, across time, sequentially, or as a single unit—to 
form melodies, harmonies and rhythms. By extension, structure also refers to how these 
melodies, harmonies and rhythms interact with one another. When looking back at some 
of the history of musicology and music structure, we find theorists such as Helmholtz, 
who explored the ways that musical pitches reverberate through air, resonate in different 
families of instruments, and—as a result—formed a theory of music around the 
mathematical properties of these pitch relationships and how they affect the human ear 
(Helmholtz & Ellis, 1885). Some twenty-plus years later, Schoenberg solidified the 
concept of the 12-tone row, which offered a way to decompose the tonal structure of a 




resulting atonality produced music reflective of the ethos of modernist movement that 
swept the western world at the turn of the century. Modernists were in pursuit of how the 
individual was affixed to the whole, which required thinking about the society as single, 
evenly weighted parts. This gave birth to an era of modernist composers such as Steve 
Reich, John Cage, and Terry Riley, who would use musical decomposition as more than a 
technique, but a commentary of sorts. 
In recent decades, musicologists and psychologists have investigated the 
relationship between musical structure and perception. In the early 80s, Fred Lerdahl and 
Ray Jackendoff devised a theory of understanding music structure by using principles of 
linguistics and gestalt psychology to analyze the tension and resolution in music structure 
(Lerdahl, 1983). Around the same time, David Lewin linked phenomenology to music 
structure (Lewin, 1986) and used the principles of group theory to come up with a way of 
understanding music structure as a set of operations or transformations in musical space 
[called pitch space] (Lewin, 2007). Currently, many musicologists have situated music 
structure in the context of embodiment. (Brown, 2006; Toiviainen, Luck, & Thompson, 
2010).  
It is clear to see that musicologists have been working deeply on the problem and 
role of music structure in the human experience, but what about the human experience 
itself? In the last fifty-plus years, interest in music has expanded into the hands of 
psychologists and neuroscientists who have used these music constructs to uncover the 
underlying neural and psychological structures that correlate with musical activity. As 
researchers are continuing to find out, engaging with music—as a listener, practitioner, 




Generally speaking, researchers have used a handful of approaches to uncover the 
influence of music on neural structure. Some have used music intended to evoke an 
emotional response in the participants, often non-musicians. Blood, Zatorre, Bermudez, 
& Evans had participants listen to a single piece of music manipulated to varying degrees 
of dissonance (from pleasant to unpleasant) while being scanned with PET, and found 
increased activity in the parahippocampal gyrus—which is associated with memory 
encoding and retrieval—for the more dissonant passage, which was absent in the 
consonant passage (Blood, Zatorre, Bermudez, & Evans, 1999). Koelsch, Fritz, Cramon, 
& Müller used consonant pieces of music (those with a ‘pleasant’ sonority) and dissonant 
pieces of music (those with a ‘unpleasant’ sonority) to measure participants’ response to 
each kind of music while in the fMRI scanner. The authors found increased activity in the 
ventral striatum—associated with the feeling of being rewarded—when participants 
listened to the ‘pleasant’ music. Conversely, the authors found increased activity in the 
amygdala, hippocampus, and insula when participants listened to ‘unpleasant music’ 
(Koelsch, Fritz, v. Cramon, & Müller, 2006). These three cortical regions are broadly 
associated with emotional processing, memory encoding, and disgust, respectively. Other 
studies have focused exclusively on the role of the amygdala. Baumgartner, Lutz, 
Schmidt, & Jancke found that the amygdala was modulated for both pleasant and 
unpleasant sounding music when heard in combination with viewing positive and 
negative photos, suggesting that music can be a connector between neural structures 
involved in emotional processing and the visual system (Baumgartner, Lutz, Schmidt, & 
Jancke, 2006). In particular, the amygdala appears to play an important role in linking 




These results, corroborated by several follow-up studies and reviews (Koelsch, 
2010, 2014), show that different neural structures respond to different kinds of musical 
sounds, and that some of the same neural structures respond to different musical sounds 
differently. Furthermore, the element of consonant music as ‘pleasant’ and dissonant 
music as ‘unpleasant’ points to the idea that different musical constructs correlate with 
different neural structures. Being mindful of the music structure, one question that arises 
is, what are the specific changes in the music that bring about these differences? To what 
degree is something ‘happy’ or ‘sad’? 
Stepping away from the emotion studies, other neuroscience and music studies 
compare musicians and non-musicians to understand the differences in their neural 
structures and neural responses to musical stimuli. As an example, Bermudez, Lerch, 
Evans, & Zatorre found greater cortical thickness in musicians compared to non 
musicians in a structural fMRI study. This difference was observed around the superior 
temporal gyrus—associated with processing auditory information—and the dorsolateral 
prefrontal cortex—associated with working memory and selective attention (Bermudez, 
Lerch, Evans, & Zatorre, 2009).  
Some studies have looked at the neural structure of the musician through focusing 
on the role of musical training as a mechanism for developing neural structures and 
neural responses to music. Strait, Parbery-Clark, O’Connell, & Kraus found that 
preschoolers who took music classes had an enhanced auditory brain response to onset of 
speech, as measured by voltage peaks (Strait, Parbery-Clark, O'Connell, & Kraus, 2013). 
Similar results show enhanced auditory brainstem responses in other studies with similar 




training (Kraus et al., 2014; Strait & Kraus, 2014). Being mindful of music structure, one 
question that arises here is, what kind of music training were these children receiving? 
How were they taught to interact with musical structure? 
The observed neural differences between expert musicians and non-musicians—
while both groups are completing the same task—is also a point of significant interest in 
neuroscience and music studies. When compared to non-musicians, researchers have 
observed enhanced neural responses in the musicians’ attentional shift towards deviant 
chord progressions via the mismatch negativity and P3 EEG components, which are 
associated with violation of expectations, and detection/classification of deviant stimuli 
in an oddball task, respectively (Seppanen, Brattico, & Tervaniemi, 2007; Seppänen, 
Pesonen, & Tervaniemi, 2012; Virtala et al., 2011; Virtala, Huotilainen, Partanen, & 
Tervaniemi, 2014). This implies that through continual training, musicians have 
developed neural structures that are primed for attending to and classifying musical 
sounds or musical structures, where this effect is understated or totally absent in non-
musicians. Beyond listening to music, expert musicians show clear neural differences 
when engaging with music when compared to non-musicians and novice musicians. 
Berkowitz & Ansari found musicians exhibit patterns of deactivation in the 
temproparietal junction when asked to improvise melodies, while non-musicians did not 
exhibit this pattern (Berkowitz & Ansari, 2010). As the temproparietal junction is 
associated with mediating attentional resources, this suggests that musicians can conserve 
attentional resources to focus on the musical task at hand.  
All told, these studies highlight the idea that: (1) musical experiences can have an 




compared to non-musicians, experienced musicians have enhanced neural responses and 
engage different neural resources when they interface with musical stimuli; (3) pleasant 
and unpleasant musical stimuli evoke neural responses from different resources. As such, 
we have two equally valid methods of understanding musical structure and its place in 
our human experience. The musicological approach tends towards the musical structure 
while neurocognitive approach tends towards the neural structure. The aim in this 
manuscript is to explore and use both approaches to a significant level of depth. 
Currently, there is little research on how the elements of musical structure 
correlate with neurocognitive functioning. Of the studies in the literature, some papers 
detail cortical topography of musicians while listening to certain functional harmonies 
(Janata et al., 2002), while other studies explore the role of expectation in trained 
musicians while listening to or playing certain musical structures (Lutz, Puorger, 
Cheetham, & Jancke, 2013; Maidhof, Vavatzanidis, Printz, Reiger, & Koelsch, 2010). In 
many of these studies however, the musical structures used as the stimuli are not in 
question. Furthermore, in the majority of these studies the musician subject pool come 
from a traditional western background, which does not account for musicians who train in 
contemporary styles of music.  
That said, a handful of recent studies have begun to incorporate contemporary 
improvising (rock, pop, jazz) musicians into their subject pools and have broached the 
intersection of neural structure and functionality in musical structure (Bianco et al., 2016; 
Bianco, Novembre, Keller, Villringer, & Sammler, 2017; Goldman, 2013). Many of these 
studies seek to map the traits of improvising musicians as they complete the task, but 




backgrounds know the music they interface with. As it is understood that there can be a 
number of “ways of knowing” (Goldman, 2013), prioritizing, and utilizing muso-
structural information based on the kind of musical training or musical exposures an 
individual has through the course of their lifetime (Lewis, 2013; Rentfrow, Goldberg, & 
Levitin, 2011; M. Tervaniemi, Janhunen, Kruck, Putkinen, & Huotilainen, 2015), it 
stands to reason that one component critical for better understanding the intersection of 
music structure and neural structure resides in examining traits and responses of a diverse 
group of musicians as well as the traits of the musical stimuli. 
One group that is key to examining the ways of knowing music structure are 
improvisers. Improvisation skills are used in many styles of music and emphasizes the 
production of novel combinations of melodic, harmonic, and rhythmic patterns (Berendt, 
2009; Pressing, 1987). In addition, improvisation requires the musician to shape—and 
shape to—the musical environment via collaboration with other musicians and an 
openness to the musical unknown (Berliner, 1994). Neuroscience studies that are 
sensitive to varying aspects of the music structure can illuminate how musicians make 
choices on the functional implication of the structure and what that structure means to 
them. Furthermore, studies with these sensitivities could parse the decision on its function 
from the kind of musician making the choice; perhaps those with improvisation 
experience will see things differently than those without. 
It is this that serves as the inspiration for this manuscript. The purpose of this 
document is to investigate the intersection of music and neural structure, the ways of 
knowing musical structure, and how differing training methods influence the two. Using 




1. Are there differences in the perception of harmonic function between 
improvising and non-improvising musicians? 
2. If there are differences, do they speak to the concept improvisation 
experience plays a role in how musicians know and represent harmonic 
knowledge? 
3. How can the results from this experiment and the proposed experiment 
scale upward to a general level of understanding and use in practical 
environments?  
To address these questions, one main experiment was conducted and a follow-up 
experiment is proposed. The main experiment uses harmonic function to investigate how 
experienced musicians with a range of improvisational experience categorize musical 
structures—harmonic progressions in this case—to understand if it is the improvisational 
experience that drives the way in which musical structures are categorized. The proposed 
follow-up experiment will aim to investigate how experienced improvising musicians act 
upon harmonic structures while under varying levels of working memory load. The goal 
is to move closer to understanding how the neural responses align with the musical 
structure, and how these responses are shifted or modulated by experience improvising.  
This manuscript will use the following format: the second chapter will be a 
review of past and present studies and theories that focus on investigating music structure 
music through musicological, psychological, and neuroscience lenses. The third chapter 
will explain the main task, the methodology used, and provide an overview for the data 
analysis. The fourth chapter will focus on the results of the experiment. The fifth chapter 




in educational settings. The fifth chapter will also briefly discuss the proposed follow-up 
experiment.  
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 The study of music structure has been in the hands of musicologists and music 
theorists to contemplate since music could be contemplated and recognized as a scholarly 
pursuit. Music scholars, particularly in the last 100 to 150 years, have introduced a wide 
and deep well of ways and means for understanding and utilizing music structures. Much 
has been uncovered and theorized regarding the internal mechanisms of tonality, 
harmonic motion, score analysis, time, and beyond.  
The first half of the 20th century was a particularly fruitful period for 
musicologists seeking a deeper understanding of western music structure. While 
vaudeville, rag, and tin pan alley were fine exemplars of musics that adhered to more 
consonant and melodious sounds, modernist theorists and composers were interested in 
breaking structure down to a molecular level at the turn of the century. Composer and 
theorist Arnold Schoenberg was at the forefront of this movement in the 1910s. 
Schoenberg theorized that the music-structure can deviate from tonality by assigning 
equal weight to each note through constructing non-repeating sets of each note/tone 
(called 12-tone rows, see Figure 2.1). In his book/memoir Style and Idea, he says that “A 
style based on this premise treats dissonances like consonances and renounces a tonal 
center…” (Schoenberg, 1975). The renouncing of a tonal center is relatable to engaging 
in conversation with someone who speaks in monotone, and trying to infer the meaning 
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behind their words; you can’t rely on the vocal inflections as cues, so you must employ 
other strategies to connect the words and phrases. This kind of interaction could be 
challenging, as the meaning or intention could be obscured by the absence of tonal cues 
which typically adorn candid conversation. These tonal cues enable us to derive meaning 
more efficiently in conversation, and drive communication in language (Pinker & 
Jackendoff, 2005). In music, removing these cues (keys or tonal centers) meant that 
listeners, composers, and performers would have to devise new ways to interface with the 
music. Several other composers had begun experimenting with this compositional 
approach around the same time as Schoenberg, including Charles Ives and Igor 
Stravinsky, but Schoenberg is generally credited with the creation of the technique.  
 
Figure 2. 1 Schoenberg’s 12-tone row (from Schoenberg, 1975) 
	
While Schoenberg was breaking down western music structure to its molecular 
level for compositional purposes, Henrich Schencker devised a way to reduce music 
structure down to its bare-bones elements to then analyze these granular elements of the 
structure. This method of analysis showed that one particularly powerful way to analyze 
music structure is centered around the cadences in the music (Beach, 1983). In this way, 
Schencker was honing in on the flexibility of music structure; the idea that structure has 
to expand or contract based on the ways that the cadences function in the piece, and that 
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the smallest of musical elements contribute to the end in some way.1 A few years later, 
George Russell began devising theories on structure as they relate to the improviser. 
Russell introduced the idea that music structure has tonal gravity and sought to expose 
this by reframing the starting point of a scale from major to lydian (the 4th mode of the 7 
church modes) by taking the tonic and moving up the cycle of 5ths, producing a 12 tone 
set of notes (see Figure 3). It is this set of notes that Russell theorized as having ingoing 
or outgoing gravity, which is determined by the number of tones in the ‘order’ of gravity.  
(Russell, 1961). The Lydian chromatic concept is one of the first instances of a scholar 
forming a sophisticated theory about music structure using naturally occurring 
phenomena (such as the overtone series). That being said, the work of George Russell 
serves as additional motivation for this project, as it points to the multidimensionality of 
music structure.  
 
Figure 2. 2 Example of the overtone series. Removing all non-repeating notes, the result 
is a lydian chromatic scale. 
  
																																																						
1 It is this flexibility and tending towards the cadence that I believe is at the foundation of what experienced 
improvisers are ‘doing’ when they are completing the task explained in the next chapter. 





Figure 2. 3 George Russell’s Lydian Chromatic Order of Tonal Gravity (Russell, 1961). 
The Lydian chromatic tones are created by starting with the Lydian tonic and moving up 
in 5ths. Starting from F yields F C G D A E B F# C# G# D# A#. Gravity goes from 
ingoing (pulling into the tonic) to outgoing (pulling away from the tonic) the more notes 
there are in the order. Taken from Russell (1961). 
	
Each of these music scholars sought to expose and expand the concept of musical 
structure in some way. Schoenberg and Schencker broke structure down by decomposing 
it, while Russell begun to bridge the gap between music as a theoretical construct and an 
artifact of nature. These theories of music structure—while praised and even 
revolutionary in music theory circles—did not always or completely abandon the 
traditional rules of western harmony that had been cultivated over several hundred years. 
Instead, these theories exposed the multidimensionality of music structure by uncovering 
some of the internal logic that drives our perception of musical structure and illuminates 
our intrinsic attention to it. By the time George Russell and others had emerged with their 
theories of music structure in the 60s, psychology was undergoing a methodological 
transformation which spawned some of the first music psychology studies. It was at this 
point that the questions that music scholars sought to answer became too broad to answer 
with musicology alone. As such, musicology absorbed psychological practices into its 
own array of techniques for inquiry.  






In the 1970s, cognitive psychology hit its stride. Figures such as Noam Chomsky 
and Donald Broadbent, who had been focusing on generative linguistics and information 
theory, respectively, emphasized the idea that humans may have a structured or 
systematic way of processing information, particularly highly structured modes of 
information such as language. This, combined with the increasing availability of 
computational methods for creating models that can simulate behavior, ushered in the era 
of cognitive psychology. Spearheaded by figures such as Ulrich Neisser, who specialized 
in pattern recognition, cognitive psychology methodologies both complimented and 
challenged the behaviorist approach to psychological inquiry. While behaviorist 
psychology had established a systematic approach to understanding human behavior, 
cognitive psychology sought to understand the psychological mechanics driving these 
human behaviors; potentially corroborating or contradicting the behaviorist models 
(Smelser & Baltes, 2001). 
As such, a crop of up-and-coming psychologists combined their interest in music 
with computational modeling to derive an information processing and machine learning 
approach to music experimentation. H.C. Longuet–Higgins—considered by some in the 
music cognition community to be the first psychologist to conduct a music-cognition 
experiment—combined computational modeling with live performance to expose the 
rhythmic hierarchies based on note position, onset, and offset times. The idea behind this 
approach was that the computer model could render a fairly accurate image of what the 
music should look like based on 2 factors: (1) the spatiotemporal properties of note 
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position and onset/offset times of the note and (2) that these onset/offset times have a 
predictive power in the onset of the next note (Longuet-Higgins, 1976). 
Much of the following music cognition research that followed—inspired by 
Longuet’s idea of hierarchies in music—used music-like stimuli and measured the human 
response to these hierarchies. While musicologists in the early part of the century were 
able to expose the underlying principles, elements, and techniques that bind musical 
elements together, the emergence of cognitive psychology provided a means for testing 
these principles, elements, and techniques to see how they—and the structure as a 
whole—were being processed by human subjects in a laboratory setting. While 
musicologists during this time were seeking to decompose structure further into its most 
granular forms, cognitive psychologists were using many of the most rudimentary and 
fundamental principles of music theory in their experiments; there was no incentive to 
move towards more advanced muso-structural theories when there was little 
understanding of how humans processed rudimentary components of music structure. 
Carol Krumhansl, who was at the center of the explosion in music psychology 
research in the early 80s, conducted a number of studies with human subjects using 
stimuli based on music structures. In one study, Krumhansl, Bharucha, & Kessler linked 
chordal structure to the individual’s preference (via subject ratings) by playing pairs of 
chords from the major key, its relative minor, and a 5th above (dominant position) 
alongside the background context of the major scale in major, dominant major (5th 
above), or relative minor. Multidimensional scaling methods revealed that participants 
preferred chords closest to the key, with cadential chords being closely clustered together 
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(Krumhansl, Bharucha, & Kessler, 1982).2 These results suggest that the way that the 
structures are being psychologically processed is quite close to how the relationships 
work in fundamental music theory. Her book, Cognitive Foundations of Musical Pitch, 
released in 1990, continued to support her case for a perceptual structure of music by 
creating a means for relating pitches to one another based on the hierarchical properties 
of pitch—as provided by subjects’ ratings—in the context of the key, chord, and position 
amongst previous and subsequent pitches. (Krumhansl, 1990).  
     Moreover, many aspects of the results have direct correlates in music theory. 
To the extent that the representation of musical relations as revealed in 
experimental studies of this sort, mirrors various music theoretic structures, we 
can make at least four points. First, there is empirical justification for the 
intuitively conceived claims of music theory. Second, the listeners in our studies, 
who were not trained in music theory, have a highly structured internal 
representation of pitch relationships, one that coincides with music theorists and 
    
 
In 1983, composer Fred Lerdahl and linguist Ray Jackendoff produced A 
Generative Theory of Tonal Music (Lerdahl & Jackendoff, 1983). This work, considered 
by many in the field to be one of the most important works in music cognition, utilized 
principles of linguistics inspired by Noam Chomsky’s work in his book Syntactic 
Structures3 and combined them with principles of gestalt psychology. Gestalt psychology 
is the study of how relationships are developed—or formed—around parts of a structure 
as they relate to the structure in its entirety (Todorović, 2016). Lerdahl and Jackendoff 
devised a procedure for analyzing a score to determine the most perceptually significant 
points in the music. They produced 4 sub-levels of analysis: (1) grouping structure, (2) 
																																																						
2 Classically speaking, cadential chords are the chords with the greatest amount of tension that usually 
occur right before the ‘home’ chord. 
3 Chomsky, N. (1957). Syntactic Structures. The Hague: Mouton. 
	
composers (Krumhansl, Bharucha, & Kessler, 1982).
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metrical structure (3), time-span reduction, and (4) prolongational reduction. Grouping 
and metrical structure rely on the well-formedness of the melody, the synching of 
phrasing with meter, and how each of those sit in the metrical hierarchy (strength of beats 
based on the meter). Time-span reduction and prolongation reduction reduce the score to 
situate the most perceptually significant points in the piece, either by the time at which 
they occur (time-span) or by how much tension and relief of that tension there is in the 
piece (prolongation). This work brought to light just how important the grouping of the 
content is to the structural integrity of the content, and stratified the components of a 
musical composition into discernible parts as they relate to the whole scope of the 
composition (see Figure 2.4).  
 
Figure 2. 4 An analysis of a piece using GTTM rules. The peak of tension in the piece is 
represented by the peak at the triangle (from Lerdahl, F., Jackendoff, R., 1983). 
	
These works, modeled the way forward in music cognition research and fueled a 
growing interest in using psychological measures in music research. At this point, music 
structure was fully open to broad questions about the human experience with music 
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structure; not just how the internal relationships in music structure work. Interdisciplinary 
research involving musicologists, cognitive scientists, and musicians began to exploring 
music structure on these terms, focusing on things such as confronting prolongation 
structure in atonal music (Straus, 1987), phenomenology in music (Lewin, 1986), and 
temporality in music (London, 2012). Lerdahl, Jackendoff, and Krumhansl’s work in 
later years explored ways to model the overall tension in a piece of music based on a 
combination of the metrical, harmonic, and melodic density of the piece (Jackendoff & 
Lerdahl, 2006; Lerdahl, 2009; Lerdahl & Krumhansl, 2007). Other musicologists have 
taken to looking at corpus data to employ more computational and data-driven methods 
of defining music structure (Prince & Schmuckler, 2014). 
As the interdisciplinary field of music cognition continued to grow and expand in 
the late 80s and 90s, the introduction of neuroscience into this interdisciplinary work was 
inevitable. The leap from psychology to neuroscience was a natural progression for many 
researchers in the field. Neuroimaging tools previously used for medical diagnostics were 
becoming more affordable, more powerful, and increasingly available in labs across the 
country in the early 90s, which prompted researchers to take advantage of these tools. As 
such, researchers now had the ability to view patterns of neural activity in the brain and 
correlate their findings with psychological phenomena. One of the first music and 
neuroscience studies was conducted by Blood, Zatorre, Bermudez, & Evans in 1999. 
Using positron emission tomography, the researchers found that different regions in the 
paralimbic system, a neural network that processes certain emotional events, goal-setting, 
goal orientation, and motivation (Nishimura, Yoshii, Watanabe, & Ishiuchi, 2009), 
correlate to the degree of pleasantness (in this case, consonance) or unpleasantness 
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(dissonance) in the music. This was one of the first studies to show that musical 
structures have distinct neural correlates in the brain (Blood, Zatorre, Bermudez, & 
Evans, 1999).  
Like Blood et al., many of the early music and neuroscience studies focused on 
identifying the neural correlates of music and musical features by comparing musician 
and non-musician groups. Shahin, Trainor, & Roberts found that musicians have a greater 
neural response to musical tones, even when their attention is supposed to be trained on 
another task (Shahin, Trainor, & Roberts, 2003). Turning to EEG/ERP methods, 
Battacharya & Petsche found that musicians have a larger gamma and delta frequency 
band activity—associated with conscious perception and memory formation, 
respectively—in the cortex when listening to music compared to non-musicians 
(Bhattacharya & Petsche, 2005). By comparing musicians to non-musicians, these early 
neuroscience studies converged on the idea that there is an identifiable set of neural 
structures that respond to music and musical stimuli, and that these neural structures are 
modulated based on how much music training an individual has had. This approach also 
points to the idea that the internal mechanisms of music structure only tell part of the tale 
of music perception. By the same token, the neural structures can only say so much about 
music perception as well. The question is, where is the common ground? 
This idea that there are neural structures equipped to handle different features of 
music drives a lot of the current neuroscience research on music, which largely focuses 
on finding networks of cortical regions associated with music phenomena. Many studies 
have investigated the broader neural differences between musicians and non-musicians 
on things such as judgment of the music (M. Muller, Hofel, Brattico, & Jacobsen, 2010). 
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Other studies have looked at how music may modulate other neural systems such as 
visual perception (Jolij & Meurs, 2011), memory consolidation and storage (Ferreri, 
Aucouturier, Muthalib, Bigand, & Bugaiska, 2013), and basic emotions such as 
happiness, sadness, or anger (Fritz et al., 2009; Koelsch, 2010, 2014). Some neuroscience 
studies have shown that training in certain styles has an influence on how one hears 
sound features such as loudness or pitch fluctuation. (Istok, Brattico, Jacobsen, Ritter, & 
Tervaniemi, 2013; Mari Tervaniemi, Janhunen, Kruck, & Putkinen, 2016; Vuust, Vuust, 
Brattico, Seppanen, & Naatanen, 2012). Other researchers have turned to mapping neural 
networks based on musical imagery and spontaneously composition (Levitin & Grafton, 
2016) and have even used brain-computer interfaces to have participants copy samples of 
music onto a stave, with relatively high accuracies (Pinegger, Hiebel, Wriessnegger, & 
Muller-Putz, 2017). 
As an example, the 2016 Tervaniemi et al. study profiled jazz, rock and folk 
musicians, looking to see how each group responded to varying musical features being 
altered in melodies that the groups listened to while watching a film and having their 
EEG recorded. The stimuli included low level deviants such as tuning and timing delay, 
and high level deviants such as modulation of the melody and transposition of the 
melody. Results showed that the classical musicians evoked a larger neural response 
that’s associated with deviation of expectation (mismatch negativity signal) for 
mistuning. Conversely, jazz musicians and rock musicians evoked a larger neural 
response associated with shifting of attention to task-relevant information for the timbral 
deviants (P3a signal). Furthermore, jazz and rock musicians were more sensitive to 
melodic modulations compared to the classical musicians. This, and other studies that 
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investigate the traits of musicians proficient in different styles, brings to light the question 
of musical training as way of knowing; where the work in this manuscript is centered. I 
believe that the way in which we train feeds into the way in which we process music 
information, which then feeds into what we determine to be musically useful to us and 
what we determine not to be. This is ever so apparent in the realm of improvisation, 
where decisions have to be made on what to play and at what time, prompting the 
musician to negotiate structure as a set of functions and operations from one structural 




 One of the main points of this document is to investigate how expert improvising 
musicians thinking about music structure, which bring to question what it means to 
improvise over a musical structure, and what exactly is an ‘expert’ improviser? A 
straightforward definition of improvisation would point to the novel generation of 
harmonies, melodies, and rhythms that, in some way, align with or abandon the 
framework of the composition. If given a musical structure such as a chord progression 
in C major, the improvising musician would be tasked with generating melodies in 
reference to the chord progression. From there, the cultural and musical norms of the 
particular style determine the degree to which it is acceptable to be in total alignment 
with the components of the structure (e.g., in the key of C major, it is generally unheard 
of and ‘out of bounds’ for a blues improviser to deviate from the notes in the C major 
scale the majority of the time compared to modern jazz improvisers, who have more 
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freedom to play notes outside of the key in their improvisations).4 As improvisation is at 
the core of jazz music, we will now focus more deeply on the roots of improvisation in 
jazz.5 
 Modern jazz improvisation is birthed, undoubtedly from the marriage of 
improvisation practices in European music (up to the 19th century) and an amalgam of 
slave song, gospel, folk, blues, and ragtime music at the turn of the 20th century. Jazz was 
conceived around the idea that it is of higher value to make original music than to 
replicate the music of others (Berendt & Huesmann, 2009). This concept led to musicians 
in the early part of the century beginning to use music structure as a vehicle for creation. 
From its birth in New Orleans, to its adolescence in Chicago, Kansas City, and New 
York, to its current global status, spontaneous inventions of melodies and harmonies—
using the composed material as a framework—were at the foundation of playing jazz 
music. It is because of this spontaneity that jazz musicians were, and continue to be, 
encouraged to embrace mistakes as an entry into “…a new, previously hidden world, 
accessible by finding a logical way to integrate the mistake into a convincing whole…” 
(Berendt, 2009). In other words, improvisation in jazz extends beyond the technical 
specifications of the harmonic structure into the realms of emotion, mood, vibe where 
“Jazz is a particular way of approaching life…” (Berliner, 1994).  
In this way, improvisation in jazz is just as conceptual as it is music-theoretic. 
This idea is a major motivating factor for the studies described in chapters 3 and 5. As 
																																																						
4                 
       
5 It should be noted that not all improvisers are jazz musicians, but all jazz musicians are improvisers. In 
the main experiment, we did not explicitly state that we were looking for jazz musicians, but many 
participants with improvisation experience also reported having significant training in jazz. 
               
          
            
           
This varies within different styles and eras of jazz music. Swing, bebop, avant-garde and
contemporary jazz adhere to different musical and cultural norms.
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classical musicians are trained to interpret the nature of the score by accentuating 
dynamics, tone, and articulation—but generally do not alter the content of the score 
beyond these features (Zhukov, 2015)—how do both of these methods of musical 
training factor into their means of knowing structural information, particularly when they 
are tasked with making value judgments on such information? 
 
Studies in Music Improvisation 
	
	
 Research on music improvisation in psychology and neuroscience is still in its 
infancy. This is due in no small part to the fact that tackling improvisation in an 
experimental setting requires a means of controlling—or at least having the variables of 
the experiment speak to—the inherent melodic, harmonic, and rhythmic variability that 
comes from improvisational music. As music improvisation is a practice that requires the 
practitioner to negotiate a number of harmonic subspaces as they are pressed against the 
precipice of time, experimenters have the added challenge of coming up with questions 
that speak to the neural responses to the act of improvising in expert musician and non-
musician groups, and the neuro-structural responses of improvisers in improvisatory and 
non improvisatory situations. Accordingly, many researchers have taken to either 
examining the state of the neural structures of the subject while engaging in a musical 
task, or the traits of an improvising musician when compared to non-improvising 
musicians or non-musicians. 
 One of the first researchers to contemplate improvisation in a neuropsychological 
framework is Jeff Pressing. His work Improvisation: Methods and Models (Pressing, 
1987) attempts to capture the different levels of information processing in improvisation. 
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He first suggests that motor activity must have closed loop and open loop parameters; the 
closed loop being motor actions that generate feedback, and the open loop being motor 
actions that cause no feedback such as autonomic motor functions. He then suggests that 
proper motor function requires a combination of closed and open loops; closed loops for 
feedback and open loops for tuning the motor function to properly address the 
environmental need. As they relate to improvisation, Pressing suggests that improvisation 
is also combination of closed and open loops with the addition of error monitoring and 
correction that emanates from the musical environment. More specifically, if the 
improviser is playing unaccompanied, the loop is closed (no outside sources of feedback). 
If the improviser is playing with an ensemble, the loop is open (outside sources from the 
ensembles members). He then introduces the concept of error feedback and correction in 
creative output, forging a model for how input, output, feedback, and error correction 
could co-operate in an improvisational context. His work was one of the first to confront 
musical improvisation with a systematic and computational approach.  
 It would be about 20 years after Pressing’s work before the first neuroscience and 
music improvisation studies were conducted. Like many of the earlier music and 
neuroscience studies, these experiments utilized music-like sets of stimuli, but did not 
necessarily present music stimuli that were substantially grounded in music theory. Two 
such experiments are by Berkowitz and Ansari (Berkowitz & Ansari, 2008, 2010) where 
two groups were tasked with playing rehearsed or improvised melodies on 5-button 
controllers; somewhat like a musician would on a keyboard. The authors found that 
improvising can modulate a network of cortical regions such as the premotor area and the 
anterior cingulate cortex; areas responsible for the generation, allocation, and error 
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monitoring of motor sequences. Conversely, this activity was not found when the 
participants played rehearsed motor sequences (Berkowitz & Ansari, 2008). Additionally, 
the authors found that musician participants expressed a deactivation in areas including 
the right temproparietal junction (rTPJ); an area said to mediate differing modes of 
attention that may negatively affect performance on a demanding task (Berkowitz & 
Ansari, 2010). These results suggest that experienced musicians may be able to block out 
objects competing for their attention while improvising. 
Results from these studies have been corroborated in a series of 2012 studies by 
de Manzano & Ullen, where classically trained musicians were asked to either generate 
random melodic or random rhythmic sequences. Results showed that the premotor 
cortex—a cortical region associated with the programming of motor sequences—is 
central to improvisational activities and practices (de Manzano & Ullen, 2012a, 2012b). 
These results bring to light the idea that the act of improvising is driving the neural 
activity, not the sequence itself.  
What do these kinds of experiments say about improvisation? Broadly, these 
experiments suggest that improvisation—regardless of expertise—is a phenomenon that 
engages the participant in a unique and quite diverse motor-cognitive experience, and 
sustaining that experience becomes less of a burden as one increases their expertise in 
music. These findings are supported by other strains of music and neuroscience research 
that highlight how expertise in music modulates feedback in the perception/action circuit. 
Studies that have employed the use of altered auditory feedback have shown that 
feedback is more reliant on sensory engagement rather than motor engagement as more 
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expertise is acquired (Lutz et al., 2013; Maidhof et al., 2010; Ruiz, Jabusch, & 
Altenmuller, 2009; Ruiz, Strubing, Jabusch, & Altenmuller, 2011). 
 While these studies were critical for gathering a broad understanding of the neural 
correlates of improvisation, they generated other critical questions about the nature of this 
work: (1) In the scope of all that musical improvisation encompasses, how musical can a 
5-button controller really be? (2) How much can we infer from a subject pool full of 
musicians who may not regularly practice or engage in improvisation? (3) If the group 
was made exclusively of improvising musicians, would that provide more insight?  
With these questions in mind, other researchers have taken to investigating 
improvisers as they complete improvisatory and non-improvisatory tasks. These studies 
have given more insight into improvisers’ neural responses as they perform rehearsed and 
spontaneous musical tasks. Some experiments have found that—while engaging in 
improvisatory activity—there is cortical deactivation in areas responsible for conscious 
monitoring of motor actions and activation in areas responsible for sophisticated 
processing of musical stimuli and programming of motor sequences.  
Limb & Braun found these results when they engaged experienced improvising 
musicians in a musical task where they had to perform on a [ferromagnetic] keyboard in 
the fMRI scanner. The stimuli ranged form playing a simple musical scale to complete 
improvisational freedom. When musicians were given full freedom to improvise 
whatever they wanted to over a backing track, a pattern of executive network deactivation 
and default network activation was observed (Limb & Braun, 2008). The default mode 
network is broadly associated with mind-wandering and rumination; essentially the 
converse of conscious and focused thought (which is what the executive control network 
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is broadly associated with). Liu et al. found similar results when the researchers had 
freestyle rappers freestyle versus recite words from a script (Liu et al., 2012). The results 
from these two studies are rather interesting. It seems that regardless of the instrument, 
the improvisational process maintains the same network of brain regions. Furthermore, 
these studies highlight the idea that improvisation utilizes a set of neural resources unique 
from reproducing music, either from a score or from memory. These two studies also 
found increased functional connectivity between action monitoring and motor 
programming regions during improvisational tasks, but deactivation of conscious control 
regions in the brain. Other studies, such as the Pinho, de Manzano, Fransson, Eriksson, & 
Ullen improvisation study, have corroborated this connectivity (Pinho, de Manzano, 
Fransson, Eriksson, & Ullen, 2014). In turn, a particularly interesting study by Donnay, 
Rankin, Lopez-Gonzalez, Jiradejvong, & Limb that had musicians who were being 
scanned (Subject A) while responding to other musicians (Subject B) in an 
improvisational environment, showed increased activity in the inferior frontal gyrus 
(IFG), which is associated with processing the syntax of language (Donnay, Rankin, 
Lopez-Gonzalez, Jiradejvong, & Limb, 2014).  




Figure 2. 5 From the Braun & Limb Study (2008). The improvisation conditions elicit 
widespread deactivation (blue) in the cortex. 
 
Taken together, what kind of story do these two experiment types tell us about 
improvisation? Very broadly, there is the sense that improvisation has a profound neural 
effect on musicians, non-musicians, expert improvisers, and non-improvisers alike. Brain 
regions such as the IFG, dorsolateral prefrontal cortex (DLPFC), and anterior cingulate 
cortex (ACC), which play some role in the generation of sequences, evaluation of 
musical information, and monitoring of errors—respectively—are implicated in the 
majority of these studies, but (sans the IFG) are deactivated when participants freely 
improvise. The question here is: Is this the case at all points during an improvisation? It is 
difficult to accept the premise that improvisation is only associated with being in a mind-
wandering mental state.6 
																																																						
6 More on this in the discussion section. 
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There is the sense, then, that the act of improvisation utilizes a broad network of 
neural resources that shifts into and away from the programming of a motor action, 
execution of that action, monitoring of the action, and processing of the feedback from 
that action. These are seemingly intuitive findings but, as previously mentioned, the key 
to understanding these findings lies in the fact that improvised action is driving the neural 
response where rehearsed sequences do not produce the same results. Furthermore, 
expertise in improvisational practices seems to ease the workflow of the neural circuitry; 
allowing practitioners to be less hindered by the mechanisms of cognitive control that 
monitor the remainder of the circuit for errors. If we look back to the work of Pressing’s 
theories on improvisation and consider the importance of the feedback loop in that model, 
the results from these studies appear to be in a bit of conflict with that idea.  
How do these findings square with other studies on creativity? As some cognitive 
neuroscience research has embraced the idea of networks of cortical regions being a more 
robust predictor of cognitive activity (Bressler & Menon, 2010), researchers have begun 
to shape their experiments and understanding around the results based on this network 
approach. Studies that utilize divergent thinking protocols—where participants provide a 
number of solutions to a prompt of some sort—have found that the most creative 
divergent thinking was positively correlated with regions such as the posterior cingulate 
cortex and the temproparietal junction; regions typically associated with the default mode 
network (DMN) (Jung et al., 2009; Jung, 2010). As mentioned previously, the default 
mode network is a region of networks associated with mind-wandering and non task-
specific thinking (Jung, Mead, Carrasco, & Flores, 2013). These studies also highlight the 
role of cognitive control, which monitors current and future processes and can modulate 
   
 
30 
them based on feedback, perhaps pointing to the idea that cognitive creativity concerns 
shifting from a cognitive control mode of thinking to an out-of-the-box default network 
mode of thinking and back again.  
Research by Beaty, Benedek, Silvia, & Schacter produced a comprehensive 
picture of the functional connectivity maps of the brain while having participants 
complete various creative tasks. The authors corroborate what Braun & Limb, and Liu et 
al. reported in their studies regarding default mode network activity and increased 
functional connectivity between motor programming and cognitive control regions. The 
authors also looked at network connectivity when engaged in poetry, finding connectivity 
that balances control and default mode networks. In their conclusion, they discuss what I 
hold to be true for the neural correlates underlying improvisation as it relates to the brain: 
rapid shifting from control regions to default mode regions act as a gating mechanism for 
the level of creativity attained (Beaty, Benedek, Silvia, & Schacter, 2016). If the 
dynamics of the networks around creativity are about balancing between control and 
default mode regions, improvisation may be centered around the ability to slip into and 
then rapidly shift between these two neural networks.  
 




Figure 2. 6 From Beaty et al., (2016). These results show that the Dorsolateral Prefrontal 
cortex (green) has a differing functional connectivity when engaged in a creative task. 
	
EEG in Music Studies 
	
	
Part of the impetus for doing this project was predicated not only on how the 
neural and music structures interact, but when the neural structure engaged with the 
music structure [and vice versa] as it is critical for expert improvisers to make time-
sensitive choices about categorization. Which this in mind, electroencephalogram (EEG) 
was used as the primary neuroimaging tool for the study. While the majority of the 
previously mentioned studies used functional magnetic resonance imaging (fMRI) as the 
main neuroimaging tool—which boasts excellent spatial resolution—EEG boasts a robust 
temporal resolution on the order of milli-[and even nano] seconds, at the cost of a 
relatively coarse spatial resolution.7 EEG measures post-synaptic neuronal activity as 
electrical potentials from the neuronal activity bounce about the skull. Participants in 
EEG studies wear an electrode cap with electrodes dedicated to each channel to capture 
the neuronal activity. These electrodes act like a microphone, picking up the electrical 
																																																						
7 Though in recent years, the spatial resolution has improved greatly with high-density EEG systems that 
have 128 and 256 electrode configurations. 
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activity and send it to an amplifier box, which boosts the signal before sending the data to 
a recording computer.  
Because this process measures direct neural activity in response to a stimulus, 
EEG offers excellent temporal resolution. It is common to hone on this timing by 
conducting an event-related potential (ERP) analysis, where you segment (epoch) the 
electrical activity (measured in microvolts) that’s time-locked to the stimuli event and 
average these epochs together to find an ERP component—a signature wave of electrical 
activity associated with particular cognitive activities. A comprehensive of the ERP 
analysis can be found in Steven Luck’s Introduction to the Event Related Potential 
Technique (Luck, 2014).  
 
The P300 signal and the N2c/P3b complex 
	
 The task in the current study required participants to detect, classify, and respond 
to oddball stimuli. The ERP components most closely associated with the nature of this 
task are the N2c and P3b subcomponents, which occur as a complex in tasks that require 
multi-step processing. The N2c, is a subcomponent of the N2, an ERP component 
classically used in Go/No-go tasks and associated with detecting oddball stimuli in a set 
of standards. The N2c, in particular, is evoked when classification is required for 
detection of the oddball where the physical characteristics of the deviant and standard 
stimuli are the same, but are categorically different (Folstein & Van Petten, 2008). As an 
example, the N2c is evoked in tasks where participants are required to detect changes in 
pitch with complex auditory scenes (Puschmann et al., 2013), and is reflected across 
frontocentral electrodes. The N2b—a slightly earlier N2 subcomponent—and the N2c do 
overlap in latency, but the N2c most closely corresponds to the demands of the task in 
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this experiment and was interpreted as such when analyzing the data from the 
experiment.  
 The P3b subcomponent follows the N2c. The P3b is a subcomponent of the P300 
complex, which is divided into the P3a and P3b. The P3a (early p3) is associated with 
detection of novel stimuli, where the P3b (late P3) is additionally sensitive to the 
probability, complexity, and response to the target. The rarity of the target positively 
correlates with the amplitude of the P3b and the signal is further modulated by the 
response to the target. Such examples of this can be seen in tasks where musicians and 
non-musicians are tasked with actively discriminating deviant pitches, sound durations, 
and locations from a standard set of sounds (Seppänen et al., 2012). Topographically, the 
P3b is located posterior parietal, suggesting that a composite of the N2c and P3b complex 
should show negative frontocentral activity and positive centro-posterior parietal activity. 
As the demands of the task in the current study suggest, this is the complex that best 
reflects the activities that the participants had to undergo. 
 
EEG and expectancy in music 
 
Since EEG has precise timing resolution, there are many music EEG studies that 
focus on the perception-action coupling in music. In many cases, these studies design 
tasks where the subject has to make a decision on whether the stimuli deviates from their 
expectations or not. In one such study, Sherwin & Sajda found that musicians expressed a 
significant EEG signal from frontomotor sources when performing an anomalous musical 
event perception task. The subjects (5 cellists, 5 non-musicians) were asked to listen to 
excerpts of Cello Suite no. 1 by J.S. Bach while the audio was digitally altered at random 
points throughout playback. The subjects were asked to count the number of errors. Event 
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related potential analysis revealed that the musician group showed a significant 
difference between the two groups where the P300 amplitude was much greater for 
experts compared to non-experts. In addition, the forward model from linear discriminant 
analysis (LDA) showed a strong right-lateralized frontomotor activation as compared to 
the non-experts, who expressed a strong frontomotor deactivation. The authors suggested 
that the right-lateralized activation was due to the fact that the cellists use their left hand 
to press on the fingerboard of the cello, pointing to the idea that expert musicians engage 
in an embodied experience when perceiving music (Sherwin & Sajda, 2013). 
The design and results of the Sherwin & Sajda study are in close alignment with a 
2010 study by Maidhof, Vavatzanidis., Printz, Reiger, & Koelsch. The goal of this study 
was to parse the ERPs in a performance setting from that of a perception setting. In this 
study, conservatory-trained pianists (N = 8) were asked to perform major scales 
bimanually in 2 octaves, and two patterns bimanually wherein, there was a random 
chance that any of the pitches they played would be altered by a semitone in either 
direction. They were then asked to listen to pre-recorded versions of the same 
performances wherein, pitches were altered at random by a semitone in either direction. 
The participants were asked to silently count the number of incorrect pitches they heard 
and then report that number after each block. A second experiment (N = 12 expert 
pianists) mirrored the first, with the exception of the errant notes in the perception 
condition being irrelevant to the task. Overall, the authors found that the feedback 
negativity—a negative component around 200 milliseconds after the onset of stimuli—
and the early P300 (P3a) component showed increased amplitudes in the performance 
condition as compared to the perception condition. The authors suggest that these results 
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speak to the idea that expectancy violations are strongest felt in conditions where 
perception is coupled with action because the action contains a significant amount of 
information used to predict the oncoming aural event (Maidhof et al., 2010).  
A 2009 paper from Ruiz, Jabusch, & Altenmuller, investigated error processing in 
pianists tasked with playing piano sequences adapted from J.S. Bach or Haydn 
compositions in two conditions; with auditory feedback or without auditory feedback 
from the instrument. The participants then listened back to their performances in both 
conditions. The authors found a negative component 50-70 msec before errors were 
committed—generated in the frontocentral/ACC region—in the feedback and no-
feedback conditions, which the authors suggested could be due to the musicians 
possessing a strong perceptuomotor image of what it is they intend to play, even if errors 
are committed (Ruiz et al., 2009). These results were followed up by Ruiz, Strubing, 
Jabusch, & Altenmuller in 2011, where 2 groups of musicians—one healthy group and 
one group with musicians dystonia—perform a task similar to the 2009 study. Results 
showed that the healthy musicians also expressed EEG frequency bands over the medial 
frontal/anterior cingulate circuit, which in this context is associated with making 
corrective adjustments to performance errors. Results for the MD participants showed a 
lower overall frequency band generated from the same source that correlated with the 
severity of the participant’s dystonia (Ruiz et al., 2011) which is consistent with findings 
from other work on musicians dystonia (Sussman, 2015), and further points to the idea 
that the audio-motor coupling is significant in preparation for error and corrective 
adjustments.  
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As is clear to see, the kind of timing precision that one can gather from EEG 
investigations is invaluable, particularly to the research at hand. It allows for asking when 
the choice is made, alongside what kind of choice is being made. These two questions are 
central to uncovering the interaction between neural and music structure among 
improvisers and non-improvisers alike.  
 
EEG and Improvisation  
 
EEG/ERP studies centered around music improvisation are scarce. Among the 
studies that are out there, few use active improvisation protocols. One study conducted by 
Wan, Cruts, & Jensen, looked at differences between improvisers and audience members 
in a live performance situation. In two experiments, a concert pianist (for the first 
experiment) and a trio (for the second experiment) were asked to perform in a number of 
conditions ranging from a note-for-note rendering of a score in a neutral condition 
(labeled ‘strict’), to a note-for-note rending with emotion (labeled ‘let go’), to neutral 
improvisation, to emotional improvisation. EEGs were recorded for the performer(s) and 
2 of the 14 audience members. Using a MIME (Mutual Information for Mixed 
Embedding) analysis, the researchers were able to render a trace of the network of brain 
regions used in each condition. For the musician(s), results showed stronger inter-
hemispheric activity during the compose condition compared to the improvise condition, 
but also showed a greater overall flow of information during the improvisation 
conditions. Other results from the study show that musicians show an overall greater flow 
of neural resources and an overall greater strength of that neural flow compared to the 
listeners (Wan, Cruts, & Jensen, 2014). This study furthers the case that the act 
improvisation reflects a larger cortical network compared to the rendering of a written 
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piece of music. A natural question that stems from these results would be: what would 
these results look like with experienced improvisers? This question serves as prime 
motivation for the experiments in this manuscript. 
Other recent studies have focused on using expert improvisers as a means of 
studying creativity. Przysinda, Zeng, Maves, Arkin, & Loui compared jazz, classical, and 
non musicians using both a divergent thinking task and a task where participants rated 
how much they preferred chord progressions; the chord progressions randomly altered to 
have non-diatonic (within-key/nice) endings. They found that jazz musicians preferred 
the unexpected progressions more than the other two groups. Furthermore, the jazz 
musicians expressed more P300 activity than the other two groups in both task conditions 
(Przysinda, Zeng, Maves, Arkin, & Loui, 2017). Bianco et al. used spectral analysis (long 
form EEG analysis) to show that in a task where pianists were asked to play the chords 
provided for them on the screen without any auditory feedback, jazz musicians were 
more receptive to unconventional endings to the progressions and unconventional 
fingering of the chords. This was evidenced by neuronal activity in the beta frequency 
band quickly dissipating in the face of an incongruent chord and replaced with 
subsequent reprogramming negativity, which was faster than in classical pianists (Bianco 
et al., 2017). 
All told, EEG studies involving improvisation—just as neuroscience and 
improvisation studies in general—are a part of a field that is still very much so growing 
into its own skin, but has tremendous upside to it. The interest in this work continues to 
grow and has become increasingly interdisciplinary, which makes this an exciting time to 
be a part of this kind of work. 







These theories, books, and studies offer fruitful insight into the neural structures 
that underscore music perception in improvisational states, and the traits of those with 
extensive improvisation experience. In accordance, these works serve as inspiration for 
the study explained in the next chapter. It has been shown that music structure takes on a 
multidimensional scale, possessing an internal logic as Schoenberg, Schencker, Lerdahl, 
Jackendoff, Lewis, and others theorize; and a natural structure from the note’s 
reverberation in its environment, as Russell asserts. At the same time, the mind/brain 
complex creates structure based on musical experiences throughout our lives that allow 
us to interface with music. The question remains: what does the interaction between our 
mind/brain architecture and music architecture look like? Similar to the Bianco task, the 
task in this experiment aims to look at structure, but aims to do so in a way that 
minimizes interference from playing the instrument. Instead, this experiment focuses on 
the perception of music structures and the neural responses to interfacing with these 
structures. As such, this experiment is concerned with the traits of the participants. In 
accordance, the next chapter will review the task, participants, stimuli, explain the 









Overview of Research Approach 
	
	
In this experiment, we aimed to investigate how musicians of different training 
backgrounds categorize musical structures. The inspiration for this project came from the 
idea that musicians of different backgrounds are sensitive to different musical features 
such as loudness, timbre, or transposition (Tervaniemi et al., 2016), which could be 
extended into harmonic relationships. There is some evidence that training in music 
increases the neural and behavioral discrimination of musical chords over non-musicians 
(Virtala et al., 2014). Furthermore, there is evidence which suggests that practice 
strategies involving aural learning and improvisation reflect faster discrimination of 
musical melodies, compared to written-based practice strategies (Seppanen et al., 2007). 
As such, there was motivation to find out how much musicians of different training 
backgrounds could discriminate musical structures. 
Addressing this question required designing stimuli with some grounding in the 
functional relationships in music theory. Ultimately, chord progressions were used in the 
context of an oddball task. Using chord progressions for the stimuli ensured that although 
the task itself is not something a musician would normally do, there was at least some 
musical context supporting the task. Using 2 kinds oddballs (in class, or out of class) 
meant that above all, participants had to use the musical context generated by the 




Using EEG as the neuroimaging method provided an opportunity to measure 
neural response that correlated with the participants’ classification of the stimuli as an 
oddball over a standard. That said, the methods described below draw from music-
theoretic, neuroscience, psychology, and data science frameworks. This experiment was 
designed, run, and analyzed by Dr. Andrew Goldman and myself, under the guidance of 
Dr. Paul Sajda at the Laboratory for Intelligent Imaging and Neural Computing (LIINC), 
at Columbia University. Data collection and data analysis ran from September, 2016 to 
June, 2017 and was approved by Columbia University’s Institutional Review Board. This 
work has been accepted for publication in Psychology of Music under the title: 
Improvisation Experience Predicts how Musicians Categorize Musical Structures. (in 





 When considering the topic of improvisation with behavioral and neural 
measures, a handful of methods have been used. Some methods include recruiting 
musicians—irrespective of style—and non-musicians to observe the between-group 
differences of novel motor sequencing on pseudo musical tasks (Berkowitz & Ansari, 
2008, 2010; Liu et al., 2012), while other approaches have looked at within-group 
differences of highly skilled improvisers under different improvisational or cognitive-
load conditions (Limb & Braun, 2008; V. Muller, Sanger, & Lindenberger, 2013; 
Norgaard, Emerson, Dawn, & Fidlon, 2016; Pinho et al., 2014). Yet still, other studies 
have looked at differences between genre-specific musician groups—participants who 




various musical features such as pitch tuning, timbre, and rhythmic features (Tervaniemi 
et al., 2016). While these studies have contributed greatly to our understanding of the 
musicians’ external responses to varying cognitive tasks, there is room to understand how 
the function of the musical structure can drive or interact with neural structures.  
 Furthermore, there is space to situate these internal/external representations in the 
context of training that the musician has undergone. Studies such as the Tervaniemi et al. 
study point to the idea that musicians with different practice methods and different 
overall styles have unique sensitivities to musical features, but how do these sensitivities 
factor in to decision-making when it comes classification of musical structures? How do 
these musicians use the provided structural information to then decide how to act or what 
to act on?  
There is some insight that can be gleaned from the conventions of certain musical 
styles. As an example, it is common practice in improvisatory music—particularly in 
jazz—to realize chord structures in a number of ways by either inverting the chord or 
substituting the intended chord with another chord that is in the same functional class 
(Berliner, 1994). Furthermore, these realizations of the chord structure are entirely up to 
the practitioner as to when they decide to realize or substitute them. This practice has 
emerged from the way the chord structures were initially taught and later represented in 
jazz music. In many jazz songbooks, such as The Real Book,1 chords are represented by 
chord symbols. These chord symbols indicate the quality of the chord and the individual 







or precisely where the chord should be played in real time. These chord symbols merely 
reflect the harmony that is implied at that particular section in the song (see Figure 3.1). 
 
Figure 3. 1 A lead sheet of “Eiderdown” by Steve Swallow. The chord symbols above 
the melody indicate the quality of the chord, but do not dictate how that chord should be 
configured. As an example, the first chord, B7(alt), contains the notes B,D#,F,G,A, but 
can be ‘voiced’ by the performer as F A B D# G or any other configuration that the 
performer deems playable in the moment. 
 
This practice is similar to other functions in everyday life. For an experienced 
improvising musician, substituting chords are like an experienced chef substituting one 
acidic citrus fruit (like a lemon) for another (like a lime) in a recipe that calls for acidity. 
Since the chef knows that the lemon and the lime are in the same functional category 
(citrus, sour, and acidic), they also know that they can substitute one for the other. As the 
experience of the chef grows, so does their categorical knowledge of food, making for a 
potentially greater array of substitutions. This is similar for musicians with improvisation 
experience; as their knowledge grows, so does their ability to make functional harmonic 
substitutions. Though this kind of functional substitution—called figured bass in 
traditional harmony—was common place in early western music (where many of the 
composers pre 19th century were also skilled improvisers), it has since become an artifact 
of traditional western music. Musicians who practice this music no longer regularly 




Instead, musicians in this style are much more akin to seeing and practicing music with 
chord structures explicitly stated in the score (see Figure 3.2). 
 
Figure 3. 2 A rendering of “Eiderdown” that a classical musician would typically see in a 
score. Here, the chords are written on the staff below the melody. In terms of content, 
these chords are equivalent to the chords in Figure 3.1, but are fixed to the configuration 
stated here.2 
 
The musician’s way of training, based on the way that musical structures are 
presented to them, alongside the affordances provided to the musician stemming from 
these musical structures, lead to the questions that surround this project 
1. While engaged in a pseudo-musical task, how are the music-stimuli being 
represented and responded to by the musician (as measured by neural and 
behavioral responses) in relation to how the music-stimuli are represented as 
artifacts of music theory? 
2. Do experienced improvising musicians categorize musical structures according to 
function? Is that different than how non-improvising musicians categorize 
musical structures? 
																																																						
2 Unless otherwise noted, all figures and tables from this point forward come from  
Goldman, A., Jackson, T., Sajda, P., (in press). Improvisation Experience Predicts How Musicians 










These questions are the motivation for this experimental task, which required 
participants to listen to a series of 3-chord chord progressions per block. From these 
chord progressions, participants were asked to, on their own volition, establish what the 
standard (baseline) progression is for the block, and press the response button every time 
they heard a progression different from the standard. Participants were asked to respond 
as quickly and accurately as possible when they encountered the deviant chord 
progression. As such, the onus was solely on the participant to first establish the quality 
of the standard chord progression and, based on that knowledge, determine the deviant 
progressions and respond.  
Each chord progression represented 1 trial. In total, there were 180 trials per block 
and 8 experimental blocks, plus a practice block for participants to become acclimated to 
the task. Including set up time, explanation of the task, and breaks in between blocks, the 





 The music-stimuli were derived from cadential chord progressions found common 
to a number of western musics. A custom script was created in python using the pyMidi 
package to produce 3-chord chord progressions that randomly changed keys with every 
pass. The standard progressions were either of the perfect (subdominant > dominant > 




cadences are common to all western musics, and have hierarchical prominence over other 
diatonic (in the same key) chord progressions as it pertains to creating and resolving 
tension (Krumhansl, 1983; Krumhansl, Bharucha, & Kessler, 1982). Each standard 
progression had a corresponding set of deviants, an exemplar (E) and function (F) 
deviant. The exemplar deviants were within-class inversions (or reconfigurations) of the 
middle chords in the standard progression. As an example, if the middle chord was an F 
major (F A C), the exemplar deviant would also be F major, but would have the 
configuration A C F.  
The functional deviants differed from the standard in that the middle chord was in 
another class. As an example, if the middle chord was F major (F A C), the function 
deviant would be G major (B D G). To counterbalance the stimuli, the standards in one 
blocktype were used as deviants in other block types, and deviants in one block type were 
used as standards in other block types. Figure 3.3 illustrates the combination of chord 
progressions and their corresponding deviants below. 
For each block, 180 trials (1 trial being a 3-chord chord progression, 1600ms 
seconds in length) were produced, containing 1 of the 4 kinds of standard/deviant 
combinations. With 2 occurrences of each standard/deviant type throughout the entire 
experiment, there were a total of 8 experimental blocks. After programming the stimuli in 
python, the files for each blocktype, were exported as a MIDI file and rendered in 
GarageBand (Apple Inc, Cupertino, CA) with a piano sound. Finally, the file for each 
block was exported as an uncompressed audio file (.wav) and played back for the 







Figure 3. 3 For each given block, there were 4 possible ‘standard’ chord progressions, 
each starting with a subdominant ii chord, and 1 of 4 kinds of ‘middle’ chords [1] a 
subdominant IV chord in root position as in ‘Blocktype 1’ [2] a dominant V chord in root 
position as in ‘Blocktype 2’ [3] a V chord in 1st inversion (V6) as in ‘Blocktype 3’ and 
[4] a IV chord in 1st inversion (IV6) as in ‘Blocktype 4’. For each standard middle chord, 
there was a corresponding set of middle-chord deviants; the exemplar, which was a 
reconfigured version of the same chord, or a function, which was a chord with different 
notes. As can be seen, each standard is counterbalanced, meaning that the standards also 
appear as deviants, and the deviants as standards. 
	
As mentioned in the previous section, the progressions for each trial changed keys 
randomly, forcing participants to pay attention to the change in the quality of the chord 
progression rather than the change in tonal center of the chord progression. While all 





There were 41 participants for the study. One participant was excluded due to 
having to leave the study partway through, thusly leaving a total of 40 participants (24 
male). The subject pool for this experiment was restricted to experienced musicians 
(mean age, 25.3 years, SD = 5.5); with training in improvisational practices ranging from 
nonexistent to advanced. Through correspondence, participants were screened for music 




undergraduate or graduate music program, and the number of years performing as a 
professional musician. A minimum of 4 years on their primary instrument and 18 years of 
age was set for qualification. All participants reported having normal hearing and no 
history of neurological disorder or disease. Due to the nature of the P300 signal being 
modulated by age (Bourisly, 2016), a maximum age limit of 40 was also set for the 
experiment. All participant procedures were approved by the Columbia University 
Institutional Review Board (IRB) and informed consent was granted by the participant 
before the start of each run. Below is a table of the demographics of the participant pool. 
 
Table 1: Participant Demographics 
Gender 24 M, 16 F 
Age 25.28 ± 5.51 
Age of onset of musical training 11.18 ± 6.19 
Years of formal training on primary instrument 14.10 ± 7.21 
Number of participants who improvise < 1 hour/week (since age 18 
and older) 15 
Hours/week improvising (since age 18 and older) if >= 1 10.38 ± 8.03 
Piano players (primary instrument) 14 
String players (primary instrument) 11 
Wind players (primary instrument) 15 
 
  
Before conducting the experiment, all participants completed a questionnaire that 
required them to list their primary instrument—from ages < 11, 12-17, and > 18, 




of hours—past age 18—spent improvising per week. Participants were also required to 
complete a handedness test based on the Edinburgh Handedness Inventory (EHI), and list 
their piano playing experience3. The questionnaire data generated several independent 
variables used in the final analysis (see Table 2).  
 
Table 2: Independent Variables for Multiple Regression 
Condition Independent Variable 
Hours spent improvising in a week (age 
18+) 
impHours 
Hours spent playing, not improvising 
(18+) 
nonImpHours (total hours – impHours) 
Years playing piano pianoYears 
Age of participant age 
Handedness of participant EHIscore 





Based on the ways in which improvisers and non-improviser musicians interact 
with chord structures, we hypothesized that musicians with considerable improvisatory 
experience would categorize chord structures according to functional class, and would 
view the exemplar deviants as more similar to one another. Additionally, we 
hypothesized that non-improvisers would respond to both the exemplar and function 
deviants equally. As this task required participants to make a classification judgment on 
the stimuli (same or different progression), we predicted that the neural representation of 









Technical Specifications for Data Collection 
	
	
 EEG was used to capture neural activity during the task. For this experiment, a 
64-channel electrode cap in the 10-20 configuration was used. The EEG signal was 
recorded at a sample-rate of 2048Hz via the BioSemi Active Two AD Box ADC-12 
amplifier (BioSemi, Amsterdam, The Netherlands) in an electrostatically shielded room. 
To ensure that the audio events from the stimuli and the EEG signal were synched 
correctly, a separate Shure SM58 Microphone was used to capture the audio signal from 
the speaker, which was then added into the EEG data in the pre-processing stage. 
 Two computers—one for presenting the stimuli and one for recording the EEG 
data—were used for data collection. Participants responded to deviants by pressing the 
spacebar on a wireless keyboard connected to the presentation computer. BioSemi’s 
Actiview software, set in the 64-channel A+B configuration (BioSemi, Netherlands) was 







 Reaction times and accuracy were captured for each participant from all correct 
deviant trials. After a Spearman test revealed that reaction time and accuracy were 
correlated across all participants, (r(38) = -.393, p < .05)., the median reaction times and 
overall accuracy (correct deviant trials/total deviant trials) were combined into a single 




1983).4 IES values were calculated for each participant for each deviant type. This left 2 
behavioral scores for each participant, an exemplar IES score and a function IES score.  
After calculating the IES scores for each participant, a log transform was then 
applied to these IES scores. This was done to avoid arbitrarily high numbers that could 
arise from participants who had low accuracies. Finally, these log-transformed IES 
scores, derived from each deviant, were subtracted from one another. Since overall 
reaction times for the exemplar deviant were greater than the function deviant, the 
exemplar IES was subtracted from function IES for each participant. This resulted in a 
single score for each participant which was termed logIES. A higher logIES value 
indicated that the participant responded more quickly and more accurately to the function 
deviant over the exemplar deviant (see Equation 1 below). 
 logIES = 𝑙𝑜𝑔 +,-./0	2345678994567 −  𝑙𝑜𝑔 +,-./0	23;<=>899;<=>   (1) 
Neural 
Preprocessing. The EEG data was preprocessed in MATLAB using the 
EEGLAB toolbox. The sample rate was downsampled from 2048Hz to 64Hz, hi-pass 
filtered from 0.5 – 30Hz, and an average reference was used—the average activity from 
all of the electrodes—to re-reference the filtered data. Eye artifacts were removed from 
the data using independent component analysis.  
From there, the EEG data were cut into 2000ms epochs for each trial. Since the 
middle chord was the variable chord, the epochs represented the time window 400ms 
																																																						
4	Townsend, J. T., & Ashby, F. G. (1983). The Stochastic Modeling of Elementary Psychological 





before the onset of the middle chord, and 1600ms after. The EEG epochs included in the 
data analysis were standard trials without false alarms and deviant trials with correct 
responses by the participant. Trials that were eliminated from analysis included trials 
where the response was < 200ms after middle chord onset and trials where the EEG 
signal exceeded 250µV in a positive or negative direction. In total, there were 39,788 
epochs, with 2,734 exemplar trials and 3,130 deviant trials.  
 
Multivariate Linear Discriminant Analysis (LDA). To analyze the patterns of 
neural activity, multivariate linear discriminant analysis (LDA) was used. LDA is 
particularly useful in cases where classification of a target is needed to define it as an 
oddball, which is the case in this experiment. LDA works trial-by-trial, and looks at the 
data points from two (or more) classes of data, producing a vector that best separates 
these classes of data by maximizing the between class variability and minimizing the 
within class variability. The data from these classes are then reframed based on this 
vector. In essence, the vector acts like a dividing line and sorting mechanism. The 
reframing of the data is what the data looks like after being sorted on either side of the 
line.  
  LDA is related to several commonly used statistical tests outside of machine 
learning. LDA is closely related to the F-test in a multivariate analysis of variance 
(MANOVA), which is a measure of between group variability divided by the within 
group variability for > 1 variables. The key difference between the two is that unlike 
MANOVA, LDA uses the between group variability and within group variability (at its 
maximum and minimum, respectively) to create the vector that best discriminates the 




the data before executing the mathematical operations that it shares with MANOVA (see 
Appendix B for further explanation).  
  One other related statistical procedure is principal component analysis, where the 
goal is to find the principal components; an orthogonal set of axes that represent the most 
variability in the dataset, the second most variability, third most, etc. The key difference 
between the two is that PCA focuses on the maximum variability in the whole dataset, 
where LDA focuses on maximum discriminability of the classes of data in the data set. 
As LDA can account for more variability in the data via single trial analysis rather than 
averaging signals over electrodes (Parra, Spence, Gerson, & Sajda, 2005) and can be 
more stable that other procedures such as logistic regression (James, Witten, Hastie, 
Tibshirani, 2013), LDA was deemed a more appropriate statistical analysis of the EEG 
data in this project.  
  In this project, LDA was used to find the maximum discriminability of deviant 
type chord progressions against their corresponding standard progressions on trials where 
the participant answered correctly. The LDA analysis went trial-by-trial in 47ms sliding 
time windows along the latency range of the 2000ms epoch to compile a vector of 
weights for each electrode by participant by deviant vs standard condition. This vector of 
weights, as mentioned previously, represents the maximum discriminability of the 
deviant chord progression against the standard chord progression. In other words, the 
weighted vector represents the weights for each electrode that would produce maximum 





  The weighted vector was then applied to the raw averages of EEG data across the 
electrode scalp to produce a scalar y value; one for each electrode site for each condition 
(E vs. S, F vs. S). This y value comes from the equation:  
 y = 	w3x  (2) 
where w is the discriminating weighted vector, and x—the averaged EEG data (by 
electrode)—are projected onto y, a scalar value.5 From this, a forward model of the data 
is created. The forward model, a, correlates discriminability activity derived from the y 
values with the electrode sites along the time-course of the epochs. In this way, the 
forward model indicates which electrodes exhibit greater discriminability of the deviants 
from the standard and at which points in time. Using the forward model was key for 
uncovering if the discriminability activity correlated with the N2c/P3b complex in time 
window and electrode regions. The forward model, a, is derived from using y values to 
create a vector y, corresponding to y values from all trials (N epochs) where the matrix, 
X, represents the EEG data of all electrodes by every trial, (64 x N epochs). As such, a is 
a 64x1 dimensional matrix represented by: 
 𝑎 = 	 CDDED  (3) 
Once the forward model was established, it was necessary to evaluate how 
successful the y values performed the discrimination at each electrode site in comparison 
to the rest of the dataset. To assess this performance, leave one out cross validation was 
used. Leave one out cross validation is a method where a single sample of data (test data) 
is removed from the rest of the dataset (training data). In this case, a threshold is set on 
																																																						
5 For a more detailed understanding of the equations that underscore the linear discriminant analysis, please 




the y values where any test value exceeding the threshold (against the training set) is 
considered a true positive and anything below the threshold is considered a false positive. 
A receiver-operator characteristic (ROC) curve is generated from this data, which 
displays the ratio of true positives to false positives.  
Performance of discrimination of the deviants from the standard were estimated 
by taking the area under the ROC curves (AUC) in each of the sliding windows along the 
latency range of the epoch. These time-dependent AUC values were calculated for each 
participant and for each deviant condition, indicating the discriminability of the exemplar 
and functional deviants from the standard for each participant. AUC values range 
between .50 (at chance for discriminating) and 1.00 (perfectly discriminating the data). 
Thusly, the higher the AUC value, the more discriminable the EEG signal of the deviant 





 The idea behind this methodology was tri-fold. The aims were to design stimuli 
that were pragmatic enough to improvised and non-improvised musicians so that all of 
the participants felt comfortable enough with the stimuli to complete the task. As such, 
the 3-chord chord progressions, which are germane to traditional and contemporary 
western music, were used. From there, the 2 kinds of deviants—one with an inverted 
middle chord and one with a functionally different middle chord—were used so that 
participants would have to discriminate against the quality of the progression with every 
trial, aiming to produce a more ecologically sound result; the constantly changing key of 




 Another goal was to use behavioral measures that were useful for capturing 
behavioral responses to each kind of deviant as well as the discrimination of the function 
deviant from the exemplar. After discovering that reaction time and accuracy were 
correlated, it was necessary to use the logIES measure to have an index of performance 
via discrimination. 
Finally, we aimed to use neural measures that captured more of the variability 
that comes from such a high level of discrimination. After designing and testing the task, 
it came to light that the task was of some complexity, and needed a method that 
accounted for discrimination of the different classes of oddballs, as well as single-trial 
variability. In accordance, multivariate linear discriminant analysis was used to first find 
the discriminator, which were then turned into forward models to relate the source of the 
activity with the discrimination. As there was great interest in the time course of 
discriminable activity, the discrimination values were converted into time-dependent 
AUC values using leave-one-out cross validation. This method provided a means for 
representing how much each participant was discriminating function deviants from the 
standard, exemplar deviants from the standard, and precisely when this discrimination 
was happening.  
Going in to the next chapter, it is important to note how the variables, metrics, and 
numbers derived contribute to the results. From this methodology, the y value was 
derived as a scalar measure of the discriminability of the EEG data for each deviant 
compared to the standard. This y value was used to create the forward model a, which 
uses the y values from all trials (E v. S, F v. S) to relate the discriminability activity to the 




correlating with the N2c/P3b complex. We also derived the AUC values from assessing 
the performance of the y values and creating a curve of true positives to false positives. 
The focus in chapter IV will be on the forward model and the AUC values, as they create 
the time course and spatial references for our discriminability activity. 








Regions of Discriminability from the AUC Values 
	
The AUC values were first averaged together for all deviant types. They were 
calculated at 47ms sliding windows from the start to the end of the epoch time range, 
producing two time-dependent AUC curves. A paired sample t-test was then used1 to 
assess the maximum difference between the function AUC and exemplar AUC. Recall 
from chapter 3 that the AUC values indicate the discriminability of the deviant type from 
the standard; the higher the AUC value, the greater the discriminability. This t-test 
produced 2 contiguous regions where the exemplar AUC was significantly different from 
the function AUC: an ‘early’ AUC component that ran from 214—293ms [t(39) = 3.08, p 
< .005], and a ‘late’ AUC component that ran from 419—576ms [t(39) = 4.48, p < .001]. 
These early and late time windows are consistent with the classic time windows seen in 




1 For this test, an alpha of .01 was used. For all subsequent analyses, an alpha of .05 was used.  





Figure 4. 1 AUC values calculated at sliding windows along the latency range of the 
EEG epoch for each participant in electrode space. The vertical green lines represent 
areas where the AUC curves significantly differ via paired t-test (α = .01). The red curve 
represents the discriminability of the function deviant against the standard. The blue 
curve represents the discriminability of the exemplar against the standard. The shaded 
area along each curve represents the standard error. The middle chord (chord 2) is the 
‘deviant’ chord. The contiguity of these two ranges of significant difference was 
interpreted as being robust against type 1 error, so we did not pursue further corrections 
for multiple comparisons. 
 
The AUC components were then averaged together (by participant, by deviant 
type) for the early and late time windows, resulting in 2 AUC values for each participant 
per time window. To simplify, exemplar AUC was subtracted from function AUC, at the 
early and late time windows. A higher score with this single AUC value meant that 
participants were better discriminating the function deviant from the exemplar deviant. 
As such, there were two AUC values per participant, EarlyAUC and LateAUC. These 
AUC values represent the neural discrimination of function from exemplar at the 
specified time region and can be derived from the equation:  
 AUCI/JK.L.M/0K = 	 NKOPKQ AUCRS0L(t)	dtKOKQ − NKOPKQ AUCXY,+(t)	dtKOKQ   (4) 




where t0 represents the start of the time window and t1 represents the end of the time 
window. This represents the generalized equation, which can be further specified for the 
early and late time windows. When the early and late latency ranges are specified, this 
equation leaves two AUC values for each participant, one corresponding to the early time 





 After determining the 2 contiguous regions of significant difference along the 
AUC curves, these two regions were then used to calculate an average forward model by 
pooling all participant data from each condition. Recall from equation (3) that the 
forward model correlates neural discriminability activity to electrode space. As such, the 
forward model provides a spatial map of the discriminability of function or exemplar 
from the standard by electrode site and time window. Below are the results from the 
forward model calculations. 
As seen in Figure 4.2, both conditions match the description of a frontocentral 
negativity in the early window, the N2c component, and both conditions match the 
description of the P3b component in the late time-window. Taken together with the AUC 
results, it can be said that the function deviant reflects a more discriminable N2c/P3b 
signal than the exemplar deviant across all participants. 
 
  






Figure 4. 2 Topographic plots of the forward models at the early and late time windows. 
The blue regions represent negative polarity, while the red regions are positive polarity, 
respectively. The early window corresponds with a frontocentral negativity—the N2c 
component—which classically proceeds the p300 signal (Folstein & Van Petten, 2008; 
Polich, 2007). The later time window shows a classic P3 component. The difference 
between F and E does not appear to be significantly different based on this topography, 
but the discriminability can be assessed by how discriminable they are in these regions. 
 
ANCOVA and Multiple Regression Models 
	
	
 To test whether there were further interactions with the independent variables, the 
early and late AUC values, along with the logIES value, were used as dependent 
variables (see Table 3). 
  





Table 3: Dependent Variables 
Dependent Variable Type 
logIES Behavioral (RT/ACC) 
EarlyAUC Neural (Discrimination) 




   
 
  
     








 To verify that the dependents were informed by one another, a pearson correlation 
analysis was conducted on each combination of dependents. Results showed that logIES 
correlated with EarlyAUC (r(38) = 0.47, p = 0.002) and LateAUC (r(38) = 0.41, p = 
																																																						
2 Absolute pitch (AP) is a phenomenon where an individual can hear a sound frequency and identify the 
musical note correlated with that frequency without any prior frame of reference. 
 Out of concern for the potential interaction effects of absolute pitch on 
discriminability of the deviants, an analysis of covariance (ANCOVA) model was run 
using absolute pitch (AP) as a grouping variable and the independent variables from
Table 4. 2 There was a concern that the participants with AP could employ some unique, 
unaccounted for, strategies to complete the task that were outside of the scope of the
experimental design. In the ANCOVA models with EarlyAUC and logIES as dependents, 
AP did not yield significant interactions or main effects, but did yield significant
interaction in the LateAUC model with nonImpHours (F 1,28 = 4.45, p = 0.044) and 
pianoYears (F 1,28 = 6.03, p < 0.020). As a result, those who indicated having AP on their 
questionnaire were removed from the subsequent multiple regression analyses. For the
sake of completeness, a separate regression analysis including the AP participants was
run to see if there were any significant differences between the regression models with 
and without AP participants. There were no drastic differences between the two 
variations of the model (see Table 5).




0.008). This suggests that more N2c/P3b activity correlated with a faster and more 
accurate response to the function deviant. Early and Late AUC also correlated with one 
another (r(38) = 0.36, p = 0.021), meaning that when there is greater discriminability—as 
indexed by the N2c component—there is greater discriminability—as indexed by the P3b 
component.  
 Multiple regression models were then run for each of the dependent variables 
using the independent variables from the questionnaire. Overall, the logIES and 
LateAUC models were significant (see Table 2). Outright, experience improvising 
(impHours) was significant in predicting logIES values (β = .68, p < 0.001) meaning that 
those with more improvisation experience were faster and more accurate when 
responding to function deviants over exemplar deviants. In the LateAUC model, 
impHours was significant (β = .50, p = 0.008) as well as a pianoYears (β = -0.33, p = 
0.041). Though the overall model was not significant, there was a marginally significant 
main effect of impHours on the EarlyAUC model with AP participants (β = 0.36, p = 
0.064), and a significant effect without AP participants (β = 0.49, p = 0.023). Taken 
together, these two results suggest that those participants with more improvisation 
training showed more discriminability for the function rather than exemplar deviant, and 
the greater the experience on piano, the less discriminable the functional deviant is (see 
Table 5). 
  





Table 4: Significance of overall models3  
 With Absolute Pitch Participants Without Absolute Pitch Participants 
Dependent 
Variable Adj R
2 df df F p value Sig. Adj R
2 df df F p value 
Sig
. 
logIES 0.29 5 34 4.22 0.004 *** 0.48 5 26 6.63 < .001 *** 
EarlyAUC 0.01 5 34 0.93 0.476   0.04 5 26 1.23 0.322  
LateAUC 0.17 5 34 2.57 0.045 * 0.29 5 26 3.53 0.014 * 
 
Finally, a partial regression analysis was conducted on 3 of the independent 
variables (impHours, pianoYears, nonImpHours) to view their partial contribution to the 
overall models. In this analysis, residuals of the dependent are the residuals of the entire 
model (SSResidual = SSTotal – SSExplained) plotted against the residuals of each independent 
variable of interest. This comes from taking the residual sum of squares (SSResidual) of the 
whole model with the independent variable of interest and subtracting from it the 
SSResidual of the model without the independent variable of interest (see Figure 4.1 below). 
The partial regression plots here show that impHours, in isolation against the dependent 
measures, consistently trends positive. 
 
Secondary Interval Analysis 
	
	
 In debriefing with participants, some mentioned that they were listening out for 
the contour of the top note in the progression to complete the task. As such, we conducted 
a secondary analysis to see if the contour of the top notes in the progression were a 
																																																						
3 Significance codes: *** = p < .001, ** = p<.01, * = p < .05 




significant factor in any of the models. Results indicated that the top note had no 
significant impact on any of the statistical models (see Appendix A for a detailed 
explanation).  
Table 5: Multiple Regression models with all Independent Variables4 






ß t p Sig. 
Standardized 




pianoYears -0.05 -0.34 0.738   -0.01 -0.09 0.932   
nonImpHours 0.15 0.91 0.369   0.07 0.45 0.658   
impHours 0.68 4.27 < .001 *** 0.79 5.27 < .001 *** 
Age 0.04 0.25 0.804   0.12 0.91 0.370   
EHI Score 0.11 0.73 0.469   0.04 0.32 0.751   
EarlyAUC 
pianoYears -0.15 -0.92 0.365   -0.11 -0.61 0.548   
nonImpHours 0.15 0.78 0.443   0.22 1.06 0.300   
impHours 0.36 1.92 0.064 . 0.49 2.42 0.023 * 
Age -0.09 -0.51 0.610   0.07 0.37 0.714   
EHI Score 0.11 0.63 0.536   0.03 0.18 0.860   
LateAUC 
pianoYears -0.43 -2.88 0.007 ** -0.33 -2.15 0.041 * 
nonImpHours -0.20 -1.15 0.257   -0.06 -0.31 0.759   
impHours 0.18 1.06 0.296   0.50 2.90 0.008 ** 
Age 0.06 0.37 0.715   0.18 1.14 0.267   





4 Significance codes: *** = p < .001, ** = p<.01, * = p < .05 





Figure 4. 3: Plots of the residuals of impHours, nonImpHours, and pianoYears against 
each of the dependent variables. The X points are those who have more than 1 hour per 
week of improvisation experience, while the O points are those with less than 1 hour per 
week improvisation experience. These points were entered into the plot purely for 
visualization purposes and were not in any way a part of the statistical analyses. It is 
important to note that for the LateAUC model, the absolute pitch participants were 
removed because of the violation of assumptions observed in the ANCOVA model. From 
this, it can be seen that when isolated, impHours still significantly contributes to logIES 
and the P3b signal [as indexed by the lateAUC variable]. The pianoYears variable also 
contributes significantly to the LateAUC model, the more years of piano experience, the 
less discriminable the P3 signal and thusly, the less discriminable the Function deviant 





This set of analyses first showed that the discrimination of function and exemplar 
significantly differ in two contiguous regions along the latency range of the 2000ms 
epoch. The contiguity of these differences was ideal, as it provided a robustness against 
having to correct for multiple comparisons. With these two regions established, the 
function and exemplar AUC values were averaged for each participant, and then the 
exemplar AUC was subtracted from the function AUC at the early and late time regions, 




leaving the EarlyAUC and LateAUC values for each participant. A higher AUC value 
indicated greater neural discriminability of the function deviant from the exemplar 
deviant in that time window. Using the early and late AUC to calculate the forward 
models revealed electrode regions consistent with the N2c component for the EarlyAUC 
and P3b component for the LateAUC, which confirmed that the component complex 
(N2c/P3b) of interest was in alignment with the neural discriminability activity derived 
from the LDA.  
 Next, the ANCOVA and multiple regression models showed that there was 
overall significance in the logIES and LateAUC models. In these models, the 
improvisation experience (impHours) was a significant predictor. As such, the more 
improvisation experience the participant had, the faster and more accurate they were in 
responding to function rather than exemplar and the more neural discriminability activity 
they expressed for the function deviant compared to the exemplar. Though the overall 
EarlyAUC model was not significant, impHours was also a significant predictor in that 
model. The impact of impHours was made more apparent when controlling for all of the 
other variables in the model, where impHours was a positive significant predictor of each 
dependent. The nonImpHours variable was not significant in any model, and pianoYears 
was significant in the LateAUC model, trending negatively against the dependent.  
 As a further check on the overall validity of the analyses, a correlation analysis 
showed that the behavioral measure (logIES) correlated with both neural measures 
(EarlyAUC, LateAUC), and the neural measures correlated with one another. As such, 
the analyses of the data are consistent with one another, showing that improvisation 




experience is a significant driver of discriminating the function from the exemplar 
deviant in both the behavioral and neural domains.








Inferences from the study 
	
	
The impetus for this study was to see how, in the absence of any prior 
information, musicians of differing backgrounds categorized musical structures. In this 
case, musical structures referred to harmonic progressions, which are at the backbone of 
western classical and contemporary music. Furthermore, there was the idea that 
musicians whose backgrounds contained a significant number of hours improvising in 
some way, may categorize the music structures by leaning on their functional 
significance, rather than by focusing on the localized chord to chord to chord differences. 
This idea comes from research on how musicians approach music structure in their 
practice and performance. Where chords and chord progressions will almost always have 
a specific rendering and configuration in traditional western art music, the improvising 
musician will see and realize many different representations of music structure including 
notation with chord symbols that indicating the collection of notes to be played, but does 
not indicate the way to play them; leaving that up to the musician to decode and perform 
(Berliner, 1994).  
 With this in mind, the hypothesis was that improvisation-experienced musicians 
would show have a stronger response to the stimuli with a functional deviant compared to 
those with an exemplar deviant, as the functional deviant contains novel information, 
rather than reconfigured information. Results from the behavioral data showed that 




improvisation experience significantly correlated with quicker and more accurate 
responses to functional deviants (see Table 5). 
The neural measures were constructed to reflect discrimination of function from 
standard and exemplar from standard via linear discriminant analysis. Results from the 
LDA showed that improvisation experience significantly positively predicted 
discrimination of function deviants from exemplar deviants. In other words, participants 
with more improvisation experience more successfully discriminated function deviants 
from the standard, compared to exemplar deviants from the standard.  
Values from the LDA were then used to construct a forward model which 
provided a spatial representation of where the discriminable activity was occurring in 
electrode space. Furthermore, the early and late AUC ranges and the forward models 
reflected an N2c/P3b complex in the appropriate time windows and classic locations in 
electrode space. Most importantly, the neural and behavioral data correlated with one 
another, strengthening the argument that the effects observed were indeed present. Taken 
together, these results suggest that improvisation experience plays a significant role in 
how musicians categorize musical structures. More improvisation experience appears to 
drive stronger responses to functional deviants, where those will less improvisation 
experience respond with even magnitude to both deviants.  
How do these results speak to the intersection of neural and music structure? 
Recall that the N2c/P3b is an ERP complex that reflects the detection of novel stimuli 
which require classification. As such, this complex points to the possibility of 
connections with regions of the brain involved in cognitive control such as the anterior 
cingulate cortex and the medial prefrontal cortex; fronto-medial regions associated with 




conscious judgment of stimuli, internal motivation and reward, and conflict monitoring 
(Botvinick, Cohen, & Carter, 2004; Rogers et al., 2004). These two regions are also 
consistently present in music studies that involve musical performance errors and 
violations from expected feedback (Maidhof et al., 2010; Ruiz et al., 2009; Ruiz et al., 
2011). In studies that have improvisation in the protocol, there are some conflicting 
reports. Some studies show positive correlations between improvised playing and 
cognitive control structures (de Manzano & Ullen, 2012b) while results from Braun and 
Limb (2008) and Liu et al., (2012) show deactivation in these areas. It comes down to 
what kinds of things the participants were improvising on; or if the participants were 
improvising at all. The de Manzano study had participants improvising melodies while 
Braun and Limb had participants improvising over a blues backing track. This difference 
is important, because our experiment suggests that experienced improvisers have stronger 
responses to stimuli they categorize as functionally different. Musically speaking, the 
harmonic progressions in a classic blues or jazz blues do not present chords that deviant 
from the parent key in a way that would cause the improviser to respond with such 
control/classification mechanisms. Just the same, improvising a melody, as in the de 
Manzano study, might trigger those control areas because of the deliberate nature of the 
task being called a ‘melody’. If improvisers categorize musical structures according to 
function as our study suggests, it seems to be the case that activity in these neural 
structures will correlate with changes functional structure of the music. Since improvisers 
employ strategies to realize a multitude of exemplars of chord structures, this means that 
functional shifts in the music structure should, in part, come from music-theoretic 
grounding. As can be inferred from our study, when experienced improvisers did 




perceive a functional change, this change drove the neural response. Going a bit deeper, 
this work could point to the idea that experienced improvisers do not simply enter a state 
of mind wandering when improvising, but may stay in that mental state when the music 
does not present functionally different information, or if the improviser does not 
deliberately challenge the framework of the music. Furthermore, it could be the case that 
experienced improvisers can more easily move between conscious control and 
unconscious mental states while improvising. The increased functional connectivity 
between the motor programming and executive functioning areas seen in several 
improvisation studies points to the idea that control of motor generation might be a 
significant part of the gateway to this freedom to move between these two networks. 
Why would this be the case? As a matter of training, improvising musicians are 
often given basic musical structures—road maps in the form of lead sheets—but not 
instructed on how to realize them. As such, part of gaining experience as an improviser 
means realizing music structures—such as chord structures—in ways that most 
accurately address the piece, given physical and temporal limitations. This could mean 
that improvisers see exemplars as a lateral substitution rather than a vertical (or level 
change) movement.  
Returning to the cooking analogy, if an experienced chef is in a cooking 
competition and has to make a dish—but is forced to use some mystery ingredients to do 
it—knowledge of the functionality of different foods enables the chef to improvise a 
recipe by making substitutions. If you’ve ever watched cooking competitions such as 
Chopped or Iron Chef, you know how important this knowledge is for success. This kind 
of associative linking between ingredients, chords, melodies, and rhythms, is a part of the 




associative hierarchy of the chef’s and musician’s knowledge, respectively. The 
associative hierarchy, first theorized by Sarnoff Mednick, suggests that the way that 
associations are organized enables the individual’s ability to creatively problem-solve 
(Mednick, 1962). This theory has since been corroborated by research that shows 
associative knowledge plays a role in creative divergent thinking alongside executive 
functioning (Beaty, Silvia, Nusbaum, Jauk, & Benedek, 2014), and in the quality of jazz 
improvisations as rated by expert judges (Beaty, 2013, 2015).  
The application of this research could prove to prove to be beneficial for music 
educators and general educators. Educational practice in the United States has continued 
to move towards an integrated approach to learning, where students are encouraged to 
think conceptually about the material, and use these concepts in problem solving 
initiatives such as the STEAM initiative (Science Technology Engineering, Arts, 
Mathematics) that has swept the United States (Harris & de Bruin, 2017). Alongside the 
STEAM initiatives, teaching improvisation could be key for learners who may have a 
hard time learning a skill or concept when they’ve only been given one way to acquire 
that knowledge. Where these new educational practices implicitly encourage innovative 
problem solving, integrating improvisatory practice into teaching focuses on developing 
strategies and techniques for innovative problem solving. Many of the studies mentioned 
in this manuscript have shown expert improvisers, who learn to navigate in a number of 
musical environments and become less inhibited by error monitoring processes as a 
byproduct, encourage cognitive exploration without the consequence of inhibition from 
playing the ‘wrong notes’. The very concept of what a ‘wrong note’ is is context-
dependent and personal to the improviser. 




Developing this mindset is key in problem solving, particularly in instances where 
there could be multiple solutions to a problem, or where there are multiple problems to 
solve at once. A curriculum which includes a diverse array of experiences could lend 
itself to more creative performance (Leung, Maddux, Galinsky, & Chiu, 2008). As the 
practice of improvisation welcomes a diversity of scenarios for betterment, exposure to 
this kind of practice could potentially assist in a learner’s ability do develop a method for 
looking not only to proximal, but also distal solutions to problems and challenges they 
face. Alongside this, it is important to highlight the idea that these improvisation studies 
have shown us that expertise seems to remove some of the cognitive hurdles that can 
inhibit the flow from an error monitoring state to a mind-wandering state. The more time 
spent improvising and learning how to improvise, the easier it might be to remove the 
roadblocks preventing a solution from forming by the participant; regardless of the 





Taking it a step further, it could be the case that—beyond categorizing musical 
structures as more functional or less—improvisers employ an associative hierarchy to 
represent these structures according to functional class; their way of knowing and 
representing music is based on the functional properties of the structure. In this 
experiment, the musicians were not asked to explicitly classify the deviants one way or 
another. If they were, and if we hold this theory to be true, one could imagine that the 
experienced improvisers would have more difficulty explicitly classifying exemplar 
deviants over functional deviants. This experiment paves the way for future work that 














Another way to look at how experienced improvisers represent music structures is 
to measure their neural responses during musical performances while having to complete 
a non-musical task; the motivation being that the additional task can triangulate neural 
responses to music structure to musical responses to music structure. A new experiment 
that uses a working memory task is currently being piloted by myself, which aims to 
investigate how cognitive load affects both the neural response and the structural 
response in varying musical environments.  
Participants will be tasked with improvising over one of two kinds of jazz 
standards1 at one of three different tempos2 and one of two different time signatures3. At 
																																																						
1 A Blues in F or ‘Giant Steps’ by John Coltrane (Blue Note, 1959) 
2 100, 180, or 260 beats per minute 
3 4/4 or 7/4 
 At present, it is unclear how experienced improvisers are representing these
musical structures. Though the research presented here focused on perceptual differences, 
these structures could be represented based on motoric differences; various instantiations
of a chord within-class have a different neural representation than a chord instantiation
between-class. Methods such as representational similarity analysis (RSA), which relate 
proximal representations of stimuli to neural responses (Nili et al., 2014), will be a
crucial way to disambiguate which mechanisms are driving experienced improvisers
towards representations of music structures, one way or another. Work using this 
technique in a case study has been helpful in showing that RSA can map musical features
to neural structures (Levitin & Grafton, 2016).




the same time, participants will be asked to look at colors that will flash across a screen 
and report how many of the target color screens did they see at the end of the trial. The 
goal is to understand how changing musical environments and the demands of working 
memory modulate the structural features of what the participants improvise, and the 
neurophysiological correlates of those modulations. The hope is that this experiment will 
provide additional insight into how improvisers evaluate structural information, and then 





This work was motivated by the idea that there is a relationship between neural 
structure and the intricacies of music structure, which generate ways of knowing and 
interfacing with music. Furthermore, this work was motivated by the idea that ways of 
knowing music could be different for different kinds of musicians. This project showed 
that there are indeed neural and behavioral differences in the way that musicians with 
differing methods of training categorize different music structures; the way that the 
musicians know the music to be. I hope that we will continue to uncover the relationship 
between neural and musical structures by continuing to look at a greater diversity of 
musical structures across cultures, and utilize more methods of imaging neural responses 
and architecture to link the neural structure to the music.
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Overall, the logIES34 and lateAUC34  models were significant. Within the models, 
impHours was significant in the logIES34 model (β = -0.47, p < 0.05), where pianoYears 
 Having an associative library does not necessarily lead someone to make a
conscious choice about differences, particularly in a task like the one in this experiment. 
There is a question of what mechanisms or strategies drove the participants to make the
choices they did for this expeirment. In the task, participants were not instructed on 
which difference to respond to, but instead, they were instructed to respond to any
difference. This could mean that participants may have employed a range of strategies for 
completing the task. In debriefing with the participants, many mentioned that they were
listening for the contour of the top voice in the chords; identifying how much the top note
‘leaped’ from the first chord to the second chord, and using that information to identify 
the progression. Though the stimuli were counterbalanced to null the effect of that
strategy, a secondary analysis of the top notes of the chord voicings was conducted. The
analysis compared the movements of the top notes in the standard progressions to each
deviant. For each exemplar deviant, the top note in the middle chord was always a 4 th
away from the standard. For the function deviant, the top note was always either a 3 rd or 
5 th interval away from the standard (see Figure 5.1). The logIES and (early/late) AUC 
variables were reconstructed using the block types with functional deviants of a 3 rd
interval distance from the standard, and their corresponding exemplar deviants.




and nonImpHours were significant in the lateAUC34 model (β = 0.46, p < 0.001; β = 
0.46, p < 0.01, respectively). This was taken to mean that those with more improvisation 
experience performed better with stimuli that had an interval distance of a third rather 
than a fourth. Additionally, those with more piano experience and less improv experience 
better discriminated the stimuli that had an interval distance of a 4th rather than a 3rd . 
These analyses indicated that despite self reports of this strategy, this strategy was not a 
driver for the effects seen in the primary analysis. It is unclear how to interpret the results 
beyond this, mainly because unlike the primary analysis, the ‘34’ dependent measures 














 Appendix A. 1: Interval analysis of the stimuli. Intervallic distance was measured 
by comparing the top note in the middle chord of the standard against the top note in the
 middle chord of its function and exemplar counterparts. This top note could be in either
 direction, as in, the top note could be above or below the standard. As an example, the
 function deviant in blocktype 2 has a top note that is a 3 rd above the standard (F above 
D), and the function deviant in blocktype 4 has a top note that is a 3 rd below the standard
 (D below F).











  Recall from Equation (2) that the linear discriminant analysis is based on the 
equation 𝑦 = 	𝑤\𝑥, where w is the vector of discrimination of different classes of data, 
and x represents the EEG data at each electrode site. The discriminator vector, w, can be 
derived from the following equation:  
 w = arg	max	 abcaEabdaE  (5) 
which finds the maximum eigenvalues of discrimination in the vector as they relate to the 
pooled covariance of the within class data, SW, and the between-class variability, SB. This 
equation can be represented as: 
 w =	SaPNSe  (6) 
where SW and SB take the forms of: 
 Sf = 	 (x.g − x.)(x.g − x.)3higjNL	.jN   (7) 
 Se = 	 N.(x. − x)(x. − xL.jN )3  (8) 
 
where 𝑁m refers to the sample size of the scatter (N epochs), 𝑐 refers to the number of 
classes,	𝑥mo refers to x observations of EEG data , 𝑥m is the mean for the class, and 𝑥 	refers to the grand mean of the data set. It is important to note that only correct responses 
to the deviant stimuli were used in the LDA analyses.1 
	
																																																						
1          
              
 A subsequent study using this dataset is being conducted looking at pre-trial decision-making in both
correct and incorrect responses by Faller, J., Goldman, A., Jackson T., Lin, Y., Sajda, P. (in progress).
