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a b s t r a c t
This paper aims to start an analytical study of the computational complexity of some online
shunting problems. We analyze the following problem. Consider a train station consisting
of a set of parallel tracks. Each track can be approached from one side only or from both
sides and the number of trains per track may be limited or not. The departure times of the
trains are fixed according to a given time table. The problem is to assign a track to each train
as soon as it arrives and such that it can leave the station on time without being blocked by
any other train.
We show that this problem can be modeled with online coloring of graphs. Depending
on the constraints, the graphs can be overlap graphs (also known as circle graphs) or
permutation graphs, and the coloring can be bounded or classical. This paper covers several
combinations of these cases.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let us consider a train station. In the general case, the train station has two ends. Trains arrive from one end and leave
from the same or from the other end. While the trains are in the station, they are stored on a track, which may be a platform
(for a station), or simply a track (for a train depot). The departure times of the trains are fixed according to a given time
table. The problem is to assign a track to each train as soon as it arrives and such that it can leave the station on timewithout
being blocked by any other train. As empty tracks are important resources in any station, especially when disturbances of
the railway system have to be faced, we want to solve the problem by using as few tracks as possible. Moreover, as shunting
movements are time and space consuming activities, we require that the trains are stored under the condition that, at the
departure time each of them is always ready to leave the track without shunting activities.
The track assignment problem is closely related to the more general shunting problem, that concerns the rolling stock
allocation on a railway infrastructure under time, space and operational constraints. The shunting problem occurs in
practical optimization problems like, e.g., the storage of trams or buses in a depot outside the rush hours, the rearrangement
of coaches among different trains, the freight car distribution, and also the assignment of trains to platforms in a station
[2,6,8,11,12,17–20,26,29,30].
However, appropriate mathematical models which take into account all the operation restrictions, capacity limits, and
also time and operating constraints that arise in this context are quite complex. In [4] the authors, motivated by the purpose
of analyzing the abstract background of the track-assignment problem, studied the following problem: a set of trains and
a set of parallel tracks are given. Each train might approach the station from the left-hand side or from the right-hand side
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and might leave the station to the left-hand side or to the right-hand side. The direction from which it enters or to which
it leaves the station, however, is fixed. Also the arrival time and departure time are fixed. The problem is to assign tracks
to the trains such that they can enter and leave the station on time without being blocked by any other train. The authors
consider some variations of the offline problem on cyclic time tables as well as on non cyclic time tables (called linear time
tables). They also analyze the online version of one variant of the assignment problem: when the time table is linear and
there is a time at which all trains are in the depot before the first departure.
Many of the models presented in [4], also discussed in [19], are reconsidered here in an online version. Since the trains
may accumulate lateness during the day, the exact time of arrival of each train is unpredictable. Then we need algorithms
able to compute solutions which are robust against delays. A first attempt to deal with a limited set of delay scenarios
in this context has been done in [5] where the performance of a robust algorithm is measured by the ratio between the
value of an optimal solution and that achieved by the robust solution. However, the proposed algorithms deal only with
sequences of arrival trains that fall in one of the foreseen scenarios. Then, the importance of studying the online version of
the track assignment problem is twofold: on one hand, to provide a solution even in the worst unpredictable scenarios;
on the other hand, to give an upper bound to the ratio between an optimal and a robust solution. Indeed, any robust
algorithm for a given problem should have a performance ratio less (i.e., better) than that of an online algorithm for the same
problem.
Thus, we assume here that tracks must be assigned online, as the trains arrive, on the basis of departure times and
previous assignments. In some cases, we also take into account the finite length of a track: tracks have a finite capacity and
may contain only a bounded number of trains. Throughout this paper, we consider that this bound is fixed to an integer b.
The Online Track Assignment Problem can be derived into several different models, all of them studied in this paper. We
call them: the Train Depot Problem (trains enter and leave from only one side), the Small Train Station Problem(trains enter
from any side butmust leave from the opposite side) and the Big Train Station Problem (trainsmay enter and leave from any
side). As it will be shown, these cases are equivalent to online graph coloring problems on permutation graphs or overlap
graphs, depending on the model. For each model, we will show the equivalence with the appropriate online graph coloring
problem and give an analysis of it. Taking into account tracks with a finite capacity b leads to online bounded graph coloring
where each color cannot be used for more than b vertices.
Themotivating contextmakes it natural to reveal the information about a trainwhenever it enters in the station; so trains
are revealed in the increasing order of their arrival time. Depending on the model it leads to a specific order for revealing
the vertices of the related graph. This motivates the framework we propose for online coloring and online bounded coloring
of permutation graphs and overlap graphs. Many other applications of coloring permutation graphs motivate, in an online
context, the same online models. Some generalized graph coloring problems also lead to similar problems (see for instance
[7] for such generalizations with possible online versions). On the other hand some applications motivate different models
for revealing vertices. This is in particular the case for an application in the steel industry developed in [27]; here, the natural
online version leads to the online coloring of a permutation graph revealed in any order. Even if this is not the focus of this
paper, we give in Section 3.4 some results for this case since, from a theoretical point of view, it is complementary to our
study.
Online coloring is indeed a very interesting area with its own theoretical interest. It has been widely studied (see e.g.,
[10,15,16,21–24]) and this article is a new contribution to this area. To our knowledge, it is in particular the first attempt of
studying online bounded coloring problems.
After a section devoted to basic definitions and notation, the main results are presented in Sections 3 and 4. The former
collects all the results obtained when the underlying graph of the track assignment problem is a permutation graph. The
latter is devoted to the results achieved on overlap graphs. Moreover, results on a generalization of the Online Track
assignment Problem, equivalent to the online coloring of permutation graphs with an arbitrary presentation order of the
vertices, are also reported in Section 3, in paragraph 3.4. Concluding remarks are presented in Section 5.
2. Definitions and notations
Any term related to graph theory not defined here can be found in [1].
A graph G consists in a finite set V and a symmetric irreflexive binary relation on V . V is called the set of vertices. The
binary relation is represented by a collection E of unordered pairs, called edges. Wewill write G = (V , E). If (v,w) ∈ E, then
v andw are said to be adjacent. We also define n = |V |.
A stable set of a given graph G = (V , E) is a set S ⊆ V such that for each pair of vertices v andw in S, (v,w) ∉ E. A clique
is a set K ⊆ V such that for each pair of vertices v andw in K , (v,w) ∈ E.
A proper coloring of a graph, sometimes simply called a coloring or, in this paper, an unbounded coloring, consists in a
partition of V into stable sets. Each stable set is associated to a color. When talking about graph coloring, the terms ‘‘stable
set’’ and ‘‘color’’ are often used as equivalents. A k-coloring is a coloring that uses at most k stable sets. The chromatic number
χ(G) of a graph G is the smallest number k such that G admits a k-coloring. A (k, b)-coloring is a coloring that uses at most k
stable sets andwhere each set has a size of at most b. Such colorings are also called bounded colorings. The bounded chromatic
number χb(G) of a graph G is the smallest number k such that G admits a (k, b)-coloring.
In thiswork,we consider online versions of graph coloring problems. An online problem can be seen as a two-player game
involving an adversary and an algorithm. At each step, the adversary presents a piece of the instance and the algorithm has
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to give a partial solution, which cannot be modified when new parts of the input will be presented. An online problem is
generally characterized by the underlying offline problem and two sets of rules that have to be respected by the adversary
and the algorithm, respectively.
In all the online coloring problems that will be mentioned in this paper, the rules are the following: the adversary
has to present vertices of the graph one by one, with the edges linking it to its already presented neighbors. For each
vertex, the algorithm will have to assign one color to it, and may not change its decision in the future. In the frame of
the underlying track assignment problems, it will correspond to the case where trains are revealed over time and whenever
a new train arrives one has to assign it to a track. Considering that information about a train is revealed whenever it enters
in the station, it will lead to a specific order for revealing vertices in the underlying coloring problem. This order depends
on the model we are working with. Since we are only considering pure online cases, no additional a priori information
about trains (such as their number, the departure times, . . . ) is taken into account. Exploiting such a priori information
could be useful and could impact the possibility of devising more efficient online algorithms. It is relayed to future
work.
Online algorithms are traditionally evaluated according to their competitive ratio. The competitive ratio is also called
performance ratio. Let A be an online algorithm and P a minimization problem. Then λA(I) denotes the maximum (worse)
score A achieves for P over the online presentations of the instance I respecting the given rules. An online algorithm is said
to guarantee a competitive ratio of c (or to be c-competitive) if, for every instance I , λA(I) 6 cλopt(I), where λopt(I) is the
offline optimal solution for P on I . An online algorithm is called exact (or solves the problem exactly) if it computes the
optimal offline solution for any online instance (it has a competitive ratio of 1). An instance is also said to be exactly solved
if the algorithm computes the offline optimal solution for it. An online algorithm is called optimal if its competitive ratio
cannot be improved by any other online algorithm. The competitive ratio of a problem is the competitive ratio of an optimal
algorithm for it.
A permutation graph is a graph for which there exists a permutation such that every vertex of the graph corresponds to an
element in the permutation and two vertices are adjacent if and only if the corresponding elements appear in reverse order
in the permutation, that is they form a decreasing subsequence of size 2. Note that different permutations may correspond
to the same graph.
Note also that we can equivalently associate such a graph to any sequence of pairwise different real numbers: such a
sequence can indeed be associated to a permutation by replacing the real numbers by their rank. Then the permutation
graph associated to a subsequence is a subgraph of the permutation graph associated to the whole sequence. In this work,
the term permutation could be equivalently replaced by sequence of pairwise different real numbers and by extension, it allows
us to speak about sub-permutation. Moreover, in our online models, all the trains are not known in advance and thus it is
not possible to determine the rank of departure time of the arriving train while the value of its departure time is known. So
it will be often more convenient to work on sequences of pairwise different real numbers than on permutations.
In this paper, we will use a very common representation for permutation and by extension for permutation graphs,
called the lattice representation. The permutation is represented on a two-dimensional space (plane): the y-axis represents
the values of the elements of the permutation and the x-axis represents the position of these elements. A point (x, y) on
the plane means that an element of value y is at position x in the permutation. E.g., the permutation [3, 4, 1, 2] can be
represented by the set of points {(1, 3), (2, 4), (3, 1), (4, 2)}. Consider conversely a set S of points with coordinates in R2
and such that, if (x, y) and (x′, y′) are two points of S, then x ≠ x′ and y ≠ y′. It is straightforward to associate to S a
permutation by numbering the points following the increasing order of the y values and presenting the numbers following
the increasing order of the x values. All the sets leading to the same permutation through this process are equivalent lattice
representations of the permutation and every lattice representation of a permutation associated to a given permutation
graph are lattice representations of the permutation graph. When no ambiguity occurs, given a fixed permutation, we will
identify vertices in the related permutation graph, points in the lattice representation and elements in the permutation.
On a latticial plane, p|x denotes the x-coordinate of point p and p|y denotes the y-coordinate of point p.
Given a set of points in the plane as above, that is having x-coordinates pairwise different as well as y-coordinates, the
corresponding permutation graph is such that the points are the vertices and two points (x, y) and (x′, y′) are adjacent if and
only if x < x′ and y > y′. Coloring a permutation graph is equivalent to partitioning the related permutation into increasing
subsequences [9]. E.g., [3, 6, 5, 10, 7, 1, 11, 8, 2, 12, 9, 4] can be decomposed into [3, 6, 10, 11, 12], [5, 7, 8, 9] and [1, 2, 4].
When working directly on the permutation, we will equivalently refer to coloring the permutation for partitioning it into
the minimum number of increasing subsequences or coloring the related permutation graph. Also, a bounded coloring of a
permutation is a decomposition of the permutation into increasing sequences, each with a limited number of elements; it
corresponds to a bounded coloring of the related permutation graph.
Considering two intervals on a line, we say that they overlap if and only if they share at least one common point, and
none is included in the other.
An overlap graph1 is an undirected graph for which there exists a set of intervals on a line such that every vertex of the
graph corresponds to an interval and two vertices are adjacent if and only if the corresponding intervals overlap.
1 Overlap graphs are also known as circle graphs [14].
M. Demange et al. / Discrete Applied Mathematics 160 (2012) 1072–1093 1075
A very common algorithm for coloring graphs is the greedy algorithm First-Fit, denoted by FF. An infinite set of ordered
colors denoted by 1, 2, . . . is given. FF considers the vertices one after the other following a given order and assigns to vertex
v the first color that was not assigned to an adjacent vertex of v. Unused colors are deleted after coloring all vertices of the
graph. Chvátal [3] characterized the perfect orderings that are such that FF solves the graph coloring problem on the graph
and on all its induced subgraphs optimally (so, FF seen as an online algorithm is exact whenever vertices are presented in
such order). This is for example true, if the vertices are ordered according to a transitive orientation of the edges in the graph.
For permutation graphs, it is in particular the case when the vertices are ordered following the order in the permutation
from the left to the right or on the contrary from the right to the left. In this case, FF, used as an online algorithm, is an exact
algorithm for coloring a permutation graph. Note also that for permutation graphs, FF can be equivalently implemented on
the graph or directly on the permutation and thus, it is an exact algorithm for coloring a permutation revealed from left to
right or from right to left. This property is generalized in Section 3.4.1. Note however that for arbitrary vertex-orderings, FF
can behave arbitrarily bad even on permutation graphs [24].
In this paper we also consider the b-bounded First-Fit algorithm (FFb): it colors a new vertex with the smallest possible
color used less than b times.
3. Permutation graphs
In many situations, the track assignment problem can be reduced to coloring a permutation graph; this section
concentrates on these situations. They are considered in the unbounded and the bounded case. In each case, we show the
equivalence between the given problem and online coloring of a permutation graph. The main difference from one case to
another is the order of presentation of the permutation.
3.1. The train depot with the midnight condition
The first model that we study is a train depot. Trains must be stored during the night on tracks. The tracks are organized
as stacks, such that the last train to enter must be the first to leave on the next morning. In order to save time and energy,
one wants to make sure that, when a train departs the next morning, it is always at the top of its stack. In the notation of [4],
all trains are RR (standing for ‘‘Right–Right’’) or all trains are LL (standing for ‘‘Left–Left’’).
One can represent on a time-axis the intervals during which each train must be stored in the depot. Two trains may
be on the same track if their intervals are completely disjoint or if the interval of one train is contained in the interval of
the other train (the first train arrives before and leaves after the second). On the other hand, two trains are in conflict, that
is they cannot be on the same track, when their intervals overlap. Thus, one can make a conflict graph where each vertex
represents a time interval and two vertices are joined by an edge if and only if the two intervals overlap. Such a graph is then
an overlap graph. To model our track assignment problem, we can thus use online coloring of overlap graphs. Since one gets
the knowledge of a train at the time when it arrives, the online model must state that the vertices of the overlap graph are
presented in increasing order of the left extremity of their corresponding intervals along the time axis.
The case of overlap graphs will however be studied in the next section. For now, we make the natural consideration
that there is a time in the night at which all trains are in the depot. This is called the midnight condition and it means that
the intervals of the trains all share at least one point. It has been proved [13] that in this particular case, the overlap graph
is a permutation graph. To construct a permutation representing it, let us for instance number the intervals in decreasing
order of their right most point and write these ranks in increasing order of their left most point. Note that, in this case, the
increasing order of arrival times (leftmost points of intervals) corresponds to the order from left to right on the permutation.
Nevertheless, since the ranks cannot be computed online, we can equivalently represent it by a sequence of pairwise
different real numbers: without loss of generality we can suppose that there is a bound M such that all departure times
are less thanM and replace in the previous construction the rank of trains by (M minus the departure time). For instance if
all the trains are in the station at midnight and none remains more than 24 h in the station, one can takeM = 25.
Since we know the time of arrival and of departure of our trains (once they are presented), we consider that the
permutation graph is given on a lattice plane and it is revealed in increasing order of x-coordinates. Because of the order of
presentation of the permutation, the unbounded version of this problem is straightforward and has a performance ratio of 1.
Indeed, there exists a polynomial algorithmwhich partitions a permutation into aminimumnumber of increasing sequences
by reading the permutation from left to right [14]. Therefore, we concentrate on the bounded version of the problem.
Lemma 1. A lower bound for the performance ratio of the online bounded coloring of a (k, b)-colorable permutation is 2− 1/l,
where l = min{b, k}, even if the permutation is revealed from left to right.
Proof. Suppose that k is known and fixed a priori. We prove Lemma 1 with a permutation presented on its lattice
representation, as described in Adversary 1. The zone A denotes the admissible zone where any element in the future will
be presented. At the beginning, A is the complete plane. At every iteration, a stable setΣ (an increasing sequence) of size b
in A is presented and A is reduced to a part of itself.
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Adversary 1
1: A is the complete plane. Nβ = 0.
2: for l− 1 times do
3: Present a stable setΣ (an increasing sequence) of size b in A.
4: if the elements ofΣ are colored with two or more different colors then
5: A ← A ∩ AαΣ
6: else
7: A ← A ∩ AβΣ ; Nβ = Nβ + 1
8: end if
9: end for
10: Present a clique Cγ of size Nβ + 1 in A.
Fig. 1. Definition of AαΣ and A
β
Σ .
Fig. 2. Zone A after an α sequenceΣ1 and a β sequenceΣ2 .
Let us denote (see Fig. 1) AαΣ = {(a, b) : a > p|x, b < p|y,∀p ∈ Σ} and AβΣ = {(a, b) : a > p|x, b > p|y,∀p ∈ Σ}. If the
elements of Σ are colored with two or more different colors, the adversary redefines A as A ∩ AαΣ (step 5), such that each
element on A will be adjacent to each element inΣ . In this case,Σ is said to be of type α (or an α sequence). Otherwise, if
all elements ofΣ are colored with the same color, the adversary redefines A as A ∩ AβΣ (step 7), such that every element on
Awill form a stable set withΣ .Σ is now said to be of type β (or a β sequence). Fig. 2 represents the zone A after presenting
one α sequence and one β sequence.
Let Nα be the number of α sequences and Nβ be the number of β sequences. After presenting l− 1 = Nα +Nβ sequences
(step 9), finally, the adversary presents a decreasing sequence (a clique) Cγ of size Nβ + 1.
Let λα be the number of colors used in all sequences of type α, λβ be the number of colors used in all sequences of type
β and λγ be the number of colors used in Cγ . Finally, let λ be the total number of colors used by the algorithm.
The definition of A after a sequence Σ of type α allows us to say that every vertex presented after Σ will be adjacent
to any element ofΣ . Thus, any color used inΣ will never be used again on this instance. Besides that, since the sequences
have size b, a color used on a sequence Σ of type β is saturated and may therefore not be used on any element not in Σ .
Thus, no color is used in two different sequences. Therefore, we have:
λ = λα + λβ + λγ (1)
and
λα > 2Nα; λβ = Nβ; λγ = Nβ + 1 (2)
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and thus
λ > 2Nα + 2Nβ + 1. (3)
Since the algorithm presents exactly l− 1 sequences of types α and β ,
2Nα + 2Nβ + 1 = 2(Nα + Nβ)+ 1 = 2(l− 1)+ 1 = 2l− 1 (4)
λ > 2l− 1. (5)
Let us now calculate the bounded chromatic number χb of the instance presented above. Each α sequence contains b
elements and can thus be colored with exactly one color. Thus, it is possible to use exactly Nα colors on these sequences.
Consider now the sub-permutation induced by the elements of the β sequences and Cγ . By construction, the β sequences
form a stable set Σβ of size Nβb and each element of Cγ forms a stable set with all the elements of Σβ . It is possible to
cover this sub-permutation with stable sets containing each at most b − 1 elements of Σβ and 1 element of Cγ . Since
|Σβ | = Nβb 6 (Nβ + 1)(b − 1) (recall Nβ 6 l 6 b), at most |Cγ | = Nβ + 1 such stable sets will be needed. Thus, one can
color this sub-permutation with Nβ + 1 colors. Therefore
χb 6 Nα + Nβ + 1 = l. (6)
From (5) and (6), we can deduce that the competitive ratio c of the online bounded coloring problem of permutations
delivered from left to right is:
c >
λ
χb
> 2− 1
l
. (7)
Remark 1. If k is unknown in advance, we can consider the same instance as above with k > b and thus have c > 2− 1/b.
Bound (7) and Remark 1 end the proof of Lemma 1. 
Lemma 2. The performance ratio of FFb for the online bounded coloring of a (k, b)-colorable permutation presented from left to
right is at most 2− 1/l, where l = min{b, k}.
Proof. Let λFFb(π) be the number of colors used by FFb for the online bounded coloring of the permutation π presented
from left to right.
Let χb be the exact bounded-chromatic number of the permutation π for the bound b. Let NS be the number of colors
which are saturated at the end of the execution, i.e., the colors which contain exactly b vertices. Let NS¯ be the number of
colors which are not saturated. 
Remark 2. If one considers only the permutation π ′ induced by elements colored by colors in NS¯ , we have λFFb(π
′) =
λFF(π
′) = χ(π ′)where λFF(·) denotes the number of colors used by FF for unbounded coloring and where the last equality
holds since the permutation is presented from left to right (a perfect order).
So we have
λFFb(π) = NS + NS¯ . (8)
Let n be the number of elements in the permutation. Since colors in NS¯ are non-empty, we have:
n > bNS + NS¯ (9)
χb >
n
b

>

bNS + NS¯
b

= NS +

NS¯
b

(10)
NS 6 χb −

NS¯
b

. (11)
We deduce from Remark 2 that NS¯ 6 χb. Thus,
λFFb(π) 6 2χb −
χb
b

. (12)
We now consider two cases:
(1) If k 6 b, then l = k and
λFFb(π) 6 2χb − 1. (13)
And thus the performance ratio cFFb of FFb is
cFFb 6
λFFb(π)
χb
6 2− 1
χb
6 2− 1
k
= 2− 1
l
. (14)
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(2) If k > b, then l = b and
λFFb(π) 6 2χb −
χb
b
. (15)
And
cFFb 6
λFFb(π)
χb
6 2− 1
b
= 2− 1
l
. (16)
This ends the proof of Lemma 2. 
Theorem 1. The performance ratio of the problem of online coloring a (k, b)-colorable permutation presented from left to right
is 2− 1/l, where l = min{b, k}, and FFb achieves this ratio.
Proof. The proof is immediate from Lemmas 1 and 2. 
Remark 3. A careful reading of the proofs given here shows that this result also holds for comparability graphs if the vertices
are presented in the order of non decreasing rank.
3.2. The small train station
In this subsection, we consider a small train station where trains pass through, but never turn back. They all enter from
one side and exit to the other side. Again, the goal is to minimize the number of tracks needed while making sure that
at any moment in time, a train that is scheduled to leave the station is not blocked behind another train. As this model
corresponds to a typical small train station, we call it the Small Train Station Problem. In [4], this model is called Without
Turning Back Trains and it is shown that this problem is also equivalent to the coloring of a permutation graph. In this case
the permutation graph is built as follows: if two trains go in the same direction, there is an edge if one of the corresponding
intervals is contained in the other, otherwise, if two trains go in opposite directions, there is an edge if the corresponding
intervals share at least one point. Note that the midnight condition is not required here. A train is said to be of type LR if it
enters the station from the left and leaves it from the right, and of type RL in the opposite case.
Here again, because of the dependence on the time, the intervals are presented in increasing order of their left ends.
However, in opposition to the case of the train depot with the midnight condition and due to the way in which the
permutation graph is built, this does not correspond to a presentation of the corresponding permutation from left to right.
Nevertheless, let us point out the following remark:
Lemma 3. In the Small Train Station Problem, if all trains are of the same type, either LR or RL, then FF is an exact algorithm.
Proof. A corresponding permutation can be obtained by ordering trains in their arrival order and affecting values
corresponding to their departure order. Consequently, in this case, this corresponding permutation is revealed from left
to right and FF solves it exactly. Note that it is then equivalent to apply FF on this permutation or directly on the interval
representation. The same holds if all trains are of type RL. 
Lemma 4. The performance ratio of FF on the Small Train Station Problem is not bounded by a constant.
Proof. Consider Adversary 2 (see Fig. 3 for illustration). For any integer K , it is easy to verify that FF will use exactly i colors
on each setΣi, and thus use exactly K colors. The optimum on this instance, however, is to put all intervals of type LR in one
color, and all intervals of type RL in another color, thus using exactly 2 colors. Thus, for any integer K , one can force FF to a
performance ratio of K2 . 
A much better performance ratio can however be obtained.
Lemma 5. The performance ratio c of the Small Train Station problem is upper bounded by 2.
Proof. The proof is straightforward by applying FF separately on the permutation given by the trains entering from one side
and the permutation given by the trains entering from the other side. If one never uses one track for two trains of different
types, then each permutation is partitioned optimally by FF by using Lemma 3. Since the optimal number of tracks for the
complete permutation is at least as big as the optimal number of tracks of both sub-permutations, the total amount of tracks
is at most twice as big as the optimum. 
By using Theorem 1 and FFb instead of FF, we immediately deduce:
Corollary 1. The performance ratio of the Small Train Station Problem with tracks of capacity bounded by b is upper bounded by
2(2− 1/l), where l = min{b, λopt} and λopt is the optimal off-line value.
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Adversary 2
Input: An integer K .
Output: An instance of the Small Train Station Problem on which FF has a performance ratio of K2 .
1: T ← LR
2: for i = 1, . . . , K do
3: Present a setΣi of i overlapping intervals, numbered from Ii,1 to Ii,i of type T such that no interval ofΣi overlaps any
interval of type T in sets {Σj|j < i}. In addition, make sure that each interval Ii,j overlaps intervals I(i−1),k if and only if
k > j.
4: If T = LR, then T ← RL. Else, T ← LR.
5: end for
Fig. 3. This figure illustrates the instance presented by the Adversary 2 (for K = 4). The small number near each interval represents the color assigned by
the FF algorithm.
3.3. The Big Train Station
In this subsection, we study the case of a big train station, where trains may enter from both sides and leave from both
sides. We also assume that the midnight condition is fulfilled. We call this problem the Big Train Station Problem. As shown
in [4], this problem is again equivalent to coloring a permutation graph.
The corresponding permutation is built in the following manner [4]:
(1) The trains departing to the left are labeled in increasing order of their departure time followed by the trains departing
to the right in decreasing order of their departure time. This is exactly the order in which the trains should be positioned
on one track such that they can leave on time.
(2) For the permutation, the trains arriving from the left are ordered in decreasing order of their arrival time followed by
the trains arriving from the right in increasing order of their arrival time. This corresponds exactly to the order in which
the trains would be positioned at midnight if only one track was given.
(3) The permutation is given by reading the labels that where attributed in step 1 on the trains ordered according to step 2.
Note that, similarly as in the previous cases, since the rank of departure times are not known online (but only when the
last train is known), the labels attributed at step 1 are real numbers representing the departure times and the permutation
is in fact a sequence of pairwise different real numbers. In this case, using the above definition, the presentation of the
corresponding permutation starts from a point in themiddle. The left part of the permutation is then presented in decreasing
order of the position and the right part is presented in increasing order of the position. The left and the right part are
presented independently from each other.
In [4] the authors show that performance ratio of the Big Train Station Problem is at most 2. We slightly improve this
upper bound to 2− 1
χ
and we show that it is optimal.
Proposition 1. The performance ratio of the Big Train Station Problem with midnight condition is 2− 1
χ
.
Proof. It is always possible to guarantee at most 2χ colors on the permutation by separately coloring the left part of the
permutation and the right part of the permutation, with two different sets of colors and the First Fit algorithm. Since they
are both presented in a perfect order, the coloring on each part will be optimal and therefore we will use at most χ colors
each. In addition, the color given to the first element can be used in both sets, since any element that can be colored with
this color on the left will form an increasing sequence (i.e., a stable set) with any element that can be colored with this color
on the right. Doing this saves one color and uses at most 2χ − 1 colors, thus guaranteeing a performance ratio of at most
2− 1
χ
.
On the other hand, for any given χ , it is possible to force any algorithm to use at least 2χ − 1 colors. Consider
Adversary 3, which presents such a permutation on the latticial plane (see Fig. 4 for illustration).
Adversary 3 ensures the existence of one stable set Σ of size χ , colored with χ different colors by the algorithm, and
located on the lowest part of the plane. Each element of the clique that is then presented at step 9 is linked to each element
ofΣ and must therefore be colored with a new color. The algorithmmust therefore use at least 2χ − 1 colors, and thus has
a performance ratio of at least 2− 1
χ
. This ends the proof of Proposition 1. 
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Adversary 3
Input: A natural number χ > 2
Output: A permutation graph delivered online such that any algorithm will have a performance ratio of at least 2− 1
χ
.
1: Let yl = −8, yh = 10, x = 0.
2: for i in [1..χ ] do
3: repeat
4: y ← yh+yl2
5: Present an element v at (x, y).
6: x ← x+ 1
6: If (color(v) = i), then yl ← y. Else, yh ← y.
7: until color(v) = i
8: end for
9: Present a clique of χ − 1 elements of coordinates (x, y)with−1 < x < 0 and yl < y < yh.
Fig. 4. This figure illustrates an instance which could be presented by Adversary 3. The adversary first presents the element on coordinate 0, then the
elements with a positive x-coordinate, and finally the elements with a negative x-coordinate. The numbers next to the elements are the colors given by the
algorithm. Remark that the vertex colored 4 could have been colored 3 by the algorithm; in this case, Adversary 3 would have presented one more vertex
on the right. Note that y coordinates are not to scale.
3.4. Permutations graphs with alternative presentation models
All models of chapter 3 deal with online coloring of permutations. In all cases, however, the permutations are presented
in increasing order of arrival time. Even though it has no application in the Track Assignment Problem, it is natural tomake a
generalization to other orders of presentations. Among others, a completely random order of presentation has applications
in a storage system [27]. One is given a number n of rectangular boxes, each with a given length li and width wi. These
boxes need to be loaded on top of each other onto pallets. For stability reasons, one can load a box i on a box j if li 6 lj and
wi 6 wj. The related incompatibility graph is a permutation graph: a lattice representation is given by the set of points with
coordinates (li, wi), i = 1, . . . , n (the case of equality between dimensions of two boxes can be easily overcome). The related
bounded coloring problem arises when the number of boxes on a pallet is bounded by a fixed constant (in particular because
of the height of the trucks used for transporting the pallets). In an online version, boxes arrive on a treadmill and one has to
decide on which pallet to store it: because of limited space boxes are indeed dispatched in several locations where pallets
are constituted after assigning all the boxes to a pallet or even when a pallet is full in the bounded version. In this case, there
is no specific order to present boxes.
Note that if pallets have to be constituted as soon as boxes are presented without exchange possibilities on one pallet,
then the related graph is a co-comparability graph presented in a specific given order. Each box corresponds to a vertex
defined by the triple (li, di, ri) where ri is the rank of presentation and two vertices i, j are linked if ri > rj with li < lj or
wi < wj. Here vertices are presented in increasing order of their rank. This problem is not considered in the present work.
3.4.1. The unbounded case
If the presentation order is completely arbitrary, it is already known that the partitioning of a permutation into increasing
sequences has a performance ratio of χ+12 [28]. As mentioned in the previous chapter, if the permutation is delivered from
left to right or from right to left, however, one achieves the optimal result on it. It is therefore interesting to see what can be
achieved for other orders of presentation.
Given the lattice representation of a permutation graph G, presenting the permutation from west to east corresponds
to presenting the permutation from left to right. Considering this, one may wonder whether it is easy to color online a
permutation graph if the vertices are presented in some other directions. It can be presented, for instance, from east to west,
from south–west to north–east and so on. More precisely, given a fixed direction−→u ∈ R2, the graph is said to be presented
in the direction−→u if
−→
OA · −→u < −→OB · −→u ⇒ A is presented before B
where · stands for the scalar product of two vectors.
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If
−→
OA · −→u = −→OB · −→u , then Amay be presented before or after B.
Furthermore, we define four regions of the plane, which are inspired from the four cardinal points:
Definition 1 (Cardinal Regions).
NW (v) = {(x, y) : x < v|x and y > v|y}
NE(v) = {(x, y) : x > v|x and y > v|y}
SW (v) = {(x, y) : x < v|x and y < v|y}
SE(v) = {(x, y) : x > v|x and y < v|y}.
Proposition 2. If a permutation graph G is presented in the direction −→u = (x, y) such that xy 6 0 and (x, y) ≠ (0, 0) on a
latticial model, then FF colors G exactly.
Proof. This proof is inspired from Chvátal’s proof [3]. Let us suppose x > 0, y 6 0 and (x, y) ≠ (0, 0). Then, for all vertices
M andM ′ such thatM ′ ∈ NW (M) andM ≠ M ′,M ′ is presented beforeM .
Let us suppose that the color k is attributed to a point Mk. Then, there exists a point Mk−1 with color (k − 1) such that
Mk−1 is presented beforeMk and the related vertices in G are linked. Thus,Mk−1 ∈ NW (Mk).
By the same argument, we show that there existMi, 1 6 i 6 k− 1, whereMi is of color i andMi ∈ NW (Mi+1).
Then {Mi, i ∈ {1, . . . , k}} constitute a clique of order k, which concludes the proof. 
Lemma 6. If a permutation graph G is presented in the direction −→u = (x, y) such that xy > 0 on a latticial model, then no
algorithm can guarantee an optimal coloring for G, even if G is a P4 (path of 4 vertices).
Proof. Let us suppose x = 1 and y = 1. The proof is similar for other cases. Let us presentM1 = (1, 3) andM2 = (4, 1).M1
is colored with color 1 andM2 with color 2.M3 = (5, 4) is presented. We consider three cases.
(1) IfM3 is colored with color 3 then three colors are used already.
(2) IfM3 is colored with color 1 thenM4 = (3, 8). It must be colored with 3.
(3) IfM3 is colored with color 2 thenM4 = (9, 2). It will also be colored with 3.
In all cases, the graph presented is a bipartite P4 and is colored with at least 3 colors. 
Let us now make some remarks about symmetries. Consider two permutation graphs G = (V , E) and G′ = (V ′, E ′) and
any of their lattice representations. Let us assume that the two lattice representations are symmetric to each other with
respect to the x-axis (or y-axis). For any vertex v of G, let v′ be its symmetric vertex in G′. Clearly, (u, v) ∈ E ⇔ (u′, v′) ∉ E ′.
Thus, G′ is the complement of G.
Consider now a permutation graph G′′ = (V ′′, E ′′) obtained from G by symmetry respectively to the axis given by the
vector−→u = (1, 1). Clearly, G′′ is isomorphic to G.
Thus, we can deduce Proposition 3.
Proposition 3. Any algorithm for coloring permutation graphs presented in direction−→u = (x, y) is equivalent to an algorithm
for partitioning into cliques permutation graphs presented in direction −→u ′ = (−x, y) (or (x,−y)). It is also equivalent to an
algorithm for coloring permutation graphs presented in direction−→u ′′ = (−x,−y).
These results can also be interesting to cover a permutation graph with cliques. Let us define FFK, an algorithm similar to
FF, which partitions a graph into cliques by greedily assigning to each vertex the first possible clique. We then deduce from
the Propositions 2, 3 and 6:
Corollary 2. A permutation graph presented in the direction−→u = (x, y) such that −→u = (x, y) with xy > 0 and (x, y) ≠ (0, 0)
can be partitioned into cliques exactly by FFK while no online algorithm can partition exactly permutation graphs presented from
south–east to north–west or from north–west to south–east.
Let us now consider FF. It is known to guarantee a ratio close to n4 for general graphs. Indeed, Miller [23] shows that a ratio
lower than n4 cannot be achieved even for bipartite graphs and the
n
4 -competitiveness is mentioned by Lovász et al. [22].
Since we did not find a proof for this claim in the literature, we give it here, and take this opportunity to be slightly precise
with this result.
Proposition 4 (See [22,23]). FF guarantees a competitive ratio of n4 + 12 for every graph of order n and this bound is tight even
if one imposes that the graph is bipartite.
Proof. Let us first note that a deep reading of Miller’s proof [23] shows that the performance ratio of FF can be as bad as
n
4 + 12 for bipartite graphs.
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Fig. 5. This figure illustrates the principle of Adversary 4. The figure is stated for u = (1, 1) with vertices presented from south–west to north–east. The
numbers close to them represent their colors attributed by FF. The dotted lines are level-lines representing the x or y coordinates of the vertex they cross.
The only purpose of these lines on this figure is helping to see whether a given vertex is to the left or the to right of some other vertex. The dashed lines
show that each group of vertices with k = constant is presented after the group of vertices with k− 1 in the direction of u.
We prove now that the claimed competitive ratio is guaranteed. Let us consider an online instance consisting in a graph
G of order n presented vertex by vertex in an arbitrary order.
Note first that if χ(G) = 1, then FF is exact. So let us assume that χ(G) > 2.
Let k be the number of colors containing only one vertex. FF is conceived in such away that the related vertices constitute
a clique of order k and consequently χ(G) > k.
On the other hand, the number of colors used by FF is atmost k+ n−k2 = n2+ k2 . Consequently,ρ(G) 6 n2χ(G)+ k2χ(G) 6 n4+ 12 ,
where ρ(G) is the competitive ratio of First-Fit. 
Since the negative result already holds for bipartite graphs, we focus in our next analysis on bipartite permutation
graphs.
Theorem 2. The competitive ratio of FF for the online coloring of a bipartite permutation graph presented in any order is O(
√
n)
and this bound is tight, even if we impose a direction of presentation−→u = (x, y), xy > 0.
Proof. We start by proving that O(
√
n) is an upper bound for the competitive ratio of FF using Claim 1. Then, we use
Adversary 4 to prove that this bound is tight (see Fig. 5 for illustration).
Let us first analyze the competitive ratio of FF for bipartite permutation graphs. Consider a bipartite permutation graph
G = (V , E) defined by its lattice representation. Let S1 and S2 be the two colors obtained by applying FF in the direction−→u = (1, 0) on this permutation graph. Recall that in this case, S1 and S2 represent an optimal coloring of this graph. Note
that, using this 2-coloring, ‘‘S1 is above S2’’ in the sense that ∀v ∈ S1,NW (v) ∩ V = ∅ and ∀v ∈ S2, SE(v) ∩ V = ∅.
Representing any vertex v as a point in the lattice representation, let us consider a stable set and number its elements (vi)i
in increasing order of the x-coordinates (then it immediately corresponds to an increasing subsequence in the permutation
with the same ordering). It is said to be alternating with respect to S1 and S2 if [(v2i)i ∈ S1 and (v2i+1)i ∈ S2] or [(v2i)i ∈ S2
and (v2i+1)i ∈ S1].
Claim 1. Suppose that FF, applied online to the bipartite permutation graph, colors with the color k > 3 an alternating stable set
of size P. Then FF must have colored with color (k − 1) an alternating stable set of size P and with color (k − 2) an alternating
stable set of size P + 1.
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Adversary 4
Input: A vector−→u = (x, y) such that x > 0, y > 0.
Output: A bipartite permutation graph with n = K(K + 1)/2 vertices such that FF will color it withΘ(√n) colors.
1: Draw two parallel imaginary lines of slope y/x on a plane, call them L1 and L2, such that L1 is above L2. These lines
represent the colors of the vertices in an optimal offline coloring.
2: k := 1
3: j := 1
4: Present a vertex v(k,j) on L2. It will be colored with color 1.
5: for k := 2..K do
6: j := k
7: if v(k−1,j−1) is on L2 then
8: Present v(k,j) on L1 such that v(k,j)|x = v(k−1,j−1)|x − ε
9: else /*v(k−1,j−1) is on L1*/
10: Present v(k,j) on L2 such that v(k,j)|y = v(k−1,j−1)|y − ε
11: end if
12: for j := (k− 1)..2 do
13: if v(k−1,j−1) is on L2 then
14: Present v(k,j) on L1 such that v(k−1,j)|x < v(k,j)|x < v(k−1,j−1)|x
15: else /*v(k−1,j−1) is on L1*/
16: Present v(k,j) on L2 such that v(k−1,j)|y < v(k,j)|y < v(k−1,j−1)|y
17: end if
18: end for
19: j := 1
20: if v(k−1,j) is on L2 then
21: Present v(k,j) on L1 such that v(k,j)|x = v(k−1,j)|x + ε
22: else /*v(k−1,j) is on L1*/
23: Present v(k,j) on L2 such that v(k,j)|y = v(k−1,j)|y + ε
24: end if
25: end for
Proof. Without loss of generality, we can suppose k = 3. Suppose P = 2p (The case P = 2p+1 is similar) and let v1, . . . , v2p
be the alternating stable set of size P colored with color 3. It is ordered such that both sequences of x-coordinates and of
y-coordinates of vi are increasing. Without loss of generality, we can suppose v2i+1 ∈ S1, i = 0, . . . , p − 1 and v2i ∈ S2,
i = 1, . . . , p (in the other case, the proof is identical).
We have that:
∀i ∃w2i+1 ∈ SE(v2i+1), w2i+1 colored 2, w2i+1 ∈ S2
∀i ∃w2i ∈ NW (v2i), w2i colored 2, w2i ∈ S1.
Thus,
w2i+1|y<(a) v2i+1|y<(b) v2i+2|y<(c)w2i+2|y<(d)w2i+3|y.
(a) Becausew2i+1 ∈ SE(v2i+1).
(b) Because {vi, i = 1, . . . , P} is a stable set and (vi|x)i is increasing.
(c) Becausew2i+2 ∈ NW (v2i+2).
(d) Becausew2i+3|x > v2i+3|x > w2i+2|x; and (vi|y)i is increasing.
Thus, the (wj)j are all different and form an alternating stable set colored with color 2 such thatw2i ∈ S1 andw2i+1 ∈ S2.
Similarly, the existence of the stable set (vi)i proves the existence of an alternating stable set (uk)k of size P and of color
1 with u2i ∈ S1 and u2i+1 ∈ S2.
Similarly again, the existence of the stable set (wj)j proves the existence of an alternating stable set (u′k)k of size P and of
color 1 with u′2i ∈ S2 and u′2i+1 ∈ S1.
In addition, u1 ≠ u′1 because u1 ∈ S2 and u′1 ∈ S1.
If u1|y < u′1|y, then {u1, u′1, . . . , u′2p} is an alternating stable set of size P + 1. If u′1|y < u1|y, then {u′1, u1, . . . , u2p} is an
alternating stable set of size P + 1.
This ends the proof of Claim 1 for the case P = 2p. The proof is similar if P = 2p+ 1. 
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To conclude the competitive analysis, we distinguish two cases:
(1) If FF colors the permutation with two colors, the competitive ratio is 1.
(2) If FF uses k > 3 colors, then by an iterative application of Claim 1, the number n of vertices is such that n >
⌈ k2⌉
⌈ k2⌉ + 1 > ( k2 )2.
Thus k 6 2
√
n. This inequality still holds for k = 2. This proves that the competitive ratio of√n is guaranteed.
In order to conclude the proof of Theorem 2, let us use Adversary 4 to prove that the bound is tight. The Adversary is
designed for x > 0, y > 0. The following proof is given for the direction −→u = (1, 1); by a simple rotation, one can easily
see that it holds for any−→u = (x, y), x > 0, y > 0. The case x < 0, y < 0 can be obtained by simple symmetry.
For any k and any j, the vertex v(k,j) is colored with color j because it is the smallest color that is admissible in this region.
Thus, at each step k, one new color is used. Let ck be the total number of colors used when the step k is reached. We have
ck = k.
Also, at each step k we add k vertices, the number nk of presented vertices is thus nk = nk−1 + k, which induces that
nk = k(k+1)2 . So, if ck is the number of colors used at step k, we have ck = Θ(
√
nk). This is true in particular at the last step:
let the total number of colors used be C and the total number of vertices be n, we have C = Θ(√n) and this concludes the
proof of Theorem 2. 
Remark 4. For the bipartite case, a result of Nikolopoulos and Papadopoulos [24] states that online coloring does not admit
a constant competitive ratio. Our result improves it toΘ(
√
n).
3.4.2. The bounded case
Theorem 3. The FFb algorithm has a performance ratio at most b2+ 12 for any b > 2 and at least b2

1+ 12χ−1

when b > 2χ−1.
Proof. The upper bound is given by Plumettaz and Bouille [25]. For the sake of completeness, we rewrite the proof here.
Suppose that we have a permutation π . Let us now estimate λ, the number of colors that one can force FFb to use on π .
We consider λ1, the number of colors of size 1, and λ>2, the number of colors of size at least 2.
Let us denote by χ the chromatic number of the related permutation graph. Note first that FFb can use at most χ colors
of size 1 since the related vertices constitute a clique (recall b > 2). Thus, λ1 6 χ .
Let n be the number of elements in the permutation. Of course, n 6 bχb. There are thus n − λ1 elements remaining to
color with colors of size at least 2. λ>2 6

n−λ1
2

and therefore,
λ 6 λ1 +

n− λ1
2

6
λ1 + n
2
6
χ + n
2
6
χb + n
2
. (17)
The performance ratio c satisfies
c = λ
χb
6
1
2
+ n
2χb
6
1
2
+ b
2
. (18)
This ends the proof for the upper bound given in Theorem 3. Let us now consider the lower bound.
Consider the instance given by Adversary 5 and illustrated in Figs. 6–8. 
Note that on lines 5, 6, 11 and 12 of Adversary 5,
χ − i− j > 2 ∀(i, j). (19)
For an easier understanding of the equations hereafter, the reader can always assume that terms in ε are negligible compared
to terms in ρ, which are themselves negligible compared to terms in natural numbers.
Let us now prove that vertices ul(i,j+k) are all linked by an edge to u
2
(i,j) if k is a strictly positive natural number such that
the vertex ul(i,j+k) exists and l ∈ {1, 2}.
u1(i,j+k)|x = χ − i+ iρ + 2( j+ k)ε = χ − i+ iρ + 2jε + ε + (2k− 1)ε (20)
u1(i,j+k)|x = u2(i,j)|x + (2k− 1)ε (21)
u1(i,j+k)|x > u2(i,j)|x (22)
u2(i,j)|y = χ − i− j+ iρ + 2jε + ε >(19) 2+ iρ + 2jε + ε (23)
u2(i,j)|y > 1+ iρ + 2jε + ε + 1 > 1+ iρ + 2jε + kε (24)
u2(i,j)|y > u1(i,j+k)|y (25)
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Adversary 5
Input: A natural number χ > 2
Output: A permutation graph delivered online such that FFb will have a performance ratio of b2 (1+ 12χ−1 ). Here b = 2χ−1p
where p is an arbitrary natural number.
1: Let ρ be a real number such that ρ ≪ 12χ
2: Let ε← ρ2χ
3: for i = 0..(χ − 2) do
4: for j = 0..(χ − 2− i) do
5: Present vertex u1(i,j) = (χ − i+ iρ + 2jε, 1+ iρ + 2jε)
6: Present vertex u2(i,j) = (χ − i+ iρ + 2jε + ε, χ − i− j+ iρ + 2jε + ε)
7: end for
8: end for
9: for i = 0..(χ − 2) do
10: for j = 0..(χ − 2− i) do
11: Present vertex v1(i,j) = (χ − i+ χρ + (i+ 1)ρ − 2jε, 1+ χρ + (i+ 1)ρ − 2jε)
12: Present vertex v2(i,j) = ( j+ 1+ χρ + (i+ 1)ρ − 2jε + ε, 1+ χρ + (i+ 1)ρ − 2jε + ε)
13: end for
14: end for
15: for i = 0..(χ − 1) do
16: Present vertexw1i = (χ − i+ χρ + iρ + ε, 1+ χρ + iρ + ε)
17: end for
Fig. 6. Illustration of the loop from line 3 to 8 of Adversary 5. The oblique lines represent the colors in an offline optimal coloring; they have a slope of 1.
The vertical lines represent the two vertices presented at steps 5 and 6: u1(i,j) is at the bottom of the line and u
2
(i,j) is at the top of it; of course, u
2
(i,j) is slightly
more to the right than u1(i,j) . The group a represents the first iteration through the loop from line 4 to 7 (i = 0) and the group b represents the second
iteration through this loop (i = 1).
(22) and (25) tell us that u2(i,j) and u
1
(i,j+k) form a clique.
u2(i,j+k)|x = u2(i,j)|x + 2kε > u2(i,j)|x (26)
u2(i,j+k)|y = χ − i− ( j+ k)+ iρ + 2( j+ k)ε + ε (27)
u2(i,j+k)|y = χ − i− j+ iρ + 2jε + ε  
u2
(i,j)|y
−k+ 2kε (28)
u2(i,j+k)|y < u2(i,j)|y (29)
(26) and (29) tell us that u2(i,j) and u
2
(i,j+k) form a clique. Thus, for a given i, each time the algorithm enters the loop starting
at line 4, a new color is introduced.
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Fig. 7. Illustration of loop from line 9 to 14 of Adversary 5. The oblique lines represent the colors in an offline optimal coloring; they have a slope of 1.
The vertical boxes represent the sets of points presented at steps 3–8 (see Fig. 6). Thehorizontal lines represent the twovertices presented at steps 11 and12:
v1(i,j) is at the right of the line and v
2
(i,j) is at the left of it; of course, v
2
(i,j) is slightly lower on the vertical axis than v
1
(i,j) . The group a represents the first iteration
through the loop from line 10 to 13 (i = 0) and the group b represents the second iteration through this loop (i = 1).
Fig. 8. Illustration of loop from line 15 to 17 of Adversary 5. The oblique lines represent the colors in an offline optimal coloring; they have a slope of 1.
The vertical (resp. horizontal) boxes represent the sets of points presented at steps 3–8 (resp. 9–14) (see Fig. 6, resp. Fig. 7). The small circles represent the
verticesw1i .
We now want to prove that the elements ul(i+k,ja) are always linked to the elements u
1
(i,jb)
for all natural numbers k, ja, jb
such that the vertices ul(i+k,ja) and u
1
(i,jb)
exist and l ∈ {1, 2}. First, note that
2jaε − k− kρ < 2jbε ∀k, ja, jb (30)
u1(i+k,ja)|x = χ − i+ iρ + 2jaε − k+ kρ (31)
u1(i,jb)|x = χ − i+ iρ + 2jbε. (32)
Thus, by (30), u1(i+k,ja)|x < u1(i,jb)|x. Note now that, for all ja and jb, kχ > jb− ja. Thus, 2kχε > 2( jb− ja)ε and kρ > 2jbε−2jaε.
Besides that,
u1(i+k,ja)|y = 1+ iρ + 2jaε + kρ (33)
u1(i,jb)|y = 1+ iρ + 2jbε. (34)
Thus, u1(i+k,ja)|y > u1(i,jb)|y and u1(i+k,ja) and u1(i,jb) are always linked by an edge for all k, ja, jb. Let us now look at u2(i+k,ja).
u2(i+k,ja)|y = χ − (i+ k)− ja + (i+ k)ρ + 2jaε + ε. (35)
Since χ − (i+ k)− ja > 2,
u2(i+k,ja)|y > 1+ iρ + 2jaε + 1+ kρ + ε > 1+ iρ + 2jbε (36)
u2(i+k,ja)|y > u1(i,jb)|y. (37)
And
u2(i+k,ja)|x = χ − i+ iρ + 2jaε − k+ kρ + ε < χ − i+ iρ + 2jbε (38)
u2(i+k,ja)|x < u1(i,jb)|x. (39)
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Thus, ul(i+k,ja) and u
1
(i,jb)
form a clique for all k, ja, jb such that the vertices ul(i+k,ja) and u
1
(i,jb)
exist. Each time the algorithm
passes through step 3, a new set of colors must be introduced. Furthermore, for every pair (i, j), u1(i,j) and u
2
(i,j) form a stable
set. Since they are presented consecutively, they are colored with the same color.
One can prove similarly that, each time the algorithm goes through step 10, a new color must be introduced and that
v1(i,j) and v
2
(i,j) are colored with the same color. In addition, the same reasoning can be used to prove that:
• All vertices v1(i0,ja) are linked to the vertices u2(i,jb) for all i 6 i0.
• All vertices v1(i0,ja) are linked to the vertices u1(i,jb) for all i > i0.
• All vertices v2(ia,j0) are linked to the vertices u1(i,jb) for all i 6 χ − j0 − 1.
• All vertices v2(ia,j0) are linked to the vertices u2(i,jb) for all i > χ − j0 − 1.
Thus, the vertices v may not have the same colors as the vertices u. Finally, all verticeswi0 are linked to:
• All vertices u2(i,j) for all i0 6 i.
• All vertices u1(i,j) for all i0 > i.
• All vertices v2(i,j) for all i0 6 i.
• All vertices v1(i,j) for all i0 > i.
The total number of colors used by First-Fit on this instance is thus χ(χ−1)2 for the loop starting at line 3,
χ(χ−1)
2 for the loop
starting at line 9, and χ for the loop starting at line 15, for a total of χ2 colors.
Let us now look for an optimal coloring of this instance. First, draw χ straight lines on the plane with equations
di : y = x− i, i ∈ [0 · · · (χ − 1)].
It is easy to verify that the vertex u1(i,j) is on the line dχ−i−1 and that the vertex u
2
(i,j) is on the line dj. Thus, on each line,
there are χ − 2 vertices of type u.
Similarly, the vertex v1(i,j) is on the line dχ−i−1 and that the vertex v
2
(i,j) is on the line dj. Thus, on each line, there are χ −2
vertices of type v.
Finally, the vertexw1i is on the line dχ−i−1. Thus, on each line, there is 1 vertex of typew.
On each line di, there are thus 2χ − 1 vertices. In an optimal unbounded coloring, each line could be used as one color,
and all colors would have the same size. Since b = 2χ−1p , we have an evident solution for the bounded coloring, which is
χb = pχ . The performance ratio c of FFb on this instance is thus
c = χ
2
pχ
= χ
p
= b
2

1+ 1
2χ − 1

.
This ends the proof of Theorem 3. 
4. Overlap graphs (the train depot without the midnight condition)
The Midnight Condition, although very natural in a night-depot, may not always hold for any kind of station. As shown
before, when this condition is not satisfied, the Track Assignment Problem is equivalent to studying online bounded coloring
of overlap graphs, where the intervals are given along a real axis in increasing order of their left most point.
4.1. Unbounded coloring of overlap graphs
Since online coloring of overlap graphs has, to our knowledge, not been studied before, we first give some results in
the case where the tracks have infinite length (or, say, a length n), which indeed corresponds to online coloring of overlap
graphs.
As a first step, we show that the competitive ratio of FF given for permutation bipartite graphs in Section 3.4 still holds
for overlap graphs presented in increasing order of the left most point of intervals:
Lemma 7. FF guarantees a competitive ratio of 1+
√
8n−7
4 for online coloring bipartite overlap graphs presented in increasing order
of the left most point of the intervals.
Proof. Consider a bipartite overlap graph defined by a set of intervals and revealed in increasing order of their left most
point. Apply FF on this instance and, for any interval I = [a, b] colored by color i we define S(I) as the set of intervals
J = [c, d] colored by colors 1, . . . , i− 1 and such that c < a and d < b. We then define, for any color i, s(i) = min{|S(I)|, I
colored by i}.
Suppose that k > 3 and let us then consider an interval Ik assigned to color k. Since FF colors it by k and the graph is
bipartite, there is a stable set Σk of at least k − 1 intervals included in each other, all overlapping Ik and colored with all
colors in [1 · · · (k − 1)]. Since the intervals are presented in increasing order of their left most point we have Σk ⊂ S(Ik).
Similarly, considering an interval Ik−1 ∈ Σk colored by k−1, there is a stable setΣk−1 of at least k−2 intervals overlapping
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Fig. 9. Illustration of the proof of Lemma 7.
Fig. 10. Illustration of Claim 2: on the left of the limit L, there can be anything. On the right side, there is nothing but the three represented intervals. All
have a different color and the complete graph is bipartite.
Ik−1 and colored with all colors in [1 · · · (k− 2)]. We haveΣk−1 ⊂ S(Ik−1) ⊂ S(Ik),Σk−1 ∩Σk = ∅ and furthermore, since
the graph is bipartite every interval inΣk−1 does not overlap Ik (it is completely on the left-hand side of Ik). Consider then
Ik−2 ∈ Σk−1 colored by k − 2. It is straightforward to verify that S(Ik−2) ∩ Σk = ∅ (intervals in S(Ik−2) cannot overlap Ik)
and S(Ik−2) ∩Σk−1 = ∅ (intervals in S(Ik−2) cannot overlap Ik−1 since in this case it would also overlap Ik−2 and the graph
is bipartite). Note also that S(Ik−2) ⊂ S(Ik) (see Fig. 9). So we have:
|S(Ik)| > |S(Ik−2)| + |Σk−1 ∪Σk| > s(k− 2)+ 2k− 3.
Since it holds for any interval colored by k, we deduce
s(k) > s(k− 2)+ 2k− 3.
Being s(2) > 1 and s(1) = 0, we obtain s(k) > k(k−1)2 .
The number n of vertices in the graph is at least 1 + s(k), so we have n > 1 + (k−1)k2 , inducing k 6 1+
√
8n−7
2 . Since the
performance ratio c is equal to k/χ , we have c 6 k/2 6 1+
√
8n−7
4 . 
Although this performance is not very good, wewould like to show now that no algorithm can guaranteemuch better; more
precisely, that no algorithm can guarantee a constant performance ratio.
Claim 2. For any algorithm, it is possible to force a stable set Σ of size at least three on a bipartite overlap graph revealed in
increasing order of the left most points such that:
• the corresponding intervals Ii = [li, ri], i = 1, . . . , p, p > 3 are included in each other• there exists a limit L, L < ri, i = 1, . . . , p, such that no interval other than the ones inΣ have a non-empty intersection with
]L,+∞[
• elements of Σ have pairwise different colors.
(See Fig. 10).
Proof. We give here an instance which forces the result described in Claim 2.
(1) (See Fig. 11). Present an interval I1, colored with color 1. Then, present an interval I2 such that l1 < l2 < r2 < r1. If I2 is
colored with color 2, define I∗ := I2; else, present I3 such that l2 < l3 < r2 and r2 < r3 < r1 and define I∗ := [r2, r3].
(2) (See Fig. 12). Let l∗ be the left bound of I∗ and r∗ be the right bound of I∗. Then, present the following sequence and stop
as soon as one interval is colored with color 3: I4 such that l∗ < l4 < r4 < r∗, let a be the color of I4 (a ∈ {1, 2}) and
present I5 such that l4 < l5 < r4 and r4 < r5 < r∗, let b be the color of I5 (b ∈ {1, 2}, b ≠ a); Present I6 such that
r4 < l6 < r6 < r5; if I6 is colored a, present I7′ such that l6 < l7′ < r6 and r5 < r7′ < r∗; if I6 is colored b, present I7′′
such that l6 < l7′′ < r6 and r6 < l7′′ < r5 and I8 such that r6 < l8 < r7′′ and r5 < r8 < r∗.
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Fig. 11. This figure illustrates step 1. At the end of this step, in I∗ , there are exactly two intervals, which form a stable set but are colored with two different
colors.
Fig. 12. This figure illustrates step 2. At the end of this step, in I∗ , there are three intervals colored with three different colors: I1 , I2 or I3 and one element
of {Ii}i>4 .
Fig. 13. Illustration of the proof of Theorem 4.
Notice that in all cases the given overlap graph is bipartite. At the end of step 1, we have a stable set of size two, colored
with two different colors, and the limit L is either l2, if I2 was colored 2, or r2 if I2 was colored 1. At the end of step 2, at least
one interval must have been colored with color 3. Let Ii3 be this interval. Since we do not present any interval Ii such that
i > i3, we have a stable set of size at least three colored with three different colors. Note that, if I7′′ is colored 3, we have a
stable set of size 4 colored with three different colors. Thus, the size of the stable set is at least 3 and at most 4. LetΣ be the
considered stable set, we must set L = max maxIi∉Σ ri,maxIi∈Σ li to have the arrangement described in Claim 2. 
Theorem 4. For any online coloring algorithm, it is possible to force any positive number of colors on a bipartite overlap graph.
Then there is no online algorithm guaranteeing a constant competitive ratio.
Proof. We prove this by induction. Suppose that it is possible to force k colors on a stable set Σ1 as in Claim 2. Construct
such an instance. Let Imin 1 = [lmin 1, rmin1] be the interval ofΣ1 such that rmin 1 = minIj∈Σ1{rj} and let L1 be the limit ofΣ1
as in Claim 2. In the interval [L1, rmin 1], build a second stable set Σ2 of the same size as Σ1 and with the same number of
colors on it. Let Imin 2 = [lmin 2, rmin 2] be the interval ofΣ2 such that rmin 2 = minIj∈Σ2{rj} and let L2 be the limit associated
toΣ2. Also, let Imax2 = [lmax 2, rmax 2] be the interval ofΣ2 such that rmax 2 = maxIj∈Σ2{rj} (see Fig. 13).
If the colors used to colorΣ2 are different from the ones used to colorΣ1, defineΣ = Σ1∪Σ2 and L = L2 andΣ is now a
stable set of the form of Claim 2 and coloredwith at least k+1 colors. If all the colors used to colorΣ2 have already been used
to colorΣ1, present a new interval Inew such that L2 < lnew < rmin 2 and rmax 2 < rnew < rmin 1 and defineΣ = Σ1 ∪ {Inew}
and L = rmax 2.Σ is a stable set of the form of Claim 2 and colored with exactly k+ 1 colors.
Since it is possible for k = 3 (see Claim 2), Theorem 4 holds. 
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4.2. Overlap graphs with intervals of bounded size
Lemma 8. In the special case where all intervals have length 1, First-Fit finds an exact coloring of an overlap graph presented
from left to right.
Proof. In this case, if two intervals have the same starting point (and thus also the same end point), it is possible to color
themwith the same color. One can thus virtually consider two such intervals as just one interval, and therefore consider that
no interval contains another interval. Therefore, the corresponding graph is also an interval graph. It is known that First-Fit
finds an exact coloring of an interval graph presented from left to right [14]. 
Lemma 8 gives an interesting result because, together with Theorem 4, it shows that there is a big difference between an
overlap graph with intervals of constant size and an overlap graph with intervals of arbitrary size. Considering this, it is
natural to wonder what happens if the size of the intervals is not constant, but bounded. In the rest of this section, we will
concentrate on graphs where the ratio between the shortest length and the longest length of intervals is smaller than or
equal to some fixed integer.
Let us consider such an online instance defined by a set of intervals presented in the order of their left most side. We
assume that every interval is of size at least 1.
At each step t , interval It = [at , bt ] is presented. At this step, we define L(t) as the maximum length of intervals already
presented, l(t) as their minimum length, λ(t) = log(L(t)) and λ′(t) = λ(t)/ log(λ(t)). Note that λ(t)λ′(t) = L(t). Note also
that functions L and λ are non decreasing and that λ′ is not decreasing for t, L(t) > 16. If the instance contains n intervals,
then we respectively denote by L, l, λ, λ′ the quantities L(n), l(n), λ(n) and λ′(n).
Let us prove the following:
Proposition 5. There is an online algorithm which, for every collection of intervals presented from left to right, computes a
coloring of the related overlap graph with at most χ Ll colors, where L is the maximum length of intervals, l is the minimum
length and χ is the chromatic number of the related graph.
Proof. Let us consider Algorithm 6. It uses several color boxes and runs as follows: at each step t , it evaluates the minimum
interval length l(t) and applies FF while there is no inclusion. Whenever an inclusion arises at a step t , then it changes the
color box at step k+ 1 where k = max{h, ah 6 at + l(t)}. Algorithm 6 is optimal for the sub-instance colored with a given
color box. 
Algorithm 6
Input: An overlap graph G presented online from left to right.
Output: A χ Ll -coloring of G, where L (resp. l) is the length of the longest (resp. shortest) interval of G.
1: ∀i ∈ N, let Ci be a box of ordered colors such that the boxes Ci are disjoint from each other.
2: L ← 0
3: l ←+∞
4: i ← 0
5: C(x) = Ci for all x ∈ R
6: for each new interval I = [aI , bI ] do
7: If I is shorter than l or longer than L update L and l accordingly.
8: if I is included in one or more other intervals {Jp = [aJp , bJp ]} then /*without loss of generality, suppose that p < q if the
bJp < bJq*/
9: for j ∈ [1 . . . |{Jp}|] do
10: Let c be the color of Jj.
11: if I is not adjacent to any interval colored with c then
12: Assign c to I
13: i ← i+ 1 mod ⌈L/l⌉
14: C(x) = Ci for all x ∈ [aI + 1,+∞)
15: Break; /*goto 18**/
16: end if
17: end for
18: If I has not been assigned a color yet, color it with the smallest possible color in C(aI).
19: else
20: Assign the smallest possible color of C(aI) to I .
21: end if
22: end for
Remark that, between two updates of i, Algorithm 6 behaves just like FF.
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Claim 3. Between two updates of i, Algorithm 6 is exact.
Proof. If there is no inclusion between intervals, then an overlap graph is equivalent to an interval graph and, as mentioned
before, FF (and therefore also Algorithm 6) gives an exact coloring.
Consider the first time that an inclusion occurs (a new interval I appears, and I is included in some other interval). I will
have the same color as one of the intervals in which I is included, and the coloring is still exact. For all intervals appearing
after I but before the next update of i, one can notice that they all share at least one point with I . Therefore, this subgraph
respects the midnight condition, and is thus a permutation graph, and is thus colored exactly with FF (and therefore also
Algorithm 6). 
Since i is updated at most after a length of 1, one interval may never cross more than L/l different values of i. Therefore,
one interval may never cross two different intervals for which i has the same value. Thus, the coloring of Algorithm 6 is a
juxtaposition of L/l exact colorings of subgraphs of G and therefore, the number of colors used by Algorithm 6 is at most
χL/l. This ends the proof of Proposition 5. 
The aim of the rest of this document is to provide an improved algorithm for the case where l > 1.
We first propose an improved version of Proposition 5:
Proposition 6. Consider an online sequence of intervals [at , bt ] such that the sequence (at)t is not decreasing. Then, Algorithm 6
computes a coloring of the related overlap graph with at most χ maxt [L(t)/minh>t(|bh − ah|)] colors, where χ is the chromatic
number of the related graph.
Proof. Color boxes used by Algorithm 6 are denoted C1, . . . , Cj, . . . . As in the proof of Proposition 5, it is assumed that
Algorithm 6 is optimal for the sub-instance colored with a given color box. Suppose that at a given step ti a given color box
is used, say C1, when an inclusion occurs. Let k = max{h, ah 6 ai + l(ti)}; Algorithm 6 is conceived in such a way that at
step k+ 1 one changes the color box. Then, at step k+ 1, the right most point colored with color box C1 is located at most
at ak + L(tk). Moreover, ak+1 > ak. So after less than L(k)/[minh>k(|bh − ah|)] changes, one can use color box C1 again. So at
most maxt [L(t)/minh>t(|bh − ah|)] color boxes are used, which concludes the proof. 
Let us now show:
Theorem 5. Consider the problem of coloring overlap graphs associated to a collection of intervals of size at least 1 and
presented in the increasing order of their left most point. There is an online algorithm guaranteeing a competitive ratio of
log L (⌈log L/ log log L⌉ + 1), if L > L0 and of 2
√
L if L 6 L0, where L is the maximum length of intervals and L0 is such that
2
√
L0 = 3 log(L0). For a large value of L, the ratio is O(log2 L/ log log L).
Proof. The algorithm uses interval sets Si, i ∈ N and color boxes Ci, i ∈ N, each containing colors. We assume Ci ∩ Cj =
∅, i ≠ j. At the beginning sets Si are all initialized to Si = ∅.
The algorithm runs as follows:
• Let L0 be such that 2√L0 = 3 log(L0)• When interval It of length |bt − at | is presented, it updates the values of L(t), λ(t) and λ′(t).• If L(t) 6 L0, it assigns It to Sj, where j is either 2 if |bt − at | 6 √L(t) or 3 if |bt − at | > √L(t) else it assigns It to the set Sj
such that λ(t)j−1 < |bt − at | 6 λ(t)j• It applies one step of algorithm Algorithm 6 in the partial instance defined by Sj• The solution is obtained by the addition of colorings computed on each sub-instance Sj, j 6 ⌈λ′⌉. The number of colors
used is equal to the sum of the numbers of colors used in boxes C1, . . . , C⌈λ′⌉
Note first that for L 6 L0, 2
√
L 6 log(L)⌈log(L)/ log log(L)⌉ and for L > L0, 2
√
L > log(L)⌈log(L)/ log log(L)⌉. L0 is
approximatively 20.58. Note that, if L(t) > L0, then j 6 ⌈λ′(t)⌉ and moreover for every j > ⌈λ′(t)⌉, we have Sj = ∅. 
Lemma 9. Let us denote by χ the chromatic number of the graph associated to the whole instance.
(i) If L 6 L0, then the number of colors used in box Cj, j = 2, 3 is at most
√
Lχ .
(ii) If L > L0, then the number of colors used in box Cj, j 6 ⌈λ′(t)⌉ is at most λχ for j ∉ {1; 2} andmax(λ,√L0)χ if j = 1, 2.
Proof. (i): we apply Proposition 6 on the sub-instance defined by S2 and S3. For the sequence of intervals in S2, theminimum
length is 1 while the maximum length is
√
L, consequently at most χ
√
L colors are used (more precisely, Proposition 5 can
be applied). For the sequence S3, it is also straightforward to verify that, for every step t , L(t)/minh>t(|bh − ah|) 6
√
L.
(ii): Let j 6 ⌈λ′⌉ and consider the sub-instance defined by Sj. For intervals in Sj, the coloring is produced by Algorithm 6,
using several color boxes C1j , . . . , C
h
j , . . ., all included in Cj. We also apply Proposition 6 on each Sj. Let us first consider
j ∉ {1; 2}, we then have at each step t maxh6t,Ih∈Sj(|bh − ah|)/minh>t,Ih∈Sj(|bh − ah|) 6 λ. For i ∈ {1; 2}, we have
maxh6t,Ih∈Sj(|bh − ah|)/minh>t,Ih∈Sj(|bh − ah|) 6 max(
√
L0; λ) 6 1.5λ, where the last inequality is due to the definition
of L0.
Since there are ⌈λ′⌉ interval sets used, the number of colors used for the whole instance is at most 2√Lχ if L 6 L0 and
(λ(⌈λ′⌉ + 1))χ = χ [log L(⌈log L/ log log L⌉ + 1)] if L > L0, which concludes the proof of the theorem. 
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Table 1
Performance ratio for the online coloring problem of permutation graphs.
Coloring case Unbounded Bounded
Presentation order Left-to-right Arbitrary [28] Left-to-right Arbitrary
Performance ratio ρ ρ = 1 ρ = χ+12 ρ = 2− 1min(b,k) ρ < b2 + 12
5. Conclusion
This article starts from the Online Track Assignment Problem to study online coloring of permutation graphs and of
overlap graphs.
For permutation graphs, the results are summed up in Table 1.
For overlap graphs, the following has been shown. Unbounded online coloring of an overlap graph has no constant
competitive ratio, even if the overlap graph is presented in increasing order of the left extremities of its intervals. In
the bipartite case, First-Fit guarantees a competitive ratio of O(
√
(n)). The performance ratio can be upper-bounded by
log L (⌈log L/ log log L⌉ + 1), if L > L0 and by 2
√
L if L 6 L0, where L is the maximum length of intervals and L0 is such that
2
√
L0 = 3 log(L0). For large value of L, the ratio is O(log2 L/ log log L).
Finally, we apply these results to various models of the Online Track Assignment Problem: the Train Depot (trains enter
and leave from only one side), the Small Train Station (trains enter from any side but must leave from the opposite side) and
the Big Train Station (trains may enter and leave from any side).
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