We consider a problem that can be interpreted as the description of a shallow water flow with a constraint on the height of flow. We build a finite volume scheme for the 1D problem in which the saturated regions are followed precisely. The basic elements are the generalized Riemann problems in which a saturated region in surrounded by two non-saturated regions. By analysing the relations at the edges of the saturations, one derives systems of ODEs which provide the evolution of the velocity at saturation and the evolution of the extremities of this saturation. These problems are solved explicitly, entirely or partially. We use these results to follow the saturations with a front tracking method. Finally, we present an application in fluidization.
Introduction
Fluidization is a phenomenon that can arise when a fluid (a liquid or a gas) is injected upwards through a bed of fine particles. If the flow rate is sufficiently important, the viscosity forces exerted by the fluid on the particles counteract the weight of these particles, the bed expands and acquires a fluid behaviour. This process is used in chemical reactors for instance. The fluidization can be stable or unstable, depending on the parameters of the experiment (fluid and particle densities, flow rate, size of the particles…). If the fluidization is stable, the bed expands homogeneously. Otherwise, the bed resembles a boiling liquid.
The first models of fluidization appeared in the 1960s. Modern models can be found in (1) (2) (3) (4) (5) . In this article, we will be interested by a model in which fluid and particles are considered as interpenetrating continua. As in most of the models, we will also assume that the fluid is incompressible. Models of this kind are generally obtained by averaging the equations at a lower level (particle level or kinetic level). They usually contain an effective stress tensor for the fluid phase and for the particle phase which are assumed to be Newtonian. Numerous other forces can appear in the equations (local fluid acceleration, virtual mass force, lift force, drag force…). An additional pressure to the pressure associated with the incompressibility condition can appear in the particle phase. One can also define a temperature associated with the fluctuation in the velocity of the individual particles, and derive an equation of state and an energy equation for the particle phase (1, 5) . These models belong to the class of two phase fluid flow models.
In this article, we are concerned with a model of (4) which is valid when the fluid density is much smaller than the particle density (fluidization by a gas for instance). In this case, the model reduces to a 2 × 2 system for α, the particle volumetric concentration, and u, the particle velocity. In 1 dimension, this system reads ∂α ∂t + ∂ ∂x (αu) = 0, (1.1)
2)
The first equation expresses the conservation of mass and the second one is an equation on the momentum αu. This model is purely hyperbolic. The homogeneous part of this system is exactly the one of the shallow water model where α plays the role of the height of flow. The general model of (4) is based on what is called in (2) the simplest two phase fluid flow model for two incompressible Eulerian fluids. It consists of two equations for the conservation of mass and two equations on the momentum in which only the pressure associated with the incompressibility appears, shared according to the volume fraction of each phase (this pressure has disappeared in (1.1)-(1.2)). Stability analyses are led in (1) (2) (3) (4) and this model in particular is shown to be always unstable. However, the general model of (4) includes an elastic force that can stabilize the system (3, 4). It gives ∂ x (β α 2 /2) in the reduced model. The system (1.1)-(1.2) would not be stable without this term. More precisely, it would even not be hyperbolic. The elastic force expresses the fact that the force experienced by a particle depends on the concentration a small distance ahead of it but it can also be interpreted as an effective particle phase pressure (3, 6) . We adopt this interpretation in term of pressure, which is also valid for the shallow water model. A criterion of stability was derived for this model and was checked in numerous physical experiments (4) .
When the fluidization is unstable, the variations of α and the motion of the particles can be important. One observes regions that are almost empty of particles and other regions where the particles are packed together. Because of the interstices between the particles (we always consider particles of the same size), α cannot exceed some value usually fixed to α = 0.6. This is the socalled particle packing constraint. In this article, we are interested in the numerical treatment of the unstable case with the constraint α α . This can be achieved by several ways in the numerical simulations (7) . The main method consists in introducing a pressure term which becomes infinite for α = α (see (1, 8) for instance). However, the expression of such terms remains quite empirical (9, 10). Moreover, it can lead to numerical difficulties (1) . It may be interesting to change the model without transition when α reaches a critical value. Gibilaro proposes to solve this problem directly like a constrained problem without additional terms (11) . A method is proposed for a problem of this type in (12) . The problem is first solved without constraint, then the solution is projected in some manner onto the space of constraint state. In this article as in (12) , we will consider saturated regions (where α = α ) and non-saturated regions but, unlike in (12), we will distinguish these regions a priori in the solution of the problem. We propose a method based on the study of generalized Riemann problems which reproduce precisely the evolution of such systems with constraints. This implies to modify the equations in the saturations. Then, we will use these results in a finite volume scheme.
The main remark concerns the pressure p. The saturated regions behave like an incompressible medium. So, the pressure can be seen, like in (12) , as a Lagrange multiplier associated with the constraint α α . When α < α , p remains a function of state and when α = α , p must satisfies In the framework of the shallow water model, the constraint α α corresponds to the presence of a plane plate at the height α . We first note that a fractional step method is well adapted to this problem. Indeed, the equation for α of the problem related to the right-hand side is d t α = 0. Thus, if we can solve the homogeneous problem with the constraint α α , this condition is preserved in the solution of the problem associated with the source term. The main part of this article is then devoted to the study of the homogeneous system
with the constraint α α and the conditions (1.4) for p which are transferred to the homogeneous problem. Our aim in this article is to analyse the Riemann problems which appear in 1D and to validate the corresponding models. The setting of the generalized Riemann problems is studied in Section 2. It appears that we must consider saturated regions of finite length surrounded by two non-saturated regions and that the pressure is a linear function of x in these saturations. Therefore, we just have to study the pressure at the edges of the saturations. It depends on the position, in the state space, of the point representing the state of the saturation with respect to the Hugoniot curves related to the surrounding regions. The pressure is given by the conservation laws (shock relations and continuity relations) and the result is consistent with (1.4).
Like in a problem without constraint, only two cases can be encountered at the edges: there can be a shock or a rarefaction. However, the edges are coupled by the incompressibility. One obtains a complete set of ODE for the evolution of this system by gathering the relations derived at the edges of the saturation and a simplified version of (1.6). In particular, one can follow the evolution of the extremities of the saturation as well as the evolution of the velocity in the saturation. When a saturation is surrounded by two rarefactions, the solution is the solution of the problem without constraint since it satisfies α α .
Therefore, we must only study two problems: a saturation surrounded by two shocks and a saturation surrounded by a shock on one end and a rarefaction on the other end. They are studied in the Sections 3 and 5 respectively. In the first case, the whole system can be solved explicitly. This is not possible in the second case but one can express the time t as a function of the velocity. In Section 4, we study the apparition of a saturation. This problem appears as a limit of the first case.
In Section 6, we examine the effect of the source term. In (1.3), the term α g represents the weight of the particles and F d represents the drag force. We detail F d and we recall the stability criterion (4) . It corresponds to the subcharacteristic condition and we present it in this way. This analysis also enables us to predict the behaviour of an unstable system. In Section 7, we gather these results in an algorithm. We use a classic shock capturing method in the non-saturated regions but we follow the boundaries of the saturated regions using a front tracking method and the results of the Sections 3-5. This requires a special grid around the saturations which follows the extremities of theses saturations. We show how to determine an admissible time step t and how to update the new cells of the moving grid. Numerous cases must be considered. This is a usual drawback of the front tracking method but this method enables us to follow the saturations precisely (see (13, 14) ). In Section 8, we present numerical results which confirm that the saturations are followed correctly without oscillations.
Relations in a saturated region and at its edges
We want to derive the relations which hold in the Riemann problems with a saturation. Physically, a saturated region is formed by an accumulation of mass through a shock so that the velocity is the same everywhere in such a region. Moreover, a saturated region can behave like a rigid body. For instance, the reaction to a compression is no longer local but affects the whole saturation instantaneously. Therefore, we will consider the problems in which a finite saturated region is surrounded by two non-saturated regions. We attribute the index i to the saturated region, 1 to the region to the left and 2 to the region to the right (in the saturation, α i = α ). We will denote x il and x ir the abscissae of the left and right extremities.
Since the velocity is constant in a saturation, the state of this saturation is represented by a point in the state space. We denote m = αu the momentum and q the vector q = t (α, αu). Like in a problem without constraint, the evolution of the system will depend on the position of q i with respect to the Hugoniot curves related to q 1 and q 2 . The Hugoniot curves related to q 1 as a left state and to q 2 as a right state are defined by u = 1 (α) and u = 2 (α) in the state space where (see (14) )
The usual curves composed of the integral curves of the centered rarefactions and of the Hugoniot loci related to q 1 as a left state and to q 2 as a right state will be denoted H 1 and H 2r respectively (see Fig. 1 ). First of all, one can simplify the equations (1.5)-(1.6) of the homogeneous problem drastically in the saturations. The first one is satisfied trivially since α is constant in time and αu constant in space. In the second one, the term ∂ x (αu 2 ) vanishes and (1.6) becomes
The first term ∂ t (αu) is constant in space in a saturation. Let us consider, for instance, the left edge of the saturation between q 1 and q i . We consider the problem at the initial time, when the state is still piecewise constant. Let q i1 be the intersection of H 1 with α = α and let us first suppose u i > u i1 (or q i over q i1 in Fig. 1) . In a problem without constraint, we would compute the intermediate state q m at the intersection of H 1 and of the rarefaction curve related to q i as a right state, and q i would be connected to q m by a rarefaction. If u i does not change (because of (2.4)), this is the real evolution at this interface. Otherwise, one can consider that this is a correct approximation of the real evolution in a short time interval. Therefore, in this configuration, the left edge of the saturation moves at the speed 
5)
. From (2.5) and (2.6), one deduces
This is a symmetric function in q 1 and q i , quadratic in u i , and it is a function of the dynamics. We must check that p il p sat if u i u i1 . 
On the other hand, the curve H 1 is concave. Suppose u i u i1 , which means that q i is in the interior of this curve (see Fig. 1 ). Thus, a direct shock between q 1 and q i is possible at the left edge if u i < u i1 and one can complete the relations (2.5) and (2.6) with x il = s 1 . The case u i = u i1 appears as a limit of the case u i < u i1 . We can then write the relations valid at the left edge of a saturated region in all the cases. The conclusions are symmetric at the right edge. We just have to combine these results to set the whole problems.
Saturation surrounded by two shocks
According to the previous section, a saturation is surrounded by two shocks only if the curves H 1 and H 2r intersect beyond or on the line α = α and if q i is between these curves. We denote q i2 the intersection of H 2r with α = α . So, u i must satisfy u i2 u i u i1 . The case q i1 = q i2 is possible. A possible configuration is given in Fig. 1 . We can then write the complete set of equations for this system by gathering the relations derived in the previous section. We obtain
1)
3)
4)
This system is composed of algebraic equations ((3.1) to (3.4)) and of differential equations ((3.5) to (3.7)). In this section, we detail the expression of p ir − p il as a function of u i and we integrate the system (3.1)-(3.7) above. In the next proposition, we prove an important property of p ir − p il which shows that q i remains between q i1 and q i2 , so that the system (3.1)-(3.7) remains valid for all t > 0. 
Proof. The expression of p il was already given in (2.7). A similar expression can be derived from (3.3) and (3.4) for p ir . Then a straightforward computation leads to (3.9) and it is clear that the root
Since u 1 > u 2 , the coefficient of u i in (3.9) is positive, as predicted in Proposition 3.2. We now consider the case α 2 = α 1 . We define
and
One checks easily that the point q r = t (α , m r ) is the intersection of the line which passes through q 1 and q 2 with the line α = α . The next lemma shows that E a is positive.
Proof. Let us suppose α 2 < α 1 , like in Fig. 1 . If the curves intersect after α 1 , then u 1 > 2 (α 1 ), that is to say, with (2.2),
We have u 1 > u 2 from Lemma 3.1. Therefore, both terms of (3.12) are positive and we can square the inequality, which yields the desired result. We arrive to the same conclusion if we suppose α 2 > α 1 .
Then, we can set a s = √ E a /(α 2 − α 1 ) and a = |a s |.
) and the equivalent expression for p ir , one deduces
Therefore,
14)
The sum of the second and the third terms of (3.14) simplifies, which gives
After further simplifications, ones gets (3.13).
Following (3.13), we introduce y = (m i − m r )/a and
One of the roots of
It corresponds to u i,eq , as seen in Proposition 3.2. We then have 15) or, in a compact form, m i,eq = m r + a s (3.16) for α 2 = α 1 . We call u i,eq the entropic root of p ir − p il . The other root satisfies
which is consistent with (3.8) and the fact that q 1 , q 2 and q r are aligned. If α 2 > α 1 , then both m i1 and m i2 are greater than m r and m i,eq is between these values. Equivalently, y i1 and y i2 are positive. This situation is represented in Fig. 2 . A similar figure can be drawn for the case α 2 < α 1 . For the sequel, we define ζ * = sign(y) and
. From the analysis which follows Proposition 3.2, ζ * , ζ and ζ do not change with time so that these quantities can be defined from the initial conditions.
Let
if α 2 = α 1 . We now want to show that (3.17) remains regular when α 1 and α 2 tend to a common value α e and that we recover the result of Proposition 3.3 in this case.
Proposition 3.6. An alternative expression of m i,eq is
Proof. From (3.17), we write
and we compute 2 r − E a . After simplifications, one gets (3.18). We now evaluate (3.18) if we replace α 1 and α 2 by α e . Let us set d e = α i − α e . Thus,
We can now turn to the solution of (3.1)-(3.7). This system reduces to a 2 × 2 system for u i and 19) in which p ir − p il and s 2 − s 1 are functions of u i . This system satisfies the hypotheses of the CauchyLipschitz Theorem as long as x ir − x il > 0 but we know from the analysis which follows Proposition 3.2 that x ir − x il is an increasing function of t. Therefore, if (x ir − x il )(0) > 0 (which is an assumption in this section), the solution of (3.1)-(3.7) is unique. One can then prove the following result.
If u i (0) = u i,eq , the system (3.19) can be integrated once in the following way.
Proof. We rewrite (3.7) under the form
and we derive with respect to t. We find
With (3.8), one gets
which can be integrated in (3.20) . According to (3.7), sign(μ) = sign( Fig. 2 for instance.)
If we combine (3.7) with (3.20), we arrive to another expression ofμ
To integrate (3.20), we must specify the expression of p ir − p il so that we must distinguish α 2 = α 1 and α 2 = α 1 .
Proposition 3.9. Suppose α 2 = α 1 and u i (0) = u i,eq . Then, 
Moreover, if ζ = −1, then |y| > 1 and |λ| > 1. One can then express y with respect to t from
and one gets (3.24).
To compute x il or x ir , we must integrate u i again. Let M i be an integral of m i . From (3.1) and (3.3), we have
we must compute an integral of y. 
Proof. We must note that sign(μt + λ) = sign(μ) = sign(λ) = ζ ζ * for t 0 so that
Then, an integral of y is given by (3.25).
We can treat in the same way the case α 2 = α 1 = α e . In this case, p ir − p il is given by Proposition 3.3. We set
From Proposition 3.8, one can prove Proposition 3.11. Suppose α 2 = α 1 = α e and u i (0) = u i,eq . Then,
whereμ is defined in Proposition 3.8 and where
An integral of m i = α i u i is then given by
As a general remark, we must note that the speed of the shocks surrounding a saturation can become arbitrarily large by a slight modification of the initial condition. Thus, s 1 → ∞ in (3.1) when α 1 → α . In a more complex problem than a Riemann problem, it is impossible to find a priori a upper bound of the speed of the waves which will appear during the evolution. It is an intrinsic singularity due to the constraint which can lead to choose small time steps, at some stages, in the solution of the numerical scheme.
Creation of a saturation
The creation of a saturation still corresponds to the case in which the Hugoniot curves of the states q 1 and q 2 intersect beyond α but there is no intermediate state yet. If there was no constraint α α , the intermediate state of the Riemann problem between q 1 and q 2 would have a component α greater than α .
The system describing the evolution of this situation is still the system (3.1)-(3.7) but the state q i (0) is not defined a priori since (x ir − x il )(0) = 0. However, if we require the intermediate state to have a finite acceleration at t = 0, then, from (3.7), u i (0) must be one of the roots of p ir − p il . Necessarily, it must be the entropic root that corresponds to an increase of mass in the saturation. Therefore, q i (0) is given by (see Proposition 3.3 and (3.16))
Then, a solution is given by Proposition 3.7 with, in particular, m i = m i (0) = m i,eq for all t 0. Physically, if q i was initiated on another value, it would converge to q i,eq immediately because the saturated region has a zero inertia at the initial time. This can be observed on the model (3.1)-(3.7). Indeed, we see from (3.23) that |μ| → ∞ when (x ir − x il )(0) → 0 so that the convergence of u i towards u i,eq is all the more rapid when t → +∞.
Saturation surrounded by a rarefaction and a shock
We consider the case of a rarefaction on the left and a shock on the right (like in most of the real physical cases). According to Section 2, this occurs when the point q i is above H 1 and H 2r . These curves can intersect before or after α . We then impose m i (0) > m i1 and m i (0) > m i2 . During the evolution of this system, the state does not remain piecewise constant at the left edge of the saturation (see Section 2). In the sequel, we will only consider the case in which q 1 and q i (0) are close together so that a linearization is possible. This condition is generally satisfied when a rarefaction takes place to the left.
We can roughly split up the evolution into several steps. First, a rarefaction appears to the left and we compute a first intermediate state q m (0) between q 1 and q i (0) like in a problem without constraint (since α m (0) < α ). We then suppose that the transition between q m and q i remains discontinuous in the physical (x, q)-space. In the same time, a shock appears to the right but the pressure is higher Fig. 3 Configuration of q 1 , q i and q 2 in the state space than p sat at this edge so that this shock tends to decrease the value of u i from u i (0) to some u i (δt). Therefore, at t = δt, we find a new piecewise constant state with q m (0) to the left, q i (δt) in the middle and q 2 to the right, and we can iterate this process. The velocity u i decreases and a sequence of infinitesimal shocks appears between q m (0) and q m (nδt) as n increases.
One can then distinguish two regions: the saturated region and a region to the left where infinitesimal shocks move away from the saturated region. At each step of this process, the equations derived for a saturation surrounded by a rarefaction and a shock remain valid. Therefore, in a first approximation, one can compute the evolution of the saturation independently of the other region. We will not compute this second region because the program is organized in such a way that it is not used. We then have the following set of equations for this system (we set p 0 = p sat )
This system has the same structure as (3.1)-(3.7). We will analyse p ir − p il and solve the system explicitly up to the expression of t as a function of u i . However, we must specify the domain of validity of this model. For all t 0, q i (t) must be above the curves related to q m (t) as a left state and to q 2 as a right state. The curve related to q 2 does not change. On the contrary, the curves related to q m change but we will consider that the curves related to q 1 , q m (0), q m (δt)…are all close together, which is true if α 1 is close to α i = α . Therefore, the model remains valid as long as u i max(u i1 , u i2 ). We will see that this condition always ceases to be valid in a finite time. Let H 2l be the rarefaction and shock curve related to q 2 as a left state and let q i3 be the intersection of this curve with α = α . Then, from (2.1) and (2.2),
We now analyse p ir − p il . 
Proof. The expression of p ir is the same as in Section 3. So,
Therefore, p ir − p il is a second-degree polynomial. Since p il = p sat , this polynomial vanishes for u i = u i2 and u i = u i3 , when q i is on the Hugoniot curves related to q 2 . Thus, we only need the coefficient of u 2 i in p ir − p il to determine this polynomial. It is deduced from (5.9) and we obtain (5.8). This can be confirmed by a direct computation.
Let us define the constant θ > 0 by 
as far as u i > max(u i2 , u i1 ).
Proof. If we proceed like in Proposition 3.8, we arrive to the relation (3.21) with λ 1 instead of s 1 , that is to say
This is (3.22) with an additional term which is a rational fraction. We decompose it into
.
We deduce u i2 − u i3 from (5.7). Thus, with the definition of θ , (5.13) yields
which can be integrated in (5.11). Finally,μ < 0 because u i (0) < 0.
We note that (5.11) does not satisfy the Cauchy-Lipschitz condition in u i = u i2 . One can again integrate this equation. For this purpose, we introduce the function f 2r defined by
So, f 2r is increasing for u i u i2 and f 2r (u i2 ) = 0. Hence the following proposition. 
il decreases when u i < u iz . This is also normal from a physical point of view. Indeed, suppose u i2 > u i1 so that the curves H 2r and H 1 intersect before α . In this case, the interaction between q 1 and q 2 is not sufficient to maintain the saturation and it must disappear in a finite time.
Suppose now u i1 u i2 . Then, u i reaches u i1 for t i1 = (f 2r (u i1 ) − λ)/μ > 0. If we come back to the description of the evolution in terms of infinitesimal steps at the beginning of this section, this means that the component α m of the state q m to the left of the saturation has reached α . So, the discontinuity in x il has disappeared and the model (5.1)-(5.6) is no longer valid.
The fluidization model as a relaxation system
In this section, we analyse the stability of the system. According to (4), the right-hand side of (1.3) reads
In this expression, g is the strength of the gravitational field, U 0 is the volumetric flux, ν is the Richardson-Zaki exponent (between 2.4 and 4.8), and u t is the terminal settling velocity of a single particle when it is released in the fluidizing medium at rest. In (4), u t is given by a formula due to Dallavalle (15) which approximates the Stokes formula when the particle Reynolds number is small (below about 0.1). Many industrial fluidized bed reactors operate within or close to this range (4). The Stokes formula for u t for a spherical particle of radius r is u t = 2r 2 (ρ p − ρ f )g/(9μ) where μ is the dynamic viscosity of the fluid and ρ p and ρ f are the particle and fluid densities. At the equilibrium (α and u constant in time and space), F d − α g = 0, which gives the relation between α and u at the equilibrium (stable or unstable)
This is the well-known Richardson-Zaki relation. It is generally written U 0 = (1 − α) ν u t since u = 0 in practice in a fluidized bed in equilibrium but (6.2) takes into account the equilibrium states in translation at constant speed (4). For our purpose, we note that F d is a decreasing function of u. So, F d − α g appears in (1.3) as a relaxation term which tends to drive u back towards its equilibrium value u F (α) and (1.1)-(1.3) appears as a relaxation system (14) . This kind of systems is the subject of numerous works. In (16) for instance, the authors study the stability and the convergence towards reduced systems of a class of systems which contains (1. 1)-(1.3) . If the system (1.1)-(1.3) is stable, it behaves like the solution of the scalar equation
obtained by replacing u by u F (α) in (1.1). From a mathematical point of view (14), the system is expected to be stable if the subcharacteristic condition is satisfied. It states that the characteristic speed of the reduced equation must fall within the range spanned by the characteristic speeds of the homogeneous part of the original system. It means that the system is fast enough to be always in equilibrium. In this case, the eigenvalues associated with the homogeneous system (1.5)-(1.6) are u ± √ βα. Suppose we want to study the stability of a bed fluidized at the concentration α 0 . We suppose that it is in equilibrium so that we must take into account U 0 = (1 − α 0 ) ν u t and u = 0. Let u K be the kinematic velocity related to (6.3) for α = α 0 and u D be the dynamic velocity related to (1.5)-(1.6) for (α, m) = (α 0 , 0). We find
This criterion was checked in numerous physical experiments (4, 6). The numerical solution of the program used for this article also obeys this criterion. Consider a bed in equilibrium (α = α 0 , u = 0) in a column and a slice in this column such that α > α 0 and u = 0, and suppose u D < u K . Then, the mass which should be transferred regularly to the right according to (6.3) cannot move at the correct speed because the 2 × 2 homogeneous system is too slow. Instead, a shock takes place to the right and the mass accumulates along this shock, which amplifies the instability. On the contrary, a rarefaction occurs behind this slice where α can decrease close to 0. As a result, a peak forms preceded by a shock and followed by a rarefaction and this peak moves to the right. We observe this kind of patterns in the numerical simulations and in the physical experiments when the system is unstable. This is the usual behaviour of relaxation systems when the subcharacteristic condition is not satisfied (17) .
One can recover the subcharacteristic condition from the stability analysis of the linearized system (18, 19) . This second method is used in (4) (see also Section 8).
Algorithm
In this section, we mainly detail an algorithm for the solution of the homogeneous problem (1.5)-(1.6) with the constraint α α . The problem related to the source term is treated at the end of this section. The basic scheme is a classic shock capturing scheme on a fixed uniform mesh. It is used in the non-saturated regions. For the saturated regions, we use a front tracking method. This requires two kinds of grids.
Let J be a positive integer, x = 1/J and let x j+1/2 = j x for 0 j J. The cell C j is the interval (x j−1/2 , x j+1/2 ) for 1 j J. This defines a uniform fixed grid for the basic scheme. The other grid is a local grid that follows the saturations. Let x il and x ir be the boundaries of the saturations, like in the above sections. We would not be able to follow the advance of these points on the fixed grid. Indeed, the waves attached to the extremities of the saturations must not interact with any other waves. So, the progress of these points would be too small compared to x in a time step t and their movement would be lost by averaging. Therefore, for each saturation, we adopt the following local moving grid composed of three cells (see Fig. 6 ). The central cell NC is the interval (x il , x ir ) where the saturation stands. The positions of the points x il and x ir can be arbitrary in the computational domain (0, 1). Then, two special cells NG and ND to the left and to the right of NC make the transition between NC and the fixed grid. We denote x G the left extremity of NG and x D the right extremity of ND. We impose the following geometric conditions
We also impose that the points x il and x ir do not move more than one x to the left or to the right during a time step t. Therefore, if (7.1) is satisfied at the creation of a saturation, it suffices to move x G and x D at most one x to the left or to the right at each step, depending on the movement of x il and x ir , in order that (7.1) remains true at each step. The cells of the fixed grid which are not covered by a moving grid will be called active.
At the beginning of a time step, the solution is constant in each active cell of the fixed grid and in each cell of the moving grid. Then, we solve Riemann and generalized Riemann problems at each interface of these cells. In the saturated regions, we compute the new positions of the points x il , x ir , x G and x D . Then, the solution is averaged again in each new cell. For the evolution of x il and x ir , four different cases must be considered. With the notations of the previous sections, they are ) were studied previously and the case (c) is the symmetric of (b). The computations must be organized in a suitable way. The first step of the method consists in determining an admissible t for all the cells. We will denote t n , t n+1 = t n + t…the successive moments at which the solution is evaluated.
For the non-saturated cells, the simplest method consists in using the classic update formula of the problem without constraint, even if a shock arises, the amplitude of which is greater than α . The problem of the apparition of a saturation is treated further. Thus, the exam of the active cells provides a first admissible t which satisfies the classic CFL condition. So, let Q n j = t (α n j , α n j u n j ) be the average value of q in the cell C j at the step n and suppose it is active. A priori, the update formula for this cell will be Q n+1 j
where F n j−1/2 and F n j+1/2 are fluxes in x j−1/2 and x j+1/2 for the unconstrained problem. Others conditions on t appear by considering the moving grids. As already mentioned, the points x il and x ir must not move more than one x in one time step, and the waves attached to these points must not interact with any other wave. Additionally, the flux must remain easy to compute in x G + x or x D − x if x G must move to the right or x D to the left (for the update of the new active cells
. This refers to the condition (7.1). For instance, we allow x il (t n+1 ) to exceed x G (t n ) + 2 x only if no wave arrives to x G (t n ) + x during the time interval (t n , t n+1 ). So, the state and the flux remain constant in x G (t n ) + x in this time interval.
Some conditions come from the models themselves. The models (7.2-b) and (7.2-c) always cease to be valid in a finite time. For the problems of the case (7.2-d), we must choose t so that x il (t n+1 ) x ir (t n+1 ). In order to facilitate the computation of the fluxes (see below), if a saturation is surrounded by two rarefactions, we also impose x il (t n+1 ) x ir (t n ) and x il (t n ) x ir (t n+1 ).
These conditions give a new admissible t. We then apply formula (7.3) with this new t in order to know whether new saturations must be created. This may be the case if we find α n+1 j α but we impose that a shock occurs in x j−1/2 or x j+1/2 with an amplitude (on the α-component) greater that α . Indeed, the waves coming from x j−1/2 and x j+1/2 can cross in C j and this cell can saturate with waves initially smaller than α . If these waves are smaller than α , we reduce t so that C j does not saturate. Otherwise, we retain the interface where the shock is the largest for the creation of a saturation. Then, we can apply formula (4.1) and this saturation is created like in Fig. 6 . This figure corresponds to s 1 < 0 and s 2 > 0 which is generally the case. The new moving grid must satisfy (7.1) and the shocks which surround this new saturation must not interact with any other wave. All these conditions give a final admissible t. It must be evaluated again at each step.
A problem related to the use of two different grids appears. A saturation can be created like in Fig. 6 only if two cells of the fixed grid are active on the left and on the right of the interface where the saturation must appear. Otherwise, a specific procedure is required. By combination of special cases, the number of specific procedures can become large. This is an intrinsic problem due to the constraint α α . This kind of difficulty is encountered with any method which distinguishes the regions where α < α and α = α . As already noted, another intrinsic difficulty comes from the fact that the speed of the shocks can be very large (see end of Section 3). In practice, the program never stopped because of these difficulties. Nevertheless, it is necessary to write a procedure to merge two saturations which collide. As it will be seen in the next section, the analysis of the general behaviour of the solution of (1.1)-(1.3) shows that this case can be encountered quite frequently. Now, we just have to examine how to update the new cells NG and ND. The value of u i in the new cell NC is given directly by the results of the previous sections. For NG and ND, we must be able to compute the integral of the fluxes in x il (t n+1 ) and x ir (t n+1 ). We will use the integral form of the conservation law in the opposite direction to the usual one. Let [a, b] be an arbitrary interval. An integral form of the conservation law (1.5)-(1.6) is
where Consider a case which often occurs in the simulations. Suppose a saturation is surrounded by a shock on the right and that this shock moves to the right during the time interval (t n , t n+1 ). Therefore, q(x ir (t n+1 ), t) = q ND for t ∈ (t n , t n+1 ), so that F n (x ir (t n+1 )) is easy to compute. We know Q n+1 NC directly and we can compute Q n NC by averaging q on [x il (t n+1 ), x ir (t n+1 )] using the values of q in the old cells NG, NC and ND. Then, we can compute F n (x il (t n+1 )) using (7.4) whatever happened in x il (t) (rarefaction or shock and displacement to the left or to the right).
In a more general case, the shock in x ir (t) can move to the right and come back to the left or always move to the left. So, the computation of F n (x ir (t n+1 )) is no longer obvious but the above idea still applies with an additional step. Indeed, let us consider an intermediate point x I in ND which is never reached by the shock attached to x ir nor by the wave coming from x D . Such a point exists by our choice of t so that, for our purpose, one can even consider that ND is semi-infinite. Let NI = [x ir (t n+1 ), x I ]. We first apply the above idea to NI. We must observe that the final state in NI is q ND so that we know Q n+1 NI . We can compute Q n NI by averaging over the old cells and we know F n (x I ). Therefore, we deduce F n (x ir (t n+1 )) as above from (7.4). Then, we can apply the same idea as in the above paragraph to the new cell NC so that we can compute F n (x il (t n+1 )). Thus, more generally, it is always easy to compute F n (x il (t n+1 )) and F n (x ir (t n+1 )) if there is a shock to the left or a shock to the right of the saturation.
The only remaining case is that of a shock surrounded by two rarefactions. In this case, the solution is the solution of the problem without constraint and u i does not change with time. The basic problem is here the problem where the rarefaction to the left moves to the right and the rarefaction to the right moves to the left, that is to say u i + √ βα 0 and u i − √ βα 0. In this case, one computes easily F n (x il (t n+1 )) and F n (x ir (t n+1 )) (and they are equal). For the general case, we observe that one at least of the conditions u i + √ βα 0 and
and u i − √ βα > 0 for instance, it is easy to compute F n (x il (t n+1 )) since we chose t so that x il (t n+1 ) x ir (t n ) (which implies that q(x il (t n+1 ), t) remains constant over (t n , t n+1 )). Therefore, it is easy to compute either the flux in x il (t n+1 ) or the flux in x ir (t n+1 ). One can compute the other one using again the idea exposed in the above paragraphs.
A procedure eliminates the saturations when they are too small (x ir − x il < S min for some S min < x). Indeed, when a saturation reaches the surface of a bed, its size decreases and it disappears naturally. The solution is transferred to the fixed grid by averaging. A saturation can disappear just after having been created (when the program arrives at this procedure) but it does not affect the continuation of the algorithm.
The general organization of the program is then the following. We first compute an admissible t. Then, we compute the evolution of the moving cells. First, the evolution of x il and x ir , then, according to these evolutions and to the rules (7.1), the evolution of x G and x D . Next, we create the saturations that must appear. We then know all the new active cells and we compute their evolutions. We tested several methods for some procedures and we checked that the results were independent of the methods.
The problem related to the right-hand side is solved in a classic way. For instance, for the active cells of the fixed mesh, this problem gives d t α n j = 0 in each cell C j and a scalar ordinary differential
− g (7.6) (see (6.1)). The solution of this ODE tends to u F (α n j ) (see (6.2)). We solve (7.6) using the backward Euler method. It is stable in the sense of Lyapunov, which is required when a splitting method is used (14) . This problem is solved in the same way in the moving grids.
Numerical results
In this section, the interval (0, 1) represents a 1 metre high column of fluidization, the bottom of which is in 0. We must complete the previous algorithm with boundary conditions. We impose a no flux boundary condition for the particles in x = 0, that is to say u = 0 in x = 0. If the top of the column is empty, like in a real fluidization experiment, the condition in x = 1 plays no role. In this section, we will consider α = 0.6.
We consider a real case of fluidization of aluminium by air. We assume that the particles are 120µm in diameter. We find β = 0.00376 m 2 .s −2 , u t = 0.38 m.s −1 and ν = 3.97. The criterion of stability of Section 6 shows that this system is unstable for all α in (0, 0.6) except on a small interval (0, α u ) with α u 0.0017. We choose U 0 such that, if the system was stable, we would find α 0 = 0.3 in the bed (according to U 0 = (1 − α 0 ) ν u t , see (6.2)). We then find u K = 0.157 m.s −1 and u D = 0.0336 m.s −1 . The Figs 7 to 18 are related to the initial condition defined by α = 0.5 and u = 0 for 0 < x < 0.2 and α = 0 for x > 0.2. They were obtained for x = 5 × 10 −5 except the Figs 13 to 15. This problem corresponds to a discontinuous increase of U 0 at t = 0. We first analyse the results from a numerical point of view before considering them from a physical point of view.
The Figs 7 to 12 show the evolution of some saturations on a small time interval. In Fig. 7 , the region where α = 0.5 is still visible on the right. This region is accelerated because the volumetric flux U 0 is higher than the flux which corresponds to α = 0.5. This region moves upwards like a piston but particles fall behind. Close to the bottom of the column, α = 0.3, the equilibrium value for the current U 0 . If the system was stable, α would be similar the regular solution of (6.3). Instead, large instabilities appear just above the bottom and progress in the column. They are amplified and become peaks. In Fig. 7 , a first saturation forms near x = 0.003 m. As predicted, the peak and the saturation are preceded by a shock and followed by a rarefaction (see Section 6) . Likewise, the region where α = 0.5 is followed by a rarefaction. Once a saturation is formed, it is quite stable. The region where α = 0.5 itself is stable because the values of (α, m) in the cells where this region stands are exactly the sames, so that the fluxes at the interfaces are exactly the sames, without perturbation, at least at the beginning of the evolution. However, another phenomenon can explain this stability (see further). Figure 8 represents α(x) at two different moments. The region where α = 0.5 is now beyond x = 0.036 m. The first saturation is followed by others saturations and, in particular, its size has grown. The origin of this phenomenon is the fact that the particles in the saturation tend to reach a velocity higher than the one of the particles in the region where α = 0.5 (because of F d ). Moreover, the speed of the saturation is greater than the speed of its particles because it gains matter through the shock above it. These speeds are equal in the region where α = 0.5 since there are no particles above. In some simulations, the first saturation can reach the above region where α < α . Thus, the base of the shock of this first saturation has passed from α 0.15 on Fig. 7 to α 0.21 on Fig. 8 . Finally, the saturation gains more matter than it loses behind, in its own rarefaction, and it becomes wider. However, the shocks to the right become more intense and slow down the whole saturation. This perturbs the rarefaction to the left of this saturation. The instabilities are amplified and a hump appears and becomes more prominent.
In the Figs 9 and 10, we see that this hump becomes a peak then a saturation. It appears just before the saturation which was in second position. This one arrives with a higher velocity and they are on the point of merging. The program includes a procedure for this purpose so that this merging can occur. Different stages of the evolution can be seen in Fig. 11 . Again, this causes a slowdown of the whole saturation that induces perturbations in the rarefaction to the left. One or two angular points can be seen on the curves of this rarefaction and, in particular, a hump begins to form. This hump appears more clearly in Fig. 12 at a subsequent time. Then, the same process is repeated with the following saturations in an attenuated way. We note that the hump appears in Fig. 11 before the junction of the two saturations. It is already visible in Fig. 10 . On the contrary, no perturbation appears after the junction.
Thus, the results correspond to the expectations, considering only the terms of the equations. Moreover, the algorithm does not introduce perturbations around the saturations. However, relaxation systems can be very sensitive to the perturbations in general and to the variations of the step x when the subcharacteristic condition is not satisfied. We now examine this question.
We first recall the stability analysis of (4). In (4), Gibilaro first linearises the system (1.1)-(1.3) around an equilibrium state (α 0 , 0). Let us define
] taking into account the equilibrium conditions. Then, following (20) , he looks for a solution of this linearised problem for the perturbation of the concentration α * under the form
and he finds the relations
where u K and u D are the (positive) kinematic and dynamic velocities. Suppose u K < u D . Then, the velocity v must satisfy u 2 K v 2 u 2 D for k 2 to be positive. Then, one can check from the expression of a that a < 0 for any
The system is stable. Suppose now
We have recovered the stability criterion but the result is more precise. In the unstable case, the left going waves are stable but the right going waves are unstable. Moreover, the more v is close to u D , the more k is small and the more a is large. This feature is pointed out in (3) but a remains bounded. Let a s = sup a. For the system we consider, we find a s = 236 s −1 , which is very high. However, the rate of growth become small when the peaks are large. The non-linearities of the system stabilize it. If there was no particle phase pressure, we would find u D = 0 and a would be unbounded. The solution could not converge (unless non-linear effects).
Typically, relaxation systems can be solved without considering any condition coming from the source term when the subcharacteristic condition is satisfied (14) but it becomes false when this condition is not fulfilled. A criterion consists in comparing the time steps given by two conditions. The time step given by the CFL condition and the choice of x must be less or equal to the characteristic time of the problem related to the source term, that is to say (7.6) here. With the definition (8.1) of D, its linearized version for a perturbation u * reads d t u * = −D u * . One can then consider that the characteristic time of (7.6) is t 1 = 1/D. For the system of this section, we find t 1 = 7.79 × 10 −3 s. The CFL condition for states close to the equilibrium reads u D x/ t. Therefore, a limit for x is given by x ,1 = t 1 u D which yields x ,1 = 28.8 × 10 −5 m. We computed solutions of the form (8.2) and one can also consider that the characteristic time is given by t 2 = 1/a. We then find t 2 = 4.24 × 10 −3 s and another limit x ,2 = 15.5 × 10 −5 m. Figure 13 represents α(x) at exactly the same time t 0.1005 s for x = 5 × 10 −5 and for x = 0.5 × 10 −5 . The results are quite similar. We find the same number of peaks or saturations, they are located quite at the same place and they have the same width. The first saturation related to x = 0.5 × 10 −5 , close to the region where α = 0.5, is behind the one related to x = 5 × 10 −5 , although it is the contrary for the base of their rarefaction. On the contrary, the two following saturations or peaks related to x = 0.5 × 10 −5 are in front of those related to x = 5 × 10 −5 and, this time, the rarefactions are steeper for x = 5 × 10 −5 . The last peak, close to the bottom, appears at the same time. The most important error concerns the bottom of the region where α = 0.5 (the surfaces of the beds are at the same place). This bottom is lower for x = 0.5 × 10 −5 and the rarefaction attached to it is also steeper for this x. This difference appears at the beginning of the evolution and is not due to the saturations. On the contrary, the variations of the position of the first saturation seem due to the ones of the bottom of the region where α = 0.5.
The results are completely different for x = 20 × 10 −5 . At the same time t 0.1005 s, we only see three peaks without saturation (Fig. 14) . The good pattern is obtained only for x 5 × 10 −5 . Moreover, for x 20 × 10 −5 , when the saturations have appeared, we can see sometimes small oscillations behind them (Fig. 15) . They disappear completely for x 5 × 10 −5 . Despite these differences, the rearrangement with merging of the saturations observed in the Figs 8 to 12 also occurs at the same time t 0.3 s for all x between 5 × 10 −5 and 20 × 10 −5 . Therefore, x = 5 × 10 −5 seems to be a limit for this system to obtain a good resolution of the solution and the criterion set out above gave a good estimate of this limit. It is less than the size of a particle but it is a consequence of the high instability of the system chosen. The numerical solution seems to converge and the part of the algorithm which manages the saturations does not prevent this convergence.
Other features of the solution can be noted on the curves obtained at a later time. Figure 16 shows the global state at t 2.007 s (see also Figs 17 and 18) . The first saturation is now very wide. Close to the bottom, there are no saturations any more up to about 0.07 m. Then, they appear and become wider. The spatial frequency also changes. Close to the bottom, up to about 0.016 m, it is more or less like in Fig. 13 . Then, the space between two saturations increases by step. In Fig. 18 , the pattern is more regular but reorganizations with loss of matter and merging, like in the Figs 8 to 12, can still occur since the first saturation continues to progress towards the region where α = 0.5. When an amount of matter hits a saturation (for instance, the second in Fig. 9 ), the distance of this A surprising result can be seen in Fig. 17 . An interval where α = 0.3 appears and extends with time, although an equilibrium at this value is unstable. It was already visible in Fig. 13 on the curve related to x = 0.5 × 10 −5 . It can be related to the fact that the left going waves are stable while the right going waves are unstable. This property also explains the stability of the region where α = 0.5. Indeed, the surface of the bed is a shock in the exact solution of the continuous problem but it is not a discontinuity in the numerical solution of the discrete problem. It extends on some cells and instabilities can appear in this narrow region. One can see sometimes small peaks in this region, which are immediately pushed forwards after their apparition, and the region where α = 0.5 remains stable. The state in this region is not an equilibrium state at rest but it is an equilibrium state which moves at constant speed in the referential of the column. The same analysis applies for this region and the region which appears where α = 0.3.
The Figs 19 and 20 shows how instabilities can appear and evolve when the flow rate is reduced. The system is the one considered at the beginning of this section, U 0 still corresponds to an equilibrium at α 0 = 0.3 and x = 5 × 10 −5 but α = 0.25 and u = 0 for 0 < x < 0.2 and α = 0 for x > 0.2 at t = 0. First, particles fall and accumulate at the bottom at a concentration greater than 0.3. Then, this excess of mass in this first layer is pushed forwards and a peak appears and grows. At a later time (Fig. 20) , the pattern ressembles those obtained for an increase of the flow rate.
To our knowledge, there are no 1D physical experiments to which compare these results because of the high instability of the systems. These behaviours can only be compared to the behaviours of a stable bed in expansion or in contraction.
When the flow rate U 0 is reduced in a fluidized bed in equilibrium at α 1 , then the particles fall and first reorganize close to the bottom. One can distinguish two regions, one at the new equilibrium value α 2 > α 1 close to the bottom and the other at α 1 which fall towards the first one. Generally, one does not observe intermediate regions between these two regions at the macroscopic level (4). So, from a mathematical point of view, the separation between these regions can be assimilated to a shock. This phenomenon is the one observed here above the saturations.
When the flow rate U 0 is increased in a fluidized bed in equilibrium at α 1 , then the bed starts to move upwards like a piston. However, the bottom interface is not stable. If a particle is displaced below in the clear fluid, it experiences a lower drag force, which moves it down further from the interface (while the top interface is stable). This phenomenon is referred to as gravitational instability. So, particles rain down from the bottom interface continuously. Then, the particles rearrange at the bottom of the column at a new equilibrium concentration α 2 < α 1 . Generally, these two regions are separated by a region where α varies continuously from α 1 to α 2 (4) (some authors did not observe it in special conditions (4)). From a mathematical point of view, this intermediate region ressembles a rarefaction. This phenomenon is observed here behind the saturations, or behind the region where α = 0.5 in the case related to the figures 7 to 18. Therefore, the numerical results are in accordance with the physical expectations concerning these behaviours. In (21), the evolution of stable fluidized beds is computed using a model of (1) and the same phenomena are observed.
Moreover, we observed in Fig. 16 that the saturations and the space between two saturations were increasing when these saturations were progressing in the column. In real physical experiments, the instabilities are bubble-shaped at the early stage of their development, and one also observes that the bubbles become bigger when they rise through the bed. However, they can coalesce and take various patterns. On the contrary, in the 1D numerical experiments, we found the same type of structures in all unstable beds, in contraction or in expansion. This is due to a lack of degree of freedom in 1D. The coalescence can only be compared to the merging observed in Fig. 11 .
We noted the apparition and the extension of an interval on which the bed is in equilibrium at α = 0.3 although this value is not in the domain of stability. However, this equilibrium is very fragile. In one numerical experiment, the very small oscillations remaining in this interval are amplified beyond a point of this interval, at some stage, and the equilibrium is destroyed above this point. Therefore, this equilibrium is physically meaningless since there are always fluctuations in the physical data (in U 0 for instance).
The algorithm could be simplified. Indeed, we implemented directly the solution of the systems (3.1)-(3.7) and (5.1)-(5.6). However, in the system (3.1)-(3.7) for instance, the equations (3.1)-(3.6) describe the interaction between the interior and the exterior of a saturation while (3.7) describes how the interior evolves. They are coupled but one can imagine to solve successively the problems related to the interactions and to the evolution of u i , like in the first iteration of a relaxation method (see also (3.19) ). In this way, u i is constant in the step related to the interactions and the computations are simpler. This method seems necessary for solving multi-D problems.
In 1D, any internal evolution of the saturations is frozen by the incompressibility condition. In the multi-D case, a new problem arises which consists in defining an evolution model for the interior of the saturations. If the physical system is a water flow described by the shallow water model in the non-saturated regions, it is natural to use the incompressible Euler system for describing the saturated regions. In fluidization, several authors use soil mechanics to describe particle assemblies at a concentration close to α . A review can be found in (22). This theory could provide a model for the saturations in fluidization.
Conclusion
The objectives were reached from a mathematical point of view. We derived models for the interactions between the saturated regions and the non-saturated regions in the two possible cases and we analysed their structure. We built an algorithm according to these models to handle the saturations in a numerical program. This program can account for complex behaviours in the case of a model of fluidization and the discrete solution of this problem can converge in the presence of saturations.
From a physical point of view, the results show correct behaviours around the saturations and a correct evolution of the saturations through the bed. These results were obtained without additional pressure term in the model, which suggests that an approach based only on saturated and nonsaturated regions may be relevant and sufficient. We noted the settlement of an equilibrium at the bottom of the column in an unstable case. This is due to the regularity of the flow rate and a simple geometry in 1D. In multi-D, the instabilities can be induced and maintained by inhomogeneities in the distributor and the presence of probes in the bed. Moreover, the behaviour of the instabilities is more complex. This approach should be extended to the multi-D for a validation of the model. 
