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Abstract 
Asian option is quite different from European option which can be exercised on the date of expiration, and not like the 
American option which exercised anytime during the period of contract. It is an unusual derivative that the option 
payoff depends on the average of a stock price or underlying asset over a certain period in the future. There are some 
demands from real world application. The attractive point is that Asian option is cheaper than the other options to hedge 
the similar risk. In addition, some investors need security which can protect them from the volatility and risk from the 
market, at the same time, the average option can provide an investor with a greater level of flexibility to make a deal. 
This paper focus on the point that using Finite-difference method to solve the Black-Scholes partial differential equation 
for the Asian Option valuation problem. 
Keywords: Asian Option; finite-difference methods, numerical solutions, black scholes 
1. The Black-Scholes and Finite-difference Method 
Finite-difference approaches which are very powerful and flexible are a kind of method that give numerical answer to 
the partial differential equations. Once the Black-Scholes equation is reduced to the diffusion equation it is a relatively 
simple matter to find exact solution. This is, of course, because the diffusion equation is a far simpler and less cluttered 
equation than the Black-Scholes equation. For precisely this reason also, it would be easier to find numerical solution 
than to solve the Black-Scholes equation directly.  
In fact, under some circumstance there are no way to reduce the problem to a constant coefficient diffusion equation. 
For example, we cannot easily deal multifactor model in one or more dimensions with the method which applied to 
Black-Scholes equation. Things always have two sides, solution to partial differential equation by converting it to 
finite-difference equation does not sound well. In some situation, the result of these schemes is not accurate and the 
effect which applied to parameter often failed its object. To the end, we must discuss some disadvantage of numerical 
method and some problem we might meet. 
1.1 Accuracy and Order 
There are two kinds of error in finite difference approach, one is round-off error which lose the precision because of 
computing rounding, another one is truncation error which is the difference between the solution of differential equation 
and the approximation. In other words, the truncation error arise is made during the approximation procedure due to the 
“finite” number of time steps. Even under the condition of “infinite” time steps, the truncation error still exist because 
of the Taylor expansion. 
Normally, the main interests we focus is the local truncation error of an approach, which expressed by using Big – 𝑂 
notation, “local” means the error refers to the error from the application of the approach. For it is convenient to proceed, 
we take the reminder term of a Taylor polynomial for the local truncation error. The Taylor polynomial for f (x0 + h), 
which is 
𝑅𝑛(𝑥0 + ℎ) =
𝑓𝑛+1(𝜉)
(𝑛 + 1)!
(ℎ)𝑛+1  
where x0 < ξ < x0 + h, 
taking the forward-difference formula for the first derivative f(xi) = f (x0 + ih), 
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𝑓(𝑥0 + ⅈℎ) = 𝑓(𝑥0) + 𝑓
′(𝑥0)ⅈℎ +
𝑓′′(𝜉)
2!
(ⅈℎ)2 
and this leads to  
𝑓(𝑥0 + ⅈℎ) − 𝑓(𝑥0)
ⅈℎ
= 𝑓′(𝑥0) +
𝑓′′(𝜉)
2!
ⅈℎ 
and the value on the left is the approximation from the finite difference approach and the value on the right is the value 
of interest plus a remainder. The local truncation error is just the remainder. It can be showed below: 
𝑓(𝑥0 + ⅈℎ) − 𝑓(𝑥0)
ⅈℎ
= 𝑓′(𝑥0) + 𝑂(ℎ) 
Analyzing the equation, we can find that the local truncation error is proportional to the step sizes. 
1.2 Computational Cost 
The computational methods have always a trade-off between speed and accuracy, i.e. between maximizing speed and 
minimizing errors. To gain a better accuracy, one must incur a cost of lengthier computing time. Fortunately, some 
methods converge to the correct solution faster than other methods, so a desired accuracy can be obtained with fewer 
computer operations.  
2. Simplified Explicit Scheme for Asian Option 
we will construct a Simplified explicit scheme for Asian option which is modeled by equation. First step we begin with 
the step grid and construct a mesh web. We introduce a discrete grid with steps 𝛥𝑡=k, 𝛥𝑅= h, where ∆R is the grid step 
for the stock price, and 𝛥t is the grid step for the time, and set 
𝐻𝑛
𝑚 = 𝐻(𝑚𝛥𝑡, 𝑛𝛥𝑅) 
All the difference schemes involve a parameter that is given by 𝛼 = 𝛥𝑡/(𝛥𝑅^2 )，Consider the Black-Scholes problem 
for the Asian option 
𝜕𝐻
𝜕𝑡
+
1
2
𝜎2𝑅2
𝜕2𝐻
𝜕𝑅2
+ (1 − 𝑟𝑅)
𝜕𝐻
𝜕𝑅
= 0 
Divide the life of the option into M time steps of length 
Δt =
T
M
 
Divide the [0, R] into N intervals of length 
𝛥𝑅 =
𝑅
𝑁
 
and write 
𝐻𝑛
𝑚 = 𝐻(𝑛𝛥𝑅)(𝑚𝛥𝑡) 
Where n=0,1, 2, N, m=0,1, 2, M. 
2.1 Finite-Difference Approximations 
Using Taylor‟s theorem, we can approximate 
𝜕𝐻
𝜕𝑡
=
𝐻𝑛
𝑚+1 − 𝐻𝑛
𝑚
𝛥𝑡
+ 𝑂(𝛥𝑡) 
𝜕𝐻
𝜕𝑅
=
𝐻𝑛+1
𝑚+1 − 𝐻𝑛
𝑚+1
𝛥𝑅
+ 𝑂(𝛥𝑅) 
𝜕2𝐻
𝜕𝑅2
=
𝐻𝑛−1
𝑚+1 + 𝐻
𝑛+1
𝑚+1
− 2𝐻𝑛
𝑚+1
(𝛥𝑅)2
+ 𝑂(𝛥𝑅2) 
There are some non-constant coefficient problems. Note, for future reference, that t = m𝛥t and R = n𝛥R we have 
𝑅
𝜕𝐻
𝜕𝑅
= 𝑛(𝐻𝑛+1
𝑚+1 − 𝐻𝑛
𝑚+1) + 𝑂(𝛥𝑅2) 
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𝑅2
𝜕2𝐻
𝜕𝑅2
= 𝑛2(𝐻
𝑛−1
𝑚+1 + 𝐻
𝑛+1
𝑚+1
− 2𝐻𝑛
𝑚+1) + 𝑂(𝛥𝑅4) 
To the end, we substitute the explicit finite-difference approximations into the Black-Scholes equation gives the linear 
system 
𝐻𝑛
𝑚 = 𝐴𝑛 ∗ 𝐻𝑛
𝑚+1 + 𝐵𝑛 ∗ 𝐻𝑛+1
𝑚+1 + 𝐶𝑛 ∗ 𝐻𝑛−1
𝑚+1 
Where 
𝐴𝑛 = 1 − (𝛿
2𝑛2 +
1
𝛥𝑅
− 𝑟𝑛) 𝛥𝑡 
𝐵𝑛 = (
1
2
𝛿2𝑛2 +
1
𝛥𝑅
− 𝑟𝑛) 𝛥𝑡 
𝐶𝑛 =
1
2
𝛿2𝑛2𝛥𝑡 
and this expression is accurate to 𝑂(𝛥𝑅2, 𝛥𝑡) 
3. Algorithm Execution 
After we finished all the mathematics module, we could use Mathematica notebook to simulate the solution. we need to 
translate the equation to Mathematica notebook language. 
Therefore, we set r as interest rate, σ is the diffusion parameter and T is the expiry day. „R‟ is set to Rmax which we 
fixed it as limited constant. 
 
The graphic above show that how the computation procedure should go, First, we get the condition payoff: 
𝐻(𝑅𝑇 , 𝑇) = (1 −
1
𝑇
𝑅𝑇)
+
 
The payoff represents the points on the upside of the rectangle. And from the condition: 
𝐻(𝑅, 𝑡) = 0   𝑅 → ∞ 
We know all the value on the right side of the rectangle is zero. For the boundary condition: 
𝜕𝐻
𝜕𝑡
+
𝜕𝐻
𝜕𝑅
= 0   𝑅 → 0 
We use the finite difference method 
𝐻0𝑣 − 𝐻0𝑣−1
𝛥𝑡
+
−3𝐻0𝑣 + 4𝐻1𝑣 − 𝐻2𝑣
2𝛥𝑅
= 0 
to compute the 𝐻0𝑣−1, then we can get the value on left side of the rectangle. Then according to the equation: 
𝐻𝑛
𝑚 = 𝐴𝑛 ∗ 𝐻𝑛
𝑚+1 + 𝐵𝑛 ∗ 𝐻𝑛+1
𝑚+1 + 𝐶𝑛 ∗ 𝐻𝑛−1
𝑚+1 
From the backward way, we use three known point to compute one unknown point and finally compute all of the point 
of the matrix. 
Applied Economics and Finance                                          Vol. 4, No. 1; 2017 
194 
 
Using Mathematica notebook, we set a series parameter and see the performance as below: 
hnought[R_]:=Max[1−R/T,0.0]  
r =0.05; sigma = 0.4; T = 1; Rmax =8;  
time steps= 4000; spatialsteps=150; 
dt = T/timesteps; dR = Rmax/spatialsteps; dtoR = dt/dR; sisq =sigama
2
;  
dR 
𝟒
𝟕𝟓
 
dtoR 
𝟑
𝟔𝟒𝟎
 
sisq dtspatialsteps
2 
0.9 
 
we connect the point and make the line smoothly, we get 
 
Finally, we get the value of V, 
2 4 6 8 
0.02 
0.04 
0.06 
0.08 
0.10 
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4. Stability Analysis and Comparing 
we need execute some stability analysis, if we change the time steps value to 3000 and keep other parameter unchanged, 
we will see: 
r = 0.05; sigma = 0.4; T = 1; Rmax = 8;  
time steps = 3000; spatial steps = 150; 
dt = T/time steps; dR = Rmax/spatial steps; 
dtoR = dt/dR; sisq = sigma
2
;  
dR 
𝟒
𝟕𝟓
 
dtoR 
𝟏
𝟏𝟔𝟎
 
sisq dtspatialsteps
2
  
1.2 
 
This picture shows h0 does not change. 
4 6 8 10 12 
0.05 
0.10 
0.15 
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After we finished the recursive computation though, the picture completely becomes chaos. 
 
We connect the discrete points, we get the picture above. but the solution is useless. 
 
And the result is also bad. 
Next step, we set  
r = 0.1, σ = 0.4 and T = 0.5 Rmax = 1. 
timesteps = 500, spatialsteps = 50; 
 
hnought[R ]:=Max[1 − R/T,0.0]  
r =0.1; sigma = 0.4; T = 0.5; Rmax =1; 
time steps = 500; spatial steps = 50; 
dt = T/time steps; dR = Rmax/spatial steps; dtoR = dt/dR; sisq = sigma
2
; 
sisq dtspatialsteps
2 
0.4 
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Connecting all the discrete point, we get: 
 
This group of parameter looks like no bad cause we choose fitted dt/dR, therefore we can conclude that the 
approximation accuracy has a close relationship with the value of dt/dR. In fact, if we choose bigger time steps and 
spatial steps, we can get more accurate result. 
5. Conclusions 
To the end, there are a variety of methods for pricing Asian options, some of which have been refereed in brief in this 
paper. As with all Numerical method pricing, the trade-off is between accuracy, speed and simplicity. Monte Carlo 
simulation is the simplest method for pricing Asian options, and it can be made arbitrarily accurate by increasing the 
number of simulations. Finite difference methods are much faster, but on the other hand, more complicated to 
implement. In addition, the choice of the PDE representation as well as the Finite Difference scheme to be used can 
affect the accuracy of the results achieved.  
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