Abstract. We propose a constructive proof for the Ambrosetti-Rabinowitz Mountain Pass Theorem providing an algorithm, based on a bisection method, for its implementation. The efficiency of our algorithm, particularly suitable for problems in high dimensions, consists in the low number of flow lines to be computed for its convergence; for this reason it improves the one currently used and proposed by Y.S. Choi and P.J. McKenna in [3] .
Introduction
This paper deals with constructive methods to seek critical points which are not minimizers for functionals defined on Hilbert spaces. The existence of such critical points may be detected from the topological features of the sublevels, under some compactness conditions. The purpose of this work is to give a constructive version of the Ambrosetti-Rabinowitz Mountain Pass Theorem (see [1] ), which is one of the most useful abstract critical point theorems and that has found relevant applications in solving nonlinear boundary value problems. Our constructive proof relies on an algorithm based on a bisection method; this algorithm, elaborated in different versions depending on the topology of the sublevels (see Algorithms 2 and 4), can be implemented numerically. In spite of its simplicity, the algorithm proposed is new and in terms of numerical optimization, it improves the one currently used and proposed by Y.S. Choi and P.J. McKenna in [3] (see also [4] ). The efficiency of our algorithm consists in the low number of steepest descent flow lines to be determined to obtain a good approximation of a critical point of mountain pass type; this fact makes the method particularly fit for problems in high dimensions such as those coming from the discretization of nonlinear boundary value problems in infinite dimensional spaces. Moreover, compared with the usual Newton's method, our algorithm has two main advantages: it always converges and it does not need an a priori good initial guess.
For some numerical applications of Algorithms 2 and 4 we refer the reader to Chapter 2 of [2] , where such algorithms are applied to the action functional associated to the n-body problem with simple or double choreography constraint respectively. The theory exposed in this paper, permits the determination of a new solution for the 3-body problem in a rotating frame with angular velocity ω = 1.5.
1. An iterative algorithm for critical points 1.1. The steepest descent flow. We consider a Hilbert space X and a functional f : X → R of class C 2 . Fixed c ∈ R, we define the c-sublevel of f as the open set f c := {x ∈ X : f (x) < c} and the set of critical points of f as
The point x 0 ∈ Crit(f ) is a local minimizer for the functional f if there exists r > 0, such that f (x) ≥ f (x 0 ), ∀x ∈ B r (x 0 ); x 0 is a strict local minimizer if there exists r 0 > 0 such that for every r < r 0 , inf
Let η : R + × X → X be the steepest descent flow associated with the functional f defined as the solution of the Cauchy problem
We say that a subset X 0 ⊂ X is positively invariant for the flow η if {η(t, x 0 ), t ≥ 0} ⊂ X 0 , for every x 0 ∈ X 0 . We term ω-limit of x ∈ X for the flow η, the closed positively invariant set
We now state two useful preliminary Lemmata concerning some properties of the steepest descent flow defined in (1.1); for their simple proofs we refer, if necessary, to [2] .
1.2. Disconnected sublevels. Let c ∈ R be such that the sublevel f c is disconnected, we term (
For every index i, we consider the basin of attraction of the set F c i
We term path a continuous function γ : [0, 1] → X. Given a pair of points x 1 , x 2 ∈ X, x 1 = x 2 , we define the set of paths joining x 1 to x 2 as 
Proof. The first step is the description of an algorithm that, given a path γ in the set Γ x1,x2 , selects a pointx
Step 0. s
We have then defined two sequences (s 
Proof. Since ∂F Unfortunately, the proof of Corollary 1.5 is not constructive in the sense that it does not provide a method to determine the critical set ωx. The reasons why we can not have an implementable proof of this result are, first, that we can not determine precisely, in a finite number of steps, the pointx, since it is the limit of the sequence (x n 1 ) n in Algorithm 1. Second, ωx is defined as a limit for t → +∞ and we are not able to determine the value f (ωx) numerically.
Although the following result is a consequence of Corollary 1.5, its relevance consists in its constructive proof, that gives a method to determine a critical point for the functional f at a level higher than c. Corollary 1.6. In the same conditions of Theorem 1.4 
Proof. Let (x n 1 ) n be the sequence defined in Algorithm 1, (x n 1 ) n ⊂ F ∇f (η(t, x n 1 )) .
Hence, using Lemma 1.1 (we can suppose γ n < 1) we deduce
and we can conclude that
Since (x n 1 ) n →x as n → +∞ and f (ωx) ≥ c, we have lim n→+∞ T n = +∞ and lim n→+∞ γ n = 0.
We deduce the existence of a sequence (T n ) n such that (T n ) n ∈ [0, T n ] and, defining y n := η(T n , x n 1 ), we have lim
The proof of Corollary 1.6 shows that Algorithm 1 can be improved in the following Algorithm 2 to obtain the sequence (ỹ n ) n .
Algorithm 2.
The sequence (ỹ n ) n defined in Algorithm 2 will converge, once we impose some additional compactness conditions on the functional f . In this sense we give the following definitions. closer to the desired critical point, whose action level is approximately 5.2. In the second picture, we see the value of the norm of the gradient of the action functional on the same curves. This value decreases till the pointỹ i , then it increases when the line η(t, x i 1 ) departs from a neighborhood of the mountain pass point, to reach a local minimizer. Remark that both figures represents just the first 1000 steps in the t-variable.
We now point out some cautions to be taken in the implementation of Algorithm 2. After a certain number of steps, depending on the distance between x 1 and x 2 , the points x ) ≪ ǫ, where ǫ is a fixed small positive number. Fixed ǫ, γ > 0 we propose the following algorithm that allows us to approach a locally optimal path joining the starting points x 1 and x 2 .
Algorithm 3.
Step
It must be said that the choice of the second connected component where x 2 lies is forced by the problem itself. Nevertheless, we can connect x 1 to any given connected component by juxtaposition of a finite number of locally optimal paths. and for every pair of paths γ 1 , γ 2 such that γ 1 (1) = γ 2 (0) we define the path Let Y be a subset of X, we say that Y is simply connected if every loop in Y is contractible.
We consider a functional f : X → R, satisfying the following hypotheses (h1) f is bounded below, suppose f (x) ≥ 0, ∀x ∈ X; (h2) there exists c such that the sublevel f c = ∅ is not simply connected; (h3) f verifies the (PS) c0 for every 0 ≤ c 0 < c. In the sequel, we will work in a connected component of the sublevel f c ; we will still term it f c . Letx ∈ f c be a strict local minimizer for f and r > 0 such that the ball B r (x) is contractible in f c , i.e. for every x ∈ B r (x) the set {(1 − λ)x + λx : λ ∈ [0, 1]} ⊂ f c . We consider the sublevel fc +ǫ , wherec = f (x) and ǫ > 0, such that Fc is the connected component of fc +ǫ containingx. We observe that Fc +ǭ x is contractible in f c . For every x 1 ∈ f c such that ω x1 =x we define the instant
We define the following paths Step i.
Using Algorithm 4 we can directly find a point whose ω-limit is notx, in this case the i-loop is stopped. Otherwise, we define a sequence of paths (γ i ) i , that are not η-contractible. In this case, let x Arguing as in the proof of the convergence of Algorithm 1, we deduce that necessarily ωx =x; if ωx is a strict minimizer, we use Algorithm 2 to deduce the existence of a critical point that is not a strict local minimizer.
The Mountain Pass Theorem
Our goal now is to prove a version of the Mountain Pass Theorem (for a detailed theory on this subject we refer to [1, 5] ). A Mountain Pass Theorem concerns itself with proving the existence of critical points which are not strict local minimizers for the functional f ; using Corollary 1.5 and Proposition 1.3, we are now able to prove the following Proof. The definition (2.1) of the level c 0 and condition (2.2), imply, first, that the sublevel f c0 is disconnected, second that for every k ∈ N, there exist γ k ∈ Γ x1,x2 such that 
