Abstract. We propose a new constraint-based approach to termination analysis, applicable to Logic Programming (LP) and Constraint Handling Rules (CHR). Our approach further extends the existing constraintbased approaches for LP based on polynomial interpretations and introduces a whole new level of expressivity. We can handle problems such as bounded increase and integer arithmetic, elegantly. Furthermore, we are able to prove termination of programs that only terminate for subsets of the considered queries. Examples are algorithms that manipulate graphs and that only terminate if the graph in the input is cycle-free. This information cannot be represented, using the existing techniques in termination analysis. Therefore, we introduce invariance relations, representing relations among terms that hold on atoms during calls to the program. These relations can also be derived in a constraint-based manner and they can be used as a basis for a more expressive interpretation of the atoms of the program. We discuss our technique in the context of CHR, solving an important class of open problems containing transitivity rules. We also demonstrate the technique in an LP context and show that it is more powerful than existing constraint-based approaches.
The following CHR program [3, 7] , computes the transitive closure of a graph.
transitivity @ arc(X, Y ), arc(Y, Z) ⇒ arc(X, Z).
This program is representative for a large class of practical programs in CHR that cannot be handled using any existing automated technique. For it to be proven terminating, the query graph may not contain cycles. Consider for example a query of two constraints, arc(a, b) and arc(b, c), representing a cycle-free graph, consisting of three nodes: a, b and c. The transitivity rule is applicable to these constraints, adding the constraint arc(a, c). Since a fire-once policy prevents multiple applications of a propagation rule on the same combination of constraints, the program terminates. If on the other hand, the query graph contains a cycle, then arcs are added progressively along that cycle, ad infinitum.
To tackle the problem of programs that only terminate for some subset of the considered queries, we present in the next paragraphs a new approach to constraint-based termination analysis. The technique is based on polynomial interpretations [5] , however, we allow more expressive polynomials than the ones used in [5] . Our approach is applicable to both LP and CHR programs. First, Supported by I.W.T. Flanders -Belgium we discuss our approach for CHR programs containing a transitivity rule. Then, we show the technique's applicability to LP and argue that it is more powerful than existing approaches.
To prove termination automatically, we develop verifiable sufficient conditions [2, 6] . To express such conditions, we require information on possible calls to a program. Such information comes in the form of a call set. In LP, this corresponds to the set of atoms, selected in some derivation of the program, for some query. In CHR, it corresponds to the atoms used to fire a rule in some computation of the program for some query. To specify the intended use of a program, we use a query set, finitely represented using query patterns. From it, we select atoms to compose queries. Then, by application of abstract interpretation, we derive from query patterns, call patterns [4, 7] as a representation of the call set.
In [5] , termination is proven using a polynomial interpretation. There, the interpretation maps atoms and terms to N-closed polynomials, using a polynomial level mapping, |.|, for atoms and a polynomial norm, . , for terms. The call set has to be rigid w.r.t. this interpretation, meaning that only polynomials can be constructed using the instantiated parts of atoms and terms. To verify this, syntactic conditions are constructed, based on call patterns [1] .
In [5] , the N-closed polynomials that are used, are constructed from positive monomials. For example, a polynomial a 0 + a 1 .X 1 + · · · + a n .X n . However, for programs such as our running example, we require negative monomials to prove termination. We allow therefore polynomials that are the difference of two (linear) positive polynomials:
n .X n ). For such polynomials, N-closedness is not trivial: there is obviously a positive integer assignment to variables and coefficients, resulting in a negative integer outcome. To guarantee that such polynomials are N-closed, a
n .X n must hold during the execution of the program. In the next paragraph, we derive this information, using invariance relations.
To prove termination of a CHR program containing a transitivity rule, we need to be able to represent more restricted kinds of queries. Call patterns [4] provide information on the instantiated parts of atoms in the call set, however, do not represent relations that hold among these parts. To represent this information, we introduce invariance relations, holding on atoms in the query or the call set.
To prove termination of our running example, we must guarantee the use of a cycle-free query graph. In such a graph, one can always find an ordering on nodes, such that every arc points from a strictly smaller sized node to a bigger sized node. Thus, the queries we can use are in
Given the invariance relation I query arc/2 on query atoms, we aim to derive an invariance relation I callset arc/2 on the atoms used in calls. For that purpose, we will now assume that I query arc/2 is not just an invariance relation, but actually specifies the query atoms of interest. Since we also assume that the query atoms are a subset of the call atoms, the invariance relation I callset arc/2 on the call atoms must hold on the query atoms. Thus, I query arc/2 ⊆ I callset arc/2 . More explicitly, we get the condition ∀t 1 , t 2 ∈ T erm P : (t 1 , t 2 ) ∈ I query arc/2 → (t 1 , t 2 ) ∈ I callset arc/2 , meaning that the invariance relation on query atoms must be more restrictive than the one on atoms in the call set. On the basis of CHR rules, we derive rule conditions. For the transitivity rule, we get that ∀t 1 , t 2 , t 3 ∈ T erm P :
arc/2 , meaning that the invariance relation holding on arc/2 atoms, has to remain valid under transitivity.
We derive invariance relations on call atoms in a constraint-based manner, using a polynomial interpretation. That is, we reformulate the conditions by using a symbolic polynomial form for invariance relations in the same way as this is done for interargument relations in [5] . The invariance relation in polynomial form for the query is I
For the invariance relation on the atoms used in calls, we provide the same level of expressivity as for the query. Thus for the arc/2 constraints, we express their invariance relation using three symbolic polynomial inequalities:
To find values for the symbolic coefficients, we formulate the invariance conditions in terms of these symbolic polynomials. Thus, ∀t 1 , t 2 ∈ T erm P : For the condition related to the transitivity rule, we get that ∀t 1 , t 2 , t 3 ∈ T erm P : 
These conditions are similar to the ones obtained in [5] and thus can be solved in a similar way. That is, by transforming them to a system of Diophantine constraints on the symbolic coefficients and solving the resulting system by an existing constraint solver. One possible solution, results in an invariance relation,
Thus, the invariance relation on the query is preserved under transitivity. That is, the bounds, t max and t min , remain to be bounds for the added arcs and these arcs keep pointing from strictly smaller sized nodes to bigger sized nodes.
To prove the transitivity program terminating, we obtain the following termination conditions, according to [6] . The scope of the decrease conditions is restricted by invariance relations holding on the atoms used in the head.
To prove validity of these conditions, we require an interpretation, mapping arc/2 atoms to a polynomial of the form |arc(t 1 , t 2 )| = ( t max − t min ) − ( t 2 − t 1 ). Since, ( t max − t min ) − ( t 2 − t 1 ) ≥ 0 is implied by I callset arc/2 , we map all arc/2 atoms in the call set, to N-closed polynomials.
To obtain an integrated approach, incorporating invariance and termination conditions, we introduce a symbolic form for level mappings, parameterizable by invariance relations. For arc/2 atoms, we have |arc(t 1 , t 2 )| = ii 0 + ii 1 . t 1 + ii 2 . t 2 −(io 0 +io 1 . t 1 +io 2 . t 2 ) as its symbolic form, which depends on the invariance relation holding on arc/2 atoms in the call set. Thus, ∀t 1 , t 2 ∈ T erm P :
Notice that the symbolic form, used in existing constraint-based approaches [5] , is implied by default. After all, ii 0 + ii 1 . t 1 + ii 2 . t 2 ≥ 0 is trivially implied, since only polynomials are constructed with positive integer coefficients. Therefore, if termination can be proven by existing systems, we can prove it as well.
As termination conditions, we obtain now:
Solving these conditions using the techniques in [5] , provides us with the aforementioned interpretation for arc/2 constraints, proving termination.
Our technique is also applicable to LP. Similarly, invariance relations for atoms used in calls, can be derived on the basis of an invariance relation for the query atoms. We demonstrate this on the following LP program.
Currently, no technique for termination analysis of LP can handle such programs. Since a call to neq/2 also succeeds whenever the first term of an a/2 atom is bigger than the second, the program will run forever, as for such queries the first argument has no upper bound. Thus, in order to prove termination, we have to consider that a query consists of a(t 1 , t 2 ) atoms, where t 1 ≺ t 2 , represented using an invariance relation, I query a/2 = {(t 1 , t 2 ) | t 1 , t 2 ∈ T erm P , t 2 > t 1 }.
Consequently, to derive I callset a/2
, we initially set it to a general symbolic form, {(t 1 , t 2 ) | t 1 , t 2 ∈ T erm P ∧ ii . That is, ∀t 1 , t 2 ∈ T erm P : ii
To prove termination, we must show that all recursive body atoms are smaller than the atom used in the head [2] . This results for the LP program, in the following condition: ∀t 1 , t 2 ∈ T erm P : ii To conclude, we proposed a new constraint-based approach, more powerful than existing approaches in LP. Our approach can handle both LP and CHR programs containing bounded increase, integer arithmetic or programs that only terminate for subsets of considered queries. We overcame these problems by introducing invariance relations, resulting in a useful specification for relations holding among the instantiated parts of call atoms and thus complementing call types. As such, we are able to represent more restricted kinds of queries, related to the use of domains or even global properties of queries, such as cycle-freeness of a query graph. In the continuation of this work, we will formalize this technique and further evaluate it, in the context of CHR and Logic Programs.
