This paper mainly deals with the stability of delayed neural networks with time-varying impulses, in which both stabilizing and destabilizing impulses are considered. By means of the comparison principle, the average impulsive interval and the Lyapunov function approach, sufficient conditions are obtained to ensure that the considered impulsive delayed neural network is exponentially stable. Different from existing results on stability of impulsive systems with average impulsive approach, it is assumed that impulsive strengths of stabilizing and destabilizing impulses take values from two finite states, and a new definition of impulsive strength-dependent average impulsive interval is proposed to characterize the impulsive sequence. The characteristics of the proposed impulsive strength-dependent average impulsive interval is that each impulsive strength has its own average impulsive interval and therefore the proposed impulsive strength-dependent average impulsive interval is more applicable than the average impulsive interval. Simulation examples are given to show the validity and potential advantages of the developed results.
Introduction
Over the past few years, neural networks have been widely studied due to their potential applications in various fields, such as, robotic control, fault detection, system identification, image restoration and so on [2, 10, 13, 18, 24, 25, [29] [30] [31] [32] 36] . In the implementation of neural networks, owing to the limited speed of signal propagation, time-varying delays are often encountered. The resulting neural networks with various time delays were extensively studied, and many significant results have been obtained [7, 14, 17, 20, 21, 35, 40, 43] , see [7, 14, 43] for discrete time delay, [21] for distributed time delay and [17] for reaction-diffusion delay.
On the other hand, due to switching phenomenon, frequency change, or other sudden noise, impulsive effects often appear in real systems [1, 9, 12, 19, 28, 34, 37] . Generally, impulses can affect the dynamical behaviors of the networks, if a network is not stable and the impulsive effects are beneficial to stability, then the network can achieve stability with an appropriate impulsive interval [23, 38] . Conversely, if a network is stable and the impulsive effects are harmful to stability, then the impulses may destroy stability [35] . Hence, it is necessary to investigate its influences on the stability of neural networks. According to the influence of impulses on stability, impulses can be classified into the following two categories: 1) an impulsive sequence is said to be stabilizing if the impulsive effects can enhance the stability of dynamical systems; 2) an impulsive sequence is said to be destabilizing if it can suppress the stability of the dynamical system. Over the past few years, many well-studied results have been obtained on stability of neural networks with stabilizing or destabilizing impulses. For example, in [23] , by means of average impulsive interval, an unified criterion for the synchronization of impulsive complex networks including synchronizing and desynchronizing impulses was obtained. In [39] , exponentially synchronization problem was investigated for a class of coupled switched neural networks with mode-dependent impulsive effects, where desynchronizing and synchronizing impulsive effects were considered, respectively. Besides, in many practical systems such as electronic systems or biological systems, the stabilizing and destabilizing impulses can exist simultaneously, so it is of great significance to investigate the stability of the systems with both stabilizing and destabilizing impulses. In [38] , upper and lower bounds were used, respectively for destabilizing and stabilizing impulses to characterize impulsive sequence, some sufficient conditions were obtained to guarantee the stability of the delayed neural networks with time-varying impulses. As is shown in [23] , compared with the lower and upper bounds, the average impulsive interval approach can obtain less conservative results since average impulsive interval can be applied to a wider range. Thus, the results obtained in [38] may be conservative to some extent, and it is interesting to investigate the stability problem of delayed neural networks with both stabilizing and destabilizing impulses by using the average impulsive interval approach. Although, the average impulsive interval approach has been applied to many existing literatures, there are no results concerning the time-varying impulses, where both stabilizing and destabilizing impulses are considered simultaneously. In addition, in most existing results on impulsive systems with average impulsive approach [4, 15, 16, 35] , it is assumed that the average impulsive interval is independent of the impulsive strength (we call it as strength-independent average impulsive interval), and the average impulsive intervals for all impulsive sequences are assumed to be equal to each other, which may not be anticipated. Actually, when considering time-varying impulsive effects, there are many impulses with different impulsive strengths. Thus, the strength-independent average impulsive interval approach may be conservative, since the average impulsive interval is computed by strength-independent parameters. It is straightforward that such an assumption for all impulsive sequences in a strength-independent manner may results in conservativeness. Inspired by the ideas of mode-dependent averaged well time in switched systems [42] , in this paper, a new definition of impulsive strength-dependent average impulsive interval is proposed to reduce the conservativeness in strength-independent average impulsive interval approach.
In this paper, we aim to investigate the stability of delayed neural networks with time-varying impulses, where both stabilizing and destabilizing impulses are considered simultaneously. A new definition of strength-dependent average impulsive interval is proposed to characterize the impulsive sequences, where each impulsive strength has its own average impulsive interval. Then, with the help of the Lyapunov function approach and the comparison principle, sufficient conditions have been obtained to ensure the stability of the neural networks under consideration. Finally, numerical simulations are given to verify the effeteness and advantages of our theoretical findings.
Notations: In this paper, R n denotes the n-dimensional Euclidean space. N + denotes the set of positive integers. The superscript "T " represents the matrix or vector transposition. For x ∈ R n , |x| denotes the Euclidean norm of x. For matrix A ∈ R n×n , ||A|| = λ max (A T A), where λ max (·) represents the largest eigenvalue. diag{. . .} stands for a block-diagonal matrix. The identity matrix of dimension n is devoted by I n . For ψ : R → R, the Dini derivative of ψ(t) is defined as
, R n ) denotes the family of continuous functions from [−τ, 0] to R n .
Model formulation and preliminaries
The model formulation and some preliminaries will be presented in this section. The following neural networks model will be considered,
where x(t) = [x 1 (t), x 2 (t) . . . , x n (t)] T is the state vector associated with the neurons. A = diag{a 1 , a 2 . . . , a n } < 0 is the self feedback matrix; B = {(b ij )} n×n and D = {(d ij )} n×n are the connection weighted matrices; h(x(t)) = (h 1 (x(t), h 2 (x(t), . . . , h n (x(t))) T denotes the activation functions of the neurons, I ∈ R n is constant external input, τ(t) is the time-varying delay satisfying 0 < τ(t) < τ. The nonlinear function h(·) satisfies the following assumption.
Assumption 2.1. The nonlinear function h(·) satisfies global Lipschitz condition, i.e., there exists a positive definite diagonal matrix L = diag{l 1 , l 2 , . . . , l n } such that for any x 1 , x 2 ∈ R n , the following condition holds:
Let x * be the equilibrium point of (2.1). For the purpose of simplicity, we can shift the intended equilibrium x * to be original by letting u = x − x * , and then the system in (2.1) can be transformed intȯ
for any x, y ∈ R n . By considering impulsive effects, we have the following impulsive model:
where {t 1 , t 2 , t 3 , . . .} is a sequence of strictly increasing impulsive moments, α k ∈ R represents the strength of impulses at t k . We assume that u(t) is right continuous at t = t k , i.e., u(t k ) = u(t + k ). Hence, the solutions of (2.3) are piecewise right-hand continuous functions with discontinuities at t = t k for k ∈ N + . Without loss of generality, we assume that t 0 = 0 and the initial condition of (2.3) is given by
Remark 2.2. It can be easily obtained from the second equation of (2.3) that if the impulsive strength |α k | > 1, the impulses are destabilizing and when the impulsive strength |α k | < 1, the impulses are stabilizing. In this paper, both destabilizing and stabilizing impulses are considered simultaneously. In what follows, we assume that the impulsive strengths of destabilizing impulses take values from a finite set {µ 1 , µ 2 . . . , µ N } and the impulsive strengths of stabilizing impulses take values from a finite set
Devote by N i andN j , respectively the number of destabilizing impulses with impulsive strength µ i and the number of stabilizing impulses with impulsive strength ν j . Assumption 2.3. The average impulsive interval of the destabilizing impulses with impulsive strength µ i is not less than ε i and the average impulsive interval of the stabilizing impulses with impulsive strength ν j is not more than j , if there exist positive numbers ε i and j , i = 1, 2, . . . , M, j = 1, 2, . . . , M such that
where N 0 ,N 0 are two positive integers.
The following definition and lemmas will be used later on. 
hold for all t T 0 .
Lemma 2.6. For any vectors x, y ∈ R n , we have 2x T y x T x + y T y.
. . , m, and I k (x) : R → R be nondecreasing in x. Suppose that
and
Then x(t) y(t) for −τ t 0 implies that x(t) y(t) for t 0.
Main results
In this section, the exponentially stability problem for the impulsive neural network in (2.3) will be investigated by means of the comparison principle and the Lyapunov function method. 
Proof. Let X(t) = u T (t)u(t). Then the derivative of X(t) along the trajectories of the system (2.3) can be obtained as follows:
By Lemma 2.6, we can get
3)
From Assumption 2.1, we have
From (2.4)-(3.6), we can get
(3.7)
For t = t k , from the second equation of (2.3), we get
For any ε > 0, let y(t) be a unique solution of the following impulsive delay system   ẏ
(3.9)
Note that X(s) φ(s) 2 = y(s) for −τ t 0, it follows from (3.7), (3.8), and Lemma 2.7 that
By the formula for the variation of parameters, it follows from (3.9) that
where W(t, s), t, s 0 is the Cauchy matrix of linear system ẏ(t) = py(t),
According to the representation of the Cauchy matrix, one can obtain the following estimation: 
Furthermore, it can be derived from (3.11) and (3.13) that
It follows from (3.1) that h(0) < 0. Since h(+∞) = +∞ and h (θ) > 0, there exists a unique λ such that
On the other hand, it is obvious from (3.1) that R −1 α − q > 0. Hence,
Then we will show that
If the inequality (3.16) is not true, there exists a t * > 0 such that 17) and y(t) < ηe
From (3.14) and (3.18), one has
It is derived from (3.15) and (3.19) that
which contradicts to (3.17), so (3.16) holds. Letting ε → 0, one can get from (3.10) that
By definition 2.1, the solution u(t) of the impulsive neural networks (2.3) is exponentially stable. This completes the proof of Theorem 2.1.
Remark 3.2. The method of maximum eigenvalue has been used to characterize the impulsive strength in paper, which is conservative to some extent. In the following part, we discuss the case that the impulsive strength is replaced by a full-matrix as what have been studied in literatures [3, 5, 6] . We just consider the condition of t = t k here, since that the situations of (t k , t k+1 ] are very similar. Consider the following system:
1. When the Lyapunov function is chosen as V(t) = x T (t)x(t), we can use
to replace the maximum eigenvalue approach, which can reduce the conservatism. 2. To be more general, let the Lyapunov function be V(t) = x T (t)Px(t), we can use −µI J T P PJ −P < 0 to replace the maximum eigenvalue approach, where I is the identity matrix. 3. There are also other ways to reduce the conservatism, such as using time-dependent Lyapunov function [41] . For more details, please refer to [41] .
Remark 3.3. In [38] , stability problem was investigated for delayed neural networks with time-varying impulses, where both stabilizing and destabilizing impulses were considered simultaneously. However, in [38] , lower and upper bounds were used to characterize the impulsive sequence. Clearly, the average impulsive interval approach can provide wider applications than the lower and upper bounds since high-density impulses are allowed to happen in a certain interval with the compensation of low-density impulses [35] . In addition, in [35] , it is assumed that all the impulsive strengths have the same average impulsive interval. In order to compare our results with [35] , we assume that there are two impulsive sequences, the impulsive interval of the first one is 1 and the impulsive interval of the second one is 2 , if we use the average impulsive interval approach derived in [35] , one may obtain that both 1 and 2 are greater than a constant T a . However, using our strength-dependent average impulsive interval approach, one can obtain that 1 T a,1 and 2 T a,2 . Clearly, our approach is less conservative than the result in [35] , which can therefore be applied to wider range. Simulations will show this point in detail.
Remark 3.4. In [27] , a systematic way was proposed to design the event-triggered rules to stabilize a class of linear reset control systems. Then based on Lyapunov-based techniques, stability was investigated for sampled-data systems. In [11] , the asymptotic stability of impulsive delay dynamical systems (IDDS) was investigated by using the Lyapunov-Krasovskii method and looped-functionals. Compared with these results, the contributions of this paper can be summarized as the following two aspects. Firstly, the system in [11] is linear system, while the system in this paper is nonlinear system, which is more extensive. Secondly, the time delay h in [11] is a constant, while the time delay τ(t) in this paper is time-varying, which changes with time. To be more specify, in this paper, if we let B = 0 and τ(t) = h in the model (2.3), then the model in this paper becomes the model in [11] . Therefore, the model in this paper is more general than that in [11] .
Remark 3.5. The problem of exponential stability was studied for a class of time-delayed systems with impulsive effects in [8] and the main tool is the construction of an impulse-time-dependent complete Lyapunov functional. By comparing with [8] , we can get the following differences. Firstly, the time delay τ is a constant, while the time delay in this paper is time-varying. Moreover, in this paper, a new definition of impulsive-strength dependent average impulsive approach is used to characterize the impulsive sequence, which is more general and less conservative. Very recently, it was shown in [11, 33] that by using the looped Lyapunov-Krasovskii functionals, one can get less conservative results. However, as the main purpose of this paper is to propose a new definition of impulsive strength-dependent average impulsive interval, we don't handle this problem here and we intend to do some further researches based on the methods derived in these papers in the near future.
Remark 3.6. In this paper, the time delay τ(t) considered is assumed to be bounded and the bound τ plays an important role in deriving the main results of this paper. Recently, literatures [22, 26] proposed the definition of quenching and explained that quenching occurs when stability (instability) of a time-delay system with fixed time-delays within a certain interval is lost when the delay is assumed to be timevarying inside the same interval and vice-versa, which is very interesting. The literature [26] aimed to propose the new concept of quenching, which is indeed valuable. Nevertheless, as the main purpose of this paper is to propose a new definition of strength-dependent average impulsive interval to characterize impulsive sequences, we intend to do some further researches based on the methods derived in [26] in the near future.
The following two Corollaries show that our results can be extended into the stability of neural networks with stabilizing and destabilizing impulses, respectively. Corollary 3.7. Consider the neural networks in (2.3) with stabilizing time-varying impulses. Suppose that Assumptions 2.1 and 2.3 hold. Then the neural networks in (2.3) will be globally exponentially stable if the following inequality holdsᾱ −Rq > 0, f(u(t)) = tanh(0.8u(t)), τ(t) = 0.5 sin(t) + 0.5.
After calculating, we can simply get p = −0.0352, q = 0.64. Assume that there are two impulsive sequences, one is the impulsive sequence with the impulsive strength ν 1 = 0.9 and average impulsive interval 1 = 0.5, the impulsive strength of the other one is ν 2 = 0.6. Using Corollary 3.8, the impulsive neural network in (2.3) is stable if 2 < 3.87. If we use the lower and upper bounds derived in [38] with sup k∈N + {t 2k↓ − t 2(k−1)↓ } = 0.7339. Let 2 = 2.53, we can getα −Rq < 0 by using the results in [38] . Hence, it is unable to judge the stability of the impulsive neural networks with sup k∈N + {t 2k↓ − t 2(k−1)↓ } = 0.7339. Consequently, our results are less conservative than the ones in [38] . Moreover, the comparison with [23] is listed in Table 1 . Clearly, if we use the method derived in [23] , one cannot get the average impulsive interval ε 2 since it is assumed that all the impulses have a common average impulsive interval. This means that our impulsive strength-dependent average impulsive approach is more general than the traditional average impulsive interval approach. 
Conclusion
In this paper, stability of delayed neural networks with strength-dependent average impulsive interval has been investigated. First of all, a new definition of strength-dependent average impulsive interval is proposed to characterize the impulsive strengths, where each impulsive strength has its own average impulsive interval. By means of the comparison principle and the Lyapunov function method, sufficient conditions have been obtained to ensure that the neural network under consideration is exponentially stable. Finally, simulations have been presented to show the effectiveness and less conservativeness of our results.
