In a breakthrough work, Marcus et al. [15] recently showed that every d-regular bipartite Ramanujan graph has a 2-lift that is also d-regular bipartite Ramanujan. As a consequence, a straightforward iterative brute-force search algorithm leads to the construction of a d-regular bipartite Ramanujan graph on N vertices in time 2 O(dN ) . Shift k-lifts studied in [1] lead to a natural approach for constructing Ramanujan graphs more efficiently. The number of possible shift k-lifts of a d-regular n-vertex graph is k nd/2 . Suppose the following holds for k = 2 Ω(n) :
Introduction
Expander graphs have generated much interest during the last several decades in many areas such as network design, cryptography, complexity theory and coding theory. The ability to efficiently construct expander graphs has widespread applications ( [22] , [2] , [3] , [11] , [9] , [5] , [23] , [7] ). Sparse expander graphs are significant from the perspective of these applications. In particular, the expansion properties of regular graphs have been well-studied. For d-regular graphs G, the largest eigenvalue of the adjacency matrix A G is d and it is referred to as the trivial eigenvalue. A large difference between d and the largest (in absolute value) non-trivial eigenvalue λ of A G implies better expansion. By the Alon-Boppanna bound [20] , we have that λ ≥ 2 √ d − 1 − o(1) as the graph size increases. Consequently, graphs with λ ≤ 2 √ d − 1 are optimal expanders. Such graphs are known as Ramanujan graphs.
Until recently, Ramanujan graphs were known to exist only for very restricted values of the degree d [14] , [17] , [21] , [6] , [12] , [19] . In a breakthrough work, Marcus et al. [15] showed the existence of an infinite family of d-regular bipartite Ramanujan graphs for every d ≥ 2. The work used a graph operation known as a 2-lift that was introduced by Bilu and Linial [4] . The 2-lift operation doubles the size of the graph while preserving the d-regular and bipartiteness properties. Marcus et al. showed that there exists a 2-lift that also preserves the Ramanujan property of every Ramanujan base graph. Thus, their result shows the existence of an infinite family of d-regular bipartite Ramanujan graphs containing N vertices, where N = 2 i n for every i = 0, 1, 2, . . ., and n is the number of vertices in an arbitrary d-regular bipartite Ramanujan graph. In particular, the complete bipartite graph on 2d vertices, K d,d , is a d-regular bipartite Ramanujan graph that can be used as the base graph with n vertices. The best currently-known algorithm for constructing an N -vertex Ramanujan graph for arbitrary degree d following the existential proof of Marcus et al. [15] is by a brute-force search: Start with K d,d as the base graph and iteratively find a 2-lift of the current graph such that all the new eigenvalues of the lifted graph are at most 2 √ d − 1; in order to obtain an N -vertex graph, we need to perform log 2 (N/2d) iterations. The running time of the algorithm is dominated by the brute-force search over 2 O(dN ) possible 2-lifts in the final iterative step (along with a poly(N )-time check for each possible 2-lift to verify whether the eigenvalues are all ≤ 2 √ d − 1). The family of shift k-lifts gives a natural approach for a faster construction of an N -vertex d-regular bipartite Ramanujan graph. An extension of the 2-lift operation, the shift k-lift is a graph operation that increases the number of vertices of a graph by a factor of k while preserving the d-regular and bipartiteness properties of the base graph. The existence of a shift k-lift that maintains the Ramanujan property of d-regular bipartite graphs on n vertices for k = 2 Ω(n) is sufficient to construct, for all N , an N -vertex bipartite Ramanujan graph in time 2 O(d log 2 N ) by a straightforward brute-force search: Again, start with a (log N )-vertex Ramanujan graph as the base graph and do one shift lift for k = N/ log N . The (log N )-vertex Ramanujan base graph can be obtained by starting from K d,d and repeating the same construction recursively (or by repeatedly finding admissible 2-lifts). Furthermore, note that if it is possible to prove the existence of a shift k-lift of any d-regular bipartite Ramanujan graph that preserves the Ramanujan property for every k ≥ 2, then we would be able to obtain Ω(N )-vertex bipartite Ramanujan graphs in time (N/d) O(d 2 ) , i.e., polynomial in N , by performing a single brute-force search to find an admissible shift k-lift of
In this work, we take a first step towards this existential result by showing it for k = 3 and k = 4. We note that the case of k = 3 was also shown simultaneously in [13] .
The structure of this work is as follows: Section 1.1 provides an overview of the main theorem along with the definitions as well as the main ideas that will be used in the proof. Section 1.2 gives the definitions, notation and some of the results that will be used in the proof of the main result. Section 2 shows that the expected characteristic polynomial for uniformly random shift 3-lifts is the matching polynomial of the base graph, whose roots are well-behaved. Section 3 proves that the expected characteristic polynomial for a subset of uniformly random shift 4-lifts is once again the matching polynomial of the base graph. Subsequently, Section 4 uses the results of the previous sections along with the method of interlacing polynomials to prove the main theorem. Finally, Section 5 discusses the main result and possible extensions to consider.
Main Results
The maximum and minimum eigenvalues of the adjacency matrix of a d-regular bipartite graph G are d and −d. These eigenvalues are known as the trivial eigenvalues of G. A d-regular graph G is known to be Ramanujan if every non-trivial eigenvalue of the adjacency matrix of G lies between
is a graph H obtained as follows: for each vertex v ∈ V , create k copies of v 1 , . . . , v k in H; orient the edges of G arbitrarily and for each edge (u, v) ∈ E, pick a permutation σ uv ∈ S k and add edges u i v σuv(i) to H. We consider a strict subset of k-lifts known as shift k-lifts as defined by Agarwal et al. [1] . Shift k-lifts are those lifts for which the permutation for every edge corresponds to a shift permutation, namely, there exists a shift function s :
We will often refer to a shift k-lift by its shift function s :
Our main result is stated below. It is straightforward to verify that k-lifts preserve the d-regular and bipartiteness properties. Our main goal is to show the existence of a shift 3-lift and a shift 4-lift that preserves the Ramanujan property. Similar to Marcus et al. [15] , we note that since the lifts are also bipartite, the eigenvalues of the corresponding adjacency matrix also occur in pairs (λ, −λ). Consequently, it suffices to show that there exists a lift whose largest non-trivial eigenvalue is at most 2 √ d − 1.
Preliminaries
Let G = (V, E) be the base graph, with |V | = n. We identify the vertices with the elements of {1, 2, . . . , n}. Let us fix an arbitrary ordering of the vertices in the graph and orient the edges (u, v) such that u < v. For notational convenience, let |E| = m, and let the edges be e 1 , . . . , e m . Recall that a shift k-lift of G can be described by a shift function s :
The eigenvalues of the adjacency matrix of a shift k-lift of G can be characterized by the eigenvalues of k matrices [1] , [18] . Let A denote the adjacency matrix of G, and let s be the shift function for a shift k-lift. Now for a variable t, define the following n × n matrix A s (t): [18] Let H denote the shift k-lift obtained from G using the shift function s. Then, the eigenvalues of the adjacency matrix of H are the union of the eigenvalues of the matrices (A s (ω i )) i=0,1,...,k−1 , where ω corresponds to a primitive k-th root of unity.
We define a matching of G to be a set M = {(u 1 , v 1 ), (u 2 , v 2 ), . . . , (u r , v r )} of edges such that no vertex is adjacent to more than one edge in M . A perfect matching is a matching in which each vertex is adjacent to exactly one edge. Definition 3. We define the matching polynomial of a graph G on n vertices to be
where m k is the number of matchings of G with exactly k edges.
We need the following result bounding the maximum root of the matching polynomial.
Theorem 4.
[10] If G is a d-regular graph, then the maximum root of the matching polynomial,
The family of 2-lifts is identical to the family of shift 2-lifts. We need the following result showing the existence of 2-lifts whose new eigenvalues satisfy the Ramanujan bound. We also need the following result showing the real-rootedness of the expected characteristic polynomial of a matrix obtained as the sum of rank one matrices, where the rank one matrices are chosen according to a product distribution (we use a * to denote the conjugate transpose).
. Then every polynomial of the form
We need the notion of common interlacing. We say that a polynomial g(
We define S k to be the symmetric group on k, i.e., the group of permutations of {1, 2, . . . , k}. Furthermore, for a finite set T , we will define sym(T ) to be the set of permutations of T . Also, for a permutation π, we let sgn(π) denote the sign of π (+1 if π is even, and -1 if π is odd).
Shift 3-Lifts and the Matching Polynomial
By Theorem 2, it is sufficient to show that there exists a shift function s : E → {0, 1, 2} such that the eigenvalues of A s (ω) and A s (ω 2 ) are at most 2 √ d − 1, where ω is a cube root of unity. We first observe that A s (ω) = A s (ω 2 ) T . Since the determinant of a matrix is preserved under the transpose operation, the characteristic polynomials of both matrices are identical. Thus, it suffices to show that there exists a shift s such that the largest eigenvalue of A s (ω) is at most 2 √ d − 1. The rest of the proof technique is a natural extension of the one by Marcus et al. [15] . We work out the details for the sake of completeness.
We first show that the expected characteristic polynomial of A s (ω), where the shift values s(u, v) for all edges (u, v) ∈ E are chosen uniformly at random from {0, 1, 2}, is the matching polynomial for G.
Lemma 7. Suppose for every edge (u, v), let s(u, v) be chosen uniformly at random from {0, 1, 2}.
Proof. For notational convenience, let B s (x) = xI − A s (ω), and let B s (x) u,v denote the (u, v) entry of B s (x). Then, note that
Let (u, v) be an edge in G. Suppose π is a permutation such that π(u) = v but π(v) = u, then
Similarly, if π is a permutation satisfying π(v) = u but π(u) = v, then
Thus, the only permutations for which the expectation on the right hands side of (1) is nonzero are those π that correspond to matchings: There exists a matching M such that for every edge (u, v) ∈ M , we have π(u) = v and π(v) = u and for every vertex w ∈ V which is not adjacent to any of the edges in M , we have π(w) = w. Moreover, if π corresponds to a matching
Thus, from (1), we conclude that
where m k is the number matchings in G with exactly k-edges.
Shift 4-Lifts and the Matching Polynomial
For the case of shift 4-lifts, it is sufficient to show that there exists a shift function s : E → {0, 1, 2, 3} such that the eigenvalues of A s (i), A s (−1), A s (−i) are at most 2 √ d − 1, where i is the complex square root of −1. Once again, we note that A s (i) = A s (−i) T for any fixed shift function s. Therefore, it suffices to show the existence of a shift function s : E → {0, 1, 2, 3} for which the eigenvalues of A s (−1) and A s (i) are at most 2 √ d − 1. We show the existence of a shift that satisfies the eigenvalue bound for both matrices simultaneously by a two-step procedure: Using the result of Marcus 1) b(u,v) , using the fact that s(u, v) ∈ {0, 2}. We thus have a shift 4-lift given by the shift function s : E → {0, 1, 2, 3} such that the eigenvalues of A s (−1) and A s (i) are at most 2 √ d − 1, thereby giving us the desired conclusion. We now proceed to show that for any fixed b : E → {0, 1}, the expected characteristic polynomial of A s +b (i), where s is chosen uniformly at random over the function space {E → {0, 2}}, is the matching polynomial.
Lemma 8. Given b : E → {0, 1}, let s : E → {0, 2} be chosen uniformly at random from {E → {0, 2}}, and set s = s + b. Then,
Proof. We use the Leibniz expansion of the characteristic polynomial:
Now we observe that
Moreover, for (u, v) ∈ E,
Since the values s(u, v) for different edges (u, v) are independent, we have that
if σ(σ(u)) = u for any u ∈ T . Therefore, the only non-zero terms in the sum (2) are the ones corresponding to permutations σ ∈ sym(T ) such that σ(σ(u)) = u for all u ∈ T . We note that such a σ corresponds to a perfect matching
} using the edges of G, i.e., σ(u j k ) = v j k and σ(v j k ) = u j k for every k ∈ {1, 2, . . . , |T |/2}. In this case,
The penultimate equality is because
Consequently, we have that
M is a perfect matching over the vertices T (−1)
Interlacing Families
We proceed in a fashion similar to the proof technique of Marcus et al. Let b : E → {0, 1} be the shift function for some 2-lift. For a shift function s : E → {0, 1}, we will use the shorthand notation s j = s(e j ) for 1 ≤ j ≤ m. For a fixed b, shift function s, and t ∈ C, we define
We will also need to fix a set H from which we can choose shift values. For the case of shift 3-lifts, we will consider b as the shift function that maps each edge to zero, and we will also set H = {0, 1, 2} and t = ω = e 2πi/3 . For the case of shift 4-lifts, we will need to consider arbitrary b, and we will also set H = {0, 2} and t = i = √ −1.
Now, we define a family of polynomials: For every k ∈ {1, . . . , m − 1} and every fixed partial assignment s 1 , . . . , s k ∈ H for s, let
i.e., the sum of f (b) s 1 ,...,sm (x) over all possible shift functions s taking values in H that agree with the partial assignment for the first k edges. Also let
Also, for ease of notation, we will omit b whenever b is understood to be the constant function that is zero on all edges, i.e., f (t)
We need the following theorem that shows the existence of a favorable path in the family of polynomials defined above. We need the following result to show the existence of a common interlacing.
Lemma 10 (Corollary 1.36 in [8] ). Let f 1 , . . . , f t be univariate polynomials of degree n such that, for all α 1 , . . . , α t that are non-negative, the sum t r=1 α r f r has all real roots. Then (f r ) r∈{1,...,t} have a common interlacing.
Multiplication by a non-zero constant does not change the roots of a polynomial. Hence, an equivalent condition to the one in the hypothesis of Lemma 10 is that for every non-negative p 1 , . . . , p t such that t r=1 p r = 1, the sum polynomial r∈H p r f r has all real roots. The following lemmas prove the hypothesis of Theorem 9 for the cases of shift 3-lifts and shift 4-lifts.
Lemma 11. Fix t = ω = e 2πi/3 . For every k = 0, 1, . . . , m − 1, every s 1 , . . . , s k ∈ {0, 1, 2}, and every non-negative α 0 , α 1 , α 2 such that α 0 + α 1 + α 2 = 1, the polynomial
has all real roots.
Proof. We will use Theorem 6 with appropriately chosen a r j and p r j , for j ∈ E and r ∈ H = {0, 1, 2}. Fix k ∈ {0, 1, . . . , m − 1}, partial assignment s 1 , . . . , s k ∈ {0, 1, 2} and values α 0 , α 1 , α 2 ≥ 0 such that α 0 + α 1 + α 2 = 1. Now, for edge j = (u, v), we take a 0 j = e u − e v , a 1 j = e u − ω 2 e v , a 2 j = e u − ωe v , where e u ∈ R n is the indicator vector of vertex u. Moreover, we will take
for r ∈ {0, 1, 2}. For this setting, we have
By Theorem 6, we know that P (x) is real-rooted. Hence, P (x − d) is also real-rooted and we have the conclusion.
Lemma 12. Fix t = i = √ −1. For every k = 0, 1, . . . , m − 1, every choice of b 1 , . . . , b m ∈ {0, 1}, every partial assignment s 1 , . . . , s k ∈ {0, 2}, and every non-negative α 0 , α 2 such that α 0 + α 2 = 1,
Proof. We will use Theorem 6 with appropriately chosen a r j and p r j , for j ∈ E and r ∈ H = {0, 2}. Fix k ∈ {0, 1, . . . , m − 1}, partial assignment s 1 , . . . , s k ∈ {0, 2}, preliminary assignment b 1 , . . . , b m ∈ {0, 1} and values α 0 , α 2 ≥ 0 such that α 0 + α 2 = 1. For edge j = (u, v), we take a 0 j = e u − (−i) b(u,v) e v and a 2 j = e u + i b(u,v) e v , where e u ∈ R n is the indicator vector of vertex u. Moreover, we will take 
Discussion
In this work, we have considered an alternative approach to constructing Ramanujan graphs efficiently. Instead of repeatedly taking 2-lifts, we have suggested taking a shift k-lift for k growing exponentially in n, where n is the number of vertices in the base graph. The existence of a shift k-lift that preserves the Ramanujan property for such values of k would immediately lead to a faster algorithm than repeatedly taking 2-lifts. We take a first step towards proving the existence of such shift k-lifts by showing it for k = 3 and k = 4.
A more general approach would be to consider other subfamilies of permutations over k elements as opposed to considering shift permutations. Subfamilies that arise from subgroups of the permutation group S k have a convenient characterization of the new eigenvalues of the lifted graph. In particular, the family of shift permutations correspond to the subgroups Z/kZ of S k [18] . In order to obtain faster construction of Ramanujan graphs from alternative subgroups Γ, we need the following requirement on the subgroup Γ: (1) the size of the subgroup Γ grows polynomial in k, and (2) there exists a k-lift in the subgroup preserving the Ramanujan property of n-vertex Ramanujan graphs for k being superpolynomial in n. Natural candidates to consider are abelian subgroups of order k.
