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Intersection and proximity of processes of flats
Daniel Hug∗, Christoph Tha¨le†and Wolfgang Weil‡
Abstract
Weakly stationary random processes of k-dimensional affine subspaces (flats) in Rn are con-
sidered. If 2k ≥ n, then intersection processes are investigated, while in the complementary case
2k < n a proximity process is introduced. The intensity measures of these processes are described
in terms of parameters of the underlying k-flat process. By a translation into geometric paramet-
ers of associated zonoids and by means of integral transformations, several new uniqueness and
stability results for these processes of flats are derived. They rely on a combination of known and
novel estimates for area measures of zonoids, which are also developed in the paper. Finally, an
asymptotic second-order analysis as well as central and non-central limit theorems for length-power
direction functionals of proximity processes derived from stationary Poisson k-flat process comple-
ment earlier works for intersection processes.
Keywords. Asymptotic covariance, associated zonoid, central limit theorem, integral transform-
ation, intersection process, k-flats, point process, Poisson hyperplanes, Poisson process, proximity,
stability estimate, second-order analysis, stochastic geometry, weak stationarity.
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1 Introduction
The aim of this work is to discuss the interplay and duality of the notions ‘intersection’ and ‘proximity’
for locally finite random systems X of k-dimensional affine subspaces (called k-flats, for short) in n-
dimensional Euclidean spaces Rn, n ≥ 2. More precisely, we consider weakly stationary point processes
X on the space A(n, k) of k-flats in Rn for k ∈ {0, . . . , n − 1}. Here we call X weakly stationary if
its intensity measure is translation invariant, see Section 2 for precise definitions. Stationary k-flat
processes are one of the basic models in stochastic geometry and have been studied intensively, for
example, in [2, 13, 16, 28, 29, 34, 37, 38, 39, 41], see also [35] and the references therein. While
stationarity implies weak stationarity, the converse is not true in general. However, for Poisson
processes the two concepts are equivalent.
If k ≥ n/2, any two k-flats of X, which are in general position, intersect in a (2k−n)-dimensional
subspace. This gives rise to the intersection process X(2) of order two of X. Under a suitable condition
on X, the process X(2) is again weakly stationary, its intensity is called the intersection density X(2)
of X. Even if X is a Poisson process, X(2) is not a Poisson process any more. For a stationary Poisson
process X, the intensity measure of the intersection process was described in [35, Theorem 4.4.9]
and, in the case of a stationary Poisson hyperplane process X, an upper bound for the intersection
density was given in [35, Theorem 4.6.5], based on the method of associated zonoids. Analogously,
intersection processes X(r) of higher order r ∈ {2, . . . , n} and their intensities γ(r)(X) were considered
in [35, Theorem 4.4.8], where X(r) arises from the intersections of any selection of r hyperplanes in
general position of a stationary Poisson hyperplane process X.
If X is a weakly stationary process of k-flats with 1 ≤ k < n/2, a somehow dual situation arises.
Again under a suitable condition on X, any pair (E,F ) of disjoint k-flats of X in general position
has now a positive distance d(E,F ) > 0, which is attained in uniquely determined points xE ∈ E and
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xF ∈ F . They give rise to a random line segment s(E,F ) = xExF , the perpendicular of E and F .
If we only consider pairs E,F ∈ X with distance d(E,F ) ≤ δ, for a fixed distance threshold δ > 0,
then the segment-midpoints m(E,F ) = (xE + xF )/2 build a weakly stationary point process in R
n,
the intensity of which is denoted by π(X, δ) (without the distance condition, the midpoints may even
lie dense in Rn). The quantity π(X, δ) is called proximity of X with distance threshold δ. For a
stationary Poisson process X and δ = 1, it has been introduced and studied by Schneider [34] (see
also [35, Theorem 4.4.10]). It is known that if X is a stationary Poisson line process in Rn with fixed
intensity, π(X, δ) attains its maximal value if and only if X is isotropic (compare [35, Theorem 4.6.6]).
The mentioned duality is based on the fact that stationary Poisson processes X of k-flats are in
one-to-one correspondence with pairs (γ,Q), where γ > 0 is the intensity and Q is the directional dis-
tribution of X, a probability measure on the Grassmannian G(n, k) of k-dimensional linear subspaces
of Rn. This fact allows us to associate with X a dual Poisson process X⊥ of (n − k)-flats, which
has the same intensity γ and whose directional distribution Q⊥ is given by the image of Q under the
orthogonal complement map L 7→ L⊥. Then, writing κn−2k for the volume of the (n−2k)-dimensional
unit ball and π(X) for π(X, 1), we have the relation
π(X) = κn−2k γ(2)(X
⊥)
according to the main result in [34] or the remark after Theorem 4.4.10 in [35] (both cited results
contain a factor 1/2 which has to be removed). This clearly expresses the relation between the
proximity π(X) and the second intersection density γ(2)(X
⊥).
In this paper, we consider the proximity process built by the segments s(E,F ), described above, and
we study intersection processes and proximity processes as well as their interplay in more detail and in
greater generality. In particular, we work in the framework of weakly stationary k-flat processes. This
is also the setting which allows us to construct examples (in the appendix) of k-flat processes which
are not Poisson, but have moment properties similar to that of Poisson processes. To enhance the
readability of our text and to make the paper self-contained, Section 2 contains the basic notions and
results from convex and stochastic geometry which are needed in the following. In particular, we recall
the notion of an associated zonoid and provide a brief description of mixed volumes and area measures.
In Section 3, we prove a stability result for the area measures of zonoids which cannot be found in the
existing literature. Then, in Section 4, we discuss intersection processes and present some extensions
and generalizations of results in [35], in particular a stability estimate for the directional distribution
of a flat process X if the directional distribution of a lower-dimensional intersection process is given.
In Section 5, we introduce the proximity process Φ associated with a weakly stationary k1-flat process
X1 and a weakly stationary k2-flat process X2, if X1 and X2 are stochastically independent and
k1+k2 < n. This is the random process of all line segments s(E,F ) perpendicular to flats E ∈ X1 and
F ∈ X2 in general position and such that the length of s(E,F ) is bounded from above by a prescribed
distance threshold. We describe its intensity measure in terms of the intensities and the directional
distributions of the original processes X1 and X2. We also consider the proximity process Φ of a single
k-flat process X with 1 ≤ k < n/2. For a Poisson line process X, we show that the intensity measure
of Φ determines X uniquely (in distribution), whereas for k > 1 such a uniqueness result does not
hold any more. In addition, for line processes a stability result is obtained.
In the background of some of our results in Sections 4 and 5 is a translation of probabilistic
problems to geometric ones via integral transformations, such as the cosine transform. More precisely,
we associate a zonoid with a weakly stationary k-flat process in Rn (k ∈ {1, n − 1}) and deduce
that the intensity and the directional distribution of an intersection process (if k = n − 1), or the
proximity process (if k = 1), can be re-written as an intrinsic volume and a suitably normalized area
measure of this zonoid. In [35], this translation together with isoperimetric inequalities for intrinsic
volumes has been used to study extremal problems. While this approach is well established by now,
stability estimates for lower-order area measure have not been used in stochastic geometry so far.
Other stability estimates or stability results for top-order area measures have been developed and
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applied to problems in stochastic geometry in [5, 18, 19], for example. It is one purpose of the present
paper to fill this gap in the case of weakly stationary k-flat processes.
In the final section, we perform an asymptotic second-order analysis of proximity processes Φ
derived from a stationary Poisson k-flat process, 1 ≤ k < n/2, and establish central and non-central
limit theorems. In the dual situation, namely for intersection processes, corresponding results have
recently been obtained in [27, 30, 36]. First, we derive a univariate as well as a multivariate central
limit theorem for certain length-power direction functionals of Φ. Then, we investigate the limiting
behavior of certain order statistics and derive, for example, a Weibull limit theorem for the shortest
segment of the proximity process. This generalizes parts of the theory developed in [37]. These results
are based on the Wiener-Itoˆ chaos expansion of U-statistics of Poisson processes from [30], relying itself
on the Fock space representation and on covariance identities of general Poisson functionals developed
in [26]. We also use recent cumulant formulae for U-statistics of Poisson point processes from [27]
together with the classical method of cumulants to prove our central limit theorems.
The paper is completed by an appendix in which an explicit construction of a class of weakly
stationary k-flat processes X is provided, which are of type (Sr) and are not Poisson processes. Here,
the (Sr)-condition is the crucial assumption under which some of the results in Sections 4 and 5 are
derived. It requires that the rth factorial moment measure of X is equal to the r-fold product of the
intensity measure of X, a condition which is satisfied by Poisson processes for all r ≥ 2. Since we
have found in the literature a construction of such processes only for k = 0 and r = 2, we include
the material here to motivate our more general framework and to make the paper reasonably self-
contained.
2 Preliminaries
General notation. Throughout the following, we work in an n-dimensional Euclidean space Rn,
n ≥ 2, with scalar product 〈 · , · 〉 and norm ‖ · ‖. Hence, ‖x − y‖ is the Euclidean distance of two
points x, y ∈ Rn and d(X,Y ) := inf{‖x− y‖ : x ∈ X, y ∈ Y } is the distance of two sets X,Y ⊂ Rn. If
X = {x} is a singleton, we write d(x, Y ) for the distance of {x} and Y . For a linear or affine subspace
E of Rn, we use ℓE for the Lebesgue measure on E and σE for the spherical Lebesgue measure on the
unit sphere SE := {x ∈ L(E) : ‖x‖ = 1} in L(E), where L(E) is the linear subspace parallel to E. For
convenience we put Sn−1 := SRn , σk := σRk , ℓk := ℓRk for k ∈ {1, . . . , n} and ℓ := ℓn. The unit ball in
Rk is denoted by Bk and we put κk := ℓk(B
k) and ωk := σk(S
k−1) = kκk. For s ≥ 0, let Hs be the
s-dimensional Hausdorff measure. In particular, H0 is the counting measure.
Grassmannians. For k ∈ {0, . . . , n}, we denote by G(n, k) and A(n, k) the spaces of k-dimensional
linear and affine subspaces of Rn, respectively, both supplied with their natural topologies (see [35,
Section 13.2], for example). The elements of A(n, k) are also called k-flats. By νk we denote the
unique Haar probability measure on G(n, k) and by µk the invariant measure on A(n, k), normalized
as in [35].
Recall that two subspaces L ∈ G(n, k1) and M ∈ G(n, k2) are said to be in general position if the
linear hull of L ∪M has dimension k1 + k2 if k1 + k2 < n or if L ∩M has dimension k1 + k2 − n if
k1 + k2 ≥ n. We also say that two flats E ∈ A(n, k1) and F ∈ A(n, k2) are in general position if this
is the case for L(E) and L(F ). In particular, if k ≥ n/2 and E,F ∈ A(n, k) are in general position,
then E ∩ F is a (2k − n)-flat. If k < n/2 and E,F ∈ A(n, k) are in general position, then there are
two uniquely determined points xE ∈ E and xF ∈ F such that d(E,F ) = ‖xE − xF ‖ and we call
s(E,F ) := xExF the orthogonal segment and m(E,F ) := (xE + xF )/2 the midpoint of E and F .
For linear subspaces L1, . . . , Lr ⊂ Rn, satisfying either dim(L1) + . . .+ dim(Lr) ≤ n or dim(L1) +
. . .+ dim(Lr) ≥ (r − 1)n, we denote by [L1, . . . , Lr] the subspace determinant (see [35, Section 14.1]).
In particular, if L ∈ G(n, k1) and M ∈ G(n, k2) with k1 + k2 ≤ n, then [L,M ] is the (k1 + k2)-volume
of the parallelepiped spanned by u1, . . . , uk1 , v1, . . . , vk2 , where u1, . . . , uk1 is an orthonormal basis in
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L and v1, . . . , vk2 an orthonormal basis in M . If otherwise k1 + k2 > n, then [L,M ] = [L
⊥,M⊥]. If
E1, . . . , Er are affine flats, we define [E1, . . . , Er] := [L1, . . . , Lr], where Li = L(Ei) for i = 1, . . . , r. In
addition, if k ≥ 1 and u1, . . . , uk ∈ Sn−1 are unit vectors, we denote by ∇k(u1, . . . , uk) the k-volume
of the parallelepiped spanned by u1, . . . , uk. Using the subspace determinant, the notion of general
position of flats E,F ∈ A(n, k) can easily be generalized to more than two flats and to different
dimensions. Namely, E1, . . . , Er ∈
⋃n−1
i=1 A(n, i) are in general position if and only if [E1, . . . , Er] > 0
in either of the two cases considered above. In particular, if E1, . . . , Er are in general position with
dim(Ei) =: ki and if q := k1 + . . . + kr − (r − 1)n ≥ 0, then the subspaces L(E1)⊥, . . . , L(Er)⊥ are
linearly independent, and therefore
dim(E1 ∩ . . . ∩ Er) = n− dim
(
L(E1)
⊥ + . . .+ L(Er)
⊥
)
= n− (n − k1)− . . .− (n− kr) = q .
At several occasions, we will need the value of an integrated subspace determinant. For this, fix
integers 0 < r, s ≤ n− 1 such that n− r − s ≥ 0 and let L ∈ G(n, r). Then
(2.1) c(n, r, s) :=
∫
G(n,s)
[L,M ] νs(dM) =
(n−r
s
)
κn−rκn−s(n
s
)
κnκn−r−s
,
independently of L, see [21, Lemma 4.4] or [28, Corollary 4-5-5].
Processes of flats. For k ∈ {0, . . . , n− 1}, a k-flat process X in Rn is a simple point process on the
space A(n, k). Thus, X is a measurable mapping from an underlying probability space (Ω,F ,P) to the
space N(A(n, k)) of simple counting measures on A(n, k) equipped with a natural σ-algebra (for more
details, see, for example, [35, Chapter 3.1]). Alternatively, N(A(n, k)) can be viewed as the space of
countable subsets {Ei : i ∈ N} of A(n, k) satisfying Ei 6= Ej for all i 6= j and such that for any compact
subset B ⊂ Rn the set {i : Ei ∩ B 6= ∅} is finite. We will use both interpretations simultaneously.
Hence, if X is a k-flat process and A is a Borel subset of A(n, k), then X(A) stands for the number
of flats E ∈ X satisfying E ∈ A. The intensity measure Θ of X is defined by Θ(A) := EX(A), for
Borel sets A ⊂ A(n, k). We always assume that the intensity measure of a k-flat process is locally
finite, that is, Θ({E ∈ A(n, k) : E ∩ C 6= ∅}) < ∞ for all compact sets C ⊂ Rn. We say that X is
weakly stationary if Θ is a translation invariant measure on A(n, k). In this case, Theorem 4.4.1 in
[35] implies that there exists a constant 0 ≤ γ <∞ and a probability measure Q on G(n, k) such that
(2.2)
∫
A(n,k)
f(E)Θ(dE) = γ
∫
G(n,k)
∫
L⊥
f(L+ x) ℓL⊥(dx)Q(dL) ,
for all non-negative measurable functions f on A(n, k). If γ 6= 0 and A ⊂ G(n, k) is a Borel set, it
follows that
(2.3) γ = κ−1n−k EX({E : E ∩Bn 6= ∅}) and Q(A) =
EX({E : E ∩Bn 6= ∅, L(E) ∈ A})
EX({E : E ∩Bn 6= ∅}) ,
where it is clear from the context that E ∈ A(n, k). If γ = 0, then (2.2) holds with an arbitrary and
thus non-unique probability measure Q on G(n, k). The representations in (2.3) explain why γ is called
the intensity of X and Q its directional distribution. The process X is said to be stationary if X+z has
the same distribution as X, for all z ∈ Rn. Clearly, a stationary k-flat process is weakly stationary,
but in general the converse is not true. Moreover, we say that X is isotropic if its distribution is
invariant under rotations. In this case and if γ > 0, Q is the Haar probability measure νk on G(n, k).
A special class of k-flat processes arises if we assume that X(A) is Poisson distributed with
mean Θ(A), for all Borel sets A ⊂ A(n, k). By Re´nyi’s theorem [7, Theorem 6.5.12], this auto-
matically implies that the random variables X(A1), . . . ,X(Aj) are independent for disjoint Borel sets
A1, . . . , Aj ⊂ A(n, k) and j ∈ N. In this case, we call X a Poisson k-flat process. Such processes are
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particularly attractive since their distribution is uniquely determined by their intensity measure Θ, cf.
[35, Theorem 3.2.1]. In other words, a weakly stationary Poisson k-flat process is uniquely determined
in distribution by the intensity γ and the directional distribution Q. Moreover, a weakly stationary
Poisson k-flat process is stationary.
Factorial moment measures and processes of type (Sr). Let X be a k-flat process in R
n with
intensity measure Θ = EX and k ∈ {0, . . . , n − 1}. For m ∈ N, the m-fold product measure Θm of Θ
is a measure on the Borel sets of A(n, k)m. In addition, we will use the mth factorial moment measure
Θ(m) of X, which is defined for measurable subsets A ⊂ A(n, k)m by
(2.4) Θ(m)(A) := E
∑
(E1,...,Em)∈Xm6=
1{(E1, . . . , Em) ∈ A} ,
where Xm6= denotes the collection of all m-tuples of distinct k-flats of X, see [35, Theorem 3.1.3]. If X is
a Poisson process, then the (multivariate) Mecke formula [35, Corollary 3.2.3] implies that Θ(m) = Θm
(see [35, Corollary 3.2.4]), for all integers m ≥ 2. For a given integer r ≥ 2 and a k-flat process X we
say that X is of type (Sr), if Θ
(r) = Θr. It is known that X is a Poisson process if and only if X is of
type (Sr) for all r ≥ 2 (see [15, Theorem 4.4]). Examples of (weakly stationary) k-flat processes X,
which are not Poisson but of type (Sr) for some r ≥ 2, are constructed in the appendix.
Segment processes. By S we denote the space of non-degenerate line segments in Rn. We supply
S with the Borel σ-algebra generated by the Hausdorff metric. A segment process Φ is a simple point
process on the measurable space S. As in the case of k-flat processes, it is convenient to identify the
random counting measure Φ with the random collection of line segments induced by it. We notice that
a segment process is a point process of convex particles of dimension one as considered in Chapter 4
of [35]. In particular, Φ is stationary, if its distribution is invariant under translations, and isotropic
if it is invariant under rotations around the origin. We say that Φ is weakly stationary, if its intensity
measure is translation invariant. Clearly, a stationary segment process is weakly stationary, but in
general not vice versa.
For a line segment s ∈ S let us denote by m(s) ∈ Rn its midpoint, by d(s) := ℓ1(s) ∈ (0,∞) its
length and by φ(s) ∈ G(n, 1) its direction, which is the 1-dimensional linear subspace parallel to s.
Then, S can be identified with the product space Rn × (0,∞) × G(n, 1). This transfer corresponds
to the representation of a segment process Φ as a marked point process on Rn with mark space
(0,∞) × G(n, 1). For the intensity measure Λ( · ) := EΦ( · ) of Φ it will be convenient to replace
G(n, 1) by Sn−1 and to regard Λ as a measure on Rn × (0,∞) × Sn−1, which is symmetric (even)
in its third component in that Λ( · , · , C) = Λ( · , · ,−C) for any Borel set C ⊂ Sn−1. This can be
achieved by identifying each line in G(n, 1) with one of its generating unit vectors in Sn−1 and then
by symmetrizing the resulting measure (see the subsequent discussion for associated zonoids). If Φ
is weakly stationary and Λ 6= 0, Λ is translation invariant in the first component, the intensity N is
non-zero and N and the directional distribution R of Φ are given by
(2.5) N := κ−1n Λ(B
n × (0,∞) × Sn−1) and R(C) := Λ(B
n × (0,∞)× C)
Λ(Bn × (0,∞)× Sn−1) ,
where C ⊂ Sn−1 is a Borel set.
Associated zonoids. Let K ⊂ Rn be a convex body (a non-empty, compact, convex set). We refer
to [33] for notions from convex geometry and their basic properties, which we use here and in the
following. The support function h(K, · ) : Rn → R of K is defined by h(K,u) := max{〈x, u〉 : x ∈ K}.
Any sublinear (i.e., subadditive and positively homogeneous of degree 1) real function on Rn is the
support function of a uniquely determined convex body (see [33, Theorem 1.7.1]). Hence, for a finite
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and even Borel measure µ on Sn−1, there exists a convex body Zµ with support function h(Zµ, · )
given by
(2.6) h(Zµ, x) =
1
2
∫
Sn−1
|〈v, x〉|µ(dv) , x ∈ Rn .
Recall that a zonotope is the Minkowski sum of finitely many line segments and that a zonoid is a
centrally symmetric convex body, which can be approximated (in the sense of the Hausdorff distance)
by zonotopes. Since x 7→ |〈v, x〉| is the support function of the segment (−v)v, the convex body Zµ is
a zonoid. We call it the zonoid associated with µ. In this context, µ is called the generating measure
of Zµ.
In the following, we will often replace a Borel measure on G(n, 1) or on G(n, n − 1) by an even
measure on Sn−1. To describe this in more detail, first let Q be a Borel measure on G(n, 1), and let
C ⊂ Sn−1 be a Borel set. Then
(2.7) Q˜(C) :=
1
2
∫
G(n,1)
H0(C ∩ U)Q(dU) = 1
2
∫
G(n,1)
∫
U
1C(u)H0(du)Q(dU)
defines an even Borel meausure on Sn−1. Let L(u) ∈ G(n, 1) be the subspace spanned by u ∈ Sn−1.
Then, for any measurable function f : G(n, 1)→ [0,∞),∫
G(n,1)
f(U)Q(dU) =
∫
Sn−1
f(L(u)) Q˜(du).
Moreover, if h : Sn−1 → [0,∞) is measurable and even, and h˜(U) := h(u) = h(−u) for u ∈ U ∩ Sn−1
and U ∈ G(n, 1), then ∫
Sn−1
h(u) Q˜(du) =
∫
G(n,1)
h˜(U)Q(dU).
Alternatively, if T+, T− : G(n, 1) → Sn−1 are Borel measurable maps such that {T+(U), T−(U)} =
U ∩ Sn−1 (obtained, e.g., by lexicographic ordering), then Q˜ = 12(T+Q + T−Q). With these remarks
in mind, starting from a measure Q on G(n, 1), we write again Q for the even measure Q˜ on Sn−1.
Similarly, if Q is a given Borel measure on G(n, n− 1), we apply the preceding definitions to Q⊥ (the
measure obtained from Q as the image measure of the orthogonal complement map), and thus again
arrive at an even Borel measure Qˆ on Sn−1, that is,
(2.8) Qˆ(C) :=
1
2
∫
G(n,n−1)
H0(C ∩ U⊥)Q(dU) = 1
2
∫
G(n,n−1)
∫
U⊥
1C(u)H0(du)Q(dU),
for a Borel set C ⊂ Sn−1. With the same notation as before, we then have∫
G(n,n−1)
f(U)Q(dU) =
∫
Sn−1
f(u⊥) Qˆ(du).
and ∫
Sn−1
h(u) Qˆ(du) =
∫
G(n,n−1)
h˜(U⊥)Q(dU).
Let X be a weakly stationary process of k-flats in Rn with intensity γ > 0 and directional distri-
bution Q and suppose that k ∈ {1, n−1} (these two cases are sufficient for the applications below). In
this situation, the associated zonoids ZQ and γZQ = ZγQ are given by (2.6), with the aforementioned
identifications (see also the discussion in [35, p. 131]). If γ = 0, then γZQ = ZγQ = {0}, even if Q is
not unique in this case.
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Mixed and intrinsic volumes. LetK1, . . . ,Km ⊂ Rn, m ≥ 1, be convex bodies and a1, . . . , am ≥ 0
be real numbers. The volume of the Minkowski sum a1K1 + . . . + amKm can be expressed as a
polynomial
ℓ(a1K1 + . . .+ amKm) =
m∑
i1,...,in=1
ai1 · · · ain V (Ki1 , . . . ,Kin)
with uniquely determined symmetric coefficients V (Ki1 , . . . ,Kin), which are the mixed volumes of
K1, . . . ,Km. For two convex bodies K,L ⊂ Rn we shall use the special notation
V (K[k], L[n − k]) := V (K, . . . ,K︸ ︷︷ ︸
k times
, L, . . . , L︸ ︷︷ ︸
n−k times
) , k ∈ {0, . . . , n} .
A similar notation is used if three convex bodies are involved. The intrinsic volumes of a convex body
K ⊂ Rn are then given by
(2.9) Vk(K) :=
(n
k
)
κn−k
V (K[k], Bn[n− k]) , k ∈ {0, . . . , n} .
In particular, V0(K) = 1{K 6= ∅} is the Euler characteristic of K, V1(K) is a constant multiple of its
mean width, Vn−1(K) is half of the surface area of K and Vn(K) = ℓ(K). For further background
material we refer the reader to [33] or Chapter 14 of [35].
Area measures. We will have to deal with the so-called area measures of convex bodies. To
introduce them, we need some notation. Fix a convex body K and let x ∈ Rn \ K. By πK(x) we
mean the unique nearest point of x in K (i.e., on its boundary) and by nK(x) we denote the unit
vector pointing from πK(x) to x. For a Borel set B ⊂ Sn−1 and r > 0, we consider the local parallel
set A(K,B, r) := {x ∈ Rn : 0 < d(x,K) ≤ r, nK(x) ∈ B} of points in Rn \K with distance at most r
from K and such that their associated unit normals nK(x) are in B. Then, A(K,B, r) is a Borel set
and the volume ℓ(A(K,B, r)) of A(K,B, r) is a polynomial of degree n in r, i.e.,
ℓ(A(K,B, r)) =
1
n
n−1∑
m=0
(
n
m
)
Sm(K,B) r
n−m .
The coefficients S0(K,B), . . . , Sn−1(K,B) are Borel measures on S
n−1 in their second component.
These are the area measures associated with K, see Chapter 4.2 in [33]. While S0(K, ·) is, independ-
ently of K, the spherical Lebesgue measure, the measure Sm(K, ·), for m ∈ {1, . . . , n − 1}, uniquely
determines K up to translations among all convex bodies of dimension at least m+ 1, cf. [33, Corol-
lary 8.1.4]. We also recall that the total measure of the mth area measure of K is related to its mth
intrinsic volume by
(2.10) Vm(K) =
(
n
m
)
nκn−m
Sm(K,S
n−1) ,
see [33, Chapter 4.2, p. 216].
3 A stability result
We will later use a stability result for area measures of associated zonoids in terms of the corresponding
generating measures. For area measures, stability results are known from [17, 25, 33] and for zonoids
they have been investigated in [17, 19, 25, 33]. Here, we combine these approaches and we also replace
the total variation distance of measures by the bounded Lipschitz distance and by the Prohorov
distance, which leads to stronger results. In view of our later application to Grassmannians G(n, k),
we consider in this paragraph a separable compact metric space (S, ̺) with Borel σ-field B(S). The
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space of finite Borel measures on S is denoted by M(S) and for 0 < ρ ≤ R <∞, we let M(ρ,R) be the
subspace of all µ ∈ M(S) for which ρ ≤ µ(S) ≤ R. We shall assume that all measures we are dealing
with are finite (non-negative) Borel measures. For two such measures µ and ν the Prohorov distance
(sometimes also called Le´vy-Prohorov distance) is defined by
dP (µ, ν) := inf{ε > 0 : µ(A) ≤ ν(Aε) + ε, ν(A) ≤ µ(Aε) + ε for all A ∈ B(S)},
where Aε := {x ∈ S : ̺(x,A) < ε} and ̺(x,A) := inf{̺(x, a) : a ∈ A} for x ∈ S and A ∈ B(S),
see [4, Chapter 8.3] or [9, Chapter 11.3]. For a function f : S → R we define the sup-norm, the
Lipschitz-norm as well as the bounded Lipschitz-norm by
(3.1) ‖f‖∞ := sup{|f(x)| : x ∈ S}, ‖f‖L := sup
{ |f(x)− f(y)|
̺(x, y)
: x, y ∈ S, x 6= y
}
,
and
‖f‖BL := ‖f‖∞ + ‖f‖L ,
respectively. We put FBL(S) := {f : S → R : ‖f‖BL ≤ 1}. The bounded Lipschitz distance of µ and
ν is defined by
dBL(µ, ν) := sup
{∣∣∣ ∫
S
f dµ−
∫
S
f dν
∣∣∣ : f ∈ FBL(S)} ,
see [4, Chapter 8.3], [8] or [9, Chapter 11.3]. We remark that both, the Prohorov distance as well as
the bounded Lipschitz distance metrize the topology of weak convergence of measures on S. The next
lemma is known for probability measures (cf. [4, Theorem 8.10.43]).
Lemma 3.1. Let 0 < ρ ≤ R <∞ and µ, ν ∈ M(ρ,R). Then there are constants c1, c2 > 0 depending
only on ρ and R such that
c1 dP (µ, ν)
2 ≤ dBL(µ, ν) ≤ c2 dP (µ, ν) .
Proof. The right inequality is established in the course of the proof of Theorem 3.1 in [17], all arguments
extend to the present more general setting of a compact metric space. To establish the left inequality,
we use the abbreviation ε := dBL(µ, ν). In the following, we can assume that ε > 0. Putting µ1 := µ(S)
and ν1 := ν(S), the definition of the bounded Lipschitz-distance with f ≡ 1 immediately implies that
|µ1 − ν1| ≤ ε. Then, for any f : S → R with ‖f‖BL ≤ 1, we get∣∣∣ ∫
S
f
dµ
µ1
−
∫
S
f
dν
ν1
∣∣∣ ≤ 1
µ1
∣∣∣ ∫
S
f dµ−
∫
S
f dν
∣∣∣+ ∣∣∣ν1 − µ1
ν1µ1
∣∣∣ ∣∣∣ ∫
S
f dν
∣∣∣
≤ c3dBL(µ, ν) + c4ε
≤ c5dBL(µ, ν) ,
with suitable constants c3, c4, c5 > 0. Hence,
(3.2) dBL
( µ
µ1
,
ν
ν1
)
≤ c5dBL(µ, ν) .
Combining (3.2) with [4, Theorem 8.10.43] (see also [9, Exercise 11.3.5(b)]), we conclude that
(3.3) dP
( µ
µ1
,
ν
ν1
)
≤
√
3
2
dBL
( µ
µ1
,
ν
ν1
)
< c6
√
dBL(µ, ν)
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with c6 =
√
2c5. Let A ⊂ S be a Borel set. Recall that ε = dBL(µ, ν) ≤ 2R and define ε′ := c6
√
ε.
Clearly, we have ε ≤ √2R√ε. Hence, (3.3) implies that
µ(A) = µ1
µ(A)
µ1
≤ µ1
(
ν(Aε
′
)
ν1
+ ε′
)
=
µ1
ν1
ν(Aε
′
) + µ1ε
′
≤ ν(Aε′) +
∣∣∣∣µ1ν1 − 1
∣∣∣∣ ν(Aε′) + µ1ε′
≤ ν(Aε′) + |µ1 − ν1|+ µ1ε′
≤ ν(Aε′) + ε+ µ1ε′
≤ ν(Aε′) + c7ε′,
with a suitable constant c7 > 0. By symmetry, it follows that
dP (µ, ν) ≤ c8
√
dBL(µ, ν) ,
with a constant c8 > 0, which yields the left inequality in the statement of the lemma.
The next theorem deals with the particular case S = Sn−1, which is tailored towards our applic-
ations later in this paper. The metric ̺ can be chosen (for instance) to be the intrinsic Riemannian
metric or the restriction of the Euclidean metric to Sn−1. For 0 < ρ ≤ R < ∞, we say that a finite
Borel measure µ on Sn−1 has upper bound R, if µ(Sn−1) ≤ R, and lower bound ρ, if∫
Sn−1
|〈u, v〉|µ(dv) ≥ ρ , for all u ∈ Sn−1 .
Let Me(S
n−1) be the space of all even and finite Borel measures on Sn−1 and Me(ρ,R) the subspace
consisting of all µ ∈ Me(Sn−1) which have upper bound R and lower bound ρ. Recall that a measure
µ on Sn−1 is even if µ(A) = µ(−A) for all Borel sets A ⊂ Sn−1, where −A is the image of A under the
antipodal map. Clearly, Me(ρ,R) ⊂ M(ρ,R) (with the choice S = Sn−1), and if µ ∈ Me(ρ,R), then
2Zµ lies in K(ρ,R), which is the class of convex bodies K in Rn satisfying ρBn ⊂ K ⊂ RBn. The
Hausdorff distance of two convex sets K,M ⊂ Rn can be defined in terms of the support functions
h(K, · ), h(M, · ) of K,M , considered as functions on the unit sphere Sn−1, by dH(K,M) := ‖h(K, · )−
h(M, · )‖∞, see [33, Chapter 1.8]. We can now state the main result of this section.
Theorem 3.2. Let m ∈ {1, . . . , n−1}, and let µ, ν ∈ Me(ρ,R) be even Borel measures on Sn−1. Then
there is a constant c = c(n, ρ,R) > 0, depending only on n, ρ and R, such that
(3.4) dBL(µ, ν) ≤ c dBL
(
Sm(Zµ, · ), Sm(Zν , · )
)2c(m,n)
,
where c(m,n) := (2m(n+ 1)(n + 4))−1.
Proof. We show that
(3.5) dBL(µ, ν) ≤ c1 dH(Zµ, Zν)α1
and
(3.6) dH(K,M) ≤ c2 dBL
(
Sm(K, ·), Sm(M, ·)
)α2 ,
for origin-symmetric convex bodies K,M ∈ K(ρ,R), appropriate constants c1, c2 > 0 and powers
α1 := (n + 4)
−1 and α2 := ((n + 1)2
m−1)−1. The desired inequality (3.4) then follows immediately
with c = c(n, ρ,R) = c1c
α1
2 and 2c(n,m) = α1α2, since Zµ, Zν ∈ K(ρ/2, R/2).
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We first derive inequality (3.5) from [17, Theorem 5.1]. For an easier comparison with that paper,
we define for a signed Borel measure σ on Sn−1 and a bounded measurable function Ξ on [−1, 1],
TΞ[σ](u) :=
∫
Sn−1
Ξ(〈u, v〉)σ(dv) , u ∈ Sn−1 .
In [17] an important roˆle is played by the multipliers an,k(Ξ) of TΞ, which are defined by
an,k(Ξ) := ωn−1
1∫
−1
(1− t2)n−32 Pnk (t) Ξ(t) dt ,
where Pnk is the Legendre polynomial of dimension n and degree k. Recalling the definition (2.6) of
the support function of a zonoid Zµ with generating measure µ, we see that
dH(Zµ, Zν) =
∥∥∥1
2
∫
Sn−1
|〈 · , v〉|µ(dv)− 1
2
∫
Sn−1
|〈 · , v〉| ν(dv)
∥∥∥
∞
=
∥∥TΓ[τ ]∥∥∞
with Γ(t) := |t|/2 and τ := µ−ν. This special choice corresponds to the cosine transform treated in [6]
and it is known from that paper that the multipliers an,k(Γ) of TΓ satisfy an,0(Γ) 6= 0 and the estimate
|an,k(Γ)−1| ≤ c3 k(n+2)/2 for any even k ∈ N and a universal constant c3 > 0 (we have an,k(Γ) = 0 if k
is odd). An application of Theorem 5.1 in [17] then shows that for each 0 < β < 2/(n + 4) there is a
constant c4 > 0 only depending on n and β such that∣∣∣ ∫
Sn−1
f dµ−
∫
Sd−1
f dν
∣∣∣ = ∣∣∣ ∫
Sn−1
f dτ
∣∣∣ ≤ c4 ‖f‖BL∥∥TΓ[τ ]∥∥β∞ = c4 ‖f‖BL dH(Zµ, Zν)β
for all functions f : Sn−1 → R (the additional factor involving the total variation distance of the given
measures µ and ν in [17] can be bounded from above by 2R). Taking the supremum over all functions
f with ‖f‖BL ≤ 1, we obtain in particular (3.5) with α1 = 1/(n + 4) (in fact, we can choose any
number between 0 and 2/(n + 4)).
To obtain (3.6), we first notice that K ⊂ RBn implies ‖h(K, · )‖BL ≤ 2R by [33, Lemma 1.8.12].
Therefore, using mixed volumes as introduced in Section 2, we get for convex sets K,M and Bn that∣∣V (K[m+ 1], Bn[n−m− 1])− V (K,M [m], Bn[n−m− 1])∣∣
=
∣∣∣ 1
n
∫
Sn−1
h(K,u)Sm(K,du)− 1
n
∫
Sd−1
h(K,u)Sm(M,du)
∣∣∣ ≤ c5 ε
with a constant c5 := c5(n,R) > 0, depending only on n and R, and ε := dBL
(
Sm(K, · ), Sm(M, · )
)
.
Similarly, one proves the inequality∣∣V (M [m+ 1], Bn[n−m− 1]) − V (M,K[m], Bn[n−m− 1])∣∣ ≤ c5 ε .
These are the inequalities (8.56) in [33] with m− 1 there replaced by m. We can now follow the proof
of Lemma 8.5.2 and Theorem 8.5.4 in [33] and the literature cited there (see also Theorem 7.2.6 in
the first edition of [33]) to get (3.6) with α2 = 1/((n+1)2
m−1) (again, m− 1 there has to be replaced
by m). This completes the proof of (3.4).
The bounded Lipschitz distance used in Theorem 3.2 can be replaced by the Prohorov distance.
Corollary 3.3. Let m ∈ {1, . . . , n − 1}, and let µ, ν ∈ Me(ρ,R) be even Borel measures on Sn−1.
Then there is a constant c := c(n, ρ,R) > 0, depending only on n, ρ and R, such that
(3.7) dP (µ, ν) ≤ c dP
(
Sm(Zµ, · ), Sm(Zν , · )
)c(m,n)
,
where c(m,n) = (2m(n+ 1)(n + 4))−1.
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Proof. The assertion follows from Theorem 3.2 by applying Lemma 3.1 twice. For this, it remains
to ensure that Sm(Zµ,S
n−1), Sm(Zν ,S
n−1) can be bounded from above and from below in terms of
ρ,R. Since µ ∈ Me(ρ,R), it follows that ρBn ⊂ 2Zµ ⊂ RBn, and therefore (2.9), (2.10) and the
monotonicity of mixed volumes imply that
n2−mρmκn ≤ nV (Zµ[m], Bn[n−m]) = Sm(Zµ,Sn−1) ≤ n2−mRmκn .
Lemma 3.1 with ρ and R there replaced by n2−mρmκn and n2
−mRmκn, respectively, provides the
desired bounds.
4 Intersection
In this section, we generalize some results on intersection processes which can be found in the literature,
for example in [35]. Moreover, we prove a uniqueness theorem as well as a stability result. In particular,
we relax the usual stationarity condition by assuming weak stationarity only.
4.1 Intersection processes
For r ≥ 2 and i = 1, . . . , r, let Xi be a weakly stationary process of ki-dimensional flats in Rn,
1 ≤ ki ≤ n− 1, with intensity measure Θi 6= 0, and such that k1 + · · · + kr ≥ (r − 1)n. Let γi > 0 be
the corresponding intensity and Qi the directional distribution according to (2.2). By Y = X1∩· · ·∩Xr
we denote the intersection process of X1, . . . ,Xr. It consists of all intersections E1 ∩ · · · ∩ Er of flats
E1 ∈ X1, . . . , Er ∈ Xr which are in general position, i.e.,
Y ( · ) =
∑
E1∈X1,...,Er∈Xr
1{E1 ∩ . . . ∩ Er ∈ · }1{[E1, . . . , Er] > 0} .
If there are no such intersections, then Y is the empty process, otherwise Y is a process of q-flats
with q := k1 + · · · + kr − (r − 1)n, and we write ΘY for its intensity measure. In the following, we
do not discuss the most general result, but concentrate on two special situations, when the processes
X1, . . . ,Xr are independent and when X1 = · · · = Xr = X (hence k1 = · · · = kr = k) and X is of
type (Sr), that is, Θ
(r) = Θr. In the latter case, we denote the intersection process of order r by X(r).
Formally, X(r) is defined as
X(r)( · ) =
1
r!
∑
(E1,...,Er)∈Xr6=
1{E1 ∩ . . . ∩ Er ∈ · }1{[E1, . . . , Er] > 0} .
In the first situation, the process Y is weakly stationary. In fact, using the independence of the
processes X1, . . . ,Xr together with the fact that each of the measures Θi, 1 ≤ i ≤ r, is translation
invariant we see that, for each z ∈ Rn,∫
A(n,q)
f(E + z)ΘY (dE)
=
∫
A(n,k1)
. . .
∫
A(n,kr)
f
(
(E1 ∩ . . . ∩ Er) + z
)
1{[E1, . . . , Er] > 0}Θr(dEr) . . .Θ1(dE1)
=
∫
A(n,k1)
. . .
∫
A(n,kr)
f
(
(E1 + z) ∩ . . . ∩ (Er + z)
)
1{[E1, . . . , Er] > 0}Θr(dEr) . . .Θ1(dE1)
=
∫
A(n,k1)
. . .
∫
A(n,kr)
f(E1 ∩ . . . ∩ Er)1{[E1, . . . , Er] > 0}Θr(dEr) . . .Θ1(dE1)
=
∫
A(n,q)
f(E)ΘY (dE) ,
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for any non-negative measurable function f : A(n, q) → R. Thus, Y is a weakly stationary q-flat
process and we shall write γY for the intensity and QY for the directional distribution of Y , recall
(2.3).
Theorem 4.1. Let k1, . . . , kr ∈ {1, . . . , n − 1} be such that k1 + . . . + kr ≥ (r − 1)n and put q :=
k1+ · · ·+ kr − (r− 1)n. For i = 1, . . . , r, let Xi be a weakly stationary ki-flat process with intensity γi
and directional distribution Qi, and assume that X1, . . . ,Xr are independent. Then, for all Borel sets
A ⊂ G(n, q),
γY QY (A) = γ1 · · · γr
∫
G(n,k1)
· · ·
∫
G(n,kr)
1 {L1 ∩ . . . ∩ Lr ∈ A} [L1, . . . , Lr]Qr(dLr) . . .Q1(dL1) .
Notice that the formula in Theorem 4.1 is still valid if one of the γi’s is zero. In this case, the left-
and the right-hand side are both equal to zero.
Proof of Theorem 4.1. Using the definition (2.2) of the measures Θ1, . . . ,Θr, relations (2.3) and the
independence of X1, . . . ,Xr, we obtain that κn−qγY QY (A) equals
E
∑
E1∈X1,...,Er∈Xr
1 {E1 ∩ . . . ∩ Er ∩Bn 6= ∅, L(E1) ∩ . . . ∩ L(Er) ∈ A , [E1, . . . , Er] > 0}
=
∫
A(n,k1)
· · ·
∫
A(n,kr)
1 {E1 ∩ . . . ∩ Er ∩Bn 6= ∅, L(E1) ∩ . . . ∩ L(Er) ∈ A}
× 1{[E1, . . . , Er] > 0}Θr(dEr) . . .Θ1(dE1)
= γ1 · · · γr
∫
G(n,k1)
· · ·
∫
G(n,kr)
∫
L⊥1
· · ·
∫
L⊥r
1 {(L1 + x1) ∩ . . . ∩ (Lr + xr) ∩Bn 6= ∅, L1 ∩ . . . ∩ Lr ∈ A}
× 1{[L1, . . . , Lr] > 0} ℓL⊥r (dxr) . . . ℓL⊥1 (dx1)Qr(dLr) . . .Q1(dL1) .
The result now follows from the identity∫
L⊥1
· · ·
∫
L⊥r
1 {(L1 + x1) ∩ . . . ∩ (Lr + xr) ∩Bn 6= ∅} ℓL⊥r (dxr) . . . ℓL⊥1 (dx1)
= κrn−k1−...−kr [L1, . . . , Lr] ,
which holds for subspaces L1, . . . , Lr satisfying [L1, . . . , Lr] > 0 and which can be proved directly,
but is also obtained from an iteration of the translative Crofton formula for mixed measures and a
reduction formula for balls (Theorem 5.1 and Formula (7.1) in [42]).
Coming now to the second situation, we consider a weakly stationary k-flat process X in Rn with
n/2 ≤ k ≤ n − 1 and r ≥ 2 such that rk ≥ (r − 1)n. In the following, we assume that X is of type
(Sr). The rth intersection process X(r) of X is defined as the process of (rk − (r − 1)n)-dimensional
flats in Rn which arise as intersections of flats E1, . . . , Er ∈ X in general position. Similarly as above,
one shows that X(r) is weakly stationary. Let γ(r) be the intensity of X(r) and Q(r) its directional
distribution. The next result is a joint generalization of Theorems 4.4.8 and 4.4.9 in [35].
Theorem 4.2. Let n/2 ≤ k ≤ n − 1 and rk ≥ (r − 1)n. Let X be a weakly stationary k-flat
process of type (Sr) with intensity γ and directional distribution Q. Then, for all Borel sets A ⊂
G(n, rk − (r − 1)n),
(4.1) γ(r)Q(r)(A) =
γr
r!
∫
G(n,k)
· · ·
∫
G(n,k)
1 {L1 ∩ . . . ∩ Lr ∈ A} [L1, . . . , Lr]Q(dLr) . . .Q(dL1) .
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Proof. Again by (2.2), (2.3), the definition of X(r) and (2.4), and since n− (rk− (r− 1)n) = r(n− k),
we obtain that r!κr(n−k) γ(r)Q(r)(A) equals
E
∑
(E1,...,Er)∈Xr6=
1 {E1 ∩ . . . ∩ Er ∩Bn 6= ∅, L(E1) ∩ . . . ∩ L(Er) ∈ A , [E1, . . . , Er] > 0}
=
∫
A(n,k)
· · ·
∫
A(n,k)
1 {E1 ∩ . . . ∩ Er ∩Bn 6= ∅, L(E1) ∩ . . . ∩ L(Er) ∈ A}
× 1{[E1, . . . , Er] > 0}Θ(dEr) . . .Θ(dE1)
= γr
∫
G(n,k)
· · ·
∫
G(n,k)
∫
L⊥1
· · ·
∫
L⊥r
1 {(L1 + x1) ∩ . . . ∩ (Lr + xr) ∩Bn 6= ∅, L1 ∩ . . . ∩ Lr ∈ A}
× 1{[L1, . . . , Lr] > 0} ℓL⊥r (dxr) . . . ℓL⊥1 (dx1)Q(dLr) . . .Q(dL1) .
Now the result follows as in the proof of Theorem 4.1.
4.2 Uniqueness problems and stability estimates
In this section, we consider the problem whether, for a weakly stationary k-flat process X of type
(Sr), the directional distribution Q of X is determined by the directional distribution Q(r) of the
r-th intersection process X(r) or whether the intensity measure Θ(r) of X(r) determines the intensity
measure Θ of X.
Let us begin with the case k = 1, which leads to a non-trivial intersection process if and only if
n = r = 2. However, the intersection process X(2) then is an ordinary point process in the plane
and its intensity γ(2) does not allow to determine the directional distribution Q of X. For example,
any rotation of Q leads to a process X ′ with the same intersection intensity. More generally, let n
be even and k = n/2. Let U1, U2 ∈ G(n, k) be in general position, that is, U1 ∩ U2 = {0}. Further,
let α ∈ (0, 1) and Q := αδU1 + (1 − α)δU2 . If X is a Poisson process of k-flats with intensity γ and
direction distribution Q, then γ(2) = γ
2α(1 − α)[U1, U2]. Hence there is a continuum of choices of
these parameters leading to the same intersection density γ(2).
We next consider an intermediate regime for the dimension parameter k. It covers for example the
case n = 5 and k = 3, but not n = 6 and k = 4. The following theorem shows that a uniqueness result
does not hold in a certain range of values of k, even for Poisson processes, but the exact conditions
on k under which a non-uniqueness result holds remain open. Recall that a weakly stationary Poisson
process is automatically stationary.
Theorem 4.3. Let k ∈ {2, . . . , n− 2} be such that n2 ≤ k < n2 +
⌊
n−k
2
⌋
. Then there exist two station-
ary Poisson processes X1 and X2 of k-flats with the same intensity γ > 0, but different directional
distributions Q1 and Q2, which are absolutely continuous with respect to the Haar probability measure
on G(n, k) and for which the associated second intersection processes have the same intensity measure.
Proof. In view of Theorem 4.2 the assertion follows once we have shown that there are two different
probability measures Q1 and Q2 on G(n, k) which are absolutely continuous with respect to the Haar
probability measure on G(n, k) and such that
(4.2)
∫
G(n,k)
∫
G(n,k)
g(L ∩M) [L,M ]Q1(dL)Q1(dM) =
∫
G(n,k)
∫
G(n,k)
g(L ∩M) [L,M ]Q2(dL)Q2(dM)
for all continuous functions g : G(n, 2k−n)→ R. In order to prove the existence of two such measures,
we apply the main result in [13], as well as the equivalence preceding it, with j = 2k − n. We notice
that the conditions given there for j are satisfied. Namely, since k ≥ n/2, we have j ≥ 0. Also, since
k <
⌊
n−k
2
⌋
+ n2 , we have j < 2
⌊
r
2
⌋
, since the rank r in the sense of [13] of G(n, k) is n − k (here we
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use k ≥ n/2 again). Thus, we obtain the existence of a non-zero finite signed measure Q on G(n, k),
which is absolutely continuous with respect to the Haar probability measure on G(n, k), such that∫
G(n,k)
g(L ∩M) [L,M ]Q(dL) = 0
for all continuous functions g on G(n, 2k − n) and all M ∈ G(n, k). Since 0 6= Q = Q1 −Q2 with two
non-negative finite measures Q1 6= Q2 on G(n, k), which are absolutely continuous with respect to the
Haar probability measure on G(n, k), we deduce that
(4.3)
∫
G(n,k)
g(L ∩M) [L,M ]Q1(dL) =
∫
G(n,k)
g(L ∩M) [L,M ]Q2(dL)
for all continuous functions g on G(n, 2k−n) and all M ∈ G(n, k). Here we may and will assume that
Q1 is a probability measure. Choosing g = 1 and integrating over M with the Haar measure νk, we
see that Q2 is then a probability measure, too. Applying (4.3) twice and using Fubini’s theorem, we
get ∫
G(n,k)
∫
G(n,k)
g(L ∩M) [L,M ]Q1(dL)Q1(dM)
=
∫
G(n,k)
∫
G(n,k)
g(L ∩M) [L,M ]Q2(dL)Q1(dM)
=
∫
G(n,k)
∫
G(n,k)
g(L ∩M) [L,M ]Q1(dM)Q2(dL)
=
∫
G(n,k)
∫
G(n,k)
g(L ∩M) [L,M ]Q2(dM)Q2(dL)
=
∫
G(n,k)
∫
G(n,k)
g(L ∩M) [L,M ]Q2(dL)Q2(dM),
for all continuous functions g on G(n, 2k − n), as required.
Let us now turn to hyperplane processes, that is, k-flat processes with k = n− 1. In this case we
obtain a uniqueness result which has not been stated in the literature so far, dealing with higher-order
intersection processes. Thus, let X be a weakly stationary hyperplane process in Rn with intensity
γ > 0 and associated even spherical directional distribution Q (recall the discussion related to (2.8)).
The intensity measure Θ of X is then given by
(4.4)
∫
A(n,n−1)
f(H)Θ(dH) = γ
∫
Sn−1
∫
R
f(u⊥ + tu) dtQ(du) ,
where f is a non-negative measurable function on A(n, n−1). We shall assume that Q is non-degenerate
in the sense that it is not concentrated on a great-subsphere of Sn−1. For fixed r ∈ {2, . . . , n}, we
consider the r-th intersection process X(r) of X, which is a weakly stationary process of (n− r)-flats
in Rn. We also assume that the hyperplane process X is of type (Sr), hence its r-th factorial moment
measure Θ(r) satisfies Θ(r) = Θr. In this case, Theorem 4.2 shows that the intensity γ(r) and the
directional distribution Q(r) of X(r) can be expressed in the form
(4.5) γ(r)Q(r)(A) =
γr
r!
∫
Sn−1
. . .
∫
Sn−1
1
{
u⊥1 ∩ . . . ∩ u⊥r ∈ A
}∇r(u1, . . . , ur)Q(dur) . . .Q(du1) ,
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where A ⊂ G(n, n − r) is a Borel set and ∇r has been defined in Section 2. We now show that Q(r)
uniquely determines Q.
Theorem 4.4. Let r ∈ {2, . . . , n − 1}, and let X be a weakly stationary hyperplane process in Rn
of type (Sr) with intensity γ > 0 and non-degenerate spherical directional distribution Q. Then the
intensity measure Θ(r) of X(r) uniquely determines the intensity measure Θ of X. In particular, Θ(r)
is rotation invariant if and only if Θ is rotation invariant. Moreover, the directional distribution Q(r)
of the r-th intersection process X(r) uniquely determines Q.
Proof. For a Borel set A ⊂ G(n, n− r) we define
(4.6) µ
(r)
Q (A) :=
∫
Sn−1
. . .
∫
Sn−1
1{u⊥1 ∩ . . . ∩ u⊥r ∈ A}∇r(u1, . . . , ur)Q(dur) . . .Q(du1) .
In addition, we consider the transformation Tn−r : M(G(n, n− r))→ Me(Sn−1) given by
Tn−r(µ)(C) :=
∫
G(n,n−r)
∫
SU
1{v ∈ C}σU (dv)µ(dU) ,
where µ ∈ M(G(n, n − r)) and C ⊂ Sn−1 is a Borel set. Let ZQ be the zonoid associated with Q.
Then, by a special case of [22, Theorem 8], we get
(4.7) Tn−r(µ
(r)
Q ) = r!
(
n− 1
r
)
Sr(ZQ, · ) .
This result can also be deduced from formula (4.62) in [35] (and the statement thereafter). Namely,
this formula shows that µ
(r)
Q is (up to orthogonality) proportional to the r-th projection generating
measure of ZQ, and therefore it follows from the results in [40] that Tn−r(µ
(r)
Q ) is proportional to
Sr(ZQ, · ). For yet another approach, see [33, Theorem 5.3.4].
Hence we get
(4.8) Tn−r
(
γ(r)Q(r)
)
= Tn−r
(
γr
r!
µ
(r)
Q
)
=
(
n− 1
r
)
γr Sr(ZQ, · ) =
(
n− 1
r
)
Sr(ZγQ, · ) ,
where we used the linearity of Tn−r and the homogeneity of degree r of the r-th area measure.
Assume now that the intensity measure Θ(r) of X(r) is given. Since Θ(r) determines γ(r)Q(r), (4.8)
shows that then also the area measure Sr(ZγQ, · ) is determined. An application of [33, Corollary 8.1.4]
yields that the centrally symmetric convex body ZγQ is determined. Note that ZγQ is full-dimensional,
since Q is non-degenerate and hence γ(r) 6= 0. From [33, Theorem 3.5.4] we conclude that then γQ is
determined. Since Q is a probability measure, we finally get that γ and Q are uniquely determined.
Now we assume that Q(r) is given. Then (4.8) shows that
Sr(ZQ, · )
Sr(ZQ,Sn−1)
=
Tn−r
(
Q(r)
)
ωn−r
,
where we used that Tn−r(Q(r))(G(n, n − r)) = ωn−r. Hence, Q(r) determines cr Sr(ZQ, · ) with c :=
Sr(ZQ,S
n−1)−1/r, and therefore also Sr(ZcQ, · ). By the same arguments as before, this implies that
cQ is determined. Since Q is a probability measure, we conclude that Q is determined as well.
The remaining assertions follow immediately.
We have the following consequence if X is a Poisson process.
Corollary 4.5. Let X be a stationary Poisson hyperplane process in Rn with intensity γ > 0 and
non-degenerate directional distribution. Then, for any r ∈ {2, . . . , n − 1}, the distribution of X is
uniquely determined by the knowledge of γ(r) and Q(r). Moreover, X is isotropic if and only if X(r) is
isotropic.
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Let us refine and strengthen the preceding uniqueness result in the form of a stability estimate.
Here the situation can be described as follows. Let X and X ′ be two weakly stationary hyperplane
processes of type (Sr) in R
n with (positive) intensities γ and γ′ and direction distributions Q and Q′,
respectively. Let γ(r) denote the intensity and Q(r) the direction distribution of the r-th intersection
process X(r) of X, and let γ
′
(r) and Q
′
(r) be the corresponding quantities for X
′
(r). Suppose now that
γ(r)Q(r) and γ
′
(r)Q
′
(r) are close in some (quantitative) sense. Does this imply that also γQ and γ
′Q′
are close to each other?
In view of Theorem 4.4 and Corollary 3.3 and the connection between directional distributions and
area measures, we can get an answer if the closeness is measured by means of the bounded Lipschitz or
the Prohorov distance. For that purpose, we have to specify a metric on G(n, k) with k ∈ {1, . . . , n−1}.
We choose the metric ∆ induced by the notion of a direct rotation (see [19] and the literature cited
therein). Let On denote the rotation group of R
n. For a rotation ρ ∈ On, let Mρ = ((Mρ)ij)ni,j=1 be
the matrix of ρ with respect to an orthonormal basis e1, . . . , en of R
n, that is, (Mρ)ij = 〈ρ(ei), ej〉,
and let I = (δij)
n
i,j=1 denote the identity matrix. Then
|ρ| :=
n∑
i,j=1
((Mρ)ij − δij)2
is independent of the chosen orthonormal basis. For any u ∈ Sn−1, we have ‖ρu− u‖ ≤ |ρ|. A metric
on G(n, k) is then defined by
∆(U1, U2) := min{|ρ| : ρ ∈ On, U2 = ρU1}, U1, U2 ∈ G(n, k) .
The topology induced by this metric is the standard topology on G(n, k), see [19] for further details.
A comparison of different notions of distances between subspaces is provided in the survey [10, Section
4.3] and in [14].
Theorem 4.6. Let r ∈ {2, . . . , n − 1}, and let X,X ′ be two weakly stationary hyperplane processes
in Rn of type (Sr) with intensities γ, γ
′ > 0 and spherical directional distributions Q,Q′, respectively.
Assume that γQ, γ′Q′ ∈ Me(ρ,R) with some constants 0 < ρ ≤ R < ∞. Then there is a constant
c > 0, depending only on n, ρ and R, such that
(4.9) dBL(γQ, γ
′Q′) ≤ c dBL(γ(r)Q(r), γ′(r)Q′(r))2c(r,n)
and
(4.10) dP (γQ, γ
′Q′) ≤ c dP (γ(r)Q(r), γ′(r)Q′(r))c(r,n) ,
where c(r, n) = (2r(n+ 1)(n + 4))−1.
Proof. We use the same notation as in the proof of Theorem 4.4. From (4.8) we have
(4.11) Tn−r(γ(r)Q(r)) =
1
r!
Tn−r(µγQ) =
(
n− 1
r
)
Sr(ZγQ, · ).
Since γQ, γ′Q′ ∈ Me(ρ,R), we can first apply Theorem 3.2 and then (4.11) to get
dBL(γQ, γ
′Q′) ≤ c1 dBL
(
Sr(ZγQ, · ), Sr(Zγ′Q′ , · )
)2c(r,n)
≤ c2 dBL
(
Tn−r(γ(r)Q(r)), Tn−r(γ
′
(r)Q
′
(r))
)2c(r,n)
with constants c1, c2 > 0, depending only on n, ρ and R. Consequently, the assertion of part (a) of
the theorem follows once we have shown that
(4.12) dBL(Tn−rµ, Tn−rν) ≤ ωn−r dBL(µ, ν)
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holds for arbitrary finite Borel measures µ, ν on G(n, n− r). For this, let f : Sn−1 → R be a function
with ‖f‖BL ≤ 1 and define Ff : G(n, n − r)→ R by
Ff (U) :=
∫
SU
f(v)σU (dv), U ∈ G(n, n − r).
Clearly, ‖Ff‖∞ ≤ ωn−r‖f‖∞. Let U1, U2 ∈ G(n, n− r) with ∆(U1, U2) = |ρ| for some rotation ρ ∈ On
satisfying U2 = ρU1. Since |f(v)− f(ρv)| ≤ ‖f‖L‖v − ρv‖ ≤ ‖f‖L|ρ| for all v ∈ Sn−1, we get
|Ff (U1)− Ff (U2)| =
∣∣∣ ∫
SU1
f(v)σU1(dv)−
∫
SU2
f(v)σU2(dv)
∣∣∣
=
∣∣∣ ∫
SU1
f(v)σU1(dv)−
∫
SU1
f(ρv)σU1(dv)
∣∣∣
≤
∫
SU1
∣∣f(v)− f(ρv)∣∣ σU1(dv)
≤ ωn−r |ρ| ‖f‖L
= ωn−r∆(U1, U2) ‖f‖L .
This shows that ‖Ff‖L ≤ ωn−r ‖f‖L, and thus also ‖Ff‖BL ≤ ωn−r ‖f‖BL. Therefore∣∣∣ ∫
Sn−1
f(v) (Tn−rµ)(dv)−
∫
Sn−1
f(v) (Tn−rν)(dv)
∣∣∣ = ∣∣∣ ∫
G(n,n−r)
Ff (U)µ(dU)−
∫
G(n,n−r)
Ff (U) ν(dU)
∣∣∣
≤ ‖Ff‖BL dBL(µ, ν)
≤ ωn−r ‖f‖BL dBL(µ, ν) ,
which proves (4.12). Thus part (a) of the theorem is established.
Part (b) follows from Lemma 3.1 once we have shown that in addition to γQ, γ′Q′ ∈ Me(ρ,R) we
also have γ(r)Q(r), γ
′
(r)Q
′
(r) ∈ M(ρ¯, R¯) on G(n, n − r) with some constants 0 < ρ¯ ≤ R¯ < ∞, where ρ¯
depends only on ρ and R¯ depends only on R. To see that this is indeed the case, we use (4.8), (2.9)
and (2.10) to find that
(
γ(r)Q(r)
)
(G(n, n − r)) = 1
ωn−r
(
n− 1
r
)
Sr(ZγQ,S
n−1)
=
1
ωn−r
(
n− 1
r
)
nV (ZγQ[r], B
n[n− r]) .
Since γQ ∈ Me(ρ,R), we can now argue as in the proof of Corollary 3.3.
5 Proximity
In this section we introduce proximity processes. In the stationary case, the intensity of such processes
has first been studied in [34], see also [35]. We present generalizations in different directions and also
investigate uniqueness and stability problems.
5.1 The proximity process
Let X1 be a weakly stationary k1-flat process and X2 a weakly stationary k2-flat process in R
n such
that k1+ k2 < n and k1, k2 ≥ 1. Note that this is dual to the situation considered in Section 4, where
k1 and k2 were chosen such that k1 + k2 ≥ n. The intensity measures of X1 and X2 are denoted by
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Θ1 and Θ2, respectively. In the following, we assume that Θ1,Θ2 6= 0. In this case Θ1 and Θ2 admit
a factorization as in (2.2) with intensities γ1, γ2 > 0 and directional distributions Q1,Q2, respectively.
The proximity process Φ associated with X1 and X2 is the random collection of line segments
s = xExF , the perpendicular of E and F , for which E ∈ X1 and F ∈ X2 are disjoint, in general
position and such that d(E,F ) = ‖xE − xF‖ ≤ δ for some prescribed distance threshold δ > 0.
Throughout the following, we keep δ fixed. By Λ we denote the intensity measure of Φ. As indicated
in Section 2, Φ and Λ are considered as measures on the product space Rd × (0, δ] × Sn−1, which are
symmetric in the third component. More formally, we take Λ as the intensity measure of the random
measure ∑
s∈Φ
1{(m(s), d(s)) ∈ A×B} 1
2
H0(φ(s) ∩ C),
where A ⊂ Rn, B ⊂ (0,∞) and C ⊂ Sn−1 are Borel sets. Recall that φ(s) denotes the linear subspace
which is parallel to the segment s. In case that s = xExF , as above, we will often write φ(E,F )
instead of φ(s).
Remark 5.1. The restriction d(E,F ) ≤ δ in the definition of Φ is geometrically motivated and in
fact necessary in order to interpret Φ as a segment process in Rn as introduced in Section 2. Without
the distance threshold δ, the union of all segments of the proximity process may be a dense subset of
Rn.
Our first goal is to derive an expression for Λ in terms of the parameters of the underlying processes
X1 and X2, that is to say, in terms of γ1, γ2, Q1 and Q2. In particular, the next result ensures that,
for independent X1,X2, the proximity process Φ is weakly stationary in the sense that the intensity
measure Λ of Φ is translation invariant (with respect to the first component). The intensity of Φ is
called the proximity associated with the two flat processes X1 and X2.
Theorem 5.2. Let k1, k2 ≥ 1 with k1 + k2 < n, let X1 be a weakly stationary k1-flat process, X2 a
weakly stationary k2-flat process in R
n and suppose that X1 and X2 are independent. Then
Λ(A×B × C) = γ1γ2 ℓ(A)
∫
B
tn−k1−k2−1 dt
×
∫
G(n,k1)
∫
G(n,k2)
σ(L+M)⊥(C ∩ (L+M)⊥) [L,M ]Q2(dM)Q1(dL)
for Borel sets A ⊂ Rn, B ⊂ (0, δ] and C ⊂ Sn−1. If Q1 and Q2 are rotation invariant, then Λ is
invariant under rotations of its third argument.
Proof. By construction of the proximity process, one has that
2Λ(A×B × C) = E
∑
E∈X1,F∈X2
1 {m(E,F ) ∈ A, d(E,F ) ∈ B, [E,F ] > 0}H0(φ(E,F ) ∩ C) .
Note that if E ∩ F 6= ∅, then the intersection is a single point and d(E,F ) = 0, hence the indicator
function is zero, since B ⊂ (0, δ].
Using the independence of X1 and X2 and the decomposition (2.2) of the intensity measures Θ1
and Θ2, this can be re-written as
2Λ(A×B × C) = γ1γ2
∫
G(n,k1)
∫
G(n,k2)
∫
L⊥
∫
M⊥
1 {m(L+ x,M + y) ∈ A, d(L+ x,M + y) ∈ B}
× H0 (φ(L+ x,M + y) ∩ C) 1{[L,M ] > 0} ℓM⊥(dy) ℓL⊥(dx)Q2(dM)Q1(dL) .
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We introduce the two subspaces V := L +M and U := V ⊥ and decompose x ∈ L⊥ and y ∈ M⊥
according to
x = x1 + x2, x1 ∈ L⊥ ∩ V, x2 ∈ U ,
y = y1 + y2, y1 ∈M⊥ ∩ V, y2 ∈ U .
Then
m(L+ x,M + y) = z +
x2 + y2
2
, d(L+ x,M + y) = ‖x2 − y2‖, φ(L+ x,M + y) = φ(x2y2),
if x2 6= y2, where z is the unique point satisfying {z} = (L+ x1) ∩ (M + y1). Thus, we find that
2Λ(A ×B × C) = γ1γ2
∫
G(n,k1)
∫
G(n,k2)
∫
U
∫
U
∫
L⊥∩V
∫
M⊥∩V
1
{
z +
x2 + y2
2
∈ A, ‖x2 − y2‖ ∈ B
}
×H0 (φ(x2y2) ∩ C) 1{[L,M ] > 0} ℓM⊥∩V (dy1) ℓL⊥∩V (dx1) ℓU (dy2) ℓU (dx2)Q2(dM)Q1(dL) .
The inner double integral can be evaluated similarly as in [34] (see also the proof of Theorem 4.4.10 in
[35]). In particular, we use the inverse of the transformation (L⊥ ∩V )× (M⊥∩V )→ V , (x1, y1) 7→ z,
which has Jacobian [L⊥ ∩ V,M⊥ ∩ V ] = [L,M ]. Hence, we obtain
2Λ(A ×B × C) = γ1γ2
∫
G(n,k1)
∫
G(n,k2)
∫
U
∫
U
[L,M ] ℓk1+k2
(
A ∩
(
V +
x2 + y2
2
))
1{‖x2 − y2‖ ∈ B}
× H0 (φ(x2y2) ∩ C) ℓU(dy2) ℓU (dx2)Q2(dM)Q1(dL) .
Applying the change of variables u := x2 − y2 and v := (x2 + y2)/2, which has Jacobian one, we get
Λ(A×B × C) = γ1γ2
∫
G(n,k1)
∫
G(n,k2)
[L,M ]
∫
U
ℓk1+k2
(
A ∩ (V + v)) ℓU(dv)

× 1
2
∫
U
1 {‖u‖ ∈ B}H0 (L(u) ∩ C) ℓU (du)
 Q2(dM)Q1(dL) ,
(5.1)
where L(u) stands for the one-dimensional linear subspace spanned by u. Since U = V ⊥, the first
integral in brackets is just ℓ(A). For the second integral we introduce spherical coordinates in the
(n − k1 − k2)-dimensional subspace U = (L+M)⊥ and obtain
1
2
∫
U
1 {‖u‖ ∈ B}H0 (L(u) ∩C) ℓU (du) = 1
2
∫
SU
H0 (L(u) ∩ C) σU (du)
∫
B
tn−k1−k2−1 dt
= σU (C ∩ U)
∫
B
tn−k1−k2−1 dt .
Combining this with (5.1), we arrive at the desired expression for Λ(A×B×C). Finally, the invariance
statement follows directly from this expression.
The intensity and the directional distribution of Φ are denoted by N and R, respectively, recall
(2.5). As a consequence of Theorem 5.2, we conclude that
N = γ1γ2κn−k1−k2δ
n−k1−k2
∫
G(n,k1)
∫
G(n,k2)
[L,M ]Q2(dM)Q1(dL)
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and, if N 6= 0,
R(C) =
∫
G(n,k1)
∫
G(n,k2)
σ(L+M)⊥(C ∩ (L+M)⊥) [L,M ]Q2(dM)Q1(dL)
ωn−k1−k2
∫
G(n,k1)
∫
G(n,k2)
[L,M ]Q2(dM)Q1(dL)
.
We now consider the segment process Φ associated with a single weakly stationary k-flat process
X of type (S2) with 1 ≤ k < n/2, intensity γ and directional distribution Q. A slight modification of
the proof of Theorem 5.2 shows that Φ is weakly stationary and yields also formulae for the proximity
and the directional distribution of Φ. Here, we define
Φ(A×B × C) = 1
2
∑
(E,F )∈X2
6=
1{(m(E,F ), d(E,F )) ∈ A×B, [E,F ] > 0} 1
2
H0(φ(E,F ) ∩ C),
where A ⊂ Rn, B ⊂ (0,∞) and C ⊂ Sn−1 are Borel sets. In this setting, we write π(X, δ) instead of
N and call it the proximity of X. We observe the following property of X.
Lemma 5.3. Let 1 ≤ k < n/2. Then any two flats of a weakly stationary k-flat process X of type
(S2) do not intersect each other with probability one.
Proof. This follows from the proof of Theorem 4.4.5 (a) in [35], which uses only the representation
(2.2) of the intensity measure as well as the (S2)-property of the k-flat process.
We can now express the intensity π(X, δ) and the directional distribution R of the proximity
process Φ in terms of the intensity γ and the directional distribution Q of the underlying weakly
stationary k-flat process X of type (S2). This is a generalization of the main result from [34], see also
[35, Theorem 4.4.10].
Theorem 5.4. Let 1 ≤ k < n/2, let X be a weakly stationary k-flat process of type (S2), and let δ > 0
be a given distance threshold.
(a) The intensity measure of Φ is given by
Λ(A×B × C) =γ
2
2
ℓ(A)
∫
B
tn−2k−1 dt
×
∫
G(n,k)
∫
G(n,k)
[L,M ]σ(L+M)⊥(C ∩ (L+M)⊥)Q(dM)Q(dL) ,
where A ⊂ Rn, B ⊂ (0, δ] and C ⊂ Sn−1 are Borel sets.
(b) The proximity π(X, δ) of X equals
π(X, δ) =
γ2
2
κn−2kδ
n−2k
∫
G(n,k)
∫
G(n,k)
[L,M ]Q(dM)Q(dL) .
(c) If π(X, δ) 6= 0, then the directional distribution R of the proximity process is given by
R(C) =
∫
G(n,k)
∫
G(n,k)
[L,M ]σ(L+M)⊥(C ∩ (L+M)⊥)Q(dM)Q(dL)
ωn−2k
∫
G(n,k)
∫
G(n,k)
[L,M ]Q(dM)Q(dL)
,
independently of δ, where C ⊂ Sn−1 is a Borel set.
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Proof. As above, let us denote by Λ the intensity measure of the (parameterized) proximity process
Φ associated with the weakly stationary k-flat process X of type (S2). To obtain a formula for Λ, we
start with
Λ(A×B × C) = 1
2
E
∑
(E,F )∈X2
6=
1 {m(E,F ) ∈ A, d(E,F ) ∈ B, [E,F ] > 0} 1
2
H0(φ(E,F ) ∩C) ,
where A ⊂ Rn, B ⊂ (0, δ] and C ⊂ Sn−1 are Borel sets. The multivariate Campbell formula (see [35,
Theorem 3.1.3]) and the (S2)-property of X yield
Λ(A×B × C) = γ
2
2
∫
G(n,k)
∫
G(n,k)
∫
L⊥
∫
M⊥
1 {m(L+ x,M + y) ∈ A, d(L+ x,M + y) ∈ B, [L,M ] > 0}
× 1
2
H0 (φ(L+ x,M + y) ∩ C) ℓM⊥(dy) ℓL⊥(dx)Q(dM)Q(dL) .
Following now the proof of Theorem 5.2, we obtain the formula in part (a). The assertions in (b) and
(c) are immediate consequences.
5.2 Uniqueness problems and stability estimates
Similarly as in Section 4.2, we consider here the problem whether, for a weakly stationary k-flat process
X of type (S2), the directional distribution Q of X is determined by the directional distribution R
of the proximity process Φ or, similarly, whether the intensity measure of Φ determines the intensity
measure Θ of X.
The situation here is different from the setting discussed in Section 4.2, since the flats of the
intersection processes can have dimensions from 0 to n − 2, whereas the proximity process always
consists of one-dimensional objects. Nevertheless, the theorems turn out to be quite similar and we
start with a non-uniqueness result. It applies, for instance, with n = 5 and k = 2. However, it does
not cover the case n = 6 and k = 2, for example, which remains open. Notice that the case k = n− 1
cannot occur.
Theorem 5.5. Let k ∈ {2, . . . , n − 2} be such that 2k < n < 2 (k + ⌊k2⌋). Then there exist two
stationary Poisson processes X1 and X2 of k-flats with the same intensity γ > 0 and different direction
distributions Q1 6= Q2, which are absolutely continuous with respect to the Haar probability measure
on G(n, k) and for which the associated proximity processes have the same intensity measure.
Proof. Since (L+M)⊥ = L⊥ ∩M⊥, the theorem follows from Theorem 5.4 (a), once we have shown
that there are two probability measures measures Q1, Q2 on G(n, k) with Q1 6= Q2 with continuous
densities such that ∫
G(n,k)
∫
G(n,k)
[L,M ] g(L⊥ ∩M⊥)Q1(dL)Q1(dM)
=
∫
G(n,k)
∫
G(n,k)
[L,M ] g(L⊥ ∩M⊥)Q2(dL)Q2(dM)(5.2)
for all continuous functions g : G(n, n− 2k)→ R. If k satisfies the assumptions of Theorem 5.5, then
n− k satisfies the assumptions of Theorem 4.3. But then relation (4.2) with k replaced by n− k and
certain measures Q′1 and Q
′
2 implies (5.2) by passing to the image measures of these measures under
the orthogonal complement map G(n, k)→ G(n, n − k), U 7→ U⊥.
We now show a positive result in the case k = 1, that is, for line processes X. Here, as in the
hyperplane case, we identify the directional distribution Q on G(n, 1) with an even probability measure
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on Sn−1. Explicitly, we identify Q with
Q˜(C) =
1
2
∫
G(n,1)
H0(U ∩ C)Q(dU) ,
for Borel sets C ⊂ Sn−1. Moreover, we assume that Q is non-degenerate, which means that Q˜ is not
concentrated on a great sub-sphere of Sn−1. Recall that ZQ is the zonoid associated with Q and that
S2(ZQ, · ) is the second area measure of ZQ. We now write RQ for the directional distribution of Φ.
Theorem 5.6. For n ≥ 3, let X be a weakly stationary process of lines in Rn of type (S2) with
intensity γ > 0 and non-degenerate directional distribution Q. Then, the associated zonoid ZQ is
full-dimensional and the intensity π(X, δ) and the directional distribution RQ of the proximity process
Φ satisfy
(5.3) π(X, δ) = γ2κn−2δ
n−2 V2(ZQ) , RQ( · ) = S2(ZQ, · )
S2(ZQ,Sn−1)
.
Moreover, RQ uniquely determines Q. In particular, Q is rotation invariant if and only if RQ is
rotation invariant.
Proof. Since Q is not concentrated on a great sub-sphere of Sn−1, the zonoid ZQ does not lie in a
hyperplane, hence it is full-dimensional. By a special case of [22, Theorem 8], the second area measure
of ZQ is given by
S2(ZQ, · ) = 1
2
(n−1
2
) ∫
Sn−1
∫
Sn−1
∇2(u1, u2)Hn−3( · ∩ u⊥1 ∩ u⊥2 ∩ Sn−1)Q(du1)Q(du2) .
Hence, Theorem 5.4 (c) yields that
RQ( · ) = S2(ZQ, · )
S2(ZQ,Sn−1)
,
which proves the second part of (5.3). To prove the formula for π(X, δ), we observe that
S2(ZQ,S
n−1) =
ωn−2
2
(n−1
2
) ∫
Sn−1
∫
Sn−1
∇2(u1, u2)Q(du1)Q(du2)
=
ωn−2
2
(
n−1
2
) ∫
G(n,1)
∫
G(n,1)
[L,M ]Q(du1)Q(du2) ,
where we have used the identification of Sn−1 with G(n, 1) indicated above and the fact that the
integrand is a symmetric function. This together with Theorem 5.4 (b) and the relation (2.10) between
S2(ZQ,S
n−1) and V2(ZQ) imply that
π(X, δ) =
γ2
2
κn−2δ
n−2 2
(n−1
2
)
ωn−2
S2(ZQ,S
n−1) =
γ2
2
κn−2δ
n−2 2
(n−1
2
)
ωn−2
nκn−2(n
2
) V2(ZQ)
= γ2κn−2δ
n−2 V2(ZQ) .
The uniqueness result can be deduced as in the proof of Theorem 4.4.
Theorem 5.6 can be complemented by a uniqueness result for the intensity measure Θ of X.
Corollary 5.7. Let n ≥ 3, and let X be a weakly stationary line process of type (S2) with intensity
γ > 0 and non-degenerate directional distribution Q. Then the proximity π(X, δ) and the directional
distribution RQ of the proximity process Φ uniquely determine the intensity measure Θ of X. In
particular, if X is a Poisson process, then its distribution is uniquely determined by π(X, δ) and RQ.
Moreover, the stationary Poisson line process X is isotropic if and only if its proximity process Φ is
isotropic.
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Remark 5.8. The representation of π(X, δ) in terms of the intrinsic volume V2(ZγQ) can be used
to investigate extremum problems. We fix γ > 0 and apply the isoperimetric-type inequality [35,
Equation (14.31)] to deduce that
π(X, δ) ≤ n− 1
2n
κ2n−1
κn
γ2δn−2
with equality if and only if the associated zonoid ZQ is a ball, and therefore if and only if Q is the
uniform distribution on Sn−1. One can also study a related minimum problem. For this, we follow the
strategy introduced in [20] for the dual situation of intersection densities and define the affine proximity
Π(X, δ) of a weakly stationary line process X of type (S2) with respect to a distance threshold δ > 0
as
Π(X, δ) := sup
Ψ∈GL(n)
π(Ψ(X), δ)
γ(Ψ(X))2
,
where the supremum extends over the general linear group GL(n) and where γ(Ψ(X)) is the intensity
of Ψ(X), the image of X under Ψ (it can be shown that Ψ(X) is again a weakly stationary line
process). Then the results of [20] lead to the lower bound
Π(X, δ) ≥ n− 1
2n
κn−2δ
n−2
for the affine proximity Π(X, δ). Here, equality holds if and only if ZQ is a parallelepiped, or equival-
ently, if and only if the lines of X almost surely attain only n fixed directions.
Finally, we consider again a stability question. Given the intensities π := π(X, 1) and π′ :=
π(X ′, 1), and the directional distributions R and R′ of two proximity processes Φ and Φ′ associated
with weakly stationary line processes X and X ′ in Rn. We denote by γ and Q, and γ′ and Q′ the
intensity and the directional distribution of X and X ′, respectively. Assume that πR and π′R′ are
close, are then also γQ and γ′Q′ close to each other?
Theorem 5.9. Let X and X ′ be two weakly stationary line processes in Rn, n ≥ 3, of type (S2)
with intensities γ > 0 and γ′ > 0 and directional distributions Q and Q′, respectively. Denote by
π, R and by π′, R′ the intensity and the directional distribution of the proximity process of X and
X ′, respectively, and suppose that π > 0 and π′ > 0. Assume that γQ, γ′Q′ ∈ Me(ρ,R) with some
constants 0 < ρ ≤ R <∞. Then there is a constant c > 0, depending only on n, ρ and R, such that
dBL(γQ, γ
′Q′) ≤ c dBL(πR, π′R′)2c(n) and dP (γQ, γ′Q′) ≤ c dP (πR, π′R′)c(n) ,
where c(n) = (2(n + 1)(n + 4))−1.
Proof. Equation (5.3) shows that πR and S2(ZγQ, · ) are identical up to a multiplicative constant
depending only on n, and the same is true for π′R′ and S2(Zγ′Q′ , · ). Hence, we can argue as in the
proof of Theorem 4.6.
Remark 5.10. The assumption that γQ, γ′Q′ ∈ Me(ρ,R) for 0 < ρ ≤ R <∞ in Theorem 5.9 ensures
in particular that the directional distributions Q and Q′ are non-degenerate.
6 Limit theory for the proximity process
We now perform a second-order analysis of certain length-power direction functionals of proximity
processes. Throughout this section we assume that the underlaing k-flat process is a stationary
Poisson k-flat process. We prove central and non-central limit theorems for the resulting proximity
processes. This yields results dual to those for intersection processes recently developed in [27].
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6.1 A preparatory step
Let X be a stationary Poisson process of k-dimensional flats in Rn such that 1 ≤ k < n/2 and denote
by Θ, γ and Q, respectively, the intensity measure, the intensity and the directional distribution of X.
We consider the stationary proximity process Φ associated with X (for some fixed distance threshold
δ > 0). In this section, we are interested in limit theorems for Φ or for functionals of Φ of the form
Fα(A,C) :=
1
2
∑
(E,F )∈X26=
d(E,F )α 1{m(E,F ) ∈ A, 0 < d(E,F ) ≤ δ, [E,F ] > 0}1
2
H0(φ(E,F ) ∩ C) ,
where α ≥ 0 is some real-valued parameter and A ⊂ Rn, C ⊂ Sn−1 are Borel sets. Recall that
φ(E,F ) = φ(xExF ) ∈ G(n, 1) stands for the direction of the perpendicular of two disjoint subspaces
E,F ∈ A(n, k) in general position. In particular, if α = 0 and ℓ(A) = 1, then EF0(A,Sn−1) is just the
proximity π(X, δ) of X. If α = 1, then EF1(A,S
n−1) is the mean total segment length within A. More
generally, F0(A,C) or F1(A,C) are the number and the total length of segments of Φ with midpoint
in A and direction in C.
We start our investigations with the following proposition, which will be applied several times.
Proposition 6.1. Let A ⊂ Rn and C ⊂ Sn−1 be Borel sets. Then∫
A(n,k)
∫
A(n,k)
d(E,F )α 1{m(E,F ) ∈ A, 0 < d(E,F ) ≤ δ, [E,F ] > 0} 1
2
H0(φ(E,F ) ∩ C)Θ(dE)Θ(dF )
= γ2
δn−2k+α
n− 2k + α ℓ(A)
∫
G(n,k)
∫
G(n,k)
[L,M ]σ(L+M)⊥(C ∩ (L+M)⊥)Q(dM)Q(dL) .
Proof. Let us denote by Λ the intensity measure of the proximity process of X. Since X is a Poisson
process and thus has property (S2),∫
A(n,k)
∫
A(n,k)
d(E,F )α 1{m(E,F ) ∈ A, 0 < d(E,F ) ≤ δ, [E,F ] > 0} 1
2
H0(φ(E,F ) ∩ C)Θ(dE)Θ(dF )
can be re-written as ∫
Rn×(0,δ]×Sd−1
dα 1{m ∈ A, 0 < d ≤ δ, u ∈ C}Λ(d(m,d, u)) .
The result is now a direct consequence of Corollary 5.4 (a).
6.2 Asymptotic covariances
From now on we consider the functional Fα( · , · ) for a fixed intensity parameter 0 < γ < ∞ and a
fixed distance threshold δ > 0 and investigate the mean EFα(A̺, C) and the variance var(Fα(A̺, C))
of Fα(A̺, C), for a bounded Borel set A ⊂ Rn, a Borel set C ⊂ Sn−1, and with the scaled sets A̺ = ̺A,
̺ > 0, as ̺ → ∞. More generally, we fix α1, α2 ≥ 0 and Borel sets C1, C2 ⊂ Sn−1 and study the
asymptotic covariance cov
(
Fα1(A̺, C1), Fα2(A̺, C2)
)
of Fα1(A̺, C1) and Fα2(A̺, C2). To describe the
variance and covariance asymptotics properly, we will take A from the class D. In what follows, we
write int( · ), bd( · ), cl( · ) and D( · ) for the interior, the boundary, the closure and the diameter of the
argument set, respectively. Then D is defined as the class of all bounded Borel sets A ⊂ Rn satisfying
1. int(A) 6= ∅ and ℓ(bd(A)) = 0,
2. int(A) =
⋃
i≥1
Oi with countably many open convex sets Oi such that
∑
i≥1
D(Oi) <∞.
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Clearly, a set A ∈ D satisfies ℓ(A) ∈ (0,∞).
Theorem 6.2. Let X be a stationary Poisson k-flat process in Rn with 1 ≤ k < n/2, intensity γ > 0
and directional distribution Q. Let δ > 0 be fixed.
(a) If α ≥ 0 and A ⊂ Rn, C ⊂ Sn−1 are Borel sets, then
EFα(A̺, C) =
γ2
2
δn−2k+α
n− 2k + α ̺
n ℓ(A)
×
∫
G(n,k)
∫
G(n,k)
[L,M ]σ(L+M)⊥(C ∩ (L+M)⊥)Q(dM)Q(dL)
for all ̺ > 0.
(b) If α1, α2 ≥ 0, A ∈ D and C1, C2 ⊂ Sn−1 are Borel sets, then
lim
̺→∞
cov
(
Fα1(A̺, C1), Fα2(A̺, C2)
)
̺n+k
= γ3
δ2(n−2k)+α1+α2
(n− 2k + α1)(n − 2k + α2) I(A;C1, C2) ,
where
I(A;C1, C2) :=
∫
G(n,k)
∫
M⊥
ℓk(A ∩ (M + y))2 ℓM⊥(dy) b(M ;C1, C2)Q(dM)
and b(M ;C1, C2) := b(M ;C1)b(M ;C2) with
b(M ;Ci) :=
∫
G(n,k)
[L,M ]σ(L+M)⊥(Ci ∩ (L+M)⊥)Q(dL) , i ∈ {1, 2} .
In the isotropic case, I(A;Sn−1,Sn−1) satisfies
(6.1) I(A;Sn−1,Sn−1) = κk
k + 1
(
(n− 2k)κ
2
n−k
κn
(n−k
k
)(n
k
) )2 ∫
A(n,1)
ℓ1(A ∩ g)k+1 µ1(dg) .
Remark 6.3. The parameters α1, α2 do not interfer with the geometry of the set A in the asymp-
totic covariance formula in Theorem 6.2 (b). Here, α1, α2 only appear in the pre-factor, while the
contribution of A is restricted to I(A;C1, C2), which is independent of the parameters α1, α2.
Remark 6.4. The integral appearing in (6.1) is, up to normalization, the (k + 1)st chord-power
integral of A, a quantity which is well known in convex geometry, for convex bodies A (see [33, 35]).
Relation (6.1) corrects in this context the constant appearing in the asymptotic variance formula of
[37, Remark 2].
Proof of Theorem 6.2. For the proof of assertion (a), we use the fact that the Poisson process X is of
type (S2). This shows that
EFα(A̺, C) =
1
2
∫
A(n,k)
∫
A(n,k)
d(E,F )α 1{m(E,F ) ∈ A, 0 < d(E,F ) ≤ δ, [E,F ] > 0}
× 1
2
H0(φ(E,F ) ∩ C)Θ(dE)Θ(dF ) .
Then Proposition 6.1 yields the desired formula.
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For (b), let us introduce the functions f
(A,Cj ,δ,αj)
1 on A(n, k) and f
(A,Cj ,δ,αj)
2 on A(n, k)
2, for j = 1, 2,
by
f
(A,Cj ,δ,αj)
1 (E) :=
∫
A(n,k)
d(E,F )αj 1{m(E,F ) ∈ A, 0 < d(E,F ) ≤ δ, [E,F ] > 0}
× 1
2
H0(φ(E,F ) ∩ Cj)Θ(dF ) ,
and
f
(A,Cj ,δ,αj)
2 (E,F ) :=
1
2
d(E,F )αj 1{m(E,F ) ∈ A, 0 < d(E,F ) ≤ δ, [E,F ] > 0}
× 1
2
H0(φ(E,F ) ∩Cj) .
Then, by Theorem 1.1 in [26], we have
(6.2) cov
(
Fα1(A,C1), Fα2(A,C2)
)
= 〈f (A,C1,δ,α1)1 , f (A,C2,δ,α2)1 〉1 + 2〈f (A,C1,δ,α1)2 , f (A,C2,δ,α2)2 〉2,
where 〈 · , · 〉j stands for the standard scalar product in the Hilbert space L2(Θj). In fact, the infinite
sum in [26] only has two terms in our case. We start with the second term. The Cauchy-Schwarz
inequality yields
0 ≤ 〈f (A,C1,δ,α1)2 , f (A,C2,δ,α2)2 〉2 ≤ ‖f (A,C1,δ,α1)2 ‖2 ‖f (A,C2,δ,α2)2 ‖2 ,
where ‖ · ‖2 =
(〈 · , · 〉2)1/2 is the norm in L2(Θ2). Further, using Proposition 6.1 we find that
‖f (A̺,Cj ,δ,αj)2 ‖22
≤ 1
4
∫
A(n,k)
∫
A(n,k)
d(E,F )2αj 1{m(E,F ) ∈ A̺, 0 < d(E,F ) ≤ δ, [E,F ] > 0}
× 1
2
H0(φ(E,F ) ∩ Cj)Θ(dF )Θ(dE)
=
γ2
4
δn−2k+2αj
n− 2k + 2αj ̺
nℓ(A)
∫
G(n,k)
∫
G(n,k)
[L,M ]σ(L+M)⊥(Cj ∩ (L+M)⊥)Q(dM)Q(dL)
for j ∈ {1, 2}, since (12H0(φ(E,F ) ∩ Cj))2 ≤ 12H0(φ(E,F ) ∩ Cj). Consequently, there is a constant
c > 0, depending only on A, Cj , αj , δ and γ such that
0 ≤ lim
̺→∞
2〈f (A̺,C1,δ,α1)2 , f (A̺,C2,δ,α2)2 〉2
̺n+k
≤ lim
̺→∞
c ̺n
̺n+k
= 0 ,
since k ≥ 1. We now consider the first term in (6.2). Similarly as in the proof of Lemma 4.1 in [37],
it follows that
f
(A,Cj ,δ,αj)
1 (M + y) = γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ‖x‖αj ℓk
(
A ∩
(
M +
x
2
+ y
))
× 1{0 < ‖x‖ ≤ δ, x/‖x‖ ∈ Cj} ℓ(L+M)⊥(dx)Q(dL)
for j ∈ {1, 2} and M ∈ G(n, k), y ∈M⊥. From this we conclude that
f
(A̺,Cj ,δ,αj)
1 (M + y) = ̺
n−k+αjf
(A,Cj ,δ/̺,αj)
1 (M + y/̺) , j ∈ {1, 2} .
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This yields
〈f (A̺,C1,δ,α1)1 , f (A̺,C2,δ,α2)1 〉1 = ̺2(n−k)+α1+α2 γ
∫
G(n,k)
∫
M⊥
f
(A,C1,δ/̺,α1)
1 (M + y/̺)
× f (A,C2,δ/̺,α2)1 (M + y/̺) ℓM⊥(dy)Q(dM)
= ̺3(n−k)+α1+α2 γ
∫
G(n,k)
∫
M⊥
f
(A,C1,δ/̺,α1)
1 (M + y)
× f (A,C2,δ/̺,α2)1 (M + y) ℓM⊥(dy)Q(dM)
= ̺3(n−k)+α1+α2〈f (A,C1,δ/̺,α1)1 , f (A,C2,δ/̺,α2)1 〉1 .
For j ∈ {1, 2}, we now consider
̺n−2k+αjf
(A,Cj ,δ/̺,αj)
1 (M + y)
= ̺n−2k+αj γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ‖x‖αj ℓk
(
A ∩
(
M +
x
2
+ y
))
× 1{0 < ‖x‖ ≤ δ/̺, x/‖x‖ ∈ Cj} ℓ(L+M)⊥(dx)Q(dL)
= γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ‖x‖αj ℓk
(
A ∩
(
M +
x
2̺
+ y
))
× 1{0 < ‖x‖ ≤ δ, x/‖x‖ ∈ Cj} ℓ(L+M)⊥(dx)Q(dL) .
Here, for given M and ℓM⊥-almost all y, A can be replaced by int(A). In fact, by Fubini’s Theorem
̺n−2k+αj
∫
M⊥
f
(A,Cj ,δ/̺,αj )
1 (M + y)ℓM⊥(dy)
= γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ‖x‖αj
∫
M⊥
ℓk
(
A ∩
(
M +
x
2̺
+ y
))
ℓM⊥(dy)
× 1{0 < ‖x‖ ≤ δ, x/‖x‖ ∈ Cj} ℓ(L+M)⊥(dx)Q(dL)
= ℓ(A) γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ‖x‖αj 1{0 < ‖x‖ ≤ δ, x/‖x‖ ∈ Cj} ℓ(L+M)⊥(dx)Q(dL)
and, similarly,
̺n−2k+αj
∫
M⊥
f
(int(A),Cj ,δ/̺,αj)
1 (M + y)ℓM⊥(dy)
= ℓ(int(A)) γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ‖x‖αj 1{0 < ‖x‖ ≤ δ, x/‖x‖ ∈ Cj} ℓ(L+M)⊥(dx)Q(dL) .
Now the assertion follows from ℓ(bd(A)) = 0, which holds for A ∈ D. We therefore assume now that
A is open. By neglecting a set of translation vectors y ∈M⊥ of measure 0 (we have to exclude vectors
y in the boundary of the orthogonal projection of one of the sets Oi to M
⊥), we can further assume
that M + y does not touch any of the sets cl(Oi) in the representation A =
⋃
i≥1Oi. Set E =M + y,
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and let v ∈ L(E)⊥. Then∣∣ℓk(A ∩ (E + v))− ℓk(A ∩ E)∣∣ = ∣∣ℓk((A− v) ∩ E)− ℓk(A ∩ E)∣∣
= ℓk
(
((A− v) \ A) ∩ E)+ ℓk((A \ (A− v)) ∩ E)
≤
∑
i≥1
(
ℓk(((Oi − v) \Oi) ∩ E) + ℓk((Oi \ (Oi − v)) ∩ E)
)
=
∑
i≥1
∣∣ℓk((Oi − v) ∩ E)− ℓk(Oi ∩ E)∣∣ .
In the last sum, Oi can be replaced by cl(Oi), i ≥ 1. But then Theorem 1.8.10 and Theorem 1.8.20 in
[33] can be applied (with E replaced by the intersection of E with a sufficiently large convex body)
to see that ℓk((cl(Oi)− v) ∩E)→ ℓk(cl(Oi) ∩E) as ‖v‖ → 0, for each i ≥ 1. Since∑
i≥1
ℓk((cl(Oi)− v) ∩ E) ≤ κk
∑
i≥1
D(Oi)
k <∞ ,
we conclude that ℓk(A ∩ (E + v))→ ℓk(A ∩E), as ‖v‖ → 0.
By assumption, A has finite diameter D(A). Hence, since
(6.3) ℓk
(
A ∩
(
M +
x
2̺
+ y
))
≤ κkD(A)k 1
{
y ∈ (A+ δ/(2̺)Bn)|M⊥
}
,
the dominated convergence theorem can be applied and we obtain
̺n−2k+αjf
(int(A),Cj ,δ/̺,αj)
1 (M + y)
−→ γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ‖x‖αj ℓk(A ∩ (M + y))
× 1{0 < ‖x‖ ≤ δ, x/‖x‖ ∈ Cj} ℓ(L+M)⊥(dx)Q(dL)
= γ
δn−2k+αj
n− 2k + αj ℓk(A ∩ (M + y))
∫
G(n,k)
[L,M ]σ(L+M)⊥(Cj ∩ (L+M)⊥)Q(dL)
(6.4)
as ̺ → ∞. Using the pointwise convergence (6.4) and again (6.3), we further deduce from the
dominated convergence theorem that
〈f (A̺,C1,δ,α1)1 , f (A̺,C2,δ,α2)1 〉1
̺n+k
=
̺3(n−k)+α1+α2〈f (A,C1,δ/̺,α1)1 , f (A,C2,δ/̺,α2)1 〉1
̺n+k
= ̺2(n−2k)+α1+α2〈f (A,C1,δ/̺,α1)1 , f (A,C2,δ/̺,α2)1 〉1
−→ γ3 δ
2(n−2k)+α1+α2
(n− 2k + α1)(n− 2k + α2) I(A;C1, C2) ,
as ̺→∞.
It remains to consider the isotropic case. Here, we use that∫
G(n,k)
[L,M ] νk(dL) = c(n, k, k) ,
with c(n, k, k) as in (2.1). Thus, b(M ;Sn−1,Sn−1) = b(M ;Sn−1)2 with
b(M ;Sn−1) = ωn−2k
∫
G(n,k)
[L,M ] νk(dL) = (n− 2k)
κ2n−k
κn
(n−k
k
)(n
k
) .
For the final reformulation, Equation (8.57) in [35] can be applied (although the result in [35] is
formulated for convex bodies, an inspection of the proof shows that it remains valid for arbitrary
Borel sets).
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6.3 Central limit theorems
After having investigated first- and second-order properties of length-power direction functionals
Fα(A,C) of proximity processes, we now turn to the central limit problem. For this, recall the
definition of the set class D and fix A ∈ D and a Borel set C ⊂ Sn−1. For α ≥ 0, we define the
normalized random variable
F¯α(A̺, C) := ̺
−
(n+k)
2
(
Fα(A̺, C)− EFα(A̺, C)
)
.
In part (a) of the next theorem we derive a univariate central limit theorem for F¯ (A̺, C), while a
multivariate central limit theorem for the normalized random vector
F¯α(A̺,C) := ̺
−n+k
2
(
Fα1(A̺, C1)− EFα1(A̺, C1), . . . , Fαm(A̺, Cm)− EFαm(A̺, Cm)
)
,
where m ∈ N is a fixed integer, α1, . . . , αm ≥ 0, and C1, . . . , Cm ⊂ Sn−1 are Borel sets, is the content
of part (b). The bold face letter C represents tuples of these data, i.e. C = (C1, . . . , Cm).
Theorem 6.5. Consider a stationary Poisson k-flat process of intensity γ > 0 with 1 ≤ k < n/2.
(a) The random variable F¯α(A̺, C) converges in distribution, as ̺ → ∞, to a centred Gaussian
random variable N(σ2(A,C)) with variance σ2(A,C) given by
(6.5) σ2(A,C) = γ3
δ2(n−2k+α)
(n− 2k + α)2 I(A;C,C) .
(b) The random vector F¯α(A̺,C) converges in distribution, as ̺ → ∞, to a centred Gaussian
random vector N(Σ) with covariance matrix Σ = (σij)
m
i,j=1 given by
(6.6) σij = γ
3 δ
2(n−2k)+αi+αj
(n− 2k + αi)(n− 2k + αj) I(A;Ci, Cj) .
Proof. To prove the theorem, we use the method of cumulants, an equivalent of the classical method of
moments for which we refer to [3, Section 30]. To apply it, recall that the joint cumulant of real-valued
random variables Y1, . . . , Ym, m ≥ 1, possessing moments of all orders, is given by
Γ(Y1, . . . , Ym) := (−i)m ∂
m
∂z1 . . . ∂zm
logE exp(i 〈z,Y〉)
∣∣∣
z=0
,
where i is the imaginary unit, Y = (Y1, . . . , Ym), z = (z1, . . . , zm) ∈ Rm and 0 stands for the zero-
vector in Rm. Moreover, for integers k ≥ 1, the kth cumulant of a single random variable Y having
finite moments of all orders is given by Γk(Y ) := Γ(Y, . . . , Y ), where the entry Y appears exactly
k times. According to [32, page 191] it is known that a family of centred random variables (Y̺)̺>0
converges in distribution to a centred Gaussian random variable with variance σ2 > 0, as ̺→∞, if
(6.7) lim
̺→∞
var(Y̺) = σ
2 and lim
̺→∞
Γk(Y̺) = 0 for all k ≥ 3 .
Similarly, a family (Y̺)̺≥1 of centred random vectors in R
m converges in distribution to a centred
Gaussian random vector with covariance matrix Σ = (σij)
m
i,j=1, as ̺→∞, provided that
lim
̺→∞
cov(Y (i)̺ , Y
(j)
̺ ) = σ
2
ij for all 1 ≤ i, j ≤ m,
lim
̺→∞
Γ(Y (i1)̺ , . . . , Y
(ik)
̺ ) = 0 for all k ≥ 3 and 1 ≤ i1 ≤ . . . ≤ ik ≤ m,
(6.8)
where Y
(i)
̺ stands for the ith coordinate of Y̺, 1 ≤ i ≤ m.
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A functional of the type Fα(A,C), with α ≥ 0, A ∈ D and a Borel set C ⊂ Sn−1, is a special
case of a so-called Poisson U-statistic of order two as introduced in [30]. For such functionals, explicit
formulae for cumulants and joint cumulants have been developed in [27] (notice that due to our
assumptions, the random variables we consider have finite moments of all orders). Although most of
the theory in [27] deals with an increasing intensity parameter γ while (in our language) ̺ is kept
fixed, scaling properties of Poisson k-flat processes imply that the results are also applicable for fixed
γ and increasing window size ̺. In fact, the intensity parameter – called t in [27] – has to be replaced
by ̺1/(n−k). In this set-up, Corollary 3 in [27] shows that (6.7) is satisfied for the family of random
variables (F¯α(A̺, C))̺>0 with asymptotic variance as in (6.5). In the multivariate case, we can apply
[27, Theorem 2] to conclude that (6.8) holds for the family (F¯α(A̺,C))̺>0 of m-dimensional random
vectors with asymptotic covariances σ2ij given by (6.6). This completes the proof.
Remark 6.6. If Σ is the covariance matrix from Theorem 6.5 (b), then the associated quadratic form
satisfies
〈z,Σz〉 = γ3δ2(n−2k)
∫
G(n,k)
ℓk(A;M)〈z, ab(M)〉2 Q(dM) , z ∈ Rm ,
with ai := δ
α
i /(n− 2k+αi), and with a := (a1, . . . , am), b(M) := (b(M ;C1), . . . , b(M ;Cm)), ab(M) :=
(a1b(M ;C1), . . . , amb(M ;Cm)), and
ℓk(A;M) :=
∫
M⊥
ℓk(A ∩ (M + y))2 ℓM⊥(dy) > 0 , M ∈ G(n, k) ,
since ℓ(A) > 0 by our assumption that A ∈ D. If Ci = C for i = 1, . . . ,m, then 〈z, ab(M)〉 =
〈z, a〉b(M ;C), and therefore Σ has rank 1 if b( · ;C) 6= 0 on a set of positive Q-measure. On
the other hand, if there exist m subspaces M1, . . . ,Mm in the support of Q such that the vectors
ab(M1), . . . , ab(Mm) are linearly independent, then Σ is positive definite.
Remark 6.7. One can refine Theorem 6.5 by providing rates of convergence. In the univariate case,
for example, the results in [11] (see in particular Example 4.12 there) can be applied to deduce that
sup
t∈R
∣∣∣P(Fα(A̺, C)− EFα(A̺, C)√
var(Fα(A̺, C))
≤ t
)
− P(N ≤ t)
∣∣∣ ≤ c ̺−(n−k)/2
for a constant c > 0 only depending on A, C, α and n and where N stands for a standard Gaussian
random variable. In the multivariate case, the bounds obtained in [31] can be applied (see [27] for
related results).
6.4 Limit theorems for order statistics and related point processes
We assume the same set-up as in the previous subsections, that is, X is a stationary Poisson process
of k-dimensional flats in Rn with intensity 0 < γ < ∞ and directional distribution Q satisfying
1 ≤ k < n/2. In this section, we are not interested in limit theorems for cumulative functionals
of the proximity process, but in limit theorems related to order statistics of length-power direction
functionals. More precisely, let us fix some α > 0, a Borel bounded set A ⊂ Rn with ℓ(A) > 0 and a
Borel set C ⊂ Sn−1. For ̺ ≥ 1 and δ > 0, we define the point process ξ̺ on the positive real half-line
R+ by
ξ̺ :=
1
2
∑
(E,F )∈X2
6=
δd(E,F )α 1{m(E,F ) ∈ A̺, d(E,F ) ≤ δ, [E,F ] > 0}
1
2
H0(φ(E,F ) ∩ C) .
Let F
(m)
̺ , for m ∈ N, denote the distance from the origin to the mth largest point of ξ̺. In particular,
for m = 1 and α = 1, this is the smallest distance between two different k-flats from X in general
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position with midpoint in A̺ and direction of the orthogonal line segment in C. Our aim is to describe
the limit behavior of the suitably re-scaled point process ξ̺ and of the order-statistics F
(m)
̺ , as ̺ tends
to infinity. We will see that the limits are independent of the choice of the distance threshold δ, which
is thus suppressed in our notation. The following result generalizes parts of the theory developed in
[37] to arbitrary length-powers and also allows for directional constraints.
Theorem 6.8. Let X be a stationary Poisson k-flat process in Rn with 1 ≤ k ≤ n/2 with intensity
0 < γ <∞ and directional distribution Q. For a bounded Borel set A ⊂ Rn with ℓ(A) > 0 and a Borel
set C ⊂ Sn−1 define
β :=
γ2
2(n − 2k) ℓ(A)
∫
G(n,k)
∫
G(n,k)
[L,M ]σ(L+M)⊥(C ∩ (L+M)⊥)Q(dM)Q(dL) .
Then ̺nα/(n−2k)ξ̺ converges in distribution to a Poisson point process on R+ with intensity measure
given by
(6.9) B 7→ (n− 2k) β
α
∫
B
u(n−2k−α)/α du ,
where B ⊂ R+ is a Borel set. In particular, ̺nα/(n−2k)F (1)̺ converges in distribution to a Weibull
random variable with distribution function x 7→ 1− exp(−βx(n−2k)/α)1{x > 0}.
Proof. Our aim is to apply Theorem 1.1 in [36] (or its reformulation as Proposition 2 in [37]), which
yields the result once conditions (4) and (5) in [36] (or the first and the second part of condition (25)
in [37]) are fulfilled. For this, we define for x > 0 the function q̺(x) by
q̺(x) =
1
2
E
∑
(E,F )∈X2
6=
1{0 < d(E,F ) ≤ x1/α̺−n/(n−2k) ∧ δ1/α}
× 1{m(E,F ) ∈ A̺, [E,F ] > 0} 1
2
H0(φ(E,F ) ∩ C) .
Now, observe that there exists ̺0 > 0, depending on x, δ, n, k and α, such that x
1/α̺−n/(n−2k)∧δ1/α =
x1/α̺−n/(n−2k) for all ̺ ≥ ̺0. Using the fact that the Poisson process X is of type (S2) and applying
Proposition 6.1 with δ = x1/α̺−n/(n−2k), we see that
q̺(x) =
γ2
2(n− 2k)ℓ(A̺) ̺
−n x(n−2k)/α
∫
G(n,k)
∫
G(n,k)
[L,M ]σ(L+M)⊥(C ∩ (L+M)⊥)Q(dM)Q(dL)
= β x(n−2k)/α
for all ̺ ≥ ̺0. Especially, lim
̺→∞
q̺(x) = β x
(n−2k)/α, which is condition (4) of [36, Theorem 1.1] (or,
equivalently, the first part of condition (25) in [37]). Next, we define for x > 0 the function r̺(x) by
r̺(x) = sup
L∈G(n,k)
yL∈L⊥
γ
∫
G(n,k)
∫
M⊥
1{0 < d(L+ yL,M + yM ) ≤ x1/α̺−n/(n−2k) ∧ δ1/α}
× 1{m(L+ yL,M + yM) ∈ A̺, [L,M ] > 0} 1
2
H0(φ(L,M) ∩ C) ℓM⊥(dyM )Q(dM) .
Denote by R(A) the radius of the smallest ball containing A and note that R(A̺) = ̺R(A). Using
this together with the fact that [L,M ] ≤ 1, and arguing as in the proof of Theorem 5.2, we see that,
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for ̺ ≥ ̺0,
r̺(x) = sup
L∈G(n,k)
yL∈L⊥
γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ] ℓk((A̺ − yL − (yM/2)) ∩ L)
× 1{0 < ‖yM‖ ≤ x1/α̺−2/(n−2k)} ℓ(L+M)⊥(dyM)Q(dM)
≤ sup
L∈G(n,k)
yL∈L⊥
γ
∫
G(n,k)
∫
(L+M)⊥
[L,M ]κk R(A̺)
k
× 1{0 < ‖yM‖ ≤ x1/α̺−n/(n−2k)} ℓ(L+M)⊥(dyM )Q(dM)
≤ κkκn−2k R(A)k x(n−2k)/α ̺−(n−k) ,
where we have passed to spherical coordinates in (L +M)⊥ in the last step (see also the proof of
Theorem 3 in [37]). Hence, r̺(x) → 0, as ̺ → ∞ for all x > 0, since A is bounded and thus
satisfies R(A) <∞. This is condition (5) of [36, Theorem 1.1] (or the second part of condition (25) in
[37]), which implies the convergence of ̺nα/(n−2k)ξ̺ to the limiting Poisson point process on R+ with
intensity measure given by (6.9). This completes the proof.
Remark 6.9. One can provide an upper bound for the rate of convergence of F
(m)
̺ to its limit.
Indeed, using the notation from above, [36, Theorem 1.1] (or Proposition 2 in [37]) implies that an
upper bound for ∣∣∣P(̺nα/(n−2k)F (m)̺ > x)− exp (−βx(n−2k)/α)m−1∑
j=0
(βx(n−2k)/α)j
j!
∣∣∣
is given by
√
r̺(x) = c ̺
−(n−k)/2 for any ̺ ≥ ̺0 and m ∈ N, where c > 0 is a constant only depending
on n, k, α, A, C and x.
A Appendix
We present here a construction of an ordinary point process as well as of a k-flat process of type (Sr),
for an arbitrary integer r ≥ 2, which is weakly stationary and not a Poisson process. Our construction
refines and extends that provided in [1].
The point processes will be constructed in d-dimensional Euclidean space Rd, d ≥ 1. Let {Qi}i≥1
be a dissection of Rd into cubes of unit volume and let {Ni}i≥1 be a sequence of independent random
variables with values in N0 = {0, 1, 2, . . .} and common distribution. In what follows, we denote by N
a generic random variable following the same law and we assume that EN is finite. For each i ∈ N, let
{Xij}j≥1 be a sequence of independent random variables, which are uniformly distributed in Qi and
such that all the random variables {Xij}i,j≥1 and {Ni}i≥1 are independent. Then we define the point
process Y in Rd by
(A.1) Y :=
∞∑
i=1
Ni∑
j=1
δXij
.
Note that, by construction, Y is not stationary ifN has finite support. However, Y is weakly stationary.
To see this, let A ⊂ Rd be a Borel set and observe that
EY (A) = E
∞∑
i=1
Ni∑
j=1
1{Xij ∈ A} =
∞∑
i=1
∞∑
m=0
P(N = m)E
m∑
j=1
1{Xij ∈ A}
=
∞∑
i=1
∞∑
m=0
mP(N = m) ℓd (A ∩Qi) =
∞∑
m=0
mP(N = m)
∞∑
i=1
ℓd (A ∩Qi)
= (EN) ℓd(A) .
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Let us recall from [15, Theorem 4.4] the fact that a point process is a Poisson process if and only if
it is of type (Sr) for all integers r ≥ 2. Moreover, Y is a Poisson process if and only if the random
variable N has a Poisson distribution.
Proposition A.1. Let κ ≥ 2 be an integer and let the random variable N be concentrated on
{0, 1, . . . , κ} and such that
E [N(N − 1) · · · (N −m+ 1)] = (EN)m , for all m ∈ {1, . . . , κ} .
Then the point process Y is of type (Sr) for r = 2, . . . , κ, but not for r = κ + 1. In particular, Y is
not a Poisson process.
Proof. For fixed κ ≥ 2, we prove the claim by induction with respect to r ∈ {1, . . . , κ}. For r = 1
there is nothing to show. Now, assume that r ≥ 2 and that the assertion has already been proved up
to r − 1. It is sufficient to show that
(A.2) EY r6= =
(
EY
)r
,
where (as introduced in Section 2)
Y r6=( · ) =
∑
x1∈Y
. . .
∑
xr−1∈Y \{x1,...,xr−2}
∑
xr∈Y \{x1,...,xr−1}
1{(x1, . . . , xr) ∈ · } ,
EY r6= is the rth factorial moment measure and EY is the intensity measure of Y .
It is sufficient to verify (A.2) on sets of the form A1 × . . . × Ar, where the Borel set Aj lies in
the interior of a uniquely determined cube Ql(j), j = 1, . . . , r. Here we use the fact that the random
points Xij are distributed uniformly in Qi and hence almost surely do not lie on the boundary of Qi.
If (A.2) is established for sets as described before, we can use σ-additivity in each argument to obtain
the equality for arbitrary products of measurable sets. The extension to arbitrary measurable sets
then follows from the usual measure extension arguments, since all measures are σ-finite.
Now, to establish the asserted equality, we distinguish two cases.
Case I. If l(r) /∈ {l(1), . . . , l(r − 1)}, then
Y r6=(A1 × . . .×Ar)
=
∑
x1∈Y
. . .
∑
xr−1∈Y \{x1,...,xr−2}
∑
xr∈Y \{x1,...,xr−1}
1{x1 ∈ A1, . . . , xr ∈ Ar}
=
∑
x1∈Y
. . .
∑
xr−1∈Y \{x1,...,xr−2}
1{x1 ∈ A1, . . . , xr−1 ∈ Ar−1}
∑
xr∈Y
1{xr ∈ Ar}
= Y r−16= (A1 × . . .×Ar−1)Y (Ar) ,
since Ar is disjoint from A1 ∪ . . . ∪ Ar−1. Using the fact that Y r−16= (A1 × . . . × Ar−1) and Y (Ar) are
independent by construction, we obtain that
EY r6=(A1 × . . .×Ar) = EY r−16= (A1 × . . .×Ar−1)EY (Ar)
=
( r−1∏
i=1
EY (Ai)
)
EY (Ar)
=
r∏
i=1
EY (Ai) ,
which is (A.2).
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Case II. If l(r) ∈ {l(1), . . . , l(r − 1)}, then, by symmetry, we can assume that l(i) = l(r) for
i ∈ {s, . . . , r} and l(i) 6= l(r) for i ∈ {1, . . . , s− 1}, for some s ∈ {1, . . . , r− 1}. By the same reasoning
as above, it follows that
(A.3) Y r6=(A1 × . . .×Ar) = Y s−16= (A1 × . . . ×As−1)Y r−s+16= (As × . . . ×Ar)
and that Y s−16= (A1 × . . . × As−1) and Y r−s+16= (As × . . . × Ar) are independent. If s ≥ 2, then the
induction hypothesis applies to both factors on the right-hand side of (A.3), since s− 1 ≤ r − 1 and
r− s+ 1 ≤ r− 1, which completes the induction step. If otherwise s = 1, then all the sets A1, . . . , Ar
are subsets of the same cube, Q1 say. Writing [m] := {1, . . . ,m}, for m ∈ N, and [0] := ∅, and recalling
that N1 has the same distribution as N , we conclude that
EY r6=(A1 × . . .×Ar)
=
∞∑
m=0
P(N = m)
∑
i1∈[m]
∑
i2∈[m]\{i1}
. . .
∑
ir∈[m]\{i1,...,ir−1}
P(X1i1 ∈ A1, . . . ,X1ir ∈ Ar)
=
∞∑
m=0
m(m− 1) · · · (m− r + 1)P(N = m)
r∏
i=1
P(X1i ∈ Ai)
= E[N(N − 1) · · · (N − r + 1)]
r∏
i=1
P(X1i ∈ Ai)
= (EN)r
r∏
i=1
P(X1i ∈ Ai) =
r∏
i=1
[
E(N)P(X1i ∈ Ai)
]
=
r∏
i=1
EY (Ai) ,
which is (A.2). This completes the induction argument in the second case.
From the preceding argument we also see that
EY k+16= (A1 × . . . ×Ak+1) = 0
if A1, . . . , Ak+1 are contained in the same cube. Hence, Y is not of type (Sk+1) and consequently, Y
cannot be a Poisson process.
We now construct, for each integer κ ≥ 2, a random variable N , which satisfies the assumptions
of Proposition A.1, where for simplicity we assume that EN = 1. This can be seen as the Poissonian
analogue to a result in [12], where non-Gaussian random variables were investigated, whose moments
up to some fixed order coincide with those of a Gaussian random variable.
Proposition A.2. For each integer κ ≥ 2 there exists a random variable N whose distribution has
support {0, 1, . . . , κ− 2, κ} and is such that
E [N(N − 1) · · · (N −m+ 1)] = (EN)m = 1, for all m ∈ N.
Proof. We construct such a random variable recursively and start with the case κ = 2. To indicate
the dependence of N on κ, we write N (κ) for the moment. We define N (2) by
P(N (2) = 0) := P(N (2) = 2) :=
1
2
,
which ensures that E(N (2)) = E(N (2)(N (2) − 1)) = 1. If the distribution of N (m) with the required
properties has been constructed for m = 1, . . . , κ− 1, we proceed to define
P(N (κ) = i) :=
1
i
P(N (κ−1) = i− 1) > 0 , i ∈ {1, . . . , κ− 2, κ} ,
P(N (κ) = 0) := 1−
∑
i∈{1,...,κ−2,κ}
P(N (κ) = i) .
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That the support of the distribution of N (κ) is indeed concentrated on {0, 1, . . . , κ− 2, κ} can be seen
from
1−
∑
i∈{1,...,κ−2,κ}
P(N (κ) = i) = 1−
∑
i∈{1,...,κ−2,κ}
1
i
P(N (κ−1) = i− 1)
= 1− P(N (κ−1) = 0)−
∑
i∈{2,...,κ−2,κ}
1
i
P(N (κ−1) = i− 1)
=
∑
i∈{2,...,κ−2,κ}
(
1− 1
i
)
P(N (κ−1) = i− 1) > 0 .
Here we use that, by induction, the support of the distribution of N (κ−1) is equal to {0, . . . , κ−3, κ−1}.
Furthermore, for κ ≥ 3 we have
EN (κ) =
∑
i∈{0,1,...,κ−2,κ}
iP(N (κ) = i) =
∑
j∈{0,1,...,κ−3,κ−1}
P(N (κ−1) = j) = 1.
For 2 ≤ r ≤ κ, we obtain
E
[
N (κ)(N (κ) − 1) · · · (N (κ) − r + 1)]
=
∑
i∈{r,...,κ−2,κ}
i(i− 1) · · · (i− r + 1)P(N (κ) = i)
=
∑
i∈{r,...,κ−2,κ}
(i− 1) · · · ((i− 1)− (r − 1) + 1)P(N (κ−1) = i− 1)
=
∑
j∈{r−1,...,κ−3,κ−1}
j · · · (j − (r − 1) + 1)P(N (κ−1) = j)
= E
[
N (κ−1) · · · (N (κ−1) − (r − 1) + 1)] = 1,
since 1 ≤ r − 1 ≤ κ− 1 and by the properties of the distribution of N (κ−1).
Remark A.3. To illustrate our construction, let us state the distributions of N (3) and N (4) explicitly:
P(N (3) = 0) =
1
3
, P(N (3) = 1) =
1
2
, P(N (3) = 3) =
1
6
,
P(N (4) = 0) =
3
8
, P(N (4) = 1) =
1
3
, P(N (4) = 2) =
1
4
, P(N (4) = 4) =
1
24
.
Before we turn to k-flat processes in Rn, we need some preparations. For d ∈ {1, . . . , n− 1} and a
(fixed) subspace E0 ∈ G(n, n−d), we define G0(n, d) := {U ∈ G(n, d) : U +E0 = Rn} and A0(n, d) :=
{E ∈ A(n, d) : L(E) ∈ G0(n, d)}. By Lemma 13.2.1 in [35], we have νd(G(n, d) \ G0(n, d)) = 0.
We write µ∗d for the restriction of µd to A0(n, d). The map T : A0(n, d) → E0, E 7→ T (E), with
{T (E)} = E ∩E0, assigning to E ∈ A0(n, d) the unique intersection point with E0, is continuous and
hence measurable. We shall now compute the image measure of µ∗d under T . For Borel sets B ⊂ E0,
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we have
(Tµ∗d) (B) =
∫
A0(n,d)
1{T (E) ∈ B}µ∗d(dE)
=
∫
G0(n,d)
∫
L⊥
1{(L+ x) ∩ E0 ∩B 6= ∅} ℓL⊥(dx) νd(dL)
=
∫
G0(n,d)
ℓL⊥(B|L⊥) νd(dL)
= ℓE0(B)
∫
G0(n,d)
[E0, L] νd(dL)
= a(n, d) ℓE0(B) ,
with a(n, d) := c(n, n − d, d) given by (2.1). Consequently, the image measure of µ∗d under T is equal
to a(n, d)ℓE0 . This shows that, for fixed Borel sets A ⊂ G(n, d) and B ⊂ E0 with ℓE0(B) ∈ (0,∞),
(A.4) Q0(A) :=
1
a(n, d) ℓE0(B)
∫
A0(n,d)
1{E − T (E) ∈ A}1{T (E) ∈ B}µ∗d(dE)
yields a probability measure on G(n, d). The definition of Q0 is independent of the particular choice of
B, since for fixed A, the integral on the right-hand side of (A.4) defines a locally finite and translation
invariant measure in E0 with respect to B. Thus, we conclude that∫
A0(n,d)
g(E − T (E), T (E))µd(dE) = a(n, d)
∫
G(n,d)×E0
g(U, x) (Q0 ⊗ ℓE0)(d(U, x))
for all measurable functions g : G(n, d)× E0 → [0,∞]. Hence, we get
(A.5)
∫
A0(n,d)
f(E)µd(dE) = a(n, d)
∫
E0
∫
G(n,d)
f(U + x)Q0(dU) ℓE0(dx).
for all measurable functions f : A0(n, d) → [0,∞]. Since the complement of A0(n, d) in A(n, d) is a
set of µd-measure zero, we can replace A0(n, d) by A(n, d) in (A.5). The measure Q0, which will serve
as a directional distribution in the following, arose from the invariant measure µd by a Palm-type
construction with respect to E0. It can be interpreted as the conditional distribution of a random
d-flat in general position to E0 given that the intersection point with E0 is at the origin.
We now turn to k-flat processes. For this, let k ∈ {1, . . . , n − 1} be fixed and put d := n− k. Let
E0 ∈ G(n, d) be an arbitrary subspace, which is identified with Rd, and, for some fixed integer r ≥ 2,
let Y be the point process in E0 described above. Furthermore, let Q0 be the probability measure on
G(n, k) defined at (A.4). To each point x ∈ Y we attach an independent random subspace L ∈ G(n, k)
with distribution Q0 (independently of x). In other words, let YQ0 be obtained from Y by independent
Q0-marking, see [35, Chapter 3.5]. Then we define
(A.6) X :=
∑
(x,L)∈YQ0
δL+x .
As it will follow from the proposition below, the random measure X is locally finite, hence a k-flat
process in Rn. Since the random variable N from Proposition A.2 has finite support and since Q0 is
concentrated on G0(n, d), it follows that X is not a Poisson process. We argue now that the (Sr)-
property of Y carries over to X. Moreover, we show that the intensity measure of X is translation
invariant, implying that X is a weakly stationary k-flat process in Rn.
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Proposition A.4. If the point process Y is of type (Sr) for some integer r ≥ 2, then the k-flat process
X is of type (Sr). In particular, if the construction of Y is based on random variables from Proposition
A.2, then X is a weakly stationary k-flat process of type (Sr), which is not a Poisson process.
Proof. The intensity measure of X is given by
(A.7) EX =
∫
E0
∫
G(n,d)
δL+xQ0(dL) ℓE0(dx) =
1
a(n, d)
∫
A(n,d)
δE µd(dE) =
1
a(n, d)
µd ,
where (A.5) was used and the fact that YQ0 is obtained from Y by independent Q0-marking. Moreover,
X is not a Poisson process. In fact, since Y ([0, 1]d ∩ E0) is deterministically bounded and Q0 is
concentrated on G0(n, d), it follows that the number of flats in X hitting [0, 1]
d ∩ E0 is not Poisson
distributed.
The remaining assertion follows from
EXr6= =
∫
(E0)r
∫
G(n,d)r
δ(L1+x1,...,Lr+xr) (Q0)
r(d(L1, . . . , Lr)) (EY )
r
6= (d(x1, . . . , xr))
=
∫
(E0)r
∫
G(n,d)r
δ(L1+x1,...,Lr+xr) (Q0)
r(d(L1, . . . , Lr)) (EY )
r (d(x1, . . . , xr))
= (EX)r ,
where we first used the fact that X arises from independent Q0-marking of Y , then the assumption
that Y is of type (Sr), and finally Fubini’s theorem and the special case r = 1 of the first equality.
Let us summarize our results. First, we have constructed for any integers d ≥ 1 and r ≥ 2 a weakly
stationary point process Y of type (Sr) in R
d, which is not a Poisson process. Based on Y , we have
then constructed for all integers n ≥ 2, k ∈ {1, . . . , n−1} and r ≥ 2 a weakly stationary k-flat process
X in Rn of type (Sr), which is not a Poisson process. In this context, the following natural question
arises: Is it possible to replace weak stationarity by stationarity? We will provide a positive answer
in the point process case (k = 0) and pose it as an open problem to construct, for k ≥ 1, a stationary
k-flat process of type (Sr), which is not a Poisson process. In contrast to the point processes case,
the results in [23] show that a stationary k-flat process satisfying a regularity condition is already a
Cox process (i.e., a doubly stochastic Poisson process); see, for instance, Theorem 4.2 and Corollary
5.2 in [23]. Moreover, an arbitrary Cox process Z with directing random measure M , which is of type
(Sr) for some r ≥ 2, satisfies EM r = EZr6= = (EZ)r = (EM)r, where the first equality is Theorem
4.2 (i) in [24]. Hence, M(B) is P-almost surely constant, for every measurable set B. Thus, M is
deterministic and therefore Z is a Poisson process. These facts provide considerable restrictions to
examples of stationary k-flat processes of type (Sr), which are not Poisson processes.
Let us now return to the point processes case. As noticed above, the point process Y defined in
(A.1) is not stationary, if the random variable N has finite support. For this reason we follow the
strategy already used in [1] and perturb Y by a random shift to enforce stationarity. Formally, let
ξ be a uniform random point in [0, 1]d, which is independent of all other random variables {Xij}i,j≥1
and {Ni}i≥1, and define Y˜ := Y + ξ. It is not difficult to see that Y˜ is indeed a stationary point
process, which is not a Poisson process as long as N is not Poisson distributed. We show now that
the perturbed point process Y˜ inherits the (Sr)-property from Y .
Proposition A.5. Let κ ≥ 2 be an integer, and let N and Y be defined as in Proposition A.1. Then
Y˜ is a stationary process of type (Sr) for r = 2, . . . , κ, but not Poisson.
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Proof. We may assume that EN = 1. Then, Y has intensity one and the intensity measure of Y is
the Lebesgue measure on Rd. Let r ∈ {2, . . . , k} and fix Borel sets A1, . . . , Ar ⊂ Rd. Then,
EY˜ r6=(A1 × . . .×Ar) = E
∑
(x1,...,xr)∈(Y+ξ)r6=
1{(x1, . . . , xr) ∈ A1 × . . .×Ar}
= E
∑
(x1,...,xr)∈Y r6=
1{(x1 + ξ, . . . , xr + ξ) ∈ A1 × . . .×Ar}
=
∫
(Rd)r
∫
[0,1]d
1{x1 + z ∈ A1, . . . , xr + z ∈ Ar} ℓd(dz)EY r6=(d(x1, . . . , xr)) .
Since Y is of type (Sr), we conclude that
EY˜ r6=(A1 × . . . ×Ar) =
∫
Rd
. . .
∫
Rd
ℓd
(
(A1 − x1) ∩ . . . ∩ (Ar − xr) ∩ [0, 1]d
)
ℓd(dx1) . . . ℓd(dxr)
= ℓd(A1) · · · ℓd(Ar) ,
by Fubini’s theorem. On the other hand, since Y˜ is stationary, we get∫
(Rd)r
1{(x1, . . . , xr) ∈ A1 × . . .×Ar}
(
EY˜
)r
(d(x1, . . . , xr)) = ℓd(A1) · · · ℓd(Ar) ,
which shows that EY˜ r6= = (EY˜ )
r.
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