The paraxial wave equation, as is well known, predicts the catastrophic collapse of self-focusing beams. It is pointed out that this collapse is due to the loss of validity of the paraxial wave equation in the neighborhood of a selffocus. If nonparaxiality of the beam propagation is taken into account, on the other hand, a lower limit of the order of one optical wavelength is imposed on the diameter of a self-focus. A nonparaxial algorithm for the Helmholtz equation is applied to the self-focusing of Gaussian and ring-shaped beams. The self-focusing is noncatastrophic, and the results give insight into filament formation and beam breakup resulting from the self-focusing of optical beams.
INTRODUCTION
The nonlinear self-focusing of optical beams has been known for more than two decades,lA but the only theory that has been advanced to describe the phenomenon is based on a paraxial wave equation. 5 , 6 Thus far, the theory has been only partially successful in explaining experimental observations.
The numerical work of Kelley 6 and of Marburger and Dawes 7 established that the onset of self-focusing produces a rapidly accelerating growth in peak beam intensity over exceedingly short distances. By interpreting the sudden onset of stimulated Raman scattering as an indication of selffocusing, Wang 8 was able to verify Kelley's prediction of the self-focusing distance. Despite this success of the paraxial theory, the numerical solutions are consistent with the presence of a singularity in the electric field at the self-focal point. This behavior is not only unphysical but it also prevents examination of the beam's behavior beyond the selffocus. This examination would establish whether filament formation can take place.
It was hoped that inclusion of a relaxation time for the Kerr-induced refractive-index nonlinearity in a time-dependent paraxial model of self-focusing would produce solutions that describe stable filament formation. A numerical solution of the resulting equations did indeed display certain features of filament formation, 9 -but the failure of the resulting filament diameter to stabilize within the course of the calculation led to the conclusion that even relaxation effects could not forestall an ultimate self-focusing catastrophe.' 0 A numerical solution of the time-independent paraxial wave equation was reported by Dyshko et al. 1 2 Their solution indicated that a self-focusing beam exhibits no singular behavior while going through multiple foci. Marburger 4 later established that this behavior results from the failure of the approximating difference equation to conserve power. He found, in addition, that a beam calculated with this scheme loses power continually during self-focusing, that the self-focusing features are on a scale close to the grid spacing, and that the positions of the multiple foci depend on the computational grid parameters. The difference scheme used in Ref. 12 apparently introduces a nonlinear absorption mechanism that eliminates the singular behavior of the numerical solution at the self-foci.
Dyshko et al. 13 showed subsequently that the addition of a physical nonlinear absorption process to the nonlinear paraxial wave equation, e.g., multiphoton absorption or stimulated Raman scattering, results in self-focusing solutions that exhibit multifocus structure, and at the foci the beam exhibits a physical size rather than a size that depends on the computational grid. Other mechanisms, such as plasma formation from avalanche breakdowns and saturation of the nonlinear refractive index, 7 have also been proposed as possible mechanisms for stabilizing the size of self-foci.
To summarize, the main objection to the paraxial theory of self-focusing is that without the postulation of a nonlinear stabilizing mechanism-typically some form of nonlinear absorption-the theory predicts a catastrophic beam collapse. Self-focusing, on the other hand, occurs in a variety of media, with different sources and magnitudes of nonlinear index. Thus we are confronted with the unsatisfying possibility that a different stabilizing mechanism might need to be invoked for each type of self-focusing medium.
A little reflection, however, reveals why the paraxial wave equation with its inherent singularity is inappropriate for describing the self-focusing process. As the diameter of a self-focusing beam becomes smaller and smaller, diffraction demands that a Fourier decomposition of the beam into plane waves contain waves that make ever-wider angles with the axis of propagation. Hence the conditions for applicability of the paraxial form of the wave equation ultimately must be violated.
This argument can be put in more quantitative terms as follows. The angle between the direction of a representative plane wave with transverse wave vector (Kr, K,) and the z axis Since there can be no forward propagation for those planewave components with 0 > 7r/2, the maximum magnitude of the transverse wave vector must be k. Consequently, the uncertainty principle assures us that the minimum beam diameter is of the order D X. Treatment of the nonparaxiality of self-focusing beams thus can be expected to remove the possibility of a catastrophic beam collapse and elucidate other aspects of self-focusing behavior.
The remainder of this paper is devoted to a nonparaxial model of self-focusing (Section 2) and some numerical results (Sections 3 and 4) that show that a noncatastrophic description of the self-focusing of optical beams is possible without the inclusion of specific nonlinear absorption or index saturation mechanisms in the governing wave equation. Although we can still expect specific nonlinear processes to accompany self-focusing under the right experimental conditions, they are no longer basic to a description and understanding of the self-focusing process itself.
SELF-FOCUSING MODEL
We begin with the usual assumption that the field of the laser beam can be described by the scalar Helmholtz equa- Let us now set [n, Q] = 0 and replace n in the first right-hand term with no, which is the refractive index of the medium at negligible light intensity. Equation (9) becomes
The only practical way to solve Eq. (1) in the context of selffocusing is with a noniterative marching solution method that is similar to the split-operator scheme for solving the paraxial equation' 5 but that is valid for wide beam angles.
We shall apply a method derived earlier for describing fields in optical fibers,1 6 but, to establish the limitations of the method, we rederive it here.
If we adopt the operator notation 
which is equivalent to'
where
satisfied by independent waves propagating in the positive and negative directions, satisfying
If refractive-index variation in the z direction is sufficiently weak, [P, Q. = 0 is a good approximation; otherwise, coupled waves propagating in both directions must be considered.
The solution to Eq. (6) over an axial space increment Az for the wave moving in the positive z direction can be expressed formally as
with
Setting [n, Q] equal to 0 is justified if the transverse variation of n is sufficiently slow. Reference 16 shows that replacement of n by no in Eq. (9) is also valid for weak transverse variation of n.
Relation ( 
This approximation resembles but is slightly different from the conventional paraxial wave operator, in which the second right-hand term is replaced by
erence 17, however, shows that the right-hand side of expression (12) contributes less phase error than the conventional paraxial wave operator. If E is expressed in the form
then substitution of expression (10) into Eq. (8) gives
To second order in Az, Eq. (14) JiAz
Equation (16) 
where L is the length of a side of the square computational grid. Application of the propagation operator in Eq. (16) to Eq. (17) transforms 6'mn(Z) according to (18) where
the argument of the exponential in Eq. (18) becomes real and negative, implying that the plane-wave component in question attenuates exponentially in the positive z direction and hence cannot propagate. Thus the solution algorithm guarantees that the transverse wave vector cannot increase in magnitude without limit and that the minimum beam diameter will be of the order of one optical wavelength. Consequently, the structure of the self-focus can be probed by taking the transverse grid spacing to be a fraction of a wavelength.
The model is complete when the form of n is specified. We choose here the form that corresponds to a cubic nonlinearity,
Equations (14)- (19), which represent a generalization of the paraxial wave-equation solution algorithm applicable to wide beam angles, give a complete description of the computational model for the self-focusing of optical beams. Equations (14)- (18) have shown considerable improvement in accuracy over the split-operator method as applied to the standard paraxial equation for underwater acoustics applications,1 7 and they ensure a lower boundary limit to focal spot sizes of the order of an optical wavelength, as would a more rigorous model. In establishing these equations we have had to rely on the assumption that variations in n are small. As will be seen in the numerical examples in Section 3, this condition cannot always be guaranteed throughout the entire self-focusing process, particularly if the self-focusing is strong. The model, on the other hand, represents a significant improvement over the standard paraxial model, but, more importantly, it allows us to study for the first time the effects of beam size stabilization due to nonparaxiality on the self-focusing of optical beams. er, coinciding with the individual self-foci, followed by intervals of a more gradual power decline. The abrupt power losses at the self-foci are due to the generation by the index nonlinearity of transverse wave vectors that are attenuated exponentially in the positive z direction in accordance with Eq. (18) . This exponential decay of components that cannot propagate is a consequence of the model and is analogous to total internal reflection, which causes a field to decay exponentially across a reflecting surface. One can conjecture that a rigorous treatment of the field incorporating the full set of Maxwell's equations would show reduced power transmission in the forward direction accompanied by radiation scattered backward. The present model simply removes power that cannot propagate in the forward direction without accounting explicitly for where it goes. This effective absorption is thus a consequence of the nonparaxiality of the wave propagation. The more gradual power losses in Fig. 3 are due to the diffraction of power to the grid boundary, at which a narrow absorbing band is placed to prevent reflections of any significant power back into the grid. Reflections violate the correct physical boundary conditions of the problem. Computations with smaller axial step sizes and larger grids did not alter the results materially. In either case, the sustained loss of power leads to a lessening of peak intensities and eventual cessation of the self-focusing process.
NUMERICAL EXAMPLES: SELF-FOCUSING OF GAUSSIAN BEAMS
The multifocus patterns exhibited in Fig. 2 are qualitatively similar to those described in Ref. 13 , but the corresponding power-loss mechanisms are quite different. Because the nonlinear refractive-index changes corresponding to the self-foci are not small compared with unity, the self- it evolves into a pattern of concentric rings or ripples similar to those reported in Refs. 12 and 13. The beam, however, always refocuses on axis as a solid spot at the next self-focus; otherwise, the beam displays no tendency to break up or to deform in any way throughout its evolution. Although there is a tendency for the on-axis maxima to decrease with axial distance, it is seen that the decrease is by no means monotonic. We have not been able to explain this feature of the self-focusing. Figs. 3(a)-3(d) qualitatively, showing a monotonic loss of power once self-focusing has set in with abrupt power losses coinciding with self-foci. This power loss is consistent with the wide beam angles accompanying self-focusing that are seen in Fig. 4(b) .
The pattern of repeated foci displayed in Figs. 2-4 suggests that we are dealing with filament formation if only because such behavior also characterizes a beam confined to a multimode optical waveguide by an externally imposed index profile.' 6 "1 8 On the other hand, the motion of a single self-focus induced by the time-dependent intensity variation in a laser pulse can create the appearance of a stable filament.' 9 Although the latter effect can be important in interpreting some experimental observations, Figs. 2-4 suggest that more conventional waveguiding behavior can be induced by optical effects alone.
As mentioned above, the calculations on which Figs. 2-4 are based showed no evidence of beam breakup. This behavior can be characterized as whole-beam self-focusing or simply as single filament formation. To study the breakup of beams into smaller filaments we turn our attention next to the self-focusing of ring-shaped beams.
NUMERICAL EXAMPLES: SELF-FOCUSING OF RINGS AND SMALL-SCALE FILAMENT FORMATION
It has been observed experimentally that self-focusing can take place along diffraction rings. 20 ' 2 ' On closer examination, the self-focusing takes place as a regular pattern of dots superimposed upon the original diffraction pattern with additional dots sometimes extending beyond the pattern in a less orderly fashion. This formation of dots is a manifestation of a more general phenomenon wherein a high-power beam propagating in a nonlinear refractive medium breaks up into a pattern of small-scale filaments.
A linearized instability theory has been advanced by Bespalov and Talanov 22 to explain this phenomenon. If a perturbation to the beam is Fourier analyzed in the transverse direction, the paraxial wave equation predicts that certain wavelength components of the disturbance grow faster than others. As a result, the self-focusing process should eventually cause the beam to fragment into smaller segments whose size is of the order of the most favored wavelength. Although experimental evidence exists 2 3 to support the Bespalov-Talanov theory, the latter gives an incomplete picture of filament formation because it is a linear theory and because it is based on the paraxial wave equation. Thus, the evi- To understand the self-focusing of a diffraction pattern, we need only model the behavior of a single ring. Figure 5 shows the self-focusing of such a ring. The initial field that is due to the ring is described by Peak nonlinear refractive-index changes due to self-focusing range from 0.35 at z = 30 to 0.06 at z = 90. This range compares with peak index changes in excess of unity experienced by self-focusing Gaussian beams. The conditions for the applicability of our nonparaxial propagation model are thus more accurately met here than for the self-focusing of Gaussian beams, which easily attain higher peak intensities. Figure 8 demonstrates that the ring-shaped beam is ultimately unstable to breakup even in the absence of a modeled physical perturbation. The perturbation here arises from extremely small asymmetries introduced by numerical roundoff when a square computational grid is used to solve a problem with circular symmetry. All conditions for the computation of Fig. 7 are the same as for the computation of the case of Fig. 5 , owing to the absence of a large perturbation. At z = 110, the ring has grown thinner and has also shrunk in radius because of self-focusing. By z = 120, however, the annulus has evolved into a circular pattern of elongated and circular dots. By z = 130, dots appear in the interior of the ring as well. These patterns should be compared with the experimental patterns in Ref. 21 . Whether by coincidence or not, the number of high-intensity dots in the two bottom patterns of Fig. 7 is equal to 12, the number of critical powers in the beam.
Finally, Fig. 9 shows some ornate self-focusing patterns that could be generated if the initial field in Eq. 20 were multiplied by the phase factor eivo, with v = 6. Such a field could conceivably be generated by selecting one of the skew modes in a multimode optical waveguide.
The unstable behavior of the self-focusing ring-shaped beams should be contrasted with the substantially greater stability of the Gaussian beams, which show no sign of breakup at considerably higher power and peak intensities.
Thus at high power some beam shapes seem to be more unstable to break up than others, and when they break up they tend to break up into shapes that are inherently more stable.
SUMMARY AND CONCLUSION
We have pointed out that the paraxial wave equation, which beam size to the order of one optical wavelength. Because the singular behavior at the self-focus that accompanies application of the paraxial wave equation can be removed by a nonparaxial treatment, it is no longer necessary to invoke nonlinear absorption or index saturation mechanisms to obtain nonsingular behavior at a self-focus. Such mechanisms may in fact be present under the proper experimental conditions, and they may affect the behavior of a self-focusing beam. But self-focusing by itself is a nonsingular process when the laws of optics are properly taken into account. We have explored the consequences of beam nonparaxiality on the self-focusing process by applying a nonparaxial algorithm to some self-focusing situations of experimental interest. Although for these examples the algorithm sometimes operates at the outer limits of its applicability, it provides valuable insight into such phenomena as filament formation and beam breakup. In particular, applications to the breakup of beams having highly unstable shapes should be reasonably accurate because these cases do not involve generation of excessive nonlinear contributions to the refractive index.
