The role of variability of sexual behavior in the transmission dynamics of HIV and AIDS has been illustrated, through the use of mathematical models, by several investigators. Models that capture heterogeneities due to rates of sexual partner change, changing behaviors, and demographic factors are invaluable in the study of the dynamics of sexually-transmitted diseases. Models that describe the processes of mixing between individuals and/or pair formation/dissolution have been formulated in great generality by Blythe, Dusenberg, and Castillo-Chavez. Mathematical formulas describing all forms of mixing for one-and two-sex populations as structured deviations from random mixing have been obtained by Dusenberg and Castillo-Chavez. In this paper we describe some practical methods for estimating the deviations from random mixing from a single survey sample. This method can be potentially very useful if one considers the difficulties-technical and political-involved in the gathering of behavioral and mixing data. We include a description of the role of the estimated mixing probabilities in models for the spread of HIV, a discussion of alternatives and possible extensions of the methods described in this article, and an outline of future dir~tions of research. We note that despite the fact that the mixing probabilities {Pij(t)} are time-dependent, we are able to make use of timeindependent parameters-the matrix of constant quantities {tPij} which are related to the initial deviations from random mixing-in the estimation of the dynamic mixing probabilities {pij(t)}. Huang et al. 1992), and in the development of methods that make full use of crOSIHiectional data. This paper begins to address the latter issue.
INTRODUCTION
Projections and prediction of future trends of HIV and AIDS incidences cannot be made with confidence due to the many uncertainties involved in the measurement of key epidemiological and sociological parameters (Anderson 1988; Gupta et al. 1989; Anderson et al. 1989 Anderson et al. , 1990 Schwager et al. 1989; Blythe and Castillo-Chavez 1989) . Methods involving some form of extrapolation and back-calculation have provided useful ways of obtaining short-term projections for the future temporal trends in AIDS and HIV incidence (Brookmeyer and Gail 1988; Cox and Medley 1989; Isham 1989; Day et al. 1989; Karon et al. 1988 Karon et al. , 1989 . Current projections of HIV prevalence, for example, depend largely on two factors: the shape of the incubation period distributions and the temporal patterns of HIV incidence of distinct interacting subpopulations. Although the uncertainties involved in estimating incubation period distributions for different groups are being reduced, albeit slowly, many problems associated with the estimation of incidences (new cases of infection per unit time) are still unresolved. The lack of sufficiently complete lo~tudinal serological and behavioral data suggests that our understanding of the consequences of these factors in disease dynamics may have to rely on experimental "data" generated by transmission dynamics models that incorporate realistic and potentially measurable social structures (Castillo-Chavez et al. 1989b,c; Blythe and Castillo-Chavez 
BASIC TRANSMISSION MODEL FOR HIV DYNAMICS
In order to discuss the problem of estimating the parameters associated with the mixing/pairformation process we introduce a model for the spread of HIV /AIDS that focuses on these processes.
The detailed model is provided in Appendix A; here we concentrate on describing a key component of this type of model, namely the incidence rate (new cases of infection per unit time). The mixing probabilities, as well as other behavioral and epidemiological parameters, determine the rate at which new infections are generated. The incidence rate is given by a nonlinear function of the different interacting subpopulations, and it is in the context of this ~ression that we will describe our empirical estimation procedure.
To illustrate the procedure, we consider a population of homosexually-active individuals (the twosex case can also be addressed). The population is divided into classes or subpopulations, where such classes can be identified by race, sOcio-economic background, ~verage degree of sexual activity, etc. For more general models that take into consideration factors such as chronological age, age of infection, variable infectivity, sex, and partnership duration the reader is referred to the work of Busenberg and and Castillo-Chavez et al. (1991) ; for the most up-to-date mathematical analysis of this type of models see (Castillo-Chavez et al. 1989b,c; Huang, 1989; Cooke et al. 1991; Huang et al. 1992) . The N sexually active subpopulations are divided into three epidemiological classes:
Si (susceptible individuals), Ii (HIV-seropositive asymptomatic or with mild symptoms), and Ai (HIV seropositive, with severe symptoms) for i=1,···,N. We assume that only Sand !-individuals are sexually active, and the sexually-active populations are denoted by Ti(t) = Si(t) + ~(t), i = 1, ... ,N.
Bi(t) denotes the ith incidence rate at time t, that is, the number of· new infeetive cases in subpopulation i per unit time. Bi(t) is a complicated function that depends on the frequency and type of sexual interactions that susceptible individuals in group i have with all other individuals (including those in group i).
To describe the expression for the ith incidence rate we need more definitions: {Jj denotes the transmission rate per infective group j partner (alternative definitions for this parameter are available, see Castilla-Chavez et al. 1989b; Cooke et al. 1991) , Ci denotes the average number of new partnerships per unit time of group i individuals, and Pij(t) denotes the fraction of partnerships of individuals in group i with individuals in group j or, equivalently, the probability that a group i individual will mix with a group j individual. Since CiSi(t) denotes the "average" number of partnerships per unit time formed by susceptible individuals in group i, CiSi(t)pij(t) denotes the atJerage miring rate group i susceptibles with group j individuals, and CiSi(t)Pij(t)~(t)/Tj(t) denotes the atJerage mixing rate with group j infectives. Multiplying this last expression by {Jj we obtain the average rate at which partnelbhips with j infectives lead to new i infectives. Summing over all groups (j = 1, ... , N) we obtain the total average rate of infection in group i, that is, the number of new cases of infection per unit time in group i generated by the interactions of group i susceptibles with infectives of all other groups. This time-dependent rate is prescribed by th~ mixing matrix {Pi/t)} (see Table 1 ). A summary of notation, and the explicit expression for the ith incidence rate Bi(t), appears in Table 1 . The full dynamic model is described by specifying the rates of change, per unit time, of all the epidemiological classes. The formulae are provided in Appendix A.
The main objective of this paper is to specify ways of estimating the mixing probabilities P··(t).
. y
Because the transmission-dynamic model given by equations (A1)-(A3) is deterministic, the specification of the initial state of the system (i.e. the number of susceptible, infectives, and the incidence at time t=O) uniquely characterizes all future states (i.e., all future population sizes of the epidemiological classes Si(t), Ii(t), Ai(t), as well as the sizes of the incidences Bi(t)). Specifically, knowledge of Si(O), Ii(O), and the N 2 quantities Pij(O) uniquely determines the course of the model epidemic provided that we have specific formulas for the PijCt)'s. The mixing probabilities Pilt) (ij = 1,2,3, .. N) depend on several factors, and generally are given by complicated functions of the sizes Ti(t) of the N subpopula.tions and the nec:essa.ry behavioral and epidemiological parameters. Hence to forecast the state of the model epidemic at all future times, we need to have an explicit functional form for these mixing probabilities. Such functional forms have generally been selected in some ad hoc manner; in the next section we describe a. systematic approach to mixing probability estimation •.
ESTIMATION: FORMULATION FOR THE MIXING/PREFERENCE MATRIX
The mixing inter-and intra-group probabilities Pij(t)'s must satisfy the following properties at all times:
i, j = 1,···,N .
Properties (i) and (ii) assert that the Pij(t)'s are probabilities. Property (iii) is a. group reversibility property specifying a. conservation principle, that "The rate at which group i individuals mix with group j individuals is the same as the rate at which group j individuals mix with group i individuals."
Property (iv) says that some populations may become extinct leaving no individuals to mix with. In the above model the Ci's are assumed constant; if however they were allowed to vary, ·then Property (iv) would also express the fact that if Ci becomes zero, then the mixing rate of individuals in group i is also zero, that is they no longer mix. The set {p .. (t)} is 8Jso called a. mixing/pair-formation matrix.
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There is always a trivial solution of the above framework; when all the groups are isolated:
If all the Ci's are positive then there is always a second solution: random or proportionate mixing.
In this c:ase p .• (t)'s are independent of i, and c:an be denoted by PJ·(t), which (using properties (ii) and IJ (iii)) may be written in the form shown in Table 2 .
The Pj(t)'s satisfy all the mixing properties and provide. a useful null model in the study of human sexual/social interactions. Despite the fact that humans do not mix at random, proportionate mixing has been used extensively (and successfull).:) in addressing, through mathematical models, issues related to the dynamics and management of communicable diseases (see Castillo-Chavez et al. 1988 , 1989d and references therein). However Sattenspiel (1987a,b) using models with social structure, has clearly demonstrated the fundamental role played by l\9nrandom mixing in disease dynamics.
Consequently, nonrandom mixing should no longer be ignored.
We remark that, in general, the time dependence of the mixing probabilities is not direct, but, as seen above, may rely on the time-dependent sizes of each subpopulation. AJJ the size of each subpopulation changes with time so do the mixing probabilities. When we assume that the mixing probabilities change over time as in "preferred" mixing (Anderson et al. , 1990 Castillo-Chavez et al. 1989b; Huang 1989; Cooke et al. 1991; Huang et sl. 1992; Nold 1980; Jacquez et al. 1988 while useful and appealing, unnecessarily constrain the dynamics of the mixing subpopulations: Why should the proportion for within group mixing remain the same when, as in the case of AIDS, the disease induced mortality is so high? In terms of our formulation, using preference (describe by the matrix 4J below), preferred mixing corresponds to the case in which the elements of preference matrix depend on the set {pk(t): k =1,2, •• ,N} in a very specific way. For a further discussion and elaboration of this point see (Blythe et al. 1991; Castilla-Chavez and Busenberg 1991; Castilla-Chavez et al. 1991) .
Clearly, to evaluate the effects of social structure, we need ways of representing, if possible, all forms of time-dependent mixing in transparent and useful forms. We (Busenberg and Castilla-Chavez, 1989, 1991) have. determined a formula that represents all forms of mixing as deviations from random or proportionate mixing (for a simple detailed biological description, see Blythe et al. 1991) . This formula, giving the time-dependent mixing probabilities, will be used as our model for mixing.
To describe this formula for the pij(t)'s, we need some c;J.efinitions. Let Pj(t) denote proportionate or random mixing, and 4J = { 4Jij} denote a preference matrix (a measure of the deviation from proportionate mixing). Let llt(t) (see Table 2 ) provide a weighted time-dependent measure of the ith deviation, due to the preferences 4Jik's, from uniform or homogeneous mixing. We require (as in Busenberg and Castilla-Chavez, 1989, 1991) that 0 ~ llt(t) ~ 1 for all i = 1,2, •• ,N, and that at least one of the llt(t) is greater than zero. In general, the matrix 4J is frequency dependent; consequently 4J depends on the model (in our case on the set of differential equations describing the epidemic) as the relative sizes of the different groups will change with time. The nature of this dependency cannot be given explicitly (except for few special cases such as in preferred mixing) and cannot be arbitrarily selected because the constraints on the ~'shave to be maintained. These COnStraints unply that each of the expected values of the 4Jik's-with respect to the weights pk(t), k = 1, •• ,N-must lie in the interval [0,1]. This situation suggests the following question: Is there a rich enough class (for modeling purposes) of matrices 4J that satisfy the required constraints for all possible dynamical models? The answer is yes, a sufficient condition is that all the ~ik's are constant and satisfy: 0 ~ ~ik ~ 1 i, j = 1, 2, 3, .. , N. It is in this general setting, which is independent of the choice of dynamical system, that the estimation problem is formulated. However, we first write a formula that describes all mixing solutions pij(t) using appropriate measures of the deviations from proportionate mixing (see Table 2 ). The constraint (iii) implies that ~ij E ~ji' i.e., the ~'s are symmetric (a rather more complicated relation must be assumed for the two-sex version of this framework, see Castillo-Chavez and Dusenberg, 1991) .
Remarks: Although the formula for Pjj(t) looks very complicated, it is actually quite intuitive (see 42Blythe et al.). We note for example that random mixing, which corresponds to no-preference, is described by letting all ~ik equal the constant U (that is ~ik = U for i, k = 1,2,3, ••• ,N). H we substitute these values into the definition of ~(t), use the condition 0 ~ Fi(t) ~ 1, and note that not all Rj_(t) can be simultaneously equal to zero, then we must have that U satisfies 0 ~ U < 1.
Substituting U into the equation for P· 1 J·(t), and performing some algebra one shows that p .
for all time. Hence no preference implies random or proporti~nate mixing (Figure 1 ). H on the other hand the ~ik's are chosen to reflect some degree of preference for individuals belonging to the same group, i.e. like-with-like mixing, then the mixing probabilities move away from proportionate mixing ( Figure 4 ). Although the Figures are quite appealing, some caution is in order, especially when we consider the fact that HIV infection will usually prefigure a lethal disease, so that the dynamics and hence the mixing probabilities can be significantly affected by disease-induced mortality in the high risk groups. Further, these Figures only provide us with a snapshot at a particular time-we usually cannot deduce the plot of a movie by a single frame! Figures 1-6 provide snapshots, at different times, of two different families of Pij(t)'s . Finally, we note that by choosing the ~ik's to be (possibly distinct) constants for all time, we are implicitly assuming that the preferences of individuals do not change over time, or equivalently, that we have formulated the mixing probabilities in terms of the initial preferences (or initial deviations from random mixing). We will take advantage of our choice of constant ~matrix to estimate the ~ik's from a single sample, i.e. a single set of values of pik(O) data, {(. which is denoted by the N x N matrix of constants {<\i}· To model changes in behavior we will have to model the t/>ik's as time dependent functions; this would however require data that are not at present available. If, however, we only want to explore the effects of theoretical behavioral changes, we can accomplish this through the use of a time-dependent preference matrix and time-dependent average rates of partnership change.
ESTIMATING THE MATRIX t/> FROM ONE SAMPLE
Our objective is to calculate a set {t/>ik} which minimizes the distance between {dik}, the data in the form of an empirical mixing function, and the model from Table 2 , at a particular time. As ·the model equation holds true for all timet, we may choose t = 0, i.e. we are fitting ·{pik(O)}. The {t/>ik} must be bounded, i.e., 0 5; t/>ik 5; 1, and symmetrical t/>ik= ~ki for all i, j =1, 2, 3, ••• , N. A reasonable choice for the objective function is
that is, the mean squared residual between data and model (at a fixed time, usually t = 0) used in nonlinear regression. However, numerical simulations show that for symmetric {t/>ij}, not surprisingly,
(1) has an infinite number of solutions. The model is underidentified with respect to the data from a single slice of time. There are N constraints on the Pij(O) (from Property (i)) and N(N-1)/2 from Property iv, while the matrix 1/J is only constrained to be symmetric with entries in [0,1]. Thus, the same minimum value of s 1 can be achieved in an infinite number of ways. Even worse, inany or all of these may involve t/>ij that do not lie between 0 and 1, the assumed acceptable region. In mathematical jargon the solutions lie in a surface. This lack of uniqueness does not contradict biological thought as it can be seen from the population genetics literature regarding the relationship between mating It preferences and mating patterns (see Gimelfarb, 1988a,b , and references therein). For example, assortative mating preferences may generate (due to frequency and density dependent effects) random mating patterns. This is also (not obviously) the case for our general mixing matrix {pij(t)}. Recently, it has been established (see Palmer et al. 1991 ) that all constant q, matrices that lead to random mixing live, in the 2-group case, on a complicated surface in a thretHiimensional space.
Of course, part of this problem of non-uniqueness arises because we have an estimate (from data) of {pij(t)} at a single time. If one or more subsequent estimates of {pij(t)} are available then, provided .
the {plt)} are also estimated, the objective function s 1 may in principle have a unique minimum. The collection of longitudinal {pij(t)}, {pj(t)} and {Cj(t)} data constitutes a formidable task, as witnessed by the fact that estimates for a single time have not yet been achieved. In this Section, we introduce a technique for making the most of a single "time-slice" of mixing data, which allows us to partially avo!d the non-uniqueness and non-boundedness problems described above. The main objective of introducing a method for ·estimating the matrix q, is to formlftate the problem, to illustrate potential sources of difficulty, and to instigate further research in this important theoretical and practical problem. We do not wi$h to imply that the method of this article gives accurate results but rather to illustrate a possible approach.
We do this by introducing a "penalization" factor to the fitting procedure, somewhat in the spirit of those used for the smoothing of spline approximations. Formally, we replace the objective function Eq (1) by the new perturbed objective function (2) where S 1 ({t;ij}) is (1) and S 2 ({tPij}) is an appropriately chosen penalty function. Unfortunately, there is not a natural choice, and different choices will lead to different solutions. However, we feel that this
problem is too important for us to simply throw up our hands in despair. The choice in this paper (for illustrative purposes) is arbitrary, namely (3) in which i is the the average of the N 2 ~ij values. The absolute value i is used because we wish to keep s 2 positive, and negative ~ij may enter during intermediate steps in the fitting procedure. This can introduce biases and may even lead to negative i. The parameter l is a nonnegative penalization parameter. It is not hard, however, to think of alternative (possibly more appropriate) penalty functions. For example, we may wish to choose the constant ~ :natrix that is "closer" to a tP-matrix that gives rise to random mixing. This~ matrix could be defined by letting ~j = i (the average of the N2 ~ij values) for all i, j = 1, 2, ••• , N., and then using instead of the form used in Eq (3). We use (3), an arbitrary penalty factor, as we only wish to provide a 1olution tO the problem of estimating the mixing probabilities. There are of course other theoretical approaches to the definition of a penalty function for the estimation procedure of this article, and likewise there are alternative techniques (requiring some specific assumptions), such as Maximum Likelihood Estimation, that could also be applied. We have began our work in these directions motivated by the fact that a unique a.Cceptable solution to the fitting procedure can actually be identified from a lingle sample.
For large l, s 1 becomes irrelevant to the minimizing process, and we obtain -~ij ~ dij, a result which will be unique and properly bounded, but useless for dynamic modeling because the {djj} may be t3 very far from the {p .. }. As >. is reduced towards zero, the contribution of s 2 drops accordingly, and IJ minimization of Eq (3) give us a fit of {pij} to {dij} (the lower s1 the better the fit), with the contribution from s 2 tending to constrain the fl, but reducing the quality of the fit. This is an inverse non-linear optimization, on the basis of tlie equation in Table 2 , and subject to the criterion Eq (2), and a s such may not in general have a unique solution for finite >. (different starting values of f1 might lead to different final fitted values). Empirically, we have found that if the initial guesses for the f1 are in (0,1], then we usually obtain a unique solution for large >., but as >. approaches zero, multiple solutions may be found. Our pragmatic approach is to look for the smallest >. such that we do not find multiple solutions, given the prescribed range of initial guesses .. We will (somewhat loosely) refer to a solution which arise for >. greater than this critical value as unique.
The problem of (0,1] boundedness of the {<l>ij} remains, however. The best we can do here is simply to use as the "best fit" the {<f>ij} for the smallest >. where both the uniqueness (in the above sense) and boundedness are not violated. We call this value of_>.= >.c· Fluctuations on the value >.c will be a function of the values of {p .• (t)}, {p.(t)}, and {CJ·(t)}, but for well-posed problems >.c seems IJ J usually to be between 0.0 and 0.1. In Appendix B, we describe the algorithm that we utilized in this estimation procedure.
We stress the fact that the choice of the penalty factor is arbitrary. Our main objective is to provide a solution to the problem of estimating the mixing probabilities. We re-emphasize that our research is motivated by the fact that a unique acceptable solution to the fitting procedure of our model can actually be obtained from a single sample.
EXAMPLES
In this section we illustrate our methods for three different values of N, namely N = 2, 3 and 6.
We used published "data" that was arbitrarily constructed using (in some cases) some partial information. At present there is no data on the matrix Pij(t)'s at any particular time for any set of interacting subpopulations, that is, we do not know who is mixing with whom. Crawford et al. (1990) have just conducted a survey on sexual behavior at Cornell University, and Castillo-Chavez et al.
(1991) and Rubin et al. (1991) have obtained some estimates (under some restrictive assumptions) of mixing patterns for college-age students. The estimation of: these particular mixing matrices is extremely difficult because of (among other factors) the lack of information on size of "external" mixing populations, that is, the lack of knowledge on the size of the subpopulat~..,n of non-college sexual partners of those (sexually active) college students that participated in the survey. Because of our use of "pseudo-data", the results in this Section are not intended to be representative of any realistic situation. They are used for illustrative purposes only •.
The estimation works with different degree of success in all cases. However, increasing the dimensionality implies, in many realistic situations, smaller values for the mixing probabilities {dij} than would probably be obtained from survey data. Small mixing probabilities place limitations on the applicability of our one-parameter (~) penalization procedure for estimating the {p .. (O)} from a single lJ sample. A more detailed discussion of these and other issues related to our approach is found in the next section. This is the simplest example of a mixing framework, corresponding to a. "core group plus other" classification. We use the parameter and "data" shown in Table 3 . These data are extracted from (39), the dij are just arbitrary perturbations from random mixing. The 2x2 is a special, simple case, and the l c:
behavior is straightforward. Figure 7 shows the variation of total S and of S 1 as A is decreased from h-+ 0. We note that S and s 1 here are the respective averages of 5 replicates (a set of 5 randomly chosen initial guesses for the ~ik's were taken). Here s 1 is almost constant, dropping a little as A t-t o+ (i.e. A approaches 0 while taking only positive values) and total S is almost linear. For large A, what we see is the minimization of s 2 , with s 1 almost constant. This means that we fit 1/J to d directly, and that almost any fit is about as good or bad as any other when we consider the value of s 1 . The Ac is not obvious from Figure 7 . We must look at the estimated {1/Jjj} themselves for this. In this simple ease we do not run into the problem of unacceptable 1/J's as A 1-+ o+, where there is a region in which uniqueness is lost. This region where uniqueness is lost is more sharply defined in Figure 8 ,
where we have plotted one of the ~'s (1/Ju in fact) against A. 1/Ju decreases with decreasing A, until we hit A ~ Ac, after which the various different ~ solutions introduce uncertainty. In this ease the Ae can be identified with high degree of accuracy.
Again we performed a series of runs, taking 5 replicates at each A to test for uniqueness, and noting where the </>-acceptability was violated. Figure 9 shows the S and s 1 average eases. For large A (i.e. A ~ 1) they are similar to those of Figure 7 for N = 2, but curves defining Sand s 1 as A t-t o+ become more nonlinear in appearance. Again note that even for nonunique selection the s 1 are the same, and obviously as A gets smaller, s 1 and S approach a common value. By plotting 1/Ju against A ( Figure 10) as an indicator, we can see that Ae must be very small in this ease (mainly because the ~j are not uniformly near zero or 1). A simple test to hunt for Ae consists of looking for values of A for which -e :S tPij :S 1 + e , 0< e <<1. We have observed that e's around 10-6 seem to work well.
Here we have a well-behaved solution with low Ac and relatively good fidelity of estimated p's to data.
This ease is partially based upon the artificial test data of Anderson et al. (7). The dij they used lie in the region where the problem of unacceptable and non-unique values of ~ij (obtained by our algorithm) is more severe (see the discussion in the next section), so we have chosen to use the same Pj(O}'s, but have pseudo-randomly selected the rest of the required data. The mixing probabilities given by the matrix d ={dij}) are "randomly" selected while we require that the entries satisfy the properties (i) and (ii) (they are probabilities and the rows of the matrix d sum to one.)
This case represents a severe test of the ~ estimation technique because the d's being pseudorandomly chosen may not reflect viable forms of mixing that would impose some structure over the ~iJ 's. In this case, some of them are very small, which tends to enlarge the range of .\ where the values of the ~'s are unacceptable, hence increasing Ae· Figure 11 shows how S and s 1 vary with .\.
We use the data of Table 5 to illustrate the shortcomings of the method. For large N problems, it becomes difficult to find a -Xc small enough (see Figure 12 ) that the fit of the estimated values of the p's given by the matrix e ={eij} to the data (matrix d) may be a.eceptable for dynamic modeling purposes. Until large N techniques are developed and/or m~re longitudinal data become available, highly aggregated models probably represent the upper limit of modeling. Based on our earlier work (6,14), we have began to work on alternative solutions for large N. For example, we may constrain the ~ij 's to a class, say ~ij = ~ ( I ij I ). This would reduce the number of terms to estimate, and provide an "automatic" penalization function. In fact, to guarantee uniqueness, it is clear that for N = 2 a oneparameter ~ is required while for N = 3 a 3( or less )-parameter ~ is required. From published data on sexual behavior we may (in particular cases) postulate a realistic parametric ~-For example, our analysis Rubin et al., 1991} shows that there is a strong like-with-like component in the mixing patterns of college students (not necessarily on their preferences). This pattern may be the result of a very complex or a very simple t/J and models can help us identify "simple" ~'s and hence help us formulate testable preference hypothesis. The measurement of preferences may be less difficult from the technical (and unfortunately the political} point(s) of view.
DISCUSSION
There are three important comments on the penalization technique which must be borne in mind.
First, the quality of the output must be entirely dictated by that of available data. Primarily, this means that there is a limit to how good a fit can be on the basis of just a "one-time" slice of data. In many cases the matrix of estimated values of pij(O)'s, namely e = {eij}, which we would wish to use as initial mixing values in a dynamic model (see Appendix A), will be unacceptably far from the original dij. There is no magical way of getting around this-insufficient data will always wreck models, no matter how beautiful. Our investigations suggest that this problem becomes marked at large values of N, because in many instances unacceptable tPij values occur while>. is still not small enough. For larger N, the constraint of having only one penalization parameter to vary becomes too restrictive, as small dij (which occur more often for larger values of N) tend to lead to larger values of Ac in order to remain within the region of acceptable values of the tPjj's. This is a common problem in the biological and social sciences involving the tradeoffs of using "realistic" (large, many parameters) versus tractable (small, few parameters) models. In many instances tractable models are more efficient (Ludwig, 1989; Blythe and Anderson, 19886 ) , and our simulations suggest that N ~ 5 is about the upper limit of groupings for which parameters may be estimated on the basis of one "time-slice," using this penalization method. This has important implications for modelers and social scientists.
The second comment is not unrelated to the first, and concerns testing the penalization technique.
Any evaluation requires data, which we do not yet have, so artificial or simulated data must be used. The third comment is not unrelated to the previous two, and concerns the estimation of the mixing matrices from available data. The number of parameters involved in the estimation of the matrix {dij} increases considerably with N. Hence, from this practical point of view it becomes unrealistic to consider more than six groups (see Crawford et al., 1990) . If the objective of developing models for AIDS is to produce some possibly useful results, we must include these data-oriented considerations in our theoretical studies.
We conclude with some comments regarding the approach of this article. There are two features clearly and sharply illustrating the limitations of the technique, which are useful in deciding its applicability in any given situation. We would like to reiterate that these problems mainly occur because we are trying to estimate { 1>ij} from data at a single "time-slice." Two {pij(t)} estimates at different (but fairly close) times, even if rather poor, will ~ of greater utility than one very high· quality sample, precisely because the { l/lij} can take so many possible values.
CONCLUSIONS
·We are at present developing alternative techniques to get {l/lij} estimates from one-sample data, that is, from a mixing matrix {PijCO)}, and are also constructing the most robust surface-fitting schemes necessary to get a good estimate from the multi time-slice data. We are also using the two-sex mixing models (Castillo-Chavez et al. 19896; Castillo-Chavez and Busenberg, 1991) , for which the corresponding { l/lij}, is not symmetric to test this method for heterosexual popuiations.
We note, however, the existence of at least two estimation problems, one dealing with the estimation of the matrix {PijCO)} from data and the other with the that of the corresponding ~/~ matrix. The estimation of the mixing matrix {pij(O)} demands knowledge of the sizes of the mixing subpopulations and, when such knowledge exists, it is done on the unstated assumption of the existence of a closed mixing network. Unfortunately, there are no realistic closed networks.
Furthermore, studies of college-age mixing subpopulations reveal the existence of networks for which the internal mixing accounts for only 50% of the contacts (see Crawford et al. 1991 , Rubiri. et al. 1991 .
Given the relevance of these problems to the issues raised in this manuscript, we conclude this paper with an outline of preliminary alternative approaches to some of the estimation problems outlined.
If we assume that the affinities are time independent then the main equation in Table 2 (or   Equation 4 below), as discussed earlier, provides a very large class of mixing/pair-formation models from which we can estimate the affinities from data on the mixing probabilities at a single-time slice.
We now explicitly state various approaches that we have begun to utilize in order to estimate the timedependent contact structln~e of a population.
L. A maximum likelihood estimation apnroach: The general model is
where Pij is the true probability of i-with-j mixing. We observe ~j' where E[dij] = P"Jj or, equivalently, we model
Since P"Jj is a probability, it is bounded between 0 and 1. Such bounded functions are often difficult to handle statistically, so a transformation is done to "unbound" the range. 
where a + b :; 1; a,b ~ 0. This class would make optimization over S"ij simple, as we would only have a two parameter class.
Another model is
which is a generalization of (5) (i.e. (5) is a submodel of (6). A special case of (6), which might be reasonable to work with, is This is a three-parameter class, of which (2) is a submodel.
)! i=j i:f=j
In general, we can write
where hij is a known function, and ~ = (a 1 , ···, ak) is a vector of parameters. We then optimize over th~ parameters.
As a last example, we could use a logit model for l()ij alone. For example, we could write
where a and f3 are parameter vectors, and X is a vector of covariates (age, race, etc.). We then have
l+e and we would optimize I or (1) over a and {3.
m. Hierarchical (Empirical Bayes) Models: We will discuss a somewhat ad hoc scheme for empirical Bayes estimation. The scheme can be made more formal once the exact type of model is determined.
What follows is an all-purpose general approach.
Consider two models for l()ij, one of which is a submodel. of the other, referred to as Full model and Submodel. These can be any two models, but for convenience think of
The submodel (proportionate mixing) is a special case of the full model (a=O) .
. For each model we can compute the residual sum of squares, as in (1) If one wishes to compute explicit examples of mixing matrices from data on mixing, one needs to estimate the sizes of the mixing subpopulations. Knowledge of these matrices over a period of time is essential to any type of long-term forecasting. Because our purposes are and data are limited, we do not need to use sophisticated approaches in the construction of these matrices. Capture-recapture methodology can be applied to survey data to estimate the number of different sexual partners from .. each of several groups that an individual has had in a fixed period of time, or to estimate the size of the population having sexual contact with members of a given group. Thus, one can apply this methodology to survey data to estimate the size of the population at risk for a sexually transmitted disease. Using data from our survey conducted at Cornell University in 1989 (see Crawford et al. 1991) ,
we have successfully used capture-recapture estimators to provide estimates of the size of the population that has sexual contact with Cornell undergraduates but are not Cornell students (see constructed by forcing the data and the estimated parameters including the sizes of the mixing subpopulations to satisfy the mixing axioms (i)-(iv).
In this last section we have provided a very rough outline of a program for the estimation of parameters in mixing/pair formation models (other approaches are of course possible, see for example
Pugliese 1991). Development of techniques and novel approaches for the validation of STD's and HIV/AIDS models is a matter of considerable importance in the era of AIDS. We conclude by stressing again that the outlined provided above has as its main objective, the instigation of further work in this important area of research.
Basic Transmission Model for HIV-Dynamics
The model described in the text intentionally omits several important factors (epidemiological, demographical, etc.) because our main objective is to address the general estimation problem associated with the problem of mixing. The model may he written (A1)
This model assumes constant removal rates from the infective classes into the AIDS classes. This assumption is certainly umealistic as it implies a negative exponential incubation period distribution for each group. For more realistic incubation period distributions see (Blythe and Anderson, 1988; 24Castillo-Chavez et al. 1989; Castillo-Chavez, 1989, 1990; 42Blythe et al. ) . The expression for the ith incidence rate Bi(t) is described in Table 1 .
AppendixB

Algorithm
We may now specify exactly how to get our best estimate for {p .. In the last step we input the array~ and &<procedure name>, a pointer to a GAUSS procedure written to calculate S = s 1 + ..\ s 2 . The output is t/J, the matrix of </>ij values; Smin' the minimum value of S (as in Equation 2), ; dS, the local gradient of Sat Smin' which should be precisely zero at a local minimum; and H, the "Hessian" an NxN matrix of covariances of the distributions of the matrix of estimated { tPij}.
• Output e, (the matrix of {eij}, the estimated {Pi/0)}), ¢, s 1 , s 2 , and selected summary statistics, at the minimum.
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Legends of Figures
We note that the Ti(t) used here and in Figures 2-6 were obtained as solutions of an epidemic model with variable population size for the spread of gonorrhea (our sole objective is to illustrate the time dependence of the mixing matrix). We note that similar graphs can be obtained using models for the spread of HIV /AIDS. ..
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