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Abstract
We describe the freedom of choosing a square root in massive gravity from
algebraic point of view. This contribution is based on the talk given by one of us
(AG) at the Geometric Foundations of Gravity conference in Tartu in August 2017.
1 Introduction
As is well known [1, 2, 3], ghost-free models of massive gravity were recently found which
have strictly five (or seven in bimetric case) gravitational degrees of freedom, at least at
the classical level. By now, there is an extensive literature on this topic which touches
upon a wide list of directions, from quantum corrections to cosmological solutions. We
refer the reader to the review papers cited above. Our concern in this contribution would
be about one particular formal aspect of the theory, i.e. the issue of square roots of
matrices.
The action of dRGT massive gravity reads [4]
S =
∫
dnx
√−g
(
R +m2
n∑
i=0
βiei(
√
g−1η)
)
(1)
where R is the scalar curvature in Riemannian geometry with metric gµν , parameters βi
are arbitrary numbers, and ei(
√
g−1η) are the elementary symmetric polynomials of the
eigenvalues
ei ≡
∑
k1<k2<...<ki
λk1λk2 · · ·λki
of a matrix Φµν which is defined by algebraic relation Φ
µ
αΦ
α
ν = g
µαηαν .
Note that we have dispalyed the simplest case in which the Minkowski metric η serves
as a fiducial one. One can actually take any fiducial metric fµν instead of η making use of
ei(
√
g−1f). And moreover, the second metric can be made dynamical by adding its own
Einstein-Hilbert term, possibly with another independent Planck mass [5].
Note also that values of i from 1 to n− 1 give various BD-ghost-free potentials for the
graviton. By definition we assume e0 = 1 so that the β0 term is nothing but a cosmological
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constant, and analogously
√−g · en(
√
g−1f) =
√−f is either a mere constant in massive
gravity, or a cosmological constant term for fµν in bimetric case.
Of course, there are complicated mathematical problems related to square roots of
matrices. And, in particular, one can even find continuously many square roots of a unit
matrix. Should we pay any attention to those unusual roots? We think that the answer
is in positive. First, we can often be interested in much more complicated cases than the
weak gravity around the trivial background with g−1η = I when the common intuition
substantiates the simplest choice of
√
I = I. Second, the standard proof [6] of ghost
freeedom apparently allows for at least some freedom of choosing the square root. And
one can even use the auxiliary Φ field for the Hamiltonian analysis [7] which allows to
detect at least the primary constraint in the spatial sector.
2 The issue of square roots
Square root extraction can better be discussed in complex terms since the canonical rep-
resentation, modulo similarity transformations, acquires the simple form of Jordan block
decomposition, and any non-degenerate matrix does have a square root when considered
over the field of complex numbers.
There is always a discrete freedom of choosing the sign of
√
λ for each eigenvalue λ
of the initial matrix. In special situations, when some eigenvalues are equal, one can
choose unequal square roots
√
λi 6=
√
λj for equal eigenvalues λi = λj. If such is the case,
there is a continuous infinite freedom of choosing the square root. Indeed, any non-trivial
similarity transformation M → S−1MS in the subspace spanned by the i-th and j-th
eigenvectors would change the square root matrix while keeping the initial matrix intact.
The latter case presents a big issue for the foundations of massive gravity since the
square root matrix ceases to be a smooth function of the initial matrix in any reasonable
sense: a generic infinitesimal perturbation reduces the continuous freedom to a finite
one. The reason can easily be understood. Taking such square root requires to choose
two complementary subspaces, with +
√
λ and −√λ. When a perturbation separates two
eigenvalues, some fixed eigenvectors appear which can be arbitrarily inconsistent with the
chosen subspaces.
2.1 Reality conditions
Note that a real matrix can have complex eigenvalues with non-vanishing imaginary parts,
though in complex-conjugate pairs with Jordan blocks of equal size. In this case the
discrete freedom is reduced if considered over the field of real numbers since the square
roots of eigenvalues should also be chosen in complex conjugate pairs for the square root
matrix to be real.
Negative real eigenvalues are worth of special remarks. In this case the square roots√
λ are imaginary. The square root matrix might still be chosen real if its eigenvalues
could be organised in complex-conjugate pairs. Obviously, this is possible if negative
eigenvalues go in pairs. In other words, if (and only if) there is an even number of any
kind of Jordan blocks with negative eigenvalues, then a real square root does exist. For
example, the −I matrix does have a real square root in even dimensions (e.g. symplectic
structures), and does not have it in odd dimensions.
Above we have assumed that zero is an even number, so that matrices without negative
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eigenvalues do obviously have real square roots. The real meaning of the statement is
that negative eigenvalues do not preclude existence of real square roots if they go in pairs.
However, it is easy to see that those roots are precisely the cases when continuous freedom
is present over complex numbers. It gets somewhat reduced under reality condition,
and this remaining freedom is further reduced to zero (instead of a finite number) if a
perturbation separates the two eigenvalues keeping them real.
For example, the −I =
(−1 0
0 −1
)
matrix in two dimensions has a whole manifold of
square roots with eigenvalues ±i given by S−1
(
i 0
0 −i
)
S with any S ∈ GL(2,C). One
of those roots is represented by the standard symplectic matrix
(
0 1
−1 0
)
, and generic
real solution reads as S−1
(
0 1
−1 0
)
S with S ∈ GL(2,R). However, a perturbation of the
form
(−1 +  0
0 −1 + δ
)
(or anything else in its similarity class) with small real numbers
 6= δ does not admit a real square root. Over complex numbers it admits four roots(±i · √1−  0
0 ±i · √1− δ
)
none of which is real.
2.2 Remarks on degenerate matrices
Degenerate matrices are special. Such matrix might lack a square root even over the
field of complex numbers. Indeed, if a matrix has degenerate Jordan blocks of dimension
greater than one, its rank gets reduced by squaring since such Jordan blocks split into
degenerate blocks of smaller sizes. For example, the square of the two-dimensional Jordan
block with λ = 0 is zero. Therefore, a degenerate matrix which consists of one Jordan
block of maximal size does not have any square root at all. More generally, there would be
non-trivial combinatorial conditions on the canonical stucture for a square root to exist.
In principle, by the very interpretation, the two metrics must be non-degenerate, and
so too the g−1f matrix. However, in Ref. [8] a situation was considered when the fiducial
metric dynamically becomes degenerate which has been dubbed a determinant singularity.
Given above considerations, we see that the equations could have been evolved through
the singularity only due to the highly symmetric nature of the ansatz. In presence of
non-trivial Jordan blocks the matrix might cease to have any square root.
3 Reality and other physical requirements
Keeping the square root matrix real can be viewed as both too strong and too weak a
requirement. On one hand, with a purely imaginary matrix one can have a β2 model
with real action because it is quadratic in eigenvalues. On the other hand, having real
action is probably not the only physical requirement one can think of. We should rather
be interested in having a reasonable causal structure of the model. And it should always
be possible to consider perturbations around a given solution.
The physical and geometrical meaning of conditions for real square roots is thoroughly
discussed in the Ref. [9]. We will only present a few simple observations.
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3.1 Convex cones of Lorentzian structures
Even if negative eigenvalues go in pairs so that a real root exists, it readily fails under any
(infinitesimal) perturbation which separates the negative eigenvalues. Let us note that if
g−1f does have a negative eigenvalue λ = −c with c > 0, then the corresponding eigen-
vector lies in the kernel of c ·gµν +fµν matrix which gives a degenerate linear combination
of gµν and fµν with positive coefficients.
In other words, g−1f does not have a negative real eigenvalue if and only if the convex
cone of g and f in the vector space of matrices over the ordered field of real numbers does
not intersect with the hypersurface of degenerate matrices. If we want every element of
the convex cone to define a Lorentzian structure, then negative eigenvalues are prohibited.
3.2 Embedded light cones
We see that causal properties are tightly related with the algebraic structure of the matrix.
As a clear overshoot, let us require that one of the metrics has its light cone fully inside
the light cone of another. We wish to prove in this case that the matrix (g−1f)µν has a
timelike (with respect to both metrics) eigenvector with positive real eigenvalue.
Assume that the light cone of f lies inside that of g. Let us also take a g-spacelike
hypersurface of F1(x) ≡ gµνxµxν = const in the tangent space, see it as a hyperbolic line
on the Figure:
Consider another function, namely F2(x) ≡ fµνxµxν . It changes its sign while crossing
the light cone of f . Therefore, assuming everything is smooth and bounded, the function
F2(x) restricted to the hypersurface F1(x) = const reaches an extremal value somewhere
inside its intersection with the light cone of f . In other words, there is a point x∗ on
the surface at which the gradient ∂µF2 is normal to F1(x) = const. And therefore
∂µF2(x∗) = C · ∂µF1(x∗) with some C > 0.
The latter condition can be written explicitly as 2Cgµνx
ν
∗ = 2fµνx
ν
∗, and implies a
timelike eigenvector for g−1f since gαµfµνxν∗ = Cx
α
∗ .
3.3 Matrices and eigenvalues
There is an interesting problem with continuous freedom which has been pointed out in
Ref. [9]. If we consider a coordinate transformation x → x′, it is easy to see that the
matrix g−1f undergoes a similarity transformation. Therefore, similarity transfomations
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for those matrices can be interpreted as gauge transformations in the model, and the roots
with continuous freedom can be discarded as gauge symmetry violating [9].
However, if one looks closer at the action principle, the only thing we need are the
eigenvalues, not the matrices themselves. And the eigenvalues are not sensitive to simi-
larity transformations. Therefore, if one makes up a formulation of massive gravity which
deals directly with eigenvalues without components of the square root matrix, then the
argument from Ref. [9] is rebutted and all square roots are equally legitimate from the
viewpoint of gauge invariance.
Admittedly, any formulation which requires precise knowledge of eigenvalues seems
largely impractical. However, working with elementary symmetric polynomials might be
much simpler. We will come back to this point in section 5.
4 Perturbation theory in massive gravity
In the standard approach one uses perturbation theory in terms of matrices. In the
simplest set-up of weak gravity we have g−1f = I − H where H is a small perturbation
matrix. With the trivial choice of
√
I = I, the usual Taylor expansion works well giving
a nicely convergent series
√
I−H = I− 1
2
H− 1
8
H2 +O(H3). (2)
The working of equation (2) hinges upon commutativity of perturbation with the
background value of the square root. In less trivial situations, the task becomes more
complicated. In particular, if g−1η = M2 for some choice of the square root M at the
level of background solution then for linear perturbation we have an equation
δM ·M+M · δM = δ(g−1η) (3)
of Sylvester type. It works well if and only if the spectra of M and −M have empty
intersection [10]: precisely the case of absence of continuous freedom.
Otherwise the standard perturbation theory is totally ill defined.
5 Reformulation of massive gravity
As we have seen, we need to reformulate the model for better incorporation of the math-
ematical structures it has behind. On the other hand, phenomenological problems such
as the absence of reasonable cosmologies [11] in the simplest set-ups, also call for better
study of non-trivial square roots [12].
As we have already discussed, a natural idea would be to formulate the massive gravity
action (1) directly in terms of eigenvalues. Since eigenvalues are too complicated to find,
we have proposed [13] to work in terms of elementary symmetric polynomials.
The main problem is to relate the polynomials of a matrix M such that M2 = g−1η
with those of g−1η. The crucial fact is that the elementary symmetric polynimials are
coefficients of the characteristic polynomial:
det (M− λI) =
n∏
i=1
(λi − λ) =
n∑
i=0
(−λ)n−i · ei(M). (4)
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Then a simple observation
det
(M2 − λ2I) = det (M− λI) · det (M+ λI)
results in the desired relations∑
i+j=2k
(−1)iei(M)ej(M) = (−1)kek(M2). (5)
In four dimensions the explicit form of equations (5) is
e1(M2) = e21(M)− 2e2(M),
e2(M2) = e22(M)− 2e1(M)e3(M) + 2e4(M),
e3(M2) = e23(M)− 2e2(M)e4(M),
e4(M2) = e24(M).
In our formulation [13] the action (1) is interpreted as
S =
∫
dnx
√−g
(
R +m2
n∑
i=0
βiei
)
with ei being defined as solutions of the system (5) of quadratic equations:∑
i+j=2k
(−1)ieiej = (−1)kek(g−1η).
The non-uniqueness of the square root is now substituted by having several solutions
of equations (5). In particular, one can easily find all solutions [13] for the square root
of the unit matrix which are classified by how many eigenvalues of
√
I are equal to −1
instead of 1. The continuous freedom is luckily ignored by eigenvalues.
It is also clear from this construction that unusual roots break neither gauge invariance
nor global symmetries of a background spacetime (Lorentz, rotations, etc.).
5.1 Perturbation theory in the new approach
If the Jacobian of ei(M) −→ ei(M2) transformation in formula (5) is non-degenerate
at the background solution, then perturbations of e are easily found order by order in
perturbation theory. This is the case without continuous freedom, and in particular one
can easily reproduce the Fierz-Pauli limit of weak gravity [13] (if coefficients βi are such
that gµν = ηµν is a solution).
And even if perturbation does not commute with the background square root, our
method can be used very straightforwardly when only discrete freedom is present. Each
new level of perturbation theory requires solving a simple system of linear equations for
corrections to e.
For problematic roots the procedure is more complicated due to degeneracy of the
Jacobian. Let us assume we have taken
√
I =
(
1 0
0 −1
)
in two dimensions. It gives
e2 = −1 and e1 = 0 for the background.
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Equations (5) give e22 = e2(g
−1η) and e21 − 2e2 = e1(g−1η). Beyond the background
level of e1 = 0 we would have two solutions
e1 = ±
√
e1(g−1η)− 2
√
e2(g−1η)
where we have chosen the sign of e2 according to the background value.
We have two branches of solutions. The reason is very simple. Under generic pertur-
bation, two eigenvalues of I become unequal, and the sign of e1 depends on which one of
them is taken with plus (or minus) sign in
√
I.
In three dimensions there are three possible choices of one opposite sign eigenvalue
which gives three branches as we have explicitly shown in Ref. [14] having derived a cubic
equation for the first order correction to e1. In four dimensions there are unusual square
roots of unit matrix of two different types: with 1 + 3 and 2 + 2 signatures. The first case
has four branches of perturbations (choosing one eigenvalue out of four), and the second
has six (two out of four) [14].
Therefore, in our method we can successfully construct perturbations around problem-
atic roots. Note however that there are always several branches and the limit of H → 0
is not analytic as is obvious from the explicit solution for e1 in two dimensions, see also
our paper [14].
5.2 Split Fierz-Pauli structure
The structure of quadratic action is easily discussed in terms of eigenvalues of the per-
turbation matrix. Indeed, the Fierz-Pauli mass term m2(hµνh
µν − (hµµ)2) is given by
nothing but the second elementary symmetric polynomial of the perturbation matrix
e2(H) =
∑
i<j
λiλj.
For a non-standard
√
I we generically cannot find
√
I−H by Taylor expanding (let
alone the fact it is not well defined at all). However, there is a class of perturbations for
which it is possible. These are those which commute with
√
I. Let us better understand
their structure.
In any square root of I, we choose two complementary subspaces such that
√
I can be
represented in a suitable basis as
(
I O
O −I
)
, or
√
I = I⊕ (−I). If the perturbation matix
is block diagonal in the same basis, H = H1 ⊕H2, then
√
I and H do commute, and the
Taylor expansion works well.
If such is the case, the computation goes the standard way in two independent blocks,
and the quadratic action for weak gravity becomes
C1 · e2(H1) + C2 · e2(H2)
which is the sum of two Fierz-Pauli blocks.
In terms of the full matrix H, we have separation of its eigenvalues into two groups
and the quadratic action of the form
C1 ·
∑
i<j; i,j∈I−
λiλj + C2 ·
∑
i<j; i,j∈I+
λiλj.
In our method, this result is actually independent of validity of Taylor expansion. Indeed,
the right hand side of equations (5) for M2 = I −H depends only on eigenvalues of the
matrix H, and not on directions of its eigenvectors.
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Let us also formulate it another way around. The Taylor expansion with a given
perturbation H works well only if eigenspaces of √I were chosen appropriately. If such is
the case, the eigenvalues of
√
I−H coincide with those algebraically found from equations
(5) which always gives a well defined solution. We have explicitly checked this result [14]
by direct calculations in dimensions three and four.
6 Discussion and Conclusions
It remains to be seen whether unusual square roots could be phenomenologically interest-
ing, see also [12]. But it is obvious that they are a very important part of fundamental
understanding of massive gravity. As we have shown, they are not related with bad
pathologies such as gauge symmetry breaking, contrary to another claim in Ref. [9],
however it is not totally obvious that existing proofs of BD-ghost freedom apply to cases
when the language of matrices breaks down.
We conclude that the issue of unusual square roots should further be studied. From
the non-perturbative point of view, it is unnatural to discard them right away. In Ref. [9]
it was suggested to take one branch of the square root function for all eigenvalues. This
recipe might not even seem to be well-defined. It depends on the chosen branch cut for the
square root function. Generically, it is nothing but a common habit to have it along the
negative real half-axis. In principle, the position of the branch cut is a mere immaterial
convention. The Riemann surface is everywhere smooth except for the branching point.
However, in the context of massive gravity, we know that negative eigenvalues of g−1η are
problematic, and therefore this choice of the branch cut gets justified.
When a pair of eigenvalues of g−1η crosses the negative real half-axis, perturbations
are not well defined even in terms of the eigenvalues (if the reality condition for elementary
symmetric polynomials is imposed). Thus, the different branches of
√
λ should probably
be considered as different theories1.
If a pair of eigenvalues could be dynamically driven towards crossing the branch cut, it
would mark a breakdown of the model and require embedding massive (bimetric) gravity
into a somewhat more fundamental framework. Probably, there could be some quantum
protection mechanism similar to possible protection [15] against causal pathologies [16].
We conclude that many foundational issues of massive gravity do require further in-
vestigation.
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