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Resumo
O objetivo deste trabalho e´ apresentar uma noc¸a˜o geral sobre a Teoria dos Jogos, aplicando
os conceitos da a´rea na Biologia atrave´s de argumentos matema´ticos. Inicialmente, sera˜o
discutidos os principais conceitos e ideias de Teoria dos Jogos, mostrando aspectos como
estrutura, formas e meios de resolver um jogo. A seguir, apresentam-se estes conceitos sob
a perspectiva da Teoria dos Jogos Evoluciona´rios, com enfoque em situac¸o˜es de cooperac¸a˜o
e conflito entre seres vivos. Por fim, sera˜o apresentadas duas situac¸o˜es concretas de jogos
evoluciona´rios: Hawk-Dove e Jogo da Cac¸a.
Palavras-chave: Teoria de Jogos, equil´ıbrio de Nash, estrate´gia, payoff, jogos evolu-
ciona´rios.
Abstract
The goal of this paper is to present a general notion about Game Theory, applying the
concepts of this area in Biology. Initially, we discuss the main concepts and ideas of Game
Theory, showing aspects such as structure, ways and solutions of a game. After, we deal
with this concepts from the perspective of Evolutionary Game Theory, with focus in
situations of cooperation and conflict among individuals. Finally, two concrete situations
of biological problems will be presented: Hawk-Dove and hunt game.
Keywords: Game theory, Nash equilibrium, strategy, payoff, evolutionary games.
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8Introduc¸a˜o
No trabalho, em casa ou em qualquer lugar, estamos fadados a algumas escolhas
que nos afetam em grandes ou pequenas proporc¸o˜es. Seja em situac¸o˜es simples como o
tipo de ac¸u´car a por no cafe´, a cor da gravata; ou mesmo em situac¸o˜es mais complexas
como o melhor investimento para nosso capital, se vale a pena para uma empresa contratar
novos funciona´rios, ou mesmo se um pa´ıs resolve ou na˜o entrar em guerra.
Ha´ uma a´rea de estudos que busca a melhor soluc¸a˜o para todos estes tipos de
problemas, que e´ a Teoria do Jogos. Obviamente, o objetivo de criar uma a´rea de estudos
na˜o e´ encontrar a melhor roupa para ir em uma festa ou a melhor marca de vinho para
comprar no mercado. Na˜o que ela na˜o ajude nestas circunstaˆncias, mas o ponto e´ que a
Teoria dos Jogos visa resolver situac¸o˜es muito mais complexas e delicadas que envolvem
muito mais do que uma simples escolha.
De acordo com K. Dutta (2001), a Teoria dos Jogos e´ uma teoria matema´tica
criada para modelar fenoˆmenos que podem ser observados quando dois ou mais agentes
de decisa˜o interagem entre si. Ela fornece a linguagem para a descric¸a˜o de processos de
decisa˜o conscientes e objetivos envolvendo mais do que um indiv´ıduo.
No primeiro cap´ıtulo deste trabalho, veremos alguns conceitos ba´sicos da a´rea e
como esses conceitos aplicam-se a diversas situac¸o˜es. Alguns elementos sa˜o essenciais para
a estruturac¸a˜o do modelo matema´tico de um jogo. Entre eles, vamos destacar jogadores,
estrate´gia e recompensa.
Neste mesmo cap´ıtulo, sera˜o apresentadas tambe´m noc¸o˜es importantes para a
resoluc¸a˜o de um jogo. Primeiro, mostraremos as formas de um jogo, ou seja, maneiras
pelas quais podemos representa´-lo. Em seguida, abordaremos os dois principais me´todos
de resoluc¸a˜o de um jogo, que sa˜o a noc¸a˜o de Estrate´gia Dominante e Equil´ıbrio de Nash.
Por fim, tambe´m sera´ discutido sobre Estrate´gia Mista, e como esse tipo de estrate´gia
pode ser adotada em um jogo.
No segundo cap´ıtulo, discutiremos a Teoria dos Jogos Evoluciona´rios, que e´ uma
aplicac¸a˜o da Teoria dos Jogos na Biologia. De acordo com Hammerstein e Selten(1994), o
intuito do estudo da Teoria do Jogos na Teoria da Selec¸a˜o Natural e´ a ana´lise do conflito
e cooperac¸a˜o em animais e plantas. A estrutura destes tipos de jogos apresenta-se de
uma forma diferente. Nesta aplicac¸a˜o, a Teoria dos Jogos na˜o assume que os jogadores
comportam-se de maneira racional, mas sim na ideia de que o processo de selec¸a˜o natural
Darwiniano conduz organismos na direc¸a˜o da otimizac¸a˜o de sucessos reprodutivos.
Neste cap´ıtulo, tambe´m sera˜o retomados alguns conceitos do Cap´ıtulo 1 sob uma
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perspectiva mais aplicada a` Biologia. Outros conceitos sera˜o introduzidos, como o de
Estabilidade Evoluciona´ria e Pontos de Equil´ıbrio, que servira˜o de base para equacionar
e avaliar um Jogo Evoluciona´rio.
Ja´ no Cap´ıtulo 3, sera˜o apresentadas duas situac¸o˜es de Jogos Evoluciona´rios,
aplicando os conceitos vistos nos cap´ıtulos anteriores. Primeiro, veremos o jogo Hawk-
Dove, que e´ um jogo no qual indiv´ıduos de uma espe´cie entram em conflito. Segundo,
o Jogo da Cac¸a, que e´ uma situac¸a˜o de cooperac¸a˜o entre indiv´ıduos de uma mesma
populac¸a˜o.
Desta forma, pode-se desenvolver uma ana´lise sobre a Teoria de Selec¸a˜o Natural
utilizando toda a bagagem sobre a Teoria dos Jogos de uma forma matema´tica, utilizando
de conceitos ja´ desenvolvidos e alterando outros. Fazer essa contextualizac¸a˜o entre essas
a´reas e´ uma forma de interrelacionar o conhecimento e buscar novas perspectivas para
problemas existentes e assim, otimizar as soluc¸o˜es.
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1 Aspectos Gerais
A Teoria dos Jogos possui aplicac¸o˜es em diversas a´reas do conhecimento, entre as
quais Economia, Pol´ıtica, Estat´ıstica, Esportes, e tambe´m Biologia. Neste cap´ıtulo, vamos
apresentar aspectos histo´ricos sobre a a´rea, bem como definic¸a˜o de um jogo, jogadores,
estrate´gias, recompensas, ou seja, os elementos necessa´rios para uma discussa˜o posterior.
1.1 Aspectos Histo´ricos
As primeiras pesquisas sobre a Teoria dos Jogos surgiram na de´cada de 1830,
sendo o franceˆs Augustin Cournot e o ingleˆs Francis Edgeworth os grandes pioneiros do
estudo da a´rea. De acordo com K. Dutta (2001), ambos economistas buscavam uma
ana´lise de competic¸o˜es imperfeitas de mercado, Cournot analisou um problema de oli-
gopo´lio e empregou um me´todo de ana´lise que hoje e´ um caso especial de um conceito
muito usado da Teoria dos Jogos Moderna.
Um grande avanc¸o foi o estudo do jogo de xadrez por E. Zermelo em 1913. De
acordo com K. Dutta (2001), Zermelo tambe´m foi pioneiro de uma te´cnica de resoluc¸a˜o
de certos jogos que hoje e´ conhecida como Jogos Reversos.
Um trabalho importante em tempos mais modernos foi o artigo de John von Neu-
mann, publicado em 1928. Como grande consequeˆncia desse artigo, John von Neumann
juntamente com Oskar Morgenstern escreveram um importante livro da a´rea, cujo t´ıtulo
e´ “Theory Games and Economic Behavior”(1944).
De acordo com K. Dutta (2001), neste livro os dois fizeram uma grande contri-
buic¸a˜o para a formalizac¸a˜o do conceito de jogo. Primeiro, eles deram uma base axioma´tica
a` teoria da utilidade, uma teoria que explica o que os jogadores obteˆm ao jogar um jogo.
Ademais, eles caracterizaram o que se chama de jogos de soma zero, ou seja, um jogo de
dois jogadores no qual um ganha se e somente se o outro perde. Terceiro, eles introduziram
uma versa˜o de jogos chamada jogos cooperativos.
O pro´ximo grande avanc¸o foi devido ao matema´tico John Nash, em 1950, intro-
duzindo um conceito de soluc¸a˜o muito usado na Teoria dos Jogos Moderna. Esse conceito,
chamado de Equil´ıbrio de Nash, e´ um dos mais importantes da teoria e foi muito influente
para construc¸a˜o da teoria atual.
Em 1994, John Forbes Nash Jr, John Har-sanyi e Reinhard Selten receberam o
preˆmio Nobel por suas contribuicoˆes para a Teoria dos Jogos. De acordo com K. Dutta
(2001) eles generalizaram a ideia de Equil´ıbrio de Nash para jogos dinaˆmicos, definindo
como o jogo desdobra-se sequencialmente ao longo do tempo.
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Atualmente, diversas a´reas de estudo utilizam da Teoria dos Jogos para resolver
seus problemas, tal qual a Biologia, Pol´ıtica, Economia e Estat´ıstica. Cada vez mais a
Teoria dos Jogos vem contribuindo com novos conceitos e formas de solucionar problemas.
1.2 Constituic¸a˜o de um Jogo
O objetivo de realizar um estudo na Teoria dos Jogos e´ desenvolver uma ana´lise
de situac¸o˜es de conflito e cooperac¸a˜o numa situac¸a˜o qualquer. Nesse sentido, a Teoria
dos Jogos busca modelar alguns fenoˆmenos observados sob uma forma que possibilite um
melhor aproveitamento, pelo menos, por uma das partes participantes do evento.
Inicialmente, vamos caracterizar o que e´ um jogo sob o ponto de vista desta
teoria. Este conceito pode, por vezes, sofrer va´rias modificac¸o˜es e variac¸o˜es dependendo
de suas aplicac¸o˜es, no entanto sua esseˆncia nunca se altera. Em seguida, apresentamos os
princ´ıpios de um jogo e suas estruturas mais atoˆmicas.
Num jogo deve haver algo ou algue´m que desenrole o andamento, que construa
as relac¸o˜es. Desta forma, cada participante de um jogo e´ denominado como jogador e o
conjunto de jogadores e´ o que se chama de grupo de jogadores. Ele que e´ o responsa´vel
pela escolha das estrate´gias e formac¸a˜o dos racioc´ınios. E´ o jogador tambe´m quem vai ser
o beneficiado ou prejudicado com o resultado do jogo.
Ha´ um objetivo em entrar num jogo dentro da Teoria dos Jogos, ha´ algo que se
almeja. Ningue´m, nem algo, simplesmente joga um jogo sem um objetivo, sem algo a
se obter. De acordo com K. Dutta (2001), denomina-se como recompensa(payoff ) como
objeto de desejo do jogo, ou como significa a pro´pria palavra: a recompensa.
Os jogadores vivem em umu meio ou uma situac¸a˜o, e de alguma forma eles
possuem relac¸o˜es que os fazem participar do jogo. Essas relac¸o˜es se da˜o de diferentes
formas, a primeira seria a interac¸a˜o. Para estar no jogo eles teˆm que realizar ac¸o˜es, e
estas ac¸o˜es va˜o ter consequeˆncias diretas sobre os outros jogadores. Desta forma, de
acordo com K. Dutta (2001), uma interac¸a˜o e´ toda ac¸a˜o que um determindado jogador
faz que de alguma forma va´ afetar os demais jogadores.
Cada jogador deve desenvolver sua jogada da melhor forma, de modo que con-
siga as melhores recompensas. Para isso ele deve desenvolver uma se´rie de racioc´ınios e
considerac¸o˜es que dara˜o suporte a` sua decisa˜o, e isso e´ o que se chama de estratate´gia do
jogo.
Dentro do jogo ha´ va´rias ac¸o˜es a serem tomadas. Atrave´s da estrate´gia pode-se
direcionar as ac¸o˜es para se obter as recompensas. Partindo do princ´ıpio que se deseja
obter as melhores recompensas poss´ıveis, deve-se utilizar a melhor estrate´gia poss´ıvel e
denomina-se como racioc´ınio a melhor ac¸a˜o a ser tomada no jogo.
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Claro que um jogo pode variar muito de situac¸a˜o para situac¸a˜o, no entanto es-
ses aspectos comentados ate´ agora sa˜o os alicerces que possibilitam que haja todo um
desenvolvimento da Teoria dos Jogos.
Exemplo 1.2.1. Duas empresas no mercado que vendem sabonetes. A Empresa A vendia
sabonetes com cheiro de eucalipto e ocupava 40% do mercado de vendas da a´rea enquanto
a Empresa B vendia sabonetes com cheiro de lavanda e ocupava 60% do mercado do
produto.
A Empresa A resolveu parar de produzir sabonetes com cheiro de eucalipto e
passou a vender sabonetes com cheiro de lavanda enquanto a Empresa B continuou na
produc¸a˜o de sabonetes de lavanda.
Como consequeˆncia da ac¸a˜o das duas empresas, o domı´nio de mercado da a´rea
passou a ser de 50% para cada uma das empresas.
Neste exemplo temos uma situac¸a˜o de competic¸a˜o entre duas empresas pelo mer-
cado de venda de sabonetes. Note que temos como jogadores a Empresa A e a Empresa
B e cada uma delas podia desenvolver duas estrate´gias: investir num novo produto ou
permanecer com o produto inicial. Cada estrate´gia e´ uma interac¸a˜o e o racioc´ınio para a
Empresa A foi o de investir num novo tipo do produto, pois acabou acarretando a maior
recompensa, que foi o aumento do domı´nio de mercado.
Uma considerac¸a˜o muito importante que estamos assumindo nesses exemplos
iniciais e´ o comum conhecimento, ou seja, assume-se que todos os participantes tenham
o conhecimento sobre as regras do jogo, e que nenhum jogador possua vantagem de saber
de regras que demais jogadores na˜o saibam. Claro que podem ocorrer situac¸o˜es nas quais
algum jogador possa ter mais estrate´gias ou recompensas maiores, no entanto o comum
conhecimento se refere ao fato de todos os jogadores estarem cientes do que podem ou
na˜o fazer, bem como de que todas as informac¸o˜es necessa´rias para a realizac¸a˜o do jogo
estejam expostas. Outro exemplo, que e´ bem conhecido, e´ o Dilema do Prisioneiro que
expomos a seguir:
Exemplo 1.2.2. Dilema do prisioneiro Imagine dois prisioneiros, Arnaldo e Ber-
naldo, que sa˜o acusados de um crime. A pol´ıcia na˜o possui provas suficientes para afir-
mar que um deles e´ o culpado, pore´m tem certeza que um dos dois e´ o criminoso. Desta
forma, tera´ que solucionar o caso apenas com o testemunho dos dois acusados. Cada um
sera´ interrogado separadamente sem saber o que o outro ira´ falar e possuem duas opc¸o˜es:
confessar o crime ou se manter em sileˆncio.
Para encontrar uma soluc¸a˜o para este caso, a pol´ıcia fez a seguinte proposta: se
os dois confessarem o crime, ambos ira˜o pegar 5 anos de prisa˜o cada; se um confessar e o
outro permanecer em sileˆncio, o que confessou saira´ livre e sua confissa˜o sera´ usada para
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sentencionar o outro prisioneiro que pegara´ 15 anos de prisa˜o; se os dois permanecerem
em sileˆncio, cada um pega 1 ano de prisa˜o;
Observe a tabela abaixo:
Arnaldo / Bernaldo SILEˆNCIO CONFESSAR
SILEˆNCIO (-1, -1) (-15, 0)
CONFESSAR (0, -15) (-5, -5)
Assumindo que Bernaldo confessou, verifica-se que Arnaldo tera´ a maior recom-
pensa se confessar(pois 5 anos de prisa˜o e´ melhor do que 15). Por outro lado, se Bernaldo
permanecer em sileˆncio, a melhor estrate´gia para Arnaldo e´ tambe´m confessar (pois ne-
nhum ano de prisa˜o e´ melhor do que 1). Desta forma, independente da estrate´gia adotada
por Bernaldo, a melhor estrate´gia para Arnaldo e´ confessar, pois dessa forma ele obtera´
uma melhor recompensa.
De forma ana´loga, para Bernaldo, a melhor soluc¸a˜o tambe´m seria confessar. Neste
jogo a estrate´gia confessar caracteriza uma estrate´gia dominante. Veremos esse conceito
mais a frente com mais detalhes.
1.3 Jogadores
Em todo jogo dentro da Teoria dos Jogos e´ necessa´rio ter algue´m ou algo que
desenvolva o jogo, que fac¸a o jogo acontecer, que va´ desenvolver as ac¸o˜es, que va´ receber
as recompensas, enfim, que va´ jogar o jogo. Como ja´ discutido anteriormente, denomina-se
como jogador quem for realizar as ac¸o˜es e fazer o jogo acontecer.
Ao se analisar a pro´pria palavra “jogador”a primeira ideia que se vem em mente
e´ de algue´m que va´ realizar uma disputa com algum outro jogador com o objetivo de
ganhar algo. Dentro da Teoria dos Jogos na˜o se pensa desta forma, a ideia do ser que e´
o jogador e´ muito mais ampla e pode ser reconfigurada conforme a necessidade.
E´ comum pensarmos nos jogadores como duas ou mais pessoas que esta˜o em
uma competic¸a˜o qualquer. No entanto, a definic¸a˜o de jogador para a Teoria do Jogos e´
mais ampla, e pode ser considerada em muitos outros aspectos. Por exemplo, dentro da
Economia, os jogadores podem ser empresas, firmas ou instituic¸o˜es que de alguma forma
enquadram-se dentro dos conceitos de um jogo. Na Pol´ıtica, normalmente os jogadores
concretizam-se como pa´ıses, estados ou cidades. Na Biologia, ainda, pode-se pensar no
jogador como sendo um ser vivo ou uma populac¸a˜o de determinada espe´cie, que possui
uma certa caracter´ıstica herdada de seus descendentes.
De acordo com K. Dutta (2001), pode-se ainda pensar em um u´nico jogador como
sendo uma coletividade, como por exemplo, treˆs pa´ıses que entram em guerra contra outros
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dois; neste caso, cada grupo de pa´ıses representa um jogador. Em outros casos, pode-se
ainda ter va´rios jogadores que disputam entre si de forma competitiva, como por exemplo
cinco empresas que querem ganhar mercado para o seu produto.
Assim, desde que na˜o se perca a sua esseˆncia, o conceito de jogador pode ser
ampliado conforme a necessidade, de forma a se adequar a`s situac¸o˜es. E´ o jogador quem
vai determinar o destino do jogo, desta forma, definir o que vai ser o jogador dentro do
contexto e´ essencial para o desenvolvimento do jogo.
1.4 Estrate´gias
Dentro de um jogo, cada jogador tem ac¸o˜es a serem realizadas que podem levar
a diferentes resultados, cada uma destas ac¸o˜es denomina-se como uma estrate´gia. Cada
jogador tem interesse ou prefereˆncias para cada situac¸a˜o no jogo, em termos matema´ticos,
cada jogador tem uma func¸a˜o utilidade que atribui um nu´mero real a cada situac¸a˜o do
jogo.
Dificilmente um jogador tera´ apenas uma u´nica estrate´gia, geralmente ele possui
um conjunto de estrate´gias. O objetivo de um jogo e´ o de encontrar a estrate´gia que va´
trazer as melhores recompensas ou, no mı´nimo, reduzir as perdas.
Uma estrate´gia pode ser dominada ou dominante. Uma estrate´gia dominante
seria aquela que sempre vai ser a melhor resposta contra qualquer estrate´gia do jogador
oponente. Em contrapartida, uma estrate´gia dominada sempre vai ser a pior resposta
contra qualquer estrate´gia do oponete. Estes dois conceitos sera˜o vistos com mais clareza
a frente.
1.5 Recompensa
Falar de um jogo dentro da Teoria dos Jogos e´ falar de uma situac¸a˜o de competic¸a˜o
ou cooperac¸a˜o com um objetivo espec´ıfico. Um jogo na˜o ocorre apenas por acontecer, ele
precisa de algo que deˆ fundamentac¸a˜o, um objetivo para os jogadores. De acordo com
K. Dutta (2001), denomina-se recompensa (payoff ) ao benef´ıcio obtido por cada jogador
como resultado das estrate´gias escolhidas pelos jogadores. Veremos posteriormente que a
recompensa e´ representada por meio de uma func¸a˜o, denominada utilidade.
Em Teoria de Jogos, podemos pensar na recompensa de formas diversas. Numa
situac¸a˜o entre duas empresas competindo pelo mercado de determinado produto, o payoff
pode ser estabelecido como proporc¸a˜o de domı´nio do produto no mercado. Em uma
guerra, podemos pensar na recompensa como a vito´ria sobre os inimigos ou ate´ mesmo
o menor custo necessa´rio para vencer. Na Biologia, em uma competic¸a˜o por alimento
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entre determinados indiv´ıduos de uma mesma espe´cie, os payoffs podem ser vistos como
a frac¸a˜o de alimento obtida.
Na˜o ha´ uma regra para determinar as recompensas de um jogo, elas sa˜o esta-
belecidas de acordo com a situac¸a˜o. No Exemplo 1.2.1, a recompensa era o domı´nio do
mercado enquanto que no Exemplo 1.2.2 era o tempo de prisa˜o de cada acusado. Este
conceito pode ser modificado de acordo com o campo de estudo no qual se esta´ aplicando
a Teoria dos Jogos, se adequando de uma forma mais espec´ıfica, conforme as necessidades.
1.6 Notac¸o˜es
Ate´ o momento foram apresentados diversos conceitos e ideias fundamentais para
a compreensa˜o da Teoria dos Jogos. Pra uma melhor formalizac¸a˜o, sera˜o apresentadas
algumas notac¸o˜es que utilizaremos daqui para frente.
Jogador: Quando na˜o especificado de forma diferente, o conjunto dos n jogadores
de um jogo sera´ dado por J = {1, 2, 3, . . . , n}, para n ≥ 2.
Estrate´gias: Dado i ∈ J , denotamos por si uma estrate´gia gene´rica jogada pelo
jogador i.
Conjunto de poss´ıveis estrate´gias: Dado i ∈ J , Si representa o conjunto de
todas as estrate´gias do jogador i.
Perfil de estrate´gia pura: Em um jogo com n jogadores, um perfil de es-
trate´gias puras sera´ um vetor s = (s1, s2, ..., sn) que representa uma configurac¸a˜o de
poss´ıveis estrate´gias escolhidas pelos jogadores.
Conjunto de todas as estrate´gias de um jogo: Em um jogo com n jogadores,
S = S1×S2×. . .×Sn representa o produto cartesiano de todos os conjuntos de estrate´gias,
e assim, S conte´m todos os perfis de estrate´gias puras.
Payoff do Jogador i: Tambe´m conhecida como func¸a˜o utilidade, a func¸a˜o
Ui : S → R com s 7→ Ui(s) associa a cada perfil de estrate´gias puras um nu´mero real, que
representa o payoff do jogador i quando e´ escolhido o perfil de estrate´gias s.
Perfil de estrate´gia pura sem do jogador i: Quando falamos de um perfil
de estrate´gias que na˜o inclua o jogador i, utilizamos a notac¸a˜o s−i.
Exemplo 1.6.1. Considere dois jogadores: Maria(Jogador 1) e Joa˜o(Jogador 2). Supo-
nha que Maria possui duas estrate´gias poss´ıveis: Alto(A) e Baixo(B) e o Joa˜o possua duas
estrate´gias: Direita(D) e Esquerda(E). Observe a tabela do jogo com os seguinte payoffs:
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Maria / Joa˜o B D E
A (1,3) (4,2)
B (1,0) (3,2)
As estrate´gias de Maria sa˜o s1 = A e s2 = B e as estrate´gias do Joa˜o sa˜o r1 =
D e r2 = E, e assim S1 = {A, B} e S2 = {D, E}. Por fim, temos os seguintes payoffs:
U(A,D) = (1,3), U(A,E) = (4,2), U(B,D) = (1,0) e U(B,E) = (3,2).
Agora, observe tambe´m o exemplo 1.2.2. Note que temos dois jogadores, Arnaldo
(representaremos por A) e Bernaldo (representaremos por B). Cada um deles possui duas
estrate´gias, portanto, SA = {confessar, sileˆncio} e SB = {confessar, sileˆncio}. Logo, temos
o conjunto de todas as estrate´gias de um jogo S = {(confessar, confessar), (confessar,
sileˆncio), (sileˆncio, confessar), (sileˆncio, na˜o confessar)}.
Perceba tambe´m que para Arnaldo temos os seguintes payoffs : UA(confessar,
confessar) = -5; UA(sileˆncio, confessar) = -15; UA(confessar, sileˆncio) = 0; UA(sileˆncio,
sileˆncio) = -1. De forma semelhante, temos os payoffs de Bernaldo: UA(confessar, confes-
sar) = -5; UA(sileˆncio, confessar) = 0; UA(confessar, sileˆncio) = -15; UA(sileˆncio, sileˆncio)
= -1.
1.7 Formas de um Jogo
Ate´ enta˜o foi visto uma noc¸a˜o geral do que e´ um jogo dentro da Teoria dos
Jogos. A partir daqui sera´ visto alguns conceitos e noc¸o˜es de suma importaˆncia para o
desenvolvimento do jogo.
Tratando o jogo como o objeto de estudo, ha´ a necessidade de se buscar visualiza´-
lo de modo que maximize a ana´lise, facilitando o entendimento da situac¸a˜o. Logo, existem
basicamente duas formas de se representar um jogo, sa˜o elas: Forma Normal e Forma
Extensiva.
1.7.1 Forma Normal
A Forma Normal, ou Forma Estrate´gica, se caracteriza por uma representac¸a˜o
simples de um jogo atrave´s de uma tabela de informac¸o˜es. Este e´ um meio comumente
utilizado, uma vez que e´ simples, direto e consegue armazenar muita informac¸a˜o.
A grande vantagem da Forma Normal e´ sua facilidade de analisar a situac¸a˜o. Ao
momento que os dados ficam organizados na forma de tabelas, se torna fa´cil identifica´-los.
A disposic¸a˜o em colunas e linhas consegue ainda organizar as ideias associadas a cada
jogador.
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Sendo uma forma simples e pra´tica de representar um jogo, na Forma Normal
um jogador ira´ representar as linhas e o outro as colunas. Deste modo, cada estrate´gia
de cada jogador sera´ representada por uma linha/coluna da tabela.
Por exemplo, considere um jogo com dois jogadores: Jogador A e Jogador B.
Cada jogador possui duas estrate´gias: X e Y. Observe a tabela abaixo:
Jogador A / Jogador B X Y
X (0,3) (4,2)
Y (5,1) (1,1)
Deste modo, representamos os payoffs como sendo as instersecc¸o˜es das linhas com
as colunas, neste caso se o Jogador A utilizar da estrate´gia X e o Jogador B utilizar da
estratre´gia Y, temos o payoff de (4,2), que significa que o Jogador A tera´ recompensa de
4 e o Jogador B de 2.
Ainda, se o Jogador A utilizar a estrate´gia X e o Jogador B utilizar a estrate´gia
X, temos a recompensa de (0,3). De forma ana´loga, consegue-se visualizar facilmente os
payoffs de todas as estrate´gias dos jogadores.
Exemplo 1.7.1. Joa˜o e Maria esta˜o em um jogo no qual cada um escreve um nu´mero
em um papel e depois fazem a soma dos dois valores. Na hora de escolher seus nu´meros,
eles na˜o sabem o nu´mero que o outro jogador esta´ escrevendo. Joa˜o pode escolher apenas
dois nu´meros: 1 e 2, e Maria pode escolher treˆs nu´meros: 1, 2 e 3. Ao final, se a soma
der par, Joa˜o ganha o jogo e se a soma der ı´mpar, Maria ganha o jogo. Considere como
10 o payoff de ganhar o jogo e 0 o payoff de perder o jogo.
Maria / Joa˜o 1 2
1 (0,10) (10,0)
2 (10,0) (0,10)
3 (0,10) (10,0)
Perceba que para Maria, na˜o faz diferenc¸a o nu´mero que ela escolher, porque
independente do valor que escrever no papel, ela sempre vai ter 50% de chance de ganhar
o jogo. Agora, para Joa˜o, vale a pena optar pelo nu´mero 2, no qual possui maiores chances
de vencer.
A partir deste exemplo, note o quanto facilita a organizac¸a˜o de um jogo na forma
de tabela. Pode-se organizar os dados e retirar as informac¸o˜es de forma muito mais fa´cil
e pra´tica.
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1.7.2 Forma Extensiva
Enquanto a Forma Normal e´ mais objetiva e de fa´cil interpretac¸a˜o, a Forma
Extensiva e´ mais visual e dinaˆmica.
Basicamente, a Forma Extensiva seria um modo de avaliar o problema atrave´s de
“a´rvores”. O jogo comec¸a com uma raiz e cada estrate´gia que surge a partir desta raiz
e´ representada por um ramo que sai da raiz. Para cada ramo da a´rvore, pode haver um
no´ de decisa˜o, onde pode ter mais ramos. As recompensas se encontram no u´ltimo no´
de cada ramo.
Pode-se ter a Forma Extensiva para dois ou mais jogadores. Basicamente, ela e´
usada em duas situac¸o˜es, primeiro nos casos em que os dois jogadores escolhem ao mesmo
tempo, e segundo quando ocorre de um jogador realizar sua jogada e depois o jogador
seguinte realiza a jogada seguinte.
Tome o exemplo 1.7.1 na forma extensiva e perceba a diferenc¸a.
1.8 Estrate´gias Dominantes
O conceito de estrate´gias dominantes e´ muito importante na a´rea de Teoria dos
Jogos. Ele possibilita uma melhor ana´lise da situac¸a˜o de forma a maximizar o payoff.
Definic¸a˜o 1.8.1. Uma estrate´gia s′i e´ fortemente dominante (ou estritamente dominante)
sobre todas as demais estrate´gias de um jogador i se o payoff de jogar s′i for estritamente
maior que o payoff de qualquer outra estrate´gia si do jogador i. Em outras palavras, para
todo si e todo s−i
Ui(s
′
i, s−i) > Ui(si, s−i).
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Desta forma, pode-se perceber que a estrate´gia estritamente dominante sempre
vai levar a um payoff ma´ximo poss´ıvel, ou seja, ela sempre vai ser a melhor resposta de um
jogo. De uma forma semelhante, definimos tambe´m o que e´ uma estrate´gia dominante.
Definic¸a˜o 1.8.2. Uma estrate´gia s′i e´ dominante sobre todas as demais estrate´gias de um
jogador i se o payoff de jogar s′i for estritamente maior que o payoff de qualquer outra
estrate´gia si do jogador i. Em outras palavras, para todo si e todo s−i
Ui(s
′
i, s−i) ≥ Ui(si, s−i).
Basicamente o objetivo de definir uma estrate´gia estritamente dominante e´ o de
encontrar uma estrate´gia que va´ obter as melhores recompensas. Tambe´m e´ preciso frisar
que nem sempre ocorre de haver uma estrate´gia estritamente dominante, na verdade, em
grande parte dos casos isso na˜o ocorre e se deve buscar meios diferentes de tentar resolver
o jogo.
Outro conceito que esta´ bem atrelado a noc¸a˜o de estrate´gia dominante e´ o de
melhor resposta.
Definic¸a˜o 1.8.3. Uma estrate´gia s′i e´ a melhor resposta dentro de um vetor de estrate´gias
s′−i dos demais jogadores se para todo si
Ui(s
′
i, s
′
−i) ≥ Ui(si, s−i).
De forma semelhante, define-se as estrate´gia dominadas, das quais sa˜o as es-
trate´gias que levam aos menores payoffs.
Definic¸a˜o 1.8.4. Uma estrate´gia s′i e´ dominada sobre todas as demais estrate´gias de
um jogador i se o payoff de jogar s′i for menor ou igual que o payoff de qualquer outra
estrate´gia si do jogador i. Em outras palavras,
U(s′i, s−i) < U(si, s−i).
Definic¸a˜o 1.8.5. Uma estrate´gia s′i e´ fracamente dominada sobre todas as demais es-
trate´gias de um jogador i se o payoff de jogar s′i for menor ou igual que o payoff de
qualquer outra estrate´gia si do jogador i. Em outras palavras,
U(s′i, s−i) ≤ U(si, s−i).
De mesma forma que se deve sempre jogar uma estrate´gia estritamente domi-
nante, nunca se deve jogar uma estrate´gia dominada. As estrate´gias dominadas sempre
levam aos piores payoffs ou no ma´ximo a algum payoff igual ao de outra estrate´gia.
Sempre que ocorrer o reconhecimento de uma estrate´gia dominada, deve-se elimina´-la do
jogo.
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Por mais simples que sejam estas duas definic¸o˜es, elas sa˜o de extrema importaˆncia
dentro de um jogo. Elas levam ao principal me´todo de buscar a melhor resposta, que e´
uma te´cnica de exclusa˜o. Essa te´cnica e´ muito simples e e´ um meio fa´cil e ra´pido de
avaliar um jogo. E´ importante frisar que o jogo deve estar na Forma Normal para que se
consiga fazer esse me´todo de eliminac¸a˜o.
Basicamente a te´cnica da exclusa˜o consiste em analisar o jogo e identificar(se
houver) as estrate´gias estritamente dominantes e as estrate´gias dominadas. Para jogos
com estrate´gias estritamente dominantes a melhor resposta ja´ esta´ definida e na˜o ha´
muito que fazer. Em jogos com estrate´gias dominadas, o me´todo consiste em eliminar
as estrate´gias dominadas e reavaliar o jogo a partir de uma nova tabela sem a estrate´gia
dominada.
Exemplo 1.8.1. Observe a seguinte tabela de recompensas de um jogo qualquer com dois
jogadores: Jogador A e Jogador B:
Jogador A / Jogador B R S T
X (0,3) (3,2) (2,7)
Y (0,4) (2,2) (1,4)
Z (1,3) (3,3) (4,5)
Para melhor facilitar a ana´lise da tabela, comumente se destaca a melhor es-
trate´gia de um jogador i perante determinada estrate´gia de um jogador i−1. Por exemplo,
se o Jogador B fosse jogar R, a melhor estrate´gia para o Jogador A seria Z e assim se des-
taca na tabela a recompensa (1,3). Isso auxilia na hora de fazer a ana´lise para encontrar
as estrate´gias estritamente dominantes e as estrate´gias dominadas.
Fazendo isto com todas as demais estrate´gias dos dois jogadores, obtemos a se-
guinte tabela:
Jogador A / Jogador B R S T
X (0,3) (3,2) (2,7)
Y (0,4) (2,2) (1,4)
Z (1,3) (3,3) (4,5)
Observe que em alguns casos pode-se destacar mais de um elemento, e isso ocorre
em casos de igualdade de payoff. Pode-se perceber no caso do Jogador A jogar Y, no
qual para o Jogador B ha´ dois valores iguais que na˜o va˜o determinar uma estrate´gia
estritamente dominante, pore´m auxiliam para encontrar um estrate´gia dominada.
Note que na˜o ha´ estrate´gias estritamente dominantes para nenhum dos dois jo-
gadores, portanto, deve-se analisar as estrate´gias dominadas e elimina´-las. Basicamente
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isso se faz eliminando as estrate´gias que na˜o receberam marcac¸a˜o. Para o Jogador A se
elimina a estrate´gia Y e para o Jogador B elimina-se a estrate´gia S. Logo, segue a nova
tabela de recompensas:
Jogador A / Jogador B R T
X (0,3) (2,7)
Z (1,3) (4,5)
Agora com a nova tabela de recompensas, pode-se fazer uma nova ana´lise. Per-
ceba que nesta nova tabela consegue-se encontrar estrate´gias dominantes. Para o Jogador
A a estrate´gia dominante seria Z e para o Jogador B a estrate´gia seria T.
Atrave´s deste exemplo pode-se perceber a importaˆncia de saber analisar a tabela
de recompensas e em como reduzi-la pode facilitar para o encontro de uma melhor es-
trate´gia. Pore´m, nem sempre e´ poss´ıvel encontrar uma melhor estrate´gia dentro de um
jogo. Ha´ casos no qual na˜o ha´ uma melhor resposta. Observe o exemplo abaixo:
Exemplo 1.8.2. Guerra dos Sexos: Um casal resolve sair de casa no sa´bado a noite,
o homem quer ir ao futebol e a mulher quer ir ao ballet, de forma que se tenha a seguinte
matriz de recompensas:
Homem / Mulher Futebol Ballet
Futebol (2,1) (0,0)
Ballet (0,0) (1,2)
Destacando as estrate´gias na tabela obtem-se:
Homem / Mulher Futebol Ballet
Futebol (2,1) (0,0)
Ballet (0,0) (1,2)
Observe que na˜o ha´ nenhuma estrate´gia estritamente dominante e na˜o ha´ ne-
nhuma estrate´gia estritamente dominada. Apenas com estas informac¸o˜es na˜o ha´ muito o
que se fazer nesse caso. Sa˜o jogos sem soluc¸a˜o.
Algumas situac¸o˜es dentro da Teoria dos Jogos ocorrem com uma frequeˆncia maior
e ate´ recebem identificac¸o˜es. Esse exemplo e´ bem conhecido como Guerra dos Sexos
e e´ relacionado a algum jogo que na˜o possui soluc¸a˜o e se enquadra com uma estrutura
semelhante a do exemplo acima.
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1.9 Equil´ıbrio de Nash
Como visto, as estrate´gias dominantes e dominadas servem para maximizar o
payoff e encontrar a melhor resposta dentro de um jogo. Estes conceitos tambe´m servem
para encontrar o Equil´ıbrio de Nash, que seria como se fosse um ponto de equil´ıbrio, uma
soluc¸a˜o no qual se busca uma resposta que satisfac¸a a todos os jogadores.
Imagine que voceˆ esteja jogando um jogo com uma estrate´gia B que e´ dominada
por outra estrate´gia A. E´ fa´cil perceber que a melhor resposta neste jogo seria a estrate´gia
A. Agora, utilizando o Equil´ıbrio de Nash na˜o se precisa necessariamente saber que jogar
A e´ melhor do que B contra todas as estrate´gias de seus oponentes, apenas precisa saber
que esta performance e´ melhor que algumas estrate´gias espec´ıficas dos adversa´rios.
Em suma, para encontrar o Equil´ıbrio de Nash, precisa-se analisar as estrate´gias
do adversa´rio em conjunto com as pro´prias estrate´gias.
Definic¸a˜o 1.9.1. Considere um jogo com m jogadores. Seja s′ = (s′i, s
′
j, s
′
k, ..., s
′
m) um
perfil de estrate´gias puras. Diz-se que s’ e´ um Equil´ıbrio de Nash quando, para todo si e
para todo i,
Ui(s
′
i, s
′
−i) ≥ Ui(si, s′−i).
Em termos simples, uma combinac¸a˜o de estrate´gias constitui um Equil´ıbrio de
Nash quando cada resposta poss´ıvel das estrate´gias dos demais jogadores e´ a sua melhor
resposta, e isso e´ verdade para todos os jogadores envolvidos.
Ha´ uma estreita relac¸a˜o entre entre estrate´gias dominantes e Equil´ıbrio de Nash.
Perceba que toda soluc¸a˜o de um jogo que e´ uma estrate´gia dominante sempre vai ser
um Equil´ıbrio de Nash, agora nem todo Equil´ıbrio de Nash vai ser necessariamente uma
estrate´gia dominante.
Observe que uma estrate´gia dominante e´ uma caracter´ıstica muito forte enquanto
que o Equil´ıbrio de Nash e´ algo mais usual uma vez que e´ muito comum um jogo na˜o pos-
suir estrate´gia dominante. Nem sempre vai haver um Equil´ıbrio de Nash com estrate´gias
puras. Nesses jogos deve-se buscar outras formas ainda de se encontrar uma soluc¸a˜o com
estrate´gias mistas, o que veremos na sec¸a˜o seguinte.
Encontrar o Equil´ıbrio de Nash num jogo na˜o e´ dif´ıcil, a estrate´gia e´ muito se-
melhante a usada para encontrar uma estrate´gia dominante. Diferente da te´cnica da
exclusa˜o para achar uma estrate´gia dominante, nesta tem que analisar as estrate´gias dos
dois jogadores.
Exemplo 1.9.1. Observe a seguinte tabela de recompensas de um jogo qualquer com dois
jogadores: Jogador A e Jogador B:
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Jogador A / Jogador B P Q
M (4,5) (5,3)
N (5,6) (2,4)
O (1,3) (2,4)
Primeiramente deve-se analisar as estrate´gias de cada jogador. Na˜o importando a
ordem, sera´ analisado as estrate´gias do Jogador A. Observa-se sempre a melhor estrate´gia
do jogador i perante uma estrate´gia fixa do jogador j. Se faz isso para todas as estrate´gias
de todos os jogadores. E´ sempre importante destacar na tabela essas melhores estrate´gias.
Neste exemplo, observe que se o Jogador B joga P, enta˜o para o Jogador A vale
a pena jogar N, porque seria a estrate´gia que daria a melhor recompensa. Se o Jogador
B jogar Q, para o Jogador A vale a pena jogar M.
De forma ana´loga, se o Jogador A jogar M, para o Jogador B vale a pena jogar
P. Se A jogar N, B joga P. Se A jogar O, B joga Q.
Observe como fica a tabela destacando essas estrate´gias:
Jogador A / Jogador B P Q
M (4,5) (5,3)
N (5,6) (2,4)
O (1,3) (2,4)
Note que os valores em negrito sa˜o as melhores recompensas para cada estrate´gia
do oponente e que existe um par de estrate´gias que maximiza o payoff dos dois jogadores,
esse par de estrate´gias seria o Equil´ıbrio de Nash do jogo.
Desta forma a resposta para o jogo e´ o Equil´ıbrio de Nash que seria o conjunto
soluc¸a˜o {N, P} com payoffs de {5, 6}.
Perceba que neste exemplo na˜o ha´ nenhuma estrate´gia estritamente dominante
ou dominada. Esta e´ a ideia do Equil´ıbrio de Nash, a de buscar uma soluc¸a˜o de uma
melhor forma e que ainda possibilite uma ma´xima recompensa para ambos jogadores.
Pode ocorrer tambe´m de haver mais de um Equil´ıbrio de Nash num jogo. Nesses
casos deve se analisar o ponto focal, que e´ quando um dos Equil´ıbrios de Nash se destaca
perante os demais. Mesmo com ponto focal, nem sempre em um jogo com mais de um
Equil´ıbrio de Nash ha´ uma soluc¸a˜o, tal qual o exemplo 1.8.2 (Guerra dos Sexos).
Exemplo 1.9.2. Observe a seguinte tabela de recompensas de um jogo qualquer com dois
jogadores: Jogador A e Jogador B, ja´ com as marcac¸o˜es das melhores estrate´gias.
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Jogador A / Jogador B R S T
X (1,1) (0,1) (3,1)
Y (1,0) (2,2) (1,3)
Z (1,3) (3,1) (2,2)
Note que neste exemplo ha´ treˆs equil´ıbrios de Nash: {X, R}, {X, T}, {Z, R}.
Olhando inicialmente, ha´ de se imaginar que o melhor Equil´ıbrio de Nash seria o {Z, R}
ou o {X, T} com payoffs de {1, 3} e {3, 1} respectivamente.
Observando a tabela, note que ha´ duas estrate´gias dominadas: a estrate´gia R do
Jogador B e a estrate´gia Y do Jogador A. Eliminando estas estrate´gias, obte´m-se a nova
tabela:
Jogador A / Jogador B S T
X (1,1) (3,1)
Z (1,3) (2,2)
Numa situac¸a˜o como essa na˜o ha´ estrate´gias dominantes ou dominadas e ha´ ainda
treˆs Equil´ıbrio de Nash. Desta forma retira-se as estrate´gias fracamente dominadas, que
sa˜o as estrate´gias T do Jogador B e Z do Jogador A.
Portanto resta o par de estrate´gias {A, E} com payoff de {1, 1} que e´ o Equil´ıbrio
de Nash com ponto focal.
1.10 Estrate´gias Mistas
Considere um jogo com dois jogadores A e B no qual cada um joga um dado uma
u´nica vez. Cada nu´mero do dado representa uma estrate´gia e quem tirar o maior nu´mero
vence o jogo. Caso ocorre um empate, o jogo e´ reiniciado. Note que ao jogar o dado, a
chance de aparecer cada nu´mero e´ de
1
6
para cada estrate´gia.
Quando, em um jogo, cada estrate´gia possuir uma mesma probabilidade de acon-
tecer, diz-se que e´ um jogo com estrate´gias puras. Ate´ o momento todos os exemplos
anteriores sa˜o jogos puros, cada estrate´gia possu´ıa recompensas diferentes, pore´m todas
tinham a mesma probabilidade de acontecer.
Agora imagine que o dado desse mesmo jogo esteja viciado e os nu´meros 3, 4,
5 e 6 teˆm o dobro de chance de ocorrer que os nu´meros 1 e 2. Desta forma ter´ıamos
probabilidades diferentes para as estrate´gias do jogo. Este tipo de jogo e´ o que se chama
de um jogo com estrate´gias mistas.
Definic¸a˜o 1.10.1. Considere um jogador que jogue n estrate´gias puras, s1, s2, s3, ..., sn.
Uma estrate´gia mista para este jogador e´ a distribuic¸a˜o de probabilidades sobre suas
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estrate´gias puras, ou seja, e´ o vetor de probabilidades (p1, p2, p3, ..., pn), com p ≥ 0,
k = 1, 2, ..., n e
n∑
k=1
pk = 1
Observe que um estrate´gia pura na˜o passa de uma estrate´gia mista no qual pk =
1
n
, ou seja, a probabilidade de todas as estrate´gias e´ a mesma, uma estrate´gia pura seria
um caso espec´ıfico de uma mista.
Quando se fala em recompensa num jogo de estrate´gias mistas se fala no payoff
esperado, que seria uma proporc¸a˜o geral do jogo que estabelece uma relac¸a˜o sobre as
chances de se obter uma maior recompensa.
Exemplo 1.10.1. Considere o exemplo do Guerra dos Sexos e suponha que a proba-
bilidade do marido ir ao ballet seja de
1
3
e a de ir ao futebol seja de
2
3
. Suponha tambe´m
que a esposa jogue uma estrate´gia pura.
Homem / Mulher Futebol Ballet
Futebol (2,1) (0,0)
Ballet (0,0) (1,2)
Se a mulher resolve ir ao futebol enta˜o calcula-se o payoff esperado do marido
multiplicando-se a probabilidade pela recompensa dele ir ao futebol mais a probabilidade
vezes a recompensa dele ir ao ballet:[
2
3
× 2
]
+
[
1
3
× 0
]
= 2.
Se a mulher resolve ir ao ballet enta˜o calcula-se o payoff esperado do marido
multiplicando-se a probabilidade pela recompensa dele ir ao futebol mais a probabilidade
vezes a recompensa dele ir ballet:[
2
3
× 0
]
+
[
1
3
× 1
]
=
1
3
.
Perceba que o payoff esperado e´ diferente para o marido no segundo caso. Isso
mostra que payoff em uma estrate´gia mista depende das estrate´gias escolhidas dos opo-
nentes.
Agora, suponha que a esposa tambe´m jogue uma estrate´gia mista, com probabili-
dades iguais de ir ao futebol e ao ballet, ou seja, com probabilidades de
1
2
. Nessa situac¸a˜o,
calcula-se a probabilidade de cada situac¸a˜o do casal, e assim tem-se a seguinte tabela de
probabilidades:
Homem / Mulher Futebol Ballet
Futebol
2
3
× 1
2
=
1
3
2
3
× 1
2
=
1
3
Ballet
1
3
× 1
2
=
1
6
1
3
× 1
2
=
1
6
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Assim, o payoff esperado do marido e´ de:[
1
3
× 2
]
+
[
1
3
× 0
]
+
[
1
6
× 0
]
+
[
1
6
× 1
]
=
2
3
+ 0 + 0 +
1
6
=
5
6
Agora o payoff esperado da esposa:[
1
3
× 1
]
+
[
1
3
× 0
]
+
[
1
6
× 0
]
+
[
1
6
× 2
]
=
1
3
+ 0 + 0 +
1
2
=
5
6
Partindo desta ideia, podemos formalizar o conceito de estrate´gia mista da se-
guinte forma:
Definic¸a˜o 1.10.2. Considere um jogador i que jogue a estrate´gia mista (p1, p2, p3, ..., pn).
Suponha que outro jogador jogue a estrate´gia pura s′−i. Enta˜o o payoff esperado para o
jogador i e´ igual a
p1 × Ui(s1, s′−i) + p2 × Ui(s2, s′−i) + ...+ pn × Ui(sn, s′−i).
Pode-se ainda generalizar essa definic¸a˜o para mais jogadores que joguem es-
trate´gias mistas.
Definic¸a˜o 1.10.3. Considere dois jogadores com estrate´gias mistas tal qual a estrate´gia
s′−i e´ jogada com probabilidade de q enquanto a estrate´gia s−i∗ e´ jogada com probabilidade
1-q. Enta˜o o payoff esperado para o jogador i e´ de
q[p1 × Ui(s1, s′−i) + ... + pn × Ui(sn, s′−i)] + (1 − q)[p1 × Ui(s1, s−i∗) + ... + pn ×
Ui(sn, s−i∗)].
Com estas duas definic¸o˜es, finalizamos as principais caracter´ısticas de um jogo.
No cap´ıtulo seguinte, veremos como que isso se aplica numa situac¸a˜o dentro da Biologia.
Muitos conceitos precisam ganhar uma ideia mais espec´ıfica, em suma, usaremos a Teoria
dos Jogos como uma ferramenta para analisar situac¸o˜es de conflito e cooperac¸a˜o entre
indiv´ıduos de uma populac¸a˜o.
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2 Jogos Evoluciona´rios
2.1 Aspectos gerais dos Jogos Evoluciona´rios
As relac¸o˜es de interac¸a˜o entre seres vivos e´ um dos principais temas de pesquisa
da Biologia. A Teoria dos Jogos Evoluciona´rios serve como mais uma ferramenta para
o estudo destas relac¸o˜es, utilizando conceitos da Teoria dos Jogos com uma visa˜o mais
matema´tica. Desta forma, podemos dizer que o objetivo do estudo da Teoria dos Jogos
Evoluciona´rios e´ analisar situac¸o˜es de conflito e cooperac¸a˜o de diversas espe´cies de seres
vivos.
Sendo uma a´rea com uma grande gama de aplicac¸o˜es e muitas suba´reas, os con-
ceitos da Teoria dos Jogos sa˜o, por vez, muito gene´ricos e na˜o conseguem abranger a
todas as situac¸o˜es. Dentro da Biologia necessita-se realizar um afunilamento de algumas
definic¸o˜es, na˜o no sentido de perderem seus significados, mas sim para se ter um conceito
mais espec´ıfico dentro desse contexto.
Neste tipo de jogo considera-se uma populac¸a˜o de jogadores interagindo alea-
toriamente entre si. Uma estrate´gia seria alguma caracter´ıstica daquela populac¸a˜o, e
eventualmente podem surgir indiv´ıduos que usam estrate´gias diferentes. Neste aˆmbito,
o objetivo e´ o de avaliar como que essa nova caracter´ıstica vai se relacionar naquela po-
pulac¸a˜o. Em geral, isso e´ medido atrave´s do fitness, que consiste nas taxas de sucesso na
hora da reproduc¸a˜o. Desta forma, quanto maior for o fitness, maior vai ser o crescimento
da populac¸a˜o com determinada caracter´ıstica.
Tambe´m pensa-se sempre num Jogo Evoluciona´rio como algo cont´ınuo, no qual as
populac¸o˜es interagem entre si sem considerar as gerac¸o˜es. Ou seja, na˜o ha´ de se pensar que
a interac¸a˜o ocorrera´ apenas entre indiv´ıduos de mesma gerac¸a˜o, uma vez que o objetivo
e´ o de analisar o desenvolvimento da populac¸a˜o como um todo.
2.2 Evoluc¸a˜o
Na Biologia, evoluc¸a˜o e´ a mudanc¸a das caracter´ısticas heredita´rias de uma po-
pulac¸a˜o de seres vivos de uma gerac¸a˜o para outra. Este processo faz com que as populac¸o˜es
de organismos mudem e se diversifiquem ao longo do tempo. A atual variedade de seres
vivos e´ resultado de processos de transformac¸a˜o e adaptac¸a˜o das espe´cies aos variados
ambientes.
Neste cap´ıtulo sera˜o introduzido treˆs conceitos ba´sicos da dinaˆmica de evoluc¸a˜o:
replicac¸a˜o, selec¸a˜o e mutac¸a˜o. De acordo com A. Nowak (2006), eles sa˜o definidos como
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princ´ıpios fundamentais de sistemas biolo´gicos, estes conceitos se aplicam a qualquer
organizac¸a˜o biolo´gica e na˜o dependem dos detalhes espec´ıficos que caracterizam algumas
espe´cies.
Replicac¸a˜o na Biologia refere-se a reproduc¸a˜o, que e´ o modo do qual os seres
vivos produzem descendentes, dando continuidade a` sua espe´cie. Todos os organismos
vivos resultam da reproduc¸a˜o a partir de organismos vivos pre´-existentes.
A reproduc¸a˜o pode ocorrer de duas formas diferentes. Primeiro de forma sexuada,
que e´ quando ocorre a combinac¸a˜o de material gene´tico de dois seres distintos. Segundo,
de modo assexuado que e´ quando um u´nico indiv´ıduo gera um novo ser vivo a partir
apenas de seu material gene´tico, produzindo uma “co´pia” de si mesmo. O ponto e´ que
em ambos os casos, os descendentes va˜o herdar caracter´ısticas de seu(s) progenitor(es).
A reproduc¸a˜o na˜o e´ perfeita, pois a`s vezes ocorrem certas “erros”no qual algum
descendente pode ter alguma caracter´ıstica nova. Isso e´ o que se chama de mutac¸a˜o. Em
s´ıntese, a mutac¸a˜o corresponde a qualquer alterac¸a˜o no material gene´tico de um organismo
que pode originar uma nova caracter´ıstica. Muitas vezes, esse novo aspecto pode oferecer
algum benef´ıcio ao indiv´ıduo, o que pode leva´-lo a ter vantagens sobre demais membros
da populac¸a˜o.
Ja´ a selec¸a˜o natural e´ um processo pelo qual caracter´ısticas heredita´rias que con-
tribuem para a sobreviveˆncia tornam-se mais comuns numa populac¸a˜o, enquanto que
caracter´ısticas prejudiciais tornam-se mais raras. Isto ocorre porque indiv´ıduos com ca-
racter´ısticas vantajosas teˆm mais sucesso na reproduc¸a˜o, de modo que mais indiv´ıduos
na pro´xima gerac¸a˜o herdem tais caracter´ısticas. Ao longo de muitas gerac¸o˜es, adaptac¸o˜es
ocorrem atrave´s de uma combinac¸a˜o de mudanc¸as sucessivas, fazendo com que os in-
div´ıduos va˜o se adaptando aos variantes de seu ambiente.
2.3 Aspectos Histo´ricos
O objetivo da Teoria dos Jogos Evoluciona´rios e´ a ana´lise de situac¸o˜es de conflito
e cooperac¸a˜o entre espe´cies. De acordo com Hammerstein e Selten(1994), a Teoria dos
Jogos Evoluciona´rios na˜o considera que os jogadores sa˜o capazes de escolherem estrate´gias
racionais, mas sim que o processo de selec¸a˜o natural direciona organismos a otimizac¸a˜o
das taxas de reproduc¸a˜o.
Estas ideias tiveram como precursor o artigo “The logic of animal conflict”escrito
por Maynard Smith e Price em 1973, mas antes disso, diversos autores ja´ utilizavam
de conceitos da a´rea para desenvolver seus trabalhos. De acordo com Hammerstein e
Selten(1994), em 1958, Fisher ja´ havia utilizado argumentos da Teoria dos Jogos Evo-
luciona´rios ao desenvolver seu estudo sobre proporc¸o˜es sexuais. Em 1967, Hamilton ja´
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utilizava a noc¸a˜o de estrate´gia imbat´ıvel, que seria um equil´ıbrio sime´trico em um jogo
sime´trico. Trivers, em 1971, tambe´m se referiu a esta teoria ao introduzir o conceito de
altru´ısmo rec´ıproco.
De acordo com Hammerstein e Selten(1994), os esforc¸os dos precursores perma-
neceram isolados, enquanto a inovac¸a˜o conceitual de Maynard gerou imediatamente um
fluxo de elaborac¸o˜es e aplicac¸o˜es bem-sucedidas. Em 1982, ele lanc¸a o livro “Evolution
and the Theory of Games”, que sintetiza os resultados iniciais obtidos no campo. Alguns
anos depois, outros autores continuaram a desenvolver suas pesquisas na a´rea, como e´ o
caso de Bomze(1986) e van Damme(1987).
2.4 Jogadores e Estrate´gia
De um modo geral, ate´ enta˜o foi visto a estrate´gia como um racioc´ınio a ser
tomado num jogo, no qual o objetivo era formar o melhor racioc´ınio de modo que se
maximize os payoffs. Quanto ao jogador, era visto como uma pessoa, uma empresa, um
pa´ıs ou algo que fosse capaz de tomar uma decisa˜o, de escolher a jogada e desenvolver a
melhor estrate´gia de jogo.
Dentro da Teoria dos Jogos Evoluciona´ria esses dois conceitos na˜o sa˜o perdidos,
pore´m ganham um significado mais espec´ıfico para o contexto estudado. Os jogadores
sa˜o espe´cies ou indiv´ıduos dentro de uma mesma populac¸a˜o, que podera˜o interagir entre
si de forma competitiva ou cooperativa.
Neste aˆmbito, a noc¸a˜o de estrate´gia tambe´m e´ redefinida. Com excec¸a˜o da espe´cie
humana, nenhuma outra e´ capaz de tomar deciso˜es racionais, e como o foco e´ estudar o
comportamento das espe´cies dentro da Teoria da Selec¸a˜o Natural, pensa-se na estrate´gia
como sendo uma nova caracter´ıstica que surge em uma determinada frac¸a˜o da populac¸a˜o.
Tambe´m na˜o e´ assumido que membros das populac¸o˜es se comportem racionalmente. Ao
inve´s disto, presume-se que qualquer membro e´ pre´-programado com uma estrate´gia her-
dada, pura ou mista, e que essa estrate´gia e´ fixa para a vida toda.
Esta nova caracter´ıstica pode ser oriunda de um meio externo ou de um meio
interno. Dizemos que ela vem de um meio externo quando algum indiv´ıduo migra de
um grupo para outro levando o novo atributo. Dizemos que ela vem de um meio interno
quando surge alguma determinada mutac¸a˜o na populac¸a˜o, e a partir daquele momento
todos os descendentes desse indiv´ıduo carregara˜o consigo esse novo aspecto.
De acordo com Hammerstein e Selten(1994), na Teoria dos Jogos Evoluciona´rios,
estrate´gias sa˜o consideradas como caracter´ısticas herdadas que controlam o comporta-
mento individual. O objetivo da Teoria do Jogos na Selec¸a˜o Natural e´ avaliar como que
essa nova estrate´gia vai afetar a populac¸a˜o.
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2.5 Recompensa
Sendo estrate´gia e recompensa dois conceitos muito pro´ximos na Teoria dos Jo-
gos, ao momento que se reconstro´i a definic¸a˜o do primeiro, precisa-se buscar uma nova
percepc¸a˜o do segundo. Desta forma, o payoff na˜o mais e´ visto apenas como um valor de
remunerac¸a˜o referente a estrate´gia jogada, mas sim um valor que indica o sucesso repro-
dutivo de um determinado indiv´ıduo, ligado a sua quantidade potencial de descendentes.
Quanto mais bem sucedido for o indiv´ıduo, melhor sera´ seu sucesso de reproduc¸a˜o.
Enta˜o, na pro´xima gerac¸a˜o a frac¸a˜o de membros mais bem sucedidos na populac¸a˜o sera´
maior e a frac¸a˜o de membros menos pro´speros sera´ menor. Normalmente se utiliza o
termo fitness para representar o payoff dentro da Teoria dos Jogos Evoluciona´ria.
Assumimos tambe´m que o fitness de um jogador tambe´m na˜o e´ constante, mas
sim depende das frequeˆncias relativas do indiv´ıduos das espe´cies no jogo. Desta forma,
podemos pensar no fitness como um valor que representa a taxa de sucesso na reproduc¸a˜o.
Ou seja, quanto maior o fitness, maior sera´ o nu´mero de descendentes deste indiv´ıduo que
herdam a caracter´ıstica estudada.
Podemos pensar numa
2.6 Estabilidade Evoluciona´ria
Considere uma populac¸a˜o no qual todos os membros jogam uma mesma es-
trate´gia. Assuma que nesta populac¸a˜o surja uma mutac¸a˜o que funcione como uma nova
estrate´gia jogada apenas numa pequena parte da populac¸a˜o. Diz-se que a estrate´gia jo-
gada pela maioria da populac¸a˜o e´ esta´vel contra a estrate´gia mutante se nesta situac¸a˜o a
estrate´gia mutante possui a menor taxa de sucesso de reproduc¸a˜o.
O crite´rio da estabilidade evolutiva e´ uma generalizac¸a˜o que translada a noc¸a˜o
de sobreviveˆncia da aptida˜o num ambiente exo´geno para um ambiente estrate´gico onde
a aptida˜o do comportamento depende das estrate´gias dos outros. Isso quer dizer que
a estrate´gia esta´vel e´ predominante contra a nova estrate´gia, ou seja, sempre vai haver
maiores taxas de reproduc¸a˜o e consequentemente, maiores quantias de indiv´ıduos que
utilizem da estrate´gia esta´vel.
Dentro de um jogo evoluciona´rio existem certos momentos no qual as populac¸o˜es
de indiv´ıduos com feno´tipos diferentes entram em uma condic¸a˜o onde as frequeˆncias po-
pulacionais na˜o se alteram, sa˜o os chamados pontos de equil´ıbrio. Estes momentos se
caracterizam pelo fato do fitness de ambas estrate´gias serem iguais.
Dizemos que um ponto de equil´ıbrio e´ esta´vel quando, independente de pequenas
perturbac¸o˜es na proporc¸a˜o das frequeˆncias, o jogo sempre volta ao ponto de equil´ıbrio.
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De forma ana´loga, dizemos que um ponto de equil´ıbrio e´ insta´vel quando pequenas per-
turbac¸o˜es acarretam um desequil´ıbrio na proporc¸a˜o das frequeˆncias, afastando-se do ponto
de equil´ıbrio correspondente.
2.7 Jogo Evoluciona´rio
Considere uma espe´cie com dois feno´tipos diferentes. Indiv´ıduos com o feno´tipo A
possuem a capacidade de se mover, enquanto indiv´ıduos com o feno´tipo B na˜o a possuem.
Percebemos inicialmente que a capacidade de se mover torna-se uma grande vantagem
para A, uma vez que permite com que obtenham recursos com mais eficieˆncia que B.
Esta caracter´ıstica faz com que A predomine sobre B, ou seja, indiv´ıduos da
populac¸a˜o A reproduzem-se com muito maior efica´cia. Suponha que o custo-benef´ıcio
deixa um fitness inicial de 1.1 para A e de 1 para B.
No entanto, ao possuir a capacidade de se deslocar, os indiv´ıduos com feno´tipo
A comec¸am a precisar de mais espac¸o para sobreviverem. No momento que a populac¸a˜o
comec¸a a ficar grande demais, o espac¸o torna-se pequeno para aqueles indiv´ıduos, ate´
chegar um ponto no qual uma populac¸a˜o com essa caracter´ıstica na˜o possua vantagem
sobre os demais (observe a figura abaixo).
Neste momento a capacidade de na˜o se locomover se torna uma vantagem, desta
forma, temos que o payoff de B agora se torna maior que o payoff de A, ou seja, a taxa
de reproduc¸a˜o dos indiv´ıduos de B comec¸a a aumentar enquanto a da espe´cie A comec¸a
a diminuir.
A espe´cie A possui maior payoff que B quando A esta´ em maioria e suas taxas de
reproduc¸a˜o sa˜o maiores. Quando o contra´rio ocorre, A fica com desvantagens em relac¸a˜o
a B, logo possui menor payoff.
Desta forma, em Jogos Evoluciona´rios, percebemos uma relac¸a˜o entre a frequeˆncia
de indiv´ıduos com certa estrate´gia e o fitness (sucesso reprodutivo) correspondente.
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Inicialmente, indiv´ıduos com feno´tipo A possu´ıam fitness 1.1 enquanto indiv´ıduos
com feno´tipo B possu´ıam fitness 1. A Relac¸a˜o Fitness-Frequeˆncia significa que o fitness
depende das frequeˆncias relativas dos indiv´ıduos dos dois feno´tipos. Nesse caso, A possu´ıa
maior fitness enquanto era a minoria na populac¸a˜o, mas a partir do momento que B passa
a ser minoria, a situac¸a˜o inverte-se.
Em suma, esta e´ a ideia do estudo dos Jogos Evoluciona´rios, a de avaliar a relac¸a˜o
de cooperac¸a˜o e competic¸a˜o entre dois grupos de indiv´ıduos que possuem algum feno´tipo
diferente. Para isto, busca-se analisar as relac¸o˜es entre a frequeˆncia de indiv´ıduos que
possuem diferentes estrate´gias e avaliar seu comportamento.
Para fins de melhor formalizac¸a˜o entre as estrate´gias das espe´cies A e B, detonota-
se por xA a frequeˆncia de A e xB a frequeˆncia de B. O vetor ~x = (xA, xB) define a
composic¸a˜o de uma populac¸a˜o. Denota-se ainda por fA(~x) o fitness de A e por fB(~x) o
fitness de B. Para avaliar essas relac¸o˜es, considere o seguinte modelo de equac¸o˜es:x′A = xA[fA(~x)− φ]x′B = xB[fB(~x)− φ] (2.1)
Aqui, temos φ = xAfA(~x) + xBfB(~x)(fitness me´dio da populac¸a˜o). Perceba
tambe´m que xA + xB = 1. Assim denotamos xA = x e xB = 1 − x. Logo, podemos
reescrever o sistema (2.1) da seguinte forma:
x[fA(~x)− (xfA(~x) + (1− x)fB(~x))]
x[fA(~x)− xfA(~x)− fB(~x) + xfB(~x)]
x(1− x)(fA(~x)− fB(~x)).
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Portanto,
x′ = x(1− x)(fA(~x)− fB(~x)). (2.2)
A estabilidade de um ponto de equil´ıbrio esta´ relacionada ao que acontece com as
frequeˆncias de xA e xB quando submetidas a pequenas perturbac¸o˜es. Do ponto de vista
da Biologia, podemos associar essas perturbac¸o˜es a migrac¸o˜es de outros indiv´ıduos para
a populac¸a˜o em estudo.
Dizemos que a estrate´gia A vai ser uma Estrate´gia Evolutivamente Esta´vel se x =
1 for um ponto de equil´ıbrio esta´vel. A estrate´gia B vai ser uma Estrate´gia Evolutivamente
Esta´vel se x = 0 for um ponto de equil´ıbrio esta´vel.
Atrave´s da equac¸a˜o (2.2) podemos obter va´rios resultados sobre as relac¸o˜es de
competic¸a˜o e cooperac¸a˜o dentro de uma populac¸a˜o, como por exemplo os pontos de
instabilidade e estabilidade, as alterac¸o˜es das frequeˆncias e o sentido de convergeˆncia.
Note que sempre que tivermos x = 0, x = 1 ou fA(x) = fB(x) para x ∈ (1, 0)
teremos um ponto de equil´ıbrio porque temos que em todos os casos x′ = 0. A questa˜o e´
avaliar quando que esse ponto de equil´ıbrio e´ insta´vel e quando que e´ esta´vel. Na equac¸a˜o
(2.2) temos sempre que x(1− x) ≥ 0 porque temos duas frequeˆncias que sa˜o valores na˜o
negativos. Agora considere fA(x) − fB(x) como uma func¸a˜o para indicar a relac¸a˜o da
frequeˆncia entre estas duas populac¸o˜es.
Seja ε > 0. O ponto x = 0 sera´ um ponto de equil´ıbrio esta´vel se, em (0, )
tivermos fA(x)− fB(x) < 0. Isso significa que nesse intervalo a derivada na equac¸a˜o (2.2)
sera´ negativa, ou seja, a func¸a˜o x que representa a frequeˆncia de A vai ser decrescente
tendendo a voltar ao ponto de equil´ıbrio correspondente. De forma ana´loga, x = 0 sera´
um ponto de equil´ıbrio insta´vel se, em (0, ε) tivermos fA(x) − fB(x) > 0. Isso significa
que nesse intervalo a derivada na equac¸a˜o (2.2) sera´ positiva, ou seja, a func¸a˜o vai ser
crescente e vai tender a se afastar deste ponto de equil´ıbrio.
No ponto x = 1 temos uma situac¸a˜o semelhante. O ponto sera´ um ponto de
equil´ıbrio insta´vel se, em (0, ) tivermos fA(x)− fB(x) < 0. Nesse intervalo a derivada na
equac¸a˜o (2.2) sera´ negativa, a func¸a˜o que representa a frequeˆncia de A vai ser decrescente
e vai tender a se afastar de 1. O ponto x = 1 sera´ um ponto de equil´ıbrio esta´vel se,
em (0, ) tivermos fA(0)− fB(0) > 0. Em outras palavras, nesse intervalo a derivada da
equac¸a˜o (2.2) sera´ positiva, a func¸a˜o vai ser crescente e vai tender a voltar ao ponto de
equil´ıbrio correspondente.
Se fA(x) = fB(x), para x ∈ (1, 0), temos que fazer uma ana´lise em (x− , x+ ).
x vai ser um ponto de equil´ıbrio esta´vel se no intervalo (x− , x) a derivada for negativa e
no intervalo (x, x+) a derivada for positiva. Isso significa que para qualquer perturbac¸a˜o
ε a func¸a˜o vai tender a voltar ao ponto de equil´ıbrio equivalente. x vai ser um ponto de
equil´ıbrio insta´vel se no intervalo (x− , x) a derivada for positiva e no intervalo (x, x+ )
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a derivada for negativa. Para qualquer perturbac¸a˜o ε a func¸a˜o vai tender a se afastar do
ponto x.
Observe as treˆs situac¸o˜es diferentes na figura abaixo.
2.8 Matriz de Payoff
Em um jogo com dois jogadores representados em sua Forma Normal, o payoff
de duas estrate´gias pode ser descrito pela seguinte matriz:
A B
A a b
B c d
A matriz payoff representa as recompensas de cada jogador: se ambos jogado-
res escolhem a estrate´gia A, os dois recebem payoff a; se ambos jogadores escolhem a
estrate´gia B, os dois recebem payoff d; se os dois jogadores escolherem estrate´gias dife-
rentes, quem escolher A fica com payoff b e quem escolher B fica com payoff c;
Podemos ainda escrever a matriz payoff da seguinte forma:(
a b
c d
)
(2.3)
Agora, a ideia e´ considerar a matriz payoff com fitness para duas populac¸o˜es, A
e B. Desta forma, temos que o payoff esperado para A e B e´:
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fA(x) = axA + bxBfB(x) = cxA + dxB (2.4)
Considerando xA = x e substituindo as equac¸o˜es (2.4) em (2.2), obtemos:
x′ = x(1− x)((fA(x)− fB(x))
x′ = x(1− x)((ax+ b(1− x)− cx− d(1− x))
x′ = x(1− x)((ax+ b− bx)− cx− d+ dx))
x′ = x(1− x)((a+ b− c− d)x+ b− d))
Portanto,
x′ = x(1− x)((a+ b− c− d)x+ (b− d)) (2.5)
Agora, a partir desta equac¸a˜o, podemos estudar o comportamento da func¸a˜o de
acordo com os valores da matriz payoff. Pode haver cinco diferentes situac¸o˜es descritas
na figura a seguir:
Se a > c e b > d enta˜o independente do que o oponente escolher, sempre vale
a pena jogar A, em outros termos, A e´ uma estrate´gia dominante sobre B. Em um jogo
com indiv´ıduos que usam as estrate´gias A e B, estes valores de payoff representam que o
fitness de A sempre sera´ maior do que o fitness de B e, desta forma, na func¸a˜o (2.5) no
ponto x = 1 teremos um ponto de equil´ıbrio esta´vel, porque independente da perturbac¸a˜o
que ocorrer, os indiv´ıduos que usam a estrate´gia A va˜o sempre predominar sobre B.
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Agora se a < c e b < d, enta˜o temos a situac¸a˜o contra´ria. Neste caso, B sera´
uma estrate´gia dominante e na˜o importa qualquer perturbac¸a˜o que ocorrer, B sempre vai
predominar sobre A.
Quanto a > c e b < d diz-se que A e B sa˜o biesta´veis. Nesta situac¸a˜o, tanto
x = 1 quanto x = 0 sa˜o pontos de equil´ıbrio esta´veis e existe um ponto no intervalo
(0,1) que e´ um ponto insta´vel. Este ponto e´ determinado como o momento em que
((a+ b− c− d)x+ (b− d)) = 0, em outras palavras, e´ o ponto x∗ = d− b
a− b− c+ d . Neste
caso, a recompensa depende das condic¸o˜es iniciais de jogo, ou seja, se a condic¸a˜o inicial
do jogo x0 < x
∗ o sistema converge para B, mas se x0 > x∗ enta˜o o sistema converge para
A.
Agora, quando a < c e b > d diz-se que A e B coexistem. Nesta situac¸a˜o, tanto
x = 1 quanto x = 0 sa˜o pontos de equil´ıbrio insta´veis e no ponto x∗ =
d− b
a− b− c+ d
temos uma estabilidade. Esta e´ a situac¸a˜o que sempre vai convergir para um equil´ıbrio
entre as duas populac¸o˜es, ou seja, para qualquer x ∈ (0, 1), a convergeˆncia para o ponto
x∗ sempre vai acontecer.
Ha´ ainda a situac¸a˜o no qual A e B sa˜o neutros, ou seja, a = c e b = d. Esta
e´ situac¸a˜o no qual na˜o ha´ alterac¸o˜es nas frequeˆncias das populac¸o˜es e todos os pontos
sa˜o pontos de equil´ıbrio. Aqui as frequeˆncias de indiv´ıduos na˜o dependem das estrate´gias
escolhidas.
2.9 Equil´ıbrio de Nash
Como visto no cap´ıtulo anterior, o Equil´ıbrio de Nash e´ fundamental para en-
contrar uma melhor resposta para ambos os jogadores. O conceito de Equil´ıbrio de Nash
esta´ intimamente ligado a uma ana´lise sobre a matriz payoff. Ao momento que o conceito
desta matriz sofre alterac¸o˜es, temos a necessidade de adequar esta definic¸a˜o tambe´m.
Observe o exemplo a seguir.
Exemplo 2.9.1. Considere um jogo com dois jogadores. Cada um possui duas estrate´gias:
A e B tal qual a seguinte matriz payoff:
A B
A 5 1
B 6 3
Suponha que um dos jogadores escolheu a estrate´gia A. Enta˜o seu payoff depen-
dera´ de qual estrate´gia seu oponente ira´ escolher: se ele optar por A, a recompensa sera´
de 5; se ele optar por B, a recompensa sera´ de 1, a pior do jogo. Podemos perceber que
esta na˜o e´ uma situac¸a˜o favora´vel para este jogador.
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Agora, se ao inve´s de escolher a estrate´gia A, ele escolhesse a estrate´gia B. Esta
estrate´gia garante que ele na˜o vai obter o pior payoff do jogo, porque se o oponente
escolher B, os dois recebera˜o a mesma recompensa, que seria 3, e se seu o oponente optar
por A, sua recompensa sera´ de 6.
Este racioc´ınio e´ ana´logo para ambos os jogadores e a estrate´gia B e´ a melhor
resposta para os dois jogadores, ou seja, podemos dizer que a estrate´gia B e´ um Equil´ıbrio
de Nash.
Definic¸a˜o 2.9.1. Sejam dois jogadores em um jogo evoluciona´rio no qual cada um possui
duas estrate´gias: A e B. Considere a matriz da payoff conforme abaixo:
A B
A a b
B c d
Desta forma, dizemos que:
1. A estrate´gia A e´ estritamente um equil´ıbrio de Nash se a > c;
2. A estrate´gia A e´ um equil´ıbrio de Nash se a ≥ c;
3. A estrate´gia B e´ estritamente um equil´ıbrio de Nash se d > b;
4. A estrate´gia B e´ um equil´ıbrio de Nash se a ≥ c;
Exemplo 2.9.2. Tome um jogo com dois jogadores. Cada um possui duas estrate´gias: P
e Q tal qual a seguinte matriz payoff:
P Q
P 5 3
Q 6 1
Observando a tabela acima, podemos perceber que 5 < 6 e que 1 < 3, ou seja,
por definic¸a˜o, temos que na˜o existe um Equil´ıbrio de Nash com estrate´gias puras neste
jogo.
O jogo Hawk-Dove, que veremos no cap´ıtulo seguinte, e´ um grande exemplo desta
situac¸a˜o. Veremos ele com mais detalhes no cap´ıtulo seguinte.
Exemplo 2.9.3. Considere um jogo com dois jogadores. Cada um possui duas estrate´gias:
M e N tal qual a seguinte matriz payoff:
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M N
M 6 1
N 5 3
Nesta situac¸a˜o temos que 6 > 5 e que 3 > 1, ou seja, temos dois Equil´ıbrios de
Nash. Neste caso temos que observar o ponto focal, que e´ o Equil´ıbrio de Nash de um jogo
que possui a maior recompensa. Para maximizar o payoff, basta eliminar a estrate´gia que
pode levar a menor recompensa, neste caso seria a estrate´gia M, que leva a recompensa
1.
Portanto, o Equil´ıbrio de Nash com ponto focal e´ a estrate´gia B.
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3 Exemplos na Biologia: Hawk-Dove e jogo
da cac¸a
Ate´ o momento vimos diversos conceitos e definic¸o˜es dentro da Teoria dos Jogos
Evoluciona´rios. Neste cap´ıtulo veremos de uma forma contextual como que estes conceitos
se aplicam a certos problemas.
3.1 Hawk-Dove
A luta e´ algo natural dentre va´rias espe´cies de animais, principalmente quando
algum recurso se torna raro, tal como comida, territo´rio e domı´nio sobre demais membros
de um grupo. Faz parte do instinto dos animais a disputa, tanto em seres vivos de
mesma espe´cie como de espe´cies diferentes. E´ dif´ıcil mensurar uma competic¸a˜o entre dois
indiv´ıduos, mas a Teoria dos Jogos Evoluciona´rios confecciona um modelo que busca uma
avaliac¸a˜o destas disputas.
Um dos exemplos mais cla´ssicos destes jogos de competic¸a˜o entre animais e´ o
Hawk-Dove(em portugueˆs, Jogo do Falca˜o-Pombo). Esse jogo representa uma situac¸a˜o no
qual, dentro de uma populac¸a˜o de indiv´ıduos de mesma espe´cie, dois animais podem entrar
em confronto ou na˜o e cada atitude leva a um payoff diferente. Os pombos representam
os animais mais pac´ıficos, quando se veem em uma situac¸a˜o de conflito, eles resolvem na˜o
revidarem. Ja´ os falco˜es representam os mais agressivos, que buscam o confronto sempre
que podem.
Neste jogo, existem duas estrate´gias, falca˜o(F) ou pombo(P). Chamaremos de b
(com b > 0) o benef´ıcio de obter o produto disputado em um confronto e de c (com c > 0)
o custo deste confronto. Vamos analisar o que acontece em cada situac¸a˜o de encontro
destes animais.
Se dois animais agressivos encontram-se, eles entram em conflito. Suponha que
esta disputa se repita sequencialmente va´rias vazes, e como ambos sa˜o igualmente fortes,
a probabilidade de cada um vencer a luta e´ de
1
2
. Assim, o payoff para cada um deles e´
de
b− c
2
, que seria o benef´ıcio menos o custo vezes a probabilidade de vencer.
Se um falca˜o encontra-se com um pombo, o falca˜o procura a luta. Como o pombo
na˜o revida em uma situac¸a˜o de conflito, o falca˜o ganha o payoff de b e o pombo perde,
levando o payoff 0.
Se dois animais passivos se encontram, na˜o ha´ custo, pois nenhum procura a
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luta. Suponha que essa situac¸a˜o se repita sequencialmente va´rias vezes, e como nenhum
entra em conflito, a probabilidade de cada um obter o benef´ıcio e´ de
1
2
. Assim, o payoff
esperado de cada um dos dois e´ de
b
2
que e´ o benef´ıcio vezes
1
2
.
Segue abaixo a matriz payoff deste jogo:
F P
F
b− c
2
b
P 0
b
2
(3.1)
Analisando esta situac¸a˜o, temos dois casos. O primeiro ocorre quando b < c e
nenhuma estrate´gia pura e´ um Equil´ıbrio de Nash. O segundo ocorre quando b ≥ c e
temos uma jogada que e´ Equil´ıbrio de Nash. Veremos cada um dos casos a seguir.
3.1.1 Benef´ıcio menor que o custo
Note que c > b implica que o custo sempre vai ser melhor que o benef´ıcio, ou
seja, jogar a estrate´gia F pode levar ao menor payoff do jogo, logo na˜o e´ um Equil´ıbrio de
Nash. Ja´ a estrate´gia P, tambe´m na˜o e´ o Equil´ıbrio de Nash porque ao jogar P se corre
o risco de ficar com o segundo menor payoff do jogo, que seria 0. Desta forma, na˜o ha´
Equil´ıbrio de Nash no caso de b < c.
De uma forma mais matema´tica, perceba necessariamente que o payoff
b− c
2
sera´ um valor negativo, ou seja,
b− c
2
< 0. Tambe´m temos que
b
2
< b. Portanto, pela
definic¸a˜o 2.9.1 na˜o temos um Equil´ıbrio de Nash.
Agora, considerando como x a frequeˆncia de animais agressivo e de 1 − x a
frequeˆncia de animais passivos, ao substituirmos os valores desta matriz payoff (3.1) na
func¸a˜o (2.5) obtemos:
x′ = x(1− x)
((
b− c
2
− b− 0 + b
2
)
x+
(
b− b
2
))
x′ = x(1− x)
((
b− c
2
− b
2
)
x+
b
2
)
x′ = x(1− x)
((
b− c− b
2
)
x+
b
2
)
x′ = x(1− x)
(−c
2
x+
b
2
)
(3.2)
Como temos que
b− c
2
< 0 e
b
2
< b, enta˜o ha´ uma situac¸a˜o de coexisteˆncia nesse
jogo. Neste caso, os pontos x = 1 e x = 0 sa˜o pontos de equil´ıbrio insta´veis e existe um
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ponto no intervalo (0,1) e´ um ponto esta´vel. Este ponto e´ determinado como o momento
no qual x(1− x)
(−c
2
x+
b
2
)
= 0, ou seja, em x∗ =
b
c
.
O ponto x∗ significa que ha´ um momento no qual indiv´ıduos passivos e agressivos
conseguem coexistir em harmonia. Na˜o importa o valor inicial de x ∈ (0, 1), a func¸a˜o
sempre vai convergir para este ponto.
No ponto x = 1 a populac¸a˜o e´ estritamente de animais agressivos, mas qualquer
novo indiv´ıduo passivo que surgir vai fazer com que as frequeˆncias se alterem e tenda a
convergir para o ponto x∗.
De forma ana´loga, no ponto x = 0 a populac¸a˜o e´ estritamente de animais pas-
sivos, mas qualquer novo indiv´ıduo agressivo que surgir na populac¸a˜o vai fazer com as
frequeˆncias se alterem e tenda a convergir para o ponto x∗.
Proposic¸a˜o 3.1.1. No jogo evoluciona´rio Hawk-Dove, se b < c, enta˜o:
(i) Os pontos x = 0 e x = 1 sa˜o pontos de equil´ıbrio insta´veis;
(ii) O ponto x =
b
c
e´ de equil´ıbrio esta´vel;
Demonstrac¸a˜o. (i) Primeiro, perceba que em x = 0 temos um ponto de equil´ıbrio porque
x′ = 0. Agora vamos mostrar que este ponto e´ um ponto de instabilidade. Considere
x = ε tal que ε→ 0. Assim,(−c
2
x+
b
2
)
=
(−c
2
ε+
b
2
)
→ b
2
Quando a func¸a˜o se aproxima de 0, a derivada e´ positiva, ou seja, ela e´ uma
func¸a˜o crescente. Assim, qualquer pequena perturbac¸a˜o acarretara´ num desequil´ıbrio de
frequeˆncia das populac¸a˜o. Portanto x = 0 e´ um ponto de equil´ıbrio insta´vel.
Em x = 1 tambe´m temos um equil´ıbrio, pois x′ = 0. Agora vamos mostrar que
este ponto e´ um ponto de instabilidade. Considere x = 1− ε tal que ε→ 0. Assim,(−c
2
x+
b
2
)
=
(−c
2
(1− ε) + b
2
)
=
(−c
2
+
c
2
ε+
b
2
)
→ b− c
2
.
Como c > b, quando a func¸a˜o se aproxima de 1, a derivada e´ negativa e a func¸a˜o e´
decrescente em 1− ε. Assim, qualquer pequena perturbac¸a˜o acarretara´ num desequil´ıbrio
de frequeˆncia das populac¸a˜o. Portanto x = 1 e´ um ponto de equil´ıbrio insta´vel.
(ii) Vamos mostrar que x =
b
c
e´ um ponto de equil´ıbrio esta´vel. Primeiro, e´
um ponto de equil´ıbrio porque x′ = 0, agora vamos mostrar que e´ um ponto esta´vel.
Considere x =
b
c
+ ε para ε > 0. Assim,
Cap´ıtulo 3. Exemplos na Biologia: Hawk-Dove e jogo da cac¸a 42
(−c
2
x+
b
2
)
=
(−c
2
(
b
c
+ ε
)
+
b
2
)
=
(
− b
2
− c
2
ε+
b
2
)
= − c
2
ε
Desta forma, podemos concluir que no intervalo
(
b
c
,
b
c
+ ε
)
a derivada vai ser
negativa, ou seja, a func¸a˜o vai ser decrescente e vai tender ao ponto
b
c
.
Agora considere x =
b
c
− ε para ε > 0. Assim,
(−c
2
x+
b
2
)
=
(−c
2
(
b
c
− ε
)
+
b
2
)
=
(
− b
2
+
c
2
ε+
b
2
)
=
c
2
ε
Desta forma, podemos concluir que no intervalo
(
b
c
− ε, b
c
)
a derivada vai ser
positiva, ou seja, a func¸a˜o vai ser crescente e vai tender ao ponto
b
c
.
Portanto, para qualquer ponto no intervalo
(
b
c
− ε, b
c
+ ε
)
temos que a equac¸a˜o
(3.2) vai tender ao ponto x =
b
c
. Desta forma, para qualquer pequena perturbac¸a˜o, x =
b
c
e´ um ponto de equil´ıbrio esta´vel.

Assim, no caso em que b < c na˜o vamos ter um Equil´ıbrio de Nash para o jogo
Hawk-Dove, ou seja, na˜o ha´ uma melhor estrate´gia para ambos os jogadores. Este caso
representa uma situac¸a˜o em que, exceto nos pontos x = 1 e x = 0, sempre vai tender a
um equil´ıbrio entre as frequeˆncias das espe´cies.
3.1.2 Benef´ıcio maior que o custo
Esta e´ a situac¸a˜o no qual o benef´ıcio e´ maior que o custo, ou seja, vale a pena
lutar pela recompensa. Note que nesse caso a estrate´gia P na˜o e´ uma boa opc¸a˜o, pois
corre o risco do oponente jogar a estrate´gia F e acabar com o payoff 0. Agora, jogar a
estrate´gia F, independente da jogada do oponente, sempre vai levar a` melhor recompensa,
ou seja, a estrate´gia F e´ um Equil´ıbrio de Nash.
Sob uma perspectiva mais matema´tica, perceba que necessariamente
b− c
2
> 0 e
b >
b
2
, ou seja, pela definic¸a˜o 2.9.1, temos que a estrate´gia F e´ um Equil´ıbrio de Nash.
De uma forma ana´loga, vamos fazer uma ana´lise da equac¸a˜o (3.2), tambe´m con-
siderando como x a frequeˆncia de animais agressivos e de 1 − x a frequeˆncia de animais
passivos.
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Como temos que
b− c
2
> 0 e
b
2
< b, enta˜o ha´ uma situac¸a˜o no qual F domina P.
Neste caso o ponto x = 1 e´ um ponto de equil´ıbrio esta´vel e o ponto x = 0 e´ um ponto de
equil´ıbrio insta´vel. Para qualquer x ∈ (0, 1] o jogo vai tender para o ponto de equil´ıbrio
esta´vel em x = 1, ou seja, os animais agressivos sempre va˜o predominar sobre os animais
passivos.
Proposic¸a˜o 3.1.2. No jogo evoluciona´rio Hawk-Dove, se b > c, enta˜o:
(i) O ponto x = 0 e´ um ponto de equil´ıbrio insta´vel;
(ii) O ponto x = 1 e´ um ponto de equil´ıbrio esta´vel;
Demonstrac¸a˜o. (i) Perceba que em x = 0 temos um ponto de equil´ıbrio porque x′ = 0.
Agora vamos mostrar que este ponto e´ um ponto de instabilidade. Tome x = ε tal que
ε→ 0. Assim, (−c
2
x+
b
2
)
=
(−c
2
ε+
b
2
)
→ b
2
Quando a func¸a˜o se aproxima de 0, a derivada e´ positiva, ou seja, ela e´ uma
func¸a˜o crescente. Assim, qualquer pequena perturbac¸a˜o acarretara´ num desequil´ıbrio de
frequeˆncia das populac¸a˜o. Portanto x = 0 e´ um ponto de equil´ıbrio insta´vel.
(ii) Perceba que em x = 1 temos um ponto de equil´ıbrio porque x′ = 0. Agora
vamos mostrar que este e´ um ponto de estabilidade. Considere x = 1− ε tal que ε→ 0.
Assim, (−c
2
x+
b
2
)
=
(−c
2
(1− ε) + b
2
)
=
(−c
2
+
c
2
ε+
b
2
)
→ b− c
2
.
Como b > c, quando a func¸a˜o se aproxima de 1, a derivada e´ positiva e a func¸a˜o
e´ crescente em 1− ε. Assim, independente de qualquer perturbac¸a˜o que ocorrer, a func¸a˜o
sempre vai tender ao ponto x = 1. Portanto x = 1 e´ um ponto de equil´ıbrio esta´vel.

Desta forma, quando b > c sempre vamos ter um Equil´ıbrio de Nash, que neste
caso tambe´m e´ uma estrate´gia dominante. Sempre vai ser melhor jogar a estrate´gia Falca˜o,
qualquer perturbac¸a˜o que ocorrer na variac¸a˜o das frequeˆncias das populac¸o˜es vai acarretar
no predomı´nio de indiv´ıduos agressivos.
3.2 Jogo da Cac¸a
Cada espe´cie desenvolveu seu mecanismo para sobreviver na natureza. A procura
por recursos e´ algo que esta´ presente no instinto de todos os seres vivos. Nem sempre a
Cap´ıtulo 3. Exemplos na Biologia: Hawk-Dove e jogo da cac¸a 44
disputa e´ a melhor soluc¸a˜o para a sobreviveˆncia, em muitos casos se torna mais pra´tico e
eficiente a cooperac¸a˜o entre os indiv´ıduos de uma populac¸a˜o.
Leo˜es vivem na natureza e precisam cac¸ar alimentos para sua sobreviveˆncia. Ga-
zelas e bu´falos sa˜o presas naturais dos leo˜es. Os bu´falos sa˜o animais grandes, robustos
e possuem uma quantia muito farta de carne. Ja´ as gazelas, se caracterizam por serem
animais ra´pidos e a´geis, mas que na˜o possuem tanta carne quanto os bu´falos.
Ao sair para cac¸ar, leo˜es possuem duas estrate´gias, a primeira seria cac¸ar gaze-
las(chamaremos de estrate´gia G) e a segunda cac¸ar bu´falos(chamaremos de estrate´gia B).
Cac¸ar um bu´falo implica em mais carne, ou seja, maior payoff. Chamaremos de a como a
recompensa de cac¸ar um bu´falo. Cac¸ar uma gazela implica em menos carne, chamaremos
de d a recompensa dessa estrate´gia, onde 0 < d < a.
Sozinho, um lea˜o na˜o consegue cac¸ar um bu´falo porque e´ um animal muito robusto
e forte. Sozinho, tambe´m na˜o conseguem cac¸ar uma gazela, porque ela e´ muito ra´pida
e a´gil. Desta forma, quando cac¸am sozinhos na˜o conseguem obter alimento, em outras
palavras, quando dois leo˜es jogam estrate´gias diferentes, recebem recompensa igual a 0.
Este jogo representa uma situac¸a˜o no qual vale mais a pena dois indiv´ıduos dentro
de uma populac¸a˜o entrarem em uma situac¸a˜o de cooperac¸a˜o. Quando eles se unem,
conseguem maiores recompensas.
Segue abaixo a matriz de recompensas deste jogo:
B G
B a 0
G 0 b
(3.3)
Observe que neste jogo temos dois Equil´ıbrios de Nash, que seria as duas situac¸o˜es
no qual ambos os predadores escolhem cac¸ar a mesma presa. Quando os dois jogam a
estrate´gia B temos um Equil´ıbrio de Nash com ponto focal, ou seja, seria o conjunto de
estrate´gias que leva ao Equil´ıbrio de Nash com melhores recompensas.
Sob uma perspectiva mais matema´tica, temos que a > 0, ou seja, pela definic¸a˜o
2.9.1 quando ambos jogam G, este conjunto de estrate´gias se configura como um Equil´ıbrio
de Nash. Ainda, como d > 0, pela definic¸a˜o 2.9.1 temos que se ambos jogarem a estrate´gia
B, teremos outro Equil´ıbrio de Nash.
Agora, ao substituirmos os valores da matriz payoff (3.3) na func¸a˜o (2.5) obtemos:
x′ = x(1− x)((a− d)x− d) (3.4)
Como temos que a > 0 e d > 0, enta˜o ha´ uma situac¸a˜o de biestabilidade nesse
jogo. Neste caso, os pontos x = 1 e x = 0 sa˜o pontos de equil´ıbrio esta´veis e existe
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um ponto no intervalo (0,1) que e´ um ponto insta´vel. Este ponto e´ determinado como o
momento no qual x(1− x)((a− d)x− d) = 0, ou seja, em x∗ = d
a− d
Perceba ainda que o ponto x∗ ∈ (0, 1), ou seja, d
a− d tem que ser um valor entre
0 e 1,
d
a− d < 1⇒ d < a− d⇒ a > 2d (3.5)
Desta forma, uma condic¸a˜o para o funcionamento do jogo e´ que a > 2d.
Proposic¸a˜o 3.2.1. No Jogo da Cac¸a temos que:
(i) Os pontos x = 1 e x = 0 sa˜o ponto de equil´ıbrio esta´veis;
(ii) O ponto x =
d
a− d e´ de equil´ıbrio insta´vel;
Demonstrac¸a˜o. (i) Primeiro, perceba que em x = 0 temos um ponto de equil´ıbrio porque
x′ = 0. Agora vamos mostrar que este ponto e´ um ponto de estabilidade. Considere x = ε
tal que ε→ 0. Assim,
((a− d)x− d) = ((a− d)ε− d)→ −d
Quando a func¸a˜o se aproxima de 0, a derivada e´ negativa, ou seja, ela e´ uma
func¸a˜o decrescente. Assim, independente de qualquer pequena perturbac¸a˜o que ocorrer,
a func¸a˜o sempre vai convergir para o ponto x = 0.
Em x = 1 tambe´m temos um equil´ıbrio, pois x′ = 0. Agora vamos mostrar que
este ponto e´ um ponto de estabilidade. Considere x = 1− ε tal que ε→ 0. Assim,
((a− d)(1− ε)− d)→ a− d− d = a− 2d
Como a > 2d, quando a func¸a˜o se aproxima de 1, a derivada e´ positiva e a func¸a˜o
e´ crescente em 1− ε. Assim, independente de qualquer pequena perturbac¸a˜o que ocorrer,
a func¸a˜o sempre vai convergir para o ponto x = 1.
(ii) Vamos mostrar que x =
d
a− d e´ um ponto de equil´ıbrio insta´vel. Primeiro,
e´ um ponto de equil´ıbrio porque x′ = 0, agora vamos mostrar que e´ um ponto insta´vel.
Considere x =
d
a− d + ε para ε > 0. Assim,
(a− d)
(
d
a− d + ε
)
− d = (a− d)
(
d
a− d
)
+ (a− d)ε− d
= d+ (a− d)ε− d
= (a− d)ε
(3.2.1)
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Agora considere x =
d
a− d − ε para ε > 0. Assim,
(a− d)
(
d
a− d − ε
)
− d = (a− d)
(
d
a− d
)
− (a− d)ε− d
= d− (a− d)ε− d
= (d− a)ε
(3.2.2)
Desta forma, podemos concluir que no intervalo
(
d
a− d − ε,
d
a− d
)
a derivada
vai ser negativa, ou seja, qualquer pequena perturbac¸a˜o acarretara´ num desequil´ıbrio de
frequeˆncia das populac¸a˜o.
Portanto, para qualquer ponto do intervalo
(
d
a− d − ε,
d
a− d + ε
)
qualquer pe-
quena perturbac¸a˜o acarretara´ num desequil´ıbrio de frequeˆncia das populac¸a˜o. Desta
forma, para qualquer pequena perturbac¸a˜o, x =
d
a− d e´ um ponto de equil´ıbrio insta´vel.

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4 Considerac¸o˜es Finais
Neste trabalho, apresentamos algumas noc¸o˜es ba´sicas de Teoria dos Jogos, desen-
volvendo uma introduc¸a˜o geral do tema. Adentramos tambe´m em uma aplicac¸a˜o da a´rea
na Biologia, explorando os principais aspectos e em como que a Teoria dos Jogos busca
a soluc¸a˜o de diversos problemas biolo´gicos. Na˜o menos importante, tambe´m foi discu-
tido dois problemas: Hawk-Dove e Jogo da Cac¸a, aplicando os conhecimentos discutidos
anteriormente.
No primeiro cap´ıtulo, abordamos aspectos introduto´rios da Teoria dos Jogos,
proporcionando ao leitor um contato inicial a diversos conceitos e relac¸o˜es da a´rea e
dando base para a fundamentac¸a˜o dos cap´ıtulos seguintes. Uma das principais discusso˜es
foi a estruturac¸a˜o de um jogo, que se constitui basicamente de jogadores, estrate´gia e
recompensa. Tambe´m foi comentado sobre as formas de representac¸a˜o, que seria a Forma
Normal e a Forma Extensiva. Um ponto muito importante desta sec¸a˜o foi a introduc¸a˜o aos
dois principais meios de resoluc¸a˜o de um jogo, que e´ a estrate´gia dominante e Equil´ıbrio
de Nash. Por fim, tambe´m foi apresentado o conceito de estrate´gia mista.
No segundo cap´ıtulo, iniciamos introduzindo a ideia de um jogo evoluciona´rio,
sua estruturac¸a˜o e suas principais distinc¸o˜es de um jogo no seu sentido mais amplo. Um
dos principais pontos da sec¸a˜o foi a noc¸a˜o de Ponto de Equil´ıbrio e Estabilidade Evolu-
ciona´ria, conceitos estes que esta˜o fortemente ligados e que sa˜o essenciais para a ana´lise
de um jogo evoluciona´rio. Equacionar os dados de um jogo atrave´s do modelo estabe-
lecido serviu como uma grande ponte entre a fundamentac¸a˜o teo´rica e a argumentac¸a˜o
matema´tica, promovendo uma ana´lise mais substancial de problemas da a´rea. Ao final do
cap´ıtulo, tambe´m foi estabelecida a relac¸a˜o entre Equil´ıbrio de Nash dentro de um jogo
evoluciona´rio.
No Cap´ıtulo 3, foi desenvolvido uma ana´lise sobre dois problemas da Teoria dos
Jogos Evoluciona´rios: Hawk-Dove e Jogo da Cac¸a. O primeiro representa uma situac¸a˜o
de conflito entre animais de uma populac¸a˜o, no qual indiv´ıduos podem ser agressivos ou
passivos. O segundo mostra um caso no qual animais podem ou na˜o desenvolver uma
relac¸a˜o de cooperac¸a˜o para obterem comida. Em ambos os problemas, foi desenvolvido
uma ana´lise mostrando os pontos de equil´ıbrio e como que a func¸a˜o das frequeˆncias
populacionais se comportou em cada situac¸a˜o.
Por fim, este trabalho buscou desenvolver uma aplicac¸a˜o da Teoria dos Jogos na
Biologia sob uma perspectiva matema´tica, criando uma ponte entre estas treˆs a´reas de
estudo. Para isso foi necessa´rio estabelecer relac¸o˜es entre os diversos conceitos estudados,
fazendo adequac¸o˜es quando necessa´rio. Esta contextualizac¸a˜o foi uma forma de inter-
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relacionar conhecimento e avaliar situac¸o˜es sob novas perspectivas, maximizando assim,
a soluc¸a˜o de problemas.
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