Abstract. Parallel to the study of finite dimensional Banach spaces, there is a growing interest in the corresponding local theory of operator spaces. We define a family of Hilbertian operator spaces H k n , 1 ≤ k ≤ n, generalizing the row and column Hilbert spaces Rn, Cn and show that an atomic subspace X ⊂ B(H) which is the range of a contractive projection on B(H) is isometrically completely contractive to an ℓ ∞ -sum of the H k n and Cartan factors of types 1 to 4. In particular, for finite dimensional X, this answers a question posed by Oikhberg and Rosenthal. Explicit in the proof is a classification up to complete isometry of atomic w * -closed JW * -triples without an infinite dimensional rank 1 w * -closed ideal.
Introduction
It was shown by Choi-Effros that an injective operator system is isometric to a conditionally complete C * -algebra [6, Theorem 3.1] . The fact that an injective operator system is the same as the image of a completely positive unital projection on B(H) prompted a search for some algebraic structure in the range of a positive projection, or of a contractive projection. A special case of a result of Effros-Stormer showed that if a projection on a unital C * -algebra is positive and unital, then the range is isometric to a Banach Jordan algebra [11, Theorem 1.4 ]. Arazy-Friedman [1] classified, up to Banach isometry, and in Banach space terms, the range of an arbitrary contractive projection on the C * -algebra of all compact operators on a separable Hilbert space. A special case of a result of Friedman-Russo showed that if a projection on a C * -algebra is contractive, then the range is isometric to a Banach Jordan triple system [13, Theorem 2] . Kaup [22] extended the Friedman-Russo result to contractive projections on JB * -triples. A consequence of these results is that, up to isometry, the ranges of the various projections can be classified modulo a classification theorem of the various algebraic structures involved. Recently, the operator space structure of the range of a completely contractive projection has been studied. For projections acting on B(H), such spaces coincide with injectives in the category of operator spaces. Christensen and Sinclair [7, Theorem 1.1] prove that every injective von Neumann algebra with separable predual which is not finite type I of bounded degree is completely boundedly isomorphic to B(H). Robertson and Wasserman [31, Corollary 7] prove that an infinite dimensional injective operator system on a separable Hilbert space is completely boundedly isomorphic to either B(H) or ℓ ∞ . Robertson and Youngson [32, Theorem 1] prove that every injective operator space is Banach isomorphic to one of B(H), ℓ ∞ , ℓ 2 or to a direct sum of these spaces. Robertson [30, Corollary 3] proves that an injective operator space which is isometric to ℓ 2 is completely isometric to R or C where R and C denote the row and column operator space versions of ℓ 2 . These results can be thought of as giving a partial classification of injectives up to various types of isomorphisms.
Note that the word injective in these examples is what we call 1-injective below. Also, the spaces appearing in the above results are all examples of atomic JW * -triples, but only ℓ ∞ and B(H) are C * -algebras. Moreover, B(H), R and C are examples of Cartan factors, while ℓ ∞ is a direct sum of countably many copies of the trivial Cartan factor C.
Operator spaces, that is, linear subspaces of B(H), are the appropriate setting for these types of problems. They were first studied systematically in the thesis of Ruan [33] and have been developed extensively since then by Effros, Ruan, Blecher, Paulsen, Pisier, and others. Ruan [34, Theorem 4.5] showed that an operator space is injective if and only if it is completely isometric to pAq for some injective C * -algebra A and projections p, q ∈ A. Youngson had shown earlier that the range of a completely contractive projection on a C * -algebra is completely isometric to a ternary algebra, that is, a subspace of a C * -algebra that is closed under the triple product ab * c [38, Corollary 1]. Except for [1] , there seem to be no results in the literature that classify the range of a contractive projection up to Banach isometry, or up to completely bounded isomorphism. In this paper, we remedy this by investigating the structure of operator spaces which are the range of a contractive projection on B(H). These are known as 1-mixed injectives in operator space parlance. We provide in Theorem 2 a classification up to isometric complete contraction of 1-mixed injectives which are atomic. In Theorem 3, we classify up to complete isometry all atomic w * -closed JW * -triples without an infinite dimensional rank 1 w * -closed ideal. As a corollary, we show that an atomic (in particular, finite dimensional) contractively complemented subspace of a C * -algebra is a 1-mixed injective, that is, the range of a contractive projection on some B(H). Most of these results have been announced in [25] .
Preliminaries
An operator space is a subspace X of B(H), the space of bounded linear operators on a complex Hilbert space. Its operator space structure is given by the sequence of norms on the set of matrices M n (X) with entries from X, determined by the identification M n (X) ⊂ M n (B(H)) = B(H ⊕ H ⊕ · · · ⊕ H). For the basic theory of operator spaces and completely bounded maps, we refer to [4] , [9] , [10] , [28] , and [29] and the references therein. Let us just recall that a linear mapping ϕ : X → Y between two operator spaces is completely bounded if the induced mappings ϕ n : M n (X) → M n (Y ) defined by ϕ n ([x ij ]) = [ϕ(x ij )] satisfy ϕ cb := sup n ϕ n < ∞. A completely bounded map is a completely bounded isomorphism if its inverse exists and is completely bounded. Two operator spaces are completely isometric if there is a linear isomorphism T between them with T cb = T −1 cb = 1. We call T a complete isometry in this case.
In the matrix representation for B(ℓ 2 ) consider the column Hilbert space C = sp{e i1 : i ≥ 1} and the row Hilbert space R = sp{e 1j : j ≥ 1} and their finite dimensional versions C n = sp{e i1 : 1 ≤ i ≤ n} and R n = sp{e 1j : 1 ≤ j ≤ n}.
Here of course e ij is the operator defined by the matrix with a 1 in the (i, j)-entry and zeros elsewhere. Although R and C are Banach isometric, they are not completely isomorphic; and R n and C n , while completely isomorphic, are not completely isometric.
An operator space Z is injective if for any operator space Y and closed subspace X ⊂ Y , every completely bounded linear map T : X → Z has a completely bounded extensionT : Y → Z. In this case, there is a constant λ ≥ 1 such that T cb ≤ λ T cb and Z is said to be λ-injective. If λ = 1, then Z is also called isometrically injective. A fundamental theorem in operator space theory is that B(H) is 1-injective. This is the celebrated Arveson-Wittstock Hahn-Banach Theorem, see [9, section 3] . It follows that an operator space X ⊂ B(H) is λ-injective if and only if there is a completely bounded projection P from B(H) onto X with P cb ≤ λ.
The literature on injective operator spaces cited in the introduction involves Cartan factors. Cartan factors appeared in the classification of Jordan triple systems and bounded symmetric domains. There are six types of Cartan factors of which four will be relevant to our work. A Cartan factor of type 1 is the space B(H, K) of all bounded operators from one complex Hilbert space H to another K. By fixing orthonormal bases for H and K, we may think of B(H, K) as all dim K by dim H matrices which define bounded operators. To define the Cartan factors of types 2 and 3 we need to fix a conjugation J on a Hilbert space H, that is, a conjugatelinear isometry of order 2. Then a Cartan factor of type 2 (respectively type 3) is A(H, J) = {x ∈ B(H) : x t = −x} (respectively S(H, J) = {x ∈ B(H) : x t = x}), where x t = Jx * J. Since conjugations are in one-to-one correspondence with orthonormal bases of H, we may think of these as anti-symmetric (resp. symmetric) dim H by dim H matrices which define bounded operators. A Cartan factor of type 4, or spin factor will be described in more detail in subsection 3.1.
The following concepts were introduced by Oikhberg and Rosenthal in [27, section 3] in their study of extension properties for the space of compact operators. The operator space Z is a mixed injective if for every completely bounded linear map T from an operator space X into Z and any operator space Y containing X, T has a bounded extensionT to Y . In this case, there is a constant λ ≥ 1 such that T ≤ λ T cb , and Z is said to be λ-mixed injective. A 1-mixed injective operator space is also said to be isometrically mixed injective and X is λ-mixed injective if and only if there is a bounded projection P from B(H) onto X with P ≤ λ. An operator space X is completely semi-isomorphic to an operator space Y if there is a linear homeomorphism T : X → Y which is completely bounded. Such a T is called a complete semi-isomorphism. If in addition T cb = T −1 = 1, then X is completely semi-isometric to Y and T is a complete semi-isometry. It is shown in [27, Proposition 3.9 ] that mixed injectivity is preserved by complete semi-isomorphisms in the sense that if Y is a mixed injective, then so is X.
The Cartan factors of types 1 to 4 are examples of 1-mixed injectives. This is obvious for types 1,2,3 and for type 4 it is proved in [11, Lemma 2.3] . Cartan factors of types 5 and 6 will play no role in this paper since neither is even isometric to a 1-mixed injective operator space. For if it were, it would follow from [13, Theorem 2] that it would be isometric to a JC * -triple (defined below). This is impossible since they are well-known to be "exceptional" ( i.e., not triple isomorphic to the Jordan triple structure induced by an associative * -algebra, see [15, 2.8.5] for the Jordan algebra version of this), and surjective isometries coincide with triple isomorphisms (the latter is proved for JC * -triples in [16] ; for the more general class of JB * -triples see [21] or [2, Lemma 1] ). The space of compact operators on a separable Hilbert space is not a 1-mixed injective, but it seems to be an interesting open question whether it has the mixed separable extension property [27] , that is, in the definition of mixed injective, only separable operator spaces X ⊂ Y are considered.
In view of the relaxed definition of 1-mixed injectives, one cannot immediately expect a classification of them up to complete isometry (however, see Theorem 3). It is more natural to ask for a classification of 1-mixed injectives up to complete semi-isometry. In order to formulate our results precisely we recall some basic facts about JC * -triples. A JC * -triple is a norm closed complex linear subspace M of a C * -algebra A which is closed under the operation a → aa * a. JC * -triples were defined and studied (using the name J * -algebra) as a generalization of C * -algebras by Harris [16] in connection with function theory on infinite dimensional bounded symmetric domains. By a polarization identity, any JC * -triple is closed under the triple product
under which it becomes a Jordan triple system. In this paper, the notation {abc} will always denote the triple product (1) . A linear map which preserves the triple product (1) will be called a triple homomorphism. Cartan factors are examples of JC * -triples, as are C * -algebras, and Jordan C * -algebras. A JW*-triple is defined to be a JC * -triple which is a dual space. It follows from [2, Corollary 9] that a JW * -triple is isometric to a JC * -triple which is weak operator closed.
Note that some of the results about JC * -triples that we are going to cite were proven for the more general class of JB * -triples. For example, [3, Theorem 2.1] shows that all preduals of a JW * -triple are isometric. JB * -triples, in and of themselves, will play no role in this paper, but the interested reader can consult [35] for a comprehensive survey from an operator algebra point of view.
A special case of a JC * -triple is a ternary algebra, that is, a subspace of B(H, K) closed under the ternary product (a, b, c) → ab * c. A ternary homomorphism is a linear map φ satisfying φ(ab * c) = φ(a)φ(b) * φ(c). These spaces are also called, more appropriately, associative triple systems. They have been studied both concretely in [17] and abstractly in [39] . We shall use the term ternary algebra in this paper, but we shall not need any special results about them, other than the well-known and simple fact that a ternary isomorphism between two ternary algebras is a complete isometry. A key step in our proof of Theorem 2 will be to extend a Banach isometry between two JW * -triples to a ternary isomorphism of their ternary envelopes. If v is a partial isometry in a JC * -triple M ⊂ B(H, K), then the projections l = vv * ∈ B(K) and r = v * v ∈ B(H) give rise to (Peirce) projections P k (v) : M → M, k = 2, 1, 0 as follows; for x ∈ M ,
These projections P k (v) are easily seen to have the following properties. They are contractive projections and their ranges, denoted by M k (v) are JC * -subtriples of
They obey Peirce calculus, by which is meant
where it is understood that
The Peirce space M 2 (v) plays a special role. It has the structure of a unital Jordan * -algebra with unit v under the product (a, b) → a • b := {avb} and involution a → a ♯ := {vav}. For example, the Jordan identity (a • a) • a) • b) amounts to {av{{ava}vb}} = {{ava}v{avb}}, which is trivial to verify for JC * -triples. For more general Jordan triple systems see for example [24, 3.13] , [23] , or [37, 19.7] , which are references for the general theory of (Banach) Jordan triple systems.
We shall write M 2 (v) (v) to denote the space M 2 (v) with this structure.
is a unital C * -algebra with product a · b = av * b, involution a ♯ = va * v, and unit v. In this case, the identity map from
, and hence also a complete isometry.
A partial isometry v is said to be minimal in M if M 2 (v) = Cv. This is equivalent to v not being the sum of two orthogonal non-zero partial isometries. Recall that two partial isometries v and w (or any two Hilbert space operators) are orthogonal if v * w = vw * = 0. This is equivalent to v ∈ M 0 (w) and will be denoted by v ⊥ w. Each finite dimensional JC * -triple is the linear span of its minimal paritial isometries. More generally, an atomic JW * -triple is defined to be one which is the weak * -closure of the span of its minimal partial isometries. The rank of a JC * -triple is the maximum number of mutually orthogonal minimal partial isometries. For example, the rank of the Cartan factor of type 1 B(H, K) is the minimum of the dimensions of H and K; and the rank of the Cartan factor of type 4 is 2. Other relations between two partial isometries that we shall need are defined in terms of the Peirce spaces as follows. Two partial isometries v and w are said to be colinear if v ∈ M 1 (w) and w ∈ M 1 (v), notation v⊤w. A partial isometry w is said to govern v if v ∈ M 2 (w) and w ∈ M 1 (v). It is easy to check that v ∈ M j (w) if and only if {wwv} = (j/2)v, for j = 0, 1, 2. JC * -triples of arbitrary dimension occur naturally in functional analysis and in holomorphy. As noted in the introduction, a special case of a theorem of Friedman and Russo [13, Theorem 2] states that if P is a contractive projection on a C * -algebra A, then there is a linear isometry of the range P (A) of P onto a JC * -subtriple of A * * . A special case of a theorem of Kaup [21] gives a bijective correspondence between Cartan factors and irreducible bounded symmetric domains in complex Banach spaces.
There is a structure theorem for atomic JW * -triples, for which we refer to [8, p. 302] , [18] , [26] for the proofs. A JW * -triple is irreducible if it is not the ℓ ∞ -direct sum of 2 non-zero w * -closed ideals. The version of the structure theorem that we shall use is the following. We shall describe the grids for the Cartan factors of types 1-4 (the so-called rectangular grid, symplectic grid, hermitian grid, and spin grid) when they are needed later in this paper. As will be seen, grids only give information about the symmetrized triple product (1), whereas the operator space structure depends on the ternary product (a, b, c) → ab * c. Theorem 2 below is formulated for atomic 1-mixed injective operator spaces. A Banach space X with predual X * is said to be atomic if the closed unit ball X * ,1 is the norm closed convex hull of its extreme points. In particular, reflexive Banach spaces are atomic as are the duals of unital C * -algebras.
Main Results and Reduction
In this section we state Theorems 1,2, and 3, and give a reduction for the proof of Theorem 2. 
The spaces H k n are explicitly constructed in section 6. These spaces appeared in a slightly different form in [1] , see Remark 7.6. The authors are grateful to N. Ozawa for showing us the proof of (d). We now begin the proofs of Theorems 1 and 2. Let X ⊂ B(H) be a 1-mixed injective operator space. Then there is a contractive projection on B(H) with range X. By [13, Theorem 2] , there is thus a linear isometry E 0 from X onto a JC * -triple Y ⊂ A := B(H) * * of the form E 0 (x) = pxq for suitable projections p, q in the von Neumann algebra A. Suppose that T α : Y α → Z α is a complete semi-isometry. Then ⊕T α : ⊕Y α → ⊕Z α is also a complete semi-isometry, by the following commutative diagram:
.
To show the isometry part of the above diagram, one can use the idea of [14, Lemma 1.3] . For completeness, we include the argument. For c ∈ M n (X ⊕ Y ) with As a by-product of the proof of Proposition 2.6, we shall obtain the following theorem, which by Lemma 1.1 gives a classification up to complete isometry of atomic JW * -triples which are w * -closed and contain no infinite dimensional w * -closed ideals of rank 1.
We need the following definitions. If B(H, K) is a Cartan factor of type 1, then
where the transpose is respect to fixed orthonormal bases for H and K. We give Diag (B(H, K), B(K, H)) the operator space structure induced by its natural em-
and follow by (x, y) → ((x + y t )/2, (x t + y)/2). For a fixed dimension n and each j = 1, . . . , m let H j be a Hilbert space of dimension n with a specified orthonormal basis B j = {e j,1 , . . . , e j,n }. Then Proof. By [13, Theorem 2] and Lemma 2.3, the map E 0 mentioned earlier is a complete semi-isometry of X onto an atomic JW * -subtriple of A * * . By Theorem 3 and Lemma 2.5, X is completely semi-isometric to a direct sum of the spaces listed above, which as noted are 1-mixed injectives. Then by [27, (3.9) ], X is 1-mixed injective.
Corollary 2.9. Every atomic JW*-triple is a 1-mixed injective.
We shall prove Proposition 2.6 and Theorem 3 case by case in the following sections. Cartan factors of Types 3 and 4 are handled in section 3, type 2 in section 4 and type 1 in sections 5,6 and 7. Section 6 also introduces the spaces H k n and section 7 also gives some examples and states some open problems.
Cartan factors of types 3 and 4
The Cartan factors of types 3 and 4 have a unital Jordan * -algebra structure in which we frame the proofs of Proposition 2.6 and Theorem 3.
3.1. Cartan factors of type 4. We first prove Proposition 2.6 and Theorem 3 in the case that Y is triple isomorphic to a Cartan factor of type 4. Let us first describe the concrete model which we use for such a Cartan factor, from [15, Theorem 6.2.2] and [16] .
A spin system is a subset S = {1, s 1 , . . . , s k } of self-adjoint elements of B(H) containing the unit and satisfying
(H).
A spin factor is a subspace X of B(H) of dimension at least 2 which is the closed linear span of a spin system of arbitrary cardinality.
We now recall the standard matrix representation of the spin factor Sp (n), 3 ≤ n ≤ ∞, for the separable case (c.f. [15, 6.2.1]), which is the Cartan factor of type 4. Let
be the Pauli spin matrices. Denote by σ n 3 the n-fold tensor product σ 3 ⊗ · · · ⊗ σ 3 of σ 3 with itself n times in M 2 n (C). Define As an operator space, a spin factor X is determined up to complete isometry by the cardinality of the spin system. Indeed, it is easy to see that two finite spin systems with the same number of elements generate C * -algebras which are * -isomorphic with basis consisting of all finite products of elements in the spin system and the unit. If a spin system {s λ } λ∈Λ has arbitrary cardinality, the inductive limit ∪ F A(F ) (norm closure) of the collection of C * -algebras A(F ) generated by finite subsets F of {s λ } λ∈Λ is exactly the C * -algebra generated by the spin system. Thus, any two spin systems with the same cardinality generate *-isomorphic C * -algebras (cf. [36, 1.23] or [5, Theorem 5.2.5]).
Suppose now that the Y in the statement of Proposition 2.6 is triple isomorphic to a Cartan factor of type 4. Let A denote any von Neumann algebra containing Y . The JW * -triple Y contains a spin grid {u j ,ũ j : j ∈ J}, or {u j ,ũ j : j ∈ J} ∪ {u 0 } in the case that Y is of finite odd dimension.
Let us recall the properties of a spin grid from [8, p. 313] . The elements u j and u j (but not u 0 ) are minimal non-zero partial isometries; for i = j, u i is colinear with u j and withũ j , andũ j is colinear withũ i ; and for i = j,
In case u 0 is present, for each i = 0, u 0 governs u i andũ i , and
All other triple products from the spin grid are 0, and in particular, u i is orthogonal toũ i .
It is not hard to see (c.f. [8] ) that the complex span Y of a spin grid has an equivalent Hilbertian norm and is hence reflexive. It is also clear from the grid properties that all such Y are rank 2.
Let v = i(u 1 +ũ 1 ), where 1 is an arbitrary element of the index set J. It is easy to see that that Y = Y 2 (v). As noted in the preliminaries, A 2 (v) and A 2 (v) (v) are ternary isomorphic and thus completely isometric. Thus, the identity map
is a complete isometry. The following lemma is easily verified by using (2), (3) and Peirce calculus. For the convenience of the reader, we include some of the details.
is a Cartan factor of type 4. More precisely, let
or, if the spin factor is of odd finite dimension,
If j = k then all 8 terms in the expansion of this triple product are zero since the triple product of three mutually colinear partial isometries is zero. On the other hand,
Next we consider the case that u 0 is present. If j = 1,
By Peirce calculus {u j u 1 u 0 } is orthogonal to u 1 and is a multiple of u j , hence it is zero. Similarly, each of the other three terms is zero, and similarly t j ·u 0 +u 0 ·t j = 0 for all j ∈ J.
As Y is completely isometric to Y 2 (v) (v) , this completes the proof of Proposition 2.6 and Theorem 3 in the case that Y is triple isomorphic to a Cartan factor of type 4.
3.2.
Cartan factors of type 3. We next prove Proposition 2.6 and Theorem 3 in the case that Y is triple isomorphic to the Cartan factor S(H, J), of type 3. Again, we let A denote any von Neumann algebra containing Y .
Let us recall that an hermitian grid (cf. [8, p. 308] ) is a family {u ij : i, j ∈ I} of partial isometries satisfying
and at least two of these elements are distinct; and all other triple products are 0.
Let {u ij : i, j ∈ Λ} be an hermitian grid which is w*-total in Y and let v denote the partial isometry i u ii (the sum is w*-convergent since u ii ⊥ u jj ) and note that it has the property that Y = Y 2 (v). Let ψ : Y → S(H, J) be the triple isomorphism determined by ψ(u ij ) = U ij , where {U ij } denotes the canonical hermitian grid for
Note that isomorphisms of JW * -triples (being isometries on spaces with unique preduals) are automatically w*-continuous. Hence ψ(v) = Id H and ψ(u
. Also, recall that the ternary product is the same whether it is computed in A or in A 2 (v) (v) , that is,
Proof. We first show these three identities: (4) and the first statement in (b).
where
To prove (6) , it remains to show that A = B = u ii . Here we need to distinguish cases. Suppose first that i, j and l are distinct. Then {u jl u ll u il } = u ij /2 so that
Finally, since u ij u kk = 0 if k ∈ {i, j}, e ij +e ji = u ij ·u jj +u ij ·u ii = u ij ·( u kk ) = u ij . This completes the proof of (a) and (b).
By the first statement in (b), we have
Since the system of matrix units {e ij } are linearly independent,ψ defines a linear isomorphism of sp C {e ij } onto sp C {E ij } which is by construction a * -isomorphism, proving (c).
Clearlyψ extends to a * -isomorphism from the C * -subalgebra sp C {e ij } · of
extends to a w*-continuous isometry and, hence, * -isomorphism from sp C {e ij } w* onto B(H). Since a * -isomorphism is completely isometric, the proof of Proposition 2.6 and Theorem 3 is completed in the case that Y is triple isomorphic to a Cartan factor of type 3.
Cartan factors of type 2
In this section, we prove Proposition 2.6 and Theorem 3 in the case that Y is triple isomorphic to the Cartan factor A(H, J) of type 2. Again, A denotes any von Neumann algebra containing Y . Since A(C 3 , J) is triple isomorphic to B(C, C 3 ), which is covered in section 7, and A(C 4 , J) is triple isomorphic to Sp (6), which was covered in section 3, we may and shall assume that dim H > 4.
Let us recall ( [8, p. 317 ] that a symplectic grid is a family {u ij : i, j ∈ I, i = j} of minimal partial isometries satisfying
and all other triple products vanish. The fact that each u ij is minimal can be expressed by
Let {u ij } be a symplectic grid which is w*-total in Y . Let ψ : Y → A(H, J) be the triple isomorphism determined by ψ(u ij ) = U ij , where
and for 1 ≤ i ≤ n, the elements e ii unambiguously defined by e ii = u ij u * jm u im are non-zero orthogonal partial isometries in A.
Proof. We shall use repeatedly the fact that u ij = −u ji . Suppose that i, j, k, l are distinct. Then u ij u * kl = 0 and therefore (9) and (10) show (8) and thus e ii is well defined.
We next show that e ii = 0. Suppose instead that e ii = 0 for some i. For i, k, l distinct, u ik ⊤u kl and u kl ⊤u il , so
where L ik = u ik u * ik and R ik = u * ik u ik denote the left and right support projections of u ik .
By the definition of symplectic grid, if p, k, l, m are distinct (recall that n ≥ 5), then u pm = 2{u pk u kl u ml }. However, by (11) and the commutativity of the support projections associated with u il and u ik (see Lemma 5.4),
which is a contradiction. Thus e ii = 0 and it is a partial isometry:
Finally, to show orthogonality, take i, j, l, p distinct and note that 
Proof.
proving (a), and (b) follows immediately from (a).
To prove (c), note first that e * kk u ij = (u kl u * lm u mk ) * u ij = u * mk u lm u * kl u ij which is zero if {i, j} ∩ {l, k} = ∅, and similarly u ij e * kk = 0. Thus 2{u ij u ij e kk } = u ij u * ij e kk + e kk u * ij u ij = 0, which is equivalent to u ij ∈ A 0 (e kk ). Finally, we shall show assertion (d):
Lemma 4.3. Define, for i = j, e ij = e ii e * ii u ij e * jj e jj (product in A). Then u ij = e ij − e ji and (a): {e ij } is a system of matrix units in the
Proof. By definition, e ji = e jj e * jj u ji e * ii e ii = −e jj e * jj u ij e * ii e ii = −e ij , and by Lemmas 4.1 and 4.2, e ij − e ji = e ii e * ii u ij e * jj e jj + e jj e * jj u ij e * ii e ii = 2{e ii e ii u ij }e * jj e jj + e jj e * jj 2{e ii e ii u ij } = u ij e * jj e jj + e jj e * jj u ij = 2{e jj e jj u ij } = u ij .
Since v = e kk , to prove (a) it remains to show that e ij v * e lk = δ jl e ik and ve * ij v = e ji .
In There are five cases to prove:
• e ii v * e ii = e ii ; this is true since e ii v * e ii = e ii e * ii e ii = e ii .
• e ii v * e ik = e ik , k = i; since e ii v * e ik = e ii v * e ii e * ii u ik e * kk e kk = e ii e * ii u ik e * kk e kk = e ik .
• e ij v * e jj = e ij , i = j; since e ij v * e jj = e ii e * ii u ij e * jj e jj v * e jj = e ij .
• e ij v * e ji = e ii , i = j; since 
ij e jj and therefore ve * ij v = −ve * jj u ij e * ii v = −e jj e * jj u ij e * ii e ii = e jj e * jj u ji e * ii e ii = e ji . This completes the proof of (a).
Since the system of matrix units {e ij } are linearly independent,ψ defines a * -isomorphism of sp C {e ij } onto sp C {E ij }, proving (b).
By the same method used in Section 3 for the Type 3 case,ψ extends to a * -isomorphism of sp C {e ij } w* onto B(H). The proof of Proposition 2.6 and Theorem 3 is thus complete in the case that Y is triple isomorphic to a Cartan factor of type 2.
Cartan factors of type 1
In this and the next section, we prove Proposition 2.6 and Theorem 3 in the case that Y is triple isomorphic to a Cartan factor of type 1. This turns out to be more complicated than the other types, especially in the case that Y is of rank 1 (Hilbertian). Except for some important preliminary cases (see subsection 5.3), the rank 1 case is proved in section 7.
Let {u ij : i ∈ Λ, j ∈ Σ} be a rectangular grid which is w*-total in Y . Recall ( [8, p. 313] 12) and all other triple products are zero.
We shall assume throughout this section that Y is triple isomorphic to B(H, K), that is, |Λ| = dim K and |Σ| = dim H. Specifically, by [8, Proof. We shall give the proof in the case that u il u * ik = 0. The other case follows by symmetry.
We first take care of the "i th -row," where i, k, l are the fixed values. If p ∈ {k, l},
This proves the first statement in (a) when j has the value i. We next take care of the "j th -row" (if it exists). If p = q and j = i, (14) and the minimality of u ip ).
This proves the first statement in (a). We complete the proof of (a), by taking care of the "columns," (if they exist). For all p, q, r with p = q, choose s = r. Then (15) .
By (a), and the separate w*-continuity of multiplication, Y is a ternary subtriple (closed under (a, b, c) → ab * c). Furthermore, sp C {u ij } is ternary isomorphic and isometric to sp C {E ij } via u ij → E ij and we can again use [8, Lemma 1.14] to extend the map to a ternary isomorphism of Y onto B(H, K), which then is a complete isometry.
By the same arguments, we also have the following. 
b): Y is ternary isomorphic and completely isometric to B(K, H).
It is convenient to single out the rank one case. Proof. We prove (b) first. Since uu * v + vu * u = v and uu * w + wu
Similarly for the second statement. To prove (a) use the same argument:
Justified by Lemmas 5.1 and 5.2 we may now assume in the rest of this subsection 5.2, without loss of generality, that Then for all i ∈ Λ and j ∈ Σ, the projections
Proof. Note that by Lemma 5.4, the above are products of commuting projections. We shall show that L i = 0, the proof for R j being similar.
Suppose the assertion is false, that is, for some i ∈ Λ,
Choose a finite subset S ⊆ Σ and denote it by {1, 2, · · · n}. Choose a j = i and an l ∈ S − {1}. Since u il ⊤u i1 ,
Since k∈Σ u ik u * ik is the w*-limit of the net { k∈S u ik u * ik } |S|<∞ , it follows by separate w*-continuity of multiplication that u il u * jl = 0, which contradicts (17). Proof. We begin by showing that {pu ij } is a rectangular grid which is w*-total in its w*-closure. We start by showing that pu ij is a minimal partial isometry using the criterion (7). We have
By Lemma 5.4(a), this is zero if
in u ij . which is zero for j = l, since by Peirce calculus, u ij u * il u ij = 0. On the other hand (pu ij )(pu ij ) * (pu ij ) = pu ij u * ij u i1 u * i1 · · · u in u * in u ij = pu ij , and it is non-zero by Lemma 5.5. This proves that pu ij is a minimal partial isometry.
We next show that pu jk ⊥ pu il for i = j and k = l. On the one hand, pu jk (pu il ) * = pu jk u * il p = 0; and on the other hand, (pu il )
by Lemma 5.4(a). We next show that pu ik ⊤pu il for k = l. We have
We next show that for i = j, pu jk ⊤pu ik . To this end , we shall show that pu jk (pu jk ) * pu ik = 0 and pu ik (pu jk ) * pu jk = pu ik . In the first place,
In the second place,
Finally we shall show that {pu jk , pu jl , pu il } = pu ik /2 for j = i and l = k. It suffices to prove pu jk u * jl pu il = 0 and pu il u * jl pu jk = pu ik . On the one hand,
On the other hand,
It now follows that the map y → py is a triple isomorphism, and hence an isometry, from the norm closure U of sp C {u ij } onto the norm closure V of sp C {pu ij }.
We claim that the map y → py is an isometry of the w*-closure U of U onto the w*-closure V of V , and is thus a complete contraction as well.
First we show that if py = 0 and y ∈ Y , then y = 0, from which it follows that the map y → py is a w*-homeomorphism when restricted to the unit ball of U . Then by [19, (3.1) ], y → py extends to an isometry of U onto V , which is w*-continuous by the uniqueness of the preduals. This w*-extension must agree with y → py on Y , which proves the claim.
To prove the above statement suppose py = 0 for some y ∈ Y . Then L i y = 0 for each i ∈ Λ. We may write y = λ ij u ij where the sum converges in the w*-topology and λ ij = l ij yr ij , where
and so λ ij = 0 and y = 0.
We can similarly show that {(1 − p)u ij } is a rectangular grid and that hence, as above, the map Y ∋ y → (1 − p)y ∈ (1 − p)Y is an isometry and complete contraction. For example, to prove that (1 − p)u jk ⊤(1 − p)u ik , it suffices to show that
For the first statement,
For the second statement,
We omit the entirely analogous calculations showing that the other grid properties hold.
As above, the fact that y → (1−p)y is a complete semi-isometry follows from the fact that it is one-to-one on Y . To see that it is one-to-one on Y , suppose (1−p)y = 0 for some y ∈ Y . Writing y = λ ij u ij leads to i,
Finally we show that pY ⊥ (1 − p)Y . It suffices to show that basis elements are orthogonal. First,
Clearly [(1 − p)y] * pz = 0 for all y, z ∈ Y , finishing the proof.
Proposition 5.7. Suppose that Y is triple isomorphic to B(H, K) and is of rank at least 2, and that (16) and (17) hold. Then Y is completely semi-isometric to B(H, K) and completely isometric to Diag (B(H, K), B(K, H)).
Proof. For k = j,
so Lemma 5.1 applies to show that pY is completely isometric to B(H, K). By Lemma 5.6, Y is completely semi-isometric to B(H, K).
Similarly, Lemma 5.1 applies to show that (1 − p)Y is completely isometric to B(K, H). Indeed,
This completes the proof of Proposition 2.6 and Theorem 3 in the case that Y is of rank 2 or more and triple isomorphic to B(H, K).
5.3.
The case of rank 1. Preliminary cases. Assume now that Y is finite dimensional and rank 1. Let us denote a finite rectangular grid of rank 1 for Y by {u 1 , . . . , u n }. For the record, let us note that this means precisely that u i is a non-zero partial isometry: {u i u i u i } = u i = 0; u i is minimal: (18) and that u i is colinear with u k : {u i u i u k } = u k /2 for i = k. By the grid properties and the identity yy * y = y 3 , Y is isometric to a Hilbert space with orthonormal basis {u j } (see [8, p.306 
]).
We shall denote, for J = {j 1 , . . . , j i } ⊂ {1, 2, . . . , n}, u * j1 u j1 u * j2 u j2 · · · u * ji u ji by (u * u) J . By commutativity of the projections u * k u k we may and shall assume that
Proof. Suppose that (uu * ) J = 0 for some J with |J| = i. Then for s ∈ J and k ∈ J,
The proof of the second statement is similar.
Lemma 5.8 makes it possible to define i R to be the largest i such that (uu * ) J = 0 for any J with |J| = i and i L to be the largest i such that (u * u) J = 0 for any J with |J| = i. The numbers i R and i L are indices which depend on how a JC * -triple sits in its ternary envelope. We use the numbers i R and i L to define projections
Lemma 5.9. Each of the maps y
Proof. To prove the first statement, it suffices to show that each of these maps takes the rectangular rank 1 grid {u k } n k=1 into a rectangular grid of rank 1. We carry out the proof for y → p R y and y → (1 − p R )y, the proofs for the other maps being identical. For notation's sake, we let p = p R and w j = pu j .
If
A sum of orthogonal projections cannot be zero unless each one is. Thus (uu * ) J = 0 for any J containing k with |J| = i R , which is a contradiction. Hence, w k = 0.
Next, for i = j,
and w i = pu i = |J|=iR (uu * ) J u i = |J|=iR,i∈J (uu * ) J u i , so that w i w * i w i = w i . Now we shall show that w i and w k are colinear. It suffices to show that for i = k,
equivalently (by using Lemma 5.4 on the middle term),
On the other hand we have
It remains to show that the right side of (21), call it A, when added to the right side of (20) , equals the right side of (19) .
We have
Now each term in this sum for which k ∈ J 1 is zero, as is each term for which i ∈ J 2 . On the other hand, if i ∈ J 2 and k ∈ J 1 , then by Lemma 5.4,
which is zero unless J 1 = J 2 ∪ {k}, in which case it equals (uu
Conversely, if k ∈ J and i ∈ J, then (uu
as required. This proves that {p R u k } n k=1 is a rectangular rank 1 grid. Let us now prove that
As before, it suffices to prove
For the first term on the left side of (22),
For the second term on the left side of (22),
By (23) and (24), the left side of (22) is equal to
as required. We omit the analogous proof that (1 − p)u i is a minimal partial isometry. Finally we show that pY ⊥ (1 − p)Y . It suffices to show that basis elements are orthogonal, that is
In preparation for the next two sections, let us consider the remaining case where
.. ,iL} = 0, which is impossible. Hence i L + i R ≥ n + 1, proving the first statement.
It is easy to see that (w
Moreover, for any r ≥ 1,
where the sum can be taken over all |J k | = i L with k ∈ J k and ({1, 2, . .
and if there is a j ∈ ({1, 2, . . . , r} − {k}) ∩ J k , then by commutativity of the factors in the terms of (26) , that term would vanish by (18) .
The Hilbertian operator spaces H k n
In this section we shall begin by assuming that Y is a JW * -triple of rank 1 and finite dimension n given by a rectangular rank 1 grid {u 1 , . . . , u n } such that i R + i L = n + 1. If i L = 1 or if i R = 1, then Y is completely isometric to the type 1 Cartan factors R n or C n by Corollary 5.3. Otherwise, we shall show in section 7 that Y is completely isometric to a space H iR n which is a subtriple of a Cartan factor of type 1, proving Proposition 2.6 in this case. This will be achieved by constructing, from the given grid {u j }, a rectangular grid {u IJ } whose linear span is a ternary algebra containing Y and which is ternary isomorphic to a Cartan factor of type 1, namely the n iL by n iR complex matrices. After this, in section 7 we shall prove Proposition 2.6 in case Y is infinite dimensional and of rank 1.
Here is the construction. We define some elements which are indexed by an arbitrary pair of subsets I, J of {1, . . . , n} satisfying
Note that the number of possible sets I is 
. . , c s+1 }, and let us agree (for the moment) that the elements are ordered as follows: c 1 < c 2 < · · · < c s+1 and
Definition 6.1. With the above notation, we define 
(e): "weak" quadrangle property:
Proof. Throughout this proof, we use the fact that all elements of the grid {u 1 , . . . , u n } are present in each u IJ . To avoid cumbersome notation we will also often denote an element u c , where c ∈ (I ∪ J) c , by c ij , and similarly for u d . For example, in (29) Proof of (e): By definition,
This quantity remains unchanged if the factors 
We claim next that in fact
To get from (30) to (31) we proceed as follows. Consider first an element x ∈ I ′ − J. Either x ∈ I or x ∈ I. In the latter case, x ∈ (I ∪ J) c so that u x is one of the c ij and so u x u * x can be split off from u x = u x u * x u x and absorbed (using Lemma 5.4) into the (uu * ) I−J term. In the former case, no absorption is necessary. Doing this for every such x allows us to replace the term (uu
Now consider an element x ∈ I − J. Either x ∈ J ′ or x ∈ J ′ . In the first case, x ∈ I ∩ J ′ so that u x is one of the d ij ′ and therefore any such u x u * x can be absorbed from the term (uu * ) (I∪I ′ )−J into a d ij ′ . On the other hand, if x ∈ J ′ , then either x ∈ I ′ , in which case no absorption is necessary, or x ∈ I ′ so that x ∈ (I ′ ∪ J ′ ) c and u x is one of the c i ′ j ′ and hence u x u * x can be absorbed. Doing this for every such x allows us to replace the term (uu * ) (I∪I ′ )−J in (32) by (uu * ) I ′ −J . By an entirely similar two-step argument, we may replace (u * u) J ′ −I ′ in (30) by (u * u) J−I ′ , which proves (31).
To complete the proof of (e), we need to show that the right side of (31) has the form
To do this we must examine each of the elements c ij , d ij ′ , c i ′ j ′ in (31) (call them "outer" elements as they are not "starred") and d ij , c ij ′ , d i ′ j ′ (call them "inner" elements, as they are "starred") and decide whether to leave the element there or absorb it into one of the end terms (u * u) J−I ′ or (uu * ) I ′ −J . This is achieved in the following lemma. Proof of Lemma 6.4. For three mutually colinear partial isometries u, v, w, the term "flipping" in this proof refers to the fact that uv
In the first case c ij is a c i ′ j and no absorption is necessary. In the second case, either c ij ∈ J ′ or c ij ∈ J ′ . If the former, c ij ∈ I ′ ∩ J ′ so that c ij is equal to a d i ′ j ′ with which it can be paired by "flipping" and c ij c * ij can be absorbed into (uu * ) I ′ −J by Lemma 5.4. In the latter, c ij ∈ (I ∪ J ′ ) c so that c ij is equal to a c ij ′ with which it can be paired and absorbed as above by repeated use of Lemma 5.4.
Let
can be flipped and absorbed. In the first case, either d ij ′ ∈ J, in which case it is a c ij ′ and no absorption is necessary, or d ij ′ ∈ J so that d ij ′ is equal to a d ij and can be flipped and absorbed into (u * u) J−I ′ . The proof for the third type of "inner" element, as well as the proofs for the "outer" elements are similar.
For the converse statement in (a), note that
With Lemma 6.4, the proof of (e) is completed.
Since I = I ′ , there are two possibilities: either there exists i 0 ∈ I − I ′ or there exists i ′ 0 ∈ I ′ − I. We shall deal with the first case only as the other is similar. So assume first that i 0 ∈ I − I ′ and consider the two cases: i 0 ∈ J and i 0 ∈ J. In the first case u i0 is one of the d ij and hence either u i0 is also a c i ′ j ′ in which case w = 0 by "flipping" and minimality; or i 0 ∈ J ′ − I ′ in which case w = 0 by "hopping" and minimality. Now consider the case that i 0 ∈ J. In this case i 0 ∈ I − J and hence either i 0 ∈ J ′ , in which case i 0 ∈ J ′ − I ′ and w = 0 by "hopping" and minimality; or i 0 ∈ J ′ , in which case u i0 is a c i ′ j ′ and w = 0 again by "hopping" and minimality. This proves the first statement in (d). The proof of the second statement is achieved in a similar way.
The reader will note that "maximality" (meaning for instance that (u * u) J = 0 if |J| > i L ) was not used in the above proof of (d). It's main use is in the proof of the important decomposition (34) below.
It being clear that (a) and (b) follow immediately from (d), it remains to prove (c).
Proof of (c): In view of the strong orthogonality already proved, it will suffice to prove that u I,J [u I,J ] * u I ′ ,J = u I ′ ,J for I = I ′ . We have
The term (u * u) J−I in (33) where the sum is taken over all disjoint I, J satisfying (27) and not containing c.
Proof. For convenience, let us say that for colinear partial isometries u and v, the formula u = uv * v + vv * u is the result of "applying v to u". Given c, write {1, . . . , n} = {c, c 2 , . . . , c n }. The equation (34) is obtained by first applying u c2 to u c , then applying u c3 to all occurrences of u c , and in turn applying u c4 , . . . , u cn to all occurences of u c that are created in the previous step.
We thereby obtain
where the sum is over all disjoint subsets I, J of {1, . . . , n} − {c} with
A term in this sum is zero unless |I| ≤ i R − 1 and |J| ≤ i L − 1. By (35) and the fact that i R + i L = n + 1, |I| = i R − 1 and |J| = i L − 1 so (34) follows.
Note that a change in the order of the u c 's or u d 's in (28) can at most change the sign, since any such change can be accomplished by "flipping." In the next lemma, we consider elements defined by the right side of (28) but without specifying an ordering of the c's and d's. This lemma will enable us to define the signature ǫ(I, J) of u I,J and prove the important Proposition 6.10. For any permutations (c 1 , . . . , c s+1 ) of C and (d 1 , . . . , d s ) of D, the element
(which equals ±u IJ ) decomposes uniquely as a product of "ones":
where the I i , J j , K k , L l are uniquely determined by I, J and the c's and d's.
Proof. Let us first prove the existence. Each of the steps in the following equation array is achieved by "expanding" (for example, u c2 = u c2 u * c2 u c2 ) and/or "hopping":
This shows that (uu
which is of the form u I1,c1,J1 [u I2,J2 ] * u I3,cs+1,J3 , so the existence follows by induction.
We now prove the uniqueness. Look at the first three factors of (36) . Since u IJ = 0, by Proposition 6.3 (d), we must have
we see that all the sets I i , J j , K k , L l are uniquely determined by J 1 and the c's and d's. A close look at (36) and using Proposition 6.3 (d) and (e) reveals that
which equals ±u Is+1J1 by Proposition 6.3 (e), so u IJ [u Is+1J1 ] * = 0. Then by Proposition 6.3 (d) again, I = I s+1 and similarly J = J 1 , completing the proof of uniqueness.
Definition 6.8. We assign a signature to each "one" as follows: Let the elements of I be i 1 < i 2 < · · · < i p (where p = i R − 1) and the elements of J be j 1 < j 2 < · · · < j q (where q = i L − 1). Then ǫ(I, k, J) is defined to be the signature of the permutation taking the n-tuple (i 1 , . . . , i p , k, j 1 , . . . , j q ) onto (1, 2, . . . , n). By direct calculation and simplification
Since a ∈ J, b ∈ J and I ∩ J = ∅, Lemma 5.4 shows that
Similarly, since b ∈ I, c ∈ I, we can remove the term (uu * ) I to obtain
which equals ±u I ′ J ′ .
Thus, from (38) and the uniqueness in Lemma 6.7, every such 3-tuple (37) of "ones" uniquely determines a corresponding 3-tuple of "ones" (u (a):
(a) follows from (38) and (39) .
(b) We shall use the more precise notation of (40) and (41). Write
where i u < c < i u+1 , i t = a, j s = c and j v < a < j v+1 . We can calculate ǫ(I, b, J)ǫ(I ′′ , b, J ′′ ) by counting the number of transpositions required in "moving" a from I to J ′′ and c from J to I ′′ . These are
and
We can calculate ǫ(I ′ , a, J)ǫ(I ′ , c, J ′′ ) by counting the number of transpositions required in "moving" a from the "middle" to J ′′ and c from J to the "middle". Taken together this is
We can calculate ǫ(I, c, J ′ )ǫ(I ′′ , a, J ′′ ) by counting the number of transpositions required in "moving" c from the "middle" to I ′′ and a from I to the "middle". Taken together this is
The sum of (42)-(45) is 2(s + v − u − t) − 1 which is odd, so exactly one or three of the numbers 
* = 0 for I = I ′ , the property (12) will follow from (46). The other grid properties are contained in Proposition 6.3.
To prove (46), we apply Lemma 6.7 to decompose its left and right sides into "ones." To avoid cumbersome notation let us denote any "one" with u c in the "middle" simply by (c) and its signature by ǫ, with an identifying subscript. With this convention, we have, for suitable x j , y k , z l , w i ∈ {1, . . . , n} and ǫ pq = ±1, Recall that from Proposition 6.3(e), we have
Now each w i is either an x j , y k or z l by the proof of Lemma 6.4, and by that same Lemma, the x j , y k , z l which are not used, call them v 1 , . . . , v m , occur twice with an even number of elements between them. Also, by Lemma 6.9(c) we may rearrange terms so that the right side of (47) becomes 
Since (48) and (49) are each equal to ±u I ′ J , by the uniqueness in Lemma 6.7, (ǫ 6i w i ) ′ = (ǫ 4i w i ), which proves (46).
Cartan factors of rank 1
Proof of Proposition 2.6 in the finite dimensional rank 1 case. It follows from Propositions 6.3 and 6.10 that the map ǫ(IJ)u IJ → E JI is a ternary isomorphism onto n iR by n n−iR+1 complex matrices. By Remark 6.2 and (34), Y is completely isometric to a subtriple H iR n of a Cartan factor of type 1. In view of Lemma 5.9 this completes the proof of Proposition 2.6 in the case that Y is of type 1 and rank 1 and finite dimensional.
Note that the numbers n and k determine a simple algorithm for constructing the unique matricial space H k n (see the paragraph preceding Examples 1 and 2 below). The spaces H k n are examples of the rank 1 JW*-triples whose existence was assumed in section 6, as the following lemma shows. * E J,1,I = E J,1,I , ensuring at least one nonzero term in the expansion of (50). Since all possible nonzero terms of (50) are ǫ(IJ)E J,1,I and those are independent, (50) is not zero. It follows that i R = k. A similar argument shows that i L = n − k + 1.
The following lemma implies the statement in Theorem 1 that the H k n are 1-mixed injectives. Proof. We first show that xx * can have at most one nonzero eigenvalue. Indeed, if xx * has at least two distinct nonzero eigenvalues, then we may write xx * = f (xx * ) + g(xx * ) for two nonzero disjointly supported even continuous functions f and g which vanish at zero. Hence, xx * x = f (xx * )x + g(xx * )x is a non-trivial orthogonal decomposition of the element xx * x in the rank one JC*-triple H We now prove Proposition 2.6 in the case that Y is of type 1 and rank 1 and arbitrary dimension. The key to the proof is the following lemma. Proof of Proposition 2.6 in the rank 1 type 1 case. We may assume dim(Y ) = ∞. For definiteness, we assume that (uu * ) I = 0 for all finite subsets I ⊂ Λ. The other case in Lemma 7.4 is proved similarly. Let E λ denote 1 ⊗ ψ λ in B(H, C), where dim H = |Λ| and {ψ λ } is an o.n. basis for H. By Proposition 5.10, for all finite subsets I ⊂ Λ, the map φ(u λ ) = E λ is a complete semi-isometry from Y I := sp {u λ : λ ∈ I} to sp{E λ : λ ∈ I}. As a reflexive space, Y is the norm-closure of the union of all the Y I as I varies over all finite subsets of Λ, so it follows that Y is completely semi-isometric to B(H, C).
The proofs of Theorems 1, 2 and 3(a) being complete, we now finish the proof of Theorem 3, give some examples of the spaces H 
