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1. INTRODUCTION 
This dissertation deals with the nonparametric comparison of two groups of n 
objects when only two objects can be compared at a time. Well-known examples 
of this situation are comparisons of two chess or tennis teams, where it is common 
practice to match the best player of the first team with the best player of the second 
team, down to matching the two weakest players. Such a matching has considerable 
intuitive appeal and its properties will be studied under two different models. 
It is important to realize a key element inherent in the foregoing situation, namely 
that a great deal is usually known about the relative strengths of the players within 
a team. In fact, whenever a within-group ordering of n objects is available the 
above matching by rank is appealing. But is this ordered matching really an optimal 
procedure and what are its properties? How does it compare with a random matching, 
or with other possible matchings of the two groups of objects? 
We now introduce our probability models. Let 
rY = be two groups of 
stochastically ordered random variables (not necessarily the order statistics) which 
represent the increasing "strengths" of the ordered objects in the two groups, respec­
tively. Correspondingly, we suppose that in a particular ordered matching hypothet­
ical realizations x',of Xiand y'.of Yf... i = 1,... ,n, are compared. While we (0 (0 (0 (0 
cannot observe or we can make the usually subjective judgment whether 
^(z) ^ "^(i) ^(i) ^ ^(i)' we prefer the Y-group, Fy , to the X-group, , 
in this particular matching if 
n 
i'=l 
where {0 if y < X 1 if J/ > X. 
For the present, we ignore ties, and assume that the random variables are abso­
lutely continuous. We regard F y as superior to F y under ordered matching if 
es s 
i=l 
i = l  
Other matchings may be obtained by pairing with y i = l,...,n, 
where TT = ..., TTH ) is a permutation of (1,... ,n). Correspondingly, we will speak 
of a matching TT and write 
i=l 
to denote the random number of preferences for objects in Fy . The expected value 
of S(7r) for fixed TT is given by 
n  
m i r ) !  = ( 1 . 2 )  
i = l 
Therefore, for an ordered matching (TT = TT®  =  ( 1 , . . .  ,  n ) ) ,  w e  h a v e  
n 
m"")! = E = "i (««!')' 
i=l 
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The expected value of S(7r) under random matching is given by 
n 
= ~ E (1-3) 
(7ri,...,7rn)i=l 
where the first sum is over all possible permutations , TT^) . Simplifying the 
above summation, we have 
1 = 1 J = 1 
Definition 1.1 A matching TT is said to be fair i/E[5(7r)] = when T ^ ~ F y . 
It is clear that ordered matching is fair. It can be shown that random matching 
is fair also. Other matchings are not necessarily fair and we shall examine this aspect 
further in later chapters. 
We use Fi{x) and Gi{x) to represent the cdf's of X!.. and Vf-), and fi{x) and 
LU V U 
g { ( x }  to represent the pdf's of A'f... and iV.., respectively, i  =  l , . . . , n  . Here we ( i J ( i J 
assume F ^ l x )  >  F j ( x )  for all x  and for any 1  <  i  <  j  <  n  ,  i.e., is stochastically 
smaller than or XL . Therefore, we have <g( ATL. <st 
5 • • • ) ^5^ . Similarly, —st ^(2) —st^'''^—st ^(7},) ' Usually, we also 
assume that F y and F y are independent; however, we do not assume independence 
within Fj^ and Fy . 
(a) Order Statistics Model 
In this model we assume that A"|^j and have the same mar^ina/distributions 
as and , the i-th order statistics in two random samples of size n from F 
and G, respectively. Then the pdf of A^^^ , fi{x), is given by 
-  F { x ) f - ' f ( x ) .  (1.5) 
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We use rather than since we generally want to permit PIX^^^ > > 0 
for i  <  j  . The joint distribution of the X ! . . ^ s  may, in fact, have any dependence j 
structure, including independence. 
In particular, if T ^ = (^'(1)'• * • '  ^ (n)) ' ^'(Tr) 
becomes Galton's rank-order statistic (e.g., Hodges, 1955). We mention this only to 
make it clear that we are not considering this case which does not permit X^ .^ > 
for i  <  j  .  
However, our measure of superiority of F y over F y , viz. £'[5(7r)] , depends 
only on the marginal distributions of A'fand F/., . We will therefore simply drop 
U )  \ J }  
the primes from here on in discussions of the order statistics model. For an ordered 
matching we have 
V'l = £(S(»°)| = ^ P(y,;, > 
i=l 
Note that random matching merely returns us to the unordered case for which we 
have 
n 
i = l  
w h e r e  ( X j , . . . ,  Xn) and ( 1 j,..., In) are random samples from F and G respectively, 
with X ~ F and Y ^ G . 
The question of whether ordered matching is more effective than random match­
ing may now be reduced to the question of whether Vj > Vg if ^ ^st ^ • The answer 
is yes under certain conditions. We deal with this and related issues in Chapter 
2. In fact, a much stronger result will be proved, namely that if X <gi Y , then 
Vi > £'[5(7r)] for any simple matching and any symmetrical matching, where simple 
5 
and symmetrical matchings are both fair matchings defined in Chapter 2. In addi­
tion, the properties oipjj = f &re of interest in themselves, particularly 
t h e i r  r e l a t i o n  t o  p  =  P { Y  >  X )  ,  t h e i r  d e p e n d e n c e  o n  G  ( f o r  g i v e n  F  a n d  i  =  j ) ,  
and on i (for given F, G, and i = j). Also of interest is the limiting behavior of p^j 
as n —* oo. 
( b )  Linear Preference Model 
In this model, we assume that ~ F { x  — and ~ F { x  —  / ' ( f ) )  ,  
i  =  l , . . . , n  ,  w h e r e  F { x )  i s  a  d i s t r i b u t i o n  f u n c t i o n  a n d  <  A ^ 2 )  <  <  A ^ ^ ^  
and //(jj < //(2) < ••• < /'(^) are ordered real numbers. The model is based on 
the linear model much used in the method of paired comparison (e.g., David, 1988, 
p.7). At times, we will assume that F{x) is a unimodal distribution function. The 
definition of a unimodal distribution will be given in Chapter 3. We will see that the 
class of unimodal distributions contains almost all the common useful distribution 
functions. 
It is easy to see that when = A^^^, z = 1,... ,n , and both F y and Fy are 
groups of independent random variables; 5(7r'^) has a Binomial(n, g) distribution. 
In general, there is no closed form for the distribution of 5'(7r), and we are not going 
to investigate this issue here. 
In this model, we are still interested in comparing Vj and as well as Vj and 
£'[S(7r)]. The following questions arise: Under what conditions are Vi > V2 and/or 
n  n  
^'1 > jE'[6'(7r)] . Do we have Vi > V2 and/or Vj > £'[5(7r)] when ^ ^(i)' 
i=l  1=1 
The answer is yes when the sample size n = 2. When n > 2 , the situation becomes 
more complex. We will study this and related issues in Chapter 3. 
6 
It is noted that for given and (i = 1,... , 7 ? )  , there is always a permu­
tation tt' such that £[5(7r')] > i?[5(7r)] for all tt . We will give a sufficient condition 
for such TT' . We will also discuss some rearrangement properties of E[5(7R)]. 
In the discussions of (a) and (b), we have ignored ties. However ties are possible 
in practice. As in a chess game, it is possible that some comparison ends in a tie. 
Usually, a tie is caused when the performances of the two objects are too close to tell 
the difFerence; it is not necessarily caused by two objects having exactly the same 
"strength". 
We now introduce an indicator function I { U , V ; T )  which is defined as follows: 
0 if u - V < —r 
I{U,V,T) = { 1 if - r| < r 
1 if « — r > T, 
where r is called a threshold parameter (Glenn and David, 1960). 
For any permutation T T  =  . . . ,  w e  d e f i n e  
W,) A-;,.,;T). 
i=l 
Then Sr(7r) is a random variable which measures the performance of Ty with respect 
to R Y under the matching TT , with ties permitted. Correspondingly, the expectation 
of 5r(7r) is given by 
= t > %) + ''K) - -"'(Vi)! < '>• 
1 = 1  1 = 1  
It can be shown that when r is "small", we get the same results in both models 
as when ties are ignored. However, when r is "large", this is no longer necessarily 
the case. We will discuss these issues towards the ends of Chapters 2 and 3. 
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2. ORDER STATISTICS MODEL 
2.1 Introduction 
Let X and Y be independent rv's with respective cdf's F { x )  and CT(.'C) and 
pdf's f{x) and g{x). Let ^^(1)'^'(2)'" " ' ' the 
order statistics of random samples (A'j,X2,...,X n )  and , ^ n) from F { x )  
and G { x )  respectively. Consider the two groups of stochastically ordered rv's F Y 
= and Fy = > ^^(2)'" " '^his chapter we as­
sume that and have the same marginal distributions as and y^^iy 
respectively. Note that the cdf of the i-th order statistics is given by 
k  =  i  ^  ^  
Hence the pdf of , /j(x) , is given by (1.5) in Chapter 1. We can get similar 
expressions for the cdf and pdf of F(i), i.e., Gi{x) and gj(x). 
As noted in Chapter 1, for any permutation TT .= (TTJ,  . . . ,  f f / j  ) ,  o r  a  m a t c h i n g  
n  
TT, ^(Tr) = ^ does not necessarily have the same distribution as 
i = l  ^  
8 
^ However, their expectations are the same, i.e., 
z = l  
£(S(»)1 = ^ P(y,;, > (2.1) 
/=1 
Here 5(7r) is the number of times that the F'5 in Py are greater than the .Y's in 
R Y under the matching TT. 
Under the order statistics model, the expectation of 5(7r) under ordered match­
ing, i.e., TT = = (1,2,... ,n) is given by 
n  
Vl = EM,")] = Y. (2-2) 
i=l 
and the expectation of 5(7r) under random matching is given by 
n  
^2 = ^  f = Tif (y > X). (2.3) 
i=l 
The main question concerning us is how Vj is related to &iid £'[5(7r)]. In 
addition, we will investigate the properties oipij = f and some special 
matchings. 
2.2 Ordered Matching and Random Matching 
In this section, we will discuss the relationship between ordered matching and 
random matching for two groups of ordered random variables 
It is noted that there are n \  possible matchings for F Y and F y . We say a 
matching TT is random if the matching is picked at random from the n\ possible 
9 
matchings. Therefore, the expectation of S { T : )  under random matching is given by 
(%2,...,7rn.) i—1 
where the first sum is over all possible permutations {t:I ,  . . .  , V n ) -  T h e  a b o v e  s u m ­
mation is the sum of probabilities a.nd for any fixed = j , there 
are (n — 1)! possible permutations which contain f , so that, 
E Z > A',,.,) = è èf" -
(TT]^ ,...,7r72 ) i —1 j—Ij —1 
Also 
/
oo 
< x ) g i ( x ) d x  
k = j  
Note that 
Ê (:)/u - P)"-' = 5^;^ /;  
«=J 
n \  
for 0 < p < 1 . With C' / = — —77 r-T , we can write (/ - l)!(n - /)! 
p(y(i) > A-(,-,) = 
/
o o  y F f z )  .  .  .  .  ,  
00 Jo jWz (2.4) 
= ^ (2.5) 
n  n  
Also since ^ P { Y  >  X )  , we can write (2.3). 
i = l j = l  
We first give a theorem that will be used frequently. 
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Theorem 2.2.1 I f  X  ~  F { x )  a n d  Y  ~  F { x  —  n )  w h e r e  // > 0 and X is an absolutely 
continuous rv. Then for i < j , we have 
( 2 - 6 )  
Proof. Consider the 4-dimensional function 
=  ' { V { i )  >  ''(i)) + -H y ^ ; )  >  ' ( j ) ) -  H v ( j )  >  I(i)) 
on .4 = {•C(j) < ignoring possible ties, .4 can be partitioned 
into the following six parts: 
( a )  . T ( ; ,  <  X y ,  <  <  y ^ J y  
( b )  X ( ; )  <  y , ; ,  <  <  y ^ j y  
( c )  » ( i )  <  <  X ^ J y  
(=1) !/(i, < !/y) < X,;, < 
<") »(i) < 'H) < "{}) < %)' 
(£) !/(;) < X,;, < < y ^ J y  
It is easy to check that D{x^^yx^jyy^ -yy^j^^) equals —1 for case (e), 1 for case 
(b) and 0 otherwise. Therefore, since Y = X + and /t > 0 , we have 
= f(yj.)  < > o. 
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Note that E D { X ^ ^ y  i s  t h e  L H S  o f  ( 2 . 6 )  m i n u s  i t s  R H S .  I t  f o l l o w s  
that (2.6) holds. • 
Under some additional conditions a different proof of Theorem 2.2.1 is given in 
Appendix A. 
Theorem 2.2.2 I f  { X i , . . .  , X n )  o , n d  ( Y i , . . . , Y n )  a r e  t w o  r a n d o m  s a m p l e s  f r o m  
populations with cdf's F{x) and F(x — f.i) respectively, where ji >0 , then 
k k k 
(") Z Z fO'd) >-V(j)) < = I---.". 
i = l j = l  i = l  
n n 
(i) E  ^( ' ( o  >  -  E  
i = l  i = l  
Proof, (a) Write p ^ j  = > -^(j))- By Theorem 2.2.1, we have p^^ + pjj > 
P l j  + p j i  for any 1 < i , j  <  n  . Now, for any k  <  n  ,  it follows that 
k k k k k k k 
2^ ' Zi Pii = S S (P» + P;;) ^ S S ^ S S 
i = l  i = l j  =  l  i = l j i = l  i = l j  =  l  
i.e., (a) holds. 
n n 
( b )  N o t e  t h a t  f  =  r?P{Y > X). Then from (a) by taking 
i = l  i = i  
k = n ,  ( b )  f o l l o w s  i m m e d i a t e l y .  •  
Part (b) of Theorem 2.2.2 shows that ordered matching has more power to 
identify the stronger group than random matching. 
Lemma 2.2.1 Lei (A'j,..., A'n) and {Y^^... ,Yn) he two independent random sam­
ples  f r o m  p o p u l a t i o n s  w i t h  c d f ' s  F { x )  a n d  F { x  —  F I )  ,  r e s p e c t i v e l y ,  w h e r e  F ' { X )  =  f { x )  
12 
is symmetric about 0. Then 
n 
i=l 
n A y+'X) 
2  +  ^  y  [ P ( X ( ^ - )  < !  +  / : ) -  P { X [ i )  <  r  -  d x  
i = l  
n A r+oo 
- + 2^ / P(x - /t < AV-x < z + )/j(a:) (fz. 
Proof. We have 
" + 00 /•-t-OO 
t = y ^ < a; +/()/;(.T)(7.T 
/
O /•+00 
^ + y^ f < a; + f i ) f i i x )  d x  
r+oo f+oo 
-  <  - ^  +  l ^ ) f i { - ^ )  d x  +  <  X  +  i . i ) f i { x ) d x .  
Since < - X  +  / t )  -  >  X  -  ^)  =  1 - < x - / / )  a n d  
fi{~^) — /n-i+l(®)' it follows that 
^ ^ y+oo " f+oo 
E''; = Z A fn-i+lM'l': - Y, L PiX(n-i+l) < " -
i=l :=r" ;=!•"' ' 
A  f + o o  
+ zJ /n < a: + 
i = l  
n 
Also from ^ — n f { x ) ,  we have 
i = l  
2 Pi - 2 è /! [^(^(%) < a: + /i) - ® - /0]/i(®) 
i = l  !  =  
n ^ f+oo 
=  2  +  ^  /  [ - P ( ® - M  <  <  z +  / i ) ] / j ( ® ) ( f x .  •  
13 
Therefore, for ^ > 0 
[ P ( x  —  / <  <  AV-^ <  X  +  f i ) ] f j ^ { x ) d x  is the increment of ^ 
2.3 Fair Matching under the Order Statistics Model 
We have given the definition of a fair matchings in Chapter 1. In this section we 
distinguish two classes of fair matching and then investigate the relationship between 
ordered matching and such fair matchings. We first introduce the following lemma. 
Lemma 2.3.1 (Gastwirth, 1968) If(Xi,X2,.--,Xn)and(Yi,Y2,...,Yn)aretwo 
iid random samples, then 
positions of a sequence with n X's and n Y's. 
Throughout this section, we will assume that (X]^,X2,.. . , X n )  and (, - - , ^ M) 
are two iid random samples except when otherwise indicated. 
Before we go further, let us look at all possible matchings for the case of sample 
size n = 4 . By Lemma 2.3.1, we have 
i + j - 1  ( " U .  .  «  . )  
k = j  l i + j - i )  
The proof of the above lemma is based on the argument that the event > 
is equivalent to the event that at least j A^'s appear in the first i + j — 1 
14 
^ ( ^ 2 )  >  % ) )  
t o j /  
Therefore, using the above results for each matching 7r = (7r2,7r2,7rg,7r^) , we 
can find the value of £^[5(7r)] as in the Table 2.1. 
Table 2.1; Values of fJ[S(7r)] for all permutations TT of (1,2,3,4) 
No. (7ri,7r2,7r3,7r4) E[5(7r)] No. (7ri,7r2,7r3,7r4) E [ S ( N ) ]  
1 (1, 2, 3, 4) 2 13 (3, 1, 2, 4) 148 W 
2 ( 1 , 2 ,  4 , 3 )  2 14 (3, 1, 4, 2) 2 
3 ( 1 , 3 ,  2 , 4 )  2 15 (3, 2, 1,4) 2 
4 ( 1 , 3 ,  4 , 2 )  132 HT 16 (3, 2, 4, 1) W 
5 ( 1 , 4 ,  2 , 3 )  148 TU" 17 ( 3 , 4 ,  1 , 2 )  2 
6 (1, 4, 3,2) 2 18 (3, 4, 2,1) 132 TU" 
7 (2, 1,3, 4) 2 19 (4, 1, 2, 3) 164 W 
8 (2, 1, 4, 3) 2 20 (4, 1, 3, 2) 156 W 
9 (2, 3, 1, 4) W 21 (4, 2, 1, 3) 156 TO" 
10 (2, 3, 4, 1) W 22 (4, 2, 3, 1) 2 
11 (2, 4, 1, 3) 2 23 (4, 3, 1, 2 ) 148 TT 
12 (2, 4, 3, 1) 124 W 24 (4, 3, 2, 1) 2 
By examining the Table 2.1, we find that it contains two types of fair matchings. 
The first type of matching is called simple matching which is defined as follows. 
Let TT = (7r2,7r2,... jTTn) be a permutation of (1,2,..., a) and write = 
( 1 , 2 , . . . , n ) .  
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Definition 2.1 tt is said to be a simple matching (or permutationj if it can be 
obtained from TT" by interchanging pairs of the components O/TT® with no component 
involved in more than one interchange. 
For example, when ra = 4 , TT = (3,4,1,2) is a simple matching since it is obtained 
by interchanging pair {1, 3} and pair {2, 4} of (1, 2, 3, 4). However, the matching 
TT = (2,3,1,4) is not simple. 
Lemma 2.3.2 All simple matchings are fair and the total number of simple match-
ISI ,  ,  
ings is given by ^(2i — 1)!!( j, where (2i — 1)!! = (2i — l)(2i — 3)... 1. 
!=0 ^ 
Proof. Since ^ ~ ^ ~ ^ ^ 
A^j)) = 1 = ^ ' WG see that interchanging a pair 
from an ordered matching does not affect the sum of the two probabilities. Therefore, 
for any simple matching TT = (7R^,7R2,... ,7RN), by its definition, we have 
i=l i=l 
i.e., TT is fair. 
Now let us find the total number of simple matchings. Note that the simple 
matchings consist of those with 0,1,..., [^] interchanges of pairs. The number of 
simple matchings with i pair exchanges is 
sG) (•;")('  
Therefore, the total number is given by 
'n-4\ /n-2(i-l) 
2 2 
i = i  ' j = i  
16 
ISI ,  i t l  
Definition 2.2 tt = (7rj^,7r2,... ,7^71) za said to be a symmetric matching (or permu-
t a t i o n j  i f  7 r ^ _ ( _ | _ %  =  n  —  X j  +  1  f o r  i  = ^ 1 , 2 , . . .  , n  .  
For example, the matchings No.11 and No.14 in Table(2.1) are symmetric. 
We can show that symmetric matchings are fair also. Before we do this, we need 
the following lemma. 
Lemma 2.3.3 I f  ( X i ,  X 2 1  X n )  a n d  ( F j ^ ,  •  •  •  )  a r e  t w o  i i d  r a n d o m  s a m ­
ples, then for any 1 < i,j < n, we have 
= ^(^(n-i+1) > '^(n-i+1))- (2.8) 
Proof. Since f does not depend on the common distribution of .Y's 
and F's, we can take this to be symmetric about 0. Then 
= > ^n-j + 1))' 
The result follows since i = 1,2,... ,n. • 
The above lemma can also be shown directly by using Lemma 2.3.1. 
Lemma 2.3.4 All symmetric matchings are fair and the total number of symmetric 
matchings is given by 
(a) n(n — 2)(n —  4 ) .  . A  •  2  i f  n  i s  e v e n .  
(b) {n — l){n — 3).. .3 • 1 if n is odd. 
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Proof. We first show that symmetric matchings are fair. Since f = 
1 - = 1 - ^ have, by Lemma (2.3.3). 
+ ^(^(n-i+1) > -^(n-j+1)) = 1- (2-9) 
Now let TT = be any symmetric permutation. Replacing j by tt^ in 
(2.9), we have 
•^(^(i) ^ '^(TT^)) ^ '^'(n-TTj+l)) ~ 
Since = TÎ — + 1 , it follows that 
Therefore, we have 
^[P(y(-) > A'(^.)) + P(y(„_ > %(;r^_.^j)] = «, 
«=1 
so that 
2 f ; P ( y , ; ) > . Y ( ^ , , ) = n .  
i = l  
Now let us prove the second part of the lemma. Let tt = (ni,%%,...,iT%) be 
any symmetric permutation. Then if n = 2m , we have n choices for TT]^. Once is 
fixed, TTn is fixed also. Therefore, we have n — 2 choices for jrg . Similarly, once TTg is 
fixed, T^n—l also fixed. Therefore, we have n — 4 choices for Trg . Continuing this 
argument, we have the total number of symmetric matchings (a). 
When n = 2m — 1 , we have •Krn = . Therefore, we have n — 1 choices for . 
By the same argument as above, it follows that the total number is given by (b). • 
Note: 
(i) { simple matchings } Q { symmetric matchings } ^ cj) . For example, if 
n = 4, then (4,2,3,1) is both a simple and a symmetric matching (or permutation). 
There exist matchings which are simple but not symmetric, e.g., (2,1,3,4). Also 
there exist matchings which are symmetric but not simple, e.g., (2,4,1,3) . 
(2) There exist fair matchings which are neither simple nor symmetric. For 
example, let n = 8, the following matching is neither simple nor symmetric: 
(2, 1, 4, 6, 3, 5, 7, 8). 
symmetric 
In the above matching, the middle part is symmetric and the remainder is simple. 
Therefore, using the same arguments used in proving that simple and symmetric 
matchings are fair, we see that it is fair. 
In general, we have the following result: 
Lemma 2.3.5 Any matching that is a combination of simple and symmetric match­
ings is fair. 
Proof. Separate the matching into tow parts. The first part is the simple matching 
part, and the second part is the symmetric matching part. Then the rest of the proof 
is same as before. • 
We might ask if all fair matchings consist of simple matchings, symmetric match­
ings, and combinations of simple and symmetric matchings? The answer probably is 
yes; however, this has not been proved yet. 
Theorem 2.3.1 Le< (A'2^,X2,...,A'^n) and {Y]^,Y2,... ,Yn) be two independent ran­
dom samples from populations with cdf's F{x) and F(z—^), respectively, where ^ > 0. 
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Then 
n n 
(2 .10)  
for any simple permutation .. ,7rn). 
(b) If F{x) is the cdf of a symmetric rv, then (2.10) holds for any symmetric per­
m u t a t i o n  ( T T ] ^ ,  7 R 2 , . . . ,  T T T Î ) .  
Proof. (a) (tt]^, 7r2,..., TTn ) is obtained by permuting the components of 7r° = 
(1,2,..., n) and once two components, say i and j (i < j) are interchanged, then nei­
ther i nor j can be can be interchanged with any other components of 7r° . Therefore, 
by Theorem 2.2.1, (a) follows. 
(b) For simplicity, assume A' (~ F(z)) is symmetric about 0. Then, since 
= n — TTj + 1, we have 
n 
i=l i=l 
n n 
i=l 
Since , and (F-M)(„_j4-i) - -(r-/0(j) , i-e., ^(^1-1+1) = 
2fi — , it follows that 
^(-^(TT;) ~ /') - - /<)(,)) 
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Therefore, by Theorem 2.2.1, we have 
<F(r,;)>A-(;)) + P(K,,,)>.V,,^,,). 
Hence, (b) follows immediately. • 
Under the conditions of the above theorem, do we have that (2.10) ( Vj > £^[5(7r)] 
in the notation used before) holds for any permutation tt = 7r2,...,TTTJ )? In 
general, the answer is no. For example, let F{x) = $(.T), i,e., the standard normal 
distribution, and /< = 0.5 , For n = 4 , we can check that 
4 
i i < - P ( V ( i ) > A ' ( 4 ) )  +  ^ P ( r , i , > . v , ; - i ) ) -
i=2 
However, if /J is "sufficiently large", (2.10) might hold for any permutation TT. There­
fore, we make the following conjecture: 
Conjecture If ,^n) and (F]^,F2,...,In ) are two independent random 
samples from populations with cdf's F { x )  and F { x  —  f i ) ,  respectively, then there ex­
ists f.io > 0 such that when /t > fio , Vj > JS[5(7r)] for any matching (or permutation) 
TT. 
In Chapter 3, i.e., for the linear preference model, we will prove a similar result 
as the above conjecture. 
Lemma 2.3.6 Let X ~ F{x) and Y ~ G{x) , where both X and Y are symmetric 
rv's with the same point of symmetry. Let (.Yj, A''2,... jA'n) and be 
two independent random samples from F(x) and G(x), respectively. Then, for any 
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symmetric permutation tt = ( ,  ^ 2 » • • • » ^Tn ) , we have 
1=1 
Proof. Since 
n 
E P i ^ d )  >  'V(,,.)) 
i=l 
= i lÈ + Ê 
i=l i=l 
= 2E ^ (^'(0 > + S ^(^n-f + 1) > '^(m-TT^ + l))] 
i=l i=l 
and f(^(M_i+l) > -^'(n-TTj + l)) = ^ ~ ' 
the result follows immediately. • 
2.4 Results on f 
In this section, we will investigate the properties of p^j = > -^(j)) under 
different population distributions. When i = j, we simply write pj = We first 
look at pj. By (2.5), pi can be written as 
roo fFfz) . 1 . 
n  =  C i i  ('-Hl -«)""'lG(a:)rMl -G(l)|"-'a(a:)dWx 
' J—00 vo 
/•! r F [ G - ' ^ { i i ) ]  .  ,  ... 
= C^ - / (*-1(1 - (2.11) 
" ' ' J O  J O  
. 1  l - H u  ,
/o /o
Lemma 2.4.1 
22 
(a) Pi = 2 according as Y — . 
rt; y/y* y, f(Kt > > p.. 
Proof, (a) Since pi = ^ for F = % , by (2.11), we have p^ > ^ iff F[G~^(ît)] > (/, 
i . e . ,  i f f  >  F ~ ^ { u )  o r  G { x )  <  F { x ) .  S i m i l a r l y ,  p , j  <  g  i f f  G { x )  >  F { x ) .  
(b) Since G* (%) > we have F[G* («)] > F[G'~^(«)] , which 
proves the result. • 
Lemma 2.4.2 I f  X  ~  F ( x )  ,  Y  ~  F { x  —  / / )  a n d  X  a n d  Y  a r e  i n d e p e n d e n t ,  t h e n  
Y^j^^ — is symmetric about /i . 
Proof. Since Y = X + f t ,  where % and X are iid, we have ^ + f i ,  where 
X^.^ and are iid. Therefore - A'^jj = A'^* ^ +//. Note that 
is symmetric about 0. It follows that — AT^^^ is symmetric about /f. • 
Under the condition of the above lemma, we can write p^ as p.^ = P(A''^* j—A'^ j^ > 
—fi). Therefore, we have the following corollary. 
Corollary If A' ~ F { x )  ,  Y  ~  F { x  — n )  and % and Y  are independent, then pj = g 
according as ^ = 0. 
< 
Lemma 2.4.3 I f  X  ~  F { x )  a n d  Y  ~  F { x  —  / x )  ,  w h e r e  X  i s  s y m m e t r i c  a n d  X  
and Y are independent, then — X^jj anj the same 
distribution. 
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Proof. For simplicity, assume X is symmetric about 0. Since 
= 2/1 — and X and Y are independent, we have = 
2'' - ^ (n-i'+l) + -^'(TC-j+1) ^ '^(n-i+1) = '^(n-j+l) " 
By the above lemma, we immediately have the following result. 
Corollary Under the condition of Lemma 2.4.3, we have 
P i j  =  P n - j + l , n - i + l  /or 1 < i,j < n. (2.12) 
We can also show (2.12) directly from (2.4). 
Lemma 2.4.4 I f  X  ~  F { x )  a n d  Y  ~  G { x )  ,  w h e r e  X  a n d  Y  a r e  b o t h  s y m m e t r i c  
rv's with the same point of symmetry, then 
Pi = '^-Pn-i+l i=l, 
Proof. WLG. assume X is symmetric about 0. Then we have 
'^(() = -^(n-i+1) ^(i) = -^(n-i+1)-
Therefore, 
Pi = P^^ii) > '^{i)) 
= ^ - ^ (^7t-!+l) > -^(n-i+1)) 
=  l - ^ ' n - i ' + l -  °  
We now discuss some properties of the pj's under certain distribution assump­
tions. We first consider the case when X is a symmetric rv with cdf F{x) and pdf 
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f ( x ) ,  and Y  = A' + f i ,  where A' and Y  are independent and /i > 0 . Without loss of 
generality, we assume f{x) is symmetric about 0. 
For n = 2, by the corollary of Lemma 2.4.3 and Theorem 2.2.2 (b), we have 
p i > p  =  P { Y  >  A). (2.13) 
Actually, pj^ — p can be expressed as follows 
• + 00 
Pi 
f oo 
i - p  =  { [ F i ^  -  1 ^ )  -  F  -  ^ ^ ) ]  
- [ F { x  +  n )  - F ^ { x  + /t)]}[2f(z) - l]c/F(.x). 
By discussing the properties of h { t )  =  t  —  t ' ^  on [0, 1], we can show (2.13) also. 
The question raised here is: Does (2.13) hold for all n ? We first look at some exam­
ples. 
Example 2.4.1: If f ( x )  =  u n i f [ — l ,  1] , then for n = 3, (2.13) holds. We can see this 
as follows. Since 
f { x )  —  <  2 if 2; e [—1,1] 
0 otherwise 
0  X  <  — 1  
and f (r) = < ^(/i + 1) if z E [-1,1] 
1 X > 1, 
we have = p2 = P3 = P = 1 for /i > 2, i.e., (2.13) holds for fi > 2. For 0 < /t < 2, 
by the corollary of Lemma 2.4.3, we have p^ = pg. Therefore, by straightforward 
computations, it follows that 
PI - P = P3 - P 
=  ^ ( / t - 2 ) 2 ( - ; t 3 _ 4 ^ 2 _ ^ 2 M  +  1 2 8 ) > 0  
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and 
P2 ~ P — ^^^265 ^ ~ - 18/t + 8) > 0. 
Note that 
Pi - P2 = ^3 - P2 = (P3 -P) - (P2 - P) 
= (3/f^ + 12//2 - 84/! + 96) > 0. 
We also have pg = 
Let X - f^ni/[-l,l] , Y  =  X  +  / : , [ / -  U n i f [ 0 , 1 ]  ,  u n d  V  =  U  +  A. By 
X = 2U-1 , we have P(F > X) = P(F > U) and P(l'j-) > A^j)) = P(V( -^ > 
for A = ^ . Therefore, we can use the standard uniform distribution to compute the 
Pj's. 
Table 2.2 gives numerical results for n = 10 and /t = 0.4 . The results satisfy 
(2.13) and also suggests that 
Pi+1 - Pi = 0 (2.14) 
< < ^ 
Table 2.2: Values of pi for the uniform distribution 
X-C/m/[-l,l] , y A X + 0.4 
index i value of pj index i value of pj 
1 0.95259 
2 0.90125 
3 0.86463 
4 0.84282 
5 0.83280 
6 0.83280 
7 0.84282 
8 0.86463 
9 0.90125 
10 0.95259 
E,-=i Pi = 8.78815 , PiY > X) = 0.68000 
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For the uniform distribution case, (2.13) seems to be true for ail n . Intuitively, 
we can explain this as follows: 
Let us compare ~ > 0) and P{Y - X > 0) . Since Var[Uf^^^^) = 
, it follows that A-,;,) = 2V.r(X^,^) = • 0" 
the other hand, Var{Y — A') = y . Since attains its maximum 
value at i  = and at this point, V a r {Yf^^\^ — A^jp = which is less than 
Var{Y — A') for n > 2 and equals Var{Y — X) for n = 2 . Therefore, we have 
V'aT(l'j^-^ — < Var{Y — A") f o r  n  >  2. 
Since both — X^^^ and Y — A' are symmetric about /j., and have unimodal dis­
tributions, therefore, we may expect that 
•f(i(j) — > 0) > P ( Y  —  X  >  0) for /i > 0, 
i.e., (2.13) holds for /i > 0 . 
In general, for any two rv's Zi and Z2 , Var{Zi) < Var{Z2) and Zi and Zg 
are both symmetric about, say, > 0 , do not imply that f (Z^ > 0) > ^(Zg > 0). 
However, if the pdf's of Zj and Z2 are both unimodal, then it is more likely that 
P{Zi > 0) > f (Zg > 0) is true. 
Now let us look at some other numerical results for the symmetric case. 
(a) Beta distribution with paramter p — q . 
Let X ~ Beta(x; p, q) and F = % + /( . For n — 10 , we have the numerical 
results in Table 2.3. 
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Table 2.3: Values of pj for the Beta distribution with p = q 
p — 0.2 , p = q = 2 II O
 
to
 
p = q = Z 
index i value of pj index i value of Pi 
1 0.94226 1 0.95049 
2 0.93020 2 0.95527 
3 0.92481 3 0.95791 
4 0.92201 4 0.95929 
5 0.92078 5 0.95990 
6 0.92078 6 0.95990 
7 0.92201 7 0.95929 
8 0.92481 8 0.95791 
9 0.93020 9 0.95527 
10 0.94226 10 0.95049 
P{Y > X) 
= 9.28011 
= 0.72639 
9.56573 
P { Y  > X) = 0.76445 
From Table 2.3, we can see that (2.13) is satisfied. However, (2.14) is not satisfied 
for the parameter p = 3 . When p = 3, the pj's satisfy 
Pi+1 = 0 (2.15) 
< > ^  
(b) Normal distribution. 
Consider X ~ Normal(0, 1) and Y = X + /j,. Table 2.4 gives the values of pfs 
for different fi. 
For the normal distribution case, it seems that (2.13) and (2.15) are always true. 
Moreover, it is possible that (2.13) holds for any symmetric distribution. However, 
this is not proved yet. 
Now let us consider some asymmetric cases. 
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Table 2.4: Values of pi for the normal distribution 
R = 10 jj, = 0.5 = 1.0 fi = 1.5 O 11 
index i value of value of PI value of PI value of Pi 
1 0.73042 0.88833 0.96431 0.99103 
2 0.77879 0.93689 0.98861 0.99868 
.3 0.80164 0.95454 0.99422 0.99959 
4 0.81353 0.96238 0.99611 0.99980 
5 0.81875 0.96555 0.99677 0.99985 
6 0.81875 0.96555 0.99677 0.99985 
7 0.81353 0.96238 0.99611 0.99980 
8 0.80164 0.95454 0.99422 0.99959 
9 0.77879 0.93689 0.98861 0.99868 
10 0.73042 0.88833 0.96431 0.99103 
7.88627 9.41540 9.88004 9.97791 
P [ Y  >  X )  0.63816 0.76025 0.85558 0.92135 
(a) Lehmann alternative i.e., G { x )  =  F ^ { x ) .  In this case, we have 
/
oo 
f  ( X  <  z M z X z  =  ,  
-oo K + 1 
n fOO fF^ix) . ^ .  
Pi = 1 - C'a i / / f (zf 
' J—oo t/0 
= 1 - R  ' ('-^(1 - - s f - ' d t d s .  
^'Vo vo 
It is easy to see that for fixed n, pj is an increasing function of k. Also we can show 
that 
Vn = = P for all n. 
In general, since 
m=0 ^ ™ ' 
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we can write pj as follows 
l n  +  k { m  +  i ) \  ^  
^  V  i  /  { m + i) [ k { m  +  i )  +  i ]  \  n - i  )  
In extensive numerical work, we found 
Vi > V /or i = — 1. 
Also, there exists an io such that Pj-j_i — Pi > 0 for i < io and pi— pj < 0 for 
I i Q. 
(b) Gamma distribution. 
For A' Gamma{x\ a) and Y = A' + /i, we have the values of p^ in Table 2.5. 
Table 2.5: Values of pi for the Gamma distribution 
n = 10 , /i = 0.5 , a — 3.0 n = 10 , /ti = 2.0 , a = 3.0 
index i value of pj index i value of pj 
1 0.79602 1 0.99899 
2 0.77698 2 0.99803 
3 0.75989 3 0.99654 
4 0.74263 4 0.99389 
5 0.72466 5 0.98941 
6 0.70552 6 0.98185 
7 0.68452 7 0.96895 
8 0.66058 8 0.94638 
9 0.63151 9 0.90458 
10 0.59137 10 0.81623 
= 7.07368 
PiX > X) = 0.59249 
SSi%i 
P{Y > X) 
= 9.59490 
= 0.81391 
From Table 2.5, we can see that for a = 0.5, we have p^O < P- As a matter of 
fact, for the exponential distribution case (a = 1), pn < V for all n. We will show 
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this later. This result tells us that for asymmetric distributions, (2.13) does not 
necessarily hold. For the Gamma distribution, it seems that 
P l ^ l - P { < 0  f o r  i  =  l , . . . , n - l .  ( 2 . 1 6 )  
( c )  B e t a  d i s t r i b u t i o n  w i t h  p a r a m e t e r  p ^ q. 
We consider A" ~ Beta{x\p, q) and Y = %+/(. In this case, numerical results sug­
g e s t  t h a t  ( 2 . 1 6 )  h o l d s  f o r  p  <  q .  I t  i s  e a s y  t o  s h o w  t h a t  i f  w e  h a v e  X '  ~  B e t a { x \ q , p )  
and Y' = X' + //, then 
In the above, we discussed the properties of p^. From the numerical results, we 
can see that p^ + i —P| has some trends. The following lemma gives a simple expression 
for - pi. 
Lemma 2.4.5 If X and Y are independent rv's with cdf's F(x) and G{x), and pdf's 
f{x) and g{x), respectively, then 
P i + 1 - P i  =  
(") G'(z)[l - f(z)]"-'j{f'(i)[l - G(z)]"-'} (2.17) 
= < -Y(i+l) < ^(i+1)) - ^ (^(f) < ^(i-fl) < -^(f+l))- (2-18) 
Proof. We have 
Pj = P(r^^^ > A^-^) = P(at least i A''^ < 
= f (exactly i A'a < f (at least (i + 1) A^'s < 
= ^(exactly i  X ' s  <  
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Now 
Pi+1 - ^ (^(i+1) < 
= P(at most i F'a < - f(at most (i - 1) F's < 
= f (exactly i Y''s < 
/
oo 
f (exactly i  Y ^ s  <  x ) f i _ ^ i { x ) d x  
-oo 
= r (")g'U)|1 - G { x } \ ' > - ' f i ^ i ( x ) d x .  
Also 
^(exactly i A:'6<y(.)) = 
So, by the above and some rearrangement, we have 
Pi+1 ~Pi - ^(exactly i F's < - f(exactly i X's 
= {"I) R -0(^^)1"-'}. 
Noting that 
f(exactly / F's < = f(y^.^ < 
and 
^(exactly , vV'a < 1^.)) = 
we obtain the second stated result. • 
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2.5 Some Asymptotic Results 
In the last section, we discussed some properties of p' - s .  Among these p' - s ,  
Pi = > ""^'(1)) Pn = ^ have some special interest. In this 
section, we will investigate the limit behaviors of pi and pn as well as for 
= [na] + 1, and nj = [njB] + 1, where 0 < a,/? < 1. We begin with known results. 
Lemma 2.5.1 If there exist an > 0 and bn such that 
+ 6» ^ Z, 
then the cdf of Z must be of one of the following three types: 
X  >  0 , a  >  0 ,  
X  <  0 , a  >  0  
— oo < z < oo. 
A 2 ( z )  =  0  z  <  0  
=  e x p ( — x ~ ' ^ )  
A 2 ( i r )  =  e x p [ - { - x ) ° ' ]  
= 1 .T > 0, 
A3(a:) = e x p i - e " ^ )  
Lemma 2.5.2 If the distribution of (Un, Vn) converges weakly to T{ti)H{v), where 
T{u) and H{v) are continuous distribution functions, then 
/
oo 
H { i i ^ u ) d T ( u ) .  (2.19) 
-oo 
The proofs of the above two lemmas can be found in Galambos 1987, p76 and 
pl30 . 
Based on Lemma 2.5.1 amd 2.5.2, we have the following result: 
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Lemma 2.5.3 Let , Xn) and {Y^,... ,Yji) be two independent random sam­
ples with population cdf's F(x) and F{x — fi), respectively, where jx > 0. Assume there 
exist aji > 0 and bn such that 
anX(„ \ -\-bn Z ^ A(z), and lim an = c. 
72—TOO 
Then 
/
oo 
+  x ) d A { x ) ,  
where A(x) can only he one of i\.i(x), K2{x) and Ag(a;) given in Lemma 2.5.1. 
Proof. Since j + fi, where and are iid, we have 
~ 
Also by On > 0, it follows that 
Now, if c < oo, then for any £ > 0, there exists N > 0, such that when n > iV, we 
have c — s < an <c + £. Therefore, it follows that, for n > iV 
P{{anXi^^^ + bn) — {anX^^^ + bn) < (c — £)/i) 
< f+ b n )  — {anX^_^^ + bn) < (c + e)/f). 
Let n oo, by Lemma 2.5.2, we have 
/
oo 
/
oo 
A[(c + e)/t + x](/A(x). 
-oo 
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Let e 0. Since A(.t;) is a distribution function, our stated result follows immediately 
by the monotone convergence theorem. If c = +00, then for any m > 0, there exists 
iV > 0 such that when n > N, we have a-n. > m. Therefore, 
Again, by Lemma 2.5.2 and the monotone convergence theorem, we can show that 
This completes the proof. • 
Now let us consider the limit of Pni,nj- Let = [nA] + 1, where 0 < A < 1, 
and be population quantile corresponding to It is well known that if 
0 < f { ^ \ )  <  00, then 
(see David, 1981, p255). Therefore, we have the following result: 
Lemma 2.5.4 Let (A'j^,. . . ,  X n  )  o , n d  ( I j , . . . ,  K^) be two independent random sam­
p l e s  w i t h  p o p u l a t i o n  c d f ' s  F { x )  a n d  F ( x  —  / / ) ,  r e s p e c t i v e l y .  A s s u m e  f ( x )  =  F ' { X )  
exists. Let nj = [na] + 1 and Uj — [n(3] + 1, where 0 < a < 1 and 0 < /3 < 1. Then, 
ifO< fi^a) < 00 and 0 < /(^^) < 00,  we have 
0 ï/ ~ + M < 0 
hmn-^ooP(y^ni] ^ ~ ' 2 ~ ^j3 + ^ 
1 > 0, 
Proof. By (2.20) and Lemma 2.5.2, using the same proof of Lemma 2.5.3 for an = 
\/n, our stated result follows. • 
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It is easily shown that when F { x )  = 1 — e ~ ^  , — logn has the limit 
distribution A3 = e ~ ^  (e.g., David 1981, p263). Therefore, if G { x )  —  F { x  —  / / ) ,  
we have 
= /: 
= / 
e de 
00 
00 
00 
1 
1 + e"/' 
The above result tells us if and .Y* . are iid, the largest order statistics ( n )  
from an exponential distribution, then 
1 
l  +  g - z '  
i.e., converges in distribution to a standard logistic distribution. 
Now we consider the exponential case for finite n. Note that 
/
OO 
F ' ' i x ) G ' ' - ^ { x ) g { x ) d x  
-00 
/•OO . 
= n { 1  -  c t f { l  -  t f - ' ^ d t ,  
JO 
where c = e~^'' . Letting s = 1 — t , and writing = 1 — c , we have 
P n  —  n  f  ( c ] ^  +  c s ) ^ s ^ ~ ^ d s  
*/0 
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dt 
• Tfr-7.'*' 
1 _ "  - I " ( "  -  1)^2 _ ?i(7i  -  l)(n -  2) 3 
n + 1 n -r . l  (n + l ) (n + 2)(n + 3)^^ 
+  . . .  +  ( - 1 ) "  n{n —  1 ) . . .  1  (72 4" 1 )(n 4" 2)...277. 
n 
= y  ( _ i ) t  
K=0 
Therefore, 
k=\ 
.[1 _ (" -1)22. ^  (77 -1)(77- 2)^2.2 _ 
77(77 + 1) (77 + 2) (77 + 2 )(77 + 3) 
(77 -  1)(77 - 2)(77 - 3) 2 3 , , 
(77 + 2)(77 + 3)(n. + 4) 
+(-1)^-1 ^ c"-^l 
^ ' 2 (77 + 2)(77 + 3). . .(277 -  1) 
From the above, we can see that when c is small, especially when c < ^ i.e., 
jx > 2 log 2, we have — Vji—\ < 0 for all /f > 0. This possibly holds for all /i > 0. 
However, a general proof has not been obtained yet . 
Now let us compare -pn with p = P[Y > X). Note that 
/
oo 
<  y ) 9 { y ) d y  
-00 
roo 1 
=  /  ( 1  -  =  1  -  - e ~ ^ .  
J f i  2 
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For n = 2, we have 
P2 = 1 -
Therefore, 
P 2 ~ V =  <  0 ,  
i.e., P2 < P • Since pn is monotone decreasing for large /i, we have pn < p for large 
//. . 
Let us consider the limit for the smallest order statistic. Here we temporarily 
use to denote the smallest order statistic for sample size n. Then 
P l ( n )  =  f  
/oo 
-oo 
Jo J n 
= l - i e - " " .  
Therefore, lim pi(n) = 1 . 
n—'OO 
We now find a recurrence relation for pn . We have 
=  n  f  ( c j  +  ^ d t  
J O  
Pn 
10 
(n + l)c 
n 
(n + l)c 
n 
(n + l)c 
n 
[i 71 — l(ci + ij - -(n - 1) + c t f + ' ^ d t ]  
J O  
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—(T? — !)(? f t^{ci + ct)^dt. 
J 0 
Also 
= — /^ + ctf 
JO NC JQ 
=  — [ l - ( n - l ) /  + c O " ( / i ]  
nc jQ 
1 fl 
=  — [ l - ( n-l)/ t'^-'^{ci+ctf-'^(ci+ct)dt] 
nc VO 
= —[1 — ciPj^_i — (n — l)c / + ct)^ ^dt]. 
nc jQ 
Writing 
we have the equation 
a; = ^[1 - ciPn-i - (n - l)cz]. 
nc 
Therefore, 
1 - %_1 
X '  [2n — l)c 
Also, since 
f"(ci + ctf-^dt = — t^d[ci + ctf 
Jo Jo 
• —[1 ~ ^  f ^(^1 + ct)^di\ - —(1 — pn), 
nc jQ nc 
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it follows that 
I.e., 
n + (n - l)c "c? 
= 2n-l - ZTTT^'.-l 
or 
n + (n —l)c nc'i 
2c(2n - 1) ~ 2c{2n-
Let T7 — CO and write I = lim = lim P„ _ i • Then 
n-^oo n—>00 ^ 
(l + c)2 1 + c . ^ 1 
-L = —-— I.e., L = 
2 2 • •' 1 + c 1+ £-/'• 
Again, we get the same result as in Lemma 2.5.3. 
For the exponential distribution case, we can interpret pi(n) = P.(Yj.jj > 
and Pn as follows; 
In a life test, suppose we have two identical systems. Each of them has n  iid 
components. System 1 begins to work first, and after time /t system 2 begins to work. 
Then pi(n) and pn are the probabilities that system 2 lasts longer than system 1 
corresponding to series and parallel systems respectively. When n is large, we have 
Pl{n) % 1 and pn % 
Let F { x }  =  ^_i (fc > 0), i.e., the logistic distribution , and G { x )  =  F { x — j n ) ,  
1+e 
where jtt > 0 . Then writing a = e~^'^ and a' = 1 — a, we have 
=  - n  (1 + e~^'(''^+^))~"(l + e-&r^-(a+l)jg-ta: 
J—oo 
= R /°°(l + o()-"(l + ()-(^+l)j( 
Jo 
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Since 
we have 
Hence, 
(ra - l)a Ji 
= -—^[1 - (n + 1) <-("+2)(a' + at)ia' + aty'^dt] 
[n — Ija Ji 
= , [1 - (n + l)a' + atr'^dt - ^ ^cpn]. [ n  —  l ) a  J \  n  
t~^n+'2)f^a' + atr'^dt 
= + at)dt 
+a + + a t r ^ "  +  ^U t )  
n n(n + l)a' a' (n + l)a 
" 2» + i ';rTT''»+i' - -T-""!' 
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I.e., 
1 n + 1 
" 2;r?T''''+i " 2;rTT°'-
Let n oo and write L = lim pn- Then 
re—>oo 
so that 
1 L = 
1 + 0 1 + 
— X 
If we choose F ( x )  =  e  , i.e., the extreme value distribution, and G { x )  =  
F { x  —  /(), where /z > 0, then it is well known that p n  = ^trrr for all n .  
1 + e r 
If F ( x )  is the standard normal distribution and 6'(.'c) = F { x  —  /<) , then it can 
1 
be shown that a-n = (2 log re)2 (e.g.,David. 1981, p264). Therefore, by Lemma 2.5.3, 
we have lim pn = I-
re—oo 
2.6 Matching with Ties Permitted for the Order Statistics Model 
As we mentioned before, in practice it is possible that some comparison ends in 
a tie. A tie usually is caused when the performances of the two objects are too close 
to tell the difference. In this case, in order to compare F ^  with Fy, we introduce 
the following indicator function 
0 iï fi — u < —T 
/(/i,i/;r) = 1 if l/f - f/| < r 
1 if ^ > r, 
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where r is called a threshold parameter (Glenn and David, 1960). We assume r > 0. 
Then for any permutation TT = (TTJ^, ..., ifn), we define 
SA'') = t,HY^iyX^^.y.r) 
1=1 
which measures the performance of Ty with respect to F Y under the matching TT 
with ties permitted. Again, we assume that F Y and F y are independent and the 
assumptions on F Y and F y are the same as before. Therefore, the expectation of 
5r(7r) is given by 
n , n 
ESTM - ^ > ^(T.) + ^ ) + 2 S ~ ^ 
1 = 1  i = l  
= 2E > -^(TT-) + + S -P(^(i) > -^(TT-) - (2-21) 
i = l  i = l  
For 7r° = ( 1, 2,..., n ), we write 
V{ = ESRITR") 
which is EST{T^) under ordered matching. Let be the expectation of 5r(7r) under 
random matching, then using the same arguments as before, we have 
n n 
"2" = 
i = l j = l  
i = l i = l  
n n 
i = l j = l  
= jl/>(y > A' + r) + P(Y > X -  r)), 
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where A' and Y  are independent with cdf's F { x )  and F { x  —  / x )  respectively. 
The questions concerning us here are how compare to and how 
compares to Vj. 
Lemma 2.6.1 Let X ~ F{x), where F{x) is an absolutely continuous unimodal 
distribution function. Ij 
for any r > 0, we have 
fY = X +/i with // > 0, and X and 1' are independent, then 
P { Y  >  X )  >  i[P(y > A- + r) + P{Y > X - r)]. (2.22) 
Proof. Let U { x )  be the cdf of — A2, where A^ and Ag are iid with cdf F ( x ) .  
Then A^ — X2 is symmetric about 0 and (/{x) is a unimodal distribution function 
also (Dharmadhikari and Joag-dev, 1988,pl5). Now we can write (2.22) as 
U { f i ) > ^ [ U { n  +  T )  +  U ( ^ i - r ) } .  (2.23) 
If r < then since U { x )  is concave on [0,+oo), (2.23) follows immediately, by the 
definition of a concave function. Now assume t > fi. Consider the function 
U { f i - T ) — U { 0 )  
H { x )  =  - x  +  U ( Q )  x < 0  
+  [ f ( 0 )  x > 0 .  
Then based on the fact that U ( x )  is unimodal and U'{.x) is symmetric about 0, it 
follows that H{x) is a concave function. Therefore, we have 
^(/O > + t ) + H ( f i  - r ) ]  = ^[Uin + r) + U{fi - r)]. 
Since 
=—^U{0) + —^U{i.I + T) 
H  +  r  f i  +  r  
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and U { x )  is concave on [0,oo), we have 
jx -^T /t + r 
Corollary Under the conditions of Lemma 2.6.1 and if has a unimodal distri­
bution (i = 1,2,..., n), then 
^ ^  ^ { i )  + ^) + > '^(f) -
The proof of above corollary is directly from Lemma 2.6.1 . By this corollary, we 
immediately have Vi > . 
In the corollary, we need to be unimodal. Alam (1972) shows that if the 
density function f { x )  of % satisfies the condition that .} \ is convex, then its order 
J ( ^ )  
statistics are unimodal. This condition is satisfied by Normal, Gamma, Cauchy, 
Laplace, Logistic, Uniform, etc. 
Theorem 2.6.1 Let X and Y be independent absolutely continuous rv^s with cdf 
F(x) and F(x — /<), respectively, where n > 0. 
(a) If 0 < T < fi, then 
V{ > V{ 
and 
lY > ^^T(;r) (2.24) 
for any simple permutation TT. If X is a symmetric vv, then (2.24) holds for any 
symmetric permutation also. 
(b) If fi = 0 and r > 0, then 
ESt{t^) = ^ (2.25) 
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for any simple 'permutation TT. If X is a symmetric rv, then (2.25) holds for any 
symmetric permutation TT also. 
Proof, (a) Note that 
i=i i=i 
and — T (i = 1 , 2 ,... .n) are the order statistic from the population with cdf 
F [ x  — (// — r)], where / . I  — T > 0. Then by Theorem 2.2.2. (b), we have 
n 
E > -Y + r) 
( = 1 
and 
n 
^  f  ( Y j +  T  >  >  n f  ( y  >  %  -  T ) .  
i=l 
Therefore, we have • Using a similar argument and Theorem 2.3.1 , we can 
show the remainings of (a). 
(b) If // = 0, by the definition of simple permutation and the fact that 
it follows that (2.25) holds for any simple permutation TT . If A' is symmetric, for 
simplicity assume % is symmetric about 0, then for any symmetric permutation 
TT = (7ri,...,7rn), we have Yj-) = and = 
"-^^TT . , , \ . Therefore, 
\ ''n—i+1 / 
t  + - )  =  Ê  
i=l i = l  
1=1 
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Hence (2.25) follows immediately. • 
In Theorem 2.6.1, we have shown that > V.^ for 0 < r < However, if 
T > /<, then > V2 does not necessarily hold. 
Now, write 
P J  =  E I ( Y ^ i y X ^ i y , T )  
Then Table 2.6 and 2.7 give the numerical values of Pj for different r and f-i with 
F{x) = i.e., the standard normal distribution. 
Table 2.6: Values of Pj for the normal distribution 1 
/ A  = 0.6 , r = 0.9 C
O 0
 
II 
, r = 0.9 / f  =  1.0 , r -- 0.9 
index i value of PT index i value of PT i value of PT 
1 0.66016 1 0.71493 1 0.76849 
2 0.65544 2 0.71690 2 0. 77952 
3 0.64983 3 0.71525 3 0.78331 • 
4 0.64626 4 0.71398 4 0.78518 
5 0.64456 5 0.71335 5 0.78600 
6 0.64456 6 0.71335 6 0.78600 
7 0.64626 7 0.71398 7 0.78518 
8 0.64983 8 0.71525 8 0.78331 
9 0.65544 9 0.71690 9 0.77952 
10 0.66016 10 0.71493 10 0.76849 
= 6.51252 7.14881 t'T = 7.80500 
= 6.35790 ^2 = 6.78574 = 7.19316 
From Table 2.7, we can see that for = 0.6 and r = 1.0. We can also 
see that 
Pi = Pn-iJrl ^ ~ 1,2,... ,n. (2.26) 
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Table 2.7: Values of Pj for the normal distribution 2 
/i " 0.6 , r = 1.0 jx = 0.8 , r = 1.0 |^' = 1.0 , T = 1.0 
index i value of Pj index i value of Pi i value of P^ 
1 0.64192 1 0.69336 1 0.74551 
2 0.63083 2 0.68794 2 0.74934 
.3 0.62263 3 0.68297 3 0.74980 
4 0.61784 4 0.68000 4 0.74990 
5 0.61564 5 0.67862 5 0.74993 
6 0.61564 6 0.67862 6 0.74993 
7 0.61784 7 0.68000 7 0.74990 
8 0.62263 8 0.68297 8 0.74980 
9 0.63083 9 0.68794 9 0.74934 
10 0.64193 10 0.69336 10 0.74551 
= 6.25772 V{ = 6.84579 = 7.48895 
= 6.29850 
^2 " 6.71111 ^2 = 7.10675 
In general, if F [ x )  is the cdf of a symmetric rv, then we can show that (2.26) 
holds. 
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3. LINEAR PREFERENCE MODEL 
3.1 Introduction 
Again, let T y = ( A'J ^ and Ty = ( ^ ) be two 
groups of stochastically ordered random variables which may represent the increasing 
"strengths" of the members of two chess teams or two tennis teams, etc.. Here we 
assume that ~ F{x — and F{x — , i = 1,.. • ,n, where F(x) is 
a distribution function , < A^2) < - < A^^j and ^ /'(2) - • • • - /'(n) 
ordered real numbers. We also assume that Fj^ and Fy are independent. However, 
we do not need to assume independence within each group. 
Let X  and Y  be iid with cdf F { x )  . Then we have = % + A^^^ and 
^ ^ "'"''(i) ' ^ ~ ^ symmetric distribution with mean zero. If U { x )  
is the cdf of A' — Y ,  we can write the preference probability of over as 
This representation of the preference probability is based on the linear model much 
used in the method of paired comparisons (e.g., David, 1988, p.7). As indicated in 
n  
Chapter 1, for any tt = (ttji ,..., TTn), or a matching tt, 5(7r) = ^ ^ 
i = l  
the number of preferences of the Y ^ s  in Fy over the X ' s  in F y under the matching 
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TT. The expectation of 5(7r) can be written as 
E(S(.) |  = f ;  > A', , . , )  =  ^  -  A,,.)) .  (3.2) 
1 = 1  i = l  
In this case, the expectation of S{TT) under ordered matching, i.e., TT = IR^ = 
(1,2,... ,n) is given by 
n 
l'l = ElS(»<')|= (3.3) 
i = l  
and the expectation of 5(7r) under random matching is given by 
^'2 = ^ Z E (^-4) 
i = l i = l  
In this chapter we will assume that F { x )  is a unimodal distribution function and 
discuss the properties of £'[5(7r)] under ordered matching , fair matching , and some 
general situations. We will also discuss some rearrangement properties of .E[5(7r)]. 
3.2 Preliminary Results 
In this section, we state some known definitions, mainly from Marshall and Oklin 
(1979), and results needed later. Only references to the proofs of these results will 
be given here. 
Definition 3.1 A distribution function is said to be unimodal if there exists Xq such 
that it is convex on (—oo ,Xo) and concave on (a;o,+oo) . 
It is easy to see that if F{ x )  is absolutely continuous, then F{ x )  being unimodal 
i s  e q u i v a l e n t  t o  t h a t  i t s  d e n s i t y  f u n c t i o n  f { x )  =  F ' { X )  i s  n o n d e c r e a s i n g  o n  (  — o o , X o )  
and nonincreasing on (xo,+oo). 
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By the above definition, we can see that almost all the common distribution 
funtions are unimodal. 
Lemma 3.2,1 If Xi and X2 are iid unimodal, then — A'2 is unimodal. 
For the proof , see Dharmadhikari and Joag-dev, 1988, pl5. 
Definition 3.2 For any xi, v 6 , u v means that v can he reached from u by 
successive interchanges of the components of u, each of which corrects an inversion 
of the natural (i.e., nondecreasing) order. 
For example, if w = " - (•'^(1)''^(2)'• ' ' ' •'^(n ) )' 
then u V since v can be obtained from u by interchanging the components 
and of u which corrects an inversion of the natural order. 
Let TT = 7r2,..., TTn) be a permutation of (1,2,..., n). And for any x G R" 
w r i t e  7 r ( . - c )  =  ( x T r - ^ , X T r 2 ^  •  •  •  A l s o  w r i t e  x  ' \ =  ( ® ( i ) î 2 : ( 2 ) ' •  •  ^  t  =  
Definition 3.3 For any x, y, u and v E R^, {x,y) (u,v) means that is a 
permutation of x and v is a permutation of y, and there exist permutations and 
s u c h  t h a t  7 r ( ^ ^ ( . ' c )  =  a ;  t ,  =  u  f  a n d  7 r ( ^ ) ( y )  7 r ( ^ ) ( r ) .  
For example, let 
a; = (4,2,6,7), u = (2,4,7,6), 
y = (3,1,9,7), y = (],3,9,7). 
Then, for = (2,1,3,4) and = (1,2,4,3), we have 7r(^)(z) = x f and 
7r(^)(u) = u I . Also, since 
= (1,3,9,7) <(» ;r(2)(%;) = (1,3,7,9), 
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we have 
{ x , y )  < °  
Clearly, (z f, i/) <° {x T,r) if y v. 
Definition 3.4 A function g of two vector arguments is called an arrangement in­
creasing (AI) function if g{x,y) < g{ti,v) when {x,y) <° (u, i')-
Note. If ^ is AI, then g [ x  i , y  T) =  g { x  ' \ , y  j.) <  g [ x ,  y ]  <  g { x  ' \ , y  f) =  g [ x  [ , y  , [ ) .  
Lemma 3.2.2 g { u , v )  —  ^  ( l > { u j , v ^ )  i s  A I  i f  a n d  o n l y  i f  s )  >  0 provided 
i—\ 
the derivative exists. 
For the proof, see Marshall and Olkin 1979, pl50 and Hollander, Proschan and 
Sethuraman (1977). 
Definition 3.5 For any x,y Ç: BP', x -< y if 
k k 
H ^ ^[i] = 1> 2,..., n - 1. 
i=l i=l 
n n 
i=:l i=l 
When x < y, x is said to be majorized by y. Also 
k k 
X Xw y if ^ XJ-] < f[i] = 1,2,..., n. 
i=l i=l 
k k 
X  y  if > Y  y { i )  k = l , 2 , . . . , n .  
i=l i=l 
We say x is weakly suhmajorized by y if x -<w y and x is weakly supermajorized by 
y if X y. 
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Lemma 3.2.3 (Hardy, Littlewood, and P61ya, 1952) The inequality 
n n 
g { x i )  <  ^ 2  g i V i )  f o r  a l l  c o n t i n u o u s  c o n v e x  f u n c t i o n s  g  :  
i = l  i=\ 
R R if and only if x . 
n n 
Lemma 3.2.4 ( Tomic, 1949) The inequality ^^g{xi) < ^ holds for 
2 = 1  i = l  
all continuous increasing convex functions g if and only if x -<iu y. It holds for all 
decreasing convex functions if and only if x y. 
Lemma 3.2.5 (Mitrinovic, 1970, p22) If(l){x) is a concave function onl = [0, a], 
i f  x  E  I  { i  =  1 , .  • .  , n )  a n d  x j  +  . . .  +  X f ^  6  I ,  t h e n  
<t)(xi) + (t>(x2) + ... + (t>{x},) > 4)(xi + X2 + ... + Xf^) + {k - 1)0(0). 
3.3 Ordered Matching 
For any fixed < A^2) < ••• < -^(ra) and < /Zjg) ^ < /'(n) ' 
TT = (TT^, 7r2,... ,71^) be a permutation for which 
n 
^[5(#)] = max ^ - ^(TT-))- (3.5) 
i=l 
One question here is under what conditions fr = TT®, i.e., £?[5(7r)] attains its maximum 
value under ordered matching? 
We first consider the case n = 2. 
Theorem 3.3.1 L e t  { X ' ^ ^ y  and y^^^) he independent with X'^^^ ~ F[x — 
and ~ F{x -M(j)) , i = 1,2, where A^j < A^g), /^(i) ^ /'(2)' ^(^) « 
an absolutely continuous unimodal distribution. If ^ A^^ + A^2), (/leTi 
we have 
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or 
- -^(1)) + ~ ^(2)) - ~ ^(2)) + ^^(/'(2) ~ ^(1))' (^-G) 
Proof. Let c = — -^(2) ' Consider the function 
h ( x )  =  U { x )  +  U { c  —  x )  for r > ^ > 0. 
By the definition of U { x )  and Lemma 3.2.1, we know that U { x )  is also an absolutely 
continuous unimodal distribution. If (((z) = U\x) , we have that u{x) is symmetric 
about 0 and nonincreasing on (0,+oo). Now= U{X)—U{C—X). Since X — (C—.T) = 
2.T — c > 0 for x > g, it follows that h\x) < 0 for x > g, i.e., h{x) is a nonincreasing 
function for x > g. Let xi = max{/t^j ~ ^^(2)^ and X2 = /'^2) ~ "^(1) ' 
then X2 > xi > g. Therefore, h{xi) > h{x2), i.e., (3.6) holds. • 
Note: 
(1) If/i^^+^^2) = ^(1)+^(2)'^(1) ~^(1) = "(^'(2)~^(2))'^'(1)~^(2) = 
— (/f(2^ — -^(1)) (ind by the properties of U{x)^ we have ' 
C^(//(l) - + Uin(^2) ~ ^(2)) = ^^(/'(l) ~ ^(2)) + ^ ^(^(2) ~ '^(l)) == 
(2) If either = '^(2)' equality holds in (3.6). 
Corollary If ^ ^ '(2)' '\l) ^  '^(2) ' w(z) = U'{x) is strictly decreasing on 
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[0, +oo), then + /'(2) - ^ (1) + -^(2) ^.nd only if (3.6) holds. 
Proof. We need to show only that (3.6) implies + /i^2) ^ + ''\2)' 
(3.6) holds and + //^2) < + -^(2) ' switch /i and A in Theorem 3.2.1. 
Therefore, in the proof of Theorem 3.3.1, we have = max{A^^ ~'"(1)' '^(2) ~^'(2)^ 
and X2 = A^2) ~ ^(1)' we have $2 > since otherwise we could get either 
/i(l) = /'(2) ^(1) ~ "^(2)' by the given condition on xt(x), it follows that 
- /'(I)) + t^('\2) ~^'(2)) > ^^('\l) -/'(2)) + ^^(^(2) ~ ^ '(1))' 
i.e., 
t^(/f(l) - '\l)) + ^^(/'(2) ~ ^(2)) < ^^(/'(l) - ^(2)) + ^ ^(/'(2) ~ ^(1)) 
which contradicts (3.6). • 
Theorem 3.2,1 tells us for n  =  2, that if 
n  
IZ^(i) - IZ ^ (i)' j=l i=l 
then 
n  
E [ S { n ' ^ ) ]  =  max ^ f^(/'(i) - '\xj))- (3.8) 
2 = 1 
However, for n > 2, (3.7) no longer implies (3.8). For example, let F { x )  = $(z), the 
standard normal cdf. Then U(x) = $(-^). Consider 
= 9\/2, //^2) — 10V2) = 12\/2, 
A(i) = V^, A^2) = ll\/2, Ap^ = 13\/2. 
Then (3.7) holds, and 
3 
E ^ (^(i) - ^(tt^)) = ^(8) + $(-1) + $(-1) = 1-73147, 
i=l 
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but 
' v/2 ' ' ' ' v/2 ' 
= #(-4) + $(1) + $(9) = 1.8431. 
For n = 3, a sufficient condition for (3.8) to hold is given by the following lemma. 
Lemma 3.3.1 For n = 3, if 
+ /'(j) > for any 1 < i < i < 3, (3.9) 
and also either 4- / '(2) — "^(1) ^(3) '"(I) ^^'(3) ~ ^(2) '\3) (^'^) 
holds. 
Proof. For any permutation (w2,^2;^3) (1,2,3), if there exists i such that TTj = i, 
then by (3.9) and Theorem 3.2.1, we have 
3 3 
E ^ ^(^(i) ~ ^(i)) - S ^^(^(i) - ^(TT;))' 
i=l i=l 
Therefore, we only need to show the remaining cases, i.e., 
3 
Y1 " ^(f)) - ^^(^(1) ~ ^(3)) + ^^(^^(2) ~ ^(1)) + ^ (/^(3) '  ^(2)) 
i=l 
and 
3 
X] ^ ^(^(i) ~ '\i)) - ^ ^(/'(l) ~ "^(2)) + ~ ^(3)) + ^ (f^(3) ~ ^(1))' 
1=1 
If > •^(1) + ^^(3) , by Theorem 3.2.1, we have 
[/•(/^(l) - A^^) + f^(/<(2) - ^(3)) > - ^(3)) + t^(/'(2) - -^(1))-
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Adding — A^2)) to both sides of this inequality, the RHS is the RHS of (3.10). 
Note that 
C/(/t(2) - A^2)) + f^(/'(3) - -^(3)) ^ U { f i ^ 2 )  ~  ^ (3)) + ^ ^(/'(3) ~ ^(2))' 
(3.10) follows immediately. Similarly, if ^ + "^(2)' show that 
(3.10) holds. 
The proof of (3.11) is same as that of (3.10). • 
Note: 
(i) (3.9) does not imply (3.8). For example, F ( x )  =  $(.T) and 
j = l.l\/2, /<^2) — 3.1\/2, = 5.1\/2, 
A(i) = \/2, A^2) — 3\/2, = 5\/2. 
We have 
3 
^^(^(() ~ ^(i)) = 3$(0.1) = 1.6194. 
i=l 
But 
U i n ^ l )  -  A^g)) + U { n ^ 2 )  -  ^(1)) + ^(/^(3) ~ ^ (2)) 
$(-3.9) + #(2.1) + $(2.1) = 1.96428 > 1.6194. 
The above example also tells us that even if > A^^^ for i = 1,2,3, it is not 
necessary that (3.8) holds. 
( 2 )  The conditions in Lemma 3.3.1 are not necessary for (3.8). For example. 
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F { x )  = $(z) and 
= lOv/2, /t^2) = 20\/2, = 30\/2, 
= 6\/2, A^2) — 16v^, = '25\/2. 
Theorem 3.3.2 For any fixed n , there exists a constant a such that when — 
> c, (i = l,2,...,n), (3.8) holds, provided U"(x) exists. 
Proof. Since U { x )  Î 1 as x  —> +oo, there exists c  such that n U { c )  > n — Now, if 
^'(j) " "^(i) ^ c (( = 1,2,...,n), then for any permutation {ki,k2,-. • ,kn), if there 
exists I such that < 0, then 
" 1 
< -  +  ( « - ! )  
( = 1 
1 " 
=  n  -  -  <  n U { c )  <  ^  
1 = 1 
Therefore, we only need show that 
n  n 
E ~ \i)) - S ' (3-12) 
i = l  i = l  
where •.. ,kn) is any permutation such that > 0 (i = 1,2,... ,n). 
Let = U { r  — s), since U { x )  is concave on [0,+oo), we have 
n 
for r > s. Therefore, by Lemma 3.2.2 we have that ^ arrange-
i = l  
ment increasing among the permutations such that - A^jt..^ > 0 . In particular, 
(3.8) holds. Box 
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Lemma 3.3.2 If min {/(,} > max {A;}, i.e. u/-,\ > A/^\, then 
l < i < n  '  l < i < n  ^  ~  ( " ) '  
n 
an(f (^-^J holds. 
i = l  
Proof. Use the same argument as in the proof of Theorem 3.3.2. 
Lemma 3.3.3 If 
n n 
S ~ ^(t)) > S ~ (3-13) 
i=l i=l 
for any (ki,k2,... ,kn) 7^ (1,2,...,n), then we have > A^^-^ + A^^-j /or 
any I < i < j < n. 
Proof. If there exist / and m such that +/'(m) - ^ (/) + '^(m)' ^ < m, then 
we have 
^(/'(Z) ~/\m)) + ^^(/'(m) -^(/)) 
> - A(()) + - A(,^)). 
Adding the terms — A^^^) (1 < i < n and i  ^  l , m )  to both sides, this leads 
a contradiction of (3.13). • 
Note: 
(i) If (3.13) holds, then ^ f i j  and A^ 7^ X j  for any i  ^  j .  Otherwise if there 
exist / and m such that where / < m, we have 
^(/'(Z) ~ ^(/)) + ^ ^(^'(m) -^(m)) 
= ^^(^(m) - ^(/)) + f^(/^(/) - ^(m)) 
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which can lead to a contradiction of (3.13). 
(2) If (3.8) holds and there exist /i's or A's that are equal, then we can find other 
permutation ( ,..., ) such that 
n n 
E ^^(/'(i) - \ i ) ^  = S f^(^'(i) - ^(A:^))' 
i=l z=l ^ 
i.e., the ordered matching is not unique in attaining the maximum value. 
Lemma 3.3.4 For n = 2, and U{x) strictly increasing, the following are equivalent. 
(1) /'(I) +/'(2) ^ '\l) + ^(2)' 
(2) f^(/'(l) ~ '\l)) + f^(/'(2) ~ ^(2)) -
(3) f^(/'( i)  -  ^ (2)) ^^(/^(2) ~ "^(1)) -  1-
Proof, (a) "(i) =• (2)" 
If (i) holds, we have > A^2) ~ /^(2)" the symmetry of U { x ) ,  we 
have 
f/(/t(l) - + t/(/y(2) - ^^(2)) 
= t^(/'(i) - ^(1)) + 1 - U ( \ ^ 2 )  ~ ^ ( 2 ) )  -
(b) "(2) (3)" 
If (2) holds, then since 
C^(/i(l) - A^^) + C^(/t(2) - ^(2)) 
= - '\i)) - f^^(/\(2) ~ ^"(2)) + 1-1' 
we have ~ — "^(2) ~ ^ '(2)' ^'(1) ~ "^(2) — ''\l) ~ ^ (2)" Therefore, 
C^(M(1) - ^ (2)) + ^ (^(2) ~ -^(1)) 
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= f^(/<(l) - ~ /'(2)) + 1^1-
(c) "(3) =• (i)". Since 
- ^(2)) + ~ ^(1)) 
= - ^(2)) ~ - /^(2)) + 1^1' 
we have -  /f(2), i-e.,  / i(i) + /t(2) ^ ^(1) + ^ (2)- °  
n 11 
In general, ^  ^ does not imply 
1=1 i=l 
n 
^ i7(//(-) -  A( -)) > - ,  (3.14) 
(=1 
i .e.,  Py is better than F y in an ordered matching. For example, let F { x )  =  $(z), 
n = 3, and 
^'(1) — ^'(2) ~ 2v^, ^'(3) ~ 20\/2, 
A^j = 6\/2, A^2) — 7\/2, A^g^ = 8\/2. 
3 3 
Then /:(%) > E \iy 
i=l i=l 
i — 1  i = l  
for any permutation {ki,k2,k^) of (1,2,3). 
n 
Writing X](' '(i) ~ ^(i)) =  ^  m = # of -  A^-j > 0 (i = 1,2,.. .  ,n), we 
i=l 
have the following result. 
Lemma 3.3.5 For n = Z, if c >0 and m > 1, then (3.14) holds. 
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Proof. WLG. assume~^(1) — ^ /'(2) ""^(2) — tiy Lemma 3.2.-5, we 
have 
f^(/f(l) - + U[^l•^2) ~ ^^(2)) -  ^^(;"(1) ~ ^(1) +/'(2) ~ "^(2)) + 
Hence 
3 
E - A(-)) 
(=1 
- ^^(/'(l) ~ ^(1) + /'(2) ~ ^(2)) + ^ ~ ^^(/'(l) -  ^(1) + /'(2) ~ ^(2) ~ '^^• 
Since c > 0, we have + /<^2) ~ -^(2) — /'(I) "" ^(1) + /'(I) ~ ^^(2) ~ 
Therefore, (3.14) holds . • 
For m = 1, there is no general result. 
Let {ai,a2,...,an?,} = -j, s.t. /z^-^ ~'\i) - ' = l,2,...,n} and 
{fel,b2) • • • i^n—m) — {•'\i) ~ f^(i) ~ ^(i) i = 1> 2,..., n}. 
Lemma 3.3.6 I f  m  >  [ ^ ]  a n d  
k  k  
S^(i) - S^(i) = l,2 , . . . , 7 i - m ) ,  
i=l i=l 
then (3.14) holds. 
Proof. 
n m n—m 
X " ^(!)) = X ^ ^(^(z)) + X ^^(~^(i)) 
i=l i=l i=l 
m n—m 
- ^ ^^ (^(;)) 4- (r^ - m) - ^  ^ (^(i)) 
i=l i=l 
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n—m n—m 
Ï E c'(«(i))- E c'c-ci)) 
i=l i=l 
+ -[m -  (n — m)] + {n — m) 
n—m n—m 
= E E + 
i=l i = l  
Since U { x )  is an increasing concave function on [0,+oo) , we have — U { x )  is a de­
creasing convex function on [0,+oo). By Lemma 3.2.4, we have 
n — m  n — m  
i=l (=1 
that is 
n—m n—m 
E ''(«(;)> s E "('(i))-
i=l i = l  
Therefore, (3.14) follows. • 
Now, let us consider the relationship between ordered matching and randam 
matching. Let V-^ and be the expectations of S{ir) under ordered matching and 
random matching, respectively, where the expressions of V\ and V2 are given by (3.3) 
and (3.4). Then we have the following result. 
Theorem 3.3.3 Let (A'^^^,. . . ,  a n d  ^12)'' • • ' indepen­
dent with ~ F(x - and ~ F{x - /(^^^) , i = l,2,...,n, where 
< -^(2) - - ^ (n)' /^(l) - /'(2) - ••• - l-''{n)' absolutely 
continuous unimodal distribution. If 
M ( i )  +  M ( j )  >  f o r  a n y  l < i  < j  < n ,  
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then we have 
k k k 
' E > 4 ) ) 2  E  Z  ^ '  =  I . - . " -
i=l i=lj=l 
In particular, for k = n, we have Vj > V2 • 
Proof. Using the given condition and Theorem 3.3.1, we can prove this result by 
following the same arguments as in the proof of Theorem 2.2.2. • 
3.4 Fair Matching under the Linear Preference Model 
In Chapter 2, we discussed fair matchings for the order statistics model, in which 
simple and symmetric matchings are fair. For the linear preference model, we see that 
simple matchings are still fair. However, symmetric matchings are not necessarily fair 
in this case. To see this, let us consider n = 4 and F{x) = $(z), i.e., the standard 
normal distribution function. Let {i = 1,2,3,4) and 
•^(1) ~ ^(2) ~ l-2\/2, = 1.7\/2, = 2s/2. 
Note that tt = (vr^,Trg,vrg,7r^) = (2,4,1,3) is a symmetric matching. But 
4 
E5(7r) = 
z=l 
= $(-0.2)+ $(-0.8)+ $(0.7)+ $(0.3) 
= 2.0085. 
This tells us that TT is not fair. The following lemma shows that under certain 
condition, symmetric matchings are still fair. 
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Lemma 3.4.1 -(f= /'(j) 
^ ( i + 1 )  -  ^( i )  =  \ n - i + l )  -  \ n - i )  
for i = l,2,...,n, then 
n 
ES{it) = Y, = I (3.16) 
i=l 
for any symmetric matching n = (vr^, jrg,..., Tr^ ). 
Proof. For any i and j, by (3.15), we have 
\ j )  ~  =  ^ ( n - i + 1 )  ~  \ n - j + i y  
In order to show this, we can assume i < j. Then 
=  \ n - j + 2 )  -  ^(n-i+1) + ^ (n-i+3) " \ n - j + 2 )  +  
+^(n-i+l) - ^(i) 
= ^(n-i + l)-^(n-j+l)-
Since 
n n 
- ^[É^(^(i)-^7r,-)) + É^^(^(n-i+l)-^(7r„_,-+l))l 
i=l i=l 
= ^[E - ^(vr,)) + È f^(^(n-i+l) -  ^(7r^_,•+!))] 
i=l i=l 
and = n — ni + 1, by (3.17), we have 
n n 
ESiTT) - 2E^^(^(i)-\7r,-)) + è^^(^(n-i+l)-^(n-;r; + l)) 1 I ^  ^ Z=1 1=1 
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i=l i=l 
= 5- ° 
The following lemma tells us that simple matchings are fair. 
Lemma 3.4.2 ^ for i = l,2,...,n, then (3.16) holds for any simple 
matching TT = (TT^, 7R2,. . . ,  TTTJ ) .  
Proof- Since = C^(A^= 1 - - A^-J, then by the 
definition of simple permutation, (3.16) follows. • 
Lemma 3.4.3 + M(j) > '^(i) + ^ { ^ j )  f o r  a l l  I  < i  <  j  <  n ,  t h e n  
n n 
(«) ~ \ i ) ^  -  ~ 
i=l 1=1 
for any simple matching TT = 7R2,...,TT^). 
{ b )  ^  -  \ i ) )  >  2 -
z=l 
Proof. (a) This follows easily from Theorem 3.3.1 and the definition of simple 
permutation. 
(b) If n = 2m, then by +/'(2fc) ^ ^(2fc-l) + \ 2 k )  = 1,2, 
and Lemma 3.3.4, we have 
^^(/'(2A;-1) ~ ^(2t-l)) + ^(/'(2A;) ~ \ 2 k ) ^  ^  ^  
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for k  = 1,2,, m. Hence 
m 
[f^(/'(2Â:-l) -  ^(2A;-1)) + ~ ^(2&))l - 0' 
k= l  
i.e., (b) holds. 
If n = 2m + 1, then there must exist I such that > X^y Hence — 
— 2* Therefore, using the same argument as for n even, we have 
I 
- A( -)) > TO, 
i ^ l  
hence 
n In 
i = l 
Note; 
(1) Under the condition given in above lemma, if n = 2m, i.e., n is even, then 
by Lemma 3.3.4 and the definition of simple matching, we have 
i=l 
for any simple matching tt = (vr^, TTg,However, if n = odd, then (3.18) does 
not necessarily hold. We can see this as follows. Let n = 3, F{x) = $(x) and 
= 4\/2, A^2) = 4.1\/2, A^gj = 10.2\/2, 
A(I) = \/2, A|2J = 7.2\/2, A^2^ = 15\/2. 
Then for 1 < i < j < 3. But, for the simple matching (1, 
3, 2), we have 
C^(/'(l) - A(i)) + C^(M(2) ~ -^(3)) + ^(/'(3) ~ \2)) 
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= $(-3)+ $(-3)+ $(10.9) < 
(2) If for i = 1, 2 , . . . , 7?,, then by Lemma 3.3.4 and the definition 
of simple matching, it follows that (3.18) holds for any simple matching TT. 
Lemma 3.4.4 /or ^ = l,2,...,n, then 
n 
f^(/ ' ( l)  -  A(n)) + X! f^(/ ' ( ;)  ~ - 2' 
t—2 
Proof. Let x = and xi = 2: 0 (i = 2,3,, n), we have 
n 
X  = x ^ .  Since U ( x )  is concave on [0,+oo), it follows by Lemma 3.2.5 that 
i='2 
n n 
i=2 i=2 
=  U { x )  -f (n — 2)-. 
Note that 
U { x )  = 1 - U { - x )  = 1 — - "^(n))' 
(3.19) follows immediately. • 
From the above lemma, we have 
n n 
t^(M(i) - A(n)) + IZ ^ (/'(i) ~ ^((-1)) - S ~ -^(tt;)) (3.20) 
i=2 i=l 
for any simple matching TT = (7R]^,7R2,... ,7RN). One might feel that (3.20) holds for 
any matching TT. However, this is not true. We can see this by the following example; 
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Let = i\/2 {i = l,2,...,n), and F{x) = $(z). Consider 
7r2,..., /Ttj.) = (n,n — 1,1,2,...,% — 2). Then 
i=l 
n 
= U i ^ \ l )  -  A(n)) + f^(/'(2) ~ ^(n-1)) + 1] ~ ^(n-2)) 
i=3 
= $(-72 + 1) + $(-n + 3) + (n - 2)$(2) 
and 
n 
f^(/'(l) - '\n)) + X] ~ ^(f-1)) = $(-« + !) + («- 1)0(1). 
i=2 
Since $(1) = 0.8413 and $(2) = 0.9772. Taking n = 12, we have 
n n 
f^(/'(l)  -  A(%)) + Y, f^(/'(;) ~ ' \ i-l)) < 12 f^(/'(/) ~ ^(TT,))' 
i=2 i=l 
Note. 
Let Tn be the total number of simple matchings, then 
lim —J = 0. 
n—>oo n\ 
This can be shown as follows. 
Since by Lemma 2.3.2, we can write Tn as 
T„ = X;(2i-l)!!L). 
i=0 ^ ^ 
where (2i — 1)!! = { 2 i  — l)(2i — 3)... 3.1. Note that 
i # i ,  ,  
Z  i l )  =  
i=0 
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we have 
% ^ (21gl-l)!!2''-l ^ 4^ 4 ^ c 
n! ~ n! ~ nn - 2"' 2 ~ n 
T 
where c is some constant. Therefore, we have 0 as n —> oo. 
3.5 Some Optimality Results 
For given //j's and Aj's, it is interesting to find a permutation ^"2,... ,îr7} ) 
such that 
n n 
i=l i=l 
for any permutation 
We have shown that under certain conditions, (TTJ^ ,  ^ 2,..., ) = (l,2,...,n), 
i.e., the ordered matching, gives the maximum value. Now let us find a sufficient 
condition for • • • i^n) such that (3.21) holds. Let 
{xj} = I > 0 (i = l,2,...,n)}, 
{ y j }  = - /:(() I \ i r - )  ~ ^ \ i )  > ° (i = 1,2 , . . . , 7 7 ) } .  
Similarly, let 
U' j }  = 1 - A(N..) > 0 { i  =  1,2,...,TI)}, 
{ V j }  =  {A(;r.)  ~^(i)  I ^(TTj) ® =  l>2, . . . ,n)} .  
Suppose {z;} has p elements, {yj} has q elements, {s'-} has p' elements, and {y'-} 
J J J J  
has g' elements. Then 
n P <1 
^ - A(-.)) = ^U{xj) + q-^U{yj) + {n-p-q)U{0) 
i  =  l  ^ j = l  j = l  
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p q 
= X] ~ Y1  + (" -? + q W i O )  
j = i  j = i  
and 
n v' q' 
E  - ^(TT)) = Z  [^(4) - E  +(7Z - / + y )r(o). 
i=i j=i j=i 
Therefore, (3.21) is equivalent to 
J 
Write 
By 
V g 
E U{xj)+ X U{y-) + [n-p + q)U{Q) 
j=l i=l 
p' 9 
i=i j=i 
ai = XI (i = l,2,...,p), 
ûp+i = y'i (i = l,2,...,g'), 
= 0 (i = l,2,...,n-p +î), 
= x'- (i = l,2,...,p'), 
^p/+i = i/i (i = l,2,...,g), 
^p'jrq+i ® (i = l,2,...,n-p' + 9'). 
n n 
Ehi) - - Zhz) -
i=l 1=1 
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n+7+g' n+q+q' 
we have ^ aj = 6^. Also, we can write (3.21) as 
(=1 i=l 
n+ç+g' n+g+g' 
^ [T(a.)> ^ CA(6.). (3.22) 
i=l i=\ 
Now — U { x )  is a convex function on [0, +oo). Therefore, by Lemma 3.2.3, we have that 
k k 
(3.22) holds if ^ aj-j < ^6^^-j,for/j = 1,2,... ,n+g+g'-l, where (ajj^j,a^2]'• • • ' ®[«] ) 
i=l i=l 
a . Summarizing the above argument, we have the following lemma. 
Theorem 3.5.1 A sufficient condition for ,^n) such that (3.21) holds is 
k k 
f o r  k  =  1 , 2 , . . .  , n  +  q  +  q '  —  1 .  
i=1 J = 1 
Note: 
(1) If there exist i and j such that or then the permu­
tation (^2,^2> • • • »^n) which satisfies (3.21) is not unique. 
n 
(2) For any given ^ ^^(^(J) "-^(TT-))' there exist and such that 
z=l 
/'(i) + M(J) > '^TT-) + "^(TT- ) '  ^^^Gre i  <  j  and TT^- > irj, then by Theorem 3.3.1, 
n 
we can increase ^ ^^ (/^(i) ~ '^(tt-)) interchanging A^^.^ and A^^ .y Also if there 
i'=l !• J 
exist and such that < A^^.j + A^^ where i  <  j  and TT; < i v j ,  
n ^ 
then we can increase ^ ^^(/'(i) ~ ''\7r-)) t)y interchanging A^^.^ and A^^ j. There-
n 
fore, Theorem 3.3.1 gives us a way to increase ^ ^(^(I) ~ "^(TT-))' 
i=l 
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n n 
From (2) , it is easy to see that if ^ > XI ~ 
i=l Z=1 
for any other permutation (7ri,7r2,... JTTTÎ.), then for any i < j, either > 
Based on the above arguments, we have the following Lemma. 
Lemma 3.5.1 Suppose there exists a unique permutation ^2) • • • j ^n) such that 
for any i  < j, > A^-.^ + + /'(j) < 
>  ^ j -  F o r  s u c h  ( 7 r ] ^ , 7 r 2 , . . . , t t t j  ) ,  i t  f o l l o w s  t h a t  ( 3 . 2 1 )  h o l d s  
f o r  a n y  p e r m u t a t i o n  ( t t j ^  ,  7 r 2 , . . . ,  T r ^  ) .  
In general the permutation (jr^, 7r2,...,Tr^) in Lemma .3.5.2 is not unique. There­
fore, in case that the (fr]^,%2, - - -, ) is not unique, then (3.21) does not necessarily 
hold for such (fr^,^2, • • •,^n). For example, let n = 3, and F{x) = $(z). Consider 
2^ — l.l\/2, ^^(2) ~ 3.1 \/2) ^'(3) ~ 5.1 \/2, 
A(i) - \/2, A^2) = 3\/2, A^g^ = 5\/2. 
Then both permutations (1,2,3) and (3,1,2) satisfy the conditions in Lemman 3.5.1. 
However, it is easy to check that for (^^,#2,^3) = (1,2,3), (3.21) does not hold. But 
for (^2)^2)^3) — (3,1,2), (3.21) holds. 
Lemma 3.5.2 For any ^2^ • • • 1 l^n , we have 
E ^^(^(0 ~^'(i-l)) ^ I _ )• (3.23) 
i=2 
Proof. Let for i = 1,2,... ,n - l,c = then > 0 
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n —1 
and ^ XI = c. Therefore, 
i=l 
Since — U ( x )  is a convex function on [0, +oo), we have by Lemma 3.2.3 
- [ U { X ^  ) + ... + r(.T„_l)] > + ... + t/(^)], 
i.e., (3.23) holds. • 
Note: By Lemma 3.4.4 and Lemma 3.5.3, we have 
n 
2 - ^^(''(1) 
i=2 
- - /'(»)) + )• 
Lemma 3.5.3 For any real number we have 
n n 
i=l i=l 
n 
- ~^(n-i+l) 
i=l 
where (ttj, 7r2,..., tth ) is any permutation of {1,2,... ,n). 
Proof: Since 
n 
- \ i )  -
i=l 
n n 
i=l i=l 
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and 
n 
\2 
i = l 
n n 
i=l i=l 
we only need to show 
(=1 i=l 
Since 
n n 
i=l i=l 
n n 
i=l i=l 
n n 
i=l i=l 
n n 
= 2(X!/'( i )^(i)  -  I]/ '( i )^(7rj))  ^ 0.  
i=l i=l 
i.e., the first inequality holds. Similarly by 
n n 
i=l i=l 
we can show the other inequality. • 
3.6 Matching with Ties Permitted for the Linear Preference Model 
Now we consider the case that ties are permitted when we compare F ^  and 
Fy in pairs. As in Section 2.6, we introdue the indicator function /(//,t';r), where 
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r > 0. We call r the threshold parameter as before. Therefore, for any matching or 
permutation jr = 7r2,..., ttt},), our measure of superiority of Fy over F Yi viz. 
n 
is given by 
i=l 
E S r M  =  E ^ J 2 n Y ^ i y X ^ , . y , r ) ]  
i = l  
(—1 î=i 
^ n n 
= 2E ~ ^(TTj) - ^ ) + S ~ 'VTTJ + 
i=l j=l 
For 7r° = (1,2,..., n ), write 
V {  =  E S R I T R " " ) .  
Let V.J be E S t I t ^) under random matching. Then, V j  can be written as 
i=lJ=1 
^ n n n n 
=  Z -\ j )  - + Z Z -\ j ) + 
i = l j = l  . i=l j=l 
Now we are still interested in the relationship between and Vj , and the rela­
tionship between and £J5r(7r). 
Lemma 3.6.1 + 2r for any 1 < i,j < n, then 
(b) > EST { T T ) for any simple matching I T .  
Proof. Both (a) and (b) can be shown by using the given condition and Theorem 
3.3.1 • 
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Lemma 3.6.2 (a) U ~ ^ ~ l)2,...,n , then 
ESt{t^) - — (3.24) 
for any simple matching TT. 
(b) IfX^-^ = \!+l)-'^(i) =  ^ ( n - i + l ) ~ ^ { n - i )  ^ = l>2,...,n 
then (3.24) holds for any symmetric matching TT. 
Proof, (a) Since for any i and j, 
[f^(/'(î) - - T) + + T)] 
+ f^[(/'(j) - -  T )  +  + ^ )] 
= 2. 
By the definition of simple matching (3.24) follows. 
(b) Since 
n n 
E S r i i r )  -  - T) + ^  - T)] 
i=l i=l 
^ » n 
+ i E - \iri) + ^) + E ^ (/'(n-i+1) - ^ 7r„_i+i) + ^ )]' 
i=l i — l  
by = n — TTj + 1 and the given condition, it is readily shown that (3.24) 
holds. • 
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APPENDIX A: THEOREM 2.2.1.' 
For small //, we state and prove Theorem 2.2.1 as follows: 
Theorem 2.2.1.' Let % ~ F{ x )  and Y  ~ F ( x  — //) where -V is an absolutely 
continuous rv and .Y and Y are independent. If F'{X) is bounded, then there exists 
fio > 0 such that for |//| < /io and i < j , we have 
> A-,,.)) I P(K(i, > + P(F,.) > A-,;,) 
(3.25) 
according as ft = 0 
< 
Proof. Let 
h { ^ i )  =  P { Y ^ i )  >  ^ (i)) + 
^  ^ { i )  < ' ^ { j )  + 
where and are iid, / = i , j  .  
Combining the first and third term, and combining the second and the last term, 
we have 
/
oo 
® + /') - < ^ + /i)][/|(®) - /j(®)] d x ,  
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Consider 
U { x , n )  =  [ P i X ^ i ^  <  X  +  n )  -  <  X  +  f i ) ] [ f i { x )  -  f j { x ) ] .  
Then 
=  [ f i i x  +  / ( )  -  f j { x  + f l ) ] [ f i i x )  -  f j ( x ) ] .  
Since f { ( x )  and f j { x )  are density functions and bounded, then there exists M  >  0  
such that 
d U ( x , / . i )  
<  M [ f i i x )  +  f j i x ) ] .  d f i  
/
o o  d U l x ^ f l )  
—^— dx is uniformly convergent. Hence h  ( f t )  is continuous and 
- oo 
h ' i n )  =  j  [ f i i x  + //) - f j i x  + /f)][/j-(a;) - f j { x ) ]  d x .  
Note that h ' i Q )  = f  [ f i i x )  —  f j i x ) ] ^  d x  >  0 (otherwise we would have f i { x )  = 
J — OO 
f j i x )  a.e.). So there exists 5© > 0 such that /i'(0) > S o  • For such 5 o  , by the 
c o n t i n u i t y  o f  h ' i n )  ,  t h e r e  e x i s t s  / / q  >  0  s u c h  t h a t  w h e n  | ^ f  |  <  f i o  ,  w e  h a v e  \ h ' i i . i )  —  
/i'(0)| < 6o- Therefore we have h^/x) > h'iO) — 6o > 0 . By /i'(0) = 0 and h^i/x) > 0, 
it folios that when |/t| < fto , (3.25) holds. • 
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APPENDIX B: SOME MATHEMATICAL RESULTS 
Here we will derive some mathematical results by using the probability > 
In section 2.2, we express as (2.4) and (2.5). 
(a) We first assume that F { x )  =  G { x ) .  Then we have 
£  t i - H l  -  - u f - ' d U u ,  
Now, let i = j. Then •P(i''( j) > -^'(j)) — 2" Therefore, 
R  iJ"l(l - - u f  - ' d t d u  =  M' - -0!j2 (3 26) 
T/ 0 */ O 2I TT, 
£or z — 1^2^,,,^/?, 
Since 
°  k - j  
we have 
Pir,;) > Ay,) = 
k = j  
= ^ ^ jB(A; + (,2M-A;-z + l) 
k = j  
_ f (k + i — l)!(2n — k — j)! 
n , i 2 ^ [ k )  • 
k = j  
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Since > A'(.)) = -)) = 1 - -) > i.e. 
it follows that 
n 
I F 
n \  { k  +  i  —  l ) \ { 2 n  —  k  —  ^ ) !  
, . .ty (2m)! k = j  
n 
k — i  
for any 1 < i, j < n. 
Let i = j. By (3.27), we have 
n 
I " \ {k + i - l)!(2n - k - i)! 1 (i - l)'.(n — i)! /o oo\ 
^ W iw = 2 Ï1 
k=i > 
for i = 1,2,..., M. 
In particular, let i = 1. It follows that 
A ( ^ n - r c - i y .  ^  y ^ n - i y .  . 
(n-fc)! n! • ( ) 
«=1 
{ 2 n  —  k  — 1)! (277. — 1 )! 
From Lemma 2.3.3., we have 
Therefore, 
T '  ^  / n \ { k  +  j  —  l ) \ { 2 n  —  k  —  j ) \  
(2n)! 
k — i  
" ^n\ {n + k — i)\{n — k + i — 1)! 
- '^ 'n,i 
.=.-,•+! <2"" 
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for any 1 < i , j  <  n .  Or 
n (^ + J - l)!(2n -  k  -  j ) \  
j K n - j y .  
k — i  
f n \ { n  +  k - i ) l { n - k  +  i  —  l ) l  / o  o n \  
k = n — j + l  
for any 1 < i , j  <  n .  
(b) Assume F { x )  = 1 — and G { x )  =  F [ x  —  /z), where / . i  > 0. Then it is 
not difficult to find that 
k=Q 
Let /< = 0. By = g, it follows that 
1 
k=\j 
Since where and are iid, then 
Write /in(M) = ^ is a monotone increaasing 
function, i.e., 
^ ( i\2 
y (-1)^- W -kii 
^ (n - t)!(n + A:)! 
A;=U 
is a monotone increasing function with respect to /t on [0,oo). By the results in 
Section 3.4, we have 
1 
-;/. '  1 + e'V-
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lim y (-1)^ ^ e-A/f = I 
n-^oo 2-/^ [n-k)l{n + k)\ l + e'^' 
«=0 
If we write c = e then 
— k ("0^ k 
(n — k)!(n + A:)! k=0 
is a monotone decreasing function with respect to c on [0,1), and 
» / i\2 1 
lim ^' 
n — o o  (n - k)!(n + k)! 1 + c' K = U 
(c) Assume F(x) = ( k  >  0) and G { x )  =  F { x  -  f i ) .  Then 
1+e 
p+oo ^ 
o o  
+ 00 /"too 
= n F''ix + fi)F''-^{x)f{x)dx 
J—oo 
Jo 
where a = By partial integration, we have 
>--(.)) = 
(2n- 1)! /•+^ dt 
[(n- 1)!]2° J o  ( l  +  t ) { l  +  a t ) ' ^ ^ '  
Since = g, when = 0 or a = 1, we have 
n , . 
J2{n + i - 2)l(n - i)l = -[{n - l)f + -(2n)!. 
i = l 
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(d) Assume G ( x )  =  F ^ { x ) .  We have 
> ^(z)) 
=  (  -  ( f - ^ ( 1  -  t ^ f - ' [ { n  -  i ) t ^  -  i k { l  -  t ) t ^ - ^ d t  
2 /n -  i \ .  ^  + 1) + m k  + l]r(n - i )  
= (:) E C^O '-irK"-.-)) 
^ ... , r[I(Â; + 1) + Tnk T TI — i + 1] 
m=0 
.^r[j(fc + 1) + 772/i;]r(n — i  + 1) 
'  T [ i { k  + 1) + m k  + n — i + 1] 
n — i \  j j j  [i(Â; + 1) + mt]! i  +  m k  / \ 2 n  —  i ,  . V  
= (:) ECrM' 
n\ 
1Î 
.  ^  +  k { i  +  m ) ] l  i ( k  +  1 )  +  m k  
m=u 
^ , .y/Tj i -\- mk [i(A: + 1) + mk — 1]! 
m l { n  —  i  —  m ) l  [n + A;(i + m)]! 
(i = 1,2,... , n — 1). 
Taking k = 1, we have = 0. Therefore, 
it follows that 
m=0 
for i = 1,2,... ,n — 1. 
Let z = 1. We have 
(m_+2)^ ^ g 
^ (n — m — l)!(n + m + 1)! 
m=0 
Taking k = m + I, it follows that 
«=1 
