Next generation optical routers will be designed to support the flexibility required by Future Internet services and, at the same time, to overcome the power consumption bottleneck which appears to limit throughput scalability in today's routers. A model to evaluate average power consumption in asynchronous shared-per-wavelength optical switching fabrics is presented in this article to compare these architectures with other synchronous and asynchronous solutions. The combination of wavelengthmodular switching fabrics with low spatial complexity and asynchronous operation is demonstrated to be the most power-efficient solution among those considered which employ shared wavelength converters, through presentation and discussion of a thorough set of numerical results.
tion based on the power consumption in each subsystem of the asynchronous switch. Section IV describes the new analysis introduced to evaluate the utilization of each subsystem for power consumption evaluation. In section V, numerical results and sample switch design are presented and discussed. Conclusions are drawn in section VI.
II. ASYNCHRONOUS SHARED-PER-WAVELENGTH OPTICAL PACKET SWITCHING ARCHITECTURE
The Asynchronous Shared-Per-Wavelength (ASPW) Optical Packet Switch is shown in Fig. 1 .
A synchronous version of this switch, the Synchronous Shared-Per-Wavelength (SSPW) Optical Packet Switch, was considered in [7] to evaluate power consumption. The switch operation mode is here asynchronous [8] and therefore synchronizers are not needed, as opposed to [7] . In fact, in asynchronous switching, packet lengths are typically variable and packet arrivals do not need to be aligned before switching operation is performed.
The ASPW switch consists of N Input/Output Fibers (IFs/OFs) each one carrying M wavelengths namely λ 1 , λ 2 , · · · , λ M . In the ASPW switch, contention resolution is performed in the wavelength domain by using wavelength converters (WCs). As a WC, we propose to use the Delayed Interference Signal Wavelength Converter (DISC) that was introduced in [10] and [11] .
The block diagram of a DISC is illustrated in Fig. 4 which employs an SOA (Semiconductor Optical Amplifier) and an optical Bandpass Filter (BPF) placed at the amplifier output. Moreover, it can be constructed by using commercially available fiber-pigtailed components. This simple configuration allows photonic integration whose power consumption has been evaluated in [10] , [11] when commercial SOAs are employed.
In ASPW, the N Input Wavelength Channels (IWCs) related to the same wavelength λ k (k = 1, 2, · · · , M ) in different Input Fibers (IFs) share a common pool of r w WCs. In other words, a number r w of WCs is dedicated to the packets coming on the wavelength λ 1 , r w to the packets coming on wavelength λ 2 and so on, for a total amount of M r w WCs. An electronic control logic, on the basis of the routing information carried by the packet header, handles packet contentions and decides which packets need wavelength conversion. A packet not requiring wavelength conversion is directly routed towards the Output Fibers (OF). On the contrary, a packet requiring wavelength conversion will be directed to the pool of r w WCs dedicated to the wavelength on which the packet is arriving. The selection of either an OF or a WC is realized May 26, 2010 DRAFT by means of a 1 × (N + r w ) Space Switching Module (SSM) of the 1st SSM stage. We report in Fig. 1 .b an implementation of a 1 × K Space Switching Module (SSM) based on the use of a fast device like SOA. The SSM is realized by means of one splitter and K SOAs. An output of the SSM is selected by activating a particular SOA. This is accomplished by injecting into the SOA a bias current i b greater than the transparency current [9] . With reference to Fig. 1 .b,
. . , K) and P al SSM denote the input, output and supply powers of the 1 × K SSM, respectively.
Each N × 1 SSM of the 3rd SSM stage in Fig. 1 has the function to forward the packet selected by the control unit to a WC to be wavelength converted. The implementation of a K × 1 SSM is illustrated in Fig. 1 .c which is realized by a coupler and an SOA whose main function is to recover the power loss introduced by the coupler. The converted packets are then sent to the OFs by means of a 1 × N SSM of the 4th SSM stage. Finally, the packets directed to any OF are collected by means of a (N + r w )M × 1 SSM of the 2nd SSM stage.
The ASPW sharing strategy allows for a reduction in switching fabric complexity improving scalability. As a matter of fact, the 1st and the 3rd stage SSMs needed to reach the OFs and WCs have led to complexity reduction with respect to the corresponding stages in the SPN reference switch illustrated in Fig. 1 [6] , where r denotes the total number of shared WCs employed in the SPN architecture. In fact, in the 1st SSM stage of the SPW switch, r w is the number of WCs shared per wavelength. This reduction in switching fabric complexity leads to lower signal attenuation and, consequently, to lower SSM power consumption. In addition, in relation to the asynchronous operation, power consumption due to synchronizers is not present and this is expected to further reduce power consumption with respect to previously evaluated solutions.
The synchronous version of this architecture, namely the Synchronous SPW (SSPW) architecture, will be considered for comparisons in numerical evaluations. Differently from the ASPW described, SSPW is equipped with synchronizers, which are located at the exits of the demultiplexers (Demux) at 1st SSM stage inputs. As a synchronizer, the feed-forward N SY N stage structure of Fig. 3 is considered here which exhibits high operation speed, large tuning range, and the potential for integration within the large SOA-based switch [12] , [13] . We are interested in comparing the power consumption in the switching fabric of the ASPW optical packet switch to other switches proposed in the literature [5] , [6] , [7] . For this reason, the proposed model to evaluate the power consumption will neglect the power consumption produced by common components. In particular, we do not take into account in our evaluation the power components for the operation of the control unit and for recovering the signal loss due to the wavelength de-multiplexers.
In evaluating the power consumption, ideal operation of the 1×K splitters and K×1 couplers with power attenuation K db = 10log 10 K dB is assumed. In each SSM, we also assume that only the active SOA consumes power with a gain G = K so that signal loss due to splitters or couplers is totally recovered. Under this hypothesis, when 1×K SSM and K×1 SSM are active, their power consumption denoted by P
1×K
SSM and P K×1 SSM , respectively, equal the supply power consumption P al,G SOA of an SOA providing a gain G = K [9] , that is:
Finally, we assume that WCs consume power only in cases in which they have to be used.
As a WC, the Delayed Interference Signal Wavelength Converters (DISC) proposed in [10] , [11] is used. We let P W C denote the power consumption of a DISC-type WC.
The total power consumption P T (t) in the OPS shown in Fig. 1 is given at time t by the simple expression below:
wherein:
is the power consumption in ith SSM stage (i = 1, . . . , 4) at time instant t;
• P W (t) is the power consumption in WC stage at instant t.
In evaluating the various power consumption components appearing in (2), we introduce the following notations defined at time t:
• N a (t) denotes the number of forwarded packets;
• N d (t) denotes the number of OFs in which at least one packet is directed;
• N c (t) denotes the number of used WCs.
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• there are as many active 1 × (N + r w ) SSMs in 1st SSM stage as the number N a (t) of packets forwarded;
• there are as many active (N M + M r w ) × 1 SSMs in 2nd SSM stage as the number N d (t) of OFs in which at least one packet is directed;
• the number of WCs used as well as the number of active N × 1 SSMs in 3rd SSM stage and the number of active 1 × N SSMs in the 4th SSM stage equal the number N c (t) of used WCs.
According to these observations, we can write the following expression for P T (t):
Finally, we can write the following expression for the average power consumption P av T :
. . , 4) and P av W are the power consumption in ith SSM stages (i=1, . . . , 4) and WC stage, respectively, at an arbitrary epoch;
] are the steady-state average values of the random processes N a (t), N d (t) and N c (t), respectively, at an arbitrary epoch.
The average values N a (t), N d (t) and N c (t) are evaluated in the next section.
IV. ANALYTICAL EVALUATION OF EXPECTED VALUES OF
As the traffic model, we use the Engset counterpart of the Bernoulli model that is used for SSPN and SSPW in [5] . In the Engset model, there are overall M N input channels and the traffic on each channel is modeled by an on-off source; the input channel is either in the on state and an optical packet is being transmitted or the input channel is in the off state and no packet is being transmitted. Moreover, each on-off source is assumed to be independent from the others. We assume in this study that the on and off times for each on-off source are exponentially
May 26, 2010 DRAFT distributed with means 1/µ and 1/λ, respectively. The offered load to the system is denoted by p = λ/(λ + µ). We also assume that each optical packet will be destined to one of the output fibers with probability 1/N . Therefore, the offered load for each output fiber line is identical and is equal to p. Generalization to asymmetric traffic demand scenarios is left for future research.
For ASPW, we propose an analytical model comprising two interacting processes; one of them is the fiber process and the other one being the wavelength converter pool process. The fiber process keeps track of the channel occupancy of one of the N fibers (i.e., tagged fiber) whereas the converter pool process keeps track of the occupancy of one of the M converter pools (i.e., tagged converter pool) operating on a certain wavelength (i.e., tagged wavelength). Because of symmetrical loading, all N fiber processes (M converter pool processes) are statistically identical and it will be sufficient to focus only on the tagged fiber and the tagged converter pool processes.
In this simplified model, the fiber process depends on the converter pool process via the blocking probability P
ASP W conv
which is defined as the probability of blocking of a packet due to the lack of a converter in the associated converter pool. On the other hand, the converter pool process is affected by the fiber process through the probability P
ASP W dir
which is defined as the probability that an incoming packet on the tagged wavelength would need conversion and be directed to its associated converter pool.
Let us first concentrate on the tagged fiber process. For purposes of numerical efficiency, the traffic destined to a single fiber can be approximated by a Poisson process with rate η = M p.
Such an approximation is justified when the number of on-off sources (i.e., K = N M on-off sources) is large enough; see [14] . Under this assumption, let N ASP W a (t) denote the number of occupied wavelength channels for the fiber process at time t and N ASP W a (t) takes values in the set {0, 1, . . . , M }. Moreover, the fiber process defined by
non-homogeneous birth-death (BD) type Markov process with the birth rates at state l given by
The death rate at state l is simply given by lµ, l = 1, . . . , M . If P
ASP W conv
is known, we can calculate x l , l = 0, 1, . . . , M which is the steady-state probability of the Markov chain residing at state l. The blocking probability for a packet is then written as:
The first term in (6) represents the scenario when an arriving packet finds all M channels occupied whereas the second term corresponds to the case when there are idle channels on the fiber but the packet is dropped since it requires wavelength conversion and all the converters in its associated pool are occupied. However, the quantity P
is not known yet. To calculate this quantity, note that the intensity of traffic destined to the tagged fiber but requiring conversion can be written as:
The intensity of overall traffic directed to the tagged converter pool is then written as
since there are N such fibers and the overall traffic will be distributed evenly among M wavelength converter pools.
Let us now focus our attention to the tagged converter pool process that is associated with one of the converter pools dedicated to the tagged wavelength. The traffic arrival process to this tagged converter pool comes from M input channels and a packet in each of these channels is directed to the converter pool with probability P
ASP W dir
. The Poisson assumption for this traffic is not justified since the number of on-off sources M may not be large enough (compared to N M for the tagged fiber process). Assuming knowledge of ν and matching the intensity obtained in (8), we have
Now, we are ready to describe the converter pool process without having to use the Poisson 
This two-dimensional Markov chain has a block tri-diagonal generator matrix whose steadystate probabilities of finding the system in state (i, j) denoted by y i,j can be found using the block tridiagonal LU factorization algorithm given in [15] . Note that the complexity of the block tridiagonal LU factorization algorithm used for the wavelength converter pool process is
. Given y i,j , we can write
The expressions (5)- (11) allow one to propose a fixed-point iterative procedure. In this method,
we start with an arbitrary P
ASP W conv
value and then construct the tagged fiber process and calculate its steady-state probabilities x l . After finding P
ASP W dir
from the tagged fiber process based on (9), we construct the two-dimensional Markov chain associated with the tagged converter pool process and its steady-state probabilities y i,j from which one obtains P conv ASP W based on (11). This procedure is repeated afterwards until convergence. Upon convergence, we calculate the loss probability based on the expression given in (6). We also have
We also note that ASPN case can be analyzed similarly with the exception that the traffic towards the single shared converter pool can be assumed to be Poisson. This is in contrast with the on-off models used for both tagged processes as in [6] , [16] . Although we do not give details, we use this method for obtaining numerical results for this paper due to its numerical efficiency and low storage requirements but the results are almost identical if the on-off modeling is to be used as in [16] , [6] . consumption in ASPW OPS, we use the model described in Section III. The models described in [5] , [6] , [7] are used to evaluate the power consumption in ASPN, SSPW and SSPN optical packet switches.
Comparisons are performed under the following assumptions:
• The SOA's power consumption model given in [9] is adopted; the supply power P al,G
SOA of the SOA needed to realize the SSM can be expressed as follows:
where V b is the SOA forward bias voltage, i b is the polarization current, Γ SOA is the confinement factor, α SOA is the material loss, L SOA is the length and i t is the transparency current given by:
where w SOA is the SOA active region effective width, d SOA is the active region depth, q = 1.6 × 10 −9 C is the electronic charge, N 0 is the conduction band carrier density required for transparency, τ is the carrier spontaneous decay lifetime. A♯ 2 commercial SOA produced by manufacturer A is used. The values of the A♯ 2 SOA parameters are reported in Table I .
• The DISC Wavelength Converters are built by using the A♯1 and B♯1 SOAs characterized by a Bulk and MQW type structure and produced by manufacturers A and B, respectively. We report the values of the A♯1 and B♯2 SOA parameters in Table II . The power consumption, measured in [10] , [11] , is also reported when the WC is operating at bit rate B=40 Gb/s.
In coupling factor in the ASPN switch to the N : 1 one in the ASPW switch. This is due to the fact that a WC is shared among all the M N input wavelength channels in the SPN switch while the sharing is partial in SPW switch and only N input wavelength channels can access to a WC.
From Fig. 7 , we observe also how synchronous switches consume less power at the 3rd stage.
This is due to less contention events, that lead to the use of fewer WCs and consequently fewer SSMs of the 3rd stage. This is confirmed also in Fig. 8 which depicts the comparisons of power consumption at the 4th SSM and in WCs.
Sample switch design is reported in Fig. 9 with target PLP ≤ 10 −6 . As a consequence, the synchronous solutions require fewer wavelengths to achieve the same PLP target. Then the minimum number of wavelength converters to reach that asymptotic PLP target value (see Fig. 5 ) is determined. Results of Fig. 5 show that this minimum number of wavelength converters is higher for SPW architectures with respect to those associated with SPN.
In figures 10 and 11, power consumption of switch configurations obtained in Fig. 9 as a function of the offered load is presented, for components realized by different manufacturers. 
