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Abstract
We have found a nilpotent quantum symmetry of Yang-Mills theory re-
stricted to the Gribov region. In fact, we give a set of transformations for the
filds a la BRST that leaves the Gribov-Zwanziger action invariant and obeys
the nilpotency, although the usual BRST symmetry is broken due to the non-
vanishing Gribov parameter representing the presence of the Gribov horizon
in the configuration space of the Yang-Mills field. We show that the horizon
condition (the gap equation determining the Gribov parameter) is consistent
with the modified BRST invariance of the vacuum.
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1 Introduction and the main result
The Kugo-Ojima criterion for color confinement [1, 2] is based on the assumption of
an exact Becchi-Rouet-Stora-Tyupin (BRST) [3] invariance of Yang-Mills theory in
the manifestly covariant gauge. In the Kugo-Ojima analysis, the color charge QA of
the global color current J A plays the very important role in relation to the BRST
symmetry generator, i.e., the BRST charge (operator) QB. In order to correctly
quantize the Yang-Mills theory under the gauge fixing condition, however, one must
avoid the Gribov copies in the Faddeev-Popov approach for Yang-Mills theory [4].
An available Lagrangian formalism for this purpose is the Gribov-Zwanziger theory
[5, 6, 7].
However, it is known that the restriction to the Gribov region for avoiding Gri-
bov copies inevitably leads to a breaking of the BRST symmetry [8, 9, 10]. If the
BRST symmetry is broken, the precise meaning of the Kugo-Ojima confinement cri-
terion becomes unclear. Therefore, the Kugo-Ojima analysis cannot be applied to the
Gribov-Zwanziger theory. In view of this, it is not unreasonable that the Kugo-Ojima
criterion can not be satisfied when the restriction to the Gribov region is taken into
account, as shown numerically in [11] and analytically in [12]. Consequently, the ghost
propagator is no longer enhanced, in harmony with the latest lattice data [13,14] and
other approaches [15, 16].
In spite of this fact, if we could find a modified BRST transformation which leaves
the Gribov-Zwanziger action invariant, then we could apply the Kugo-Ojima analysis
to the Gribov-Zwanziger theory, which opens the path to searching for the modified
color confinement criterion a la Kugo and Ojima.
In this paper, we obtain such a modified BRST symmetry of the Gribov-Zwanziger
action. The modified BRST transformation satisfies the nilpotency, but involves ex-
tra Gribov-parameter dependent terms, which preserve Lorentz covariance and color
group structure, but lacks locality.
2 Gribov-Zwanziger action
It was shown [5] that the partition function of the D-dimensional Euclidean Yang-
Mills theory restricted to the first Gribov region for avoiding Gribov copies can be
written in the form:
Zγ :=
∫
DA δ(∂µAµ) detM exp{−SYM + γ
∫
dDxh(x)}, (2.1)
where SYM is the Yang-Mills action,M is the Faddeev-Popov operatorM := −∂µDµ =
−∂µ(∂µ + gAµ×) and h(x) = h[A ](x) is the horizon function given by
h(x) := −
∫
dDygfABCA Bµ (x)(M
−1)CE(x, y)gfAFEA Fµ (y). (2.2)
Here the parameter γ called the Gribov parameter is determined by solving a gap
equation, commonly called the horizon condition:
〈h(x)〉γ = (N2 − 1)D. (2.3)
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The action corresponding to the partition function (2.1) contains the non-local horizon
term:∫
dDxh(x) := −
∫
dDx
∫
dDygfABCA Bµ (x)(M
−1)CE(x, y)gfAFEA Fµ (y). (2.4)
The Kugo-Ojima color confinement criterion was obtained in the framework of
the BRST quantization for the usual Faddeev-Popov approach, corresponding to the
γ = 0 case of the above Gribov-Zwanziger formulation. In the conventional Faddeev-
Popov approach, the D-dimensional Euclidean Yang-Mills theory in the covariant
gauge with a gauge fixing parameter α is defined by
Z :=
∫
[dA ][dB][dC ][dC¯ ] exp{−StotYM}, (2.5)
where
StotY M :=SYM + SGF+FP ,
SYM :=
∫
dDx
1
4
Fµν · Fµν ,
SGF+FP :=
∫
dDx
{
B · ∂µAµ +
α
2
B · B + iC¯ · ∂µDµC
}
,
Fµν :=∂µAν − ∂νAµ + gAµ × Aν ,
DµC :=(∂µ + gAµ×)C , (2.6)
and the dot and the cross are defined as
A · B := A ABA, (A × B)A := fABCA BBC , (2.7)
using the structure constant of the gauge group G = SU(N). The Landau gauge
corresponds to α = 0. We assume that the Euclidean result is obtained by the Wick
rotation of the Minkowski one.
Later, it has been shown [6, 7] that the non-local action (2.1) can be put in an
equivalent local form by introducing a set of complex conjugate commuting variables
and anticommuting ones, which is called the Gribov-Zwanziger (GZ) action. The GZ
theory is renormalizable to all orders of perturbation theory. Hence, the restriction
to the (first) Gribov region Ω makes perfect sense at the quantum level, and finite
results are obtained consistent with the renormalization group.
In order to fix the notation, we reproduce Gribov-Zwanziger (GZ) action. The
non-local horizon term can be localized through the introduction of a suitable set of
additional fields.
First, we prepare a set of commuting bosonic fields,
ϕABµ (x) (µ = 1, · · · , D; A,B = 1, · · · , dimG).
The Gaussian integration leads to
∫
[dϕ] exp
{
−
∫
dDx
[
ϕCAµ K
ABϕCBµ + 2iγ
1/2gfABCA Bµ ϕ
AC
µ
]}
=[(detK)−1/2](dimG)D exp
{∫
dDx
∫
dDyγ(gfABCA Bµ (x))(K
−1)CE(x, y)(gfADEA Dµ (y))
}
,
(2.8)
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where we have defined the Faddeev-Popov (FP) operator by
KAB =: −∂µD
AB
µ [A ] =: −∂µ(∂µδ
AB + gfACBA Cµ ). (2.9)
Hence, the horizon term is written as
exp{γS1[A ]}
=: exp
{∫
dDx
∫
dDyγ(gfABCA Bµ (x))(K
−1)CE(x, y)(gfADEA Dµ (y))
}
=(detK)(dimG)D/2
∫
[dϕ] exp
{
−
∫
dDx
[
ϕCAµ K
ABϕCBµ + 2iγ
1/2gfABCA Bµ ϕ
AC
µ
]}
.
(2.10)
Second, we incorporate the factor (detK)(dimG)D/2 into the action as an additional
term. The procedure for realizing this goal is not unique. If we prepared a set
of anticommuting independent Grassmannian field, ωAµ , ω¯
A
µ (µ = 1, · · · , D; A =
1, · · · , dimG), then we would have
(detK)D =
∫
[dω][dω¯] exp
{
−
∫
dDx
[
ω¯AµK
ABωBµ
]}
, (2.11)
To achieve the correct factor (detK)(dimG)D/2, however, the anticommuting fields must
have extra degrees of freedom represented by ω¯CAµ , ω
CB
µ (µ = 1, · · · , D; A,B,C =
1, · · · , dimG; C = 1, · · · , dimG/2):
(detK)(dimG)D/2 =
∫
[dω][dω¯] exp
{
−
∫
dDx
[
ω¯CAµ K
ABωCBµ
]}
, (2.12)
In this setting, however, there is an asymmetry between the two indices A,B in
ω¯CAµ , ω
CB
µ . To treat them on equal footing, therefore, we introduce ω¯
CA
µ , ω
CB
µ (µ =
1, · · · , D; A,B,C = 1, · · · , dimG) to yield
(detK)(dimG)D =
∫
[dω][dω¯] exp
{
−
∫
dDx
[
ω¯CAµ K
ABωCBµ
]}
, (2.13)
where
ωCBµ (x), ω¯
CA
µ (x) (µ = 1, · · · , D; A,B,C = 1, · · · , dimG).
This treatment is preferable to consider the BRST transformation later. There the
mismatch of the indices between ϕ and ω is not desirable.
In order to give rise to the extra factor (detK)(dimG)D/2, we need to introduce
independent commuting field φ. Indeed, the horizon term can have another form:
exp{γS1[A ]} = (detK)
(dimG)D
×
∫
[dϕ][dφ] exp
{
−
∫
dDx
[
ϕCAµ K
ABϕCBµ + φ
CA
µ K
ABφCBµ + 2iγ
1/2gfABCA Bµ ϕ
AC
µ
]}
,
(2.14)
Now we can use (2.13) to rewrite the horizon term in the local form:
exp{γS1[A ]} =
∫
[dϕ][dφ][dω][dω¯] exp {−Sγ[A , ϕ, φ, ω, ω¯]} , (2.15)
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where
Sγ =:
∫
dDx
[
ϕCAµ K
ABϕCBµ + φ
CA
µ K
ABφCBµ − ω¯
CA
µ K
ABωCBµ + 2iγ
1/2gfABCA Bµ ϕ
AC
µ
]
.
(2.16)
It is more convenient to introduce the complex field ξABµ and its complex conjugate
ξ¯ABµ by
ξABµ := ϕ
AB
µ + iφ
AB
µ , ξ¯
AB
µ := ϕ
AB
µ − iφ
AB
µ , (2.17)
which implies the bilinear form (Note that the FP operator is Hermitian.)
ξ¯CAµ K
ABξCBµ =
1
2
(ξ¯CAµ K
ABξCBµ + ξ
CA
µ K
AB ξ¯CBµ ) = ϕ
CA
µ K
ABϕCBµ + φ
CA
µ K
ABφCBµ .
(2.18)
Hence, the horizon term has the local form:
exp{γS1[A ]} =
∫
[dξ][dξ¯][dω][dω¯] exp
{
−S˜γ[A , ξ, ξ¯, ω, ω¯]
}
, (2.19)
where
S˜γ =:
∫
dDx
[
ξ¯CAµ K
ABξCBµ − ω¯
CA
µ K
ABωCBµ + iγ
1/2gfABCA Bµ ξ
AC
µ + iγ
1/2gfABCA Bµ ξ¯
AC
µ
]
.
(2.20)
Thus, the localized action for the Gribov-Zwanziger theory reads
StotYM[A ,C , C¯ ,B] + S˜γ [A , ξ, ξ¯, ω, ω¯]
=SYM[A ] + SGF+FP[A ,C , C¯ ,B] + S˜γ[A , ξ, ξ¯, ω, ω¯], (2.21)
If γ = 0, the factor resulting from the integration over ξ and ξ¯ cancel out that coming
from the integration over ω and ω¯. Therefore, for γ = 0, the introduction of S˜γ is
trivial, which is equivalent to setting S˜γ = 0, and the usual BRST formulation of the
Yang-Mills-Faddeev-Popov theory is reproduced.
3 A modified BRST transformation
Our main motivation is to find out a modified BRST transformation δ′ such that δ′
leaves the action StotYM[A ,C , C¯ ,B] + S˜γ [A , ξ, ξ¯, ω, ω¯] invariant, i.e.,
δ
′(StotYM[A ,C , C¯ ,B] + S˜γ[A , ξ, ξ¯, ω, ω¯]) = 0, (3.1)
and δ′ obeys the nilpotency, i.e.,
δ
′
δ
′ = 0. (3.2)
Such a transformation could be non-local.
For A Aµ (x), we require δ
′ = δ to guarantee δ(SYM[A ]) = 0, i.e.,
δ
′Aµ = δAµ = Dµ[A ]C . (3.3)
The requirement of the nilpotency
δ
′
δ
′Aµ = 0, (3.4)
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uniquely determines the BRST transformation for the ghost field C :
δ
′C = δC = −
g
2
(C × C ), (3.5)
since
δ
′
δ
′Aµ = Dµ[δ
′C +
g
2
(C × C )]. (3.6)
This transformation for the ghost field automatically satisfies nilpotency:
δ
′
δ
′C = 0. (3.7)
For the antighost field C¯ , we modify the BRST transformation as
δ
′C¯ = δC¯ + F = iB + F, (3.8)
with F being a functional to be determined later. Then, the nilpotency for the
antighost field
δ
′
δ
′C¯ = 0, (3.9)
determines the BRST transformation for the auxiliary field B:
δ
′B = iδ′F, (3.10)
which satisfies the nilpotency
δ
′
δ
′B = iδ′δ′F = 0. (3.11)
In order to determine the functional F , we examine the GF+FP term of the form:
LGF+FP := −iδ
′
[
C¯ ·
(
∂µAµ +
α
2
B
)]
. (3.12)
Applying the modified BRST transformation, we have
− iδ′
[
C¯ ·
(
∂µAµ +
α
2
B
)]
=− i(δ′C¯ ) · ∂µAµ − i
α
2
(δ′C¯ ) · B + iC¯ · ∂µ(δ
′Aµ) + i
α
2
C¯ · (δ′B)
=(B − iF ) · ∂µAµ +
α
2
(B − iF ) ·B + iC¯ · ∂µ(Dµ[A ]C ) + i
α
2
C¯ · (iδ′F ). (3.13)
In the Landau gauge, α = 0, especially, the GF+FP term SGF+FP[A ,C , C¯ ,B] reduces
to
LGF+FP = −iδ
′
[
C¯ · ∂µAµ
]
= B · ∂µAµ + iC¯ · ∂µ(Dµ[A ]C ) + i∂µF · Aµ, (3.14)
where integration by parts is used in the last term.
For the auxiliary fields ξ and ω¯, we assume the modified BRST transformation of
the form
δ
′ξ = ω +G, (3.15)
δ
′ω¯ = ξ¯ +H. (3.16)
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Then, the nilpotency for ξ and ω¯, i.e., δ′δ′ξ = 0 and δ′δ′ω¯ = 0 yield the BRST
transformation for ω and ξ¯:
δ
′ω = −δ′G, (3.17)
δ
′ξ¯ = −δ′H. (3.18)
This construction guarantees the nilpotency for ω and ξ¯, i.e., δ′δ′ω = 0 and δ′δ′ξ¯ = 0.
In the Landau gauge, the functionals F,G and H are simultaneously determined
by requiring that additional part of the action SGF+FP + S˜γ with Sγ (2.20) is written
in the BRST-exact form
SGF+FP[A ,C , C¯ ,B] + S˜γ[A , ξ, ξ¯, ω, ω¯]
=
∫
dDx{BA∂µA
A
µ − iC¯
AKABC B + ξ¯CAµ K
ABξCBµ − ω¯
CA
µ K
ABωCBµ
+ iγ1/2gfABCA Bµ ξ
AC
µ + iγ
1/2gfABCA Bµ ξ¯
AC
µ } (3.19)
=
∫
dDx{−iδ′
[
C¯ A(∂µA
A
µ )
]
+ δ′[ω¯CAµ (−∂ρD
AB
ρ [A ])ξ
CB
µ ]}, (3.20)
since the BRST invariance of SGF+FP + S˜γ, i.e., δ
′(SGF+FP + S˜γ) = 0, is guaranteed
by the nilpotency (δ′δ′ = 0) of the modified BRST transformation. In view of this,
we examine an exact form
Lγ =δ
′[ω¯Kξ]
=(δ′ω¯)Kξ − ω¯K(δ′ξ)− ω¯(δ′K)ξ
=ξ¯Kξ +HKξ − ω¯Kω − ω¯KG− ω¯(δ′K)ξ
=ξ¯Kξ − ω¯Kω +HKξ − ω¯[KG + (δ′K)ξ], (3.21)
where we have used (3.15) and (3.16). Therefore, we obtain the relationship:
KG =− (δ′K)ξ, (3.22a)
HKξ =iγ1/2gfABCA Bµ ξ
AC
µ , (3.22b)
∂µF
AA Aµ =γ
1/2gfABCA Bµ ξ¯
AC
µ . (3.22c)
In this way, the modified BRST transformation for C¯ , ξ and ω¯ is determined.
A solution of the equation (3.22c) for F (x), i.e.,
∂µF
A = −γ1/2gfABC ξ¯BCµ , (3.23)
is given by the line integral along an oriented path L starting at somewhere, e.g.,
infinity for definiteness and ending at x:
FA(x) = −γ1/2gfABC
∫ x
dyµξ¯
BC
µ (y). (3.24)
For this solution to be a path independent, namely, the solution F (x) is determined
uniquely at a spacetime point x in question, the line integral along any closed path
must be equal to zero,
∮
C dyµf
ABC ξ¯BCµ (y) = 0, which is equivalent to the rotation free
(or integrability) condition of the vector field vAµ (x) := gf
ABC ξ¯BCµ (x), i.e., ∂µv
A
ν (x)−
∂νv
A
µ (x) = 0. Indeed, this is satisfied, since v is of the exact one-form:
vAµ (x) = gf
ABC ξ¯BCµ (x) = −γ
−1/2∂µF
A(x). (3.25)
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However, we adopt another form for F :
FA(x) = γ1/2
∫
dDy∆−1(x, y)∂µv
A
µ (y) = γ
1/2
∫
dDy∆−1(x, y)gfABC∂µξ¯
BC
µ (y),
(3.26)
where ∆ := −∂µ∂µ is the D-dimensional Laplacian with the inverse
∆−1(x, y) =
Γ
(
D
2
− 1
)
4piD/2|x− y|D−2
. (3.27)
This form for FA is more suitable than the previous one (3.24), since the path does
not appear in the expression and it is similar to other functionals GABµ and H
AB
µ ,
which are obtained by operating the inverse of the FP operator from the left and
right of (3.22a) and (3.22b), respectively.
Thus, we have found the modified BRST transformation
δ
′A Aµ (x) =(Dµ[A ]C (x))
A,
δ
′C A(x) =−
g
2
(C (x)× C (x))A,
δ
′C¯ A(x) =iBA(x) + FA(x),
δ
′BA(x) =iδ′FA(x),
δ
′ξABµ (x) =ω
AB
µ (x) +G
AB
µ (x),
δ
′ωABµ (x) =− δ
′GABµ (x),
δ
′ω¯ABµ (x) =ξ¯
AB
µ (x) +H
AB
µ (x),
δ
′ξ¯ABµ (x) =− δ
′HABµ (x), (3.28)
where 1
FA(x) =γ1/2
∫
dDy∆−1(x, y)gfABC∂µξ¯
BC
µ (y), (3.30a)
GABµ (x) =−
∫
dDy(K−1)AC(x, y)(δ′K)CE(y)ξEBµ (y)
=
∫
dDy(K−1)AC(x, y)∂ρ[gf
CFE(DρC )
F (y)ξEBµ (y)], (3.30b)
HABµ (x) =
∫
dDyiγ1/2gfBCEA Cµ (y)(K
−1)EA(y, x). (3.30c)
This modified BRST transformation is nilpotent and leaves the Gribov-Zwanziger
action invariant.
SGZ[A ,C , C¯ ,B, ξ, ξ¯, ω, ω¯]
=SYM[A ] + SGF+FP[A ,C , C¯ ,B] + S˜γ[A , ξ, ξ¯, ω, ω¯]
=SYM[A ] +
∫
dDx{−iδ′
[
C¯ A(∂µA
A
µ )
]
+ δ′[ω¯CAµ (−∂ρD
AB
ρ [A ])ξ
CB
µ ]}. (3.31)
1 The last equation can also be rewritten
HABµ (x) =
∫
dDyiγ1/2DBEµ [A ](y)(K
−1)EA(y, x), (3.29)
provided that the integral of the total derivative vanishes.
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Among the fields, A ,C , C¯ ,B, ξ, ξ¯, ω, ω¯, only the fields A , C¯ , ξ, ω¯ appear in this con-
struction. Hence, the BRST transformation for the fields C ,B, ξ¯, ω do not affect the
action. They are determined by the nilpotency requirement.
In the limit γ → 0, FA(x) → 0, HABµ (x) → 0
δ
′A Aµ (x) =(Dµ[A ]C (x))
A,
δ
′C A(x) =−
g
2
(C (x)× C (x))A,
δ
′C¯ A(x) =iBA(x),
δ
′BA(x) =0,
δ
′ξABµ (x) =ω
AB
µ (x) +G
AB
µ (x),
δ
′ωABµ (x) =− δ
′GABµ (x),
δ
′ω¯ABµ (x) =ξ¯
AB
µ (x),
δ
′ξ¯ABµ (x) =0. (3.32)
Note that G does not vanish even in the limit γ → 0 and the modified BRST
transformation δ′ξABµ (x) has the part G involving the Yang-Mills field and the ghost
field. Even in the limit, therefore, the horizon term is not decoupled from the usual
Yang-Mills-Faddeev-Popov theory. This issue is cured by redefining the auxiliary field
ωABµ (x), i.e., shifting it by G
AB
µ (x) [7]:
ω′ABµ (x) := ω
AB
µ (x) +G
AB
µ (x). (3.33)
Then the modified BRST transformation is simplified
δ
′A Aµ (x) =(Dµ[A ]C (x))
A, (3.34a)
δ
′C A(x) =−
g
2
(C (x)× C (x))A, (3.34b)
δ
′C¯ A(x) =iBA(x) + FA(x), (3.34c)
δ
′BA(x) =iδ′FA(x), (3.34d)
δ
′ξABµ (x) =ω
′AB
µ (x), (3.34e)
δ
′ω′ABµ (x) =0, (3.34f)
δ
′ω¯ABµ (x) =ξ¯
AB
µ (x) +H
AB
µ (x), (3.34g)
δ
′ξ¯ABµ (x) =− δ
′HABµ (x), (3.34h)
where
FA(x) =γ1/2
∫
dDy∆−1(x, y)gfABC∂µξ¯
BC
µ (y), (3.34i)
HABµ (x) =
∫
dDyiγ1/2gfCEBA Cµ (y)(K
−1)EA(y, x). (3.34j)
Here note that the BRST transformation is closed, although it is quite non-local, as
can be seen as follows.
δ
′FA(x) =γ1/2
∫
dDy∆−1(x, y)gfABC∂µδ
′ξ¯BCµ (y), (3.35)
δ
′HABµ (y) =
∫
dDziγ1/2gfCEB[δ′A Cµ (z)(K
−1)EA(z, y) + A Cµ (z)δ
′(K−1)EA(z, y)].
(3.36)
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It turns out that the nilpotency is satisfied for all the fields. In fact, the nilpotency
reduces to that for A Aµ :
δ
′
δ
′BA(x) =iδ′δ′FA(x)
=iγ1/2
∫
dDy∆−1(x, y)gfABC∂µδ
′
δ
′ξ¯BCµ (y), (3.37)
δ
′
δ
′ξ¯ABµ (x) =− δ
′
δ
′HABµ (y)
=−
∫
dDziγ1/2gfCEB[A Cµ (z)δ
′
δ
′(K−1)EA(z, y)] = 0. (3.38)
In the limit γ → 0, the horizon term is decoupled from the usual Yang-Mills-Faddeev-
Popov theory:
δ
′A Aµ (x) =(Dµ[A ]C (x))
A,
δ
′C A(x) =−
g
2
(C (x)× C (x))A,
δ
′C¯ A(x) =iBA(x),
δ
′BA(x) =0,
δ
′ξABµ (x) =ω
′AB
µ (x),
δ
′ω′ABµ (x) =0,
δ
′ω¯ABµ (x) =ξ¯
AB
µ (x),
δ
′ξ¯ABµ (x) =0. (3.39)
For this choice of the field variables, the action changes [7]
SGF+FP[A ,C , C¯ ,B] + S˜γ [A , ξ, ξ¯, ω
′, ω¯]
=
∫
dDx{−iδ′
[
C¯ A(∂µA
A
µ )
]
+ δ′[ω¯CAµ (−∂ρD
AB
ρ [A ])ξ
CB
µ ]}
=
∫
dDx{BA∂µA
A
µ + iC¯
A∂µ(D
AB
µ [A ]C
B)
− ξ¯CAµ ∂ρD
AB
ρ [A ]ξ
CB
µ + ω¯
CA
µ ∂ρD
AB
ρ [A ]ω
′CB
µ − ω¯
CA
µ ∂ρ[gf
CDE(DρC )
DξEAµ ]
+ iγ1/2gfABCA Bµ ξ
AC
µ + iγ
1/2gfABCA Bµ ξ¯
AC
µ }. (3.40)
The Jacobian for the non-local change of variable from ωABµ (x) to ω
′AB
µ (x) is field-
independent and hence the change of variable does not generate additional factor in
the integration measure or the action.
It is possible to further simplify the BRST transformation by the redefinition of
the field ξ¯′ = ξ¯ +H , B′ = B − iF . On the other hand, the integration measure may
be complicated due to the Jacobian associated with the non-local change of variables.
Consequently, such an option of the Gribov-Zwanziger theory would contain non-local
terms again.
In order to demonstrate the usefulness of the modified BRST symmetry, we show
that the horizon condition (the gap equation determining the Gribov parameter) is
consistent with the BRST invariance of the vacuum. We define the generator Q′B,
i.e., the BRST charge of the modified BRST transformation by
δ
′Φ(x) = [iQ′B ,Φ(x)]∓ (3.41)
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where [, ]∓ denotes the commutator or anticommutator depending on the ghost num-
ber of Φ being even or odd, respectively. Then we have an Slavnov-Taylor identity:
〈0|[iQ′B, gf
ABCA Aµ (x)ω¯
BC
µ (x)]+|0〉
=〈0|δ′[gfABCA Aµ (x)ω¯
BC
µ (x)]|0〉
=〈0|[gfABCδ′A Aµ (x)ω¯
BC
µ (x)]|0〉+ 〈0|[gf
ABCA Aµ (x)δ
′ω¯BCµ (x)]|0〉
=〈0|[gfABC(DµC )
A(x)ω¯BCµ (x)]|0〉+ 〈0|[gf
ABCA Aµ (x)ξ¯
BC
µ (x)]|0〉
+ 〈0|[gfCABA Aµ (x)
∫
dDyiγ1/2gfCEFA Eµ (y)(K
−1)FB(y, x)]|0〉
=〈0|[gfABCA Aµ (x)ξ¯
BC
µ (x)]|0〉+ iγ
1/2〈0|h(x)|0〉, (3.42)
where we have used the fact that 〈0|[gfABC(DµC )A(x)ω¯BCµ (x)]|0〉 vanishes due to the
discrete symmetry of the Gribov-Zwanziger action,
ω¯µ → −ω¯µ, ωµ → −ωµ. (3.43)
The original horizon condition in the non-local Zwanziger theory [5] is given by
〈0|h(x)|0〉 = (N2 − 1)D. Therefore, the horizon condition in the Gribov-Zwanziger
theory [7]
〈0|[gfABCA Aµ (x)ξ¯
BC
µ (x)]|0〉 = −iγ
1/2(N2 − 1)D, (3.44)
follows from the BRST invariance of the vacuum:
Q′B|0〉 = 0, (3.45)
which yields
〈0|[iQ′B, gf
ABCA Aµ (x)ω¯
BC
µ (x)]+|0〉 = 0. (3.46)
In other words, if the vacuum in the Gribov-Zwanziger theory obeys the subsidiary
condition Q′B|0〉 = 0, the horizon condition is automatically satisfied.
Finally, it should be remarked that the Gribov-Zwanziger theory can be applied
only to the Landau gauge α = 0 in the manifestly covariant gauge, which restricts
the gauge field to the hypersurface ∂µA Aµ (x) = 0, while for α 6= 0 the gauge field
is allowed to be anywhere in the configuration space of the field. The explicit form
of the modified BRST transformation obtained in this paper is meaningful only in
the Landau gauge. If one considers the other gauge fixing, e.g., the Coulomb gauge
or the Maximal Abelian gauge in which the Gribov copies are known to exist, the
corresponding Gribov-Zwanziger theory has the different action depending on the
gauge fixing, and hence the modified “BRST” transformation obtained in the same
sense as that in this paper may differ gauge to gauge. On the contrary, the usual
BRST transformation is independent of the gauge fixing condition to be chosen. In
this sense, the modified BRST transformation in this paper should be understood
as a quantum symmetry for the respective theory, which is non-local and nilpotent.
The modified confinement criterion remains to be clarified, once the nilpotent BRST
symmetry has been found.
[Note added] In preparing this paper, we have found that a paper by Sorella [17]
was submitted to the archive. In this paper, he obtained a modified BRST transforma-
tion leaving the Gribov-Zwanziger action invariant. As expected, the transformation
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is non-local in the sense that the inverse of the FP operator is involved in it. However,
the modified BRST transformations lack nilpotency. Our BRST transformation satis-
fies nilpotency by construction. The usefulness of the non-local BRST transformation
is demonstrated in his paper.
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