Abstract. We give a characterisation of the compact separating maps between continuous fields of Banach spaces, and provide some applications.
Introduction and preliminaries
Linear maps preserving the disjointness of cozero sets (henceforth called separating) on the space of all continuous functions on a given topological space have attracted considerable attention in the literature. Such operators, acting on spaces of real or complex-valued continuous functions, were studied in [6] and [4] . The first characterisation result for separating maps acting on spaces of vector-valued continuous functions was proved by Jamison and Rajagolalan in [5] . Separating maps on function modules were considered in [1] , where a similar characterisation was obtained, and an unifying view, in terms of continuous fields of Banach spaces, was presented in [11] .
It was shown by Kamowitz [8, 9] that every compact algebraic endomorphism, and indeed every compact separating map, acting on the space of all continuous functions on a compact Hausdorff space, is of finite rank. However, this is not the case when the compact Hausdorff space is replaced by a locally compact one, as was shown in [10] . For separating maps on spaces of vector-valued continuous functions, compactness was also studied in [5] and [1] , and a complete characterisation was obtained in [7] .
In this note, we present a characterisation of compact separating maps between continuous fields of Banach spaces. It should be noted that the case of continuous fields of Banach spaces is genuinely different from that of continuous vector-valued functions; as demonstrated below, the absence of an ambient Banach space requires different tools from the ones employed previously.
As a motivating example, in Section 2 we consider the case of diagonal compact operators between continuous fields of Banach spaces, which we believe is interesting in its own right. As a corollary, we obtain a characterisation of the compact elements of C*-algebras given as C*-algebraic continuous fields. The case of a general separating linear map is considered in Section 3, where an alternative description of this class is also presented, in terms of a factorisation through c 0 -direct sums of Banach spaces. En route, we give a unifying formulation, in the language of induced continuous fields, of the main results of [1] and [11] .
In the rest of this section, we collect some preliminary notions needed in the sequel. Our reference for the theory of continuous fields of Banach spaces is [2] . Let T be a locally compact Hausdorff space and (E t ) t∈T be a family of Banach spaces indexed by T . A vector field is a family (ξ(t)) t∈T where ξ(t) ∈ E t for every t ∈ T . We will call a subspace Γ ⊆ Π t∈T E t of vector fields generating if (a) the function t → ξ(t) is continuous for every ξ ∈ Γ, and (b) {ξ(t) : ξ ∈ Γ} is dense in E t for every t ∈ T .
If Γ ⊆ Π t∈T E t is a generating subspace, a vector field ξ ∈ Π t∈T E t is called continuous with respect to Γ at the point t 0 in T , if for every ǫ > 0 there exists an open neighbourhood U of t 0 and ξ 0 ∈ Γ such that ξ(t)− ξ 0 (t) < ǫ for every t ∈ U . We let Γ be the set of all vector fields continuous with respect to Γ at every point of T . A triple of the form (T, (E t ) t∈T , Γ), where Γ is a generating space with Γ = Γ, is called a continuous field of Banach spaces. Its elements will be referred to as continuous vector fields. When no confusion arises, we will refer to Γ itself as a continuous field of Banach spaces.
Suppose that (T, (E t ) t∈T , Γ) is a continuous field of Banach spaces, and let Γ ′ be the collection of all those ξ ∈ Γ for which the function s → ξ(s) vanishes at infinity. We call the triple (T, (E t ) t∈T , Γ ′ ) a continuous field of Banach spaces vanishing at infinity. This notion was defined in the case of fields of C*-algebras in [3] and was used in [1] , [7] and [10] . The space Γ ′ satisfies the following property: (c) if ξ ∈ Γ ′ and ξ(·) vanishes at infinity, then ξ ∈ Γ ′ .
We note that, conversely, if Γ ′ ⊆ Π t∈T E t is a space of vector fields satisfying property (c), as well as properties (a) and (b), then (T, (E t ) t∈T , Γ ′ ) is a continuous field of Banach spaces vanishing at infinity. Now let (T, (E t ) t∈T , Γ) be a continuous field of Banach spaces vanishing at infinity. If ξ ∈ Γ, let ξ = sup t∈T ξ(t) . A standard completeness argument shows that (Γ, · ) is a Banach space.
Let E = (T, (E t ) t∈T , Γ) and F = (T, (F t ) t∈T , ∆) be two continuous fields of Banach spaces vanishing at infinity over the same topological space T . Every family H = (H t ) t∈T , where H t : E t → F t is a bounded linear operator, defines a linear operator (denoted in the same way) H : Π t∈T E t → Π t∈T F t by the formula Hξ(t) = H t (ξ(t)), t ∈ T . We let D(E, F) be the linear space of all operators from Γ into ∆ that are restrictions of operators H = (H t ) t∈T having the property that H(Γ) ⊆ ∆. We call the elements of D(E, F) diagonal operators from Γ into ∆; an application of the Closed Graph Theorem shows that each diagonal operator is bounded. (Indeed, suppose that (ξ k ) k∈N ⊆ Γ, ξ k → 0 and Hξ k → η for some η ∈ ∆. Then, for every t ∈ T , we have that ξ k (t) → 0 in E t and (Hξ k )(t) → η(t) in F t . Since H t is bounded, we have that η(t) = 0 for all t ∈ T , that is, η = 0 in ∆). Let K(E, F) be the space of all compact operators in D(E, F).
For an element ξ ∈ Γ, we let coz ξ = {t ∈ T : ξ(t) = 0} be the cozero set of ξ. A linear operator θ : Γ → ∆, where Γ and ∆ are spaces of continuous vector fields over possibly different topological spaces, are called separating if the condition coz ξ ∩ coz η = ∅ implies that coz θ(ξ) ∩ coz θ(η) = ∅. It is clear that every operator from D(E, F) is separating.
We denote by ball r (E) the closed ball of a normed space E of radius r. All topological spaces in this paper are assumed to be second countable. If T is a locally compact Hausdorff space, we let T ∞ = T ∪ {∞} be its one point compactification.
Compact diagonal operators
In this section, we characterise the compact diagonal operators between continuous fields of Banach spaces vanishing at infinity. We will need the following lemma.
Lemma 2.1. Let T be a locally compact Hausdorff space and
Proof. It is clear that the space Γ def = Γ 0 satisfies property (b) since Γ 0 ⊆ Γ. The fact that Γ = Γ is also immediate. We show that t → ξ(t) is continuous, for all ξ ∈ Γ. Fix t 0 ∈ T , let U be an open neighbourhood of t 0 and η ∈ Γ 0 such that ξ(t) − η(t) < ǫ/3 for all t ∈ U . Let V be an open set with t 0 ∈ V such that if t ∈ V then | η(t) − η(t 0 ) | < ǫ/3 (the existence of such a V follows from the continuity of the function t → η(t) ). Now, if t ∈ U ∩ V , then
We fix continuous fields of Banach spaces E = (T, (E t ) t∈T , Γ) and F = (T, (F t ) t∈T , ∆) vanishing at infinity over the locally compact Hausdorff space T . In [2, Proposition 10.1.12] it was shown that every vector field defined on a closed subset T 0 of T , that is continuous with respect to Γ at every point of T 0 , can be extended to a continuous vector field on T . We will need the following closely related result. Lemma 2.2. Let T 0 ⊆ T be a compact set, ξ 0 ∈ Π t∈T 0 E t be a vector field defined on T 0 , continuous with respect to Γ at every point of T 0 . Then for every δ > 0, there exists ξ ∈ Γ such that ξ(t) = ξ 0 (t) for every t ∈ T 0 and
Proof. By [2, Proposition 10.1.12], there exists a vector field η ∈ Γ such that η(t) = ξ 0 (t) for every t ∈ T 0 . Let
Choose an open set U with T 0 ⊆ U such that U is compact and U ⊆ V , and a non-negative continuous function u : T → R supported in U such that u = 1 and u| T 0 = 1. Set ξ = uη. Then ξ ∈ Γ and ξ vanishes at infinity. By (c), ξ ∈ Γ. Clealry,
Proof. Fix t ∈ T and x ∈ E t with x < 1. By [2, Proposition 10.1.10], there exists a vector field η ∈ Γ such that η(t) = x. It follows that the vector field defined on {t} and taking the value x is continuous at t with respect to Γ. By Lemma 2.2, there exists an element ξ ∈ ball 1 (Γ) such that ξ(t) = x. It follows that H t (x) ≤ Hξ ≤ H . Thus, sup t∈T H t ≤ H . The converse inequality is immediate from the definitions.
Theorem 2.4. Let H ∈ D(E, F). The following are equivalent: (i) the operator H is compact;
(ii) there exists a sequence (t n ) n∈N of isolated points of T such that H t = 0 whenever t = t n , n ∈ N, H tn is a compact operator for each n ∈ N and H tn → n→∞ 0 provided the points t n are pairwise distinct.
Proof. (i)⇒(ii) For each t ∈ T , let P t : Γ → E t be given by P t (ξ) = ξ(t). Clearly, the operator P t is bounded. By Lemma 2.2, ball 1 (E t ) ⊆ 2P t (ball 1 (Γ)). Hence,
The compactness of H now implies that of H t .
Suppose, contrary to the conclusion, that there exist ǫ > 0 and an infinite sequence (t n ) n∈N ⊆ T of distinct points such that H tn > ǫ for every n ∈ N. Choose n 1 ∈ N such that (t n ) n∈N does not converge to t n 1 . There exists a neighborhood U of t n 1 with compact closure such that infinitely many terms of (t n ) n∈N do not lie in U 1 . Next choose an element t n 2 ∈ U 1 and a neighbourhood U 2 of t n 2 with compact closure such that infinitely many terms of (t n ) n∈N do not lie in U 2 and U 1 ∩ U 2 = ∅. Continuing inductively, we construct a sequence (U n ) n∈N of open sets with compact closures such that
Let ξ k ∈ Γ be such that ξ k = 1 and H tn k (ξ k (t n k )) > ǫ, and let u k ∈ C 0 (T ) be a real-valued function of norm one supported on U k and such that u k (t n k ) = 1, k ∈ N. We have that u k ξ k ∈ ball 1 (Γ), k ∈ N. Let D : c 0 → Γ be the operator given by D((a k ) k∈N ) = ∞ k=1 a k u k ξ k ; since the elements u k ξ k , k ∈ N, have mutually disjoint supports, D is a welldefined contraction. Letting (e k ) k∈N be the standard basis of c 0 , we have that
It follows that the set {t ∈ T : H t = 0} is countable, say {t 1 , t 2 , . . . }. For each n, let ξ ∈ ball 1 (Γ) be such that H tn (ξ(t n )) = 0. Then the set {t ∈ T : Hξ(t) > 1 2 H tn (ξ(t n )) } is an open neighbourhood of t n . By the previous paragraph, it contains only finitely many points of T . It follows that t n is isolated for each n.
(ii)⇒(i) Under the given assumptions, the image of the unit ball of Γ under H can be identified in a natural way with a subset of Π n∈N H tn (ball 1 (E tn )). However, H tn (ball 1 (E tn )) is a precompact set contained in ball Ht n (F tn ); since H tn → n→∞ 0, we have that Π n∈N H tn (ball 1 (E tn )) is a precompact set; hence H(ball 1 (Γ)) is precompact.
As an application of Theorem 2.4, we give a characterisation of the compact elements of the C*-algebra associated with a continuous field of C*-algebras. Let T be a locally compact Hausdorff space and A = (T, (A t ) t∈T , Γ) be such a continuous field; here, A t is a C*-algebra for each t ∈ T , and Γ ⊆ Π t∈T A t is the space of all continuous vector fields of A vanishing at infinity. We refer the reader to [2] for further details concerning this notion.
Recall that an element a of a C*-algebra A is called compact if the operator on A given by x → axa, x ∈ A, is compact. We denote by K(A) the C*-algebra of all compact elements of A.
Corollary 2.5. Let A = (T, (A t ) t∈T , Γ) be a continuous field of C*-algebras and a = (a(t)) t∈T ∈ Γ. The following are equivalent: (i) the element a is compact;
(ii) there exists a sequence (t n ) n∈N of isolated points of T such that a(t) = 0 whenever t = t n , n ∈ N, a(t n ) ∈ K(A tn ) for each n ∈ N, and a(t n ) → 0 as n → ∞.
Proof. Let H t : A t → A t be the (bounded linear) operator given by H t (x) = a(t)xa(t) for every x ∈ A t ; then the family H = (H t ) t∈T defines precisely the operator y → aya on Γ. The claim now follows from Theorem 2.4 and the fact that H t = a(t) 2 .
Separating maps
The goal of this section is the characterisation of compact separating maps between continuous fields of Banach spaces vanishing at infinity. We first formulate some of the results from [1] and [11] in the language of continuous fields and diagonal operators between them. We will need the following lemma.
Lemma 3.1. Let (T, (E t ) t∈T , Γ) and (T, (F t ) t∈T , ∆) be continuous fields of Banach spaces, and let Γ 0 ⊆ Γ be a generating subspace such that Γ 0 = Γ.
Let H = (H t ) t∈T be a uniformly bounded family, where
Proof. Let C = sup t∈T H t and ξ ∈ Γ. We will show that Hξ is continuous with respect to ∆. Fix t 0 ∈ T and ǫ > 0; then there exists ξ 0 ∈ Γ 0 and a neighbourhood U of t 0 such that ξ(t) − ξ 0 (t) < ǫ/C for all t ∈ U . We have that Hξ(t) − Hξ 0 (t) ≤ H t ξ(t) − ξ 0 (t) < ǫ.
Hence, Hξ ∈ ∆.
Given a continuous field (T, (F t ) t∈T , ∆) of Banach spaces and an open subset U ⊆ T , we let ∆ U = {ξ| U : ξ ∈ ∆ and ξ(t) = 0 for all t ∈ U }.
It is clear that ∆ U ⊆ Π t∈U F t satisfies properties (a) and (b), and hence, by Lemma 2.1, F U = (U, (F t ) t∈U , ∆ U ) is a continuous field of Banach spaces.
Let E = (S, (E s ) s∈S , Γ) and F = (T, (F t ) t∈T , ∆) be continuous fields of Banach spaces. Given a continuous mapping ϕ : T → S, for each ξ ∈ Γ, we let ξ ϕ be the vector-valued function given by ξ ϕ (t) = ξ(ϕ(t)) for t ∈ T , and let Γ 
Proof. The implication (ii)⇒(i) is immediate. For the converse, it is shown in [11] that there exists a continuous map ϕ : T c 0 → S ∞ and a family H = (H t ) t∈T c 0 such that each H t is a bounded linear operator from E ϕ(t) into F t , and θξ(t) = H t (ξ(ϕ(t))) for t ∈ T c 0 , ξ ∈ Γ. It follows that H sends every element of the form ξ • ϕ into ∆ 0 = {η ∈ ∆ : η(t) = 0 for all t ∈ T 0 }.
Let E be a Banach space and F = (T, (F t ) t∈T , ∆) be a continuous field of Banach spaces over T vanishing at infinity. We denote by D(E, F) the space of all families H = (H t ) t∈T , where H t : E → F t is a bounded operator, such that for every x ∈ E the function Hx given by Hx(t) = H t (x), t ∈ T , lies in ∆. Thus, H defines an operator (denoted in the same way) from E into ∆; an application of the Closed Graph Theorem shows that H is bounded. The compact operators in D(E, F) will be denoted by K(E, F).
Let E = (S, (E s ) s∈S , Γ) and F = (T, (F t ) t∈T , ∆) be continuous fields of Banach spaces vanishing at infinity. If s ∈ S and H ∈ D(E s , F), we let δ s ⊗ H : Γ → ∆ be the mapping given by (δ s ⊗ H)ξ(t) = H t (ξ(s)) for ξ ∈ Γ and t ∈ T.
We let coz H := {t ∈ T : H t = 0}.
Our aim is the following result. 
case the points s n are infinitely many), and
In the following, we will assume that the separating map θ : Γ → ∆ is compact and has the form given in Theorem 3.2. We write, as in Theorem 3.2, (θξ)(t) = H t (ξ(ϕ(t))) for ξ ∈ Γ and t ∈ T c 0 , where ϕ : T c 0 → S is continuous. In order to prove Theorem 3.3, we will need several auxiliary results. We note that Lemmas 3.4 and 3.5 below are versions of [7, Lemma 3.3] and [7, Lemma 3.4] , respectively, for the case of continuous fields of Banach spaces. The proof of the first lemma follows closely the last paragraph of the proof of the implication (i)⇒(ii) of Theorem 2.4 and we omit it.
Lemma 3.4. Let t n ∈ T c 0 , n ∈ N, be such that the points s n = ϕ(t n ), n ∈ N, are pairwise distinct. Then H tn → 0 as n → ∞.
For each s ∈ S, we let T s := ϕ −1 (s) = {t ∈ T c 0 : ϕ(t) = s}. We note that
and each of the sets appearing in the latter union is finite by Lemma 3.4. It follows that ϕ(T c 0 ) is either a finite or a countably infinite set, say, ϕ(T c 0 ) = {s 1 , s 2 , . . . }, where the (possibly finitely many) points s n are pairwise distinct. Set T n = T sn for each n. 0 . Suppose T n is not open; then there exists t ∈ T n and a sequence (t i ) ⊆ T c 0 such that ϕ(t i ) = ϕ(t j ) for i = j, and t i → t. Since t ∈ T c 0 , we have that H t = 0, so there exists an e ∈ E ϕ(t) with e < 1 such that H t (e) = δ > 0. By Lemma 2.2, there exists ξ ∈ ball 1 (Γ) such that ξ(ϕ(t)) = e. We have that
By passing to a subsequence we may hence assume that H t i > δ/2 for all i, which contradicts Lemma 3.4.
It now follows that T c 0 = ∪ n T n as a disjoint union, where each T n is both open and closed in T c 0 . For each n, let H (n) t : E sn → F t be the mapping given by H (n) t = H t if t ∈ T n , and H
Lemma 3.6. For each n, we have that H (n) ∈ K(E sn , F).
Proof. Let ∆ 0 = {η ∈ ∆ : η(t) = 0 for all t ∈ T 0 }.
Fix n ∈ N. Let β : ∆ 0 → Π t∈T F t be the mapping given by β(η) = χ Tn η for every η ∈ ∆ 0 . We claim that β takes values in ∆. To show this, fix η ∈ ∆ 0 and let η ′ = β(η). It suffices to show that η ′ ∈ ∆. Let t ∈ T . We consider the following cases:
In this case, η ′ coincides on an open neighbourhood of t (namely, T n ) with η.
Case 2. t ∈ T k for some k = n.
In this case, η ′ coincides on an open neighbourhood of t (namely, T k ) with the zero vector field. Case 3. t ∈ T 0 .
Fix ǫ > 0. By the definition of ∆ 0 , we have that η(t) = 0, and by property (a) in Section 1, there exists an open set V ⊆ T containing t such that η(s) < ǫ/2 for all s ∈ V . For all s ∈ V , we have that η ′ (s) − η(s) ≤ η ′ (s) + η(s) < ǫ by the definition of η ′ .
We thus showed that η ′ ∈ ∆, and since η ′ vanishes at infinity, we have that η ′ ∈ ∆. This implies that β is a well-defined linear operator on ∆ 0 ; it is clearly bounded with respect to the (supremum) norm.
Let x ∈ E sn with x < 1, and let ξ ∈ ball 1 (Γ) be such that ξ(
and hence the image of the open unit ball of E sn under H (n) is contained in β(θ(ball 1 (Γ))). Since β is bounded, while θ is compact, we have that
Proof of Theorem 3.3. (i)⇒(ii) By Lemma 3.6, H (n) is in K(E sn , F), and by Lemma 3.4 (in case the points s n are infinitely many), H (n) → n→∞ 0. Let ξ ∈ Γ and t ∈ T c 0 . Then t ∈ T k for some k, and
If t ∈ T 0 , the last equality holds trivially. Thus, θ = n δ sn ⊗ H (n) .
(ii)⇒(i) The fact that the sets T n , n ∈ N, are mutually disjoint and the condition H (n) → n→∞ 0 imply that F) , we have that δ sn ⊗ H (n) is compact for each n ∈ N. We conclude that θ is compact. The fact that θ is separating is straightforward.
Remark. In view of Theorem 3.3, it is natural to ask for a more precise description of the operators from the class K(E, F), where E is a given Banach space. It is not difficult to see that if H = (H t ) t∈T ∈ K(E, F), where H t : E → F t , then each H t , t ∈ T , must be a compact operator, and the function t → H t must belong to C 0 (T ). However, easy examples show that these two conditions are not sufficient. Indeed, let T be any locally compact Hausdorff space, let E = C 0 (T ) be the Banach space of all continuous functions on T vanishing at infinity, and F = C 0 (T ), identified with the field over T where each fiber is one dimensional. Then for t ∈ T , each H t : E → C defined by H t (f ) := f (t) is a rank one, and hence compact, operator. Moreover, the function t → H t clearly belongs to C 0 (T ). However, H = (H t ) t∈T : C 0 (T ) → C 0 (T ) is the identity map which is not compact unless T is finite.
Let T : E → F be a bounded linear operator between Banach spaces. It is well-known that T is compact if and only if T has a compact factorisation through a closed subspace of c 0 (c.f. e.g. [12, Theorem 19.4] ). It was shown in [10, Corollary 4.1] that a bounded separating map between spaces of continuous functions is compact if and only if it has a compact factorisation through the whole of c 0 . Here we have the following corollary for factorising compact separating maps on continuous fields. Proof. Let θ be a compact separating map from Γ to ∆ with a dense range. Then the set T 0 defined in Theorem 3.2 is empty. By Theorem 3.3, we have that θ = n δ sn ⊗ H (n) , where s n = s m for n = m, the operators H (n) ∈ K(E sn , F) have disjoint cozero sets, and H (n) → 0 as n → ∞ (in case the points s n are infinitely many). Let L : Γ → ⊕ c 0 E sn be the operator given by L(ξ) := ( H (n) 1/2 ξ(s n )), ξ ∈ Γ, and R : ⊕ c 0 E sn → ∆ be the operator given by R(f ) := n H (n) H (n) 1/2 (f (n)), for f = (f (n)) n ∈ ⊕ c 0 E sn . Then both L and R are compact and θ = RL. The converse is obvious.
