Recurrent signals in the brain are often associated with slower sensory and cognitive processes. Such patterns of activity may also form the basis of rapid perception.
Experiments investigating visual cognition, for obvious reasons, typically employ stimuli of low visual complexity. While being of questionable artistic merit, these assortments of dots, lines, gratings and the like are necessary to allow for the rigorous control of experimental variables and their decomposition of perception into its basic processes. More recently, however, a number of brave souls have embarked on studies employing much more complicated stimuli, including images of natural scenes. These stimuli are obviously much more like the visual information processed throughout the day by the human brain and allow us to examine a fundamental aspect of our perceptual abilities -the ability to rapidly categorize and navigate complex scenes from our natural environment.
When processing natural visual scenes we encounter a wealth of information that we must rapidly integrate to enable successful navigation and perception in complex environments. Despite this, there is usually little indication of cognitive distress at the workload required for this process. Experimental evidence from studies employing natural scenes fits with this subjective impression. The rapid speed of such processing [1] as well as the apparent irrelevance of attention [2] belies the complexity of the processes involved. Consequently, there has been a common assumption that scene categorization is a result of linear feed-forward activity from early visual areas to the ventral areas of the visual system involved in object perception [3] . This view is challenged by a new study by Koivisto et al. [4] , who used transcranial magnetic stimulation (TMS) to investigate the timing of the involvement of brain areas in scene categorisation.
In the study [4] , participants were presented with natural environment scenes in the form of coloured photographs. A subset of these contained animals and the task was to categorise the image displayed on any given trial as either animal-present or animal-absent. Scenes were displayed on a computer screen for a single frame (13.3 ms) and a single pulse of TMS was delivered over either the early visual cortex (areas V1/V2) or over area LO, one of the areas that shows a greater response to images of objects than to scrambled representations in fMRI studies [5, 6] . By varying the time of TMS delivery and looking at the effects on task performance resulting from stimulation, the critical time points for the involvement of these areas in the task were determined. A linear feed-forward processing route predicts that the disruption of performance on the task (indicated by disrupted categorisation performance) as a result of V1/V2 stimulation would be seen earlier than any disruption resulting from LO stimulation.
Koivisto et al. [4] did indeed see earlier disruption with V1/V2 stimulation than with LO stimulation. However, V1/V2 stimulation also produced disruption at times overlapping with those for LO stimulation, as well as at a later time point. A similar pattern of disruption as a consequence of TMS delivery over the two areas was seen on participants' subjective ratings of the quality of their perception. The data therefore imply that interactions between striate and extra-striate visual areas play a causal role in natural scene perception.
There are a number of reasons why these findings are important. First, many investigations of visual perception typically employ abstract stimuli that can be viewed as being somewhat removed from real world object perception. The ability to investigate the involvement of brain areas in perception with good temporal accuracy while using more realistic stimuli of the type used by Koivisto et al. [4] is encouraging, and is alone worth highlighting.
However, and more importantly, these findings demonstrate that early visual areas have a critical role in natural scene categorization after areas higher in the visual hierarchy have become active. This strongly suggests that recurrent interactions between brain areas are necessary for successful visual scene processing. They are also in line with other findings implying that recurrent interactions are necessary between early and higher visual areas in awareness [7, 8] and in the modulation of the sensitivity of visual areas by regions such as the frontal eye fields [9] or the posterior parietal cortex [10] .
This type of interaction between areas allows for far greater sensitivity and flexibility within systems and raises the possibility that recurrent feedback may offer a mechanism by which partial information may still give rise to ready and rapid perception. For example, it may be that in conditions where partial information about an object is present, feedback may act to strengthen the response to this information, allowing successful detection. This could therefore be one mechanism contributing to object view invariance, the ability to assign the same label to an object when it is presented from different viewpoints, or the ability to recognise partially obscured objects.
These findings may also be consistent with representation of information being related to patterns of oscillatory activity within a network of regions [11] , rather than being coded by firing rates or interactions between a hierarchy of areas responding to features of stimuli. Transitions from a pseudoequilibrium state to a transmission state [12] in response to input may correlate with the neural basis of, in this example, visual recognition. This is an area which has been investigated to some extent in animals [13] but much less so in humans. Future work on the importance of feedback in dynamic perceptual systems as well as the way that properties of such systems may give rise to rapid state changes may give a better idea of how decisions are represented in the brain, and offer insight into the transition between sensory input and decision making. Microtubules (MTs) are dynamic cytoskeletal filaments that spontaneously switch between phases of growth and shortening, a behavior termed dynamic instability [1] . MTs grow and shrink by the addition and loss of stable a/b-tubulin heterodimers at their ends. Due to their intrinsic polarity, MTs contain two distinct ends, a fast-growing end (termed the plus end) and a slow-growing end (termed the minus end). Both a-and b-tubulin bind one guanine nucleotide molecule; however, the GTP associated with a-tubulin is never hydrolyzed, while the GTP on b-tubulin is converted to GDP when the tubulin subunit is incorporated into the MT lattice. It is generally accepted that there is a time delay between tubulin incorporation and GTP hydrolysis. As a result, a cap of GTP-bound tubulin subunits is present at growing MT plus ends. This GTP cap stabilizes the growing MT plus end and its loss leads to MT disassembly (the switch from growth to shrinkage is denoted a catastrophe), while the reverse transition (denoted rescue) is associated with the regaining of a GTP cap at the growing MT plus end.
Growing MT tips form a platform for the accumulation of a large group of factors, collectively known as MT plus-end tracking proteins (+TIPs), which control MT dynamics and link MTs to various cellular structures [2, 3] . +TIPs form complex interaction networks, at the core of which are the members of the end-binding (EB) family of proteins [4] . These relatively small and highly conserved proteins autonomously bind to growing MT ends, where they form comet-like accumulations and where they recruit multiple other +TIPs [5] [6] [7] . While a MT keeps growing, an EB-positive comet at its tip progresses through the cell. In spite of this apparent movement,
