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Throughout this paper, all rings are assumed to have identities and all
modules over a ring are assumed to be unitary and ﬁnitely generated over
the ring. We shall also assume that O is a commutative ring and that R
is an O-algebra. We shall let R× denote the multiplicative group of units
of R.
Recall (cf. [2, Deﬁnition 2.1]), a linear functional t ∈ HomORO on R
that is symmetric (i.e., trs = tsr for all r s ∈ R) and is such that the
O-linear map tˆ  R → HomORO such that r 	−→ tr∗ for all r ∈ R is
an isomorphism is called a symmetrizing form for R. If R is projective in
O − mod and has a symmetrizing form, then R is said to be a symmetric
algebra.
From now on and throughout the remainder of the paper, we shall also
assume that G is a ﬁnite group and that R is a fully G-graded O-algebra;
that is, R = ⊕g∈G Rg in O − mod where Rg is an O-submodule of R for
each g ∈ G and RgRh = Rgh for all g h ∈ G.
If Rg contains a unit of R for each g ∈ G, then R is called a G-crossed
product algebra. If there is a subgroup  of rR, the group of graded
units of R, such that  ∩ Rg = 1 for all g ∈ G, then R is called a
skew G-algebra. (Note that in the literature, fully G-graded and strongly
G-graded are synonymous (cf. [5]).)
The classic example of a skew G-algebra is the group ring of G over
O  OG =⊕g∈G Og. Moreover t  OG→ O such that ∑g∈Gagg 	→ a1 for
all ag ∈ O and g ∈ G is, as is well known, a symmetrizing form for OG.
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We have 1R ∈ R1 [4, Proposition 1.4] so that R1 is an O-subalgebra of R.
Thus R = ⊕g∈G Rg in the category of R1 R1-bimodules. Also for each
g ∈ G, Rg is projective in R1 − mod and in mod −R1 [6, Lemma 2.5] and
there is a ﬁnite set Ig and elements ai ∈ Rg−1 bi ∈ Rg for all i ∈ Ig such that∑
i∈Ig aibi = 1. In which case, Rg−1 =
∑
i∈Ig aiR1 and Rg =
∑
i∈Ig R1bi [3,
Proposition 1.3]. We shall call such a tuple Ig ai bii ∈ Ig a g-set. Note
that if g h ∈ G, Ig ai bii ∈ Ig is a g-set and if Jh cj djj ∈ Jh is
an h-set, then Ig × Jh cjai bidji j ∈ Ig × Jh is a gh-set.
Clearly R1 is projective in O − mod if and only if R is projective in
O − mod. Let  = ϕ ∈ HomOR1 Oϕr1s1 = ϕs1r1 for all r1 s1 ∈
R1 be the symmetric linear functional O-submodule of HomOR1 O.
Let ϕ ∈   g ∈ G, let Ig ai bii ∈ Ig be a g-set, and let r1 s1 ∈ R1.
Then ∑
i∈Ig
ϕbir1s1ai =
∑
i∈Ig
∑
j∈Ig
ϕbir1ajbjs1ai
= ∑
j∈Ig
∑
i∈Ig
ϕbjs1aibir1aj
= ∑
j∈Ig
ϕbjs1r1aj
Also let Jg a′j b′jj ∈ Jg be another g-set. Then∑
j∈Jg
ϕb′jr1a′j =
∑
i∈Ig
∑
j∈Jg
ϕb′jr1aibia′j
= ∑
i∈Ig
∑
j∈Jg
ϕbia′jb′jr1ai
= ∑
i∈Ig
ϕbir1ai
Finally if h ∈ G and Jh cj djj ∈ Jh is an h-set, then ϕghr1 =∑
j∈Jhϕgdjr1cj =
∑
j∈Jh
∑
i∈Ig ϕbidjr1cjaj = ϕghr1.
We have proved:
Lemma 1. If g ∈ G and ϕ ∈  , then ϕg∗ ≡ ∑i∈Ig ϕbi ∗ ai ∈  and
is independent of the choice of g-set. Moreover this deﬁnes a right action of G
on  .
Let   R = ⊕g∈G Rg → R1 be the canonic projection and set
K = Ker = ⊕1=g Rg. Thus ̂  HomOR1 O → HomORO where
̂ϕ = ϕ ◦  for all ϕ ∈ HomOR1 O is the canonic O-homomorphism
induced by . Also let  G denote the set of G-stable elements of  , let
  G denote the subset of  G of symmetrizing forms for R1, and let 
symmetrizing forms 791
denote the set of symmetrizing forms ϕ ∈ HomORO for R such that
ϕK = O.
Note that there are examples of symmetrizing forms for R that are not
in  . For let G be a ﬁnite group with an element 1 = z ∈ ZG and let
t  OG → O be the well known symmetrizing form for the group ring OG.
Then tz∗  OG→ O is a symmetrizing form for OG [2, Sect. 2, Exercise 7]
such that tzO1G = O.
The proofs of our main results require:
Lemma 2. Let ϕ ∈  . The following three conditions are equivalent:
(a) ϕ ∈  G;
(b) ̂ϕ = ϕ ◦ ∈ HomORO is symmetric;
(c) ϕrgsg−1 = ϕsg−1rg for all g ∈ G, all rg ∈ R, and all sg−1 ∈ Rg−1 .
Proof. If r = ∑g∈G rg ∈ R and s = ∑g∈G sg ∈ R where rg sg ∈ Rg
for all g ∈ G, then ϕ ◦ rs = ∑g∈G ϕrgsg−1 and hence (b) and
(c) are equivalent. Also (c) trivially implies (a). Assume (a) and let
g ∈ G rg ∈ Rg sg−1 ∈ Rg−1 , and let Ig ai bii ∈ Ig be a g-set. Then
ϕrgsg−1 =
∑
i∈Ig ϕrgaibisg−1 =
∑
i∈Ig ϕbisg−1rgai = ϕgsg−1rg =
ϕsg−1rg; hence (c) holds and Lemma 2 is proved.
In what follows, we shall use the fact that HomORO =
⊕
g∈G
HomORgO∨ in O − mod where HomORgO∨ = f ∈ HomORO
f Rh = O for all g = h ∈ G for all g ∈ G.
Proposition 3. ResRR1   −→   G and
∏̂    G −→  are inverse
maps.
Proof. Let ψ ∈  . Suppose that α ∈ R1 is such that ψαR1 = 0; then
ψαR = 0 and hence α = 0. Let f ∈ HomOR1 O and extend f to the
unique element f˜ ∈ HomOR1 O∨ such that f˜ r1 = f r1 for all r1 ∈ R1.
Then f˜ ∗ = ψβ∗ for a unique β ∈ R since ψ is a symmetrizing form for
R. Here β =∑g∈G βg for unique elements βg ∈ Rg for all g ∈ G. Then, for
r1 ∈ R1 f r1 = f˜ r1 =
∑
g∈G ψβgr1 = ψβ1r1. Since ResRR1ψ ∈  G
by Lemma 2, we conclude that ResRR1ψ ∈  G is a G-stable symmetrizing
form for R1 and ψ = ResRR1ψ ◦.
Conversely let ϕ ∈  G be a symmetrizing form for R1. We claim that
̂ϕ = ϕ ◦ ∈ HomORO is a symmetrizing form for R.
Indeed, let α =∑g∈G αg ∈ R where αg ∈ Rg for each g ∈ G be such that
ϕ ◦αR = 0. Fix g ∈ G and choose a g-set Ig ai bii ∈ Ig. Then
ϕ ◦αaiR1 = ϕαgaiR1 = 0 and hence αgai = 0 for all i ∈ Ig. Thus
αg =
∑
i∈Igαgaibi = 0 and hence α = 0.
By Lemma 2, ϕ ◦ is also symmetric.
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As above, ﬁx g ∈ G and a g-set Ig ai bii ∈ Ig and let f ∈
HomORgO∨. Here f rg =
∑
i∈Ig f rgaibi for all rg ∈ Rg.
For each i ∈ Ig, let γi ∈ HomOR1 O be such that r1 	−→ f r1bi
for all r1 ∈ R1. Then γir1 = ϕαir1 for all r1 ∈ R1 and a unique
αi ∈ R1. Thus f r1bi = ϕαir1 = ϕr1αi for all r1 ∈ R1. Consider ϕ ◦
∑i∈Igaiαi∗ ∈ HomORO. Clearly ϕ ◦∑i∈IgaiαiRh = 0
for all g = h ∈ G.
If rg ∈ Rg, then
ϕ
((∑
i∈Ig
aiαi
)
rg
)
= ϕ
(
rg
(∑
i∈Ig
aiαi
))
= ∑
i∈Ig
ϕrgaiαi =
∑
i∈Ig
ϕαirgai
= ∑
i∈Ig
f rgaibi = f rg
Thus f ∗ = ϕ ◦∑i∈Igaiαi∗ and our proof is complete.
Our ﬁnal result is related to [1, Theorem 4.2] and is related to modular
ﬁnite group representation theory:
Theorem 4. Assume that R1 is a direct sum R1 = ⊕ni=1Bi of O-subrings
Bi such that Bi is O-algebra isomorphic to a full matrix ring over O for all
1 ≤ i ≤ n. Then R is a symmetric O-algebra.
Remark 5. The original version of this paper contained a proof of
Theorem 4 under the additional assumptions that O is noetherian and such
that all projective O-modules are free. This proof utilized [1, Sect. 4; 2,
Corollary 2.6]. The referee graciously submitted the following relatively ele-
mentary and elegant proof of the more general Theorem 4. The referee’s
effort is greatly appreciated.
Proof. (Referee). We assume that
R1 =
n⊕
i=1
Bi (4.1)
such that each Bi is isomorphic to a full matrix algebra of ﬁnite degree di
over O. We shall prove that R is a symmetric O-algebra.
For each i = 1 2     n we can choose matrix units eik l in Bi, for k l =
1 2     di, satisfying the usual conditions that
eik le
i
k′ l′ = eik l′ if l = k′
= 0 if l = k′
(4.2)
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for any k l k′ l′ = 1 2     di, that
ei1 1 + ei2 2 + · · · + eidi di = 1Bi (4.3)
and that
Bi =
di⊕
k l=1
Oeik l (4.4)
is a free O-module with the eik l, for k l = 1 2     di, as a basis. Then any
r1 ∈ R1 has the form
r1 =
n∑
i=1
di∑
k l=1
ωik le
i
k l (4.5)
for some unique ωik l ∈ O. The function sending r1 to
ϕr1 =
n∑
i=1
di∑
k=1
ωikk ∈ O (4.6)
is a symmetrizing form for R1. In fact, it is the sum of the trace maps on
the individual matrix algebras Bi forming R1. In view of Proposition 3, we
prove that R is a symmetric O-algebra by showing that ϕ is invariant under
the action of G on  deﬁned in Lemma 1.
Since R is fully G-graded, there is a natural action of the group G on
the two-sided ideals I1 of R1, with any g ∈ G sending any such I1 to the
two-sided ideal
I
g
1 = Rg−1I1Rg (4.7)
of R1. This action preserves direct sums, so that R is also the direct sum
R =
n⊕
i=1
B
g
i (4.8)
of its O-subalgebras (and two-sided ideals) Bgi , for any g ∈ G. When O is
an arbitrary commutative ring, these new summands Bgi need not be among
the original Bi. However, that does not happen when O is a local ring, i.e.,
when its Jacobson radical JO is its unique maximal ideal. In that case
each Bi is indecomposable as an O-algebra, since its factor ring Bi/JOBi
is a full matrix algebra of degree di over the factor ﬁeld O/JO, and hence
is simple. Since (4.1) and (4.8) are decompositions of R as a direct sum of
indecomposable two-sided ideals, we conclude
if O is local, and g ∈ G, then there is a
unique permutation π  i 	→ iπ of 1 2     n
such that Bgi = Biπ for all i = 1 2     n.
(4.9)
794 morton e. harris
We continue the discussion of the situation where O is local. Fix g ∈ G
and i = 1 2     n. Let j = iπ be the image of i under the permutation π
in (4.9). Choose any k = 1 2     di and l = 1 2     dj . We shall prove:
in the above situation, there exist elements
u ∈ ejl lRg−1eik k and v ∈ eik kRgejl l
such that uv = ejl l and vu = eik k
(4.10)
Also for any such u and v, the O-module ejl lRg−1e
i
k k is free with u as a
basis, and the O-module eik kRge
j
l l is free with v as a basis. Hence
ϕab = ϕba
for any a ∈ ejl lRg−1eik k and b ∈ eik kRgejl l.
Proof of 410 By (4.9) and (4.7) we have
Bj = Biπ = Bgi = Rg−1BiRg
Since the full matrix algebra Bi is equal to Bie
i
k kBi = R1eik kR1, this implies
that
e
j
l lBje
j
l l = ejl lRg−1eik k · eik kRgejl l
But (4.2) implies that ejl lBje
j
l l is the free O-module Oe
j
l l with e
j
l l as a
basis. The above equality implies the existence of some u ∈ ejl lRg−1eik k
and v ∈ eik kRgejl l such that uv = ωejl l, for some ω ∈ O\JO. Because O
is local, the element ω must have an inverse ω−1 ∈ O. Thus we may replace
u by ω−1u ∈ ejl lRg−1eik k, and assume that uv = ejl l.
The product vu lies in eik kRge
j
l l · ejl lRg−1eik k, which is contained in
eik kR1e
i
k k, which is a free O-module with e
i
k k as a basis. So there exists a
unique element ω′ ∈ O such that vu = ω′eik k. But then
v = vejl l = vuv = ω′eik kv = ω′v
Hence ejl l = uv = ω′uv = ω′ejl l. Since ejl l is part of a basis for the free
O-module Bj , this can only happen when ω′ = 1. Therefore vu = eik k.
Let a be any element in ejl lRg−1e
i
k k. Then a = aeik k = avu. But
av ∈ ejl lRg−1eik k · eik kRgejl l = ejl lR1ejl l = Oejl l
Hence there is some ω′′ ∈ O such that av = ω′′ejl l. So a = avu = ω′′ejl lu =
ω′′u. Thus u generates ejl lRg−1e
i
k k as an O-module. If a = ω′′u = 0,
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then ω′′ejl l = ω′′uv = 0, so that ω′′ = 0. Therefore ejl lRg−1eik k is a free
O-module with u as a basis. The proof that eik kRge
j
l l is a free O-module
with v as a basis is similar.
If a ∈ ejl lRg−1eik k and b ∈ eik kRgejl l, then there exist ωaωb ∈ O such
that a = ωau and b = ωbv. It follows that
ab = ωaωbuv = ωaωbejl l and ba = ωbωavu = ωaωbeik k
This and (4.6) imply that
ϕab = ωaωb = ϕba
Thus (4.10) is proved.
At this point we can complete our proof of Theorem 4 when O is local.
If O is local, then ϕab = ϕba
for any g ∈ G, any a ∈ Rg−1 , and any b ∈ Rg.
Hence the symmetrizing form ϕ for R1 is G-invariant,
and the O-algebra R is symmetric.
(4.11)
Proof of 411 Fix g ∈ G. Let π be the permutation of 1 2     n
deﬁned in (4.9). It follows from (4.1) and (4.4) that the identity element 1R
of R1 is the sum
1B =
n∑
i=1
di∑
k=1
eik k
of pairwise orthogonal idempotents eik k ∈ R1. Hence the R1 R1-bimodules
Rg−1 and Rg are the direct sums
Rg−1 =
n⊕
i j=1
di⊕
k=1
dj⊕
l=1
e
j
l lRg−1e
i
k k
and
Rg =
n⊕
i j=1
di⊕
k=1
dj⊕
l=1
eik kRge
j
l l
of O-submodules. If i j = 1 2     n, then
e
j
l lRg−1e
i
k k ⊆ BjRg−1Bi = BjRg−1BiR1 = BjRg−1BiRgRg−1 = BjBgi Rg−1
by (4.7), for any k = 1 2     di and l = 1 2     dj . But Bgi is Biπ . So
BjB
g
i = 0 unless j = iπ. Thus
Rg−1 =
n⊕
i=1
di⊕
k=1
diπ⊕
l=1
eiπl lRg−1e
i
k k
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A similar argument shows that
Rg =
n⊕
i=1
di⊕
k=1
diπ⊕
l=1
eik kRge
iπ
l l
The above decompositions imply that any element a ∈ Rg−1 is the sum
a =
n∑
i=1
di∑
k=1
diπ∑
l=1
eiπl lae
i
k k
and that any element b ∈ Rg is the sum
b =
n∑
i=1
di∑
k=1
diπ∑
l=1
eik kbe
iπ
l l
It follows that
ab =
n∑
i i′=1
di∑
k=1
di′∑
k′=1
diπ∑
l=1
di′π∑
l′=1
eiπl lae
i
k k · ei
′
k′ k′be
i′π
l′ l′ 
The product eik k · ei
′
k′ k′ in this sum is zero unless i = i′ and k = k′. In that
case eiπl lae
i
k k · ei
′
k′ k′be
i′π
l′ l′ lies in e
iπ
l lR1e
iπ
l′ l′ , which equals Oe
iπ
l l′ . The form
ϕ in (4.6) vanishes on Oeiπl l′ whenever l = l′. We conclude that
ϕab =
n∑
i=1
di∑
k=1
diπ∑
l=1
ϕeiπl laeik k · eik kbeiπl l
A similar argument shows that
ϕba =
n∑
i=1
di∑
k=1
diπ∑
l=1
ϕeik kbeiπl l · eiπl laeik k
For any i = 1 2     n, any k = 1 2     di, and any l = 1 2     dj ,
where j = iπ, (4.10) tells us that
ϕeiπl laeik k · eik kbeiπl l = ϕeik kbeiπl l · eiπl laeik k
It follows that the above two sums for ϕab and ϕba are termwise
equal to each other. Therefore ϕab = ϕba for any g ∈ G, any a ∈
Rg−1 , and any b ∈ Rg. The rest of (4.11) follows from this, Lemma 2, and
Proposition 3.
We reduce the case of general O to the local case by a simple localization
argument.
If a ∈ Rg−1 and b ∈ Rg, for some g ∈ G, then ϕab = ϕba.
Hence the symmetrizing form ϕ for R1 is G-invariant, and
the O-algebra R is symmetric and Theorem 4 is proved.
(4.12)
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Proof. Let P be any prime ideal of O. We denote by OP the localization
of O at P , and by RP the localization R ⊗O OP of R at P . Then OP is a
commutative local ring, and RP is a fully G-graded OP -algebra, with the
localization RgP = Rg ⊗O OP of Rg as its g-component, for any g ∈ G.
The decomposition (4.1) of R1 leads to a decomposition
R1 P =
n⊕
i=1
BiP
of R1 P as the direct sum of OP -subalgebras BiP = Bi ⊗O OP , each of
which is isomorphic to a full matrix algebra of degree di over OP . In fact,
the natural images e¯ik l = eik l ⊗ 1OP of the eik l, for k l = 1 2     di, are
matrix units in BiP for each i = 1 2     n. So they satisfy the equivalent
of (4.1)–(4.5) for the BiP . If ϕP is the symmetrizing form for R1 P deﬁned
by the equivalent of (4.6) for these matrix units, then its value ϕPr¯1 on
the image r¯1 = r1 ⊗ 1OP of any r1 ∈ R1 is clearly the image ϕr1 of ϕr1
under the natural homomorphism of O into OP .
Let g be any element of G. Then the natural homorphism of R into RP
sends any a ∈ Rg−1 and b ∈ Rg to elements a¯ ∈ Rg−1 P and b¯ ∈ RgP , respec-
tively. Since OP is local, we know from (4.11) that ϕPa¯b¯ = ϕPb¯a¯.
Because a¯b¯ is the image ab of ab ∈ R1 in R1 P , the above arguments tell us
that ϕPa¯b¯ is the image ϕab of ϕab ∈ O in OP . Similarly, ϕPb¯a¯ is the
image ϕba of ϕba ∈ O in OP . We conclude that ω = ϕab−ϕba ∈ O
lies in the kernel of the natural homomorphism of O into OP . Hence ω is
annihilated by some element of O\P; i.e., the annihilator of ω in O is an
ideal of O not contained in P . Since this is true for every prime ideal P
of O, that annihilator must equal O itself. This forces ω to be 0. Therefore
ϕab = ϕba for all a ∈ Rg−1 and b ∈ Rg, where g is any element of G.
The rest of (4.12) follows from this, Lemma 2, and Proposition 3.
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