The Voronoi cell volume distributions for hard-disk and hard-sphere fluids have been studied. The distribution of the Voronoi free volume f , which is the difference between the actual cell volume and the minimal cell volume at close packing, is well described by a two-parameter ͑2⌫͒ or a three-parameter ͑3⌫͒ gamma distribution. The free parameter m in both the 2⌫ and 3⌫ models is identified as the "regularity factor." The regularity factor is the ratio of the square of the mean and the variance of the free volume distribution, and it increases as the cell volume distribution becomes narrower. For the thermodynamic structures, the regularity factor increases with increasing density and it increases sharply across the freezing transition, in response to the onset of order. The regularity factor also distinguishes between the dense thermodynamic structures and the dense random or quenched structures. The maximum information entropy ͑max-ent͒ formalism, when applied to the gamma distributions, shows that structures of maximum information entropy have an exponential distribution of f . Simulations carried out using a swelling algorithm indicate that the dense random-packed states approach the distribution predicted by the max-ent formalism, though the limiting case could not be realized in simulations due to the structural inhomogeneities introduced by the dense random-packing algorithm. Using the gamma representations of the cell volume distribution, we check the numerical validity of the Cohen-Grest expression ͓M. H. Cohen and G. S. Grest, Phys. Rev. B 20, 1077 ͑1979͔͒ for the cellular ͑free volume͒ entropy, which is a part of the configurational entropy. The expression is exact for the hard-rod system, and a correction factor equal to the dimension of the system, D, is found necessary for the hard-disk and hard-sphere systems. Thus, for the hard-disk and hard-sphere systems, the present analysis establishes a relationship between the precisely defined Voronoi free volume ͑information͒ entropy and the thermodynamic entropy. This analysis also shows that the max-ent formalism, when applied to the free volume entropy, predicts an exponential distribution which is approached by disordered states generated by a swelling algorithm in the dense random-packing limit.
I. INTRODUCTION
The Voronoi polyhedron of a point nucleus in space is the smallest polyhedron formed by the perpendicularly bisecting planes between a given nucleus and all the other nuclei. 1 The Voronoi tessellation divides a region into spacefilling, nonoverlapping convex polyhedra. The salient properties of Voronoi tessellation are the following:
• Any point inside a Voronoi cell is closer to its nucleus than to any other nuclei ͑Fig. 1͒. These cells are space filling and hence give a precise definition of local volume. 2 • It gives a definition of geometric neighbors. The nuclei sharing a common Voronoi surface are geometric neighbors. Points on the shared surface are equidistant to the corresponding pair of nuclei. Hence geometric neighbors are competing centers in a growth scenario.
• The Voronoi cells of hard-spheres are irregular at lower packing fractions but become regular as the regular close packing is approached. Thus, they are useful in characterizing all structures, from random to regular.
These properties qualify Voronoi tessellation as an important tool in the structural analysis of random media such as glass, packings, foams, cellular solids, proteins, etc. [3] [4] [5] Voronoi tessellation occurs naturally in growth processes such as crystallization and plant cell growth. 6 It is used ͑and even rediscovered under different names͒ in various fields like meteorology, geology, ecology, metallography, archeology, etc. The statistical distributions of many Voronoi cell properties are reported ͑see Zhu et al., 7 Oger et al., 8 and references therein͒. In this work, we focus on the cell volume distributions and their utility in computing the configurational entropy of hard-sphere systems.
In this work we define the Voronoi free volume of any hard particle as the difference between its Voronoi volume and the minimal cell volume occurring at a regular close packing. Since there are varied notions of free volume, we list below the Bondi 9 classification of free volumes.
͑1͒ Empty volume= V − V w , where V is the observed molar volume of the fluid and V w is the van der Waal's volume of the fluid. V w is the volume occupied by a molecule, which is impenetrable for the other molecules, at a given temperature. It is the soft potential generalization of the exclusion sphere concept used in the hardsphere systems. It is widely used as the molecular steric descriptor to correlate physiochemical properties 10 and biological activity. 11 The free volume used in the fluctuating cell theory 12, 13 is an empty volume. ͑2͒ ͑Thermal͒ Expansion volume= V − V 0 , where V 0 is the molar volume of the substance in its crystalline state at absolute zero temperature. The Voronoi free volume used in this work is the microscopic version of expansion volume. The free volume used in the Doolittle fluidity equation 14 is an expansion volume, but with V 0 in a hypothetical state without a phase change. This is the most widely used free volume in the glassy polymer literature. 15 However, the other two free volumes are also used. 16, 17 There are a few experimental measures of free volume which do not clearly fit into this classification.
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͑3͒ Fluctuation volume= N A , where is the volume swept by the center of gravity of the molecule due to thermal motion and N A is Avogadro's constant. This is the notion of free volume used in the lattice or regular cell theories. 19 Section II analyzes the two-parameter ͑2⌫͒ and the three-parameter ͑3⌫͒ gamma distributions used to represent the free volume distributions of hard-disk and hard-sphere systems. After imposing the specific-volume constraint, the 2⌫ and 3⌫ distributions have, respectively, one and two free parameters. The free parameter m in both the 2⌫ and 3⌫ models is identified as a structural order parameter called the regularity factor. In Sec. III using a maximum information entropy ͑max-ent͒ formalism, based on the notion that for an ordered state all the cell volumes are identical, we predict that the free volume distribution is exponential for an ideal dense random-packed state. In Sec. IV we present the simulation results for the thermodynamic and random structures of hard-disk and hard-sphere systems. For the thermodynamic structures, the regularity factor increases with increasing density and it increases sharply across the freezing transition, in response to the onset of order. The regularity factor also distinguishes between the dense thermodynamic structures and the dense random structures. The max-ent prediction for the dense random packing seems to be approached but not exactly reached due to the structural inhomogeneities introduced by the dense random-packing algorithm used. In Sec. V, using the 2⌫ model, we check the Cohen-Grest ansatz for configurational entropy and find that ansatz is exact for the hard-rod system, and a factor equal to the dimension of the system is found missing in the original ansatz for the hard-disk and hard-sphere systems. This first-order homogeneity of the entropy in the dimension of the system, D, is anticipated if the number of states of an independent particle increases with D as 2 D .
II. CELL VOLUME DISTRIBUTION
The Voronoi cells of hard-rods, hard-disks, and hardspheres are segments, polygons, and polyhedra respectively, and volume correspondingly means, length, area, and solid volume. Let be any individual Voronoi cell volume and f͑͒ its distribution. Let p be the volume of the hard particle and the average Voronoi cell volume ͑identical to a specific volume, since the Voronoi cells are space filling͒. Then, the packing fraction is given by = p / . At low the Voronoi cells are irregular, and as increases the cells become more regular. At the regular close packing, all the cells are identical, and the distribution is reduced to a Dirac delta distribution. Let c be the Voronoi cell volume at the regular close packing. For hard-rods c is the length of the hard-rod, for hard-disks it is the regular hexagon circumscribing the harddisk, and for hard-spheres it is the rhombic dodecahedron circumscribing the hard-sphere ͑corresponding to facecentered-cubic ͑fcc͒ structure͒. The packing fraction at the regular close packing is c = p / c , and the normalized packing fraction is y = / c .
Other packing fractions of physical relevance are
• the freezing ͑ F ͒ and melting ͑ M ͒ packing fractions,
• the loose random packing ͑ LRP ͒ defined 20 as the lowest-density isotropic packing that can support an infinitesimal external load at the limit of acceleration due to gravity tending to zero, and
• the dense random packing ͑ DRP ͒ which is the highestdensity homogeneous isotropic packing.
All these salient packing fractions and the entropy change per particle due to the freezing transition are listed in Table I . There is no freezing transition for a hard-rod system. Also there are no random structures for hard-rods since the regular close packing is the only load-bearing structure. It is customary to fit the cell volume distribution data for random points ͑Poisson-Voronoi tessellation͒ to a 2⌫ or a 3⌫ distribution given in Table II ͑read with f = ͒. The subscript "0" is used to indicate the low density or the Poisson limit. Using the specific-volume criteria we get,
The reported best-fit values of the free parameters m 0 for 2⌫ and m 0 , ␦ 0 for 3⌫ models͒ are given in 21 show that the cell area distributions for a two-dimensional ͑2D͒ Poisson tessellation can be approximated by a 2⌫ distribution.
For a hard-core tessellation, some studies like Hermann et al. 22 and Gotoh 23 fit the 2⌫ model for the cell volume, i.e., f = in Table II . The volume of any Voronoi cell will be greater or equal to c ; hence the above fit gives an unphysical nonzero value for ͐ 0 c f͑͒d. Alternatively, for a hard-core tessellation, the 2⌫ or 3⌫ models can be fitted with f = − c in Table II , where f is the Voronoi free volume. In
Sec. V, we show that this definition of free volume gets the thermodynamic singularity correctly at the regular close packing. In Hinrichsen et al. 24 the Voronoi free volume fit is used in the study of loose random packing. Note that this fit accommodates the gamma representation at the Poisson limit, where = 0 and hence c = 0 and f = . Now, we show that the Voronoi free volume arises spontaneously in the hard-rod system. For the hard-rod system the nearestneighbor distance distribution function f͑x͒ is exactly known ͑see Fisher 25 ͒,
In Fig. 2 , let x i be the distance between the centers of the hard-rods P i−1 and P i and let x if be the free distance between their tips, then x if = x i − . Then, the Voronoi segment for P 1 
With ␦ = 1 and using ⌫͑m +1͒ = m⌫͑m͒, the 3⌫ results are reduced to the 2⌫ results.
b Generally the 3⌫ model is written as
␦ ͓see, for example, Tanemura ͑Ref.
51͔͒
. Using m = m / ␦ we get the above form. This form has the advantage that m is the regularity factor in both the 2⌫ and 3⌫ models. is given by = ͑x
Here, x 1f and x 2f are independent, since the free distances x if do not percolate. Then the cumulative distribution function of l is
Using f͑x f ͒ = a exp͑−ax f ͒ with a =1/͑ − ͒ gives
Then, the probability distribution function for l is given by
With ␣ =2a and m = 2, it can be written as
Thus for the hard-rod system at any , the Voronoi free volume follows a 2⌫ distribution with m = 2. This suggests fitting a 2⌫ or its generalization the 3⌫ distribution ͑Table II͒ for f͑ f ͒ in hard-disk and hard-sphere systems. The free parameter in the 2⌫ model is m, and the free parameters in the 3⌫ model are m and ␦. ␣ is computed using the specific volume criteria as
Here, we have used f = − c = ͑1− y͒. Note that at y =1, ␣ diverges and the variance becomes zero, so that the gamma distribution is reduced to the Dirac delta distribution. The simulation results in Sec. IV show that m does not diverge at the regular close-packed limit. In the 2⌫ model, the ratio of the standard deviation and mean is 1 / ͱ m ͑Table II͒. This shows that as m increases, the spread of the distribution about the mean decreases; i.e., the cells become more regular. Hence m is called regularity factor in Gotoh 23 ͑This work, however, used the 2⌫ model for f͑͒ rather than f͑ f ͒, as mentioned earlier͒. As y increases, the thermodynamic structures become more regular, and hence m increases. At the freezing transition, due to the onset of order, there is a sharp increase in m. Thus m is a useful scalar parameter characterizing the hard-disk and hardsphere structures. In the hard-rod system, since m = 2 for any , the ratio of the standard deviation to the mean is constant, a hallmark of the absence of the fluid-solid transition in this system.
A physical interpretation for the parameter m in the 3⌫ model can be obtained by using the n → ϱ asymptotic expansion from Spanier and Oldham,
with n = m / ␦ 2 and c =1/␦, 2/␦ successively in Table II gives
When ␦ is close to unity or m is large, the series can be truncated from the second term. Hence,
Thus, in the 3⌫ model m is the regularity factor when ␦ is close to unity or m is large. If both models are fitted to the same set of data, the m of the 3⌫ model will be nearly equal to the m of the 2⌫ model. This correspondence can be observed for the Poisson tessellation case in Table III . This correspondence is shown for hard-disk and hard-sphere sys- tems in Sec. IV. From the regularity factors in Table III , it can be noted that the Poisson tessellation becomes more regular as the dimension increases.
III. MAXIMUM INFORMATION ENTROPY "MAX-ENT… FORMALISM
The uncertainty or the information entropy 27,28 of a discrete distribution is s I =−k B ⌺P i log P i , where P i is the probability of the ith outcome and the summation is over all the outcomes. The analogous definition for a continuous distribution f͑x͒ is s I =−k B ͐ f͑x͒log͓f͑x͔͒dx, where the integration is over the full domain of x. As an illustration, consider the uncertainty of a coin toss, s I =−k B ͓p log p + q log q͔, where p is the probability of a head and q =1− p is the probability of a tail. It can be easily seen that the uncertainty of the outcome is maximum when p = q =1/2. This physically means that when p = q =1/2 one would need maximum information ͑the complete knowledge of the dynamics of a toss and the initial conditions͒ to predict the outcome. One could as well arrive at this value of p by the principle of equal a priori probability ͑PEAP͒, which assigns an equal probability for all the outcomes when no other information is available. However, in a complex situation where PEAP does not apply or the complete understanding of the system is lacking, the max-ent formalism is a powerful method to estimate the most probable distribution 29 For example, Englman et al. 30 have derived the size distribution of fragments in a disintegration process ͑say, blasting͒ showing good agreement with experimental observations, using the max-ent formalism with the energy and volume constraints on the fragments. In general, the information entropy need not be related to the thermodynamic entropy, since the system under consideration itself need not be in equilibrium, as in the abovementioned disintegration process. However, if the system is in thermodynamic equilibrium and if the distribution under consideration contains all the relevant information ͑to the desired level of description͒, then the information entropy will be identical to the thermodynamic entropy. For example, in a monatomic fluid of N particles in a container of constant volume and temperature, the information entropy defined on the N-particle position and velocity distribution function, f N ͑r 1 , ... , r N , v 1 , ... ,v N ͒, where r i and v i are the position and velocity of the ith particle, respectively, is identical to the thermodynamic entropy. 31 Now, if we employ PEAP for the energy states ͑i.e., states with identical energies having identical probabilities͒, then f N ͑r 1 , ... ,v N ͒ = f͓E͑r 1 , ... ,v N ͔͒ and f͑E͒ contains all the information about the system, up to the level of macroscopic averaging. Hence, the information entropy defined on f͑E͒ is also identical to the thermodynamic entropy, even though the microscopic information content of f͑E͒ is much less than that of f N ͑r 1 , ... ,v N ͒. 28 Now, the uncertainty or the information entropy defined on the cell volume distribution is
Transforming the independent variable to the free volume f = − c gives
This definition of information entropy employs the equality of all the cell volumes as the measure of order. At the regular close packing, all the cell volumes are identical and the free volume distribution is a Dirac delta distribution and hence s I is negative infinity; i.e., we need minimum information ͑the crystal's unit cell͒ to construct these configurations. Using the method of the Lagrange multipliers, with the mean free volume condition ͑ f = − c ͒, it can be easily shown that an exponential free volume distribution has a maximum information entropy. From Sec. II, we know that the Poisson tessellation ͑ideal gas͒cell volume distribution is not exponential. The Poisson configuration does not maximize s I because these configurations could be easily constructed using a uniform random number generator. We might speculate that the DRP ͑or the jammed packings in general͒ might have an exponential free volume distribution, since we need maximum information ͑all the particle positions͒ to construct the configuration. The algorithm we have used produces dense random structures with nearly but not exactly exponential free volume distribution; further details are in Sec. IV. The gamma distributions contain the exponential distribution as a limiting case ͑m = 1 for 2⌫ model and ␦, m = 1 for 3⌫ model͒. Hence, it is obvious that even within these two families of distributions, the exponential distribution maximizes the information entropy. However, we show the explicit analysis for the 2⌫ model, since we require an intermediate result for Sec. V. The 2⌫ model, on integration, gives
where ⌿͑·͒ is the digamma function. Here, we have used a standard integral from Gradshteyn and Ryzhik,
and then eliminated ␣ using Eq. ͑4͒. In the 2⌫ model, the free parameter m is a function of y and the type of structures ͑thermodynamic or otherwise͒, hence s I is a functional of m.
To maximize s I , we set ‫ץ‬ ‫ץ‬m
Here, ⌿ ͑n͒ ͑·͒ are the polygamma functions. It can be easily checked that the solution m = 1 is a maximum, using ⌿ ͑1͒ ͑1͒ = 2 / 6. We will pursue the connection of s I with the thermodynamic entropy in Sec. V; for use therein we rewrite Eq. ͑7͒ as s I / k B = log͓͑1− y͔͒ + ͑m͒, where ͑m͒ =−͑m −1͒⌿͑m͒ + log͓⌫͑m͔͒ − log͑m͒ + m. Setting y = 0 gives the information entropy for the ideal gas at the same specific volume as s I 0 / k B = log͑͒ + ͑m 0 ͒. Then, the excess information entropy is
IV. SIMULATION RESULTS
The cell volume distribution for the 2D Poisson tessellation is given in Fig. 3 . The 2⌫ model has a positive error at the peak ͑shown in inset͒ and a compensating negative error near the origin. The 3⌫ model gives a better fit, however, at the cost of an additional parameter. This statistical superiority of the 3⌫ model over the 2⌫ model holds for the entire density range for both hard-disk and hard-sphere structures, as shown in the auxiliary material, 33 by a mean-square error analysis.
We have studied three types of hard-disk structures: NVE-MC, NPT-MC, and swelled random structures. The NVE-MC configurations are made with 50% success rate; i.e. the amplitude of the random trial displacement is adjusted such that 50% of the trials lead to nonoverlapping configurations. The NPT-MC algorithm is from Wood. 34 The results from NPT configurations are ascribed to their average . The swelled random structures are generated using a Monte Carlo ͑MC͒ adaptation of Woodcock's 35 algorithm: swell the nearest neighbors till they touch each other, give random trial steps ͑with say 50% success rate as in NVEMC͒for all the particles and continue the swelling process until the desired is attained. If the success rate is low, the large trial displacements tend to equilibrate the local structures. However, if the success rate is high, the trial displacements are small and the swelling process locks the particles into random structures. The effect of the success rate on the resultant structures is studied below.
Compare the degree of fit for the NVE and the swelled random structures, both at = 0.82 in Figs. 4 and 5 ͑after ignoring the greater scatter in the random structure data due to lesser averaging͒. A bimodal f͑͒ ͑as in Fig. 5͒ indicates the existence of dense and lean regions due to the formation of crystallites. The most appropriate method to quantify the crystallite concentration in a random hard-disk configuration is to classify the hard-disks as solidlike or fluidlike based on the bond orientational order parameter 36 and compute the fraction of solidlike disks. This analysis for the swelled random structures is in progress and will be reported separately. Alternatively, one could monitor the population of hexagons as a measure of crystallite concentration, as shown in our recent work. 37 Local crystallization, however, is typical of random packing algorithms, especially in the hard-disk system due to the lack of geometric frustration. 24 For example, the cell volume distribution in Fig. 62 of Glaser and Clark, 36 in addition to the two distinct modes, has a large-volume tail due to the grain boundaries around the crystallites. Due to such structural inhomogeneities caused by the DRP algorithm, the gamma distributions give a poor fit near DRP ͑see auxiliary material 33 ͒ and hence the max-ent predictions are approached but not exactly realized in the following results. The good performance of the 3⌫ model for the homogeneous thermodynamic structures across the entire range ͑see auxiliary material 33 ͒ and the approach to the max-ent predictions make us speculate that an ideal DRP algorithm producing homogeneous structures might satisfy the max-ent predictions. The 2⌫ model m values for the various hard-disk configurations considered are given in Fig. 6 , from which we observe the following.
• For thermodynamic structures ͑NVE and NPT͒ as increases, cells become more regular and hence m increases. Due to the onset of order at the freezing transition, the thermodynamic structures have a sharp increase in m. The thermodynamic structures terminate at the regular close packing.
• The NPT and NVE structures are identical; it can be explained as follows: Since the radial distribution function of an NPT ensemble at its average is identical to that of an NVE ensemble at the same , the local neighborhoods being identical, the cell volume distributions are identical. The differences between NVE and NPT structures seen on the solid branch may be ascribed to the limited sampling.
• For Ͻ F the swelled random structures become more regular ͑i.e., m increases͒ as increases, and this behavior is identical to that of the thermodynamic fluid structures. However, for Ͼ F the swelled random structures become more irregular ͑i.e., m decreases͒ with increase in and terminate at the dense randompacking limit. This behavior is drastically different from that of the thermodynamic solid structures and can be clearly seen by comparing Figs. 8 and 9.
The swelled random structures can be made with different success rates. As mentioned earlier, at low success rates the large trial displacements tend to equilibrate the local nonequilibrium structures, and hence the m value approaches that of the thermodynamic structures at the same . This can be observed in Fig. 7 , for Ͼ F swelled random structures are with 10% success rate. Figure 7 shows that with increasing success rates, all the structures lie on a unique branch of dense random structures. At any success rate, attaining a desired through a relay of lower configurations with small ⌬ and reinitializing the random number generator at each halt avoid the build up of structural signatures due to the random number generator algorithm. Structures made in a small ⌬ relay ͑for Fig. 7 ⌬ = 0.01͒ are independent of the success rates. Structures made in a large ⌬ relay ͑say ⌬ Ͼ 0.1͒ depend on the success rates, and these structures have an m value lesser than that of the thermodynamic structures at the same . This method can be used to generate FIG. 6 . The 2⌫ model m values for hard-disk structures. NVE-MC ͑b͒, NPT-MC ͑ᮀ͒, swelled random at 50% success rate ͑᭺͒, Poisson limit ͑छ͒, and max-ent prediction at dense random-packing limit ‫.͒ء͑‬ Averaged over 10 000 configurations for NVE/NPT and 1000 configurations for swelled random structures of 256 hard-disks with PBC.
FIG. 7.
Hard-disk swelled random structures for different success rates. Success rates of 10% ͑b͒, 30% ͑ᮀ͒ 50% ͑᭺͒, 70% ͑ϫ͒, and 90% ͑ϩ͒; Poisson limit ͑छ͒; and max-ent prediction at dense random packing limit ‫.͒ء͑‬ Averaged over 1000 configurations of 256 hard-disks with PBC. it is interesting to note that the swelled random structures approach the max-ent prediction ͑␦ =1͒ at the dense randompacking limit with drastic changes. These drastic trend changes are not an artifact of curve fitting, since we got identical results with different optimizer algorithms ͑Nelder-Mead and Gauss-Newton͒ and different initial estimates. The optimizer, after the initial excursion, settles into a nearly constant m trajectory ͑that which corresponds to the regularity factor͒ on the error surface ͑a function of m and ␦͒ and searches for a ␦ value which minimizes the error along this trajectory. The error surface does not have multiple local minima in the working range of the parameters ͑m ranging from 1 to 35 and ␦ ranging from 0.1 to 2͒, as seen from Fig. 12 . Since the error magnitudes vary widely for the state points considered, in Fig. 12 a logarithmic scale is used for the y axis. Though some of the curves appear flat in this scale, the minima are distinct in the linear scale. Now we present the analogous results in three dimensions ͑3D͒. The three-dimensional ͑3D͒ Poisson tessellation cell volume distribution is given in Fig. 13 . The approach of the swelled random hard-sphere structures towards the maxent predictions is less satisfactory than that of the hard-disk system; even though the trend in m ͑Fig. 15͒ is towards unity, the trend in ␦ ͑Fig. 16͒ is away from unity as DRP is approached. The parameter m in the 2⌫ and 3⌫ models are nearly identical inspite of ␦ being nearly 2, since the m values are large.
V. CONFIGURATIONAL ENTROPY
The Appendix gives the thermodynamic definition of the configurational properties. In the context of regular cell theory, Kirkwood 38 showed that the configurational entropy can be partitioned as s conf = s cell + s com , where s cell is the cellular entropy arising due to the single occupancy of the regular cells and s com is the communal entropy arising due to the multiple occupancy of the regular cells. In the context of the free volume theory of glasses and supercooled liquids, FIG . 10. 3⌫ model m for hard-disk structures. NVE-MC ͑b͒, NPT-MC ͑ᮀ͒, swelled random structures at 50% success rate ͑᭺͒, Poisson limit ͑छ͒, and max-ent prediction at dense random-packing limit ‫.͒ء͑‬ Averaging as in Fig. 6.   FIG. 11 . 3⌫ model ␦ for hard-disk structures. NVE-MC ͑b͒, NPT-MC ͑ᮀ͒, swelled random structures at 50% success rate ͑᭺͒, Poisson limit ͑छ͒, and max-ent prediction at dense random-packing limit ‫.͒ء͑‬ Averaging as in Fig. 6 . Table III . The cell volume is scaled by the specific volume.
Cohen and Grest [39] [40] [41] assumed that the above partitioning holds as well for the irregular cellular structure defined by the Voronoi polyhedra of the particles. They introduced the expression s f =−k B ͐ f͑͒log͓f͔͑͒d, in analogy with the entropy of mixing, where f͑͒ is the Voronoi cell volume distribution. ͑Here, we use the notation s f instead of s cell , since s f corresponds to the entropy associated with Voronoi free volume distributions͒. To validate the ansatz, we independently compute and compare the left-and right-hand sides of the ansatz for hard-disk and hard-sphere systems. The righthand side is computed from the free volume distributions discussed in Sec. IV and the left-hand side is computed independently from the thermodynamic data ͑details below͒. To the best of our knowledge, such an analysis is not reported for any system.
For the Voronoi free volume or cellular entropy we take the Cohen-Grest expression as
allowing a density-independent proportionality constant ͑if is density dependent, the anstaz is of negligible value͒; its necessity will be clear below. Cohen and Grest 39 define the communal entropy, based on the existence of liquid clusters, as "the entropy associated with the accessibility of all of the configurational volume within the finite liquid clusters and within the infinite cluster, when present." For densities above the freezing density very few fluid clusters exist, and hence the communal entropy is a negligible fraction of the configurational entropy. In the regular close-packed limit, the communal entropy is zero and hence the configurational entropy is purely cellular. We identify by comparing the cellular entropy with the configurational entropy near the regular close packing. For ease of comparison, we express all entropies as excess entropies, with the reference ideal gas at the same specific volume. Now, the above condition is expressed as
and the ansatz ͓Eq. ͑11͔͒ is rewritten as s f E = s I E , where the s I E is the excess information entropy. Using Eq. ͑10͒ for s I E we get
To compute s conf E we use the thermodynamic identity ͑proof in the Appendix͒ s conf E = s E , where s E is the excess entropy of a fluid, with the reference ideal gas at the same specific volume. For hard-spheres s E is computed from the equation of state ͑EOS͒ as where Z = p / ͑k B T͒ is the compressibility factor. Differentiating Eq. ͑14͒ with respect to y and rearranging gives ͪ.
͑16͒
Hoover 43 show that the form of the dense hard-sphere solid EOS is
where a = ͑ − c ͒ / c = ͑1− y͒ / y is the dimensionless excess free volume ͑see Table V HD 
• The low-density and high-temperature limit of any system of particles with short-ranged interaction, is identical to the low-density limit of hard-spheres. Hence this identification holds in the ideal gas limit of any system of particles. But then is density independent, hence the identification holds for any system at any density. This generality is anticipated since depends only on the dimension of the system.
• It should be noted that the information of the particular form used to fit the free volume distribution ͑in this work the gamma distribution͒ is contained in of Eq. ͑16͒. And this information is irrelevant for the identification = D as long as it does not contribute a divergent term to the right-hand side of Eq. ͑16͒ at y = 1. Hence this identification is exact, even though the gamma representations are merely good approximations. However, note that the definition of the free volume as f = − c is crucial in recovering the thermodynamic singularity correctly at the regular close packing. Any other definition of free volume like f = − p , where p is the particle volume, or f = − opt , where opt is some optimized minimum cell volume ͑used in Hanson 44 ͒, will not recover the thermodynamic singularity at the regular close packing when used with the Cohen-Grest ansatz.
• With the identification = D, the free volume or cellular entropy is first-order homogeneous in D. Note that the last two terms on the right-hand side of Eq. ͑A3͒, arising from the integration of momenta, are also first-order homogeneous in D. This is a general behavior, as shown by the following simple model. Consider a system of N independent hard-spheres rattling inside some volume and suppose that, at any instant, the direction of displacement is the only relevant variable. Then, at any instant, an independent sphere can displace in ±x, ±y, or ±z directions; hence it has 2 D states, where D = 3. The number of states available to the system is ⍀ = ͑2 D ͒ N =2 ND . Hence, the entropy, S = k B log ⍀ = Nk B D log 2, is first-order homogeneous in D. This behavior is not observed in the Ising model since the number of states is identically two ͑up and down͒ for an independent spin in any dimension. But systems in which the number of states of an independent particle increases with D as 2 D have an entropy first-order homogeneous in D.
• For static powders, the communal entropy is identically zero. Hence, the ensemble-averaged entropy for similarly prepared powders is purely cellular. Hence, with the identification = D in Eq. ͑11͒, the entropy of static powders is fully characterized by the free volume distributions. Even if the gamma representations are a poor fit for the free volume distributions, a numerical integration of the right-hand side of Eq. ͑11͒ could be effected.
Now we show the validity of the identification = D for   FIG. 17 . Hard-disk excess entropy prediction from m data. Voronoi NVE ͑b͒, Voronoi, swelled random structures at 50% success rate ͑᭺͒, virial EOS ͑¯͒, fluid molecular-dynamics ͑MD͒ fit ͑---͒, regular cell theory ͑-·-͒, and composite EOS ͑-͒. The Voronoi prediction is obtained by using the m data from Fig. 6 in Eq. ͑11͒ with = 2. The equations for the other data are given in Table IV. FIG. 18. Hard-sphere excess entropy prediction from m data. Voronoi-NVE ͑b͒, Voronoi, swelled random structures at 50% success rate ͑᭺͒, virial EOS ͑¯͒, fluid MD fit ͑---͒, regular cell theory ͑-·-͒, and composite EOS ͑-͒. The Voronoi prediction is obtained by using the m data from Fig. 14 in Eq. ͑11͒ with = 3. The equations for the other data are given in Table IV. each dimension separately. In the hard-rod system there is no solid-fluid transition. Hence, a hard-rod configuration at any is a dilute solid and not a fluid. Since there are no fluid clusters in the hard-rod system, its communal entropy ͑in the Cohen-Grest sense͒ is identically zero and the configurational entropy is purely cellular. From Sec. II, for hard-rods we have m = m 0 = 2 and hence dm / dy = 0. Using these with = 1 in Eqs. ͑16͒ and ͑13͒ we recover the exact results: Tonk's EOS 45 Z = ͑1− y͒ −1 and s E / k B = log͑1− y͒. Thus, for the hard-rod system, Eq. ͑11͒ is exact with =1.
For the hard-disk and hard-sphere systems, we compute the excess entropy s conf E ͑=s E ͒ from the different EOS reported in literature, using Eq. ͑14͒. These expressions are given in Table IV . The hard-disk and hard-sphere virial coefficients, required in Table IV , are given in Table V . After the freezing transition, the configurational entropy should be slightly greater than the free volume or cellular entropy, since the communal entropy is a small non-negative contribution. The equality holds in the limit of regular close packing, where the communal entropy vanishes. Using the Voronoi m data for the hard-disk and hard-sphere systems from Figs. 6 and 14, on the right-hand side of Eq. ͑11͒ with = 2 and 3, respectively, we get the Voronoi estimates of the free volume or cellular entropy. These results are plotted in Figs. 17 and 18 . From these figures, we see that the free volume or cellular entropy matches with the configurational entropy for the thermodynamic solid phase, except for the small nonnegative communal entropy ͑see Fig. 17 inset͒. Note that, in these figures, the vertical distance between the composite EOS curve and the NVE-MC Voronoi data is the excess communal entropy. For the hard-sphere composite EOS equation in Table IV , we have taken the entropy change during freezing, ⌬s F / k B as 0.92 ͑instead of the approximate value of 1.16 given in Table I͒, so that the excess communal entropy is non-negative. This revision is justified as follows: By comparing the entropy difference between an ideal gas ͑with the configurational integral Q conf 0 = V N / N!= N N N / N!͒ and a regular cellular solid at the same specific volume ͑Q conf = N ͒, it can be easily seen that ⌬s F / k B for smooth elastic hard hyperspheres cannot be greater than unity.
VI. CONCLUSIONS
The Voronoi free volume distributions of the hard-disk and hard-sphere systems are well represented by a twoparameter ͑2⌫͒ or a three-parameter ͑3⌫͒ gamma distribution ͑Table II͒. After imposing the specific volume constraint m is the free parameter in the 2⌫ model and m, ␦ are the free parameters in the 3⌫ model. It is shown that parameter m in the 2⌫ and the 3⌫ models is the regularity factor. For the thermodynamic structures, the regularity factor increases with increasing density and it increases sharply across the freezing transition, in response to the onset of order. The regularity factor also distinguishes between the dense thermodynamic structures and dense random structures. The maximum information entropy formalism predicts that the free volume distribution at the dense random-packed state is an exponential distribution. This prediction seems to be approached, but not exactly reached, due to the structural inhomogeneities induced by the dense random-packing algorithm. This suggests a precise definition for dense random packing as the packing at which the information entropy of the Voronoi free volume distribution is maximized. The connection between the free volume entropy and the thermodynamic entropy was examined in the limit of regular close packing where the communal part of the entropy vanishes. We find that the Cohen-Grest expression relating the thermodynamic and the free volume entropy is exact for hard-rod system, and a correction factor equal to the dimension of the system is necessary for hard-disk and hard-sphere systems. This correction factor is anticipated if the number of states of an independent particle increases with the dimension of the system, D, as 2 D .
APPENDIX: CONFIGURATIONAL PROPERTIES
The canonical partition function for N indistinguishable classical particles of mass m in D dimensions is
where Q conf is the configurational integral, .
͑A2͒
From Eqs. ͑A1͒ and ͑A2͒, we get
Replacing S and S conf , respectively, with S 0 and S conf 0 , we get the entropy of the ideal gas. Then the excess entropy S E = S conf E . Note that the reference ideal gas has the same specific volume as the fluid under consideration due to the constancy of N and V in the canonical ensemble. For the ideal gas with Q conf 0 = V N / N! and Stirling's approximation, log N!=N log N − N, we have S conf 0 = Nk B + Nk B log .
