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COARSE COMPACTIFICATIONS AND CONTROLLED
PRODUCTS
TOMOHIRO FUKAYA, SHIN-ICHI OGUNI, AND TAKAMITSU YAMAUCHI
Abstract. We introduce the notion of controlled products on metric spaces
as a generalization of Gromov products, and construct boundaries by using
controlled products, which we call the Gromov boundaries. It is shown that
the Gromov boundary with respect to a controlled product on a proper metric
space complements the space as a coarse compactification. It is also shown that
there is a bijective correspondence between the set of all coarse equivalence
classes of controlled products and the set of all equivalence classes of coarse
compactifications.
1. Introduction
The Higson corona, which is the boundary of the Higson compactification of a
proper metric space, was introduced in a coarse geometric approach to the Novikov
conjecture related to signatures of closed oriented manifolds [14]. In particular, a
coarse version of the conjecture, called the coarse Novikov conjecture, was partially
solved by the approach. Unfortunately, the Higson corona is not metrizable when-
ever the metric space is unbounded and thus it is not easily treated. Therefore
instead of the Higson compactification and the Higson corona themselves, their
metrizable quotients, which are called coarse compactifications and coronae, re-
spectively, were often used. Actually, Higson and Roe [11] used a natural corona,
that is, the Gromov boundary, for a geodesic proper hyperbolic space to show the
coarse Baum-Connes conjecture for the space, which is stronger than the coarse
Novikov conjecture and has applications to the original Novikov conjecture. This
approach using coronae has been developing ([16], [5], [7]).
Now we recall precise definitions related to coronae (see [14, Section 5.1] and [15,
Section 2.3]).
Definition 1.1. Let (X, d) be a proper metric space, that is, a metric space in
which every closed bounded subset is compact. Let Ch(X) denote the C
∗-algebra
consisting of all Higson functions on X , where a bounded continuous function f :
X → C is a Higson function if for every ε > 0 and R > 0, there exists a bounded
subset B such that for every x, y ∈ X \ B, if d(x, y) < R, then |f(x) − f(y)| < ε.
The compactification hX of X such that C(hX) is naturally isomorphic to Ch(X)
is called the Higson compactification of X , and its boundary hX \X , denoted by
νX , is called the Higson corona of X .
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A compactification cX of X is called a coarse compactification if it is metrizable
and there exists a continuous map f : hX → cX from the Higson compactification
hX to cX such that f↾X= idX . The boundary cX \X is called a corona of X .
When we want a corona for a proper metric space, we need to seek (or construct)
a compactification of the space and confirm whether it is a coarse compactification
or not. For example, consider the Euclidean plane R2 and two compactifications as
follows: One is the compactification induced by the inclusion
R
2 ∋ x 7→
x
1 + ‖x‖
∈ B(0, 1),
into the closed ball B(0, 1) with center 0 and radius 1. The other is the compacti-
fication induced by the inclusion
R
2 ∋ (x, y) 7→
(
x
1 + |x|
,
y
1 + |y|
)
∈ [−1, 1]2,
into the square [−1, 1]2. Then we can see that the first one is coarse, but the second
one is not.
In this paper we consider how to construct a compactification that is automat-
ically coarse. Our idea comes from the construction of the Gromov boundary by
using the Gromov product on a hyperbolic space. Actually we achieve it by intro-
ducing a non-linear version of the Gromov product. First we observe properties of
the Gromov product.
Observation 1.2. Let (X, d) be a metric space. Then the Gromov product at
x0 ∈ X is defined as
(x | y)x0 =
1
2
(d(x0, x) + d(x0, y)− d(x, y))
for any x, y ∈ X . It is symmetric, that is, (x | y)x0 = (y | x)x0 for any x, y ∈ X .
The space X is said to be hyperbolic if there exists δ ≥ 0 satisfying the following
linear inequality for any x, y, z ∈ X :
min{(x | y)x0 , (y | z)x0} ≤ (x | z)x0 + δ.(1.1)
Note that the Gromov product also satisfies the following linear inequalities for any
x, y ∈ X :
(x | y)x0 ≤ d(x0, x) and(1.2)
d(x0, x) ≤ 2(x | y)x0 + d(x, y).(1.3)
We consider a symmetric product with non-linear versions of inequalities (1.1),
(1.2) and (1.3). By R≥0 we denote the set of all non-negative real numbers.
Definition 1.3. For a metric space (X, d) and x0 ∈ X , we say that a symmetric
function (· | ·) : X ×X → R≥0; (x, y) 7→ (x | y) is a pre-controlled product on X if
it satisfies the following conditions:
(CP1) There exists a non-decreasing function ρ1 : R≥0 → R≥0 such that
min{(x | y), (y | z)} ≤ ρ1((x | z))
for every x, y, z ∈ X .
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(CP2) There exists a non-decreasing function ρ2 : R≥0 → R≥0 such that
(x | y) ≤ ρ2(d(x0, x))
for every x, y ∈ X .
(CP3) There exists a non-decreasing function ρ3 : R≥0 × R≥0 → R≥0 such that
d(x0, x) ≤ ρ3((x | y), d(x, y))
for every x, y ∈ X , where we say that a function ρ3 : R≥0 × R≥0 → R≥0
in two variables is non-decreasing if ρ3(s1, t1) ≤ ρ3(s2, t2) whenever s1 ≤ s2
and t1 ≤ t2.
Remark 1.4. A pre-controlled product does not depend on the choice of a base
point x0 in the following sense: Suppose that (· | ·) is a pre-controlled product with
respect to x0 and let ρi, i ∈ {1, 2, 3}, be functions in (CPi), respectively. Then, for
any y0 ∈ X , the functions ρ
′
i defined by
ρ′1(t) = ρ1(t), ρ
′
2(t) = ρ2(d(x0, y0) + t), and ρ
′
3(s, t) = ρ3(s, t) + d(x0, y0)
for s, t ∈ R≥0 show that (· | ·) is a pre-controlled product with respect to y0.
Example 1.5. For a hyperbolic space, the Gromov product in Observation 1.2 is
a pre-controlled product.
Example 1.6. For a metric space (X, d) and x0 ∈ X , define (· | ·) : X ×X → R≥0
by
(x | y) = min{d(x0, x), d(x0, y)}
for x, y ∈ X . Then (· | ·) is a pre-controlled product since
min{(x | y), (y | z)} ≤ (x | z), (x | y) ≤ d(x0, x) and d(x0, x) ≤ (x | y) + d(x, y)
for any x, y, z ∈ X .
Recall that a metric space (X, d) is called a geodesic space if for every x, x′ ∈ X
there exists an isometric embedding γ : [0, tγ ]→ X such that γ(0) = x and γ(tγ) =
x′. The map γ is called a geodesic segment between x and x′.
Example 1.7. Let (X, d) be a Busemann space, that is, a geodesic space satisfying
for any geodesic segments γ, η and for any t ∈ [0, tγ ], s ∈ [0, tη] and c ∈ [0, 1],
d(γ(ct), η(cs)) ≤ cd(γ(t), η(s)) + (1 − c)d(γ(0), η(0))(1.4)
(see [1], [13, Definition 8.1.1]). Take a base point x0 ∈ X and a constant D > 0.
For any x ∈ X , we have a unique geodesic segment γx between x0 and x (see [13,
Proposition 8.1.4]). Define a symmetric function (· | ·)D : X ×X → R≥0 by letting
(x | y)D = max{t ∈ [0,min{tγx , tγy}] : d(γx(t), γy(t)) ≤ D}
for x, y ∈ X . Then it is a pre-controlled product since it satisfies
min{(x | y)D, (y | z)D} ≤ 2(x | z)D, (x | y)D ≤ d(x0, x) and
d(x0, x) ≤ (x | y)
D +
2
D
(x | y)Dd(x, y) + d(x, y)
for any x, y, z ∈ X . It is easy to see the first two inequalities. To show the last
one, let x, y ∈ X and put t0 = min{tγx , tγy}. Then, since tγx = d(x0, x) and
tγy = d(x0, y), we have
d(x0, x) = t0 − t0 + tγx ≤ t0 + |d(x0, x)− d(x0, y)| ≤ t0 + d(x, y).(1.5)
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Thus, if (x | y)D = t0, then the conclusion holds. Assume that (x | y)
D < t0 and
let t = (x | y)D. Then D = d(γx(t), γy(t)) and, by (1.4),
d(γx(t), γy(t)) ≤
t
t0
d(γx(t0), γy(t0)).
Hence t0 ≤
t
D
d(γx(t0), γy(t0)). This, (1.5) and the facts that x = γx(tγx), y =
γy(tγy ) and t0 = min{tγx , tγy} imply
d(x0, x) ≤
t
D
d(γx(t0), γy(t0)) + d(x, y)
≤
t
D
(d(γx(t0), x) + d(x, y) + d(y, γy(t0))) + d(x, y)
=
t
D
(tγx − t0 + d(x, y) + tγy − t0) + d(x, y)
=
t
D
(|d(x0, x)− d(x0, y)|+ d(x, y)) + d(x, y)
≤
2
D
(x | y)Dd(x, y) + d(x, y).
A similar but a complicated argument can be applied to coarsely convex spaces
defined in [7] (see Section 5).
By the same argument as in the case of the Gromov product for a hyperbolic
space [9, 1.8], we can define the Gromov boundary ∂X with respect to a pre-
controlled product of a metric space X and a topology on X := X ∪ ∂X so that
it is metrizable and X is dense in X (see Definitions 2.3 and 2.7 and Lemma 2.8).
For the Gromov product of a hyperbolic space X , it is known that X is compact
providedX is proper and geodesic. However, the spaceX is not necessarily compact
even if we consider the Gromov product of a hyperbolic space. Indeed, there are a
non-proper unbounded geodesic hyperbolic space X such that ∂X = ∅ ([9, p.100,
Counterexample]) and a non-geodesic unbounded proper hyperbolic space Y such
that ∂Y = ∅ (Example 2.16). The first main theorem completely answers when
the space X with respect to a pre-controlled product is compact or not.
Theorem 1.8 (Theorem 2.9). Let X be a metric space and x0 ∈ X. Let ∂X
be the Gromov boundary with respect to a pre-controlled product (· | ·) on X and
X = X∪∂X the topological space as above. Then X is compact if and only if (X, d)
is proper and (· | ·) satisfies the following condition:
(CP4) There exists a non-decreasing function ρ4 : R≥0 → R≥0 such that for every
R ≥ 0 and x ∈ X \ Bd(x0, ρ4(R)) there exists y ∈ Bd(x0, ρ4(R)) satisfying
(x | y) ≥ R,
where Bd(x0, ρ4(R)) = {y ∈ X : d(x0, y) ≤ ρ4(R)}.
Definition 1.9. For a metric space (X, d) and x0 ∈ X , we say that a symmetric
function (· | ·) : X × X → R≥0; (x, y) 7→ (x | y) is a controlled product if it is a
pre-controlled product satisfying (CP4).
If (X, d) is a proper metric space and (· | ·) is a controlled product, then we call
the space X the Gromov compactification of X with respect to (· | ·).
Example 1.10. The pre-controlled product in Example 1.7 is a controlled product
since the identity function idR≥0 : R≥0 → R≥0 satisfies (CP4). The Gromov product
on a hyperbolic geodesic space and the pre-controlled product in Example 1.6 are
also controlled products, see Examples 2.12 and 2.13.
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Remark 1.11. By the same reason as in Remark 1.4, the condition (CP4) does not
depend on the choice of the base point x0. Indeed, if (· | ·) is a controlled product
at x0 and ρ4 : R≥0 → R≥0 is a function in (CP4) with respect to (· | ·), then for
any y0 ∈ X , the functions ρ
′
4 : R≥0 → R≥0 defined by ρ
′
4(t) = ρ4(t) + d(x0, y0),
t ∈ R≥0, satisfies (CP4) with respect to y0.
Two compactifications c1X and c2X of X are said to be equivalent if there
exists a homeomorphism f : c1X → c2X such that f ↾X= idX . We say that two
controlled products (· | ·) and (· | ·)′ on X are coarsely equivalent if there exist
non-decreasing functions ρ−, ρ+ : R≥0 → R≥0 such that limt→∞ ρ−(t) = ∞ and
ρ−((x | y)) ≤ (x | y)
′ ≤ ρ+((x | y)) for each x, y ∈ X . For example, in Example 1.7,
controlled products (x | y)D1 and (x | y)D2 for different constants D1, D2 > 0 are
coarsely equivalent. Our second main theorem clarifies a relation between coarse
compactifications and controlled products.
Theorem 1.12 (Corollary 3.5 and Theorem 4.6). Let X be a proper metric space.
Then the correspondence for a controlled product to the Gromov compactification
gives a bijection from the set of all coarse equivalence classes of controlled products
on X to the set of all equivalence classes of coarse compactifications of X.
In Section 2, we define Gromov boundaries and Gromov compactifications for
controlled products and prove Theorem 1.8. In Section 3, it is shown that coarsely
equivalent controlled products induce equivalent Gromov compactifications, and
vice versa. In Section 4, we show that every Gromov compactification is a coarse
compactification and prove Theorem 1.12. In Section 5, we consider the Gromov
product for a coarsely convex space.
The following notation will be used throughout this paper: For a metric space
(X, d), x ∈ X , A ⊂ X and S > 0, let
Bd(x, S) = {y ∈ X : d(x, y) < S}, Bd(x, S) = {y ∈ X : d(x, y) ≤ S} and
Nd(A,S) = {y ∈ X : d(y, a) ≤ S for some a ∈ A}.
Let R and N be the set of real numbers and the set of positive integers, respectively.
2. Gromov boundaries and Gromov compactifications
Throughout this section, let (X, d) be a metric space with a pre-controlled prod-
uct (· | ·) at x0 ∈ X .
Definition 2.1. Let
S∞(X) = {(xi) : (xi | xj)→∞ as i, j →∞}
and define a relation ∼ on S∞(X) by letting for every (xi), (yi) ∈ S∞(X),
(xi) ∼ (yi) ⇐⇒ (xi | yi)→∞ as i→∞.
Lemma 2.2. (i) The relation ∼ is an equivalence relation on S∞(X).
(ii) For every (xi) ∈ S∞(X), d(x0, xi) → ∞. In particular, if S∞(X) 6= ∅, then
X is unbounded.
Proof. For item (i), reflexivity and symmetry are obvious. Transitivity follows from
(CP1). Item (ii) follows from (CP2). 
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Definition 2.3. Let
∂X = S∞(X)/ ∼ and X = X ∪ ∂X.
For x ∈ X and a sequence (xi) in X , we write (xi) ∈ x if xi = x for every i ∈ N. We
extend the pre-controlled product (· | ·) : X ×X → R≥0 to a symmetric function
(· | ·) : X ×X → R≥0 ∪ {∞} by letting
(x | y) = inf{lim inf
i→∞
(xi | yi) : (xi) ∈ x, (yi) ∈ y}(2.1)
for x, y ∈ X.
Lemma 2.4. (i) There exists a non-decreasing function ρ1 : R≥0∪{∞} → R≥0∪
{∞} such that ρ1(R≥0) ⊂ R≥0, ρ1(∞) =∞ and min{(x | y), (y | z)} ≤ ρ1((x |
z)) for every x, y, z ∈ X.
(ii) There exists a non-decreasing function ρ2 : R≥0 → R≥0 such that (x | y) ≤
ρ2(d(x0, x)) for every x ∈ X and y ∈ X.
(iii) There exists a non-decreasing function ρ3 : R≥0 × R≥0 → R≥0 such that
(x | y) ≤ ρ3((x | z), d(z, y)) for every x ∈ X and y, z ∈ X.
(iv) For every x ∈ X and y ∈ X, (x | y) <∞.
(v) For x, y ∈ X, (x | y) =∞ if and only if x, y ∈ ∂X and x = y.
(vi) For x ∈ ∂X and a sequence (xi) in X, (xi) ∈ x if and only if (xi | x) → ∞
as i→∞.
(vii) For every x ∈ X and (xi) ∈ x and R > 0, if (x | x) > R, then there exists
i0 ∈ N such that (xi | x) > R for every i ≥ i0.
Proof. Let ρ1, ρ2 and ρ3 be functions in (CP1), (CP2) and (CP3), respectively.
(i) Define a non-decreasing function ρ1 : R≥0 ∪ {∞} → R≥0 ∪ {∞} by ρ1(t) =
ρ1(t + 1) if t ∈ R≥0 and ρ1(∞) = ∞. To show that this is a required function,
suppose contrary that there are x, y, z ∈ X such that ρ1((x | z)) < min{(x | y), (y |
z)}. Then for any (xi) ∈ x, (yi) ∈ y, (zi) ∈ z, there exists i0 ∈ N such that for
every i ≥ i0,
ρ1((x | z) + 1) = ρ1((x | z)) < min{(xi | yi), (yi | zi)} ≤ ρ1((xi | zi)),
and hence (x | z) + 1 < (xi | zi). This contradicts the definition of (x | z).
(ii) A function ρ2 in (CP2) is a required one since (x | yi) ≤ ρ2(d(x0, x)) for any
x ∈ X , y ∈ X, (yi) ∈ y and i ∈ N.
(iii) Let ρ1 and ρ2 be functions as above. Define ρ3 : R≥0 × R≥0 → R≥0 by
ρ3(s, t) = max{ρ1(s), ρ2(ρ3(ρ1(s), t))}
for (s, t) ∈ R≥0 × R≥0. Then ρ3 is non-decreasing. To show that ρ3 satisfies the
required condition, let x ∈ X and y, z ∈ X . If (x | y) ≤ ρ1((x | z)), then
(x | y) ≤ ρ1((x | z)) ≤ ρ3((x | z), d(z, y)).
Thus we may assume (x | y) > ρ1((x | z)). Since min{(x | y), (y | z)} ≤ ρ1((x | z))
and (x | y) > ρ1((x | z)), we have (y | z) ≤ ρ1((x | z)), and hence
(x | y) ≤ ρ2(d(x0, y)) ≤ ρ2(ρ3((y | z), d(y, z))) ≤ ρ2(ρ3(ρ1((x | z)), d(y, z)))
≤ ρ3((x | z), d(z, y)).
Thus ρ3 is as required.
(iv) It follows from (ii).
(v) It follows from (iv) and a straightforward argument.
COARSE COMPACTIFICATIONS AND CONTROLLED PRODUCTS 7
(vi) Let x ∈ ∂X and (xi) a sequence in X . To show the “only if” part, suppose
that (xi) ∈ x and let R > 0. Since (xi) ∈ S∞(X), there exists i0 ∈ N such that
ρ1(R) < (xi | xj) for every i, j ≥ i0. Let i ≥ i0 and take (yj) ∈ x arbitrarily. Then
there exists i1 ≥ i0 such that ρ1(R) < (xj | yj) for every j ≥ i1. Then, for every
j ≥ i1, we have R < (xi | yj) since ρ1(R) < min{(xi | xj), (xj | yj)} ≤ ρ1((xi | yj)).
Thus R ≤ lim infj→∞(xi | yj), and hence R ≤ (xi | x).
Conversely, suppose that (xi | x) → ∞ as i → ∞. Take (yi) ∈ x and it
suffices to show that (xi | yi) → ∞. Let R > 0. Choose i0 ∈ N satisfying
ρ1(R) < min{(xi | x), (yi | yj)} for every i, j ≥ i0. Let i ≥ i0. Since ρ1(R) < (xi | x)
and (yi) ∈ x, we have ρ1(R) < (xi | yi1) for some i1 ≥ i0. Then ρ1(R) < min{(xi |
yi1), (yi1 | yi)} ≤ ρ1((xi | yi)), and hence R < (xi | yi). Therefore (xi | yi)→∞.
(vii) Let x ∈ X , (xi) ∈ x and R > 0 with (x | x) > R. If x ∈ X , then (xi | x) > R
for every i ∈ N since xi = x. If x ∈ ∂X , the conclusion follows from (vi). 
Definition 2.5. For n ∈ N, let
Vn = {(x, y) ∈ X ×X : (x | y) > n} ∪ {(x, y) ∈ X ×X : d(x, y) < 1/n}.
For U, V ⊂ X ×X and a ∈ X, let
U−1 = {(x, y) ∈ X ×X : (y, x) ∈ U},
U ◦ V = {(x, z) ∈ X ×X : there exists y ∈ X such that (x, y) ∈ U and (y, z) ∈ V }, and
U [a] = {x ∈ X : (x, a) ∈ U},
and let ∆X = {(x, x) ∈ X ×X : x ∈ X}.
The following lemma shows that {Vn : n ∈ N} is a base of a metrizable uniformity
on X (see [4, Proposition 8.1.14 and Theorem 8.1.21]).
Lemma 2.6. (i) Vn = V
−1
n and Vn+1 ⊂ Vn for every n ∈ N.
(ii) For every n ∈ N, there exists m ∈ N such that Vm ◦ Vm ⊂ Vn.
(iii)
⋂
n∈N Vn = ∆X .
Proof. (i) Clear.
(ii) Let ρ1 and ρ3 be functions in (i) and (iii) of Lemma 2.4, respectively, and
put
m = max{ρ3(n, 1), ρ1(n), 2n}.
To show Vm◦Vm ⊂ Vn, let (x, z) ∈ Vm◦Vm and take y ∈ X satisfying (x, y), (y, z) ∈
Vm. If (x | y) > m and (y | z) > m, then (x | z) > n since ρ1(n) ≤ m < min{(x |
y), (y | z)} ≤ ρ1((x | z)). If (x | y) > m and d(y, z) < 1/m, then (x | z) > n since
ρ3(n, 1) ≤ m < (x | y) ≤ ρ3((x | z), d(z, y)) ≤ ρ3((x | z), 1). If d(x, y) < 1/m and
d(x, y) < 1/m, then d(x, z) < 1/n since m ≥ 2n. In each case, we have (x, z) ∈ Vn
and thus Vm ◦ Vm ⊂ Vn.
(iii) Since d(x, x) = 0 for every x ∈ X and (x | x) =∞ for every x ∈ ∂X by (v) of
Lemma 2.4, we have ∆X ⊂
⋂
n∈N Vn. To show
⋂
n∈N Vn ⊂ ∆X , let (x, y) ∈
⋂
n∈N Vn.
If {n ∈ N : d(x, y) < 1/n} is infinite, then x = y. Otherwise, there exists n0 ∈ N
such that (x | y) > n for every n ≥ n0, which implies (x | y) =∞. Hence x = y by
(v) of Lemma 2.4. 
Let dX be a metric on X that induces the uniformity generated by {Vn : n ∈ N}.
Then dX satisfies the following two conditions:
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• For every ε > 0, there exists m ∈ N such that Vm ⊂ {(x, y) ∈ X × X :
dX(x, y) < ε}.
• For every n ∈ N, there exists δ > 0 such that {(x, y) ∈ X ×X : dX(x, y) <
δ} ⊂ Vn.
Definition 2.7. Let X be equipped with the topology Td
X
generated by the metric
dX , that is, by the base {Vn[x] : x ∈ X,n ∈ N}. We call the subspace ∂X of X the
Gromov boundary of X with respect to (· | ·).
Lemma 2.8. (i) The relative topology Td
X
↾X on X with respect to X coincides
with the topology Td induced by the metric d.
(ii) X is a dense open subset in X.
(iii) If (X, d) is complete, then so is (X, dX).
Proof. (i) Since {(x, y) ∈ X × X : d(x, y) < 1/n} ⊂ Vn for every n ∈ N, we have
Td
X
↾X⊂ Td.
To show Td ⊂ Td
X
↾X , let ρ2 be a function in (CP2). For any x ∈ X and
n ∈ N with ρ2(d(x0, x)) ≤ n, we have Vn[x] ⊂ Bd(x,
1
n
). Indeed, if y ∈ Vn[x],
then d(y, x) < 1/n since (y, x) ∈ Vn and (y | x) ≤ ρ2(d(x0, x)) ≤ n, and thus
y ∈ Bd(x,
1
n
). Therefore Td ⊂ Td
X
↾X .
(ii) The fact that X is dense in X follows from (vi) of Lemma 2.4. To show that
X is open in X, let x ∈ X . Let ρ2 be a function in (ii) of Lemma 2.4. Choose
n ∈ N satisfying ρ2(d(x0, x)) ≤ n. Then for every y ∈ Vn[x], we have (y, x) ∈ Vn
and (y | x) ≤ ρ2(d(x0, x)) ≤ n, which imply d(y, x) < 1/n and y ∈ X . Hence
Vn[x] ⊂ X . Therefore, X is open in X.
(iii) Assume that (X, d) is complete. Let (xi) be a Cauchy sequence in (X, dX).
Then for every n ∈ N there exists i0 ∈ N such that (xi, xj) ∈ Vn for every i, j ≥ i0.
It suffices to show that (xi) has a convergent subsequence in (X, dX). To do this,
we consider three cases.
Case 1. There exists R > 0 such that {i ∈ N : xi ∈ Bd(x0, R)} is infinite. In this
case, we can take a subsequence (xij ) of (xi) such that xij ∈ Bd(x0, R) for every
j ∈ N. Let ρ2 be a function in (CP2). To show that (xij ) is a Cauchy sequence in
(X, d), take an arbitrary n ∈ N with ρ2(R) ≤ n. Since (xij ) is a Cauchy sequence
in (X, dX), there exists j0 ∈ N such that (xij , xik ) ∈ Vn for every j, k ≥ j0. Then,
for every j, k ≥ j0, the inequality
(xij | xik ) ≤ ρ2(d(x0, xij )) ≤ n
implies d(xij , xik ) < 1/n. Therefore (xij ) is a Cauchy sequence in (X, d). Since
(X, d) is complete, (xij ) is convergent in (X, d) and hence in (X, dX) by (i).
Case 2. The set {i ∈ N : xi ∈ Bd(x0, R)} is finite for any R > 0 and {i ∈
N : xi ∈ X} is infinite. In this case, by using a function ρ3 in (CP3), take an
increasing sequence (ij) in N inductively as follows: Choose i1 ∈ {l ∈ N : xl ∈
X \Bd(x0, ρ3(1, 0) + 1)}. If j ≥ 2 and ij−1 ∈ N has been chosen, then choose
ij ∈ {l ∈ N : l > ij−1, xl ∈ X \Bd(x0,max{ρ3(j, 0), d(x0, xij−1 )} + 1)}.
Since (xij ) is a Cauchy sequence in (X, dX), there exists an increasing sequence
(j(k))k∈N in N such that, for each k ∈ N, k ≤ j(k) and (xij , xij′ ) ∈ Vk for every
j, j′ ≥ j(k).
Let k ∈ N. We show that (xij(l) | xij(m) ) > k for every l,m ≥ k. If m > l ≥ k,
then j(m) > j(l) ≥ j(k), which implies (xij(l) , xij(m) ) ∈ Vk and d(xij(l) , xij(m) ) ≥
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d(x0, xij(m) )− d(x0, xij(l) ) ≥ 1 > 1/k, and hence (xij(l) | xij(m) ) > k. If m = l ≥ k,
then
ρ3(k, 0) < d(x0, xij(l) ) ≤ ρ3((xij(l) | xij(l) ), d(xij(l) , xij(l) ))
= ρ3((xij(l) | xij(l) ), 0),
which implies k < (xij(l) | xij(l) ) = (xij(l) | xij(m) ).
Hence we have that (xij(k) ) ∈ S∞(X) and (xij(k) ) converges to [(xij(k) )] ∈ ∂X in
(X, dX) by (vi) of Lemma 2.4.
Case 3. The set {i ∈ N : xi ∈ X} is finite. In this case, {i ∈ N : xi ∈ ∂X} is
infinite. Take a function ρ1 in (i) of Lemma 2.4. We may assume that t ≤ ρ1(t)
for any t ∈ R≥0 by replacing ρ1(t) with max{t, ρ1(t)}. Let nk = ρ1(ρ1(k)) for
each k ∈ N. Since (xi) is a Cauchy sequence in (X, dX), there exists an increasing
sequence (i(k))k∈N in N such that, for each k ∈ N, xi(k) ∈ ∂X and (xi, xi′ ) ∈ Vnk for
every i, i′ ≥ i(k). Then (xi(l) | xi(m)) > nk for any l,m ≥ k since xi(l), xi(m) ∈ ∂X .
For k ∈ N, fix (yki )i∈N ∈ xi(k). Since (xi(k) | xi(k)) > nk, by (vii) of Lemma 2.4,
we may take j(k) ∈ N such that (ykj(k) | xi(k)) > nk.
To show that (ykj(k))k∈N ∈ S∞(X), let k ∈ N. Then, for every l,m ≥ k,
ρ1(ρ1(k)) = nk < min{(y
l
j(l) | xi(l)), (xi(l) | xi(m)), (y
m
j(m) | xi(m))}
≤ ρ1(ρ1((y
l
j(l) | y
m
j(m)))),
and hence we have k < (yl
j(l) | y
m
j(m)). Therefore (y
k
j(k))k∈N ∈ S∞(X).
Let x = [(yk
j(k))k∈N]∼ (∈ ∂X). To show that (xi(k)) converges to x in (X, dX),
let l ∈ N. Since (yk
j(k))k∈N ∈ x ∈ ∂X , by (vi) of Lemma 2.4 and the fact that
(yk
j(k))k∈N ∈ S∞(X), there existsm ∈ N such thatm ≥ l and min{(y
n
j(n) | x), (y
n
j(n) |
yn
j(n))} > nl for every n ≥ m. Then, for every n ≥ m, we have
ρ1(ρ1(l)) = nl < min{(y
n
j(n) | x), (y
n
j(n) | y
n
j(n)), (y
n
j(n) | xi(n))} ≤ ρ1(ρ1((xi(n) | x))),
and hence l < (xi(n) | x), which implies (xi(n), x) ∈ Vl, that is, xi(n) ∈ Vl[x].
Therefore, (xi(n))n∈N converges to x. 
Now we prove our first main theorem.
Theorem 2.9. The metric space (X, dX) is compact if and only if (X, d) is proper
and (· | ·) satisfies (CP4).
Proof. Let ρ3, ρ4, ρ1 and ρ2 be functions in (CP3), (CP4), (i) of Lemma 2.4 and
(ii) of Lemma 2.4, respectively.
To show the “if” part, suppose that (X, d) is proper and (· | ·) satisfies (CP4).
Since (X, dX) is complete, it suffices to show that (X, dX) is totally bounded. To
show this, let ε > 0 and take n ∈ N satisfying Vn ⊂ {(x, y) ∈ X ×X : dX(x, y) <
ε/2}. Set R = max{ρ1(n), ρ2(ρ4(ρ1(n) + 1))}.
Claim 2.10. For every x ∈ X \Bd(x0, ρ3(R, 0)) there exists y ∈ Bd(x0, ρ4(ρ1(n)+
1)) such that (x | y) > n.
Proof of Claim 2.10. Let x ∈ X \Bd(x0, ρ3(R, 0)). Since x ∈ ∂X or
ρ3(R, 0) < d(x0, x) ≤ ρ3((x | x), d(x, x)) = ρ3((x | x), 0),
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we have R < (x | x). Let (xi) ∈ x. By (vii) of Lemma 2.4, there exists i ∈ N such
that (xi | x) > R. Since ρ2(ρ4(ρ1(n) + 1)) ≤ R < (xi | x) ≤ ρ2(d(x0, xi)), we have
ρ4(ρ1(n) + 1) < d(x0, xi). Thus, by (CP4), there exists y ∈ Bd(x0, ρ4(ρ1(n) + 1))
such that (xi | y) > ρ1(n). This and ρ1(n) ≤ R < (xi | x) imply ρ1(n) < min{(xi |
x), (xi | y)} ≤ ρ1((x | y)). Therefore (x | y) > n. 
Let S = max{ρ3(R, 0), ρ4(ρ1(n) + 1)}. Since (X, d) is proper, there exist finite
z1, z2, . . . zk ∈ X such that Bd(x0, S) ⊂
⋃k
i=1 Bd(zi, 1/n).
To show that X ⊂
⋃k
i=1 BdX (zi, ε), let x ∈ X. If x ∈ Bd(x0, S), then there
exists i ∈ {1, . . . , k} such that d(x, zi) < 1/n, and hence (x, zi) ∈ Vn, which implies
dX(x, zi) < ε/2 < ε. Suppose that x /∈ Bd(x0, S). By Claim 2.10, there exists
y ∈ Bd(x0, S) such that (x | y) > n. Since y ∈ Bd(x0, S), we have d(y, zi) < 1/n
for some i ∈ {1, . . . , k}. Then (x, y), (y, zi) ∈ Vn, and hence dX(x, zi) ≤ dX(x, y) +
dX(y, zi) < ε. Thus we have x ∈
⋃k
i=1 BdX (zi, ε). Therefore (X, dX) is totally
bounded, and hence it is compact.
For the “only if” part, suppose that (X, dX) is compact.
To show that (X, d) is proper, let R > 0. It suffices to show that Bd(x0, R)
is closed in X. Let x ∈ X \ Bd(x0, R). We consider two cases to show that
Vn[x] ⊂ X \Bd(x0, R) for some n ∈ N.
Case 1. x ∈ ∂X . In this case, choose n ∈ N satisfying n > ρ2(R). To show that
Vn[x] ⊂ X\Bd(x0, R), let y ∈ Vn[x]. We may assume y ∈ X since Bd(x0, R)∩∂X =
∅. Since (y, x) ∈ Vn and x ∈ ∂X , we have (y | x) > n. Then ρ2(R) < n < (x |
y) ≤ ρ2(d(x0, y)), which implies R < d(x0, y), and hence y ∈ X \ Bd(x0, R). Thus
Vn[x] ⊂ X \Bd(x0, R).
Case 2. x ∈ X . Then d(x0, x) > R. Choose n ∈ N satisfying 1/n < d(x0, x)−R
and n > ρ2(R). To show that Vn[x] ⊂ X \ Bd(x0, R), let y ∈ Vn[x] and we may
assume y ∈ X . Since (y, x) ∈ Vn, we have (y | x) > n or d(y, x) < 1/n. If
(y | x) > n, then R < d(x0, y) as in Case 1. If d(y, x) < 1/n, then d(x0, y) ≥
d(x0, x) − d(x, y) > 1/n+ R − 1/n = R. Thus we have y ∈ X \ Bd(x0, R). Hence
Vn[x] ⊂ X \Bd(x0, R).
Therefore Bd(x0, R) is closed in X , and hence X is proper.
We show that (· | ·) satisfies (CP4). For R ≥ 0, take nR,mR ∈ N so that nR > R
and VmR ◦ VmR ⊂ VnR . Using the compactness of X , choose z
R
1 , . . . z
R
kR
∈ X
satisfying X =
⋃kR
i=1 VmR [z
R
i ], and pick x
R
i ∈ VmR [z
R
i ] ∩X for each i ∈ {1, . . . kR}
applying the density of X in X . Set
SR = max{ρ3(R, 1), d(x0, x
R
i ) : i ∈ {1, . . . kR}}.
Define ρ4 : R≥0 → R≥0 by letting ρ4(t) = sup{SR : R ≤ t} for t ∈ R≥0. Then
ρ4 is non-decreasing. To see that ρ4 is a required function, let R ≥ 0 and x ∈
X \Bd(x0, ρ4(R)). Since X =
⋃kR
i=1 VmR [z
R
i ], there exists i0 ∈ {1, . . . , kR} such that
x ∈ VmR [z
R
i0
]. Then xRi0 ∈ Bd(x0, SR) ⊂ Bd(x0, ρ4(R)) and (x, x
R
i0
) ∈ VmR ◦ VmR ⊂
VnR , and hence (x | x
R
i0
) > nR or d(x, x
R
i0
) < 1/nR. If (x | x
R
i0
) > nR, then
(x | xRi0) > R since nR > R. If d(x, x
R
i0
) < 1/nR, then d(x, x
R
i0
) ≤ 1, which implies
ρ3(R, 1) ≤ SR < d(x0, x) ≤ ρ3((x | x
R
i0
), d(x, xRi0 )) ≤ ρ3((x | x
R
i0
), 1),
and hence R < (x | xRi0). Therefore (· | ·) is satisfies (CP4). 
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Definition 2.11. For a proper metric space X and a controlled product (· | ·), we
call the space X the Gromov compactification of X with respect to (· | ·).
Example 2.12. Let (X, d) be a hyperbolic geodesic space and x0 ∈ X . Then the
Gromov product (· | ·)x0 in Observation 1.2 is a controlled product. By the way
of construction, the Gromov boundary in the sense of Definition 2.7 is nothing but
the original Gromov boundary in [9, 1.8].
Proof. It suffices to show that the Gromov product (· | ·)x0 satisfies (CP4). We
show that the identity map idR≥0 : R≥0 → R≥0 is a required function as ρ4. Let
R ≥ 0 and x ∈ X \Bd(x0, R). Take a geodesic segment γ : [0, tγ ]→ X between x0
and x. Since R < d(x0, x), we have R ∈ [0, tγ ]. Let y = γ(R). Then y ∈ Bd(x0, R)
and
(x | y)x0 =
d(x0, x) + d(x0, y)− d(x, y)
2
=
d(γ(0), γ(tγ)) + d(γ(0), γ(R))− d(γ(tγ), γ(R))
2
=
tγ +R− (tγ −R)
2
= R.
Thus (· | ·)x0 satisfies (CP4), and hence it is a controlled product. 
Example 2.13. Let (X, d) be an unbounded proper metric space and (· | ·) the
pre-controlled product in Example 1.6. We see that (· | ·) satisfies (CP4) by taking
ρ4 : R≥0 → R≥0 as
ρ4(t) = inf{d(x0, y) : y ∈ X \Bd(x0, t)}+ 1
for t ∈ R≥0. Since X is unbounded, S∞(X) 6= ∅. By (ii) of Lemma 2.2, (xi) ∼ (yi)
for every (xi), (yi) ∈ S∞(X). Thus X is the one-point compactification of X .
Remark 2.14. It follows from (ii) of Lemma 2.2 and Theorem 2.9 that for a proper
metric space X with a controlled product, X is unbounded if and only if ∂X 6= ∅.
Concerning metric subspaces, we have the following:
Proposition 2.15. Let (Y, dY ) be a metric subspace of (X, d) and (· | ·)
Y the
restriction of (· | ·) to Y × Y . Then (· | ·)Y is a pre-controlled product on (Y, dY ).
Moreover, if (X, d) is proper and (· | ·) is a controlled product, then (· | ·)Y satisfies
(CP4), and hence it is a controlled product on (Y, dY ).
Proof. The first assertion is obvious. Assume that (X, d) is a proper and (· | ·)
is a controlled product. By Remark 1.4, we may assume that x0 ∈ Y . Let ρi,
i ∈ {1, 2, 3, 4}, be functions in (CPi) for (· | ·), respectively. We may also assume
that t ≤ ρi(t), i ∈ {1, 2}, and t ≤ ρ3(t, 1) for t ∈ R≥0. For R ≥ 0, let
QR = ρ2(ρ3(ρ1(ρ1(R)), 1)) + 1 and
C = {x ∈ Bd(x0, ρ4(QR)) : ∃y ∈ Y ((x | y) ≥ QR)}.
Since C is bounded and X is proper, there exists a finite subset A ⊂ C such that
C ⊂
⋃
a∈ABd(a, 1). For each a ∈ A, fix ya ∈ Y satisfying (a | ya) ≥ QR and set
SR = max{ρ4(QR), d(x0, ya) : a ∈ A}.
Define ρY4 : R≥0 → R≥0 by letting ρ
Y
4 (t) = sup{SR : R ≤ t} for t ∈ R≥0. Then
ρY4 is non-decreasing. To show that ρ
Y
4 is a required function, let R ≥ 0 and
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y ∈ Y \ BdY (x0, ρ
Y
4 (R)). Since ρ4(QR) ≤ ρ
Y
4 (R), there exists x ∈ Bd(x0, ρ4(QR))
such that (y | x) ≥ QR. Then x ∈ C and hence we have a ∈ A with d(x, a) < 1.
Since
ρ2(ρ3(ρ1(ρ1(R)), 1)) < QR ≤ (x | y) ≤ ρ2(d(x0, x))
≤ ρ2(ρ3((x | a), d(x, a))) ≤ ρ2(ρ3((x | a), 1)),
we have ρ1(ρ1(R)) < (x | a). This and ρ1(ρ1(R)) < QR ≤ min{(y | x), (a | ya)}
imply
ρ1(ρ1(R)) < min{(y | x), (x | a), (a | ya)} ≤ ρ1(ρ1((y | ya))),
and hence R < (y | ya) = (y | ya)
Y . We also have d(x0, ya) ≤ SR ≤ ρ
Y
4 (R). Thus
(· | ·)Y satisfies (CP4). 
The following example shows that the assumption that (X, d) is proper is essen-
tial for (CP4) in Proposition 2.15.
Example 2.16. Let X = {(0, 0)} ∪ N2 and define a metric d on X by
d(x1, x2) =
{
|n1 − n2| if m1 = m2,
n1 + n2 if m1 6= m2.
for x1 = (m1, n1), x2 = (m2, n2) ∈ X . Let x0 = (0, 0) and let (· | ·) be the Gromov
product at x0 (as in Observation 1.2). Then we have
(x1 | x2) =
{
min{n1, n2} if m1 = m2,
0 if m1 6= m2
and (X, d) is 0-hyperbolic. We also see that (· | ·) satisfies (CP4) by taking the
identity function idR≥0 : R≥0 → R≥0, and thus (· | ·) is a controlled product. Note
that (X, d) is not proper.
Let Y = {x0}∪{(m, 2
m) : m ∈ N} and Z = {x0}∪{(m, 2
mn) : m,n ∈ N} be the
metric subspaces of (X, d). Then the induced metrics dY and dZ are proper, while
the induced pre-controlled products (· | ·)Y and (· | ·)Z do not satisfy (CP4). Note
that S∞(Y ) = ∅ even though Y is unbounded (compare (ii) of Lemma 2.2), while
∂Z is homeomorphic to the discrete space N.
3. Corasely equivalent controlled products
Definition 3.1. For two functions (· | ·), (· | ·)′ : X × X → R≥0, we write (· |
·)  (· | ·)′ if there exists a non-decreasing function ρ+ : R≥0 → R≥0 such that
(x | y) ≤ ρ+((x | y)
′) for each x, y ∈ X . Two functions (· | ·) and (· | ·)′ are said to
be coarsely equivalent if there exist non-decreasing functions ρ−, ρ+ : R≥0 → R≥0
such that limt→∞ ρ−(t) = ∞ and ρ−((x | y)) ≤ (x | y)
′ ≤ ρ+((x | y)) for each
x, y ∈ X .
Remark 3.2. For (· | ·), (· | ·)′ : X × X → R≥0, the following conditions are
equivalent (see [10, Lemma 2.1]):
(a) (· | ·)  (· | ·)′.
(b) There exists a non-decreasing function ρ− : R≥0 → R≥0 such that limt→∞ ρ−(t) =
∞ and ρ−((x | y)) ≤ (x | y)
′ for each x, y ∈ X .
(c) For every R ≥ 0 there exists SR ≥ 0 such that if x, y ∈ X and (x | y)
′ ≤ R,
then (x | y) ≤ SR.
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In particular, (· | ·) and (· | ·)′ are coarsely equivalent if and only if (· | ·)  (· | ·)′
and (· | ·)′  (· | ·).
Remark 3.3. Let (· | ·) be a controlled product on a metric space X at x0 ∈ X
and (· | ·)′ : X × X → R≥0 a symmetric function which is coarsely equivalent to
(· | ·). Then (· | ·)′ is automatically a controlled product on X at x0. Indeed, let ρi
be functions in (CPi) for i ∈ {1, 2, 3, 4} with respect to (· | ·). Since (· | ·) and (· | ·)′
are coarsely equivalent, there exist non-decreasing functions ρ+, ρ
′
+ : R≥0 → R≥0
satisfying
(x | y)′ ≤ ρ+((x | y)) and (x | y) ≤ ρ
′
+((x | y)
′)
for every x, y ∈ X . Define a non-decreasing functions ρ′i, i ∈ {1, 2, 3, 4}, by letting
ρ′1(t) = ρ+(ρ1(ρ
′
+(t))), ρ
′
2(t) = ρ+(ρ2(t)),
ρ′3(s, t) = ρ3(ρ
′
+(s), t) and ρ
′
4(t) = ρ4(ρ
′
+(t))
for s, t ∈ R≥0. Then the functions satisfy (CP1)–(CP4) with respect to (· | ·)
′.
Proposition 3.4. Let (X, d) be a proper metric space with controlled products (· | ·)
and (· | ·)′. Let X and X
′
be the Gromov compactifications with respect to (· | ·)
and (· | ·)′, respectively. Then (· | ·)  (· | ·)′ if and only if there exists a continuous
map f : X → X
′
such that f↾X= idX .
Proof. To show the “only if” part, suppose that (· | ·)  (· | ·)′. Let S′∞(X) (resp.,
∼′) be the set (resp., the equivalence relation) as in Definition 2.1 with respect to
(· | ·)′. Then, for any x ∈ ∂X and (xi), (yi) ∈ x, we have (xi), (yi) ∈ S
′
∞(X) and
(xi) ∼
′ (yi) since (· | ·)  (· | ·)
′. Thus we may define a map f : X → X
′
by letting
f(x) =
{
x if x ∈ X,
[(xi)]∼′ if (xi) ∈ x ∈ ∂X.
To show that f is continuous, it suffices to show that it is continuous at every
point in ∂X , that is, for any x ∈ ∂X and any n ∈ N there exists m ∈ N such that
(f(x) | f(x′))′ > n for each x′ ∈ X with (x | x′) > m, where (· | ·) and (· | ·)′ are
extended on X and X
′
, respectively, as in (2.1). Let ρ1 and ρ1
′ be functions in (i)
of Lemma 2.4 for (· | ·) and (· | ·)′, respectively. We may assume that t ≤ ρ1(t) and
t ≤ ρ1
′(t) for every t ∈ R≥0. Since (· | ·)  (· | ·)
′, there exists a non-decreasing
function ρ+ : R≥0 → R≥0 satisfying (x | x
′) ≤ ρ+((x | x
′)′) for every x, x′ ∈ X .
Then for an arbitrary x ∈ ∂X and n ∈ N, let m = ρ1(ρ1(ρ+(ρ1
′(ρ1
′(n))))). Let
x′ ∈ X with (x | x′) > m, and we show that (f(x) | f(x′))′ > n.
First, we suppose that x′ ∈ ∂X . We may assume that f(x) 6= f(x′) (since
(f(x) | f(x))′ = ∞ by (v) of Lemma 2.4). Take (xi) ∈ x and (x
′
i) ∈ x
′. By (vi) of
Lemma 2.4, there is j ∈ N satisfying
m < min{(xj | x), (x
′
j | x
′)} and(3.1)
ρ1
′(ρ1
′((f(x) | f(x′))′)) < min{(f(x) | xj)
′, (x′j | f(x
′))′}.(3.2)
By the inequality
min{(f(x) | xj)
′, (xj | x
′
j)
′, (x′j | f(x
′))′} ≤ ρ1
′(ρ1
′((f(x) | f(x′))′)),
(3.2) and the choice of ρ+, we have
(xj | x
′
j) ≤ ρ+((xj | x
′
j)
′) ≤ ρ+(ρ1
′(ρ1
′((f(x) | f(x′))′))),
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and hence
ρ1(ρ1(ρ+(ρ1
′(ρ1
′(n))))) = m
<min{(xj | x), (x | x
′), (x′j | x
′)} ≤ ρ1(ρ1((xj | x
′
j)))
≤ρ1(ρ1(ρ+(ρ1
′(ρ1
′((f(x) | f(x′))′))))),
which implies n < (f(x) | f(x′))′.
By a similar (but simpler) argument, we can show that n < (f(x) | f(x′))′ when
x′ ∈ X . Hence f is continuous.
To show the “if” part, suppose that there is a continuous map f : X → X
′
such
that f ↾X= idX . For n ∈ N, let Vn and V
′
n be the sets defined in Definition 2.5
with respect to (· | ·) and (· | ·)′, respectively. To see (· | ·)  (· | ·)′, we show
that for every R > 0 there exists SR > 0 such that if x, y ∈ X and (x | y) > SR,
then (x | y)′ > R (see Remark 3.2). Indeed, let R > 0 and choose mR ∈ N
with mR > R. Since f is uniformly continuous, there exists nR ∈ N such that
if x, y ∈ X and (x, y) ∈ VnR , then (f(x), f(y)) ∈ V
′
mR
. Let ρ2 be a function in
(CP2) with respect to (· | ·) and ρ′3 a function in (CP3) with respect to (· | ·)
′. Put
SR = max{nR, ρ2(ρ
′
3(R, 1))}. To show that SR is as required, let x, y ∈ X with
(x | y) > SR. If d(x, y) ≤ 1, then we have (x | y)
′ > R since
ρ2(ρ
′
3(R, 1)) < (x | y) ≤ ρ2(d(x0, x)) ≤ ρ2(ρ
′
3((x | y)
′, d(x, y)))
≤ ρ2(ρ
′
3((x | y)
′, 1)).
Suppose that d(x, y) > 1. Since (x | y) > nR, we have (x, y) ∈ VnR . This and
f ↾X= idX imply (x, y) ∈ V
′
mR
. Since (x, y) ∈ V ′mR and d(x, y) > 1, we have
(x | y)′ > R. Thus (· | ·)  (· | ·)′. 
By Proposition 3.4 (and [4, Theorem 3.5.4]), we have the following:
Corollary 3.5. Let (X, d) be a proper metric space with controlled products (· | ·)
and (· | ·)′. Let X and X
′
be the Gromov compactifications with respect to (· | ·)
and (· | ·)′, respectively. Then (· | ·) and (· | ·)′ are coarsely equivalent if and only
if X and X
′
are equivalent compactifications.
4. Gromov compactifications and coarse compactifications
Throughout this section, let (X, d) be a proper metric space, (· | ·) a controlled
product on (X, d), X the Gromov compactification with respect to (· | ·) and
∂X its Gromov boundary. For definitions related to coarse compactifications, see
Definition 1.1.
Definition 4.1. A bounded continuous function f : X → C is called a Gromov
function if, for every ε > 0, there exists Q > 0 such that |f(x)− f(y)| < ε for every
x, y ∈ X with (x | y) > Q.
Proposition 4.2. Every Gromov function is a Higson function.
Proof. Let f : X → C be a Gromov function. To show that f is a Higson function,
let ε > 0 and R > 0. Since f is a Gromov function, there exists Q > 0 such that
|f(x) − f(y)| < ε for every x, y ∈ X with (x | y) > Q. Let ρ3 be a function in
(CP3). Then, for every x, y ∈ X \Bd(x0, ρ3(Q,R)) with d(x, y) < R, we have
ρ3(Q,R) < d(x0, x) ≤ ρ3((x | y), d(x, y)) ≤ ρ3((x | y), R),
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which implies Q < (x | y), and hence |f(x) − f(y)| < ε. Therefore f is a Higson
function. 
Let C(X) denote the set of all continuous functions on X to C and Cg(X) the
set of all Gromov functions on X to C.
Proposition 4.3. For any function f : X → C, f ∈ Cg(X) if and only if there
exists f ∈ C(X) such that f↾X= f .
Proof. The “if” part follows from the fact that every f ∈ C(X) is uniformly contin-
uous and a straightforward argument. To show the “only if” part, let f ∈ Cg(X). It
is easy to see that, for every x ∈ X and (xi) ∈ x, the sequence (f(xi)) is convergent
in C and that the limit limi→∞ f(xi) does not depend on the choice of (xi) ∈ x.
Thus we may define f : X → C by letting f(x) = limi→∞ f(xi), where (xi) ∈ x, for
x ∈ X. It is clear that f↾X= f . It remains to show that f is continuous. Since X is
open in X and f↾X (= f) is continuous, it suffices to show that f is continuous at
x ∈ ∂X . Let x ∈ ∂X and ε > 0. Since f is a Gromov function, there exists n ∈ N
such that |f(z)− f(z′)| < ε/3 for every z, z′ ∈ X with (z | z′) > n. Let y ∈ X with
(x, y) ∈ Vn. Since x ∈ ∂X , we have (x | y) > n. Let (xi) ∈ x and (yi) ∈ y. Taking
j ∈ N satisfying (xj | yj) > n, |f(x) − f(xj)| < ε/3 and |f(y) − f(yj)| < ε/3, we
have |f(x)− f(y)| < ε, and thus f is continuous. 
Remark 4.4. The sets C(X) and Cg(X) with canonical operations and the sup-
norms defined by
‖f‖ = sup{|f(x)| : x ∈ X} and ‖g‖ = sup{|g(x)| : x ∈ X}
for f ∈ C(X) and g ∈ Cg(X) form C
∗-algebras. The map ϕ : C(X) → Cg(X)
defined by ϕ(f) = f↾X for every f ∈ C(X) is an isomorphism.
Proposition 4.5. The Gromov compactification X is a coarse compactification of
X and the Gromov boundary ∂X is a corona of X.
Proof. By Proposition 4.2 and Remark 4.4, C(X) ∼= Cg(X) ⊂ Ch(X) ∼= C(hX),
which implies that there exists a continuous map f : hX → X such that f↾X= idX
(see, for example, [2, Theorem 2.10]). Thus X is a coarse compactification and the
Gromov boundary ∂X is a corona of X . 
Conversely, we have the following:
Theorem 4.6. For every coarse compactification cX of a proper metric space
(X, d), there exists a controlled product (· | ·)c on X such that cX and the Gro-
mov compactification X
c
with respect to (· | ·)c are equivalent. In particular, every
corona of X is homeomorphic to the Gromov boundary with respect to some con-
trolled product on X.
To prove Theorem 4.6, we will apply the next lemma, which follows from [3,
Proposition 2.3].
Lemma 4.7. Let E and F be disjoint closed subsets of a coarse compactification
cX of a proper metric space (X, d). Then for any R > 0 the intersection Nd(E ∩
X,R) ∩Nd(F ∩X,R) is bounded in X.
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Proof. Let f : hX → cX be a continuous surjection such that f ↾X= idX . Then
f−1(E) and f−1(F ) are disjoint closed subsets of hX . Since f ↾X= idX , we have
for R > 0
Nd(E ∩X,R) ∩Nd(F ∩X,R) = Nd(f
−1(E) ∩X,R) ∩Nd(f
−1(F ) ∩X,R),
which is bounded in X by [3, Proposition 2.3]. 
Proof of Theorem 4.6. Let (cX, dc) be a coarse compactification of a proper metric
space (X, d). Fix x0 ∈ X and let
n(x, y) = max
{
n ∈ {0} ∪N : dc(x, y) ≤ 2
−ndiam(cX)
}
and
(x | y)c = min{d(x0, x), d(x0, y), n(x, y)}
for x, y ∈ X , where diam(cX) = sup{dc(z, w) : z, w ∈ cX}.
Claim 4.8. The function (· | ·)c is a controlled product.
Proof of Claim 4.8. It is obvious that (· | ·)c is symmetric and satisfies (CP2). For
(CP1), let x, y, z ∈ X and we show that
min{n(x, y), n(y, z)} ≤ n(x, z) + 1,(4.1)
which implies min{(x | y)c, (y | z)c} ≤ (x | z)c + 1. To show (4.1), let m =
n(x, y) and n = n(y, z). We may assume m ≤ n without loss of generality. Then
dc(x, y) ≤ 2
−mdiam(cX) and dc(y, z) ≤ 2
−ndiam(cX) ≤ 2−mdiam(cX), which
imply dc(x, z) ≤ 2
−m+1diam(cX), and hence
min{n(x, y), n(y, z)} = m = m− 1 + 1 ≤ n(x, z) + 1.
For (CP3), we will show that for every Q,R ∈ R≥0 there exists SQ,R ∈ R≥0 such
that, for every x, y ∈ X , if (x | y)c ≤ Q and d(x, y) ≤ R, then d(x0, x) ≤ SQ,R.
Then the function ρ3 : R≥0 × R≥0 → R≥0 defined by ρ3(s, t) = sup{SQ,R : Q,R ∈
R≥0, Q ≤ s, R ≤ t} for s, t ∈ R≥0 is as required.
Let Q,R ≥ 0, fix n ∈ N with n > Q and let δ = 2−ndiam(cX). Since the
metric space (cX, dc) is compact, there exists a finite subset F of cX such that
cX =
⋃
a∈F Bdc(a, δ/4). Let
F = {{a, b} ⊂ F : dc(a, b) > δ/2}.
Then, for each {a, b} ∈ F , Bdc(a, δ/4) and Bdc(b, δ/4) are disjoint closed subsets
of cX , and hence, by Lemma 4.7, there exists Sa,b > 0 such that
Nd(Bdc(a, δ/4) ∩X,R) ∩Nd(Bdc(b, δ/4) ∩X,R) ⊂ Bd(x0, Sa,b).
Set SQ,R = max{Q + R,Sa,b : {a, b} ∈ F}. To show that SQ,R is a required
constant, let x, y ∈ X with (x | y)c ≤ Q and d(x, y) ≤ R. Since (x | y)c ≤ Q, we
have min{d(x0, x), d(x0, y)} ≤ Q or n(x, y) ≤ Q. If min{d(x0, x), d(x0, y)} ≤ Q,
then d(x0, x) ≤ Q + d(x, y) ≤ Q + R ≤ SQ,R. Assume that n(x, y) ≤ Q. Then
n(x, y) < n, and hence
dc(x, y) > 2
−ndiam(cX) = δ.
Since x, y ∈ X ⊂
⋃
a∈F Bdc(a, δ/4), there exist ax, ay ∈ F such that dc(x, ax) < δ/4
and dc(y, ay) < δ/4. Then {ax, ay} ∈ F and
x ∈ Nd(Bdc(ax, δ/4) ∩X,R) ∩Nd(Bdc(ay, δ/4) ∩X,R)
⊂ Bd(x0, Sax,ay ) ⊂ Bd(x0, SQ,R),
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and thus d(x0, x) ≤ SQ,R.
Finally, we show that (· | ·)c satisfies (CP4). For R ≥ 0, take nR ∈ N with nR >
R and let δR = 2
−nRdiam(cX). Also, take a finite subset ER of X \Bd(x0, R+ 1)
satisfying cX \ Bd(x0, R + 1) ⊂
⋃
a∈ER
Bdc(a, δR) by using the facts that cX \
Bd(x0, R+1) is compact and X \Bd(x0, R+1) is dense in cX \Bd(x0, R+1). Then
we set SR = max{R+ 1, d(x0, a) : a ∈ ER}.
Define ρ4 : R≥0 → R≥0 by letting ρ4(t) = sup{SR : R ≤ t} for t ∈ R≥0.
Then ρ4 is non-decreasing. To show that ρ4 is a required function, let R ≥ 0 and
x ∈ X \ Bd(x0, ρ4(R)). Since R + 1 ≤ SR ≤ ρ4(R), we have x ∈ X \ Bd(x0, R +
1) ⊂
⋃
a∈ER
Bdc(a, δR), and there exists y ∈ ER such that dc(x, y) < δR. Since
y ∈ ER, we have d(x0, y) ≤ SR ≤ ρ4(R), which implies y ∈ Bd(x0, ρ4(R)). Since
y ∈ ER ⊂ X \ Bd(x0, R + 1) and x /∈ Bd(x0, ρ4(R)), we have R < d(x0, y) and
R ≤ ρ4(R) < d(x0, x). Also, since dc(x, y) < δR = 2
−nRdiam(cX), we have
R < nR ≤ n(x, y). Hence (x | y)
c > R. Therefore, (· | ·)c satisfies (CP4), and it is
a controlled product. 
Let ∂cX (resp., X
c
) be the Gromov boundary (resp., Gromov compactification)
with respect to (· | ·)c. We show that X
c
and cX are equivalent compactifications
of X . For x ∈ ∂cX and (xi) ∈ x, we have dc(xi, xj) ≤ 2
−ndiam(cX) for any n ∈ N
with (xi | xj)
c ≥ n, which implies that (xi) is a Cauchy sequence in the metric
space (cX, dc), and thus (xi) converges to some point yx ∈ cX . Note that yx does
not depend on the choice of (xi) ∈ x and that yx /∈ X since d(x0, xi) → ∞ as
(xi | xj)
c →∞. Define a map f : X
c
→ cX by letting
f(x) =
{
x if x ∈ X,
yx if (xi) ∈ x ∈ ∂
cX.
To show that f is injective, let x, x′ ∈ X
c
with f(x) = f(x′). We may assume
that x, x′ ∈ ∂cX since f ↾X= idX and f(z) /∈ X for each z ∈ ∂
cX . Let (xi) ∈ x
and (x′i) ∈ x
′. Then d(x0, xi) → ∞ and d(x0, x
′
i) → ∞. Since both (xi) and (x
′
i)
converge to f(x) in (cX, dc), we have dc(xi, x
′
i) → 0. Thus (xi | x
′
i)
c → ∞, and
hence x = x′. Therefore f is injective.
To show that f is surjective, let y ∈ cX . We may assume that y /∈ X . Take a
sequence (xi) in X converging to y. Then d(x0, xi)→∞ since y /∈ X and (X, d) is
proper, and n(xi, xj)→∞ since dc(xi, xj)→ 0. Thus (xi | xj)
c →∞ as i, j →∞,
and hence [(xi)] ∈ ∂
cX . We also have f([(xi)]) = y by the definition of f . Thus f
is surjective.
Finally, we show that f is homeomorphism. It suffices to show that f is con-
tinuous at every point in ∂cX . Let x ∈ ∂cX and ε > 0. Choose n ∈ N satisfying
2−ndiam(cX) < ε/3 and let Vn be the set defined in Definition 2.5 with respect to
(· | ·)c. Let x′ ∈ Vn[x], (xi) ∈ x and (x
′
i) ∈ x
′, where we let x′i = x
′ for any i ∈ N if
x′ ∈ X (see Definition 2.3). Then (x | x′)c > n since x ∈ ∂cX . Take j ∈ N such that
(xj | x
′
j)
c > n, dc(xj , f(x)) < ε/3 and dc(x
′
j , f(x
′)) < ε/3. Since (xj | x
′
j)
c > n, we
have dc(xj , x
′
j) < 2
−ndiam(cX) < ε/3, and thus dc(f(x), f(x
′)) < ε. Therefore f
is continuous at x. 
5. Coarsely convex spaces
A geodesic hyperbolic space can be considered as a “coarsely negatively curved”
space and has been studied very well. Then the following is a natural question:
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What is a “coarsely non-positively curved” space? The first two authors introduced
a coarsely convex space as such a space and studied it [7]. Especially, the ideal
boundary of a coarsely convex space was constructed and essentially used in the
proof of the coarse Baum-Connes conjecture for the space. In this section, we
reconstruct the ideal boundary as the Gromov boundary by a controlled product
that was given in [7].
Recall that, for a metric space (X, d), a map γ : [0, tγ ] → X is said to be a
(λ, k)-quasi-geodesic segment, where λ ≥ 1 and k ≥ 0, if
1
λ
|t− s| − k ≤ d(γ(t), γ(s)) ≤ λ|t− s|+ k
for every s, t ∈ [0, tγ ].
Definition 5.1. Let (X, d) be a metric space. Let λ ≥ 1, k ≥ 0, E ≥ 1, and C ≥ 0
be constants, θ : R≥0 → R≥0 a non-decreasing function and L a family of (λ, k)-
quasi-geodesic segments. The metric space X is (λ, k, E,C, θ,L)-coarsely convex if
it satisfies the following:
(i)q For x, y ∈ X , there exists γ ∈ L such that γ(0) = x and γ(tγ) = y.
(ii)q For γ, η ∈ L, t ∈ [0, tγ ], s ∈ [0, tη], and 0 ≤ c ≤ 1, we have
d(γ(ct), η(cs)) ≤ cEd(γ(t), η(s)) + (1− c)Ed(γ(0), η(0)) + C.
(iii)q For γ, η ∈ L, t ∈ [0, tγ ] and s ∈ [0, tη], we have
|t− s| ≤ θ(d(γ(0), η(0)) + d(γ(t), η(s))).
A (λ, k, E,C, θ,L)-coarsely convex space is simply called a coarsely convex space
(with respect to L).
Example 5.2. Let (X, d) be a Busemann space and Lg the set of all geodesic
segments on X . Then X is (1, 0, 1, 0, idR≥0 ,L
g)-coarsely convex.
Example 5.3. Let (X, d) be a proper geodesic hyperbolic space and (· | ·)x0 the
Gromov product at x0 ∈ X defined in Observation 1.2. There exists δ ≥ 0 satisfying
(1.1). Let Lg denote the set of all geodesic segments on X . Then every geodesic
triangle in X is 4δ-thin (see [8, Definition 16 and Proposition 21]), and (X, d) is
(1, 0, 1, 8δ, idR≥0 ,L
g)-coarsely convex (for (ii)q, see [8, Proposition 25]).
LetX be a (λ, k, E,C, θ,L)-coarsely convex space, fix x0 ∈ X and set Lx0 = {γ ∈
L : γ(0) = x0}. For a constant D > 0, define functions (· | ·)
D : Lx0 × Lx0 → R≥0
and (· | ·)D : X ×X → R≥0 by letting
(γ | η)D = sup{t ∈ [0,min{tγ , tη}] : d(γ(t), η(t)) ≤ D}, γ, η ∈ Lx0 and(5.1)
(x | y)D = sup{(γ | η)D : γ, η ∈ Lx0 , x = γ(tγ), y = η(tη)}, x, y ∈ X(5.2)
(see [7, Definitions 4.6 and 4.11]).
Proposition 5.4. Let D ≥ max{C + 1, λθ(0) + k}. Then the function (· | ·)D :
X ×X → R≥0 defined in (5.2) is symmetric and satisfies the following conditions:
(i) min{(x | y)D, (y | z)D} ≤ 5E2D(x | z)D for every x, y, z ∈ X.
(ii) (x | y)D ≤ λd(x0, x) + λk for every x, y ∈ X.
(iii) d(x0, x) ≤ λE(x | y)
D(1+λθ(d(x, y))+d(x, y)+2k)+λθ(d(x, y))+k for every
x, y ∈ X.
(iv) (· | ·)D satisfies (CP4).
COARSE COMPACTIFICATIONS AND CONTROLLED PRODUCTS 19
In particular, (· | ·)D is a controlled product at x0.
Moreover, if D′ ≥ max{C + 1, λθ(0) + k}, then the controlled products (· | ·)D
and (· | ·)D
′
are coarsely equivalent.
Proof. For every x, y ∈ X and γ, η ∈ Lx0 with x = γ(tγ) and y = η(tη), we have
that d(γ(0), η(0)) = 0 and min{tγ , tη} ≤ tγ ≤ λd(x0, x)+λk since γ is (λ, k)-quasi-
geodesic. This shows that (γ | η)D ≤ λd(x0, x)+λk, and hence (x | y)
D ∈ R≥0 and
(ii) holds. Obviously (· | ·)D is symmetric.
To show (i), let A = 5E2D and assume that x, y, z ∈ X and 0 < r < min{(x |
y)D, (y | z)D}. It suffices to show that r ≤ A(x | z)D. Since r < min{(x |
y)D, (y | z)D}, there are γ, η, η′, ξ ∈ Lx0 , t ∈ [0,min{tγ , tη}] and t
′ ∈ [0,min{tη′ , tξ}]
satisfying
x = γ(tγ), y = η(tη) = η
′(tη′), z = ξ(tξ),
d(γ(t), η(t)) ≤ D, d(η′(t′), ξ(t′)) ≤ D and r ≤ min{t, t′}.
Without loss of generality, we may assume t ≤ t′. Then t = ct′ for some c ∈ [0, 1].
By (ii)q,
d(η′(t), ξ(t)) ≤ cEd(η′(t′), ξ(t′)) + C ≤ cED + C ≤ ED + C and(5.3)
d
(
η(t), η′
(
t
tη
tη′
))
≤ C.(5.4)
By (5.4), the fact that η′ is (λ, k)-quasi-geodesic and (iii)q, we have
d(η(t), η′(t)) ≤ d
(
η(t), η′
(
t
tη
tη′
))
+ d
(
η′
(
t
tη
tη′
)
, η′(t)
)
(5.5)
≤ C + λ|tη − tη′ |
t
tη
+ k ≤ C + λθ(0) + k.
Inequalities (5.3) and (5.5), E ≥ 1 and D ≥ max{C + 1, λθ(0) + k} imply
d(γ(t), ξ(t)) ≤ d(γ(t), η(t)) + d(η(t), η′(t)) + d(η′(t), ξ(t))
≤ D + (C + λθ(0) + k) + (ED + C)
≤ 5ED = AE−1.
Since A ≥ 1, (ii)q yields
d(γ(A−1t), ξ(A−1t)) ≤ A−1Ed(γ(t), ξ(t)) + C ≤ 1 + C ≤ D,
which implies A−1t ≤ (x | z)D and hence r ≤ t ≤ A(x | z)D. Therefore, min{(x |
y)D, (y | z)D} ≤ A(x | z)D.
For (iii), let x, y ∈ X and take δ > 0 arbitrarily. Then there exist γ, η ∈ Lx0 and
t ∈ [0,min{tγ , tη}] satisfying
x = γ(tγ), y = η(tη), d(γ(t), η(t)) ≤ D and (x | y)
D − δ < t ≤ (x | y)D.
Let t0 = min{tγ , tη}. If t0 ≤ (x | y)
D, then, since γ is (λ, k)-quasi-geodesic and
|tγ − tη| ≤ θ(d(γ(tγ), η(tη)) = θ(d(x, y)) by (iii)
q, we have
d(x0, x) ≤ λtγ + k = λ(t0 + tγ − t0) + k ≤ λ(x | y)
D + λ|tγ − tη|+ k
≤ λ(x | y)D + λθ(d(x, y)) + k
≤ λE(x | y)D(1 + λθ(d(x, y)) + d(x, y) + 2k) + λθ(d(x, y)) + k.
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Assume that t0 > (x | y)
D and put t1 = min{t + δ, t0}. Since t1 > (x | y)
D, we
have d(γ(t1), η(t1)) > D. This, t1 ≤ t0 and (ii)
q imply that
D < d(γ(t1).η(t1)) ≤
t1
t0
Ed(γ(t0), η(t0)) + C,
and hence, since D ≥ C + 1 and t1 ≤ t+ δ ≤ (x | y)
D + δ,
t0 <
t1E
D − C
d(γ(t0), η(t0)) ≤ E((x | y)
D + δ)d(γ(t0), η(t0)).(5.6)
Here, from the facts that γ and η are (λ, k)-quasi-geodesic, t0 = min{tγ , tη} and
|tγ − tη| ≤ θ(d(x, y)), we have
d(γ(t0), η(t0)) ≤ d(γ(t0), x) + d(x, y) + d(y, η(t0))(5.7)
≤ λ|t0 − tγ |+ k + d(x, y) + λ|t0 − tη|+ k
≤ λ|tγ − tη|+ d(x, y) + 2k ≤ 1 + λθ(d(x, y)) + d(x, y) + 2k.
By (5.6) and (5.7),
d(x0, x) ≤ λtγ + k ≤ λt0 + λ|tγ − tη|+ k
< λE((x | y)D + δ)(1 + λθ(d(x, y)) + d(x, y) + 2k) + λθ(d(x, y)) + k.
Since δ was taken arbitrarily, we have the required inequality.
Next, we show that (· | ·)D satisfies (CP4). Define ρ4 : R≥0 → R≥0 by letting
ρ4(t) = λ(t+ θ(0)) + k.
To show that ρ4 is a required function, let R ≥ 0 and x ∈ X \ Bd(x0, ρ4(R)).
Choose γ ∈ Lx0 with γ(tγ) = x by using (i)
q. Then λ(R + θ(0)) + k = ρ4(R) <
d(x0, x) ≤ λtγ + k and thus R+ θ(0) < tγ . Let R
′ = R+ θ(0) and y = γ(R′). Since
d(x0, y) = d(x0, γ(R
′)) ≤ λR′ + k = ρ4(R), we have y ∈ Bd(x0, ρ4(R)). Choose
η ∈ Lx0 with η(tη) = y. Then η(tη) = γ(R
′) and thus |R′ − tη| ≤ θ(0) by (iii)
q.
Recalling D ≥ λθ(0) + k, we have that, if R′ ≥ tη, then
d(γ(tη), η(tη)) = d(γ(tη), γ(R
′)) ≤ λ|tη −R
′|+ k ≤ λθ(0) + k ≤ D,
and if R′ ≤ tη, then
d(γ(R′), η(R′)) = d(η(tη), η(R
′)) ≤ λ|tη −R
′|+ k ≤ λθ(0) + k ≤ D.
Hence (x | y)D ≥ min{tη, R
′}. Since R′ − tη ≤ |R
′ − tη| ≤ θ(0), we have tη ≥
R′ − θ(0) = R and thus (x | y)D ≥ R. Therefore (· | ·)D is a controlled product.
Finally, suppose that D′ ≥ max{C +1, λθ(0)+ k} and we show that (· | ·)D and
(· | ·)D
′
are coarsely equivalent. Without loss of generality, we may assume that
D′ ≤ D. Then it is clear that (· | ·)D
′
 (· | ·)D. To show (· | ·)D  (· | ·)D
′
, let
x, y ∈ X and we shall show that (x | y)D ≤ ED(x | y)D
′
. Indeed, assume that
r < (x | y)D. Then there exist γ, η ∈ Lx0 and t ∈ [0,min{tγ , tη}] satisfying
x = γ(tγ), y = η(tη), d(γ(t), η(t)) ≤ D and r < t.
Since 1 ≤ D ≤ ED and 1 + C ≤ D′, by (ii)q, we have
d(γ((ED)−1t), η((ED)−1t)) ≤ (ED)−1Ed(γ(t), η(t)) + C ≤ 1 + C ≤ D′.
Hence (ED)−1t ≤ (x | y)D
′
and thus t ≤ ED(x | y)D
′
. Therefore (x | y)D ≤
ED(x | y)D
′
. 
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Remark 5.5. In [7, Definition 4.11], the value of (x | y)D is replaced with 0
whenever min{d(x0, x), d(x0, y)} ≤ 2λθ(0)+k. But this replacement is not essential
since the replaced symmetric function is coarsely equivalent to the original, see
Remark 3.3.
Remark 5.6. In [7, Definition 4.4], the ideal boundary ∂x0X for a proper coarsely
convex space X is defined by means of quasi-geodesic rays. It was proved in [7,
Theorem 8.8] that the C∗-algebra C(X ∪ ∂x0X) of all continuous functions on
the ideal compactification X ∪ ∂x0X is isomorphic to the C
∗-algebra Cg(X) of all
Gromov functions on X with respect to the controlled product (· | ·)D. Thus, the
ideal compactification in [7, Definition 4.4] and the Gromov compactification with
respect to (· | ·)D are equivalent.
Example 5.7. Let (X, d), (· | ·)x0 and δ be the same as in Example 5.3. Let
D = 8δ + 1. Then (· | ·)x0 and (· | ·)
D as in (5.2) are coarsely equivalent. More
precisely, we have the following:
Claim 5.8. (x | y)x0 ≤ (x | y)
D ≤ (x | y)x0 +D for every x, y ∈ X.
Proof. Let x, y ∈ X . Since every geodesic triangle in X is 4δ-thin ([8, Definition
16 and Proposition 21]), we have d(γx(t), γy(t)) ≤ 4δ for every geodesic segments
γx from x0 to x and γy from to y and for every t ≤ (x | y)x0 . This shows the first
inequality.
To show the second inequality we may assume that min{d(x0, x), d(x0, y)} > (x |
y)x0 +D. Let t ∈ R≥0 with (x | y)x0 +D ≤ t ≤ min{d(x0, x), d(x0, y)}. Let γx be
a geodesic from x0 to x, γy a geodesic from x0 to y and η a geodesic from x to y.
Let γ−1x be the geodesic segment from x to x0 defined by γ
−1
x (t) = γx(d(x0, x)− t),
t ∈ [0, d(x0, x)], and we define γ
−1
y similarly. Since the triangle consisting of γx, γy
and η is 4δ-thin, we have
d(η(d(x0, x)− t), γx(t)) = d(η(d(x0 , x)− t), γ
−1
x (d(x0, x)− t)) ≤ 4δ and
d(η(d(x, y) − d(x0, y) + t), γy(t)) = d(η
−1(d(x0, y)− t), γ
−1
y (d(x0, y)− t)) ≤ 4δ.
Thus
d(γx(t), γy(t)) ≥ d(η(d(x0, x)− t), η(d(x, y) − d(x0, y) + t))
− d(η(d(x0 , x)− t), γx(t))− d(η(d(x, y) − d(x0, y) + t), γy(t))
≥ d(η(d(x0, x)− t), η(d(x, y) − d(x0, y) + t))− 8δ
= |d(x0, x)− t− (d(x, y) − d(x0, y) + t))| −D + 1
= 2t− 2(x | y)x0 −D + 1 ≥ D + 1 > D.
Therefore we have the second inequality. 
In particular, the Gromov compactifications with respect to (· | ·)x0 and (· | ·)
D
are equivalent.
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