G. V. TRUNK
In the above paper,' Fukunaga and Olsen present an alternative method of estimating the intrinsic dimensionality of data. Their proposed algorithm differs from others in that it relies heavily on operator interaction and provides a method of specifying variable local regions. The authors state: "This variability is critical as the practical problem of determining dimensionality depends on the size and number of samples in the local regions." This is illustrated in their summary Table II (B) , in which, for local region sizes containing five and ten samples, the indicated dimensionalities are one and three, respectively, when using the 1 percent eigenvalue criterion; and one and two, respectively, when using the 10 percent criterion. While the authors may have a decision rule to select the correct answer from the summary table, I did not see it in their paper; and without such a rule, I do not believe the problem has been solved satisfactorily.
While the size of the local region is critical for Fukunaga and Olsen, it is not nearly as important for the statistical method [1] . In order to demonstrate this, consider the three Gaussian examples presented by Fukunaga and Olsen. One hundred cases of each example, an example consisting of 50 20-dimensional vectors, were analyzed by the statistical method; the results are shown in Table I -out of 300 cases, only two incorrect answers were obtained. For all these cases, the local region for each point was defined by its five nearest neighbors. The statistical method is also very fast: the running times for examples 1, 2, and 3 were 2.7, 2.9, and 3.1 s, respectively, on a CDC 3800 computer. The authors state that previous investigators had not considered the noise problem and then attack the problem by using a large number of samples. They estimate very accurately the eigenvalues and note the small difference in the eigenvalues due to the parameters and those due to the noise. However, in 1968, a "filtering" method [2] , which does not require a large number of samples, was proposed as a solution to the noise problem. This method defines a pseudo signal-to-noise ratio R: D [2] , [3] indicate that these assumptions are generally valid.
On the other hand, we have always wondered if a single number estimate of the intrinsic dimensionality has any practical value unless the method is somehow related to finding a functional form for the intrinsic parameters of a given data set. Also, it has been our experience that the intrinsic dimensionality of a given data set is sometimes very subjective, and that the dimensionality can vary from region to region. Therefore, we attempted to present information which would give the operator a better understanding of the data structure. This is because our primary interest is to extend the dimensionality discussion to topics such as data reduction in communication and feature extraction in pattern classification. For example, let us consider the case where we send the data of TableII(A) of [1] with a specified accuracy (Di or 1 percent). From Table II of [1] we can obtain the design data for this communication system. If we decide to send the coefficients of the fixed basis vectors and reconstruct the original vector at the receiving end with the preset basis vectors, we need to send six coefficients. Using the local regions with ten samples, only three coefficients are needed along with an identification code of the local region. A different set of three basis vectors is provided for each local region and is chosen by the identification code.
The filtering technique proposed in [3] enlarges the size of local regions until the ratio of noise level to the region size is lowered to a certain value. Although it is not exactly the same, a similar procedure can be found in the local eigenvalue method as follows. Adjusting the size of local regions (for example, 150 samples and 300 samples in Table IV of [1] ), we can observe the change of eigenvalues due to the signal while eigenvalues due to the noise remain relatively constant. Thus an operator may see the effect of the noise.
Finally, it should be pointed out that the number of samples needed to calculate the dominant eigenvalues in each local region does not depend on the dimensionality of the original space [4] . Even with added noise, the number of samples required is determined by the number of dominant eigenvalues for the signal with a certain constant multiplied.
Recently there has been considerable interest in the realization of Moore-type [1] sequential machines by means of a finite number of copies of a single module, as shown by Newborn [2] Hopcroft [3] . In particular, it has been shown that any k binary inputsingle binary output n-state Moore-type synchronous sequential machine can be realized using no more than 2n copies of the AODk module [2] shown in Fig. 1 . Since the main shortcoming of this method of realization is the exponential number of modules necessary, efforts have been made to design a module with which this bound becomes linear in n [4] , the price paid for this reduction being a more complicated module.
In this correspondence we point to a class of machines for which the bound is 2n when realized with the simple AODk module. In particular, we prove the following.
Theorem: Let M be a 2m-state k binary input-single binary output Moore-type linear sequential machine over GF (2) . Then M is realized (as in [2] ) with no more than 2m+1 copies of the AODk module.
We shall only present a proof for the case in which M is a single binary input machine so that the module used is the AOD1, the generalization to the.k-input case with the AODk module being straightforward.
First let us note the following basic properties of uniform modular realizations of an arbitrary single binary input-single binary output Moore sequential machine N using AOD1 [2] , [3] .
Property 1: To each module in the uniform modular realization of N there corresponds a unique subset of the set of states of N. It is clear that the procedure for the uniform modular realization follows directly from Properties 1, 2, and 3.
Proof of Theorem: The machine M (in the theorem statement) is fully described by the equations s(t + 1) = As(t)® Bx(t) y(t) = Cs(t)
