Abstract. We propose a biorthogonal Jacobi-Davidson method (biJD), which can be viewed as an explicitly biorthogonalized, restarted Lanczos method, that uses the approximate solution of a correction equation to expand its basis. Through an elegant formulation, the algorithm allows for all the functionalities and features of the Jacobi-Davidson (JD), but it also includes some of the advantages of the nonsymmetric Lanczos.
a few eigenvalues closest to a given value and their corresponding eigenvectors (together eigenpairs) is recognized as a harder problem than the solution of a linear system of equations with A. Because the eigenvalues are not known a priori, the system to be solved is non linear 38, 37] . Even if the eigenvalue were known, the resulting linear system would be inde nite for any eigenvalue that lies inside the spectrum. This usually implies slow convergence of the linear solver, and moreover it is hard to obtain good preconditioners 27, 1] . Non normality and ill conditioning exacerbate these problems further.
Preconditioning is also not straightforward to apply on eigenvalue iterative solvers. Early attempts included variants of the Davidson's method 9] and shift and invert methods 23], but Jacobi-Davidson (JD) type methods have provided an appropriate preconditioning framework for eigensolvers 30] .
Another important problem with eigensolvers is their high storage requirements. For linear systems storage is less of an issue, because three term recurrence methods, such as CG and BCG, are as e ective as full orthogonalization Arnoldi-type methods. In contrast, the three term recurrence Lanczos method for eigenproblems needs to store the basis vectors to recover eigenvector approximations. Moreover, most eigenvalue methods that use preconditioning do not build a Krylov space, and thus Arnoldi-type methods, like JD, are necessary 9, 30, 26] .
For all the above reasons, the more complicated and expensive per step methods of Arnoldi and JD are usually preferred to the computational simplicity of the Lanczos method. The JD method can be viewed as an inner-outer method. At each outer step, JD incorporates into the basis an approximate solution of the correction equation: where ( ; x), with kxk = 1, is an approximation of the required eigenpair. Typically, a few steps of a Krylov iterative solver are applied to eq. (1.1), and available preconditioners for A can be used through a technique described in 30, 12, 29] .
Despite its improved convergence, for many hard problems the JD may still require a large number of steps, with overwhelming storage requirements. This problem is controlled by restarting the method when the basis size reaches a user speci ed upper limit. Because the JD basis is not required to be Krylov, a variety of restarting techniques can be used, including implicit restarting with various shift strategies 32], and thick restarting which, at restart, retains either Ritz vectors 35], or Schur vec- tors 12] . A host of other improvements on targeting eigenvalues, harmonic Ritz approximations, preconditioning techniques, and extensions to the generalized eigenvalue problem have helped make the JD a robust and widely used method 12, 29] .
Yet, the non symmetric Lanczos method has two very appealing characteristics that could o er signi cant advantages, if exploited in a JD framework. The Lanczos maintains both a left and a right biorthogonal bases, generated by A and A respectively. As a result, approximations for the left eigenvectors are also obtained, and biorthogonality is implicitly maintained through a three term recurrence.
The availability of approximations to left eigenvectors suggests a natural alternative correction equation, based on an approximate spectral projector:
(I ? xy )(A ? I)(I ? xy ) = (I ? xy )( I ? A)x; (1.2) where ( ; x) is an approximation to the right eigenpair of A, and y is an approximation to the corresponding left eigenvector, such that kxk = 1 and y x = 1. An interesting observation is that we can solve both eq. (1.2), and its conjugate transpose by a single BCG iteration, improving simultaneously both left and right eigenpairs. Performing inverse iteration with these two conjugate matrices is known to converge cubically 37], and recently Sleijpen et al. proved the same convergence rate for the JD with the above correction equation 29] . However, for the latter to hold, y must converge to the left eigenvector, which does not hold in general if only a right space is considered.
The left and right biorthogonal bases also suggest an e ective restarting scheme. Restarting has signi cant performance shortcomings, since important components of the invariant subspace may be discarded. Restarting techniques attempt to identify and retain these important components to help future convergence. One class of techniques achieves this by retaining certain Ritz vectors that tend to improve convergence towards the desired eigenpair in a de ation-like way 35, 7, 12] . Another class traces the problem to the orthogonality lost when restarting, and tries to reinstate it by keeping those vector directions against which the basis tends to lose orthogonality 10, 11] . Because the Lanczos method maintains biorthogonality implicitly through the three term recurrence, it is natural to ask whether these recurrence vectors can be used in restarting. For the symmetric case, this idea has been explored in restarting the JD with impressive results 19, 34, 33] . For the nonsymmetric case, however, a short term recurrence is not possible for the JD and Arnoldi. A Lanczos based method seems to be the only alternative.
In this paper, we propose a biorthogonal Jacobi-Davidson method (biJD), which combines the Lanczos two sided iteration with the solution of the correction equation 1.2 for both left and right Ritz pairs. The goal is twofold: provide a faster converging algorithm, and exploit an e ective restarting scheme. First, we describe the biJD algorithm and review its various advantageous features. In the second part, we examine how the correction equation (1.2) can be set up, how fast it converges, and how to use preconditioning with it. In the third part, we adapt the new restarting idea to biJD, and show why it is expected to be bene cial. We conclude with numerical examples and a summarizing discussion. to incur about twice as many oating point operations per outer step than the JD, when the latter is using GMRES rather than BCGSTAB for the correction equation. However, in todays multiple memory hierarchy computers the role of memory accesses is more relevant than the ops. In this context, the biJD can be performed with only a slight computational overhead over the JD.
The fact that the matrix vector multiplications with A and with A can be performed with only one access to the matrix A has not received any attention in the literature. Let us assume for simplicity a compressed sparse row (CSR) storage of the matrix A 27, 24] . For BCG-like methods two approaches are traditionally discussed 5]. The rst performs the multiplication with A using the code in g. 2.1(a), and then with A using the code in g. 2.1(b). However, the CSR data structure increases memory tra c for the latter operation. The second approach explicitly transposes A into a CSR stored matrix A . Then, it applies matrix-vector multiplications for both matrices using the code in g. 2.1(a). Besides the extra storage, still two matrices are read from memory at each operation.
An obvious improvement would be to perform both Ax and A u while the same row of A has been brought in from memory. The code in g. 2.2(a) shows how this is performed by simply merging the codes of g. 2.1. Each sparse row of A is brought in once (both a and ja), and it is used to accumulate an inner product and to update various elements of w = A u. Depending on the cache size and the read/write channels available on the computer, this code can signi cantly reduce execution time.
Despite the locality of the array a, the vector x and the result vector w are accessed in a non local, but identical pattern. The idea of the code in g. 2.2(b), is to create a temporary vector Tmp with the elements of x and w interleaved in it. With this scheme, the two non local accesses to x and w become one non local access to Tmp with the second access being in the adjacent memory location. If the number of nonzero elements in the matrix is large, and if the machine can perform both a read and a write on Tmp e ciently, this modi cation can provide further reduction in execution time. Note that the overhead from the initialization of the arrays can be hidden, if these initializations are embedded in the calling BCG function. Finally, in contrast to BCGSTAB-like methods, the two matrix vector multiplications can be performed in parallel. Tables 2.1 and 2.2 present some timing results on a SUN Ultra 2300 with 1 MB cache, and on a 400 MHz Pentium III with 512 KB cache respectively. On both machines we see that the proposed algorithms consistently improve execution time by about 25%.
Another computational requirement that seems to limit the biJD applicability is the storage of K and L. In practice this turns out to be a minor problem for several reasons. First, the limiting factor is the expensive orthogonalization procedure, and for this reason the basis size is not allowed to grow very large. Second, with ever decreasing memory prices, storage for this limited basis size is not an issue, unlike the Lanczos process where hundreds or even thousands of vectors might be needed. Third, the availability of good preconditioners, and in particular the advanced restarting techniques that we propose allow the basis size to shrink even further without signi cant convergence deterioration. Time in seconds to execute the two matrix vector multiplications y = Ax and w = A u, where A is a matrix of size N, and with nz nonzero elements per row randomly placed. The method numbers refer to the algorithms in gures 2.1-2.2. The machine is a 400 MHz Pentium III.
Finally, for computational e ciency on cache-based and parallel computers, we use an iterative Gram-Schmidt biorthogonalization. When there is no preconditioner and the number of BCG steps equals 1, the method reduces to a stable implementation of the restarted nonsymmetric Lanczos 28].
2.2.2.
Bene ts from the left/right bases. The intrinsic advantage of the biJD is its ability to obtain the left eigenvectors almost for free, and to similar accuracy as the right ones. Left eigenvectors can be extremely useful, even if they are not speci cally needed by the application. First, they can be used in the spectral projector to de ate converged eigenpairs. Second, left and right Ritz pairs provide an estimate to the condition number of the required eigenvalue, which is a measure of how reliably this eigenpair has been computed. Third, even before convergence is achieved, detecting an ill conditioned eigenvalue might help the iterative method tune itself accordingly. For example, we could use similarity transformations in conjunction with the correction equation to remove the ill-conditioning from the eigenvalue. Some preliminary work on this is currently under way with de Sturler.
Another signi cant advantage of the biJD is that the Ritz values are the generalized Rayleigh quotients (GRQ): = y Ax=(y x). If the eigenvalue~ is not too ill conditioned, the GRQ is known to be more accurate than the Rayleigh quotient (RQ): = x Ax=(x x). In fact, this is true even when the left eigenvectors are known to a lesser accuracy than the right ones. which implies that the error in the Ritz value is O(k y kk x k), provided that the eigenvalue is not too ill conditioned. Interestingly, if we substitute x =x + x with x ? x in the RQ, the termx A x is not zero, unless the matrix is normal. Thus, assuming kxk = 1, the RQ is given by:
x Ax
Thus, the error in the RQ is O(k x k) in general, and O(k x k 2 ) in the normal case. Moreover, the RQ of a vector can be close to the required eigenvalue even though the vector is a linear combination of unrelated eigenvectors. For normal matrices, this is common when is in the interior of the spectrum, and for nonnormal matrices it is also possible for the exterior ones. In such cases, however, the GRQ and RQ di er substantially. Because the RQ can be computed inexpensively in the biJD, it provides an excellent means of assessing eigenvalue convergence.
For nonsymmetric matrices, neither the Galerkin nor the Petrov-Galerkin projection methods provide any useful optimality for the Ritz pairs 25]. It has been observed that approximations extracted from the Lanczos process are sometimes more accurate than the ones from an orthogonal projection method (like Arnoldi), but also the contrary is often true. The biJD inherits these characteristics, which for some problems may prove advantageous over the JD. However, di erences solely because of the Petrov-Galerkin are expected to be minor because of the use of preconditioning and restarting. Implicit restarting with user de ned shifts can also be applied in a way similar to the implicitly restarted nonsymmetric Lanczos 28] , but the bene ts in the absence of a Krylov space are not clear.
The biJD can also restart with any arbitrary vectors V c 2 V and Wz 2 W.
Biorthogonality can be maintained inexpensively in the coe cient space, by biorthogonalizing the vectors c and z instead, and H can be updated by inner products of the coe cient restarting vectors (see 34] ). This exibility is used in the restarting scheme proposed in a later section.
Furthermore, the biJD can incorporate into its bases any arbitrary vector in C N that carries useful information. Both a left and a right vector would be needed, so the user must guarantee that they are not orthogonal. The vectors are appended in the bases, biorthogonalized, and the algorithm resumes. Besides allowing for external information to be used, this feature allows for the exible preconditioning required in the biJD/JD methods, but more importantly it provides a straightforward way of dealing with breakdown.
Breakdown can occur in biJD whenever the two vectors added in the left and right space are orthogonal. For the nonsymmetric Lanczos method, sophisticated look ahead schemes have been developed to deal with this problem 22, 13] . A simple alternative is to restart the Lanczos method with a slightly modi ed residual vector 27], or to perform an implicit restarting with \non-exact" shifts (i.e., non Ritz values) 28] . Note that if we use exact shifts, or equivalently, if we thick restart with the current Ritz vectors, the breakdown will reoccur immediately after restarting 28].
The biJD o ers a much simpler solution to the problem without the need to restart the iteration. If a breakdown is detected at step 5 of the algorithm, we can insert a random vector instead of r or l . It is more reasonable to change only one of the vectors, e.g., the left one if we are interested in the right eigenpair. Also, instead of a completely random vector, a small random perturbation of l is usually enough to overcome the breakdown but still retains the basic direction of l .
Breakdown is also possible during the BCG iteration, but it is handled easily by early termination of BCG, which does not need to run to convergence. Speci cally, there are two possible BCG breakdowns; rst when the left and right BCG residual are orthogonal, and second when the LU decomposition cannot be carried out. If the rst breakdown occurs in the rst step of BCG, the original biJD residuals are orthogonal and the situation is treated as a biJD breakdown. If the LU breakdown occurs in the rst step of BCG, we simply add the residuals in the bases and resume the biJD. If any of the two breakdowns occurs during the i-th BCG iteration, we terminate the BCG and return to biJD the approximate solutions from iteration i ? 1. These are not orthogonal in general, and thus the biJD algorithm can resume. In the unlikely case that the i ? 1 approximants are orthogonal, the problem is treated as a biJD breakdown.
We conclude the exibility features of the biJD with a brief discussion on how to use harmonic Ritz pairs. When looking for interior eigenpairs, harmonic Ritz vectors often provide better approximations and may result in a more e ective correction equation 6, 21, 12, 33] . The main idea is to perform a Petrov Galerkin on the matrix (A ? I) ?1 , for which the required eigenpairs lie on the extreme of its spectrum. The inversion of the matrix is avoided if the space (A ? )V is used instead in the projection. To compute the harmonic pairs for the biJD, we proceed similarly to the JD, but we modify both left and right projection spaces: .3) is similar to the one for the JD iteration, and it involves computations with only V; W; K and L. As with JD, to obtain the harmonic Ritz vectors we apply implicitly one step of inverse iteration to V h g h = (A? I)V g h , which yields the vector V g h . The Rayleigh quotient of the harmonic Ritz vector can also be compared with the RQ and GRQ of the Ritz vector as an additional convergence estimator.
3. The biJD correction equation. There is a multitude of choices for the projectors in the correction equation of both JD and biJD. A general framework that describes the use and convergence properties of arbitrary projectors for the JD has been given in 29, 12] , and some recent developments on preconditioning can be found in 31, 14] . Besides the results discussed in this paper on the biJD correction equation, a study on arbitrary projections are currently underway by van der Vorst and Hochstenbach.
Despite the variety of possible correction equations, the choices for the biJD are limited because the operators of the left and right correction equations have to be adjoint to each other for the BCG to apply. We show next that from the two natural choices, the orthogonal projector (I ? xx ) and the spectral one (I ? xy ), only the spectral projector solves a meaningful correction equation for the left eigenvector, and thus has better convergence properties. In addition, the biorthogonal bases maintained by biJD provide an elegant framework for using the spectral projector. Exactly the same result holds for the biJD method, because it only applies a di erent acceleration method to the correction equation (1.2). As we mentioned before, the Petrov-Galerkin of the biJD may often o er advantages over the Galerkin of the JD. But more importantly, the biJD guarantees the local cubic convergence because y converges to the left eigenvector and with accuracy similar to that of x.
The same is not true in general for the JD method, since the right space may never contain su cient components of the left eigenvector.
If the classical JD correction equation (1.1) is solved accurately, the JD is known to converge quadratically 29, 38] . Again, because the governing factor is the correction equation and not the acceleration, the biJD also converges quadratically, if it solves equation (1.1) for the right and its \inappropriate" adjoint for the left eigenvector. Even if an appropriate equation were solved for the left pair, since equation (1.1) does not use any y information, convergence to the right pair would still be quadratic.
Therefore, we expect faster biJD convergence with the correction equation (1.2); even when the equations are not solved accurately.
Note that the conditioning of the operator (I ? xy )(A ? I)(I ? xy ) depends on kyk, or equivalently on the angle between x and y. At the limit, the operator is equivalent to a de ated matrix, and thus kA ?~ xỹ =x ỹk kAk + j~ j (~ ): On the other hand, the operator (I ?xx )(A? I)(I ?xx ) does not increase the norm of the matrix. This suggests that, for stability reasons, the biJD method could switch to the orthogonally projected equation if an ill conditioned Ritz pair is detected. However, the correction equations are never solved accurately, and moreover the ill conditioning stems only from an increase in the largest singular value while the rest are not a ected. Also, at the limit, the spectral projector preserves both left and right eigenvectors, while the orthogonal projector preserves only the left ones. For thick restarting variants to be e ective, they often have to retain a large number of Ritz vectors at restart, thus increasing the computational expense of every step. In the biJD, biorthogonalization (step 5) and forming the residuals and Ritz vectors (step 2) both take time quadratic in the size of the basis. This can become a signi cant part of the computation, especially if the matrix vector multiplication is inexpensive and only few steps of BCG are performed on the correction equation. The question is whether restarting information can be saved more compactly, reducing these expenses and possibly improving convergence.
A di erent class of restarting strategies is based on the observation that all Krylov methods enforce some kind of orthogonality in order to guarantee new directions in the basis 11, 10] . With restarting, some directions are discarded, and the loss of full orthogonality causes the convergence to deteriorate. This behavior is common not only in explicitly restarted methods such as Arnoldi and GMRES, but also in methods based on short recurrences, such as CG. The much researched loss of orthogonality in CG is known to cause slower convergence. Restarting strategies in this class attempt to identify and retain those directions that the algorithm tends to repeat. A typical and e ective example is the truncation strategy of de Sturler 10] .
Interestingly, the two restarting classes often overlap. In the symmetric case for example, the loss of orthogonality of Lanczos is attributed to the convergence of some eigenpair(s) 20]. Selective orthogonalization against these eigenvectors can be viewed both as a de ation and as an orthogonality based method. In the nonsymmetric case, eigenvector de ation can also be viewed as a special case of orthogonality conditions, but the problem is more complicated and other directions become important.
The above suggest that maintaining orthogonality against all visited directions is a critical issue in restarted iterative methods. The three term recurrence of the symmetric Lanczos achieves full orthogonality implicitly, so it is natural to seek ways to use this recurrence to restart e ciently the symmetric JD method. In the following section, we outline such an idea which has proved extremely e ective. The idea cannot extend to the JD, which lacks a corresponding short term recurrence, but only to the biJD. This is one of the main motivations for this paper.
Restarting idea for symmetric JD. Even though explicit full orthogo-
nalization is avoided in the Lanczos algorithm through the three term recurrence, the basis vectors still need to be stored for computing the Ritz vector. However, if the exact eigenvalue is known, the eigenvector can be obtained by the Conjugate Gradient (CG) method storing only three vectors 36, 15] . If the eigenvalue is not known but converges rapidly, methods based on CG can still be used 36].
A more useful variant of this idea was proposed in 19] and extended and analyzed in 34]. It is based on the observation that, in the absence of preconditioning, the space built by CG for solving the correction equation di ers from the Krylov space of the Lanczos method (JD with no correction step) only in the starting vector. In addition, if the Ritz value at step k were known, the two methods would yield exactly the same vector at the k-th step. Note, that the CG minimizes the A-norm of the error on a three-vector space, that is close to the space spanned by fx .
We have argued that, if the JD method is restarted at the k-th iteration, it is bene cial to keep the Ritz vector from the previous iteration (x (k?1) ) along with the current one. In fact, if these three-vector spaces from CG and JD were identical, there would be no information loss by this restarted JD variant. In general, the two spaces are not the same but close if the Ritz value does not vary signi cantly between steps.
Because this technique tries to mimic the convergence of the CG towards a speci c eigenvector, it works extremely well for extreme eigenpairs, where it seems to capture the minimization of the A-norm even on the discarded directions. For interior eigenpairs such a minimization does not apply until the outer ones have converged su ciently. However, the method still performs well because it retains some orthogonality memory. Combining this scheme with thick restarting provides in addition a de ation-like character, and it is the only technique that has managed to improve on the dynamic thick restarting.
Extending to non symmetric matrices. Extending the above restart-
ing technique to the nonsymmetric JD is not possible because orthogonality must be maintained explicitly. However, if we trade the more stable orthogonality for biorthogonality, the nonsymmetric Lanczos ts the description. This is the second motivation, besides the faster outer convergence, for proposing the biJD algorithm.
The changes in the Algorithm 2.1 are analogous to the symmetric case. We denote new steps by decimal numbers to show between which biJD steps they are inserted. Note that the restarting applies symmetrically to both left and right spaces. For clarity, the algorithm above presents the restarting scheme in terms of the long vectors x prev and y prev . In practice, all above operations can be performed without extra matrix vector multiplications or long vector biorthogonalizations. Because x = V g i and x prev = V c 1 ; : : : ; c m?1 0] T , for some coe cient vector c 2 C m?1 , biorthogonalizations can be performed in the coe cient space. In addition, the updates of matrices 13 K Kg i and L Lf i , for i = 1; : : : ; k + 1 during restarting can be computed using the coe cient vector c. Finally, in the above algorithm, the new restarting scheme is coupled with thick restarting by adding in the restarted basis both the previous Ritz vector and the k current ones. The rationale is analogous to the symmetric case.
4.2.1. Extending the theory. In this section we extend to the nonsymmetric case the theory we developed in 34]. The goal is to explain why restarting based on the three term recurrence yields future Ritz vectors that are close to the Ritz vectors we would have obtained without restarting.
To facilitate presentation clarity, we use a single subscript that denotes the iteration number for any variable, e.g., x i is the Ritz vector at the i-th iteration. We assume that the matrix A is diagonalizable, with no multiple eigenvalues. These bounds imply that when the Ritz value is almost constant, which usually occurs near convergence or when convergence is slow, the BCG computes a close approximation to the Ritz vector of the biJD. In the context of restarting, assume that we need to compute the ( k+1 ; x k+1 ) Ritz pair, and that the biJD (no correction equation) is restarted after k?1 steps, retaining only the Ritz pair ( k?1 ; x k?1 ). After restarting, the biJD generates the Ritz pair ( k ; x k ), but after a second iteration the new Ritz pair di ers from ( k+1 ; x k+1 ). Consider a hypothetical BCG recurrence that uses the unknown k+1 to produce the wanted Ritz pair in k + 1 steps. If we apply corollary 4.4 on the vectors z i of the BCG, but consider instead x k?1 and x k as the end points, we get two inequalities:
When the Ritz value is almost constant between steps, the Ritz vectors x k?1 and x k approximate the BCG iterates for the still uncomputed k + 1 step. Because x k+1 is a linear combination of the unknown z k ; z k?1 , a good restarting basis for the biJD is one consisting of both Ritz vectors fx k?1 ; x k g.
However, proximity may not be as good as in the symmetric case 34]. As expected, the bounds include both the condition number of the basis matrix X, and the smallest singular value of S, which incorporates information on the conditioning of the eigenvectors of S and the distance of other eigenvalues from k . In case of highly ill conditioned bases or eigenvalues, the e ects of the restarting scheme seem arbitrary, although in such cases the problem should be traced rather in the ill posedness of the eigenproblem. Finally, eigenvalue convergence in the nonsymmetric case is not monotonic and sometimes irregular, which complicates the runtime interpretation of the bounds to decide whether the restarting scheme should be applied. Nevertheless, if we know when to apply it, the new restarting scheme works very well on a variety of matrices, as shown in the experiments in the following section.
5. Numerical experiments. We have implemented the above algorithms in Matlab, and conducted an extensive set of tests on nonsymmetric matrices from the collection in 3]. In the experiments that we present, we look for the right eigenpair that is of interest in the application domain of the matrix. We iterate until the residual norm reduces by 10 ?8 , and we plot residual convergence versus the number of outer iterations. Experiments are run on a SUN Ultra 2300, using Octave. In the gure notation, JD is the JD, biJD(I-xy') (or simply biJD) and biJD(I-xx') is the biJD with correction equation (1.2), and (1.1) respectively. biJD+1 denotes the biJD whose basis is augmented by the previous Ritz vector at restart.
5.1. biJD vs JD without restarting. In the rst set of experiments we compare the biJD and JD without restarting, and with each method applying 10 steps of BCG or GMRES respectively to its correction equation. No preconditioner or harmonic eigenpairs are used for the correction equation. The experiments suggest three general observations that agree with the theory discussed in the paper. First, although 10 steps on the correction equation are not enough for biJD and JD to demonstrate cubic or quadratic convergence respectively, the convergence of the biJD is usually faster asymptotically. The semiquadratic convergence of the nonsymmetric Lanczos also contributes to this 4]. Second, the superiority of the Petrov-Galerkin over the Galerkin process is problem dependent. Third, the projection I ?xx in the biJD correction equation does not usually help convergence.
In gure 5.1, the left graph shows the convergence for the pde225 matrix. We look for the eigenvalue with the largest real part. In this case, the biJD has better global convergence than the JD, suggesting that the Petrov-Galerkin may be nding the correct components early in the iteration. Note also that there is practically no di erence between the two ways of projecting the correction equation. The right graph in gure 5.1, shows the convergence for the Tolosa 340 matrix. The goal is to compute an eigenvalue with largest imaginary part. The observations are the same as with matrix pde225, except that the gap between JD and the biJD is even larger.
The results in gure 5.2 show that, as with Lanczos versus Arnoldi, there are also cases where JD performs better than biJD. The left graph involves matrix west0479, and we look for the interior eigenpair closest to (-17.825 -4.6376 i). Note that although the JD curve is below the biJD, the asymptotic convergence of biJD is clearly superior. The right graph involves the matrix bwm200, and we look for the eigenvalue with the largest real part. In this case, the global convergence of the JD is particularly fast. However, the credit cannot not go solely to the correction equation, because the same equation seems to hurt the convergence of biJD(I-xx').
5.2. biJD vs JD with restarting. In the second set of experiments, we examine the e ects of restarting on JD and biJD. We allow 20 vectors for the JD basis, and 20 vectors for each of the left and right bases of biJD. We thick restart JD and biJD with ve Ritz vectors, while biJD+1 thick restarts with four Ritz vectors and the Ritz vector from the previous step. In certain cases, we switch to biJD+1 scheme only after relatively good eigenvalue approximations have been obtained.
Our observations con rm that both JD and biJD outperform each other depending on the problem. However, while JD can only use thick restarting variants, the biJD can use the combined restarting scheme which can result in a substantial reduction of the number of iterations.
In gure 5.3, the left graph involves the Tolosa matrix again, but in this case JD is faster than biJD. The biJD+1 matches the performance of JD, assuming a fast, superlinear convergence, which for smaller thresholds would supersede JD. In the right graph, we look for the rightmost eigenvalue of the matrix rdb450. In this case, the JD does not perform as well as biJD. The reason for the minor di erences between biJD and biJD+1 is that the algorithm converges before a second restart takes place. In addition, we include the convergence of the biJD(I-xx') with thick restarting. An additional intuitive reason for its bad performance is that the projector should provide a solution with a direction not overlapping with the basis. The incorporation of this new direction is determined in biJD by the biorthogonality condition, which is oblique and not orthogonal. The correction equation must respect the same condition.
In gure 5.4, we examine restarted methods for the bwm200 matrix, both with the correction equation (left graph) and without it (right graph). Once again, the situation is reversed between the two methods. When solving the correction equation, the JD is far better than biJD (see also the nonrestarted JD in gure 5.2). biJD+1 improves convergence but it is still far from the JD. On the other hand, when no correction equation is solved (right graph), JD converges the slowest, while using biJD+1 comes surprising close to the unrestarted method.
Finally, in gure 5.5 we examine the interior problem from the matrix west0479. Note also from gure 5.2, that a subspace of 40 would be enough to converge rapidly to the solution. By reducing the number of bases vectors and introducing restarting, the iteration count increases dramatically, even with 10 steps on the correction equation. In this case, JD does not converge for at least 1300 steps, while biJD converges in 320 steps. The biJD+1 scheme, if applied from the beginning, converges in more iterations. However, if we apply the combination scheme only after the Ritz values have relatively stabilized (residual norm less than 0.1), biJD+1 improves slightly on the biJD convergence. When no correction equation is solved (right graph), JD outperforms biJD. biJD+1 applied during all restarts is substantially worse, possibly because in early iterations the restarting was locking onto a wrong eigenpair, discarding useful information. However, when applied dynamically only after the residual norm is less than 0.1, biJD+1 can improve signi cantly the performance of the method. 6. Conclusions. We have proposed a biorthogonal Jacobi-Davidson method, which can be viewed as an explicitly biorthogonalized, restarted Lanczos method, that uses the approximate solution of the correction equation to expand its basis. There is an elegant formulation of the algorithm, which allows for a host of additional features and functionalities, including simple resolution of breakdowns, use of harmonic Ritz pairs, thick restarting, and use of left eigenvectors for both eigenvalue approximation and convergence estimation.
The two main motivations for the algorithm stem from a better correction equation and an e cient restarting strategy. First, if the correction equation involves the approximate spectral projectors I ? xy , the convergence of the method is ultimately cubic. In contrast, the JD method with the orthogonal projectors I ? xx achieves quadratic convergence. Second, restarting with a combination of Ritz vectors from the current and previous step is possible with biJD, but not with the JD. This restarting technique that can o er huge convergence improvements. Although, a similar restarting scheme could possibly be developed for CGS-like methods, the additional features and the faster correction equation make biJD a more promising choice.
As con rmed by our experiments, the method often outperforms the JD, with and without restarting or correction equation. However, as with Lanczos and Arnoldi, biJD and JD outperform each other in di erent problems. Moreover, harvesting the huge potential of the restarting scheme is not as black box as in the symmetric case. Overall, however, the biJD is a highly competitive algorithm for a di cult problem.
