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Abstract
Quantum entanglement plays an important role in characterizing the property of many-body systems and
quantum field theories. In this thesis, we study the quantum entanglement in (1+1)-dimensional critical
systems and (2+1)-dimensional topologically ordered phases. For (1+1)-d critical systems, we mainly study
the non-equilibrium property of quantum entanglement, by focusing on three interesting cases: (i) the time
evolution of entanglement hamiltonian during thermalization of a subsystem after a global quantum quench;
(ii) time evolution of entanglement entropy after an inhomogeneous quantum quench; (iii) entanglement
negativity evolution after a local quantum quench. For (2+1)-d topologically ordered phases, we use edge
theory approach to study the topological entanglement entropy, mutual information and entnanglement
negativity of Chern-Simons theories, which are further confirmed based on the surgey approach. In addition,
we study the entanglement renormalization of topological insulators, and investigate the geometric and
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Quantum entanglement plays a central role in characterizing and distinguishing various phases realized in
quantum many-body systems [1, 2, 3, 4]. For example, quantum entanglement as measured by the bipartite
entanglement entropy may be used to distinguish different topological phases, and to characterize properties
of critical points [1, 2, 3, 4, 5, 6]. Quantum entanglement has also been extensively studied in the context of
quantum gravity, in particular in the context of the AdS/CFT correspondence [7, 8]. In the following, let us
introduce some basic concepts and setups for quantum entnanglement that are needed for later discussions.
1.1 Different entanglement/correlation measures
There are different measures of quantum entanglement or correlations, which have their own merits depending
on the case under study. Let us start by listing entanglement/correlation measures of our interest in this
work. First, when the total system is bipartitioned into two subsystems (regions) A and B, the von Neumann
entropy of the region A is defined by
SvNA = −TrρA ln ρA, (1.1)
where ρA = TrBρ is the reduced density matrix of the subsystem A. Note that when ρ is a pure state,
ρ = |Ψ〉〈Ψ| where |Ψ〉 is, e.g., the ground state of the total system, SvNA = SvNB .











B when ρ is a pure state. The Renyi entropy can provide more information
than the von Neumann entropy, in that, by knowing the Renyi entropy for arbitrary n, we reconstruct the
entanglement spectrum, i.e., all the eigenvalues of ρA. The von Neumann entropy and the Renyi entropy
are related by SvNA = limn→1 S
(n)
A , or






For a mixed state, it is found that the quantum and classical correlations cannot be explicitly separated
in these entanglement measures. As an example, let us consider two subsystems A1 and A2 which are
embedded in a larger system. A1 and A2 are not necessarily complementary to each other, and therefore
ρA1∪A2 may correspond to a mixed state. In this case, a useful quantity that can be constructed based on










− S(n)A1∪A2 , (1.4)








However, it is found that the mutual information does not have all the proper features to be a quantum
entanglement measure. (See, e.g., Ref. [145], where it is shown that the mutual information is finite for
most of the separable mixed states.) It will mix the classical and quantum information together, and can
only be considered as a correlation measure.
A yet another quantity, entanglement negativity has been recently calculated in different many-body
systems, such as conformal field theories and exactly solvable lattice models.[146, 147, 148, 149] The en-
tanglement negativity turned out to be a computable and useful entanglement measure. [150, 151] To be
concrete, given a reduced density matrix ρA1A2 which describes a mixed state in the Hilbert spaceHA1⊗HA2 ,


















where T2 means the partial transposition on A2, |e(1)i 〉 and |e
(2)
j 〉 are arbitrary bases in HA1 and HA2
respectively. Then the entanglement negativity are defined as
EA1A2 = ln Tr
∣∣∣ρT2A1∪A2∣∣∣ . (1.7)















forms depending on whether n is even or odd. Here we consider the analytic continuation of the even sequence
at ne → 1. The formula above has been proved to be of great use in the study of the entanglement negativity
in quantum field theories for both equilibrium cases[146, 147] and non-equilibrium cases. [152, 153, 154, 155]
1.2 Introduction of global and local quantum quenches in critical
systems
Global and local quantum quenches in (1+1) dimensional conformal field theories (CFTs) have received
extensive interest in both condensed matter physics and high energy physics recently [30, 31, 32, 33, 34].
In particular, the time evolution of entanglement entropy after a global/local quantum quench in (1+1)-d
CFTs shows universal features. Consider a semi-infinite subsystem A = [0,∞) on an infinite line. In the case
of a global quench, starting from an initial state which is translation invariant and short-range entangled,
the time evolution of entanglement entropy for A grows linearly in t, i.e., SA(t) ∼ t [30, 31]. In the case
of a local quench, two CFTs are connected at their ends (x = 0) at time t = 0 suddenly, then one has
SA(t) ∼ log t [32].
Besides the different behaviors in SA(t), the setups for studying global and local quantum quenches in
(1+1)-d CFTs are quite different. For the global case, one may choose the initial state as [30, 31]
|ψ0〉 = e−εHCFT |B〉, (1.9)
where |B〉 is a conformally invariant boundary state, HCFT is the CFT Hamiltonian, and ε characterizes
the correlation length (inverse mass). For a translation invariant initial state, ε needs to be a constant, and
therefore is position independent. To calculate the entanglement entropy, we are interested in the equal time
correlation function of a set of local operators Ti(xi, t) which is called “twist operator”, within the time
evolved state e−iHCFTt|ψ0〉. In Euclidean space, this turns out to be the calculation of correlation functions
in a “straight strip” with width 2ε, as schematically shown in Fig.1.1. The boundary conditions at τ = ±ε
are the conformally invariant boundary state |B〉. Based on this setup, one can find the time evolution of





where c is the central charge of the underlying CFT. This behavior can be well interpreted based on the




Global quench Local quench
2ε 2ε
Figure 1.1: Setups for global and local quantum quenches in (1+1)-d conformal field theories. For the global
case, one has a “straight strip” with width 2ε. For the local case, one has two slits located along the imaginary
axis in Euclidean space.
For a local quantum quench, among different setups [30, 32, 34, 35, 36], we consider the case of connecting
two CFTs at their ends (x = 0) at t = 0. In other words, for t < 0, the two CFTs are decoupled and can
not talk to each other. Apparently, the initial state in this case is no longer translation invariant in space
direction. In Euclidean space, one needs to consider two slits along the imaginary time axis, which are
located at (−i∞,−iε) and (iε, i∞), respectively (see Fig.1.1). The entanglement evolution for A = [0,∞)





1.3 On topologically ordered systems: Chern-Simons theory and
surgery
Here we mainly review the properties of Chern-Simons theory that will be used in our study of the quantum
entanglement for topologically ordered phases. One may refer to the seminal paper [134] for details of the














where ‘tr’ is the trace over the fundamental representation of the gauge group G, A is the G-connection on
a genetic three-manifold M , and k is the coupling constant, which is quantized. The Chern-Simons theory
is a topological field theory in the sense that the correlation functions do not depend on the metric of the





can define a topological invariant of the manifold M . Besides the partition function as an invariant of
three-manifolds, invariants of links and knots in three-manifolds can be also defined in the Chern-Simons
theory. Such a link or a knot in three-manifolds are the “Wilson line”, that traces the holonomy of the gauge
connection on an oriented closed curve C in a given irreducible representation R̂ of G,




We can compute the correlation functions of non-intersecting links/knots Ci, i = 1, · · · , N , with a represen-
tation R̂i to each Ci on a three-manifold M ,













(When necessary, we denote the partition function as Z(M, [R̂1, · · · , R̂N ]C1,··· ,CN ) where [R̂1, · · · , R̂N ]C1,··· ,CN
indicates the configuration of the links/knots of Wilson loops.) These links/knots correlation functions can
be seen as the partition functions of a Chern-Simons theory on a three-manifold M in the presence of Wilson
loops. As shown by Witten [134], the the partition functions are exactly calculable by canonical quantization
and the surgery.
The key ingredient of computing the partition function is canonical quantization of a Chern-Simons
theory on a three-manifold M with boundary given by a Riemann surface Σ. This canonical quantization
will produce a Hilbert space HΣ with an associated state |ΨM 〉. The dual Hilbert space H∗Σ with an
associated state 〈ΨM | state can be obtained by reversing the orientation of the Σ. The partition function of
a Chern-Simons theory on a (closed) three-manifold can be computed by performing the Heegaard splitting,
which decomposes the three-manifold as the connected sum of two three-manifolds M1 and M2 with common
boundary Σ. The original three-manifold M = M1
⋃
f M2 is obtained by gluing M1 and M2 through their
boundary under the homeomorphism f : Σ → Σ. This homeomorphism acting in the Hilbert space can be
presented by an operator Uf : HΣ → HΣ. Hence the partition can be evaluated as
Z(M) = 〈ΨM2 |Uf |ΨM1〉. (1.16)
When the boundary is a sphere, i.e., Σ = S2, the Hilbert space HS2 is one dimensional. When the boundary
Σ = T 2, which can be seen as the boundary of a solid torus T = D × S1, one can obtain a state in HT 2 by
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inserting a Wilson loop in the representation R̂i around the non-contractible cycle in the solid torus,
|ΨT,R̂i〉 = |R̂i〉. (1.17)
The state without the Wilson loop is the vacuum state, denoted as |0̂〉.
The above results allow us to compute the partition function on three-manifolds in the presence of Wilson
loops. Let us start with S2 × S1, which can be seen as gluing two solid tori T = D × S1 with boundaries
identified. I.e., S2 comes from gluing two discs together along their boundary S1. The partition function of
a Chern-Simons theory in this three-manifold is
Z(S2 × S1) = 〈0̂|0̂〉 = 1. (1.18)
Performing the modular transformation S: τ → − 1τ on the second solid torus, where τ is the modular
parameter of the torus, and gluing it back, i.e., the non-contractible cycle of the first solid torus is homologous
to the contractible cycle of the second solid torus, we get S3. We obtain the Chern-Simons partition function
Z(S3) = 〈0̂|S|0̂〉 = S00, (1.19)
where Sij is the element of the modular S matrix. If there is a Wilson loop in the representation R̂i in one
solid torus, the Chern-Simons partition functions become
Z(S2 × S1, R̂i) = 〈0̂|R̂i〉 = δ0,i,
Z(S3, R̂i) = 〈0̂|S|R̂i〉 = S0i. (1.20)
One can also consider a Wilson loop in the representation R̂i in a solid torus, which is glued to another
solid torus with a Wilson loop in the representation R̂j . The Chern-Simons partition functions are
Z(S2 × S1, R̂i, R̂j) = 〈R̂i|R̂j〉 = δi,j .
Z(S3, R̂i, R̂j) = 〈R̂i|S|R̂j〉 = Sij . (1.21)
Here we list two main properties of the above results:
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Figure 1.2: The surgery procedure to relate the partition function on a manifold M1 ∪M2 with the partition
functions on M1 and M2. The shaded region in M1(2) contains Wilson loops with a general links/knots
configuration C1(2).
1. The normalized vacuum expectation values of disjointed Wilson loops can be factorized, i.e.,








where the three-manifold M is the connected sum of N three-manifolds Mi joined along N − 1 two
spheres S2. This result comes from the fact that the Hilbert space for S2 is one-dimensional.
2. If Wilson loops are linked or they are passing through the common boundary S2 between Mi and Mj ,
the factorizability of the partition function is hold when the Hilbert space for S2 with a pair of charges
in the dual representations R̂i and R̂i is one-dimensional. We have
Z(M, [1,2, R̂i, R̂i]C) · Z(S3, R̂i) = Z(M1, [1, R̂i]C1) · Z(M2, [2, R̂i]C2), (1.23)
where 1(2) contains Wilson loops with a general links/knots configuration C1(2) in the shaded region
in the M1(2) manifold shown in Fig. 1.2.
A surgery procedure we will frequently use in this work is Eq. (1.23). We relate the partition function on
a manifold M1 ∪M2 with the partition functions on M1 and M2, by a factor Z(S3, R̂i) = S0i. Notice that
we do not consider any links/knots configuration of Wilson loops in our following discussion. This indicates
in our discussion, 1(2) in Eq. (1.23) only contains unlinked/unknoted Wilson loops.










|di|2 =: D. (1.25)
The structure of this thesis is organized as follows: In Chapter 2, we study the time evolution of entan-
glement hamiltonian and its spectrum during the thermalization of a subsystem in conformal field theory
(CFT) after a global quantum quench. In Chapter 3, we study a specific inhomogeneous quantum quench,
which can bridge the results of global quench and local quench in CFTs. In Chapter 4, we study the time
evolution of entanglement negativity in a CFT after a local quantum quench. In Chapter 5, we use the
edge theory approach to study the topological entanglement entropy, mutual information and entanglement
negativity. In Chapter 6, we study the topological entanglement negativity in Chern-Simons theories by




during thermalization in conformal
field theory
2.1 Introduction
2.1.1 Motivation and physical picture
The entanglement hamiltonian, or modular hamiltonian, plays an important role in understanding the
property of quantum entanglement in many-body systems and quantum field theories. For example, the
spectrum of entanglement hamiltonians, also called entanglement spectrum, is very useful for characterizing
and classifying gapped quantum many-body states [9, 10]. The entanglement hamiltonian is also important
for studying the relative entropy and first law of entanglement [11].
Given a reduced density matrix ρA, which encodes all the information for the observables localized in
subregion A, the entanglement hamiltonian is defined by
ρA = e




Apparently, the knowledge of entanglement hamiltonian KA is equivalent to that of reduced density matrix


















Although difficult to obtain in general, there are some specific cases in relativistic quantum field theories
where KA can be explicitly expressed as an integral of local operators. One basic example is the relativistic
quantum filed theory whose reduced density matrix corresponds to the vacuum state defined on half-space






Other interesting cases include spherical regions in CFTs [15], regions in a thermal state in CFTs [16], n
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disjoint intervals for a two dimensional massless Dirac field [17], etc.
To our knowledge, entanglement hamiltonians for time dependent cases were not studied until the most
recent work by Cardy and Tonni [45], where both global and local quantum quenches were considered.
By mapping the path integral representation of reduced density matrix to an annulus, one can obtain the
entanglement hamiltonian as the conformal image of translation generator around the annulus. For both
global and local quantum quenches, it is found that the entanglement hamiltonian can be expressed as an
integral over local stress-energy tensors times a local weight. For the global quantum quench considered in
Ref. [45], a CFT evolves from a short ranged initial state e−βHCFT/4|b〉 , where |b〉 is a conformally invariant







T (x, t)dx, (2.4)
where T (x, t) = [T00(x, t) + T10(x, t)]/2 is the stress-energy tensor for only the right-movers, and involves
both the hamiltonian density T00 and the momentum density T10. This result may be understood based
on the quasi-particle picture that only the right-moving quasiparticles in subsystem A contribute to the
entanglement (they are entangled with the left-moving ones in Ā). The spectrum of KA(t) can also be
obtained based on the knowledge of boundary CFT.
In the case above, the subsystem A (or Ā) cannot be thermalized for arbitrary time t, due to its feature
of semi-infinite size. Therefore, it is natural to ask the following questions: Can we study the time evolution
of entanglement hamiltonian for a finite subsystem during thermalization? If so, how does the entanglement
spectrum evolves in this process? In particular, how does the entanglement spectrum converges to the
saturated values in a thermal state? Are there any quantities visualizing how the entanglement propagates,
and how the subsystem is thermalized? To answer these questions, in this paper we are interested in the time
evolution of entanglement hamiltonian and related quantities for a finite interval at the end of a semi-infinite
system after a global quantum quench (see Fig. 2.1). The reason we choose this configuration is because
the corresponding path integral representation of the reduced density matrix can be mapped to an annulus.
Then one can use Cardy-Tonni’s approach to study the behavior of entanglement hamiltonian/spectrum in
this case.
It is noted that the thermalization of a finite interval in an infinite CFT after a global quench has been
studied in literature. In Ref. [21], the thermalization after a global quantum quench is studied based on the
two- and higher points correlation function of local operators. It is found that when all these local operators
fall into the light cone, the correlation function becomes stationary and equals to the value in a thermal state



















Figure 2.1: Quasiparticle picture describing the entanglement between A = [0, L] and B = (L,∞) after a
global quantum quench. Here we focus on the quasiparticles in subsystem A. (a) For t < L/2, only the left-
moving quasiparticles (red solid line) in subinterval (L−2t, L) contribute to the entanglement between A and B.
These quasiparticles are entangled with the right-moving ones in subinterval (L,L+ 2t). (b) For L/2 < t < L,
due to the reflection of physical boundary at x = 0, both the right-moving quasiparticles (green dotted line) in
subinterval [0, 2t−L) and the left-moving quasiparticles in interval [0, L] contribute to the entanglement. They
are entangled with the right-moving quasiparticles in subinterval (L,L+ 2t). (c) For t > L, the entanglement
between A and B is saturated. Both the left-moving and right moving quasiparticles in [0, L] contribute to the
entanglement. These quasiparticles are entangled with the right-moving ones in subinterval [2t− L, 2t+ L].
density matrix after thermalization (introduced by a global quench) and that in a thermal ensemble, and
found the overlap is exponentially close to unity. In the same work, the effect of deformation of the initial
state and the CFT hamiltonian was also studied. See also Refs.[23] for related discussion. To our knowledge,
the time evolution of entanglement hamiltonian and entanglement spectrum during thermalization has not
been studied yet.
Before introducing any technical details, it is helpful to have a physical picture on how the entanglement
propagates in the system we are interested in, based on the quasi-particle picture in Fig. 2.1. At t = 0, we
start from a short-ranged initial state, which may be considered as the ground state of a gapped hamiltonian.
The entanglement between A and B is mainly contributed by the region near the entangling point, i.e.,
|x − L| ∼ β. (Here β measures the correlation length of the initial state.). After t = 0, quasiparticles are
emitted from each point of the system. The entanglement is carried between the left-moving and right-
moving quasiparticles which propagate in opposite directions with light speed c = 1. As shown in Fig. 2.1,
by focusing on the distribution of quasiparticles in subsystem A, there are mainly three interesting time
regions:
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1. For t < L/2, only the left-moving quasiparticles distributed in subinterval [L− 2t, L] contribute to the
entanglement between A and B. These quasiparticles are entangled with those in subinterval [L,L+2t]
in subsystem B.
2. For L/2 < t < L, both the left-moving quasiparticles in [0, L] and the right-moving quasiparticles in
[0, 2t − L] contribute to the entanglement 1. These quasiparticles are entangled with those in region
[L,L+ 2t] of subsystem B.
3. For t > L, both the left-moving and the right-moving quasiparticles in the whole region of subsystem
A = [0, L] contribute to the entanglement, and they are entangled with the right-moving quasiparticles
in region [2t−L, 2t+L] of subsystem B. In particular, the entanglement entropy SA(B) of subsystem
A (B) is saturated because the number of quasiparticles that contribute to SA(B) does not increase
any more.
Based on the quasi-particle picture above, one can find that most of the results in this paper, including
the time evolution of entanglement hamiltonians and constant-u flows in Minkowski spacetime, can be
straightforwardly understood.
2.1.2 Brief review of global quantum quench and Cardy-Tonni’s approach
For the completeness of this work, we give a brief review of the setup for a global quantum quench in
CFT, as well as Cardy-Tonni’s approach to the entanglement hamiltonian. One can refer to Ref. [45] and
Refs. [19, 30, 21, 22] for more details.
One starts from an initial state |φ0〉 and evolve it with a hamiltonian as e−iHt|φ0〉. Here we choose
H = HCFT. To simplify this problem, one can choose |φ0〉 = e−(β/4)HCFT |b〉 where |b〉 is a conformal
boundary state. The conformal boundary state is a non-normalizable state with no real-space entanglement
[24]. By evolving |b〉 with a small amount of (imaginary) time β/4, one can introduce a finite real space
entanglement and the state e−(β/4)HCFT |b〉 becomes normalizable 2. Physically, the parameter β can be
interpreted as the correlation length of the initial state. Throughout this work, we are interested in the limit
L β. The time dependent density matrix has the form ρ(t) = e−iHte−(β/4)HCFT |b〉〈b|e−(β/4)HCFTeiHt. We
will work in the euclidean spacetime, i.e.,
ρ(τ) = e−Hτe−(β/4)HCFT |b〉〈b|e−(β/4)HCFTe+Hτ . (2.5)
1The right-moving quasiparticles in subinterval [0, 2t− L] come from the left-moving quasiparticles due to the reflection of
the physical boundary at x = 0.
2The reason we choose β/4 in the exponential factor is that if we look at the energy density in this state, it is the same as
that in a thermal state at finite temperature β−1.
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Quantities such as entanglement entropy, correlation function of operators and so on can be evaluated based
on ρ(τ). To have the real time evolution, we simply need to take an analytical continuation τ → it in the
final step. Pictorially, ρ(τ) in Eq.(2.5) can be represented as a strip of width β/2, as shown in Fig. 2.2,
where we choose A = [0,∞) and B = (−∞, 0). ρA = TrB ρ is obtained by sewing together the degrees of
freedom in B, and then a branch cut along C = {iτ + x, x ≥ 0} is left. To introduce regularization, we
remove a small disc at the entangling point z0 = iτ + 0. Then the strip can be mapped to an annulus in
w-plane after a conformal mapping w = f(z). The circumference along v = Imw direction is 2π, and the












Figure 2.2: Euclidean spacetime for ρA(τ) after a global quantum quench, where the semi-infinite subsystem
A = [0,∞) is in an infinite system. The width of half-strip is β/2, and the branch cut (blue lines) is along
C = {iτ+x, x ≥ 0}. The fields living on the upper and lower edges of C correspond to the rows and columns of
ρA. We remove a small disc at the entangling surface z0 = iτ + 0 as regularization, and a conformal boundary
state |a〉 is imposed along this disc. With conformal mapping w = f(z), the strip is mapped to an annulus,
where the time slice C is mapped to f(C) which connects the two edges of the annulus. The circumference
along v direction is 2π.
Then the entanglement hamiltonian KA, after the conformal mapping w = f(z), can be considered as











where in the second step the fact that T00 = −Tvv = T + T has been used, with the hamitonian density T00











where the Schwartzian term has been ignored since it will be canceled in the calculation of entanglement
entropy by introducing the normalization factor Tr ρA [45]. The eigenvalues of KA are, up to a global shift,
given by π(∆j − c/24)/W with degeneracies dj . Here ∆j are scaling dimensions of the boundary operators.
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Therefore, once we fix the lowest eigenvalue E0 of KA, it is more convenient to study the spacing Ej − E0,
which may be expressed as








W + log〈a|0〉+ log〈b|0〉. (2.9)
To obtain the Renyi or von Neumann entropy, we need to evaluate the partition funciton Z1 (Zn) on the









, with q̃ = e−2W , (2.10)
















W − ga − gb, SA '
c
6
W − ga − gb, (2.11)
where ga,b = − log〈a, b|0〉 are the Affleck-Ludwig boundary entropies [26].
With the above method, now we are ready to study the time evolution of entanglement hamiltonian and
related quantities during thermalization in a CFT. The rest of this paper is organized as follows: In Sec.2.2,
we study the time evolution for entanglement hamiltonian of a finite interval at the end of a semi-infinite
system after a global quantum quench. In Sec.2.3, we study the time evolution of entanglement spectrum
and entanglement entropy. Then we study the constant-u flows in Minkowski spacetime for both subsystem
A and subsystem B in Sec.2.4. In the appendices, apart from some details of derivation, we study the
constant-u flows in Minkowski spacetime for some interesting cases, including a thermal state and a global
quench without thermalization.
2.2 Time evolution of entanglement hamiltonian
2.2.1 Conformal mapping
As shown in Fig. 2.3 is the setup for a global quantum quench in a semi-infinite system. Compared to the


















Figure 2.3: Euclidean spacetime for ρA after a global quantum quench, where the finite interval A = [0, L] is
at the end of a semi-infinite system A ∪ B = [0,∞). The width of half-strip is β/2, and the branch cut (blue
lines) is along C = {iτ + x, 0 ≤ x ≤ L}. We remove a small disc at the entangling surface z0 = iτ + L as
regularization. Conformal boundary conditions |a〉 and |b〉 are imposed at the small circle at z0 = iτ + L and
the boundaries along x = 0 and y = ±β
4
. The half strip is mapped to the right half plane (RHP) after the first
conformal mapping ξ = ξ(z), and further mapped to a cylinder after the second conformal mapping w = w(ξ).
Here, we do not show the mapping of C in ξ- and z-plane explicitly.
condition. The conformal boundary conditions along y = ±β/4 and x = 0 can be different in general,
and one needs to consider boundary condition changing operators in this case. For simplicity, we assume
they have the same conformal boundary condition here, and the corresponding conformal boundary state is
denoted as |b〉. In addition, to take into account of regularization, one removes a small disc at the entangling
point at iτ + L, and impose a conformal boundary condition |a〉.
It is noted that the Euclidean spacetime for this case is topologically equivalent to an annulus, and
therefore one can use the method in Ref. [45]. As shown in Fig. 2.3, one can map the half strip in z-plane to



















ξ = ξ(z) and ξ0 = ξ(z0), with z0 = iτ + L. (2.13)
3See Appendix A in Ref. [45] for more details on the cases with an external boundary.
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The conformal mapping ξ(z) in the first step maps the semi-infinite strip in z-plane to the right half plane
(RHP), namely Re(ξ) ≥ 0 (see Fig. 2.3). The small disc around the entangling surface z0 = iτ+L in z-plane
is mapped to a small disc around ξ0 = ξ(z0) in the RHP. Then a second conformal mapping w(ξ) sends
the RHP with a small disc at ξ0 to an annulus in w-plane, with w = u + iv. After this two-step conformal
mapping, the two boundaries labeled by |a〉 and |b〉 are mapped to the two edges of annulus in w-plane,
along {u = f(iτ + ε), 0 ≤ v < 2π} and {u = f(iτ +L− ε), 0 ≤ v < 2π}, respectively. As shown in Fig. 2.4 is
the constant-u and constant-v flows in z-plane and w-plane, respectively. In particular, in w-plane , u runs
from f(ε + iτ) to f(L − ε + iτ), and v runs from −π to π. For Tr ρA, the two segments along v = −π and





Figure 2.4: Euclidean spacetime for the global quench of a finite interval A = [0, L] at the end of a semi-
infinite system with A ∪ B = [0,∞). The vertical width of the half strip is β/2. The curves in z-plane in the
left panel correspond to constant-u and constant-v curves in w-plane in the right panel, with w = u+ iv, and
v ∈ [−π, π).
2.2.2 Time evolution of entanglement Hamiltonian
Entanglement hamiltonian for subsystem [0, L]
Based on Eq.(2.7) and the conformal mapping in Eq.(2.12), it is straightforward to obtain the entangle-
















































































] T (x, t)dx.
(2.14)
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Let us check the behavior of KA(t) at t = 0 first. There are two interesting cases as follows:
(i) t = 0, β →∞. In this case, the width of the strip in Fig. 2.3 goes to infinity, and the initial state at
t = 0 is no longer a short-range entangled state anymore. It corresponds to the ground state of a CFT with
a physical boundary at x = 0. After some simple algebra, Eq.(2.14) can be simplified as






which agrees with the result for a finite interval at the end of a semi-infinite CFT.
(ii) t = 0, L  β. In this case, L is much larger than the correlation length of the initial state. It is
straightforward to find that









The contribution to the entanglement between A and B mainly comes from the region near the entangling
point, i.e., (L − x) ∼ O(β), which is the feature of a short-range entangled state. For (L − x)  β, the
entanglement hamiltonian becomes exponentially large, and its contribution to the entanglement becomes
exponentially suppressed, as expected.
Now let us focus on the time evolution of KA(t) for t > 0. KA(t) shows different behaviors in different






















T00(x, t)dx, t > L.
(2.17)
Here we have ignored the interesting contributions close to the entangling point, i.e., L − x ∼ O(β) [See
Eqs.(A.1)∼(A.4) in the appendix.]. T (x, t), T (x, t) and T00(x, t) are related as follows

T (x, t) =
1
2
[T00(x, t) + T10(x, t)] ,
T (x, t) =
1
2
[T00(x, t)− T10(x, t)] ,
(2.18)
where T (x, t) is the energy-momentum tensor for right-movers, and T (x, t) is the energy-momentum tensor
for left-movers. The behavior of KA(t) in Eq.(2.17) may be understood as follows:
(i) t < L/2. Only the energy momentum tensor for the left movers, namely T (x, t), appears in KA(t).
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This can be easily understood based on Fig. 2.1(a), where only the left-moving quasiparticles in interval
A contribute to the entanglement between A and B. In particular, these quasiparticles are distributed in
subinterval [L− 2t, L], corresponding to the integral interval
∫ L
L−2t · · · dx in KA(t < L/2).
(ii) L/2 < t < L. KA(t) can be rewritten as










T (x, t)dx. (2.19)







T (x, t)dx also agree with the physical picture in Fig. 2.1 (b) that the right-moving quasiparticles in
[0, 2t− L] and left-moving quasiparticles in [0, L] contribute to the entanglement between A and B.
(iii) t > L. Only the hamiltonian density T00(x, t) appears in KA(t). Consider that T00(x, t) = T (x, t) +
T (x, t), the term proportional to
∫ L
0
T00(x, t)dx agrees with the physical picture in Fig. 2.1 (c) that both the
left-moving and right-moving quasiparticles distributed in [0, L] contribute to the entanglement.
Note that we have ignored the contributions near the entangling point when evaluatingKA(t) in Eq.(2.17).






sinh[π(L− x)/β] sinh[π(L+ x)/β]
sinh(2πL/β)
T00(x, t)dx, (2.20)
which has the same form as that in a thermal state [see Eq.(A.19)]. In fact, as shown in the following parts,
for t → ∞, the spectrum of KA(t) is exactly the same as that in a thermal state. This indicates that the
reduced density matrix ρA(t) in the limit t → ∞ is exactly the same as ρA(β) in a thermal state at finite
temperature β−1.
Entanglement hamiltonian for subsystem (L,∞)
To obtain the entanglement Hamiltonian KB(t) for subsystem B, we simply need to replace the path
C = {iτ + x, 0 ≤ x ≤ L} with C = {iτ + x, x > L} in Eq.(2.7) [see also Fig. 2.3], and therefore change the
integral interval in Eq.(2.14) as
∫ 0
L
· · · dx→
∫∞
L












T (x, t)dx, t > L,
(2.21)
where, again, we have ignored the contributions close to the entangling point, i.e., x − L ∼ O(β). One
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interesting feature of KB(t) is that only the energy momentum tensor for the right movers, namely T (x, t),
appears in KA(t). This can be easily understood based on the quasi-particle picture in Fig. 2.1 that only the
right movers distributed in [L, 2t + L] for t < L (and [2t− L, 2t + L] for t > L) in subsystem B contribute
to the entanglement between B and A. We emphasize the difference between Eq.(2.21) and Eq.(2.4) for
subsystem [0,∞) in an infinite system (−∞,∞) [45]. For t < L, the result in Eq.(2.21) agrees with Eq.(2.4)
by setting L = 0. For t > L, however, the integral interval in Eq.(2.21) is [2t − L, 2t + L] with a constant
width 2L, which is different from the integral interval [0, 2t] in Eq(2.4) which grows linearly in t. This is
because the reservoir for B = [L,∞) in Eq.(2.21) is finite, and the reservoir for A = [0,∞) in Eq.(2.4) is
infinite.
In addition, in the long time limit t→∞, KB(t) in Eq.(2.21) can never approach that in a thermal state.
In other words, the subsystem B can not be thermalized, because of its infinite-size feature.
2.3 Time evolution of entanglement spectrum and entanglement
entropy
Here we use the method briefly reviewed in Sec.2.1.2 to study the time evolution of entanglement spectrum
and entanglement entropy. By defining
W = f(iτ + L− ε)− f(iτ), (2.22)
where f(z) is the conformal mapping in Eq.(2.12), the width W of the annulus (see Fig. 2.3) can be expressed
as


















































































































t, t < L,
πc
3β
L, t > L,
(2.26)
where in the second step we have used Eq.(2.11), and only keep the leading term in t or L. For t < L, SA '
(πc/3β)t, i.e., the entanglement entropy grows linearly in time. For t > L, both W and the entanglement
entropy SA(t) are saturated. They are the same as Eqs.(A.17) and (A.18) for a thermal state to the leading
order.
Note that the results in Eq.(2.26) are approximated by keeping the leading order in t or L. In fact, in
the limit t→∞, one can find the exact expression of W based on Eq.(2.25), as follows
W (t→∞) = log sinh[π(2L− ε)/β]
sinh(πε/β)
=: Wthermal, (2.27)
which is exactly the same as that for a thermal state in Eq.(A.16), indicating that ρA(t → ∞) is indistin-
guishable from ρA at finite temperature β
−1. Then the spacing of entanglement spectrum has the following
form
Ej − E0 =
π∆j
Wthermal
, with t→∞. (2.28)
It is interesting to check how the width W (t) in Eq.(2.25) approaches the saturated value Wthermal as a
function of time. For t− L β, by expanding W to the term in t, it is straightforward to obtain




















, with t− L β. (2.30)
That is, the spacing of entanglement spectrum converges to the saturated value π∆j/Wthermal exponentially
in time.
It is also worth checking the behavior of W and W respectively after analytical continuation τ → it. In
20


















The entanglement entropy mainly comes from W|τ=it, i.e., the left movers. This agrees with Eq.(2.17) that
only the left movers T (x, t) appears in the entanglement hamiltonian KA(t < L/2). It is remarkable that 2t
in W |τ→it corresponds to the length of [L− 2t, L] for the left-moving quasiparticles in Fig. 2.1(a).





















Now, both W|τ→it and W|τ→it contribute to the entanglement entropy SA(t). In particular, the factor
(2t−L) in W|τ→it corresponds to the length of [0, 2t−L] occupied by the right-moving quasiparticles, and
the factor L in W|τ→it corresponds to the length of [0, L] for the left-moving quasiparticles in Fig. 2.1(b).




















The contribution of W|τ→it and W|τ→it to the entanglement entropy SA(t) are the same. The factor L in
W|τ→it and W|τ→it agrees with the length of [0, L] which is occupied by both left-moving and right-moving
quasiparticles in Fig. 2.1(c).
2.4 Modular flows in Minkowski spacetime
In this part, we are interested in the constant-u flows, namely the flows satisfying Ref(z) = constant, in
Minkowski spacetime. Our motivation to study the constant-u flows is very straightforward: In the previous
part, we have seen that the entanglement entropy SA is proportional to the width W of cylinder in w-
plane. Note that W measures the range of u = Rew in w-plane. Therefore, the constant-u flows with
umax − umin = W should provide us information on the entanglement between A and B, as will be studied












Figure 2.5: (a) Causal wedge for subsystem A = {(x, t0), 0 ≤ x ≤ L} (blue solid line) in Minkowski spacetime,
with a physical boundary along x = 0. The wedge is divided into three regions labeled by | |, \\, and ©,
respectively, as defined in Eqs.(2.34) and (2.35). (b) Causal wedge for subsystem B = {(x, t0), L < x < ∞}.
The wedge is bipartite into regions // and ©, as defined in Eqs.(2.39) and (2.40).
2.4.1 Flows in Minkowski spacetime for subsystem [0, L]
As shown in Fig. 2.5 (a) is the causal wedge for subsystem A = [0, L] at t0. Here we denote t0 as the
observation time, and t as Minkowski coordinate. For convenience of later discussion, we divide the causal
wedge into three regions labeled by | |, \\, and © as follows:
region | | :

t− (L− t0) > x,




t− (L− t0) < x,
t− (L− t0) > −x,
t− (L+ t0) < −x,





t− (L− t0) < x,
t− (L− t0) < −x,
t− (t0 − L) > x,
t− (t0 − L) > −x.
(2.35)
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Figure 2.6: Constant-u flows in the causal wedge of subsystem A = {(x, t0), 0 ≤ x ≤ L} in Minkowski
spacetime, plotted according to Eq.(2.36). The parameters we use are β = 1.5, and L = 10. The observation
times are t0 = 3, 5, 8, 10, 20 from left to right. Region | | (see the definition in Fig. 2.5) is occupied by vertical
flows, region \\ is occupied by left tilted flows, and region © is occupied by nothing. As time t0 increases, the
causal wedge is gradually occupied by region | |. For t0 > L, the causal wedge is totally occupied by region
| | with vertical flows, which are independent of the observation time t0. See Eq.(2.38) for more quantitative
interpretation.
It is noted that these regions are well defined for t0 ≤ L. For t0 > L, regions \\ and © will shrink to
zero, and region | | will occupy the whole wedge. Given the conformal mapping w = f(z) in Eq.(2.12), by
considering Ref(z) = u and making analytical continuation τ → it, one can obtain the equation describing
these flows:
cosh 2πβ (x− L)− cosh
2π
β (t− t0)




cosh 2πβ (x+ L) + cosh
2π
β (t+ t0)




Based on the equation above, we plot the constant-u flows in Fig. 2.6. One can find that the result depends
on the observation time t0. There are several interesting features as follows.
(i) For t0 < L, one can always observe three different regions corresponding to | |, \\, and © in Fig. 2.5.
In particular, region | | is filled with vertical flows, region \\ is filled with left tilted flows, and region © is
void.
(ii) As the observation time t0 increases, regions \\ and© gradually shrink to zero, and region | | gradually
increases until t0 = L. For t0 ≥ L, the whole wedge is occupied by vertical flows, and the distribution of
these vertical flows are independent of t0. By comparing with Fig. A.2 for a finite interval [0, L] at the end
of a semi-infinite system at finite temperature β−1, one can find that the distributions of vertical flows are
the same. This indicates the subsystem A in Fig. 2.6 is thermalized for t0 > L.




flows in region | | : x = β
2π
u,





It is noted that the vertical flows described by x = βu/2π are the feature of a thermal state. It agrees with
Eq.(A.24) for a thermal state at temperature β−1, up to a global constant shift. On the other hand, the
left (and right) tilted constant-u flows are the feature of a global quench without thermalization, as shown
in Fig. A.3 in the appendix. One can find the second equation in Eq.(2.37) agrees with Eq.(A.32) for a
semi-infinite subsystem A after a quantum quench, up to a global constant shift.
Therefore, the evolution of constant-u flows in Fig. 2.6 shows how the subsystem A is thermalized as t0
increases. Furthermore, we can find a quantitative correspondence between the flows in Fig. 2.6 and the
entanglement hamiltonian KA(t) in Eq.(2.17). By simply looking at which kind of region intersects with
subsystem A = {(x, t0), 0 ≤ x ≤ L}, it is found:

















Based on this quantitative correspondence, we can conclude that the left-tilted flows in region \\ are con-
tributed by the left-moving quasiparticles, and the vertical flows in region | | are contributed by both left-
moving and right-moving quasiparticles.
2.4.2 Flows in Minkowski spacetime for subsystem (L,∞)
As shown in Fig. 2.5 (b), now we consider the causal wedge for B = {(x, t0), L < x <∞}. We bipartite the




t− t0 < x− L,
t− t0 > −(x− L),
t− t0 > x− (2t0 + L),
for t0 < L, (2.39)
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Figure 2.7: Constant-u flows in the causal wedge of subsystem B = {(x, t0), L < x < ∞} in Minkowski
spacetime, plotted according to Eq.(2.36). The parameters we use are β = 1.5, and L = 10. From left to right,
we have t0 = 3, 5, 10, 15, 20. For t0 < L, region // (see the definition in Eqs.(2.39) and (2.40)), which is filled
with right tilted flows, grows as a function of t0. For t0 > L, region // does not grow any more, but simply




t− t0 < x− (2t0 − L),
t− t0 > −(x− L),
t− t0 > x− (2t0 + L),
for t0 > L. (2.40)
The constant-u flows in Minkowski spacetime is shown in Fig. 2.7. There are several interesting features:
(i) For t0 < L, the region // which is filled with right tilted flows grows as a function of t0.
(ii) For t0 > L, region // does not grow any more, but simply moves rightwards linearly in t0. As a
comparison, we study the constant-u flows for A = [0,∞] in an infinite system after a global quench. As
shown Fig. A.3, the region // grows as a function of time t0, and never saturates. This difference arises from
the following facts: For the case in Fig. 2.7, the number of quasiparticles carrying entanglement in (L,∞)
will saturate due to the finite size of its reservoir [0, L]; For the case in Fig. A.3, due to the semi-infinite size
feature of both A = [0,∞) and B = (−∞, 0), the number of quasiparticles carrying entanglement in A will
grow all the way as a function of time t0. This agrees with the analysis under Eq.(2.21).
(iii) Compared with Fig. 2.6, there are no vertical flows in Fig. 2.7. This is because there are only
right-moving quasiparticles carrying entanglement in region (L,∞).
In addition, as shown in the appendix, one can find that the flows in region // can be approximately
described by





Again, this is the feature of a global quantum quench without thermalization. It agrees with Eq.(A.30),
which describes the right tilted flows for A = [0,∞) in an infinite system after a global quantum quench, up
to a global constant shift.
Similarly, one can find the following quantitative correspondence between the constant-u flows and the
entanglement hamiltonian:









where T (x, t0) is the stress-energy tensor for the right movers. Based on the above analysis, one can find
that the right tilted flows in region // are contributed by the right-moving quasiparticles.
In a short sum, for the flows in Fig. 2.6 and Fig. 2.7, we find that the left tilted flows in region \\ and right
tilted flows in region // are contributed by the left-moving and right-moving quasiparticles, respectively. The
vertical flows in region | | are contributed by the left-moving + right-moving quasiparticles. In region ©,
there are no flows, and no quasiparticles in this region can contribute to entanglement. The correspondence
among the constant-u flows, quasiparticles (q.p.) carrying entanglement, and the entanglement hamiltonians
can be summarized as
vertical flows in region | | ⇔ left + right-moving q.p.⇔
∫
T00(x, t)dx
left tilted flows in region \\ ⇔ left-moving q.p.⇔
∫
T (x, t)dx




The time evolution of entanglement hamiltonian and constant-u flows in Minkowski spacetime provides us
an intuitive picture on how the entanglement propagates, and how the subsystem is thermalized.
2.5 Discussion and conclusion
In this work, we study the time evolution of entanglement hamiltonian and related quantities for a finite
interval of length L at the end of a semi-infinite system after a global quantum quench. The results can be
briefly summarized as follows.
– For t < L, when the subsystem is not thermalized, the entanglement hamiltonian depends on both











Figure 2.8: Setup for a subsystem A = [−L/2, R] in a finite system [−L/2, L/2] after a global quantum
quench. The height of the rectangle is β/2. A small disc is removed at the entangling point as regularization,
and the solid blue lines are branch cuts. The topology of a rectangle with a small disc removed is equivalent
to an annulus. Therefore, one can use a conformal mapping w = f(z) to map the rectangle in z-plane to an
annulus in w-plane.
the entanglement hamiltonion only depends on the hamiltonian density. In the long time limit t→∞, the
entanglement hamiltonian (and therefore the reduced density matrix) for subsystem A is the same as that
in a thermal state at finite temperature β−1.
– Based on the conformal mapping and the knowledge of boundary CFT, both the entanglement entropy
and entanglement spectrum at arbitrary time t can be obtained. In particular, for t > L, it is found that
the spacing of entanglement spectrum approaches the saturated value, i.e., the entanglement spectrum in a
thermal state at temperature β−1, exponentially in time.
– The constant-u flows in the causal wedge of subsystem A in Minkowski spacetime are studied. These
flows provide us very rich information on how the subsystem is thermalized. For t < L, these flows show a
mixed feature of a thermal state and a global quantum quench without thermalization. As time evolves, the
feature of a thermal state dominates gradually. For t > L, the distribution of constant-u flows is independent
of time, and looks the same as those for a thermal state at finite temperature β−1. In addition, we find a
quantitative correspondence between these flows and the entanglement hamiltonians, as shown in Eq.(2.38).
There are also Interesting features for the constant-u flows corresponding to subsystem B = (L,∞).
There are some future problems to study in detail:
– It is interesting to study the time evolution of entanglement hamiltonian and constant-u flows for an
interval in a finite system after a global quantum quench. It is known that quantum revival can be observed
due to the compact feature of the system [27]. It is expected that the revival of entanglement hamiltonian
and constant-u flows should also be observed. The setup for studying a finite system after a global quantum
quench is shown in Fig. 2.8, where we have a rectangle in z-plane with z = x + iy, x ∈ [−L/2, L/2] and
y ∈ [−β/4, β/4]. For simplicity, one can impose the same conformal boundary condition along x = ±L/2
27
and y ± β/4. Then the topology of this rectangle with a small disc removed at the entangling point is
topologically equivalent to an annulus. We can map the rectangle in z-plane to an annulus in w-plane
based on a two-step conformal mapping: One can first map the rectangle to a RHP in ξ-plane by using the
Christoffel-Schwarz transformation [28]. Then the RHP with a small disc at ξ0 can be mapped to an annulus
in w-plane by using the second formula in Eq.(2.12). We hope to study this problem in detail in a future
work.
– It would be interesting to study the case of inhomogeneous quantum quenches. In the current work,
where the global quantum quench evolves from an initial state which is translation invariant, the density of
constant-u flows is homogeneous and proportional to β−1. For an inhomogeneous quantum quench, β(x) is
a function of spatial position x, which indicates that the correlation length of the initial state is position
dependent. It is expected that one can observe constant-u flows with inhomogeneous density. It is also
interesting to study the time evolution of entanglement hamiltonians for a specific inhomogeneous quantum
quench explicitly, such as the setups introduced in Refs.[29], although general formulae for inhomogeneous
quantum quenches have been discussed in Ref.[45].
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Chapter 3
Inhomogeneous quantum quench in
conformal field theory: Bridging
global and local quantum quench
3.1 Introduction
In this work, by studying a quantum quench from a specific inhomogeneous initial state, we unify global and
local quantum quenches (as introduced in the introduction) in the same setup, but at different time scales.










· log t, t Λ,
(3.1)
where Λ is a length scale we will introduce in the inhomogeneous initial state shortly. We also consider the
case A = [l,∞) with l Λ, which shows very interesting features as well.
3.2 Set up
The inhomogeneous initial state we consider has the following expression
|ψ0〉 = e−ε(x)HCFT |B〉. (3.2)
Compared to the initial state in Eq.(1.9), now ε(x) is a function of position x. Physically, it means the
correlation length is position dependent. We choose ε(x) in the following way









where Λ is a length scale. In particular, we are interested in the limit ε0 → 0, and therefore
ε(x) ' ε0 ·
√
Λ2 + x2 '

ε, |x|  Λ,
ε|x|
Λ
, |x|  Λ,
(3.4)
where, for comparison with the known results in global/local quenches, we have defined ε0Λ =: ε. Here ε is
the parameter that appears in Eq.(1.9). Apparently, Λ sets a length scale below which the initial state in
Eq.(3.2) looks the same as that in Eq.(1.9).
In Schrödinger’s picture, the time evolved state is |ψ(t)〉 = e−iHt|ψ0〉, where we write HCFT as H for
brevity. We are interested in the equal time correlation function of a set of local operators Oi(xi), i.e.,
〈ψ0|eiHtO1(x1) · · ·On(xn)e−iHt|ψ0〉
=〈B|eiHt−ε(x)HO1(x1) · · ·On(xn)e−iHt−ε(x)H |B〉.
In Euclidean space, this is nothing but the correlation function of local operators Oi(zi) in a “hyperbolic
strip”, with zi = xi + iτ . The two edges of this “hyperbolic strip” is defined by ±ε(x) in Eq.(3.3), as
schematically shown in Fig.3.1 (a). On each edge, we have the boundary condition |B〉. To calculate the














based on which we map the “hyperbolic strip” in z-plane to a “straight strip” in ζ-plane, and then to the right
half-plane in w-plane (see Fig.3.1). The problem is now reduced to the calculation of correlation functions
in the right half-plane, which is easier to handle. To recover the real time evolution, we will analytically













Figure 3.1: Two-step conformal mapping in our calculation. The “hyperbolic strip” is mapped to a “straight
strip” first, and then to the right half plane.
3.3 Entanglement evolution of subsystem A
3.3.1 Entanglement evolution for A = [0,∞)
For simplicity, first we consider the case A = [0,∞). The entanglement entropy of subsystem A can be






log [tr (ρnA)] .
And the von Neumann entanglement entropy is obtained by





The term tr(ρnA) in S
(n)
n is related with the correlation function of n-th order twist operator Tn(z0) as follows
tr (ρnA) = 〈Tn(z0)〉HYP, (3.7)
where “HYP” represents the “hyperbolic strip”, and z0 = iτ . The twist operator Tn(z) is a primary operator



















which can be further simplified as
〈Tn(z0)〉HYP ∼
(√
1− τ2/Λ2 · 2 cos (πα/2ε0)
)−xn
. (3.9)
Here we use “∼” instead of “=” because we are mainly interested in the universal leading term, and the
non-universal coefficient will only contribute to non-universal constant terms in the entanglement entropy,
which we are not interested in here. α in Eq.(3.9) is defined through









Next, by considering the analytical continuation τ → it, and noting that π2ε0  1, one can obtain the
















This result holds for arbitrary time t ε. In the short time limit (ε t Λ) and long time limit (t Λ),
it reduces to the result in Eq.(3.1). One can find that in the short time limit, SA(t) is exactly the same as
the global quantum quench result in Eq.(1.10). The reason is as follows. In short time limit, based on the
quasi-particle picture, only the region |x| ∼ t  Λ is relevant for the time evolution of SA(t). As shown in
Fig.3.2, the “hyperbolic strip” looks the same as a “straight strip” for |x|  Λ. In addition, the width of
this “straight strip” is 2Λ sin ε0 ' 2Λε0 = 2ε by definition, which is the same as that in Fig.1.1.
On the other hand, in the long time limit t  Λ, the “hyperbolic strip” in the long-length scale |x| ∼ t
looks like “two slit” (see Fig.3.2), similar with the local quench setup in Fig.1.1. This is why we have
SA(t) ∼ log t in the long time limit. By comparing with the local quench result in Eq.(1.11), it is found that
SA(t Λ) in Eq.(3.1) is enhanced by a factor πΛ/4ε. This is as expected by considering that the standard
local quantum quench happens at one point (see Fig.1.1), while in Fig.3.2 the “local quench” happens in
a region with the length scale ∼ Λ. Therefore, compared with the local quench setup in Fig.1.1, more






Figure 3.2: How the “hyperbolic strip” looks like in the short length scale |x|  Λ and long length scale
|x|  Λ.
It is straightforward to check that the result in Eq.(3.1) also holds for A = [l,∞) with |l|  Λ. It
is because in the short time limit t  Λ, the relevant physics still happens in the “straight strip”, which
corresponds to the global quench setup. In the long time limit t  Λ (and therefore a long length scale
|x|  Λ), the system cannot see the difference between l = 0 and |l|  Λ.
3.3.2 Entanglement evolution for A = [l,∞) with l Λ
Based on the analysis above, it is expected that if the subsystem A is far from the origin x = 0, one should
observe a local quantum quench feature only. If this is true, another natural question is: Is SA(t) enhanced
by the same factor πΛ/4ε?
Before checking these questions, let us remind ourselves of the result of local quench for SA(t) with





log l, t < l,
c
6
log(t2 − l2), t > l.
(3.11)
The fact that SA(t) is time independent for t < l simply means that the quasiparticles emitted from x = 0
have not arrived at subsystem A. In addition, in the long time limit t l, SA(t) is reduced to Eq.(1.11), as
expected.
Now let us check the behavior of SA(t) for A = [l,∞) in our setup. To capture the local quench feature,
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we consider the limit l Λ. The calculation of tr (ρnA) is the same as Eq.(3.7), but now we use z0 = l + iτ .







where α is defined by
exp (iα) :=
l + ρ cos θ + i (τ + ρ sin θ)√













Λ2 + l2 − τ2
.
(3.14)
Then we do analytical continuation τ → it. As shown in the appendix, the analytical continuation depends











· log(t2 − l2), l > t.
(3.15)






· t, t l. (3.16)
Several remarks are in order:
– By comparing Eq.(3.15) with Eq.(3.11), SA(t) in Eq.(3.15) indeed shows the feature of a local quantum
quench. In particular, for t l, SA(t) is exactly the same as that in local quench, simply because the regions
[0,∞) and (−∞, 0] are effectively decoupled before t = 0. For t > l, compared with the local quench result
in Eq.(3.11), there is an enhancing factor πΛ/4ε, which has the same physical origin as that in Eq.(3.1).
This can be viewed as a consistent double check. For t  l, SA(t) is reduced to SA(t) = c3 ·
πΛ
4ε · log t, as
expected.
– Although the leading order of SA(t) shows the local quench feature, if we look at the time dependent
term of SA(t) for t l [see Eq.(3.16)], it grows linearly in t, which is the feature of a global quantum quench.
Compared with Eq.(1.10), the growth rate is suppressed by a factor Λ/l. The reason is as follows. For t l,
only the degrees of freedom near the entanglement surface (x ∼ l) contribute to SA(t). If we look at the
“hyperbolic strip” locally around x ∼ l, it is a “straight strip” with a width 2ε · lΛ . This explains the factor
Λ/l in Eq.(3.16).
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As a short sum, for the time dependent terms in SA(t) with A = [l,∞), we can observe a global quantum
quench feature in the short time limit, and a local quantum quench feature in the long time limit, for both
l Λ and l Λ.
Before we leave this section, we give some details of calculating SA(t) for A = [l,∞) with l  Λ.
Starting from 〈Tn(z0)〉HYP in Eq.(3.12), we do analytical continuation τ → it. It is noted that ρ cos θ and
ρ sin θ depend on whether t < l or t > l as follows: [32, 125]




2 [(max[l, t])2 − (min[l, t])2]
)








where ρ and θ are defined in Eq.(3.14). We are interested in the limit l, t Λ, so that
ρ '
√
|l2 − t2|. (3.18)
























Noting that ε := ε0Λ, one can obtain Eqs.(3.15) and (3.16) in the short time limit t l. For t > l, based on
Eq.(3.17), one can obtain

























based on which one can obtain the leading term in Eq.(3.15) for t > l.
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3.4 One-point function of primary fields
It is also interesting to check the time evolution of single point correlation function of a generic primary
field Φ(x, t). The expressiones of 〈Φ(x, t)〉 for standard global and local quantum quenches in Fig.1.1 are as
follows. For a global quantum quench, one has [30]:







where ∆Φ is the scaling dimension of the primary field Φ(x, t). For a local quantum quench, one has [32]
〈Φ(x, t)〉 ∼

x−∆Φ , t < x,(
t2 − x2
)−∆Φ
, t > x.
(3.24)
For t  x, one has 〈Φ(x, t)〉 ∼ t−2∆Φ . Now we turn to the inhomogeneous quantum quench in our setup.













4ε ·2∆Φ , t Λ.
(3.25)
One can observe that 〈Φ(x, t)〉 shows an exponential decay for t Λ, and a power law decay for t Λ. In
particular, the form of 〈Φ(x, t  Λ)〉 is exactly the same as that for a global quench. For t  Λ, 〈Φ(x, t)〉
shows the same behavior as a local quantum quench, but with a factor πΛ/4ε difference, which has the same
origin as that in Eqs.(3.1) and (3.15).














)−πΛ4ε ·∆Φ , t > x. (3.26)
In the short time limit t x, the first term x−∆Φ , which is time independent, is exactly the same as that for
a local quantum quench. The second term shows an exponential decay in time, corresponding to the feature
of a global quantum quench. But the decay rate is now suppressed by a factor Λ/x, which has the same
physical origin as the factor Λ/l in Eq. (3.16). For t > x, 〈Φ(x, t)〉 has the same expression as that for a
local quench, but with a factor πΛ/4ε difference. Again, this factor has the same origin as that in Eqs.(3.1)
and (3.15). All the features above are consistent with our analysis on entanglement evolution.
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3.5 Discussion and Conclusion
In this work, we propose a specific inhomogeneous quantum quench, which is analytically solvable, to bridge
the global and local quantum quenches that were previously studied in two totally different setups in (1+1)-d
CFTs. Given the initial state in Eqs.(3.2) and (3.3), we study the entanglement evolution SA(t) for A = [l,∞]
with l Λ and l Λ, respectively. For l Λ, it is found that SA(t) shows a global quantum quench feature
in the short time limit, and a local quantum quench feature in the long time limit. For l  Λ, the leading
term of SA(t) shows a local quantum quench feature in both short and long time limit. However, for the
time dependent term in short time limit, it shows the global quantum quench feature. Therefore, we claim
that for the time dependent terms in SA(t) with A = [l,∞), one can observe the global quantum quench
feature in short time limit, and the local quantum quench feature in long time limit, no matter l  Λ or
l Λ. We also check the time evolution of single-point correlation functions of primary fields, the behavior
of which is consistent with the entanglement evolution.
There are many other interesting setups for inhomogeneous quantum quenches [38, 39, 40, 41], among
which the most relevant one to ours is the work by Sotiriadis and Cardy [38], although the motivation is
different. In Ref.[38], the authors studied a quantum quench from an inhomogeneous initial state, which
can be mapped to a “straight strip”, with the same spirit as ours. However, the specific configuration
under study is a “stepped width strip”, and only global quantum quench features are observed. We also
noted some interesting setups in the holographic entanglement context [42]. In Ref.[43], various quantum
operations including local projection measurements and partial swapping in CFTs and their holographic
dual are studied. Both global and local quantum quench features may arise in the entanglement evolution
after such quantum operations. It is our future aim to give a systematic study of different setups that may
give rise to global and local quantum quench features at different time scales. A possible method is to
start from a “straight strip”, and map it to a “strange strip” by considering various interesting conformal
mappings. Then we choose this “strange strip” as the inhomogeneous initial state for quantum quenches.
The calculation can be done by mapping it back to the “straight strip”. This is, in spirit, similar to the
methods used in Ref.[44, 45], although with different motivations.
Our setup may also be useful for studying related problems, e.g., the speed limit of entanglement propaga-
tion from an initial state which is not translation invariant [46]. It is also interesting to study the holographic
dual of inhomogeneous quantum quenches based on our setup.
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Chapter 4
Entanglement negativity after a local




Recently, it has been recognized that quantum entanglement provides us a powerful tool to study quantum
properties of many-body systems in condensed matter physics [1, 2, 3, 4]. When the system is prepared in
a pure state |Ψ〉, a good quantity that describes the bipartite entanglement is the von Neumann entropy,
which is defined as
SA = −TrρA ln ρA (4.1)
where ρA = TrBρ is the reduced density matrix of subsystem A, with ρ = |Ψ〉〈Ψ|. An alternative measure







These entanglement measures have proved to be of great use in characterizing quantum entanglement of
many-body states.
However, for a mixed state, neither the von Neumann entropy nor the Renyi entropy is a good measure
of entanglement since quantum and classical correlations are not clearly separated in these measures. Now
suppose we are interested in the entanglement between two subsystems A1 and A2, which are not necessarily
complementary to each other and, are embedded in a larger system, the union A1 ∪A2 cannot be described
by a pure state after integrating out degrees of freedom in the complement of A1 ∪ A2. In this case, we
need to search for other quantities that may characterize quantum entanglement for a general mixed state.
Among different proposals [101, 48], a computable measurement of entanglement, the logarithmic negativity
[150], turns out to be very useful and practical. In particular, it is proved that the logarithmic negativity is
a proper entanglement monotone in Ref. [151]. Following Ref. [150], the negativity can be obtained by first
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taking a partial transposition. To be more precise, given a density matrix ρA1∪A2 which describes a bipartite
mixed state in a Hilbert space HA1∪A2 = HA1 ⊗HA2 , the partial transposition with respect to A2’s degrees


















where |e(1)i 〉 and |e
(2)
j 〉 are arbitrary bases in HA1 and HA2 , respectively. Then the logarithmic negativity is
defined as
EA1,A2 := ln ||ρ
T2
A1∪A2 || = ln Tr|ρ
T2
A1∪A2 |, (4.4)
where T2 indicates the partial transposition with respect to A2, and the trace norm ||ρT2A1∪A2 || is defined as
the sum of all the absolute values of the eigenvalues of ρT2A1∪A2 . Recently, the logarithmic negativity has been
extensively used to study various many-body systems, including one-dimensional harmonic chains [51, 52],
quantum spin chains [53, 54, 55, 56, 57, 58, 59], free fermion systems [60], and topologically ordered systems
[208, 62]. In particular, the universal features of the entanglement negativity in one-dimensional critical
systems have been understood by developing a conformal field theory (CFT) approach [146, 147]. Later on,
the comparison of CFT results and numerical calculations of one-dimensional critical systems were studied
in a series of works [65, 66, 67].
Although many works have been done on the entanglement negativity, there is less understanding on the
non-equilibrium properties of the entanglement negativity. Most recently, time evolution of the logarithmic
negativity after a global quench was studied with CFT approach [152]. In Ref. [69], the negativity evolution
for two adjacent intervals after a local quench was numerically studied in a harmonic chain. However, a
thorough study of the negativity evolution after a local quantum quench is still lacking, and it is appealing
to unveil the universal features of the dynamical behavior of the entanglement negativity propagation.
In this paper, our motivation is to study the time evolution of the entanglement negativity after a
local quantum quench analytically. For simplicity, we consider a (1+1)-dimensional critical system, which is
physically cut into two parts that are prepared in their own ground states. Then at time t = 0, we join the two
parts together at their endpoints, and study the time-evolution of the entanglement negativity afterwards. As
shown in Fig. 4.1, once the two CFTs are joined at the endpoints, the interaction between them is introduced
simultaneously, which generates quasiparticles (excitations) at the jointing point. These quasiparticles may
be viewed as entangled pairs [70, 71, 72, 73, 74] which carry entanglement information. When the entangled
pairs arrive at two intervals separately, the entanglement negativity can be built immediately. Because the
(1+1) dimensional critical system is Lorentz invariant at the low energy limit, we can utilize the power of
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Figure 4.1: Setup for a local quantum quench. Two separate CFTs defined on two semi-infinite lines are
joined together at their endpoints. Then quasiparticles, which may be viewed as entangled pairs, are generated
at the jointing point, and propagate freely through the system. The entanglement negativity between two
intervals which are far from each other may be built with the help of these propagating entangled pairs.
conformal field theory and understand the universal feature of this dynamical phenomenon.
The rest of the paper is organized as follows. In part B of this section, we give a brief review of the
path integral representation of the entanglement negativity, and then introduce the CFT setup for a local
quantum quench in part C. In Section II, by using CFT approach, we compute the time evolution of the
entanglement negativity for two adjacent intervals in part A, and two disjoint intervals in part B. We consider
both cases where the two intervals are symmetrically and asymmetrically located. In section III, we describe
the numerical method of calculating the entanglement negativity for a harmonic chain, based on which we
study the local quench of the entanglement negativity. Then we compare the numerical results with the
CFT results. In section IV, we conclude our work and list some interesting future problems to be studied.
4.1.2 Entanglement negativity in quantum field theory
A detailed description of path integral representation of the entanglement negativity can be found in Ref.
[147]. For the completeness of this paper, we give a brief review here.
First, as discussed in Ref. [147], by using a replica trick, one can relate the entanglement negativity with








where ne is an even integer, and the density matrix ρ may be expressed as a (Euclidean) path integral in
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Figure 4.2: Path integral representation of (a) Tr(ρA)
n and (b) Tr(ρT2A )
n for two disjoint intervals.








δ (φ(x, 0)− φ′(x′))
∏
x
δ (φ(x, β)− φ′′(x′′)) e−SE , (4.6)
where the rows and columns of the density matrix are labeled by the fields {φ(x, τ)} at τ = 0 and β respec-
tively, with β being the inverse temperature, SE is the Euclidean action and Z = Tr e
−βH is the partition
function. Now we consider subsystems A1 and A2 located in intervals [u1, v1] and [u2, v2], respectively. Then
the reduced density matrix ρA1∪A2 may be obtained by sewing together all the points along edges τ = 0 and
τ = β except the points in A1 ∪A2. That is, we leave two open cuts at [u1, v1] and [u2, v2] along τ = 0.
Next, before we compute Tr (ρT2A1∪A2)
ne , it is beneficial to see how to calculate Tr (ρA1∪A2)
n
first. In order
to calculate Tr (ρA1∪A2)
n
, we consider n copies of the cut plane, and then sew together the cut [ui, vi]
j
τ=0−
with the cut [ui, vi]
j+1
τ=0+ for i = 1, 2 and all the copies j = 1, · · · , n. Note that for j = n, we sew together
the cut [ui, vi]
j=n
τ=0− with the cut [ui, vi]
j=1
τ=0+ . In this way, we define a n-sheeted Riemann surface Rn. The
trace of (ρA1∪A2)
n







where ZRn is the partition function for the orbifold CFT on Rn. Rather than dealing with the fields on a
nontrivial manifold, it is found more convenient to work on a single complex plane. It turns out Eq. (4.7)








Intuitively, the effect of twist fields Tn and T̄n is shown in Fig. 4.2. Winding anticlockwise (clockwise) around
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the twist field Tn (T̄n), once the branch cut is crossed, one will go from layer j to layer j + 1.
With the introduction of twist fields, the expression of Tr (ρT2A1∪A2)
n is very straightforward. As discussed
in Refs. [146, 147], the effect of partial transposition with respect to A2 is equivalent to changing the two










If the two intervals [u1, v1] and [u2, v2] are adjacent to each other, we simply set u2 → v1, and then Eq. (4.9)










Therefore, from Eqs. (4.5), (4.9) and (4.10), it is found that the computation of the entanglement negativity
reduces to the computation of expectation values of twist fields in a complex plane.
4.1.3 CFT approach to a local quench
Before we study the CFT approach to a local quantum quench, it is beneficial to comment on the difference
between local quenches and global quenches. Local quenches are more complicated than global quenches
because they are inhomogeneous. For global quenches, we change the parameters of a translational invariant
Hamiltonian globally, and therefore the system before and after global quenches are always translational
invariant. In this case, as discussed in Refs.[73, 74], the initial state can flow to a conformal invariant
boundary state under renormalization group (RG). For local quenches, however, before we join the two
decoupled CFTs together, the total system is apparently not translational invariant. Therefore, the initial
state cannot flow to a conformal invariant boundary state. In addition, for global quenches, quasiparticle
excitations are emitted from everywhere in the bulk of CFT; for local quenches, quasiparticle excitations are
emitted only from the point where two CFT are joined together.
The time dependent density matrix can be written as ρ(t) = |φ(x, t)〉〈φ(x, t)|, where |φ(x, t)〉 = e−iHt|φ0(x)〉.




where the factor e−εH is introduced to damp out high-energy modes and make the path integral absolutely
convergent. If the CFT arises as the low energy limit of a lattice model, then ε may be viewed as the lattice
spacing. In the study of global quenches[73, 74, 75], |φ0(x)〉 may be considered as a conformal invariant
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boundary state under the RG. For local quenches, as we discussed above, the initial state cannot flow to
a conformal invariant boundary state under the RG. In this case, one may introduce boundary condition
changing operators, as utilized in Refs. [76, 77]. In this work, however, we will follow the method proposed
by Calabrese and Cardy [75]. As shown in Fig.4.3, the density matrix can be expressed in terms of the path
integral on a modified word-sheet, where the physical cut corresponds to two ‘walls’ with one extending
from τ = −∞ to −ε and the other extending from τ = +ε to +∞ in a complex z-plane. No energy nor
momentum can flow through the two ‘walls’, and therefore conformal boundary conditions are imposed on
the wall (As will be shown later, the concrete boundary condition does not affect the universal result we
consider.). For convenience of calculation, we map the z-plane to a right half plane (RHP) with Rew > 0









Then the local quench problem is reduced to the calculation of correlation functions of twist fields in the
RHP [75], which we will study in detail in the next section.
Figure 4.3: Illustration of the conformal mapping in Eq.(4.11), based on which the z-plane is mapped to a
right half plane (RHP) with Rew > 0. For later use, we also label w̃i = −w̄i, which is the image of wi.
4.2 Entanglement negativity after a local quench: Conformal
field theory approach
In this section, we calculate the time evolution of the entanglement negativity after a local quench in
conformal field theories. We will consider adjacent intervals in part A and disjoint intervals in part B,
respectively.
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Figure 4.4: Configurations of two intervals considered in this work: two adjacent intervals (up) and two
disjoint intervals (bottom).




































Figure 4.5: Entanglement negativity E for two symmetric adjacent intervals as a function of time. Here we
choose the central charge c = 1, ε = 0.1, l = 25, 50, 75 and 100, respectively. Shown in (a) is the CFT result,
and (b) is the numerical calculation based on a critical harmonic chain.
4.2.1 Two adjacent intervals
Semi-infinite intervals
As a warm up, we consider the simplest case, i.e., the total system is bipartitioned into two semi-infinite
parts A1 and A2. In this case, ρA1∪A2 is pure, and the logarithmic negativity is the same as the Renyi
entropy with n = 1/2 [146, 147]. This case was also studied in Ref. [69].
For two adjacent semi-infinite intervals, we only need to consider a single twist field T 2n (z1) in z-plane,
which is inserted at
z1 = l + iτ. (4.12)
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By choosing the insertion position at the origin l = 0, i.e., A1 ∈ (−∞, 0] and A2 ∈ (0,+∞), one simply has












where c̃n is a nonuniversal constant which depends on the particular boundary CFT, a is an UV cutoff (e.g.,
the lattice spacing in a harmonic chain), and ∆
(2)
n is the scaling dimension of T 2n (z). By using the conformal


























As discussed in Refs. [146, 147], the scaling dimension ∆
(2)















Then by using the expressions in Eqs. (4.5) and (4.9), one can get






where c̃′1 = ln c̃1. As in Refs. [3, 75], the short time behavior of E(t) allows us to fix the regulator ε in terms
of the non-universal constant c̃1 by requiring





+ c̃′1 = 0, (4.20)
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Now it is possible to eliminate a and c̃′1 in Eq. (4.19) in terms of ε, and then one can get













which was observed in the numerical calculations based on a critical harmonic chain [69].
Symmetric finite intervals
In this part, we consider the case of symmetric finite intervals with l1 = l2 = l, i.e., A1 ∈ [−l, 0] and
A2 ∈ (0, l], as shown in Fig. 4.4. In this case, ρA1∪A2 represents a mixed state, and there is no correspondence
between the logarithmic negativity and the Renyi entropies. By using Eq. (4.10) and doing a conformal




















where the scaling dimensions ∆(1) = ∆(3) = ∆n and ∆(2) = ∆
(2)
n . The three-point correlation function on


















where ηi,j are cross ratios which can be constructed from the endpoints wi (and their images w̃i) of the
intervals in the RHP as follows
ηi,j =
(wi − wj)(w̃i − w̃j)
(wi − w̃j)(w̃i − wj)
(4.26)
with w̃i = −w̄i being the image of wi (see Fig.4.3). The nonuniversal function F({ηj,k}) depends on the full
operator content of the CFT. F({ηj,k}) is usually difficult to calculate and only known for several specific
CFTs and BCFTs. But it is found that in the limits ηi,j → 0, 1, or ∞, the function F({ηj,k}) is just a
constant, which follows from the long- and short-distance expansions of the correlation functions of twist
operators [3, 74, 78, 79, 80]. For symmetric intervals in this part, we calculate the cross ratios ηi,j explicitly
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in the appendix. It is found that one always has ηij = 1 or 0 for the cases t  l, t = l + 0− and t > l. In
other words, our results are universal for the above three cases.












which may be further expressed as











where we have defined wij = |wi − wj |, wij̃ = |wi − w̃j | and wĩj̃ = |w̃i − w̃j |, respectively.
With the expressions of wij that are calculated in the Appendix, one can obtain the entanglement
























, t > l.
(4.29)
















+ const, t > l.
(4.30)
Shown in Fig. 4.5(a) is the plot of E with different l. At the very beginning of the local quench t l, based







which agrees with the result of semi-infinite intervals as shown in Eq. (4.23). This is reasonable because in
the limit t l, the quasiparticles essentially propagate without noticing the finite size effect. For t < l, the








which is also observed in the numerical calculations in Ref. [69]. Note that in the numerical calculations, E
tends to the ground-state value gradually. In our CFT results, E drops to the ground-state value immediately
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Figure 4.6: Entanglement negativity E for two asymmetric adjacent intervals as a function of time. Here we
choose central charge c = 1, ε = 0.1, (l1, l2) = (25, 75), (50, 75), and (75, 75), respectively. Shown in (a) is the
CFT result, and (b) is the numerical calculation based on a critical harmonic chain.
after t = l. This is because all quasiparticles propagate at the same velocity in CFTs. In lattice models,
however, the dispersion relation is not linear for all momentum vectors, and therefore not all quasiparticles
propagate at the same velocity, as discussed in detail in section IV.
In addition, the scaling behavior of E for a harmonic chain was numerically studied in Ref. [69]. For
t < l, they proposed the ansatz






By fitting the numerical results, they found α = 1/2, β ' 0.15, γ ' 0.13 and ρ = −(β+γ) ' −0.28. For our
CFT results in Eq. (4.30), by setting c = 1 and taking the limit t ε, one has α = 1/2, β = 0.25, γ = −0.25
and ρ = −(β + γ) = 0. On the other hand, in the limit t  l, both Eq. (4.30) and Eq. (7.10) collapse to
E = 12 ln t. We attribute the above disagreement/agreement to the following fact. For t ≤ l, because we
neglect the non-universal functions F({ηj,k}) which may not be constants, our results are not accurate and
therefore may not obtain the correct scaling behavior. For t  l, however, our CFT results are universal
and independent of the specific CFT. To reproduce the numerical results for t ≤ l in Ref. [69], we have to
consider the nonuniversal functions F({ηj,k}), which is a difficult task, and out of the scope of our work.
Nevertheless, by comparing the values of the plateau between CFT results and numerical results in Fig.
4.5, it is found they are very close to each other. To be concrete, let’s take E(t = l2 ) for example. Based on






















+ 0.13 ln 3− 0.28 ln 2. (4.35)













Before we end this part, we mention that it is interesting to check how E(t) behaves in other lattice
models. Considering E(t < l) depends on the non-universal functions F({ηj,k}), which varies for different
CFTs, we expect that for other critical lattice models such as the critical Ising model one may observe
different scaling behaviors in E(t < l).
Asymmetric finite intervals
In this part, we consider the case of asymmetric finite intervals with A1 ∈ [−l1, 0] and A2 ∈ (0, l2], as shown
in Fig. 4.4. Without loss of generality, we suppose l1 < l2. The calculations are similar to the symmetric
case, and we need to evaluate the three point correlation functions in Eq. (4.24). First, as shown in the
appendix, we calculate the cross ratio ηij explicitly. It is found that one always has ηij = 1 or 0 for the
cases t  l1, t = l2 + 0− and t > l2. That is to say, our results are universal in these regions. Second,
by neglecting various nonuniversal terms, we arrive at the same result as in Eq. (4.28). The difference is
that for asymmetric intervals, we have different expressions of wij , as explicitly given in the appendix. By











(l1 + t)(l2 + t)
(l1 − t)(l2 − t)













(l1 + l2)(t+ l1)(t− l1)t2
(l2 − l1)l21
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, t > l2.






(l1 − t)(l2 − t)t4
(l1 + t)(l2 + t)ε4





(l1 + l2)(t+ l1)(t− l1)






+ const, t > l2.
(4.37)
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Note that in the limit l1 = l2, we can reproduce the symmetric adjacent intervals result in Eq. (4.30). The
plot of E for different (l1, l2) is shown in Fig. 4.6(a). First, for t min[l1, l2], one can find the time evolution








which shows the ln t behavior again, as expected. For t > max[l1, l2], we obtain the ground state value of








Interestingly, it is found that the sudden drop of E happens at
t = min[l1, l2], (4.40)
which is again straightforward to understand based on the heuristic physical picture that the quasiparticles
may be viewed as entanglement pairs of two quanta. For t < min[l1, l2], two entangled quasiparticles are in
A1 and A2 separately, and create the entanglement between A1 and A2. At t = min[l1, l2] = l1 (here we
suppose l1 < l2), although one quasiparticle is still in A2, the other quasiparticle propagates out of A1, and
therefore the entanglement between A1 and A2 decreases suddenly at t = min[l1, l2].
Before we end this part, we emphasize that our results are universal for the regimes t l1, t = l2 + 0−
and t > l2. For the case of t ≤ l2, however, similar with the symmetric case, because we neglected the
nonuniversal functions F({ηj,k}) which may not be constants, our results are not accurate, and one has to
calculate F({ηj,k}) for different CFTs.
4.2.2 Two disjoint intervals
Symmetric finite intervals
In this part, we consider the symmetric disjoint intervals, i.e., A1 ∈ [−d− l,−d] and A2 ∈ [d, d+ l], as shown
Fig. 4.4(b). In this case, we need to consider the correlation function of four twist fields as shown in Eq.














































Figure 4.7: Entanglement negativity E for two symmetric disjoint intervals as a function of time. Here we
choose the central charge c = 1, ε = 1, (d, l) = (140, 10), (160, 10) and (180, 10), respectively. Shown in (a) is
the CFT result, and (b) is the numerical calculation based on a critical harmonic chain.


















For the nonuniversal functions F({ηj,k}), as explicitly calculated in Ref. [78], they are simply a constant in
the limit l/d  1. In other words, when the two intervals are far apart, we do not need the knowledge of
F ({ηj,k}). By using the definition in Eq. (4.5), and dropping various multiplicative constants, we have






















































































Figure 4.8: Entanglement negativity E for two asymmetric disjoint intervals as a function of time. Here we
choose the central charge c = 1, ε = 1, l = 15, (d1, d2) = (150, 150), (150, 155), (150, 160), and (150, 165),
respectively. Shown in (a) is the CFT result, and (b) is the numerical calculation based on a critical harmonic
chain.
With the explicit forms of wij given in the Appendix, we can obtain the entanglement negativity E as a
function of time as follows
E =





(2d+ l)(d+ l − t)(t2 − d2)
εdl(d+ l + t)






t > d+ l
(4.45)
Note that in the study of the negativity evolution after a global quench, it was found that E(t) shows the
same behavior as the Renyi mutual information apart from the prefactor [152]. For the local quench studied
here, by comparing our result in Eq. (4.45) with the result of mutual information in Ref. [78], it is found
that the expressions are also the same except for the prefactor. In other words, our results parallel with the
story in the negativity evolution after a global quench. The relation between the entanglement negativity
and the mutual information after a local quantum quench will be systematically discussed in section IV.
As shown in Fig. 4.7(a), we plot the evolution of the entanglement negativity with different (d, l) according
to Eq. (4.45). A ‘light-cone’ effect can be observed: For t < d, there is no entanglement negativity between A1
and A2. At t = d, the entanglement negativity begins to develop, and reaches the maximum approximately
at t = d + l/2. At t = d + l, the entanglement negativity decreases suddenly, which corresponds to the
entangled pairs propagating out of intervals A1 and A2 simultaneously. Note that at t = d+ l/2, taking the
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which is independent of the distance d, as also can be observed in Fig. 4.7. That is to say, with the help
of entangled pairs, we can create a long-range entanglement between two intervals which are far from each
other. Note that this long-range entanglement was also observed in the time evolution of mutual information





In this part, we consider the asymmetric disjoint intervals. We have multiple choices as follows: (i) d1 6= d2,
l1 = l2, (ii) d1 = d2, l1 6= l2 and (iii) d1 6= d2, l1 6= l2. For simplicity, we consider the case (i), i.e.,
A1 ∈ [−d1 + l,−d1] and A2 ∈ [d2, d2 + l]. Without loss of generality, we choose d1 < d2 ≤ d1 + l.
The calculation of the negativity evolution is similar with the symmetric case, and we obtain the same
result in Eq. (4.44). The difference is that we should express wij in terms of d1, d2 and l, as explicitly shown








(d1 + d2)(d2 − t)(d2 + l + t)(d2 − d1 + l)
(d1 + d2 + l)(d2 + l − t)(d2 + t)(d2 − d1)





2(d1 + d2 + l)
√
(d1 + l − d2)(d2 + l − d1)(d1 + l + t)(d2 + l + t)
(d1 + l − t)(d2 + l − t)(t2 − d21)(t2 − d22)




[t2 − (d1 + l)2](d1 + d2)2(d2 + l − d1)(d1 + d2 + 2l)
(d2 − d1)(d1 + d2 + l)3(t2 − d21)




(d1 + d2 + 2l)(d1 + d2)
(d1 + d2 + l)2
t > d2 + l
(4.47)
One can check that when d1 = d2 = d, the result in Eq. (4.45) is reproduced.
According to Eq. (4.47), we plot E(t) with different (d1, d2) in Fig. 4.8(a). Compared to the symmetric
case, the ‘light-cone’ effect is still observed. The difference is that the time when E(t) increases quickly now
happens at
t = max[d1, d2], (4.48)
and the time when E(t) decreases quickly happens at
t = min[d1 + l, d2 + l], (4.49)
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which is also in agreement with the quasiparticle picture.
4.3 Numerical evaluation of the negativity for a harmonic chain
after a local quench
In this section, to confirm our CFT results, we study the time evolution of the logarithmic negativity after
a local quantum quench in a lattice model, a critical harmonic chain. The entanglement negativity for a
harmonic chain has been numerically studied in several works [51, 81, 147, 69, 152]. Here we follow the
method developed in these works, and apply it to the local quench problem. We will first introduce the
lattice model and the covariance matrix in part A. In part B, we introduce the evolution matrix and show
how to calculate the entanglement negativity. In part C, we apply the method to the cases studied with
CFT approach, and compare the results accordingly.
4.3.1 Harmonic chain and the covariance matrix













(qn+1 − qn)2], (4.50)
where N is the number of sites of the chain, M is the mass scale, ω0 is the characteristic frequency, and K
is the nearest-neighbor coupling. pn and qn denote the momentum and position operators with canonical
commutation relations [pn, pm] = [qn, qm] = 0 and [qn, pm] = iδn,m.









































)2, k = 1, · · · , L, (PBC). (4.53)
For the Dirichlet boundary condition (DBC), the Fourier transform is not valid due to the breaking of





























where n = 1, · · · , L. For pn, the Fourier sine transformation is defined similarly. The Hamiltonian in the









)2, k = 1, · · · , L− 1, (DBC). (4.55)






























〈0|qnpm|0〉 = iδn,m/2. (4.57)
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〈0|qnpm|0〉 = iδn,m/2. (4.58)
4.3.2 Evolution matrix and the logarithmic negativity
From the Heisenberg equation of motion, ˙̃qk(t) =
1
M p̃k(t) and









M(−ωk sinωktq̃k(0) + cosωktp̃k(0)).




























Therefore, the time evolution of the covariance matrix is
γ(t) = S(t)γ(0)S(t)T, (4.60)












The entanglement properties are encoded in the reduced density matrix, which can be extracted from
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the the covariance matrix γA associated with the the subsystem A. The logarithmic negativity is defined by
the partial transposition of the reduced density matrix ρA with the subsystem A = A1∪A2 as E = lnTr|ρT2A |.
We first consider the partial transposition of γA, which can be constructed by inverting the signs of the












 δn,m, n,m ∈ A2, (4.63)
and lA is the number of sites in region A. The symplectic spectrum of γ
T2
A can be obtained by exact





After computing the spectrum of iΣ · γA with the set of eigenvalues {±λ1,±λ2, · · · ± λlA ;λµ > 0}, the






















ln [min(1, 2λµ)] . (4.66)
Let us summarize the details of computing the negativity:
• Constructing the covariance matrix based on Eq. (4.56).
• Constructing the evolution matrix Sn,m(t) [Eq. (4.61)] and obtain the time-evolution covariance matrix
γ(t) [Eq. (4.60)].
• Constructing the reduced covariance matrix γA(t) and computing the spectrum of iΣ · γA(t). Then,
the negativity is obtained by Eq. (4.66).
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4.3.3 Evolution of entanglement negativity after a local quench
We consider two disconnected harmonic chains with equal number of sites N under the Dirichlet boundary
condition, with each harmonic chain prepared in its ground state. At t = 0, two disconnected chains are
joined together as one harmonic chain with number of sites 2N under the Dirichlet boundary condition
(similar to Ref. [69]).






























2, and γ1/2(t) denotes the covariance matrix of the disconnected chain. The






























In the following, the negativity is computed by setting M = K = 1 and ω0 = 0 so that the maximal
group velocity of normal-mode excitations is set to unity. (Hereafter we will use the ‘light-speed’ vc(= 1)
to represent the maximal group velocity.) The total length of the harmonic chain is N = 500. The partial
transposition is performed with respect to the interval A2. Notice that for ω0 = 0, the system is critical
with the central charge c = 1. As shown in Figs. 4.5∼4.8, we compute the negativity evolution for both
adjacent and disjoint intervals, including symmetric and asymmetric cases. By comparing the analytical
results obtained from CFT approach and the numerical results based on the harmonic chain, it is the found
that the main features agree very well.
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4.3.4 Comparison between CFT results and numerical results
Although the main features of our CFT results and numerical results agree with each other, we notice that
there are some disagreements in detail between the two methods as follows.
(i) For the results of two adjacent intervals in Fig. 4.5, at time t = l/vc = l, the entanglement negativity
obtained from the CFT approach drops to the ground-state value suddenly. For the lattice model, however,
the entanglement negativity approaches the ground-state value gradually. This is due to the fact that in
CFTs all the quasiparticles propagate at the same speed vc, which is not the case in a lattice model. As
shown in Eq. (4.55), the dispersion relation is nonlinear, which indicates that not all the quasiparticles have
the same group velocity. In particular, for quasi-particles with higher energy, their group velocities v are
smaller than the light speed vc, i.e., v < vc. As shown in Fig. 4.9, qualitatively, we can divide the entangled
pairs into four groups according to their group velocities (vL, vR) :
(vL, vR) '

(−vc, vc), fast-fast pair
(−vc, v), fast-slow pair
(−v, vc), slow-fast pair
(−v, v), slow-slow pair.
(4.70)
In the CFT study of two adjacent intervals, there are only fast-fast pairs which lead to the abrupt drop of
E at t = l. In the lattice model, however, the slow-slow pairs still make contributions to E even for t > l,
and this is why E drops to the ground-state value gradually in our numerical results.
(ii) The concrete values of the entanglement negativity obtained from the CFT approach and the numer-
ical method do not agree with each other in a perfect way. In particular, the CFT results are much larger
than the numerical results for the disjoint cases, as shown in Fig. 4.7 and Fig. 4.8. This phenomenon, again,
may be understood based on the quasi-particle picture in Fig. 4.9. For two symmetric adjacent intervals, all
the four kinds of entangled pairs contribute to E for t < l. For two symmetric disjoint intervals, however,
only the fast-fast pairs contribute to E during d < t < d+ l, and the other three kinds of entangled pairs do
not make any contribution at all. This explains why the numerical results are much smaller than the CFT
results for the disjoint cases.
The above quasi-particle picture on a lattice model may lead to many interesting results. For example,
in the symmetric disjoint case, careful readers may wonder if the slow-slow pairs will make contributions to
E at a later time t > d + l. The answer is yes. Actually, as shown in Fig. 4.7, for the case d = 140 and
l = 10, one can find that E shows a “tail” or “revival” starting at around t = 180, which results from the
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Figure 4.9: Effects of propagating entangled pairs on the entanglement negativity E of two adjacent intervals
and two disjoint intervals in a lattice model. For two adjacent intervals, all the four kinds of entangled pairs
may contribute to the entanglement negativity. For two disjoint intervals, however, only the fast-fast entangled
pair may contribute to the entanglement negativity near t ∼ d, as discussed in the main text.
contribution of slow-slow pairs.
To demonstrate the above physical picture, we study, numerically, the distribution of entangled pairs
as a function of (vL, vR) based on the harmonic chain. The strategy is as follows. By choosing disjoint
intervals A1 and A2 as shown in Fig.4.4, we fix the length of two intervals l1 = l2 = l = 5 and time
t = 100. Then we measure E by changing the distances d1 and d2 separately. In this way, we plot E as a
function of (vL/vc, vR/vc) = (−d1/t, d2/t). As shown in Fig. 4.10, it is found that there is a peak located at
(−vL/vc, vR/vc) ' (1, 1) as expected from the CFT approach which is mainly contributed by the fast-fast
pairs. On the other hand, there is another region (−vL, vR ≤ vc) with finite E , which is mainly contributed by
the other three kinds of entangled pairs, i.e., fast-slow pairs, slow-fast pairs and slow-slow pairs, respectively.
While suppressed as compared to the main peak at (1, 1), these quasiparticle pairs still carry non-negligible
contributions to the entanglement negativity, leading to the tail or revival of the negativity E .
Then a natural question is: how can we understand the “shape” of entangled pairs, i.e., the distribution
of entangled pairs as a function of (vL, vR)? In particular, for different methods of local quenches [146, 147,
70, 71, 72], the shape of entangled pairs may be very different. A quantitative study of this question as well
as its application to the finite temperature case will be reported elsewhere [82].
Another question that the experts may ask is: For the time evolution of the entanglement negativity
for two disjoint intervals after a global quench in Ref.[152], why cannot we observe an apparent mismatch
between the CFT results and the numerical results? The reason is that Ref.[152] mainly focuses on the case
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Figure 4.10: Distribution of entangled pairs as a function of (vL, vR) for a harmonic chain. The peak at
(−vL/vc, vR/vc) ' (1, 1) is contributed by the fast-fast pairs. The region ( −vL/vc, vR/vc ≤ 1) with finite E is
contributed by the other three kinds of entangled pairs, i.e., fast-slow pairs, slow-fast pairs and slow-slow pairs,
which result from the high energy contribution. The parameters we choose are l1 = l2 = l = 5 and t = 100.
l ≥ d, which is close to the case of adjacent intervals. The shape of entangled pairs plays an important role
only when d  l, in which one can separate the contributions from the fast-fast pairs and the other three
kinds of entangled pairs, as studied in our current work. To demonstrate this, we checked the entanglement
negativity evolution of two symmetric and disjoint intervals after a global quench in a harmonic chain. It is
found that in the case d  l, the numerical results are much smaller than the CFT results in magnitude,
which agrees with our physical picture here.
4.4 Discussions and conclusions
4.4.1 Relation between entanglement negativity and mutual information after
a local quantum quench
In the study of time evolution of the entanglement negativity E(t) after a global quench [152], it is found
that E(t) shows the same feature as that of the Renyi mutual information I(n)(t). In our current study on
the local quench problem, similar features are observed for the disjoint-interval cases. In this part, we hope
to understand this observation, from a more general point of view, for both cases of adjacent and disjoint
intervals after a local quantum quench. As a straightforward generalization of Ref. [152], it is found that the
relation between the entanglement negativity and mutual information is independent of whether the quench
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of our interest is global or local. In other words, for both global and local quenches, the time evolution of
the entanglement negativity E(t) has the same form as the Renyi mutual information In(t) up to a global
prefactor, as explicitly discussed in the following.










− S(n)A1∪A2 . (4.71)
Based on the definition of Renyi entropy S
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Let us consider the disjoint-interval case first, i.e., A1 = [z1, z2] and A2 = [z3, z4]. Expressed in terms of the










































where the cross ratios ηi,j are defined in Eq. (4.26). Here we are only interested in the limit ηi,j → 0 or 1, i.e.,
F({ηj,k}) is a constant. By neglecting various non-universal constants, then the Renyi mutual information




























which has the same form as E(t) in Eq. (4.42) apart from a constant prefactor 23 . Then the Renyi mutual
information I
(n)






















Although the above discussion is for the local quench, one can find that the same conclusion holds for
the global quench [152], because our derivation is not sensitive to the concrete form of conformal mapping.
4.4.2 Conclusions
In this paper, we studied the time evolution of the entanglement negativity that results from a local quench in
conformal field theories, where the local quench is introduced by connecting two decoupled CFTs. Once the
two CFTs are joint at the endpoints, the interaction is simultaneously introduced, and then local quasiparticle
excitations are generated at the jointing point. These quasiparticles carry information about entanglement
and propagate freely along the system. The entanglement negativity of two intervals are built through these
propagating quasiparticles.
Then by employing CFT approach, we calculated the entanglement negativity evolution for both adja-
cent intervals and disjoint intervals respectively. For the case of two adjacent intervals, the entanglement
negativity grows as ln t initially, and then develops a plateau-like feature. When the quasiparticles propagate
out of the intervals, the negativity drops to the ground-state value. For the case of two disjoint intervals,
there is no entanglement negativity at the very beginning of local quench until the quasiparticles reach the
two intervals simultaneously. In the limit d  l, a long-range entanglement which is independent of the
distance d between two intervals is built through the quasiparticles. Then again, similar with the case of
adjacent intervals, once the quasiparticles propagate out of the two intervals, there is a sharp drop of the
entanglement negativity.
Because our results are obtained from the CFT approach, the conclusion only applies to critical systems
with a linear dispersion relation in (1+1) dimensions. In other words, in the CFT approach, all the quasipar-
ticles propagate at the same speed (“speed of light”). For a general lattice model such as the harmonic chain
considered in this paper, however, the dispersion relation is not linear for all momentum vectors. There are
some quasiparticles propagating slowly compared with the speed of light. This is why the numerical results
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do not agree with the CFT results perfectly, although the main features agree with each other.
Last but not least, we mention some interesting future problems to be studied as follows.
• Finite temperature effects. Most recently, finite temperature effects on the entanglement negativity in
conformal field theories were studied [126]. In particular, finite temperature effects on a local quench of the
entanglement negativity were studied numerically based on a critical harmonic chain [69]. It is interesting to
generalize our method to the finite temperature case, and have an analytical picture of the finite temperature
effects on a local quench of the negativity.
• Quantum entanglement of local operators, and entanglement density. In our work, a local quantum
quench is realized by joining two separate CFTs at the endpoints. Another method to realize a local quantum
quench is through acting with a local operator on an infinitely extended system [70, 71, 72]. By studying
the increase of the Renyi entropy at a later time, quantum entanglement of local operators can be detected.
In addition, by following the change of the entanglement entropy in a certain interval, one can study the
entanglement density, which measures the density of entangled pairs between given two points [70, 84].
Here, in our work, the local quench of the negativity provides a natural platform for studying the increase
of entanglement, and therefore may be used to extract the entanglement of local operators, as well as the
entanglement density.
• Check lattice models. In our work, to demonstrate the CFT results, we study the critical harmonic
chain numerically. It will be interesting to check the CFT predictions in more complicated lattice models,
such as itinerant fermions [60] and spin-chain systems, which are described by the Luttinger liquid theory.
• Local quench of the entanglement negativity and entanglement renormalization. Entanglement renor-
malization provides a helpful framework to study the connection between quantum entanglement and its
holographic geometry [85, 86, 87, 88]. Global quenches and local quenches in entanglement renormalization
are discussed in Refs. [70, 87], respectively. In particular, the effect of local quench on the entanglement
entropy evolution based on entanglement renormalization is briefly discussed in Ref. [70]. It is of great
interest to study the local quench of the entanglement negativity within the framework of entanglement
renormalization.
• Dynamical charged entanglement negativity Most recently, the concept of the charged Renyi entropies
was proposed and studied in several works [89, 213]. In particular, in Ref. [89], the dynamical evolution of
the charged Renyi entropies was studied. It is interesting to consider the entanglement negativity in the
presence of angular momentum and U(1) charge, and study its dynamical properties after global quenches
or local quenches.
• Holographic study of time evolution of entanglement negativity after a local quantum quench It is worth
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mentioning that the mutual information after a local quench has been studied with holographic approach
recently [70, 78]. On the other hand, holographic approach to the entanglement negativity was only discussed
in the equilibrium case, although more needs to be understood [91]. It will be of great interest to study
the non-equilibrium properties of the entanglement negativity with holographic methods. In addition, in
a very recent work [92] on global quench, it is found that the free quasiparticle picture does not hold in a
(1+1) dimensional CFT with c > 1 (assuming no extended symmetry algebra). Relevant features were also
observed in Ref.[78], where it is found that the holographic mutual information after a local quench shows
qualitatively different features from the CFT results. We believe that the same conclusion should hold in
the local quench problem of the entanglement negativity, and we leave this for our future work.
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Chapter 5




In this work, we will mainly focus on the quantum entanglement between spatial regions in topological
quantum field theory (TQFTs) in (2+1) dimensions. TQFTs were extensively studied after Witten’s seminal
work on the Chern-Simons gauge theory and its relation to the Jones polynomial. [134, 135] In particular,
in condensed matter physics, TQFTs are widely used to describe emergent topological phases of matter in
many-body systems, such as the fractional quantum Hall states, [136, 137, 138] gapped quantum spin liquids,
[139] a px+ipy superconductor, [140, 141] and quantum dimer models. [142, 143] Quantum entanglement has
been verified to be very useful in characterizing and extracting the topological data of TQFTs. For example,
it was found that the quantum entanglement can be used to extract the modular S and T matrices, which
encode the properties of quasi-particles in topological phases. [144]
5.1.1 Different entanglement/correlation measures for a topological quantum
field theory
Different entanglement/correlation measures have been calculated in TQFTs in (2+1) dimensions. The
topological entanglement entropy (TEE) was first introduced by Kitaev-Preskill and Levin-Wen. [1, 2]
First, for topologically ordered systems in two spatial dimensions, it was shown that the von Neumann
entanglement entropy for a simply connected region A behaves, in the limit of zero correlation, as
SvNA = αL− γ, (5.1)
where α is a nonuniversal coefficient, L is the length of the smooth boundary of A, and −γ is a universal
negative constant which is named the ‘topological entanglement entropy’. For a general TQFT, γ is given
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by




where di is the quantum dimension of quasiparticle i, and D is the total quantum dimension (see Appendix).
Dong et al. extended the Kitaev-Preskill results to more general manifolds like torus and a sphere with
quasiparticles by using the replica trick and surgery method. [156] They found that the entanglement entropy
depends on the universal data of a TQFT, e.g., the quantum dimensions and the fusion rules. In certain
cases such as the torus geometry, the entanglement entropy also depends on the choice of ground state.
Later, Zhang et al. studied the entanglement entropy of topological phases on a torus[144]. By tuning the
ground state and introducing different entanglement cuts, they found that the modular S and T matrices
can be extracted from the entanglement entropy.
Besides the entanglement entropy, other entanglement/correlation measures such as the entanglement
negativity and mutual information which are powerful in the case of mixed states, turn out to be very useful
in characterizing the properties of a TQFT. Recently, the entanglement negativity was used to study the
topological ordered systems such as the toric code model. [148, 149] It was found that there is a universal
topological entanglement between two adjacent non-contractible regions on a torus. On the other hand,
if the two regions are disjoint, independent of whether they are contractible or not, there is no universal
topological entanglement between them. It should be noted that the above results are obtained based on
an exactly solvable lattice model. It is hence desirable to have a more understanding of these results by
studying general TQFTs. The difficulty may be that the operation of ‘partial transposition’, which is used
in the definition of the entanglement negativity [see Eq. (6.4)], is difficult to realize in practice when one
considers a general three dimensional manifold where a TQFT lives.
Most recently, Ref. [157] used mutual information to study the topological ordered phases in (2+1)
dimensions, as well as higher dimensions where topological orders are identified as condensates of membranes.
Therein, the mutual information can be utilized to define the topological uncertainty principle, which reflects
the non-commuting property of non-local order parameters in topological ordered phases [157]. Compared
to the entanglement entropy of topological ordered phases, it is noted that the mutual information has the
merit of being ultraviolet finite for two disjoint regions.
5.1.2 Our motivations
In this work, our motivations to revisit the topological entanglement entropy and other entanglement/correlation
measures of a TQFT are mainly as follows.
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1. In the calculation of the topological entanglement entropy of a Chern-Simons theory on a general
manifold, one needs to evaluate the Chern-Simons path integral on a 3-manifold. In particular, when
using the replica trick, one needs to consider a n-sheeted Riemann surface spacetime and glue them
together, which may be very complicated. In this work, we hope to develop an alternative edge theory
approach, which may simplify the calculation. It should be noted that the edge theory approach to
the topological entanglement entropy of a TQFT on a simple manifold such as a sphere, or a cylinder
with definite topological flux, has been studied in several works [1, 158, 159, 160, 161]. However, as far
as we know, there are still many open issues to be understood. For example, how do we use the edge
theory approach to study the topological entanglement entropy of a TQFT on a general manifold of
genus g? How is the effect of fusion and braiding of Wilson lines/quasiparticles reflected in the edge
theory approach? How do we extract topological data of the underlying theory from the edge theory
approach?
2. Till now, some other entanglement measures such as the entanglement negativity of a TQFT has not
yet been studied with the field theory approach. Although some results have been obtained based on
the lattice models [148, 149], it is still desirable to understand the general structure of the entanglement
negativity for a general TQFT. Can we use the edge theory approach to fulfill this aim? Moreover, in
Refs. [148, 149], the lattice model under study is in an Abelian topological ordered phase. Then it is
natural to ask what is the result for a non-Abelian topological ordered phase? Is there any qualitative
difference between Abelian and non-Abelian theories? We hope to answer these questions in this work.
5.1.3 Summary of main results
Using the edge theory approach, we found a systematic way to study the topological entanglement entropy,
mutual information and the entanglement negativity for a (2+1) dimensional Chern-Simons theory on a
general manifold. The effect of braiding and fusion of Wilson lines can be straightforwardly incorporated in
the calculations. In particular, we have obtained the following results.
1. On topological entanglement entropy. By using the edge theory approach, we calculated the entangle-
ment entropy for given spatial regions in Chern-Simons theories defined on a general manifold. Our
results agree with the path integral calculations for all the cases considered in Ref. [156]. A technical
advantage of our approach, as compared with the path integral (surgery) calculations, is that the
edge theory approach greatly simplify the calculation in that we do not have to consider complicated
3-manifolds which may appear in the surgery method. The effect of braiding Wilson lines can be
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also considered, instead of using skein relation[156, 134], by simply introducing the braiding matrix
or R-symbols, which makes the calculation more transparent. We also found that, in the presence of
multiple Wilson lines, By considering a generic superposition of states, the R-symbols, monodromy
and topological spins of quasiparticles/anyons can be detected in the entanglement entropy, through
an interference effect. Finally, we also applied our edge theory approach to more general manifolds of
g-genus, which may be difficult to handle in the replica trick due to the complicated 3-manifolds which
may arise as a result of surgery.
2. On topological mutual information and entanglement negativity. We gave explicit calculations of the
topological mutual information and the entanglement negativity in Chern-Simons theories. In partic-
ular, to our knowledge, the results on the entanglement negativity in a Chern-Simons field theory are
given for the first time. Moreover, compared with the previous works on lattice models, we obtained
some new results for two adjacent non-contractible regions on a torus. In Ref. [148], it was found that
the entanglement negativity in this case is independent of the choice of ground state. Based on our
field theory result, it was found that the entanglement negativity is dependent (independent) on the
choice of ground state if the system is in a non-Abelian (Abelian) topological ordered phase.
Along with these results, we will also point out that, when using edge theories to calculate entangle-
ment/correlation measures, the boundary states must be regularized/normalized properly. In the previous
works [158, 159], the proposed state, which is a superposition of different Ishibshi states, is regularized as
a whole (see next section for details). We found that this regularization scheme cannot recover the correct
topological entanglement entropy for a Chern-Simons theory on a general manifold. In this work, we regu-
larized each Ishibashi state separately. Then a general quantum state can be expressed as a superposition of
different regularized Ishibashi states. With this new regularized state, we can obtain the correct topological
entanglement entropy as well as other entanglement/correlation measures for a Chern-Simons theory.
The rest of the paper is organized as follows. In Sec. 5.2, we start by introducing a new regularizd
state, based on which we can calculate the spatial topological entanglement entropy in a Chern-Simons field
theory. Subsequently in Sec. 5.3, we apply our method to the calculation of the Renyi and von Neumann
entanglement entropy for a Chern-Simons theory defined on various kinds of manifolds. The effects of
braiding and monodromy of quasiparticles are also studied in this section. In Sec. D.2, we study the spatial
mutual information in Chern-Simons theories. We consider different tripartitions of a torus, and calculate the
mutual information accordingly. In Sec. 5.5, we show how to calculate the left-right entanglement negativity
for a general regularized state. Then we apply this method to the calculation of the entanglement negativity
on a torus with different tripartitions. Finally,we conclude our work in Sec. 5.6. We also include several
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appendices containing a brief review of modular tensor categories (Appendix A), the topological data of
SU(2)k Chern-Simons theories, and an alternative method of calculating the entanglement negativity for
several cases (Appendix B).
5.2 Left-right entanglement entropy
5.2.1 Regularized state at the interface
In this section, we introduce basics of boundary states in (1+1) dimensional conformal field theories. These
boundary states will be used later to describe the reduced density matrices of (2+1) dimensional topologically
order phases, but in this section, we study boundary states and quantum entanglement in isolation. In
particular, we will discuss how we need to regularize these boundary states properly.
In the study of quantum entanglement, the regularized boundary state was first introduced in the quan-
tum quench problem [162, 163]. Later, this concept was used to study the spatial entanglement entropy of a
topological ordered system[158]. Most recently, the similar idea was used to study the entanglement entropy
between the left and right moving modes of the regularized boundary state[159]. To be concrete, in Ref.






where e−εH is a regularization factor, H is the Hamiltonian, NB is a normalization factor, and the conformal
boundary state |B〉 can be expressed as a linear combination of Ishibashi states |ha〉〉, which are solutions
to the conformal boundary condition
Ln|b〉 = L−n|b〉, ∀n ∈ Z. (5.4)
a in |ha〉〉 is used to label the primary field in a CFT, or the type of quasiparticles in the corresponding
TQFT. Ln is the generator of chiral conformal transformations which is defined through a Laurent expan-
sion of the stress-energy tensor, T (z) =
∑
n∈Z z
−n−2Ln, and Ln is the generator of anti-chiral conformal
transformations which is defined in a similar way. Note that the Hilbert space of a CFT can be written in




nh,h̄Vh ⊗ V h̄, (5.5)
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where the non-negative integer nh,h̄ denotes the number of distinct primary fields with conformal weight
(h, h̄). For simplicity, here we only consider the diagonal CFTs with nh,h̄ = δh,h̄. Then the Ishibashi state
|ha〉〉 which satisfies Eq. (5.4) can be expressed as a linear combination of states in Vha ⊗ V h̄a . By using
dha(N) to label the dimension of subspace for level N of the conformal family, we can denote an orthonormal
basis |ha, N ; j〉 for Vha , and similarly |ha, N ; j〉 for V h̄a , with 1 ≤ j ≤ dha(N). Then the concrete form of






|ha, N ; j〉 ⊗ |ha, N ; j〉. (5.6)
For a rational CFT (RCFT), in which there are finite number of primary fields, the conformal boundary










In Refs. [158, 159], the regularized boundary state in Eq. (5.3) was suggested to study the spatial
entanglement entropy for a topological ordered system in (2+1) dimensions. As will be studied in detail
later, it is found that this state can not recover the topological entanglement entropy for a Chern-Simons
theory on a general manifold. There are mainly two reasons as follows:
– For a conformal boundary state defined in Eq. (5.7), the amplitude ψai is fixed through the modular
S matrix. However, to study the topological entanglement entropy for a Chern-Simons theory on a general
manifold such as a torus, the ground state can be chosen as an arbitrary superposition of the minimum
entangled states (MESs)[144]. There is no reason to fix the coefficient ψai as in Eq. (5.7). This indicates
that we should choose a state that can be in an arbitrary superposition of Ishibashi states |ha〉〉.




in Eq. (5.3) acts on the state in a ‘collective’ way (i.e., the regularization
factor is not defined for each Ishibashi state independently, but for the whole superposition thereof). This is,
however, not the only way to regularize the state. We may instead regularize each Ishibashi state separately.




to each Ishibashi state |ha〉〉, with the
normalization factor na depending on the primary field a. As will be shown later, this ‘individual’ way of
regularization can correctly recover the spatial topological entanglement entropy for Chern-Simons theories
while the ‘collective’ way of regularization cannot.
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with na being a normalization factor so that
〈〈ha|hb〉〉 = δab. (5.10)
Note that na depends on the type of primary field (or topological sector) a. The amplitude ψa in Eq. (5.9)
is a complex number which depends on the choice of ground state of the Chern-Simons field theory on a










where l is the length of the circle where the state |ψ〉 is defined, e.g., the interface between the subsystems A
and B in Fig. 5.1 (a). c is the central charge of the underlying CFT. The term proportional to c arises from
the conformal transformation from the plane to the cylinder. It is also instructive to rewrite the Hamiltonian
in Eq. (7.25) as a sum of ‘chiral Hamiltonian’ (or left-moving Hamiltonian) and ‘anti-chiral Hamiltonian’ (or
















































where we have used
L0|ha, N ; j〉 = (ha +N)|ha, N ; j〉 (5.13)








Note that for different primary fields or topological sectors a, na are usually different.
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which follows from applying the Poisson summation formula to the explicit expressions of the character χ
in Eq. (5.12), with Saa′ being the matrix elements of the modular S matrix[164]. In RCFTs, S is a finite
dimensional unitary matrix indexed by primary fields (or the types of quasiparticles in TQFTs) {I, a, b, c · · · },
where I = 0 labels the identity operator. The anti-quasiparticle of a is denoted by ā, which is the unique
quasiparticle that can fuse with a into I (see appendix for more details).
To avoid confusions, it is helpful to remind ourselves that we will use primary fields, quasiparticles,
anyons and topological sectors back and forth when referring to the label a in |ha〉〉.
In addition, throughout this work, we are interested in the spatial entanglement on different closed two-
manifold M. Following Ref. [156], we consider each two dimensional spatial manifold as the boundary of
a three-dimensional spacetime manifold B, i.e., M = ∂B, so that it is convenient to include the effect of
braiding Wilson lines, etc. (See Ref. [156] for more details.)
5.2.2 Left-right entanglement entropy
We now study the reduced density matrix associated to the (regularized) boundary states, when we take
the partial trace over the right-moving sector. In particular, we will compute the “left-right” entanglement
entropy associated to the reduced density matrix. This calculation is a necessary exercise for later sections
where we calculate various entanglement/correlation measures in topological quantum liquid.
To see the connection between the left-right entanglement entropy and the topological entanglement
entropy in the simplest setup, let us consider the geometry in Fig. 5.1 (a) for example. Following Refs. [158],
one can use the ‘cut and glue’ strategy. By cutting the sphere into two semispheres A and B, one has a
left-moving chiral CFT (with Hamiltonian HL) and a right-moving antichiral CFT (with Hamiltonian HR)
on the two physical edges of A and B, respectively. In this case, the left- and right-moving CFTs are the
low energy excitations of the subsystems A and B, respectively. Next, by turning on a relevant inter-edge
coupling λHLR between the two edges, the total Hamiltonian for the coupled edge states is HL+HR+λHLR.
For a small enough λ, the bulk states in the subsystems A and B are almost not affected. Therefore, the
entanglement between the subsystem A and subsystem B are reduced to the entanglement between the left
and right moving edge states.
Now let us calculate the left-right entanglement entropy of the regularized state in Eq. (5.9) explicitly.
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We start by evaluating the reduced density matrix for the left-moving sector

























24 )|ha, N ; j〉〈ha, N ; j|.
(5.17)
(The reduced density matrix for the right-moving part will give the same final result since SL = SR for a
bipartite system in a pure state.) To obtain the von Neumann entropy or Renyi entropy, it is convenient to



































where in the last step we have used the modular transformation of the character χha . By using the explicit
form of na in Eq. (5.14), TrL (ρL)
n




















)]n → eπcl48ε ( 1n−n)∑
a
|ψa|2n(Sa0)1−n, (5.19)











= Sa0 × e
πcl
48nε , (5.20)
i.e., only the identity field I, labeled by “0” here, survives the limit. Then based on the definition in Eqs.
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where we have used Sa0 = da/D (see Eq. (C.14)). The first terms in S(n)L and SvNL in Eq.(5.21) are ultraviolet
divergent and non-universal, corresponding to the so-called ‘area law’ term in Eq. (5.1). The left terms in
Eqs.(5.21) are independent of the details of the system. They are determined by the topological property of
the system as well as the choice of states, and therefore are universal.
As a comparison, if one follows the method in Refs. [158, 159] to regularize the state in a ‘collective’ way











a Sa0|ψa|2 ln |ψa|2∑
a Sa0|ψa|2
(5.22)
which will not recover the correct topological entanglement entropy for a Chern-Simons field theory on
a general manifold. Nevertheless, it is noted that for the specific case |ψa′ |2 = δaa′ , namely the state
under consideration is in a definite topological sector a, there is no difference between the two methods of




ε − lnD + ln da.
In the rest parts of this work, for most cases we have
∑
a |ψa|2 = 1, and then the Renyi entropy and the
























|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2. (5.23)






in the study of multi Wilson lines. Then the reduced density matrix ρL can be expressed as ρL =⊕
a |ψa|2ρL,a, with the same ρL,a defined in Eq. (5.17). It is straightforward to check that TrL (ρL)
n
has
the same expression as Eq. (5.18). This indicates that our results in Eqs. (5.21) and (5.23) still hold for this
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Figure 5.1: Various setups discussed in Sec. 5.3.1. (a) A S2 is bipartited into two subsystems A and B,
with the interface labeled by b. (b) A S2 with a quasiparticle a and an anti-quasiparticle ā. A Wilson line
connecting the two quasiparticles threads through the interface b. The two quasiparticles correspond to two
punctures, and therefore the geometry in (b) is equivalent to a cylinder in topology. (c) A S2 with two pairs
of quasiparticles. (d) A S2 with N pairs of quasiparticles.
case.
5.3 Topological entanglement entropy
In this section, by using the edge theory approach, we study the entanglement entropy associated for a given
spatial region in Chern-Simons theories defined on different kinds of two spatial manifolds.
5.3.1 Sphere
Sphere
As shown in Fig. 5.1 (a), let us consider a Chern-Simons theory which lives on the simplest closed manifold
in two spatial dimensions, i.e., a sphere. We are interested in the entanglement entropy for the subsystem A
(B). For simplicity, let us first assume that there is no quasiparticle on the sphere, and therefore no Wilson
lines thread through the interface b. In this case, one has |ψa|2 = δa0 for the regularized state in Eq. (5.9).
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Based on the equation above, one can find that the topological entanglement entropy is independent of the
Renyi index n, and only depends on the total quantum dimension D.
The above calculation is based on a S2 with a single interface between A and B. It is straightforward to
generalize it to a S2 with multiple (=M) interfaces between A and B. In this case, the wave function under
consideration can be expressed as
|ψ〉 = ⊗Mi=1|hiI〉〉, (5.26)
where i labels the i-th component interface, and I refers to the identity primary operator. By using the























where li represents the length of the i-th component of AB interface. For the universal part of the entan-
glement entropy, one can find that each interface contributes − lnD.
Sphere with two quasiparticles = cylinder
As shown in Fig. 5.1 (b), let us now consider a sphere with two quasiparticles, with ā in subsystem A and a in
subsystem B. This configuration corresponds to a S2 with two punctures, which is equivalent to cylinderical
topology. In this case, there is a Wilson line corresponding to topological sector a threading through the
AB interface. Then one has |ψa′ |2 = δa′a for the regularized state |ψ〉 =
∑
a′ ψa′ |ha′〉〉. Then, based on
















− lnD + ln da. (5.28)
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Again, the universal part of entanglement entropy is independent of the Renyi index n. Compared with the
results on a sphere with no quasiparticles, the entanglement entropy here is increased by ln da. The physical
picture is as follows: For da > 1, the underlying theory is non-Abelian. The quasiparticle a and antiparticle
ā can fuse into, apart from the identity I, other types of quasiparticles. This increases the uncertainty that
is shared by the two semispheres. If the underlying theory is Abelian, then da = 1 and ln da = 0. This is
because in the Abelian case, a and ā can only fuse into I, and therefore cannot increase the uncertainty
shared by A and B.
A sphere with N Wilson lines
As a generalization of the previous part, it is natural to ask what is the entanglement entropy of the subsystem
A(B) if there are more than one Wilson lines (or more than one pair of quasiparticles) on a sphere, as shown






where the fusion coefficients N cab are non-negative integers, and a, b, c represent the topological or anyon
charges. In the following discussions, for simplicity, we will consider the multiplicity free case, i.e., N cab = 0
or 1. For the case with N cab > 1, one needs to include an orthonormal set of bases to count the number of
times that c appears by fusing a and b.
As a warm-up, let us first consider the case with two Wilson lines. As shown in Fig. 5.1 (c), the two






For the regularized Ishibashi state |hab→c〉〉, it has the same expression as |hc〉〉, as defined in Eq. (5.9).
However, we use |hab→c〉〉 instead of |hc〉〉 to emphasize that now the orthonormal property of |hab→c〉〉 also
depends on the fusion history, i.e.,
〈〈hab→c|ha′b′→c′〉〉 = δaa′δbb′δcc′ . (5.31)
In the surgery method[156], to obtain this result, one needs to glue Wilson lines a and b with Wilson lines a′
and b′, respectively, resulting in the factor δaa′δbb′ . From the topological field theory, it can be shown that
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ψcab in Eq. (5.30) satisfies[1] (see also Appendices)




where di is the quantum dimension of the quasiparticle i, and Pab→c is the probability of fusing a and b into
c. It is required that
∑










with ρc = |hab→c〉〉〈〈hab→c|. Based on the discussion around Eq. (5.24), one can directly use the results in














































− lnD + ln da + ln db. (5.36)
Based on the above example, now we are ready to study the more general case with N Wilson lines
threading through the interface, as shown in Fig. 5.1 (d). Suppose that the N Wilson lines are in topological
sectors a1, a2, · · · , aN respectively, let us fuse them in the following order. We first fuse a1 and a2 into b1,
and then fuse b1 and a3 into b2. By repeating this procedure, we finally fuse bN−2 and aN into c. The state




ψca1,a2,··· ,aN (b1, b2, · · · , bN−2) |ha1···aN→c〉〉. (5.37)








Figure 5.2: A T 2 with a two-component AB interface. The region B is connected in (a) and disconnected in
(b). b1 and b2 denote the interface that separates A from B. The red solid line represents a Wilson loop which
may fluctuate among different topological sectors.
depends on the fusion channels {bi} in the middle. For a specific fusion channel in {bi}, one has














daN · · · da2da1
.
(5.38)
Based on the wave function (5.37), and relabeling ψca1,a2,··· ,aN (b1, b2, · · · , bN−2) as ψ
c
a(b) to simplify nota-













































ln dai . (5.40)
This results (5.40) can be easily understood by considering the additivity property of entanglement entropy.
Each Wilson line in the topological sector ai increases the entanglement entropy by ln dai .
5.3.2 Torus
In this part, we consider a torus with a two-component AB interface. There are many ways to slice the
spatial surface, and here we mainly focus on the two slicing shown in Figs. 5.2 (a) and (b), respectively.
80
Connected B region
As shown in Figs. 5.2 (a) and (b), for the torus geometry, the Wilson loop can in general fluctuate among





where |Wa〉 represents the state that the Wilson loop is in a definite topological sector a. In Ref. [144], |Wa〉
are also called minimal entangled states (MESs). It is noted that here we use the bulk wavefunction |Ψ〉 to
distinguish it from |ψ〉 which represents the state at the interface.
For the configuration in Fig. 5.2 (a), the Wilson loop threads through both b1 and b2. Then the wave-




ψa|hb1a 〉〉 ⊗ |hb2a 〉〉
where |hbia 〉〉 =
e−εHi√
nbia


















li represents the length of the i-th component of interface. Then by following similar procedures in the case























l2 |hb2a , N2; j2〉〈hb2a , N2; j2|,
(5.44)
where we have considered that the chirality of edge states at b1 and b2 are opposite to each other, if there
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where we have used the modular transformation of characters χhai . In the thermodynamic limit l/ε → ∞,




















· l1 + l2
ε









· l1 + l2
ε
− 2 lnD + 2
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2. (5.47)
The first term above is the area law term. The left terms, which are universal, are exactly the same as the
results obtained with replica trick and surgery method in Ref. [156]. The topological entanglement entropy
in this case depends not only on quantum dimensions but also on the choice of ground state. On the other
hand, it is noted that the formulas in Refs. [158, 159] can not recover this result, because of the inappropriate
regularization scheme.
Disconnected B regions
As shown in Fig. 5.2 (b), this case is trivial compared with the configuration in Fig. 5.2 (a), since there is
no Wilson loop threading through the interface b1 and b2. In this case, we simply make |ψa|2 = δa0 in Eq.














· l1 + l2
ε
− 2 lnD. (5.48)
The universal parts of the entanglement entropy in Eq. (5.48) agree with the results in Ref. [156], as expected.
In addition, by comparing with Eq. (5.27), it is found that the results here are the same as the entanglement








Figure 5.3: A T 2 with a two-component AB interface labeled by b1 and b2. Compared to Fig. 5.2, the
bipartition is along the other non-contractible cycle on T 2. The red (magenta) solid line represents the Wilson
loop threading through the interior(exterior) of the torus along the longitudinal(meridional) circle.
in Fig. 5.2 (b) does not thread through the AB interface, and therefore has no effect on the entanglement
entropy of the subsystem A (B).
Effects of the modular S matrix
Now we consider the bipartition of a torus as shown in Fig. 5.3. In this case, it is convenient to consider the
Wilson loop that threads through the entanglement cut, i.e., the Wilson loop threading through the exterior
of the torus around the meridional cycle. As shown in Fig. 5.3, by labeling the basis of the degenerate ground
state as |Wa〉l and |Wb〉m respectively (l represents ‘longitudinal’ and m represents ‘meridional’), where |Wa〉l
(|Wb〉m) represents the state that the Wilson line along the longitudinal(meridional) circle carries a definite
topological flux a (b), we can express the state in Eq. (5.41) with either set of bases. In particular, the two




















where we have defined φa =
∑











Figure 5.4: A manifold of genus g = 2. We have three components of AB interfaces labeled by b1, b2 and b3,
respectively. The red solid lines a and b represent two independent Wilson loops threading through the interior
of the double torus along the longitudinal circles.









· l1 + l2
ε









· l1 + l2
ε
− 2 lnD + 2
∑
a
|φa|2 ln da −
∑
a
|φa|2 ln |φa|2. (5.52)
As an example, let us consider the specific case ψa = δa0 in Eq. (5.41), i.e., the Wilson loop a in the
longitudinal circle is in the identity topological sector I. For the entanglement cut in Fig. 5.2 (a), the




A are both −2 lnD, which is in the minimal value. On the other hand, for the
entanglement cut in Fig. 5.3, we have φa = S0a = da/D, and then it is straightforward to check that the




A are both 0, which is in the maximal value. This is as expected by considering
that the Wilson loop operators corresponding to the longitudinal and meridional circles do not commute
with each other.
5.3.3 Manifolds of genus g
In this part, we consider general manifolds of genus g. As a warm-up, we will first consider a simple case
with g = 2, and then move on to the general case with arbitrary g.
Double torus
Let us consider a double torus with three components of AB interfaces as shown in Fig. 5.4. We consider
two independent Wilson loops that thread through the AB interface along the longitudinal circles 1. For the
1Generally, we allow a third Wilson c to connect Wilson loops a and b, where the topological sector c satisfies the constrain
that both Ncaā and N
c
bb̄
are non-vanishing. Here, for simplicity, we consider the case that c = I, i.e., the third Wilson line is in
the identity sector, so that the ground state can be expressed in terms of two independent Wilson loops. For the general case












. . . .
Figure 5.5: A manifold of genus g with g = N . We have a (N + 1)-component interface labeled by
b1, b2, · · · , bN+1, respectively. We consider N independent Wilson loops that thread through the interior
of the manifold along the longitudinal circles. Each Wilson loop (red solid lines) can fluctuate among different
topological sectors independently.
configuration in Fig. 5.4, where the Wilson loops a and b fluctuate independently, the bulk wave function




















⊗ |hb3b 〉〉, (5.54)
where we have used bi with i = 1, 2, 3 to label the i-th component of AB interface. The fusion probability at
interface b2 has the form |ψcab|2 = N cabdc/dadb. Then the reduced density matrix for the subsystem A may
be written as



















(hb+N3− c24 )|hb3b , N3; j3〉〈h
b3
















l2 × |hb2c , N2; j2〉〈hb2c , N2; j2|
)
. (5.55)
Note that for the configuration in Fig. 5.4, imagining a physical cut along b1, b2 and b3, then there may be
an ambiguity in defining the chirality of edge states for the subsystem A (B). Here, for simplicity, we choose
all the edge states to be left-moving. In fact, it can be checked that the freedom of choosing the chirality of
edge states has no effect on the entanglement entropy. In the rest of this work, once there is an ambiguity
is only one Wilson line threading through the interface b2 in Fig. 5.4, and one can immediately write down the corresponding
Ishibashi state. The same procedures apply to a manilfold of genus g.
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in defining the chirality of edge states, without affecting the results, we may choose it to be left-moving.
























































b |ψb|2 = 1, and therefore Tr(ρA) =
1. By using the modular transformation property of the character χhi , Tr(ρ
n














































































· l1 + l2 + l3
ε















· l1 + l2 + l3
ε
− 3 lnD + 2
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2 + 2
∑
b





Compared with Eq. (5.47) for a torus with g = 1, the above result is easy to understand by considering the
additivity property of the entanglement entropy. Take the Renyi entropy for example, each component of
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Manifolds of genus g
Now we study the case of a manifold of genus g with g = N . As shown in Fig. 5.5, we consider N independent
Wilson loops labeled by a1, a2, · · · , aN threading through the interior of the manifold along the longitudinal
circles. Each Wilson loop can fluctuate among different topological sectors independently. Then the bulk









Now we choose the entanglement cut as shown in Fig. 5.5, so that we have a (N + 1)-component interface.



















where the probability of fusing quasiparticles ai−1 and ai into ci is |ψci+1aiai+1 |2 = N
ci+1
aiai+1dci+1/daidai+1 .













































By using the modular transformation property of the character χhi , and taking the thermodynamic limit







































c2,··· ,cN can be easily done by considering that
∑
ci
N ciai−1aidci/dai−1ai = 1. Then Eq. (5.64) can
















































· l1 + · · ·+ lN+1
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|ψai |2 ln dai −
∑
ai
|ψai |2 ln |ψai |2
)
. (5.66)
For N = 1 and 2, we recover the results (5.47) and (5.61), respectively. It is found that the coefficient in
front of − lnD equals the number of components of the AB interface. For each Wilson loop ai that threads
























In fact, we also checked the Renyi entropy and the von Neumann entropy for a g-genus manifold with
replica and surgery methods. The results we obtained are exactly the same as the universal parts in Eq.
(5.66).
5.3.4 A sphere with four quasiparticles
Although we have studied the entanglement entropy for several examples in the presence of quasiparticles,
it is still interesting to ask if we can extract more topological data of Chern-Simons theories, such as the
braiding property of Wilson lines and so on. In this part, we demonstrate that our edge theory approach is
powerful enough to study these more complicated cases.


























Figure 5.6: Top row: A S2 with four quasi-particles, with the subsystem A containing two quasiparticles a
and ā. Each red solid line represents a Wilson line connecting quasiparticles ā and a. The two configurations
represent two states |Ψ1〉 and |Ψ2〉, respectively. Bottom row: A S2 with four quasi-particles, with two
quasiparticles ā and ā in the subsystem A, and the other two quasiparticles a and a in the subsystem B. Each
red solid line represent a Wilson line that connects ā and a. The two configurations represent two states |Ψ′1〉
and |Ψ′2〉, respectively.
charge a, and the other two carrying anyon charge ā. According to different distributions of the four
quasiparticles, we need to study the entanglement entropy case by case, as discussed in the following.
A with a and ā
Let us consider the case where there are two quasiparticles a and ā in the subsystem A, with the other two
quasiparticles ā and a in subsystem B. As shown in Fig. 5.6 (top row) there are two configurations which
correspond to states |Ψ1〉 and |Ψ2〉, respectively. We want to calculate the entanglement entropy of the
subsystem A for a general state
|Ψ〉 = a|Ψ1〉+ b|Ψ2〉. (5.68)
For |Ψ1〉, there is no Wilson line threading through the AB interface, and therefore the corresponding state
at the interface is |haā→I〉〉, with I being the identity topological sector. For |Ψ2〉, among different fusion














|b|2, c 6= I.
(5.70)
Note that for a general TQFT, one always has dā = da. It is also noted that for the state in Eq. (5.69),∑










In this case, to obtain the Renyi and the von Neumann entropy, we can use the results (5.21) directly. Let
























, i = I,
d2a
|b|2
N iaā, i 6= I,
(5.73)
is independent of di. Then the von Neumann entropy for the subsystem A, after some straightforward






− lnD − λ1 lnλ1 − (d2a − 1)λ2 lnλ2, (5.74)
where λ1 and λ2 are defined as 
λ1 =
|ada + b|2




|ada + b|2 + (d2a − 1)|b|2
.
(5.75)
One can find that the universal parts of the entanglement entropy in Eq. (5.74) are exactly the same as the
results obtained with the method of replica trick and surgery in Ref. [156].

































Effect of braiding and R-symbols
In this part, we will study how the braiding of Wilson lines can show up in the entanglement entropy. We
consider a generic superposition of two states
|Ψ′〉 = a|Ψ′1〉+ b|Ψ′2〉, (5.77)
where |Ψ′1〉 and |Ψ′2〉 are shown in Fig. 5.6 (bottom row). In this case, the two quasiparticles in subsystem A
are both in topological sector ā. Compared to the configuration in |Ψ′1〉, one can find that there is braiding
of Wilson lines in |Ψ′2〉.
At the interface, the states corresponding to |Ψ′1〉 and |Ψ′2〉 may be expressed as
|ψ′1〉 = ⊕cψcaa|haa→c〉〉,
|ψ′2〉 = ⊕cψcaaRaac |haa→c〉〉.
(5.78)
where |ψcaa|2 = N caadc/d2a, and Raac are the so-called R-symbols, which describe the effects of braiding of
anyons/Wilson lines (see Appendix A for details). The R-symbol is in general a unitary matrix, but reduces
to a collection of phases in a fusion multiplicity free theory. In particular, Rabc represents the phase picked
up by exchanging anyons a and b which fuse into channel c. Then the state at the interface may be written
as
|ψ′〉 = a|ψ′1〉+ b|ψ′2〉 = ⊕c (a+ bRaac )ψcaa|haa→c〉〉
=: ⊕cφc|haa→c〉〉.
(5.79)
Based on the wave function above, we can obtain the Renyi entropy as well as the von Neumann entropy of
the subsystem A(B) by using Eq. (5.21) directly.






where q = e−2πi/(2+k), and j represents the anyonic charge of SU(2)k theory, which is labeled by integers
and half-integers as C = {0, 12 , 1, · · · ,
k
2}. (Here, for the definition of q, we follow the convention in Ref.
[156]. It is noted that in some literatures q = e2πi/(2+k) is used, and therefore the expression of R-symbols
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are slightly modified accordingly.) In addition, the fusion rule in the SU(2)k theory is




= |j1 − j2|+ (|j1 − j2|+ 1) + · · · + min{j1 + j2, k − j1 − j2}.
(5.81)
Relabeling a = ā = j and using Eq. (5.21), we can immediately write down the Renyi entropy and the

































∣∣∣a+ bRjji ∣∣∣2di ln ∣∣∣ dja+bRjji ∣∣∣2∑min{2j,k−2j}
i=0


















Before we end this part, it is emphasized that the R-symbols usually depend on the choice of bases in
the topological Hilbert space, which indicates that R-symbols are usually gauge dependent. An exception is
Raab , which is gauge invariant (see Appendix C.1.1). That is to say, our results on the entanglement entropy
in Eq. (5.82) are gauge invariant, as it should be.
(a) Specific case a = ā = 12
In Ref. [156], the specific case of a = ā = 12 is studied based on the replica trick and surgery method. In
this part, based on our general formula in Eq. (5.82), we make a comparison with the results in Ref. [156].





= 0⊕ 1. (5.84)
For convenience, we label the quasiparticles with j = 0, 12 , 1 as ω, α and σ, respectively. Based on Eq. (5.83),
it can be checked that dω = 1, dα = 2 cos
π
k+2 and dσ = 2 cos
2π
2+k + 1 =
sin 3πk+2
sin πk+2
. From Eq. (5.82), the
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universal parts of the von Neumann entropy may be expressed as follows
SvNA,top = − lnD +
∑min{2j,k−2j}
i=0
∣∣∣a+ bRjji ∣∣∣2di ln ∣∣∣ dja+bRjji ∣∣∣2∑min{2j,k−2j}
i=0






=: − lnD − dωλ1 lnλ1 − dσλ2 lnλ2,
(5.85)








dω|a+ bRααω |2 + dσ|a+ bRαασ |2
.
(5.86)







Therefore, λ1 and λ2 in Eq. (5.86) can be rewritten as

λ1 =
|a− bq 34 |2
dω|a− bq
3





|a+ bq− 14 |2
dω|a− bq
3





which agrees with the result in Ref. [156]. It is noted that if we focus on either |Ψ′1〉 or |Ψ′2〉 separately, the
universal parts of the Renyi entropy or von Neumann entropy are simply SvNA,top = − lnD + 2 ln dα. Hence,
the R-symbols cannot be detected. In other words, the effects of braiding or R-symbols can be detected only
through the interference effect in the entanglement entropy.
Effects of monodromy and topological spin
The effect of monodromy, or double braiding, of two quasiparticles/Wilson lines a and b is governed by the
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Figure 5.7: Top row: A S2 with four quasi-particles, with two quasiparticles ā and b̄ in subsystem A, and
the other two quasiparticles a and b in subsystem B. The red solid lines are Wilson lines which connect ā(b̄)
and a(b). The two configurations represent two states |Ψ1〉 and |Ψ2〉, respectively. Bottom row: A S2 with
four quasi-particles, with two quasiparticles ā and ā in subsystem A, and the other two quasiparticles a and a
in subsystem B. The two configurations correspond to the two states |Ψ′1〉 and |Ψ′2〉, respectively.
which is associated with the mutual statistics of a and b fused into channel c. For the multiplicity free case






=: Mabc . (5.90)




Therefore, Mabc in Eq. (5.90) can be rewritten as M
ab
c = e
i2π(hc−ha−hb). To see the effect of the monodromy
on the entanglement entropy, we consider a general state |Ψ〉 = a|Ψ1〉 + b|Ψ2〉, where |Ψ1〉 and |Ψ2〉 are
shown in Fig. 5.7 (top row). It is noted that for the configuration in |Ψ2〉, the two Wilson lines braid for
two times. Compared to the configuration in Fig. 5.6, this double braiding of two Wilson lines allows us to
study the case a 6= b.
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At the interface, the states corresponding to |Ψ1〉 and |Ψ2〉 may be written as

|ψ1〉 = ⊕cψcab|hab→c〉〉,
|ψ2〉 = ⊕cψcabMabc |hab→c〉〉,
(5.92)
based on which one can write down the state corresponding to |Ψ〉 as















where |ψcab|2 = N cabdc/dadb. Then one can immediately obtain the Renyi entropy and the von Neumann
entropy of the subsystem A(B) by using the results in Eq. (5.21).














































∣∣∣a+ b θjθj1θj2 ∣∣∣2dj ln dj1dj2|a+bθj/θj1θj2 |2∑min{j1+j2,k−j1−j2}
j=|j1−j2|










Similar with the previous calculation involving the R-symbols, the effects of monodromy can be detected
only through the interference effect. One can check that for either |Ψ1〉 or |Ψ2〉 separately, the universal parts




A,top = − lnD + ln dj1 + ln dj2 .
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As a specific example, it is interesting to check the case with anyonic charges j1 = j2 =
1
2 . As before, we
label the anyons with j = 0, 12 , 1 as ω, α and σ, respectively. Then based on Eq. (5.96), one can obtain
SvNA,top = − lnD − dωλ1 lnλ1 − dσλ2 lnλ2, (5.97)
where λ1 and λ2 are defined as 
λ1 =
∣∣∣a+ b θωθαθα ∣∣∣2
dω
∣∣∣a+ b θωθαθα ∣∣∣2 + dσ ∣∣∣a+ b θσθαθα ∣∣∣2 ,
λ2 =
∣∣∣a+ b θσθαθα ∣∣∣2
dω
∣∣∣a+ b θωθαθα ∣∣∣2 + dσ ∣∣∣a+ b θσθαθα ∣∣∣2 ,
(5.98)
which may be further rewritten as

λ1 =
|a+ bq 32 |2
dω|a+ bq
3





|a+ bq− 12 |2
dω|a+ bq
3









c in Eqs. (5.95) and (5.96) is
a gauge invariant quantity, although Rabc for a 6= b is not gauge invariant itself (see Appendix C.1.1). This
is expected since that the entanglement entropy should be gauge independent.
Discussion: Relative phase in interference effect
From the discussions above, it is found that both the R-symbols and the monodromy can be detected through
the interference effect, in which the R-symbols and the monodromy appear as relative phases between two
sets of bases in |ψ1〉 and |ψ2〉. To understand this interference effect better, let us consider another state
|Ψ′〉 = a|Ψ′1〉+ b|Ψ′2〉, (5.100)
where |Ψ′1〉 and |Ψ′2〉 are shown in Fig. 5.7 (bottom row). In particular, the two Wilson lines are braided
once in |Ψ′1〉 and twice in |Ψ′2〉. Then the corresponding states at the interface can be written as
|ψ′1〉 = ⊕cψcaaRaac |haa→c〉〉,
|ψ′2〉 = ⊕cψcaaMaac |haa→c〉〉.
(5.101)
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where |ψcaa|2 = N caadc/d2a, and Maac is defined through Eq. (5.90), i.e., Maac = Raac Raac . Note that for the
multiplicity free case we consider here, both Rabc and M
ab
c are simply complex phases. Then the state at the
interface can be written as
|ψ′〉 = a|ψ′1〉+ b|ψ′2〉,
= ⊕cRaac (a+ bRaac )ψcaa|haa→c〉〉
=: ⊕cφc|haa→c〉〉,
(5.102)





corresponding to the state in Eq. (5.102) have the same expressions as those in Eq. (5.82). This is as
expected because what we detect in the interference is the relative phase.
5.4 Topological mutual information
As mentioned in the introduction, the Renyi and the von Neumann entropy are good measures for bipartite
entanglement. For a tripartite system, or more generally a mixed state, it is convenient to introduce other
entanglement/correlation measures such as the mutual information and the entanglement negativity. Since
the mutual information is expressed in terms of the entanglement entropy, one can directly use the results
in the previous section. In the following, we will give several examples on the mutual information between
two spatial regions on a torus for Chern-Simons theories.
5.4.1 Two adjacent non-contractible regions on a torus with non-contractible
B
Let us consider two adjacent non-contractible regions A1 and A2 on a torus with their compliment B which
is also non-contractible. Here we mainly consider two nontrivial cases, shown in Figs. 5.8 (a) and (b). The
two regions A1 and A2 share a one-component A1A2 interface in Fig. 5.8 (a) and a two-component A1A2
interface in Fig. 5.8 (b). In the following, we will calculate the mutual information between A1 and A2 for
these two cases respectively.
One component interface
As shown in Fig. 5.8 (a), the two adjacent non-contractible regions A1 and A2 share a one-component A1A2
interface. This case can be easily studied based on our previous results on the bipartite entanglement of





























Figure 5.8: Four setups in calculating the mutual information and the entanglement negativity. Two adjacent
non-contractible regions A1 and A2 on a torus with non-contractible ((a) and (b)) and contractible (c) B. (d)
Two disjoint non-contractible regions A1 and A2 on a torus with non-contractible region B. The red solid line
represents a Wilson loop threading through the interior of the torus.
adjacent regions A1 and A2 as shown in Fig. 5.8 (a), the subsystem A = A1 ∪A2 has the same topology as


































− 2 lnD + 2
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2. (5.105)




on the choice of ground state for both Abelian and non-Abelian Chern-Simons theories.
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Two component interface
As shown in Fig. 5.8 (b), let us consider the two adjacent non-contractible regions A1 and A2 which share
a two-component A1A2 interface. In this case, the subsystem A2 itself is composed of two disjoint regions.
To obtain the mutual information between A1 and A2, we need to calculate the entanglement entropy of the
subsystem A2 first.
For the general ground state in Eq. (5.103), the state at the interface (including the components b1, b2,








Following similar procedures in the previous sections, one can obtain the reduced density matrix for the














− 8πεli |hbia , Ni; ji〉〈hbia , Ni; ji|, (5.107)



























where we have used the modular transformation property of the character χhi . In the thermodynamic limit
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· l1 + l2 + l3 + l4
ε
− 4 lnD + 4
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2. (5.110)
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· l1 + l2
ε
− 4 lnD + 4
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2. (5.111)
Similar with the one-component A1A2 interface case, the mutual information in Eq. (5.111) depends on the
choice of ground state for both Abelian and non-Abelian Chern-Simons theories.
5.4.2 Two adjacent non-contractible regions on a torus with contractible B
In this part, as shown in Fig. 5.8 (c), we will calculate the mutual information of two adjacent non-contractible
regions A1 and A2 with a contractible region B. In section 5.3, the entanglement entropy of A = A1 ∪ A2
has already been calculated [see Eq. (5.48)]. To calculate the mutual information between A1 and A2, one
only needs to further calculate SA1(A2) as follows.
Given the ground state in Eq. (5.103), the state at the interface (including the components b1, b2 and
b3) can be written as
|ψ〉 = |hb3I 〉〉 ⊗
∑
a
ψa|hb1a 〉〉 ⊗ |hb2a 〉〉. (5.112)
Then it is straightforward to check that the reduced density matrix for A1 has the expression



















24 )|hbia , Ni; ji〉〈hbia , Ni; ji|. (5.114)









where we have used modular transformation of the character χhi and taken the thermodynamic limit li/ε→
∞. Based on Tr(ρnA1) in Eq. (5.115), we can obtain the Renyi entropy and the von Neumann entropy of
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· l1 + l2 + l3
ε
− 3 lnD + 2
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2. (5.116)
The same results can be obtained for S
(n)
A2
and SvNA2 by simply replacing l3 with l4. Then based on Eqs.









· l1 + l2
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· l1 + l2
ε
− 4 lnD + 4
∑
a
|ψa|2 ln da − 2
∑
a
|ψa|2 ln |ψa|2. (5.117)
It is found that the mutual information in Eq. (5.117) does not change if we take B → ∅, which corresponds
to the bipartition of a torus (see Fig. 5.2).
5.4.3 Two disjoint non-contractible regions on a torus
In this part, we consider two disjoint non-contractible regions A1 and A2 on a torus, as shown in Fig. 5.8
(d). For this case, the mutual information between A1 and A2 can be easily calculated based on our previous




B , with A = A1 ∪ A2. This can be understood
based on the fact that the torus is bipartited into A = A1 ∪ A2 and B. Then, based on Eqs. (5.47) and








































|ψa|2 ln |ψa|2. (5.118)
Some remarks on the results of mutual information in Eq. (5.118) are in order:
• For both I(n)A1A2 and IA1A2 , the area law term disappears. That is to say, short-scale degrees of freedom
cancel in the mutual information of two disjoint regions. This is very helpful for numerical calculations,
because one needs not to calculate the entanglement entropy for different lengths of interface. It is noted
that for the mutual information of two adjacent regions in Eqs. (5.104) and (5.105), the short-scale degrees
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of freedom does not cancel.
• The universal parts of I(n)A1A2 and IA1A2 result from the fluctuations of the Wilson loop. If we set




• The result of mutual information IA1A2 in Eq. (5.118) was also obtained in Ref. [157] by using the
surgery method. In that work, the mutual information IA1A2 was considered as a unified quantity to
describe both conventional orders and topological orders. For conventional orders which are characterized
by the spontaneous symmetry breaking, it is found that the mutual information has the same expression as
Eq. (5.118). Here, we emphasize that this is not the case for the Renyi mutual information I
(n)
A1A2
with n > 1.
As shown in Eq. (5.118), the Renyi mutual information depends on both the choice of ground state and the
quantum dimensions da which are absent in conventional orders. In short, the Renyi mutual information
contains more information than the von Neumann mutual information. On the other hand, if we focus on











which can still be used as a unified quantity to describe both conventional orders and Abelian topological
orders.
5.5 Topological entanglement negativity
In this section, we will study the entanglement negativity defined for two spatial regions in Chern-Simons
theories. Note that both the mutual information and the entanglement negativity are useful for understand-
ing the entanglement property of a mixed state. As will be seen later, however, compared to the mutual
information, the entanglement negativity may provide different information on the underlying theory. At
the technical level, the calculations of the entanglement negativity require a new layer of complexity – tak-
ing partial transpose of the reduced density matrix –, as compared to the entanglement entropy or mutual
information.
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5.5.1 Left-right entanglement negativity
In this part, for illustration purpose, we will calculate the entanglement negativity between the left-moving





We start from the density matrix as follows





























′− c24 ) × |ha, N ; j〉 ⊗ |ha, N ; j〉〈ha′ , N ′; j′| ⊗ 〈ha′ , N ′; j′|.
(5.121)

























′− c24 ) × |ha, N ; j〉 ⊗ |ha′ , N ′; j′〉〈ha′ , N ′; j′| ⊗ 〈ha, N ; j|,
(5.122)
where TR(L) represents the partial transposition over the right(left)-moving modes. To calculate the entan-
glement negativity ELR, we can use the definitions either in Eq. (6.5) or in Eq. (6.6). In the main text of
this work, we will use the definition in Eq. (6.6). For the readers who are interested in the calculation of
ELR based on Eq. (6.5), one can find the explicit calculation in the Appendix.

































where we take the thermodynamic limit in the second line. Therefore, by using the definition in Eq. (6.6), one























By comparing with S
(n)
L in Eq. (5.23), it is found that ELR equals to the 1/2 Renyi entropy, i.e.,
ELR = S(1/2)L = S
(1/2)
R . (5.125)
This is actually a property of the entanglement negativity for a general pure state [147]. Here we demonstrate
it for the left-right entanglement negativity through an explicit calculation. It is noted that for ψi = δia,
the universal parts of the entanglement negativity are
E topLR = − lnD + ln da, (5.126)
which are the same as the universal parts of the Renyi/von Neumann entropy.
































TrρL = 1, which is trivial.
5.5.2 Bipartition of a torus
For the bipartition of a torus in Fig. 5.2 (a) and (b), EAB can be immediately obtained by considering the
property of the entanglement negativity for a pure state, i.e., EAB = S(1/2)A = S
(1/2)
B . Then the entanglement







· l1 + l2
ε












· l1 + l2
ε
− 2 lnD. (5.128)
From the above analysis, one can find that for a pure state, the entanglement negativity cannot provide
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more information than the Renyi entropy. As mentioned in the introduction, the entanglement negativity
becomes more useful for a mixed state. In the following parts, we will mainly focus on the entanglement
negativity for different cases of mixed states.
5.5.3 Two adjacent non-contractible regions on a torus with non-contractible
B
For two adjacent non-contractible regions on a torus with non-contractible B, similar with the discussion on
the mutual information, we mainly focus on the two cases in Fig. 5.8 (a) and (b). In Fig. 5.8 (a), the two
adjacent regions A1 and A2 share a one-component A1A2 interface, and in Fig. 5.8 (b), the two adjacent
regions share a two-component A1A2 interface. In the following, we will study the entanglement negativity
between A1 and A2 for these two cases separately.
One component interface
Let us start with the entanglement negativity EA1A2 between two adjacent non-contractible regions A1 and
A2 on a torus, as shown in Fig. 5.8 (a). Given the general ground state in Eq. (5.103), the state at the








Then it is straightforward to check that the reduced density matrix for A = A1 ∪A2 has the expression











































2− c24 ) × |hb2a , N2, j2〉|h
b2
a , N2; j2〉〈hb2a , N ′2; j′2|〈h
b2















































2− c24 ) × |hb2a , N2, j2〉|h
b2
a , N ′2; j
′
2〉〈hb2a , N ′2; j′2|〈h
b2
a , N2; j2|,
(5.133)
with T2 representing the partial transposition over the subsystem A2. After some algebra, one obtains, by






































































It is noted that the first term, which is the area-law term, is proportional to the length of the interface between
A1 and A2, but has nothing to do with the interface between A1(A2) and B, as expected. The second and
third terms are related only to the quantum dimensions and the choice of ground state, and therefore are
universal. We call the second and third terms in Eq. (5.135) ‘topological entanglement negativity’. In
particular, the third term is very useful since it can distinguish Abelian and non-Abelian theories. For an









= 0. For a non-Abelian Chern-Simons theory, however, we have da 6= 1 for at least one




6= 0 for a general ground state. In practice, one can tune
the ground state of a topological system, and observe if the topological entanglement negativity changes
accordingly or not. This provides us a convenient way to distinguish an Abelian theory from a non-Abelian
theory.
In Ref. [148], the entanglement negativity for a toric code model was studied. For the case of two
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adjacent non-contractible regions as discussed in this part, they found that the entanglement negativity is
independent of the choice of ground state. This may be easily understood based on our result in Eq. (5.135)
considering that the toric code model is in an Abelian phase.
As a comparison, it is noted that the mutual information IA1A2 for two adjacent non-contractible re-
gions on a torus depends on the choice of ground state for both Abelian and non-Abelian phases [see Eqs.
(5.104)-(5.105)]. In other words, the mutual information of two adjacent non-contractible regions on a torus
cannot distinguish an Abelian theory from a non-Abelian theory. From this point of view, the entanglement
negativity is more useful in distinguishing different topological phases.
Two component interface
Let us now consider the set up in Fig. 5.8 (b), where now the two adjacent non-contractible regions A1 and
A2 share a two-component A1A2 interface. For the general ground state (5.103), the state at the interface








The reduced density matrix for A1 ∪A2 can be expressed as

























1− c24 )|hb1a , N1, j1〉|hb1a , N1; j1〉〈h
b1
a , N ′1; j
′



















2− c24 )|hb2a , N2, j2〉|h
b2
a , N2; j2〉〈hb2a , N ′2; j′2|〈h
b2






















(ha+N4− c24 )|hb4a , N4; j4〉〈hb4a , N4; j4|. (5.141)
107





























1− c24 )|hb1a , N1, j1〉|hb1a , N ′1; j′1〉〈h
b1
a , N ′1; j
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2− c24 )|hb2a , N2, j2〉|h
b2
a , N ′2; j
′
2〉〈hb2a , N ′2; j′2|〈h
b2
a , N2; j2|.
(5.144)
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Similar with the result of one component A1A2 interface in Eq. (5.135), one can find that EA1A2 is depen-
dent(independent) of the choice of ground state for non-Abelian (Abelian) theories.
Therefore, the entanglement negativity of two adjacent non-contractible regions for both configurations
in Fig. 5.8 (a) and (b) can serve as a quantity to distinguish an Abelian theory from a non-Abelian theory.
5.5.4 Two adjacent non-contractible regions on a torus with contractible B
In this part, we study the entanglement negativity of two adjacent non-contractible regions A1 and A2 with
a contractible region B, as shown in Fig. 5.8 (c). For the general ground state in Eq. (5.103), the state at
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the interface (including the components b1, b2, b3 and b4 ) can be expressed as





ψa|hb1a 〉〉 ⊗ |hb2a 〉〉. (5.147)


























(hI+N− c24 )|hb3I , N ; j〉〈h
b3
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I , N ; j|. (5.149)
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which is the same as the result in Eq. (5.128) for a bipartited torus. For this case, the entanglement negativity
depends on the choice of ground state for both Abelian and non-Abelian Chern-Simons theories.
5.5.5 Two disjoint non-contractible regions on a torus
In this part, we consider the entanglement negativity EA1A2 between two disjoint non-contractible regions
A1 and A2 on a torus, as shown in Fig. 5.8 (d). For the general ground state in Eq. (5.103), the state at the








where i = 1, 2 correspond to the interface between A1 and B, and i = 3, 4 correspond to the interface




























|hb4a , N4; j4〉〈hb4a , N4; j4|. (5.157)
110


























In Ref. [148], the same conclusion was obtained based on the toric code model. Here we demonstrate it for
a general Chern-Simons field theory.
5.6 Conclusions
In this chapter, we develop an edge theory approach to study the topological entanglement entropy, mutual
information, and entanglement negativity in Chern-Simons theories. Compared to the prior works, we
propose a new regularized state to describe the spatial quantum entanglement in Chern-Simons theories.
An advantage of our approach, as compared to, e.g., the surgery method [156], is that there is no need to
consider the three dimensional spacetime manifold which may be quite complicated. For all the cases studied
by the replica and surgery method, our edge theory approach reproduces the same results.
In addition, our edge theory approach is very flexible to include various factors in the calculation of
entanglement, including the choice of ground state, the fusion and braiding of Wilson lines and so on.
In particular, through an interference effect, we can detect the R-symbols and the monodromy of two
quasipartilces/anyons in the entanglement entropy. We also generalize our edge theory approach to the
calculation of entanglement entropy for a manifold of genus g.
Furthermore, our edge theory approach is also applied to the calculation of topological mutual infor-
mation and entanglement negativity in a mixed state. To our knowledge, this is the first calculation of
the entanglement negativity for a general Chern-Simons theory. It is found that the entanglement nega-
tivity between two adjacent non-contractible regions on a torus provides a simple way to distinguish an
Abelian Chern-Simons theory from a non-Abelian Chern-Simons theory. To be concrete, for two adjacent
non-contractible regions on a tripartited torus, the entanglement negativity is independent of the choice of
ground state for an Abelian Chern-Simons theory. On the other hand, for a non-Abelian Chern-Simons
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theory, the entanglement negativity depends on the choice of ground state. In the previous works,[166, 167]
to distinguish a non-Abelian phase from an Abelian phase for a microscopic model, one needs to tune the
ground state to find out the MESs, based on which one can further obtain the quantum dimension cor-
responding to each anyon. With the method in our work, we only need to check whether the topological
entanglement negativity is dependent on the choice of ground state or not, which is much easier in practice.
There are also some future problems we are interested in. For example, in this paper we mainly focus
on the quantum entanglement in Chern-Simons theories. It is interesting to generalize our approach to
non-chiral TQFTs. In addition, it is also interesting to apply the concept of charged and shifted topological
entanglement entropy that was proposed recently[213] to a general TQFT based on the edge theory approach






Recently, quantum entanglement provides a powerful tool to study the properties of quantum many-body
systems in condensed matter physics [94, 95, 96, 97], such as characterizing topological ordered phases, and
detecting the central charge of conformal field theories, etc. [94, 95, 96, 97, 156, 99, 100].
To characterize the quantum entanglement, there are various kinds of entanglement measures. In the
case when a system is prepared in a pure state |Ψ〉 and bipartitioned into two subsystems A and B, two
quantum entanglement measures which turn out to be very useful are the so-called Renyi entropy and von






ln TrρnA, and S
vN
A = −TrρA ln ρA, (6.1)
where n is an integer, and ρA = TrBρ is the reduced density matrix of subsystem A, with ρ = |Ψ〉〈Ψ|.
The Renyi entropy and von Neumann entropy are related by SvNA = limn→1 S
(n)
A . It is noted that when ρ








B . For a mixed state,
it is found that the quantum and classical correlations cannot be explicitly separated in these entanglement
measures. Now we consider two subsystems A1 and A2 which are embedded in a larger system, and therefore
ρA1∪A2 may correspond to a mixed state. In this case, a useful quantity to study the correlation between










− S(n)A1∪A2 , (6.2)
which is symmetric in A1 and A2 by definition. Similar to the von Neumann entropy, by taking the n→ 1








It is found that the mutual information will mix the quantum and classical information together [101], and
hence is not a good entanglement measure for mixed states.
Another quantity under extensive study, which is useful in characterizing the quantum entanglement in
mixed states, is the entanglement negativity [150, 151]. To be concrete, for a reduced density matrix ρA1A2
which describes a mixed state in the Hilbert space HA1 ⊗HA2 , a partial transposition of ρA1A2 with respect


















where T2 represents the partial transposition over A2, |e(1)i 〉 and |e
(2)
j 〉 are arbitrary bases in HA1 and HA2 ,
respectively. Then the entanglement negativity is defined as
EA1A2 := ln tr
∣∣∣ρT2A1∪A2 ∣∣∣ . (6.5)
To calculate the entanglement negativity in a quantum filed theory, it is convenient to use the replica trick








where ne is an even integer.
Recently, the entanglement negativity has been extensively studied in conformal field theories [104,
105, 106], quantum spin chain systems [107, 108], coupled harmonic oscillators in one and two dimensions
[109, 110, 111], free fermion systems [153, 113, 114, 115], topological ordered systems [116, 117, 118], and
holographic entanglement [119, 120, 121]. Furthermore, the entanglement negativity has also been studied
in the non-equilibrium case [122, 123, 124, 125] as well as the finite temperature case [122, 126, 127].
In this work, we focus on the topological entanglement negativity in a particular topological quantum
field theory (TQFT)–the Chern-Simons theory [134, 135]. TQFTs are extensively used in condensed matter
physics because of the emergence of topological phases from many-body systems such as the fractional
quantum Hall states [128], gapped quantum spin liquids [129], px + ipy superconductors [130] and so on. It
is noted that the entanglement negativity for a toric code model, an Abelian topological ordered system,
has been studied in previous works [116, 117]. Later, an edge theory approach was developed to study
the entanglement negativity (and other entanglement measures) in a Chern-Simons theory. Due to the
bulk-boundary correspondence in a Chern-Simons theory, we present an alternative approach to study the
entanglement negativity from bulk point of view. By applying the replica trick and the surgery method
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[134, 156], we compute the entanglement negativity in a generic Chern-Simons theory.
The rest of the paper is organized as follows. In Sec. 6.1.1, we introduce the path integral representation
of a partially transposed reduced density matrix, which is used to define the entanglement negativity. In Sec.
1.3, we introduce the basic ingredients of Chern-Simons theory and the surgery method. Then by using the
surgery method and the replica trick, we calculate the entanglement negativity on various bi-/tri-partitioned
manifolds for a Chern-Simons theory in Sec.6.2, and study how the entanglement negativity depends on the
presence of quasiparticles and the choice of ground states. Then we conclude in Sec. 7.5. We also include
several appendices containing the calculation of the entanglement negativity for a bipartitioned torus, which
is helpful to understand the case of a tripartite torus in the main text. To compare with the entanglement
negativity, we also calculate the mutual information for various cases in the appendices.
6.1.1 Path integral representation of partially transposed reduced density
matrix
In this section, we introduce the path integral representation of a partially transposed reduced density




[see Eq. (6.6)]. The definition in this part
applies to a generic quantum field theory.
The density matrix in a thermal state can be expressed as a path integral in the imaginary time interval
















δ[φ(~x, 0)− ϕ0(~x)]δ[φ(~x, β)− ϕβ(~x)], (6.7)
with β →∞ corresponding to the zero temperature limit. Here SE is the Euclidean action and Z = tre−βH
is the partition function. ~x represents the coordinate in the d-dimensional space, and τ is the imaginary
time. The rows and columns of the density matrix are represented by the values of fields φ(~x, τ) at τ = 0
and β, respectively. Now we take partial transposition corresponding to a subsystem B, then the partial















δ[φ(~x, 0)− ϕβ(~x)]δ[φ(~x, β)− ϕ0(~x)]. (6.8)
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Suppose the system is tripartitioned into A1, A2 and B, then the reduced density matrix for ρA=A1∪A2 can






































can be obtained by taking n copies of ρ
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, we can calculate the entanglement negativity based on Eq. (6.6).
6.2 Topological entanglement negativity
Based on the above discussion, we study the topological entanglement negativity between two spatial subre-
gions on various manifolds in this section. The entanglement negativity is calculated in the following steps.




as the partition function on a three-manifold M . (2) We use the surgery




, and then take ne → 1.





















Figure 6.1: (a) Wave functional |Ψ〉. A Wilson line in representation R̂a threads through the AB interface.
Shading implies a three-ball. (b) ρA∪B = |Ψ〉〈Ψ|. (c) ρTBA∪B , in which we take partial transpose over B, i.e.,
we switch B with B′.
three-dimensional spacetime manifold where the wave function is defined.
6.2.1 Bipartition of a sphere
In this part, for the pedagogical purpose, we consider the simplest case, in which the spatial manifold is a
two-sphere S2. We consider the general case where there is a quasiparticle ā (a) in the subsystem A (B),
where ā is the anti-quasiparticle of a, i.e., a× ā = I + · · · , with I being the identity operator. A Wilson line
in the representation R̂a connects the quasiparticles ā and a at the two ends, as shown in Fig. 6.1 (a). For
the case without quasiparticles, we can simply set ā = a = I at the end.
Fig. 6.1 (a) represents the wave functional |Ψ〉, which is defined on a three-ball. It should be noted that
the Wilson line in the representation R̂a is inside the solid ball. For the density matrix ρ = |Ψ〉〈Ψ|, we simply
need to consider one more 3-ball with two conjugate punctures, which represents 〈Ψ|, as shown in Fig. 6.1
(b). To study the topological entanglement negativity between A and B, we need to consider the partially
transposed density matrix ρTB (or ρTA). Pictorially, this can be operated by switching the submanifold B
and B′ as shown in Fig. 6.1 (c). Similar graphic representations of ρTB were also used in the tensor network
study of the entanglement negativity. [108]





can be calculated as follows. First, we make n copies of ρTB , with each copy represented in
Fig. 6.1 (c). Next, we glue the subregion A′ (B) in the i-th copy with the subregion A (B′) in the (i+ 1)-th








depends on whether n is odd or
even. For odd n, i.e., n = no, the manifold after gluing is a S
3. On the other hand, for even n, i.e., n = ne,
117


























2−ne = (S0a)2−ne , (6.13)




= Z(S3, R̂a) = S0a. Then, according to the definition in









ne = lnS0a = ln da − lnD. (6.14)
For the case without any quasiparticles on the sphere, one simply sets da = dI = 1, and therefore
EAB = − lnD. (6.15)




no = 0. It is noted that
EAB in Eqs.(6.14) and (6.15) are the same as the topological entanglement entropy. This is because for a
general pure state, the entanglement negativity for a bipartite system is equal to the 1/2 Renyi entropy,
EAB = S(1/2)A = S
(1/2)




B = ln da − lnD for
arbitrary n.
Here we demonstrate the simplest case of computing the entanglement negativity by the surgery method.
As will be shown later, this basic operation provides a building block for the study of more complicated
cases.
6.2.2 Tripartition of a sphere
In this section, we study the entanglement negativity between A1 and A2 for a tripartite spatial manifold
S2, where the sphere is divided into A1, A2 and B. In particular, we are mainly interested in two cases: (1)
A1 and A2 are adjacent, as shown in Fig. 6.2 (a), and (2) A1 and A2 are disjoint, as shown in Fig. 6.3 (a).
Case of adjacent A1 and A2
First we consider the case where A1 and A2 are adjacent to each other, as shown in Fig. 6.2 (a). There is






























Figure 6.2: (a) Wave functional |Ψ〉. A Wilson line in representation R̂a threads through the interface A1B
and A2B, respectively. (b) A three-manifold which is topologically equivalent to (a). (c) ρA1∪A2 = trB |Ψ〉〈Ψ|,
and (d) ρ
TA2
A1∪A2 , in which we do partial transposition over A2, i.e., we switch A2 with A
′
2 in (c).
Again, for the case without any quasiparticle on the sphere, one can simply set R̂a = R̂I at the end.
For convenience, we deform the three-dimensional spacetime manifold in Fig. 6.2 (a), without changing
the topology, to two three-balls connected by a tube, as shown in Fig. 6.2 (b). Then the reduced density
matrix ρA1∪A2 can be obtained by tracing over the B part, as shown in Fig. 6.2 (c). Based on ρA1∪A2 , one
can easily obtain ρ
TA2
A1∪A2 by switching A2 and A
′
2, as shown in Fig. 6.2 (d). One can find that the operation
of partial transposition here is the same as that in Fig. 6.1.






as follows. We make n copies of ρ
TA2
A1∪A2 , and glue the region
A′1 (A2) in the i-th copy with A1 (A
′
2) in the (i+1)-th (mod n) copy. Similar with the case of a bipartitioned
sphere, the result depends on whether n is odd or even as follows.
For odd n, i.e., n = no, the resulting manifold is two S
3 connected by no tubes. Each tube is contributed
by the one that connects A′1 and A
′
1 in Fig. 6.2 (d). Then, by using the surgery procedure in Fig. 1.2, we



















2−2no = (S0a)2−2no . (6.16)
For even n, i.e., n = ne, the resulting manifold is three S
3 connected by ne tubes. The extra S
3 has the


























Figure 6.3: (a) Wave functional |Ψ〉. A Wilson line in representation R̂a threads through the interface
A1B and A2B. A1 and A2 are disjoint. (b) A three-manifold which is topologically equivalent to (a). (c)
ρA1∪A2 = trB |Ψ〉〈Ψ|, and (d) ρ
TA2
A1∪A2 , in which we switch region A2 and A
′
2 in (c).

















3−2ne = (S0a)3−2ne . (6.17)









ne = lnS0a = ln da − lnD, (6.18)
which is the same as Eq. (6.14). In other words, for a tripartitioned S2 as shown in Fig. 6.2, the existence
of region B does not affect the entanglement negativity between A1 and A2, i.e.,
EA1A2(B 6= ∅) = EA1A2(B = ∅). (6.19)
Case of disjoint A1 and A2
Here, we consider the case that A1 and A2 are disjoint, as shown in Fig. 6.3 (a). We also include a
quasiparticle a (anti-quasiparticle ā) in region A2 (A1). Therefore, a Wilson line in representation R̂a
threads through both the A1B interface and the A2B interface.
The three-manifold in Fig. 6.3 (a) is equivalent to two three-balls connected by a tube, as shown in Fig.
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6.3 (b). Based on this, one can obtain the reduced density matrix ρA1∪A2 , as shown in Fig.6.3 (c). To get
the partially transposed reduced density matrix ρ
TA2
A1∪A2 , one simply needs to switch A2 with A
′
2, as shown
in Fig. 6.3 (d).
We now calculate the entanglement negativity between A1 and A2. As before, we make n copies of ρ
TA2
A1∪A2
in Fig. 6.3 (d). Then we glue region A′1 (A2) in the i-th copy with the region A1 (A
′
2) in the (i + 1)-th






. It can be found that the resulting manifold is two
S3 connected by n tubes, which is independent of whether n is even or odd. By considering the surgery
procedure in Fig. 1.2, one can cut all the tubes that connect the two S3, with each tube contributing a factor


















2−2n = (S0a)2−2n , (6.20)










ne = ln (S0a)
0
= 0. (6.21)
I.e., there is no entanglement negativity between A1 and A2 in this case. It is noted that the topological
mutual information between A1 and A2 for this case is also zero [see Eq. (D.11)].
6.2.3 Two adjacent non-contractible regions on a torus with non-contractible
B
Here, we focus on the spatial manifold of a torus, T 2. For the simplest case of a bipartite torus, one can
refer to the Appendix A, where the operation is straightforward and helpful for understanding the more
complicated cases.
We first consider two adjacent non-contractible regions A1 and A2 on a torus with a non-contractible
region B, but with different number of components for the interface, as shown in Fig. 6.4 (a) and Fig. 6.5
(a). In Fig. 6.4 (a), the two adjacent regions A1 and A2 share a one-component A1A2 interface, and in Fig.
6.5 (a), the two adjacent regions A1 and A2 share a two-component A1A2 interface. In the following, we

























(a) (b) (c) (d)
Figure 6.4: (a) Wave functional |Ψ〉. The toroidal space is divided into threes parts A1, A2 and B, where we
have a one-component A1A2 interface. The red solid line represents a Wilson loop which can fluctuate among
different representations. (b) A three-manifold with three 3-balls joined by three tubes appropriately, which is
topologically equivalent to (a). (c) ρA1∪A2 = trB |Ψ〉〈Ψ|, and (d) ρ
TA2





For the configuration in Fig. 6.4 (a), it is equivalent to three 3-balls connected by three tubes, as shown in
Fig. 6.4 (b). Then one can obtain the reduced density matrix ρA1∪A2 by tracing over the B part, as shown
in Fig. 6.4 (c). The partial transposition of the reduced density matrix ρA1∪A2 is fulfilled by switching A2
with A′2, as shown in Fig. 6.4 (d).
Generally, the Wilson loop can fluctuate among different representations. For simplicity, we first consider






, we make n
copies of ρ
TA2
A1∪A2 in Fig. 6.4 (d). Then we glue region A
′
1 (A2) in the i-th copy with A1 (A
′
2) in the (i+ 1)-th






. The result after gluing depends on whether n is
odd or even as follows: For odd n, i.e., n = no, the resulting manifold is three S
3 connected by 3no tubes.
The 3no tubes are contributed by the ones connecting A
′
1 − A′1, A1 − A1, A2 − A2, A′2 − A′2 and B − B,
respectively. The tube connecting B−B corresponds to the vertical tube in Fig. 6.4 (d). Then, by using the
surgery procedure in Fig. 1.2, one can cut all the 3no tubes, with each tube contributing a factor Z(S
3, R̂a).

















3−3no = (S0a)3−3no , (6.22)
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where we have used the fact Z(S2×S1, R̂a, R̂a) = 1. On the other hand, for even n, i.e., n = ne, the resulting
manifold is four S3 connected by 3ne tubes, where the extra S
3 is caused by the partial transposition. Similar
with the case of n = no, the 3ne tubes are contributed by the ones connecting A
′
1 −A′1, A1 −A1, A2 −A2,

















4−3ne = (S0a)4−3ne . (6.23)
It is then straightforward to show that for a general state |ψ〉 =
∑
j ψj |R̂j〉, i.e., the Wilson loop is in a



















































By imposing the normalization condition
∑










Several comments on the above result are in orders:
1. By comparing with Eq. (D.5) for the case of a bipartitioned torus where B = ∅, it is found that
EA1A2(B 6= ∅) 6= EA1A2(B = ∅), which is different from the result for a tripartitioned sphere in Eq.
(6.19). The reason is that for a torus geometry, as the region B shrinks to ∅, the component of the
A1A2 interface changes from one to two.
2. It is found that EA1A2 in Eq. (6.26) can be used to distinguish an Abelian theory from a non-Abelian
theory. For an Abelian theory, we have dj = 1 for arbitrary representations R̂j , and therefore EA1A2 =


































Figure 6.5: (a) Wave functional |Ψ〉. The toroidal space is divided into threes parts A1, A2 and B, where we
have a two-component A1A2 interface. The red solid line represents a Wilson loop which can fluctuate among
different representations. (b ) A three-manifold with four 3-balls joined by four tubes appropriately, which is
equivalent to the configuration in (a) in topology. (c) ρA1∪A2 = trB |Ψ〉〈Ψ|, and (d) ρ
TA2
A1∪A2 , in which we do
partial transposition over A2, i.e., we switch A2 with A′2 in (c).
theory, there exists at least one representation R̂j so that dj > 1. Therefore, for a non-Abelian theory,
EA1A2 depends on the choice of ground states.
Two-component interface
Next, we consider two adjacent non-contractible regions A1 and A2 on a spatial manifold T
2, with a two-
component A1A2 interface, as shown in Fig. 6.5 (a). The configuration in Fig. 6.5 (a) is equivalent to four
3-balls connected by four tubes in topology, as shown in Fig. 6.5 (b). Then it is straightforward to obtain the
reduced density matrix ρA1∪A2 by tracing out the B part, as shown in Fig. 6.5 (c). Next, for the partially
transposed reduced density matrix ρ
TA2
A1∪A2 , we simply need to switch A2 with A
′
2, as shown in Fig. 6.5 (d).
As in the previous part, we first consider the simple case that the Wilson loop is in a definite representation






, we make n copies of ρT2A1∪A2 in Fig. 6.5 (d). Then by gluing the region A
′
1(A2)
in the i-th copy with the region A1(A
′








before, the resulting manifold depends on whether n is odd or even, as follows. For odd n, i.e., n = no, the
resulting manifold is four S3 connected by 4no tubes. The 4no tubes are contributed by the ones connecting
A2 − A2, A′1 − A′1, A1 − A1, A′2 − A′2 and B − B, respectively. By using the surgery procedure in Fig. 1.2,
we can cut all the 4no tubes, with each tube contributing Z(S

















4−4no = (S0a)4−4no . (6.27)
On the other hand, for even n, i.e., n = ne, the resulting manifold is six S
3 connected by 3ne tubes, where
the extra two S3 is caused by the partial transposition. Similar with the case of n = no, the 4ne tubes are
contributed by the ones connecting A2 −A2, A′1 −A′1, A1 −A1, A′2 −A′2 and B −B, respectively. With the

















6−4ne = (S0a)6−4ne . (6.28)
It is then straightforward to show that for a general state |ψ〉 =
∑



















































By imposing the normalization condition
∑









− 2 lnD. (6.31)
Compared with the case of one-component A1A2 interface in the previous part [see Eq. (6.26)], here the power
of S0j is changed from 1 to 2, which is caused by changing the number of components in A1A2 interface. In





















Figure 6.6: (a) Wave functional |Ψ〉. The toroidal space is divided into threes parts A1, A2 and B, where
we have a two-component A1A2 interface and a contractible region B. The red solid line represents a Wilson
loop which can fluctuate among different representations. (b) A three-manifold with four 3-balls joined by four
tubes appropriately, which is equivalent to the configuration in (a) in topology. The configuration in (b) can
be further deformed into the configuration in (c), without changing topology.
theory from a non-Abelian theory by studying its dependence on the choice of ground states.
6.2.4 Two adjacent non-contractible regions on a torus with contractible B
Here, we study the entanglement negativity between two adjacent non-contractible regions A1 and A2 on a
spatial manifold T 2, with a contractible region B, as shown in Fig. 6.6 (a). For convenience, we deform the
three-manifold in Fig. 6.6 (a) into the three-manifold in Fig. 6.6 (b), where there are four S3 connected by
four tubes, which can be further deformed into the three-manifold in Fig. 6.6 (c). Then it is straightforward
to obtain the reduced density matrix ρA1A2 by tracing out the B part, as shown in Fig. 6.7 (a). To obtain
the partially transposed reduced density matrix ρ
TA2
A1∪A2 , we simply need to switch A2 with A
′
2 in ρA1∪A2 , as
shown in Fig. 6.7 (b).
As before, for simplicity, we first consider the case in which the Wilson loop is in a definite representation






, we make n copies of ρ
TA2
A1∪A2 in Fig. 6.7 (b). Then we glue the region A
′
1(A2)
in the i-th copy with the region A1(A
′







the configuration in Fig. 6.7 (b) is already very complicated, it is helpful for the readers to understand the
gluing based on the case of a bipartite torus [see Fig. D.1 (c)], considering that the limit B → ∅ in Fig. 6.6
(a) corresponds to a bipartitioned torus.
The gluing result depends on whether n is odd or even as follows. For odd n, i.e., n = no, the resulting





















Figure 6.7: (a) The reduced density matrix ρA1∪A2 , which is obtained based on the wave functional in Fig.6.6
(c). (b) The partially transposed reduced density matrix ρ
TA2




four rows of 3-balls in Fig. 6.7 (d) as the first, second, third and fourth rows of 3-balls from top to bottom.
In the resulting manifold after gluing, two S3 are contributed by the 3-balls in the first and fourth rows in
Fig. 6.7 (d). It is noted that there is no Wilson line threading through these two S3, and therefore each of
them contributes Z(S3) after the surgery. The other two S3 are contributed by the 3-balls in the second and
third rows. Since there are Wilson lines threading through these two S3, each of them contributes Z(S3, R̂a)
after the surgery.
For the 4no tubes, 2no tubes are contributed by the ones that connect the first (third) and second (fourth)
rows of 3-balls. There are no Wilson lines threading through these 2no tubes. Therefore, after the surgery
procedure in Fig. 1.2, each of these tubes contributes Z(S3). The other 2no tubes are contributed by the
tubes that connect A1−A1 (A′1−A′1) in the second row, and the ones that connect A′2−A′2 (A2−A2) in the
third row. For these 2no tubes, since there are Wilson lines threading through them, each tube contributes
a factor Z(S3, R̂a) after the surgery.
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Z(S2 × S1; R̂a, R̂a)no
· Z(S
3)2 · Z(S3, R̂a)2
Z(S3)2no · Z(S3, R̂a)2no
= Z(S3)2−2no · Z(S3, R̂a)2−2no
= (S00)2−2no (S0a)2−2no . (6.32)
On the other hand, for even n, i.e., n = ne, the resulting manifold is six S
3 connected by 4ne tubes.
Compared with the case of n = no, the extra two S
3 are introduced by the partial transposition, which is
similar to the case of a bipartite torus in Fig. D.1. In particular, for the extra two S3, there are Wilson lines






















= Z(S3)2−2ne · Z(S3, R̂a)4−2ne
= (S00)2−2ne (S0j)4−2ne . (6.33)
It is emphasized that the square term [· · · ]2 in the first row arises from the fact that the two sets of Wilson
loops (red and green) in Fig. 6.7 (b), after gluing 2ne copies, are independent to each other. This square
term is absent in Eq. (6.32), because the two sets of Wilson loops are glued to each other for n = no.
It is straightforward to check that for a general state |ψ〉 =
∑










)no = (S00)2−2n0 ·
∑













)ne = (S00)2−2ne ·
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(a) (b) (c) (d)
Figure 6.8: (a) Wave functional |Ψ〉. The toroidal space is divided into threes parts A1, A2 and B, where A1
and A2 are disjoint. (b) The configuration in (a) is topologically equivalent to four 3-balls joined by four tubes
appropriately. (c) ρA1∪A2 by tracing out part B. (d) Partially transposed reduced density matrix ρ
T2
A1∪A2
where the partial transposition is over degrees of freedom in A2, i.e., we switch A2 with A′2 in ρA1∪A2 in (c).
By imposing the normalization condition
∑
j |ψj |2 = 1, EA1A2 can be simplified as








− 2 lnD. (6.36)
The result is the same as Eq. (D.5) for a bipartite torus, i.e., EA1A2(B 6= ∅) = EA1A2(B = ∅) for the
configuration in Fig. 6.6 (a). For this case, the entanglement negativity between A1 and A2 depends on the
choice of ground states for both Abelian and non-Abelian Chern-Simons theories.
6.2.5 Two disjoint non-contractible regions on a torus
Finally, we demonstrate the vanishing entanglement negativity for two disjoint non-contractible regions A1
and A2 on a spatial manifold T
2, as shown in Fig. 6.8 (a), in which the regions A1 and A2 are separated
by non-contractible regions B. The configuration in Fig. 6.8 (a) is topologically equivalent to four 3-balls
connected by four tubes appropriately, as shown in Fig. 6.8 (b). Then it is straightforward to obtain the
reduced density matrix ρA1∪A2 by tracing out the B part, as shown in Fig. 6.8 (c). The partially transposed
reduced density matrix ρ
TA2
A1∪A2 in Fig. 6.8 (d) is obtained by switching A2 and A
′
2 in Fig. 6.8 (c).
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As before, we first consider the simple case that the Wilson loop is in a definite representation R̂a. By


































4−4ne = (S0a)4(1−ne) . (6.37)
The result is independent of whether n is odd or even. For a general state |ψ〉 =
∑


































)ne = 0, (6.39)
i.e., there is no entanglement negativity between two disjoint non-contractible regions on a torus.
6.3 Concluding remarks
In this work, by using the surgery method and the replica trick, we compute the topological entanglement
negativity between two spatial regions for Chern-Simons field theories. We study examples on various
manifolds with different bipartitions or tripartitions. In particular, we study how the entanglement negativity
depends on the distributions of quasiparticles and the choice of ground states. For two adjacent non-
contractible regions on a tripartitioned torus, the entanglement negativity is dependent (independent) on
the choice of ground states for non-Ablelian (Abelian) theories. Therefore, it provides a simple way to
distinguish Abelian and non-Abelian theories. Our method applies to arbitrary oriented (2+1) dimensional
manifolds with arbitrary ways of bipartions/tripartitions.
All the cases studied in this work agree with the results obtained by using a complimentary approach,
the edge theory approach, presented in Ref. [118]. Here we would like to give some remarks on comparing
the method in this work and the edge theory approach: (1) For the edge theory approach, it is unnecessary
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to know the (2+1) dimensional spacetime manifold and gluing pictures, which are usually complicated.
By expressing the (Ishibashi) edge states at the entanglement cut, a straightforward calculation can be
performed, which is usually tedious. (2) On the other hand, for the surgery approach shown in this work,
the only complication is understanding the 3-manifold. However, this method is elegant, in the sense that
once the corresponding 3-manifold for the partially transposed reduced density matrix is known, the results
can be directly read off. Thus, these two methods are complimentary and have their own merits.
As future problems, it is interesting to generalize our method to higher dimensions, such as (3+1)
dimensions. Most recently, the surgery of (3+1)-dimensional manifolds (with particle and loop excitations)
was discussed in Ref. [133]. One can study the entanglement entropy and negativity of (3+1)-dimensional







Entanglement renormalization[174], as a real space renormalization group (RG), has received substantial
attention recently because of the following two main reasons: firstly, its efficiency in numerically finding
ground states of quantum many-body systems; secondly, on the conceptual side, its close connection with
the Anti-de Sitter space/conformal field theory (AdS/CFT) correspondence.
An entanglement renormalization method addresses the computational obstacle (‘entanglement’) of find-
ing a highly entangled many-body ground state. One defines a set of unitary transformations, which effi-
ciently removes the amount of short range entanglement, the obstacle to finding the ground state. Com-
bining such transformations with the coarse-graining procedure of the real space RG, the multi-scale en-
tanglement renormalization ansatz (MERA) enforces that the quantum entanglement at different length
scales is removed under successive applications of the RG transformation, allowing one to study highly en-
tangled quantum states. As a powerful variational ansatz, the lattice MERA has been demonstrated to
accurately approximate ground states of various quantum many body systems, including symmetry broken
phases[175, 176, 177, 178, 179] and topologically ordered phases[180, 181] in (1+1) and (2+1) dimensions.
In addition, to apply entanglement renormalization to quantum field theories (which are defined in an in-
herently continuous spacetime), a continuum version of MERA, namely continuum MERA (cMERA), was
recently developed[182, 183].
It is conjectured that the lattice MERA may be understood as a discrete ‘realization’ of the AdS/CFT
correspondence[184], where it is suggested that the MERA may capture the key geometric properties of AdS
spacetime. Some recent developments along this idea can be found in Refs. [185, 186, 187, 188, 189, 190,
191, 192, 193, 194, 195]. See also Refs. [196, 197] where a similar construction was proposed under the name
of “Exact holographic mapping”.
The connection between the lattice MERA and AdS/CFT may also be understood based on the observa-
tion that the entanglement entropy in the lattice MERA can be estimated in a way similar to the holographic
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formula of the entanglement entropy in AdS/CFT. In the classical limit of AdS/CFT, i.e., when the gravity
is described by the Einstein equation, the entanglement entropy SA of a subsystem A can be obtained by





where γA is the minimal area surface embedded in a higher dimensional AdS spacetime whose boundary is
A, and GN is the Newton constant of gravity in the AdS space. In the lattice MERA, the entanglement
entropy of a subsystem A is estimated by partitioning the MERA tensor network into two parts, one which
includes the subsystem A and its complement. It should be noted that there is no unique way to bipartition
the network, and we label a set of partitions at different levels of the RG flow by γA. SA is then bounded by
SA ≤ MinγABonds(γA) · log J. (7.2)
where Bonds(γA) represents, for a given choice of the partitioning γA, the number of bonds connecting
the two parts of the MERA network, and J is the dimension of bonds of the disentangler (see below). In
particular, if each bond is maximally entangled, then the entanglement entropy SA will be determined by
the minimal area of γA, in a fashion similar to the AdS case as shown in Fig. 7.1. By identifying γA in the





up to a constant.
The requirement of maximally entangled bonds is crucial for this identification; as discussed in Ref.
[183], if the bonds are not maximally entangled, the estimation of entanglement entropy SA becomes more
complicated, as one needs to consider the bonds which are far from the minimal area. Equivalently, the
calculation in terms of tensor network is expected to become ‘non-local’. At the same time, it is known that
the bulk gravity in AdS space is non-local if one does not take the ’t Hooft limit. The case of non-maximal
entangled bonds in the lattice MERA may, therefore, correspond to the quantum gravity limit in AdS space.
The strong parallelism between MERA and AdS/CFT in calculating entanglement entropy suggests that
the ‘emergent’ geometry appearing in the tensor network representation of the lattice MERA might be the
dual AdS space of the quantum states at the boundary (see Fig. 7.1).











Figure 7.1: Comparison between the calculations of entanglement entropy in the lattice MERA and AdS/CFT
frameworks, respectively. The purple surface represents the minimal surfaces γA. The green solid bonds in the
lattice MERA represent disentanglers. For the lattice MERA, the entanglement entropy of a subsystem A can
be expressed as SA ∝ min[#Bonds(γA)], while for AdS/CFT one has SA ∝ min[Area].
lacking, some progress has been made recently. In Ref. [183], the expression for the holographic metric in the
extra dimension (which is parametrized by the RG step) has been proposed based on quantum field theory
data in the continuous version MERA. Furthermore, in a following work[199], the holographic metric after
a quantum quench is also studied. It is found that the quenched holographic metric qualitatively agrees
with its gravity dual given by a half of the AdS black hole spacetime. From the point view of cMERA, it
has also been shown that the conformally invariant boundary states are dual to trivial spacetimes of zero
volume[193], and the bulk local states and corresponding operators in the three-dimensional AdS space can
be constructed using Ishibashi states in two-dimensional CFTs[194, 195, 200, 201]. In a different approach,
MERA has been proposed to be related to the kinematic space, i.e. the space of geodesic surfaces in AdS
space [202, 203].
In the previously mentioned references, the cMERA study is mainly focused on free boson or free fermion
systems with trivial topological properties. In the context of non-trivial topology, the AdS/CFT correspon-
dence of Chern-Simons (CS) theories has been studied recently[204]. It is now therefore desirable to construct
the cMERA dual to such AdS/CS correspondence – the main aim of our work. To achieve this goal, we
develop the cMERA analysis of Chern band insulators in (2+1) dimensions.
Besides the cMERA dual of AdS/CS, there are other motivations for our study as follows:
(i) Recently, tensor network methods have been applied extensively to topological phases in two dimen-
sions [205, 206, 207]. In these works, the exact projected entangled pair states (PEPS) representations of
chiral topological states are obtained, although the correlations decay as an inverse power law. On the
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other hand, MERA has been constructed for exactly solvable lattice models with topological order including
the Kitaev toric code, the Levin-Wen string-net models and the AKLT model [180, 181, 208]. It is noted,
however, that topological insulators[209, 210, 211], e.g. Chern band insulators, have not been explicitly
constructed with the lattice MERA, despite some related recent studies[212]. In Ref.[212], it is shown that
the lattice MERA representation of a gapped topological phase, including Chern band insulators, should
exist. By taking a bond dimension of order polynomial L, where L is the system size, the corresponding
lattice MERA should be able to achieve high overlap with the true ground state in the thermodynamic
limit. Finding a concrete MERA network fulfilling this construction has, nonetheless, proved to be a hard
task. In the present work, we find that the ground state of Chern band insulators may be straightforwardly
constructed in the framework of cMERA, which may shed light on our understanding of the lattice MERA
structure of topological insulators.
(ii) In the previous studies, the IR state of cMERA is usually chosen as a topologically trivial state with
no entanglement whatsoever[182, 183, 199]. In contrast, the ground state of a Chern insulator in (2+1)D
carries a nonzero quantized momentum-space Berry-flux (in units of 2π). It is thus interesting to ask what
happens to such Berry flux if one performs entanglement renormalization procedures. Before the calculation,
one may guess that there are mainly three possibilities, depending on the choice of IR states as follows. (i)
If the IR state carries a zero Berry-flux, then there must be a drain for the Berry curvature in the (3+1)D
bulk of cMERA towards the IR, corresponding to a magnetic-monopole-like structure. It is expected that a
phase transition may happen through the renormalization procedure in this case. (ii) If the IR state carries
a nonzero Berry flux whose amount does not equal to the Berry flux at the UV layer, i.e., Φ(IR) 6= Φ(UV),
we expect that part of the Berry curvature flows to the IR layer, and the other part is absorbed by the
magnetic-monopole in the bulk of cMERA. Again, there may be a phase transition in this case. (iii) If the
IR state carries the same amount of Berry flux as the UV state, i.e., Φ(IR) = Φ(UV), we expect that all the
Berry curvature emanated from the UV layer flows to the IR layer, and there is no magnetic monopole in
the bulk of cMERA. In this case, no phase transition happens. It is thus necessary to obtain quantitative
and exact picture on the pattern of Berry curvature flow in the bulk of cMERA.
(iii) Besides the aforementioned topological properties, it is also interesting to study the geometric prop-
erties of cMERA. From the AdS/CFT correspondence point of view, different phases at the boundary
correspond to different bulk space geometries in a higher dimension. In the prior studies on topological
insulators, it is known that the momentum-metric can capture new aspects of topological phases[213]. Now
in cMERA, we have an emergent holographic metric in the renormalization direction[183]. It is interesting
to ask if this holographic metric can display novel information about topological insulators, and how the
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topological properties and geometric properties affect each other in the bulk of cMERA.
In this paper, we set up towards answering some of these questions. The paper is organized as follows. In
Sec. 7.2, we give a short review of cMERA in various versions. In Sec. 7.3, starting from a topologically trivial
IR state, we construct cMERA for four different fermionic systems in (2+1) dimensions, i.e., non-relativistic
Chern insulators, non-relativistic trivial insulators, relativistic insulators with positive mass and relativistic
insulators with negative mass, respectively. Then we study the holographic geometry, band inversion, and
Berry curvature flow in the bulk of cMERA for different phases. In Sec. 7.4, we construct the cMERA for
Chern insulators with a topologically nontrivial IR state, and study the corresponding holographic geometry,
band inversion as well as Berry curvature flow in the bulk of cMERA. In Sec. 7.5, we summarize our work
and mention some future directions.
7.2 Entanglement renormalization
In this section, we give a brief introduction and review of cMERA. For the completeness of this work, we
also give a short review of the lattice MERA in Appendix E.1. Both the lattice MERA and cMERA are
developed in order to find the ground state of many-body systems by making use of the variational principle.
As an implementation of real space renormalization group, they are different from the conventional method
developed by Migdal, Kadanoff and Wilson[214, 215, 216]. For the lattice MERA and cMERA, short-ranged
entanglement is removed during the process of coarse graining, instead of removing high-energy degrees of
freedom as in the conventional RG formalism.
7.2.1 Brief review of cMERA
The continuum version of MERA (cMERA) was proposed to understand quantum field theories within the
lattice MERA scheme[182]. The formulation of cMERA is very helpful for making an explicit connection
between the entanglement renormalization and the AdS/CFT duality. In particular, it is found that an
emergent metric in the extra holographic direction can be defined in cMERA, where the holographic metric
shows properties expected from AdS/CFT[183].To avoid confusions in later discussions, in the following
parts, we discuss three different pictures of cMERA respectively.
We start from an IR state
|Ψ(uIR = −∞)〉 ≡ |Ω〉, (7.4)
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which may be either entangled or unentangled, and aim to find a UV target state
|Ψ(uUV = 0)〉 ≡ |Ψ〉, (7.5)
where |Ψ〉 represents the ground state of a given Hamiltonian at the UV length scale, e.g., a lattice in
the condensed matter systems. With the same spirit as in the lattice MERA, at each layer u, we use the
disentangling operators to remove short-ranged entanglement and perform isometry operationts to coarse-
grain (see Appendix E.1). Compared to the lattice MERA, we can formally replace the disentanglers and
isometries as follows
Vu → V (u) =e−iK(u)du,
Wu →W (u) =e−iL(u)du,
(7.6)




with k(r, u) being a local combination of local field operators ψ(r) and ∂nr ψ(r), r = |r| (in which we have
assumed rotational symmetry of the wavefunctions so that the disentangler is also rotationally symmetric),










where an(u)(ān(u)) is a complex function which depends on the layer u. L is the generator of scale trans-
formations
L = − i
2
∫
ψ†(r)r · ∇rψ(r)− r · ∇rψ†(r)ψ(r)dr, (7.9)
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u  =-∞   IR u   =0  UV
Figure 7.2: Scheme of the momentum region where the Hilbert space in the ‘Schrödinger’ picture is defined.
At layer u, the Hilbert space is defined within 0 ≤ |k| ≤ Λe−u, as indicated by the solid line. The disentangler
K(u) creates/removes entanglement with a constant cut-off Λ, as indicated by the red dotted line. Effectively,
as u goes deeper towards uIR, the disentangler creates/removes entanglement for smaller |k| (i.e., |k|eµ) in the
original system at uUV, which corresponds to a larger length scale in real space.
Schrödinger picture
The continuum version of many-body wavefunction in layer u (see Eq.(E.3) for the lattice version) may be
written as











where P is the path ordering operator as in Eq. (E.3), and S represents the ‘Schrödinger’ picture. The
physical interpretation of cMERA is similar to that of the lattice MERA, i.e., the UV target state |ΨS(u =
0)〉 = |Ψ〉 can be constructed from an IR state |ΩS〉 by adding short-ranged entanglement with K(u) and
doing scale transformations by L repeatedly. The opposite way from the UV limit to the IR limit may also
be interpreted straightforwardly. As u varies from uUV = 0 to uIR = −∞, by removing entanglement and
doing scale transformations repeatedly, we end up with a state |ΩS〉 which may be unentangled. Eq. (7.11)
can be generalized to an arbitrary layer u as
















|ΨS(u)〉 = [K(u) + L] |ΨS(u)〉. (7.13)
It is beneficial to check the Hilbert space in which |ΨS(u)〉 is defined. First, one notes that the disentangler
K(u) only creates (or removes) entanglement and will not change the Hilbert space. Therefore, one only
needs to check the effect of L. Now we consider a single particle state in momentum space in (d + 1)
dimensions. At layer uUV = 0, the single particle state can be written as




where Λ is a UV cut-off in momentum space. Then the single particle state at layer u according to Eq.
(7.13) reads













which means |φS(u)〉 is now defined in the region 0 ≤ |k| ≤ Λe−u. At the same time, K(u) is assumed to
create or remove entanglement with a constant cut-off |k| ≤ Λ, which is independent of the layer u.[182] As
shown in Fig. 7.2, we plot schematically the region where the Hilbert space at layer u is defined, as well as
the region within which entanglement is created or removed (on which the disentangler operates). It can be
found that as u goes deeper towards uIR, the disentangler K(u) effectively creates/removes entanglement for
smaller |k| in the layer u = uUV. This is as expected because in the lattice MERA as u goes deeper towards




For convenience, we define the unitary operator











Suppose O is some local operator defined in the layer u = uUV = 0, then by moving to the ‘Heisenberg
picture’, one can define O(u) at layer u as the following
O(u) = U(0, u)−1 ·O · U(0, u), (7.18)
based on which one can get ‘Heisenberg’s equation of motion’
dO(u)
du
= −i[K(u) + L,O(u)]. (7.19)
It is noted that the ‘Heisenberg’ picture is used in Ref. [182].
Interaction picture
As will be seen later, it is useful to move to the ‘interaction’ picture, i.e.,
|ΨI(u)〉 = eiuL|ΨS(u)〉. (7.20)




|ΨI(u)〉 = K̂(u)|ΨI(u)〉, (7.21)
where
K̂(u) = eiuLK(u)e−iuL. (7.22)
Then the wavefunction |ΨI(u)〉 at layer u can be expressed as





























Figure 7.3: Scheme of the momentum region where the Hilbert space in the ‘interaction’ picture is defined.
The Hilbert space at each layer u is the same, in correspondence with the ‘interaction’ picture of MERA in
Fig.E.2. The boundary |k| = Λeu defines a cone within which quantum entanglement can be created/removed.
The region defined by |k|  Λ is the low energy physics region.
where P̃ represents the path ordering operator which orders operators in an opposite order relative to
P. In this way, at each layer u, |ΨI(u)〉 is defined in the same Hilbert space with 0 ≤ |k| ≤ Λ. The
unitary operation defined in Eqs. (7.23) or (7.24), after factoring out scale transformation, creates/removes
entanglement within |k| ≤ Λeu (See also Eq. (7.29) in the next section for example.). Note that in the
language of AdS/CFT, the factor e−iuL corresponds to the warp factor of the AdS metric.
The merit of the ‘interaction’ picture is that at each layer u of the cMERA, we have the same Hilbert
space defined in 0 ≤ |k| ≤ Λ in momentum space. This allows us to define and calculate the overlap
〈Ψ(u)|Ψ(u + du)〉, from which we extract the emergent metric guu(u) in the holographic direction, as will
be discussed later. To have an intuitive picture, in Fig. 7.3 we show schematically the momentum region
where the Hilbert space is defined in the interaction picture. The boundary |k| = Λeu defines a cone in
which entanglement can be created/removed. Given an IR state |Ω〉 at u = uIR, the region outside the cone
is trivial because no entanglement is added. This is in analogy with the dangling unentangled |0〉s in Fig.
E.2.
In the rest of this paper, we will work in the ‘interaction’ picture, and for convenience we will simply
write |ΨI(u)〉 as |Ψ(u)〉.
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7.3 cMERA of topological insulators with a topologically trivial
IR state
Here we refer the IR state to be topologically trivial (nontrivial) if the corresponding cMERA constructed
wavefunction |Ψ(u)〉 at each layer u carries a zero (nonzero) Berry flux.
7.3.1 cMERA of Chern insulators in (2+1)D
In Refs. [182, 183, 199], cMERA of a relativistic free fermion system has been studied. This method can be
generalized to various gapped phases in a straightforward way. Here we focus on a two-band free fermion
system in (2+1) dimensions, defined by the Hamiltonian
H =
∫
d2kψ†(k) [R(k) · σ]ψ(k), (7.25)
where ψ(k) = [ψ1(k) ψ2(k)]
T , and ψ1,2(k) are fermion operators satisfying the canonical anti-commutation
relation {ψ1(k), ψ†1(k′)} = {ψ2(k), ψ
†
2(k
′)} = δ(k − k′). As a comparison, besides the Chern insulators,
we will also consider non-relativistic trivial insulators and relativistic insulators with m > 0 and m < 0,
respectively. For convenience of labeling, we will use a, b, c, d to represent non-relativistic Chern insulators,
non-relativistic trivial insulators, relativistic insulators with m > 0, and relativistic insulators with m < 0
respectively 1, with 
Ra(k) = (kx, ky,m− k2), m > 0
Rb(k) = (kx, ky,m− k2), m < 0
Rc(k) = (kx, ky,m), m > 0
Rd(k) = (kx, ky,m), m < 0
(7.26)












where uk and vk are expressed in terms of R(k) (See Appendix E.2 for details.). Our aim is to find a proper
IR state |Ω〉 and the associated disentanglers which generate |Ψ〉 as the UV state. Next, we will derive the
expression for the wavefunction |Ψ(u)〉 at each layer u of cMERA. The wavefunction |Ψ(u)〉 is supposed to
1Here we use the terminology ‘non-relativistic’ (‘relativistic’) simply because the dispersion relation is ∼ k2 (∼ k) at UV
limit k →∞. Alternatively, one can refer to these phases as insulators with (without) regularization at UV limit.
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interpolate |Ω〉 to |Ψ〉 as u sweeps over (uIR, uUV] = (−∞, 0].
In the ‘interaction’ picture of cMERA, the fermion operator ψ̃(k, u) in layer u is related with ψ(k) as

































where Γ(x) = Θ(1 − |x|) is the hard cut-off function, g(u) is a complex function that we need to solve for,
and θk is defined through k cos θk = kx and k sin θk = ky. The disentangler in Eq. (7.29) indicates that
at each layer u, the quantum entanglement can be created/removed only within the region |k| ≤ Λeu, as
schematically shown in Fig. 7.3. In fact, based on the expression of gk(u) in Eq. (7.30), one can find that the
disentangler adds/removes entanglement mainly in the region |k| ' Λeu. In addition, compared with the
previous works on cMERA of (1+1)D free fermion systems,[182, 183, 199] an extra factor e−iθk is included
in Eq.(7.30), which plays an important role in studying the topological property of a (2+1)D free fermion
system.
It is noted that Eq. (7.28) can be considered as a unitary transformation, i.e.,
ψ̃(k, u) = Mk(u)ψ(k), (7.31)
where we have introduced the matrix Mk(u) as
Mk(u) :=
 Pk(u) Qk(u)
−Q∗k(u) P ∗k (u)





















∫ u grk(u′)du′ −B∗ei ∫ u grk(u′)du′) ,
Pk(u) =Ae
i
∫ u grk(u′)du′ +Be−i ∫ u grk(u′)du′ .
(7.35)
The wavefunction |Ψ(u)〉 at layer u constructed from cMERA is defined by
ψ̃1(k, u)|Ψ(u)〉 = 0, ψ̃†2(k, u)|Ψ(u)〉 = 0, (7.36)















Therefore, now our task is reduced to solving differential equations in Eq. (7.34) under the boundary condi-
tions
|Ψ(u = uIR)〉 = |Ω〉, |Ψ(u = uUV)〉 = |Ψ〉. (7.38)
It is noted that there may be many choices of |Ω〉. In the prior study on free fermion systems[182, 183, 199],





For the non-relativistic Chern insulator, by comparing |Ψ(u)〉 with the boundary condition at the UV
limit (see Eq. (E.10)), one can simply set A and B in Eq. (7.35) to be real, so that A = B = 1/2. Then one
can obtain 
















which is the unentangled IR state used in the prior studies on free fermion systems.[182, 183, 199]
The same procedure applies to the other three phases in Eq. (7.26). In particular, for the relativistic
insulators with m > 0 (i.e., i = c), Qbk(u) and P
b
k(u) have the same expressions as those in Eq. (7.39). On
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1(k)|vac〉, all of which are un-entangled states. The difference between |Ωa(c)〉 and |Ωb(d)〉
are simply caused by the sign change of the mass term m.
Next, by considering the boundary condition at the UV limit, i.e.,
|Ψi(u = uUV)〉 = |Ψi〉, (7.42)
where i = a, b, c, d, one can fix the form of g(u) (and thus those of grk(u) and gk(u)) in the disentangler (see





(m− Λ2e2u)2 + Λ2e2u
− arctan Λe
u√






(m− Λ2e2u)2 + Λ2e2u
+ arctan
Λeu√




















m2 + Λ2e2u −m
. (7.46)
As shown in Fig. 7.4, it is noted that in the IR limit, one has g(u) = 0 for all the four phases, which indicates





gd(uUV) = + π/4.
(7.47)
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Figure 7.4: gi(u) for (a) a non-relativistic Chern insulator (b) a non-relativistic trivial insulator (c) a rela-
tivistic insulator with m > 0 and (d) a relativistic insulator with m < 0. The parameters we use are (a) m = 2
(b) m = −2 (c) m = 2 and (d) m = −2. And Λ = 1000 is used for all cases.
Furthermore, there are some more interesting features in gi(u). For example, one can observe a peak as well
as a sign change in ga(u). We will see how these features play an important role in determining the Berry
curvature flow in the bulk of cMERA later. In addition, by considering the limit |m| → 0 in Eqs. (7.45) and
(7.46), one can obtain




gd(u,m→ 0−) = +π
4
, (7.49)
which reproduce the result in Ref. [183]. gc(d)(u) is independent of layer u because the |m| → 0 limit in
relativistic insulators corresponds to a critical point, and therefore the corresponding bulk theory in cMERA
is scale invariant. This is similar to the scale invariant lattice MERA[217, 218], where both the tensor
network structure and disentanglers do not change as one goes deeper towards uIR.
7.3.2 Emergent Holographic Metric in cMERA
The definition of holographic metric guu(u) for a general quantum field theory in cMERA was discussed in
Ref.[199]. By comparing with the classical gravity limit of AdS/CFT, the authors find the metric guu(u)
should measure the density of the strength of the disentanglers. One natural choice is the quantum metric









2 = 1− |〈Ψ(k, u)|Ψ(k, u+ du)〉|2, (7.51)
and N is the normalization factor with the concrete form N =
∫











To have a better understanding of this definition, one may consider the limit that no entanglement is
added at layer u, which means 〈Ψ(k, u)|Ψ(k, u + du)〉 = 1, and therefore one ends with guu(u) = 0. On
the other hand, if more entanglement is added at layer u, then the overlap |〈Ψ(k, u)|Ψ(k, u+ du)〉| becomes
smaller, and therefore one has a larger guu(u). This means guu(u) can indeed measure the density of the
strength of disentanglers. To see clearly the relation between guu(u) and disentanglers K̂(k, u), one notes
that Eq. (7.51) can be rewritten as
guu(k, u) =Re〈∂uΨ(k, u)|∂uΨ(k, u)〉
− 〈∂uΨ(k, u)|Ψ(k, u)〉〈Ψ(k, u)|∂uΨ(k, u)〉.
(7.53)
Then by using Eq. (7.21), one can immediately obtain
guu(k, u) =〈Ψ(k, u)|K̂2(k, u)|Ψ(k, u)〉 −
∣∣∣Ψ(k, u)|K̂(k, u)|Ψ(k, u)〉∣∣∣2 . (7.54)
Next we will apply the definition of guu(u) to concrete systems, e.g., Chern insulators in (2+1) dimensions.
The cMERA constructed wavefunction for Chern insulators at layer u has been obtained in Eqs. (7.37) and
(7.39). Based on Eq. (7.53), one can find
































where i = a, b, c, d, and the explicit expression of gi(u) has been obtained in Eqs. (7.43)∼(7.46). Note that
for all the four cases, giuu vanishes in the IR layers.
For other components of the metric, one can find their general expressions in Appendices E.3.
7.3.3 Band inversion in cMERA of Chern insulators
To study the Chern band insulator, it is helpful to check the behavior of pseudo spin configuration ~d(k, u) :=
〈Ψ(k, u)|~σ|Ψ(k, u)〉, the z component of which can be used to track the band inversion of the corresponding






Then based on Eqs. (7.39) and (7.41), one has
da(c)z (k, u) =− cos 2ϕ
a(c)
k (u),




where the minus sign difference results from m > 0 for phase a(c) and m < 0 for phase b(d).
As shown in Fig. 7.5, we plot 〈Ψ(k, u)|σz|Ψ(k, u)〉 as a function of layer u and momentum |k| in the
region |k|  Λ. One can find that the band inversion happens only for the non-relativistic Chern insulator,
which agrees with our knowledge in the UV limit. As shown in Fig. 7.5(a), for cMERA of Chern insulators,
band inversion happens in the UV layer u = uUV. As u goes deeper towards uIR, the band inversion insists




It is noted that for relativistic insulators, u∗ is defined by |m| = Λeu∗ . Next we will discuss how the band
inversion in region |k|  Λ is related with the behavior of gi(u). For convenience, we divide each plot in
Fig. 7.5 into three regions as follows.

Region I : uIR < u < u
∗,
Region II : u∗ < u ≤ uUV, k < k∗,
Region III : u∗ < u ≤ uUV, k∗ < k  Λ,
where k∗ is defined by |m| = (k∗)2 for non-relativistic insulators, and |m| = k∗ for relativistic insulators.
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Figure 7.5: diz(k, u) for (a) a non-relativistic Chern insulator (b) a non-relativistic trivial insulator (c) a
relativistic insulator with m > 0 and (d) a relativistic insulator with m < 0. Band inversion happens only
for case (a), which is related with the UV behavior of gi(u). The parameters we choose are ma = mc = 10,
mb = md = −10 and Λ = 1000, based on which one has u∗ ' −5.76 by using Eq. (7.60).




Then the behavior of diz(k, u) can be analyzed as follows.
(i) Region I: From the behavior of gi(u) in Fig. 7.4, we have gi(u < u∗) ' 0. Therefore, by using the
definition in Eq. (7.58), one has ϕik ' 0. Then one can immediately obtain
da(c)z (k, u) '− 1,
db(d)z (k, u) '+ 1.
(7.62)
Note that the result is independent of momentum k. In other words, for uIR < u < u
∗, as we change
momentum k, there is no band inversion happening.
(ii) Region II: In this region, gi(u) has a finite value for u∗ < u < uUV. However, the factor |k|/Λeu in
Eq. (7.30) goes to zero as we increase u from u = u∗. Then, again, one has ϕik(u) ' 0 and diz(k, u) shows
the same feature as that in Eq. (7.62).
(iii) Region III: In this region, one can replace gi(u) with gi(uUV) as an approximation. Then ϕ
i
k(u) in


















By considering the limit u→ uUV and k  ΛeuUV , it is straightforward to obtain
daz(k, u→ uUV)→ 1
dbz(k, u→ uUV)→ 1
dcz(k, u→ uUV)→ 0−
ddz(k, u→ uUV)→ 0+
which can be observed in the upper right of each plot in Fig. 7.5.
In short sum, with appropriate approximation, we show that (i) For uIR < u < u
∗, there is no band
inversion for all the four phases as we change momentum k. (ii) For u∗ < u < uUV, as we increase the
momentum k across k = k∗, the value of diz(k, u) changes as follows
daz(k, u) : −1→ +1,
dbz(k, u) : +1→ +1,
dcz(k, u) : −1→ 0−,
ddz(k, u) : +1→ 0+.
One can find that only the non-relativistic Chern insulator shows the band inversion behavior for u > u∗,
which indicates that the system is in a topologically nontrivial phase. On the other hand, for u < u∗, there
is no band inversion happening as we change k, which indicates the system is in a topologically trivial phase.
Therefore, as u goes across u∗ from the IR side to the UV side, it seems that we have a phase transition from
a topologicaly trivial phase to a topologically nontrvial phase. Therefore, it may be viewed as a ‘topological
phase transition’ in the direction of entanglement renormalization.
Before we end this part, we emphasize that the discussion above is based on the assumption k  Λ, i.e.,
we focus on the low energy physics region. In the following parts, we will study the topological property of
the four systems in the whole region 0 ≤ k ≤ Λ.
7.3.4 Berry curvature flow in cMERA of Chern insulators
To further understand the ‘topological phase transition’ in the previous part, we study the Berry curvature
flow in the bulk of cMERA for a Chern insulator. It is known that Chern insulators are distinguished from
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Figure 7.6: Comparison of the cMERA constructed Berry curvature Fiu(k, θk;u = uUV) and the exact results
for (a) a non-relativistic Chern insulator (b) a non-relativistic trivial insulator (c) a relativistic insulator with
m > 0 and (d) a relativistic insulator with m < 0. The parameters we used are (a) m = 2 (b) m = −2 (c)
m = 2 and (d) m = −2. We use Λ = 1000 for all cases.
trivial insulators by a nonzero quantized Chern number, which can be viewed as a Berry flux in momentum
space. Therefore, there must be some Berry curvature emanated from the UV layer of cMERA for a Chern
insulator. On the other hand, we know that the IR state is unentangled and there is no Berry curvature.
One may ask where does the Berry curvature flow? We will study this problem in this part.
Based on the cMERA constructed single particle wavefunction |Ψ(k, u)〉 in Eq. (7.52), one can obtain
the Berry connection for a Chern insulator as follows









Au(k, θk;u) =− i〈Ψ(k, u)|∂u|Ψ(k, u)〉 = 0.
(7.63)
The Berry curvature can be obtained by calculating
~F = ∇× ~A,
which can be explicitly expressed as















û and k̂ are unit vectors along the renormalization direction and the momentum direction, respectively. This
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Figure 7.7: Berry curvature flow in cMERA of Chern insulators. The Berry curvature emanated from the
UV layer is bent backward along k = Λeu, before it reaches u = u∗. In addition, a vortex feature develops near
u = u∗. The parameters we use are m = 10 and Λ = 1000, based on which one has u∗ ' −5.76.
is an emergent Berry curvature due to the extra renormalization direction û. By checking the other three
phases with the same procedures, one can find that ~Fc(k, θk;u) for the relativistic insulators with m > 0






















Again, the sign difference between cases a(c) and b(d) is caused by the sign change of mass term. To check the
validity of the formulas in Eqs. (7.64) and (7.65), we compare the cMERA constructed F iu(k, θk;u = uUV)
with the exact results in the low energy physics region. As shown in Fig. 7.6, the cMERA results agree with
the exact results in an excellent way.
Next, we will focus on the case of Chern insulators, and see what happens for ~F(k, θk;u) if u deviates
from u = uUV and goes deeper towards uIR. In other words, we hope to study the Berry curvature flow
in the bulk of cMERA. As shown in Fig. 7.7, according to Eqs. (7.58) and (7.64), we plot ~F(k, θk;u) as a
function of momentum k = |k| and layer u. It is found that the Berry curvature ~F(k, θk;u) emanated from
the UV layer uUV flows towards the IR layer uIR. Before it reaches u = u
∗, ~F(k, θk;u) is bent backwards
along k = Λeu. In addition, it can be observed that a vortex feature develops near u = u∗.
Then we may ask two questions. (i) How does the vortex feature in ~F(k, θk;u) arise? (In the appendices,
we also calculate the Berry curvature flow for the other three phases, and there is no vortex feature for these
three phases.) (ii) Now that the Berry curvature is bent backwards along k = Λeu, where does the Berry
curvature flow finally? For question (i), as discussed in detail in Appendices E.2, it is shown that the vortex
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Figure 7.8: Berry flux Φi(u = 0)/2π for (a) a non-relativistic Chern insulator (b) a non-relativistic trivial
insulator (c) a relativistic Chern insulator with m > 0 and (d) a relativistic Chern insulator with m < 0. The
parameters we used are (a) m = 2 (b) m = −2 (c) m = 2 and (d) m = −2. We use Λ = 1000 for all cases.
feature in the Berry curvature flow is mainly caused by the sign change of ga(u) in Fig. 7.4(a). Now we are
mainly interested in question (ii) as follows.
At the UV layer uUV, we calculate the Berry flux in the region k
′ ≤ k, i.e.,




k′dk′Fu(k′, θk;u = 0),
and compare it with the exact result, as shown in Fig. 7.8. For the case of Chern insulators in Fig. 7.8 (a),
one can find that for k  Λ, the Berry flux Φ(k, u = 0)/2π calculated from cMERA agrees with the exact
result very well, and it reaches −1 at certain k, which is much smaller than Λ. However, as k increases
further, the Berry flux deviates from the exact result, and decays from −1 to 0 gradually as k → Λ. This
indicates that the cMERA result is not exact for large k, which was also observed in Ref. [182]. In addition,
because we do not find any ‘source’ or ‘drain’ for the Berry curvature in the bulk of cMERA, this total zero
flux Φ(k = Λ, u = 0) = 0 indicates that all the Berry curvature emanated from the low energy physics region
of the UV layer flows back to the UV layer itself.
In fact, the conclusion above can be more transparently understood by checking the cMERA constructed
wavefunction. It is noted there is no singularity in the cMERA constructed wavefunction |Ψ(k, u)〉. There-
fore, based on Eq. (7.63), the Berry flux can be expressed as












Figure 7.9: Schematic plot of Berry curvature flow for (a) a non-relativistic Chern insulator, (b) a non-
relativistic trivial insulator, (c) a relativistic Chern insulator with m > 0 and (d) a relativistic Chern insulator
with m < 0.
Considering ϕk(u = 0) = 0 for k = Λ, one immediately obtains
Φ(k = Λ, u = 0) = 0,
which agrees with our numerical calculation. Similarly, at each layer u, one can find Φ(k = Λ, u) = 0.
Therefore, the total Berry flux at each layer is conserved to be zero.
To conclude, in this part we study the Berry curvature flow in the bulk of cMERA for a Chern insulator.
In the low energy physics region k  Λ, cMERA can reproduce the exact results on Berry curvature in
the UV layer. However, it is found that the Berry curvature, which is emanated from the low energy
physics region, after bent back near u = u∗, flows backwards to the large k region in the layer u = uUV,
as schematically shown in Fig. 7.9 (a). Therefore, the cMERA constructed wavefunction in the whole layer
u = uUV is topologically trivial, although we can see the band inversion feature in the low energy physics
region. From this point of view, the ‘topological phase transition’ we found in the previous part is not a
true phase transition.
It is interesting to compare the Berry curvature flow in cMERA for all the four phases. By repeating the
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same procedures for Chern insulators (see Appendices E.2), we obtain the Berry curvature flow in the low
energy physics region. (See Fig. E.3, Fig. E.4 and Fig. E.5, respectively.) It is found that there is no vortex
feature in cMERA for the other three phases, because there is no sign change in the corresponding gi(u).
We also check the Berry flux distribution in the whole region 0 ≤ |k| ≤ Λ for the four phases, as shown
in Fig. 7.8. For relativistic insulators with both m > 0 and m < 0, one has similar conclusions as that of
non-relativistic Chern insulators. The Berry flux Φ(k, u)/2π reaches ∼ ∓ 12 at certain k which is much smaller
than Λ, and then decays to zero gradually as k increases to Λ. On the other hand, for the non-relativistic
trivial insulators, the Berry flux Φ(k, u)/2π obtained from cMERA agrees with the exact result in the whole
region 0 ≤ |k| ≤ Λ. In addition, one can find that the total Berry flux in the low energy physics region
|k|  Λ is already zero, and the large k region does not contribute any Berry curvature.
Based on the analysis above, we summarize the features of Berry curvature flow in cMERA for the four
phases as follows, with the schematic plotting shown in Fig. 7.9:
(a) Non-relativistic Chern insulator:
A bundle of Berry curvature with a total Berry flux −2π is emanated from the low energy physics region
in the UV layer u = uUV. These Berry curvature is bent backwards near u = u
∗, and flows back to the large
k region in the UV layer. In addition, a vortex feature develops near u = u∗.
(b) Non-relativistic trivial insulator:
A bundle of Berry curvature is emanated from the low energy physics region in the UV layer u = uUV.
These Berry curvature is bent backwards near u = u∗, and flows back to the low energy physics region itself
in the UV layer. No Berry curvature is emanated or absorbed in the large k region.
(c) Relativistic insulator with m > 0:
A bundle of Berry curvature with a total Berry flux −π is emanated from the low energy physics region
in the UV layer u = uUV. These Berry curvature is bent backwards near u = u
∗, and flows back to the large
k region in the UV layer.
(d) Relativistic insulator with m < 0:
A bundle of Berry curvature with a total Berry flux −π is emanated from the large k region in the UV
layer u = uUV. These Berry curvature is bent backwards near u = u
∗, and flows back to the low energy
physics region in the UV layer. In other words, we simply reverse the direction of Berry curvature flow in
(c).
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7.4 cMERA of topological insulators with a topologically
nontrivial IR state
We show in the previous section that, with a topologically trivial IR state, one cannot construct the exact
ground state of a Chern insulator with a nonzero Chern number. To recover the nontrivial topological
property of the exact ground state, we may have to consider a cMERA with a topologically nontrivial IR
state.
Before we move on to the cMERA with a topologically nontrivial IR state, it is helpful to review the prior
works on the lattice MERA construction of topological phases. In Refs. [180] and [181], the lattice MERA
of Kitaev’s toric code model and Levin-Wen’s string-net model have been constructed in an exact way. It is
found that the state at each layer of the lattice MERA has nontrivial topological properties, and it will never
flow to a topologically trivial IR state. Recently, the symmetry protected entanglement renormalization was
proposed[208], which is applied to the lattice MERA construction of a symmetry protected topological (SPT)
phase. In particular, for the AKLT state, it is found that as long as the ZT2 symmetry is preserved in the
process of RG flow, the state in each layer of the lattice MERA is nontrivial in topology. In addition, in
Ref. [212], although a concrete lattice MERA network for a Chern band insulator is still difficult to find,
procedures to construct the lattice MERA are proposed: Starting from a ‘top’ tensor, which represents the
exact ground state of a small cluster of a Chern insulator, by using disentangler and isometry operations on
and on, one may be able to construct the ground state of a Chern insulator in a very large size. Apparently,
the state at each layer inherits the topologically nontrivial property from the ‘top’ tensor. In short, based
on previous works, it suggests that in the lattice MERA, a topologically nontrivial UV state always flows to
a topologically nontrivial IR state. Therefore, we believe that in cMERA, a continuous version of the lattice
MERA, we may have a parallel story.
7.4.1 cMERA of Chern insulators in (2+1)D with a topologically nontrivial
IR state
The main procedures are the same as those in Sec. III. The cMERA constructed many-body wavefunction


















∫ u grk(u′)du′ −B∗ei ∫ u grk(u′)du′) ,
Pk(u) =Ae
i
∫ u grk(u′)du′ +Be−i ∫ u grk(u′)du′ .
(7.67)
where grk(u) is defined through Eq. (7.30). Instead of choosing A = B = 1/2, to have a topologically














In particular, in the IR limit, one has







Here we use ‘nontrivial’ because the cMERA constructed wavefunction |Ψ(u)〉 at arbitrarily finite layer u
carries a nonzero Berry flux Φ/2π = −1, as discussed in detail later. Next, by requiring
|Ψ(u = uUV)〉 = |Ψ〉, (7.70)





(m− Λ2e2u)2 + Λ2e2u
+ arctan
√
(m− Λ2e2u)2 + Λ2e2u + (m− Λ2e2u)
Λeu
. (7.71)
It is straightforward to check that




where gtrivial(u) is g(u) obtained from the cMERA with a topologically trivial IR state(see Eq. (7.43)).










Figure 7.10: dz(k, u) in the bulk of cMERA for a non-relativistic Chern insulator with a nontrivial IR state.
The parameters we use are m = 10 and Λ = 1000, based on which one has u∗ ' −5.76. Note that band
inversion happens at each layer, which indicates that the state at each layer is topologically nontrivial.
7.4.2 Band inversion in cMERA of Chern insulators
To understand the topological property of the state at each layer, we study the band inversion behavior
in the bulk of cMERA with a topologically nontrivial IR state. As discussed in Sec.III, we use dz(k, u) =









single particle wave-function. By using the expression of Pk(u) and Qk(u) in Eq. (7.68), one can obtain
dz(k, u) = cos 2ϕk(u), (7.74)
where ϕk(u) is now expressed in terms of g
nontrivial(u) (see Eq. (7.58)). The plot of dz(k, u) is shown in
Fig. 7.10. Different from the case with a topologically trivial IR state, it is found that the band inversion
happens at each layer u, which indicates that the state at each layer is topologically nontrivial.
To have a better understanding of the band inversion, it is helpful to see how dz(k, u) is related with
gnontrivial(u). In the following, we discuss the behavior of dz(k, u) in separate regions:

Region I : u∗ < u ≤ uUV, k > k∗
Region II : uIR < u < u
∗, k > Λeu
Region III : uIR < u < uUV, k  min[Λeu
∗
,Λeu].
(i) Region I : This region corresponds to the upper right corner in Fig. 7.10. In this region, one has
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gnontrivial(u) ' 0, and therefore ϕk(u) ' 0. Then we have
dz(k, u) = cos 2ϕk(u) ' 1. (7.75)
(ii) Region II : This region is trivial in the sense that the single-particle state |Ψ(k, u)〉 is the same as the
IR state |Ωnontrivial(k)〉, because no entanglement is created/removed in this region. Based on Eq. (7.69),
one has
dz(k, u) = 〈Ωnontrivial(k)|σz|Ωnontrivial(k)〉 = 1. (7.76)






, u < u∗
0, u > u∗.
(7.77)

















based on which one has








By considering k  min[Λeu∗ ,Λeu], then dz(k, u) can be evaluated as







Based on the discussions above, it is apparent that as we increase k from k = 0, dz(k, u) changes as
follows:
dz(k, u) : −1→ +1, (7.81)
which happens in each layer u from uIR to uUV. In other words, the band inversion happens in each layer
u. This is in agreement with the calculation in Fig. 7.10. It is emphasized that the discussion above applies
to the whole region with 0 ≤ k ≤ Λ and uIR < u < uUV, which indicates that the state in each layer is
topologically nontrivial.
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cMERA with nontrvial IR
Figure 7.11: Comparison of cMERA constructed Berry curvature Fu(k, θk;u = 0) with the exact result for
a Chern insulator. The parameters we use are m = 10 and Λ = 1000.
7.4.3 Berry curvature flow in cMERA of Chern insulators
To further identify the topological property in each layer of cMERA, in this part, we will study the Berry
curvature flow in the bulk of cMERA.
Following the previous section, based on the wavefunction in Eqs. (7.66) and (7.68), one can obtain the
Berry connection as follows









Au(k, θk;u) =− i〈Ψ(k, u)|∂u|Ψ(k, u)〉 = 0,
(7.82)








Therefore, the Berry curvature can be obtained by calculating ~F = ∇× ~A. Then we have















As the first step, we check if the Berry curvature and Berry flux obtained from cMERA agrees the exact
results in the UV layer u = uUV. As shown in Fig. 7.11, we compare the cMERA constructed Fu(k, θk;u = 0)
and the exact result of Berry curvature in Eq. (E.12) in the low energy physics region k  Λ, and they agree
with each other very well. Then in Fig. 7.12, we compare the Berry flux obtained from cMERA and the
exact result in the whole region 0 ≤ k ≤ Λ. For cMERA with a topologically trivial IR state, the Berry flux
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cMERA with trivial IR
cMERA with nontrivial IR
Figure 7.12: Comparison of cMERA constructed Berry flux Φ(u = 0)/2π in layer u = uUV = 0 with the
exact result for a Chern insulator. For cMERA with a topologically trivial IR state, the Berry flux deviates
from the exact result from certain momentum k, and decays to 0 gradually as k → Λ. For cMERA with a
topologically nontrivial IR state, however, it agrees with the exact result in the whole region. The parameters
we use are m = 10 and Λ = 1000.
agrees with the exact result only in the region k  Λ. As k increases, the Berry flux deviates from the the
exact result, and decays to zero gradually. For cMERA with a topologically nontrivial IR state, the Berry
flux obtained from cMERA agrees with the exact result in the whole region 0 ≤ k ≤ Λ, which indicates that
cMERA with a topologically nontrivial IR state respects the topological property of the exact ground state.
Then we will study the Berry curvature flow in the bulk of cMERA in the following. As shown in Fig.
7.13, we plot the vector field ~F(k, θk;u) based on Fu(k, θk;u) and Fk(k, θk;u). Quite different from the
results in cMERA with a topologically trivial IR state, here the Berry curvature is not bent backwards
near u∗. On the contrary, the Berry curvature is bent towards smaller k, and then flows towards the IR
layers. Note that the Berry curvature flow in IR layers (uIR < u < u
∗) is not shown here, because the Berry
curvature converges to smaller k and the field strength is very strong (Therefore, to have a good contrast
of display for the Berry curvature flow near u∗, we only plot ~F (k, θk;u) in the finite region.). Nevertheless,
the behavior of Berry curvature flow in the whole region is schematically shown in Fig. 7.14. In Appendix
E.4, we give a detailed analysis on how the Berry curvature flow ~F(k, θk;u) in the bulk of cMERA is related
with the behavior of gnontrivial(u).
In addition, we check the total Berry flux Φ(u) in different layers, and find that the Berry flux in each
layer is conserved to be Φ(u) = −2π. This can be easily understood by writing down the form of Berry flux
explicitly




















Figure 7.13: Berry curvature flow in the bulk of cMERA for a Chern insulator with a topologically nontrivial
IR state. The parameters we use are m = 10 and Λ = 1000, based on which one has u∗ ' −5.76.
By noting that ϕk(u)|k=Λeu = 0, one has
Φ(u, k = Λeu) = −2π, (7.86)
which is independent of the layer u.
As a short sum in this part, we find that all the Berry curvature emanated from the UV layer flows to
the IR layer, and the total Berry flux at each layer u is conserved to be −2π. This verifies that the cMERA
constructed wavefunction |Ψ(u)〉 at each layer u is topologically nontrivial. Our result parallels with the
story in the lattice MERA[180, 181, 208].
We give some remarks before ending this part. It is noticed that if we focus on the IR state |Ωnontrivial〉
in Eq. (7.69), there is no real space entanglement. However, for an arbitrary finite layer u, the state in
Eq. (7.66) carries finite real space entanglement, because of its topologically nontrivial property. This is
as expected, because we cannot remove all the entanglement of a Chern insulator by simply using a local
unitary operation within finite depth.
In Appendices E.6, we also discuss the cMERA construction for a Chern insulator with higher Chern
numbers. Both topologically trivial and nontrivial IR states are considered. The physical pictures are
basically the same as the case with Ch1 = −1 as discussed in the main text.
7.5 Discussions and conclusions
In this paper, we studied the entanglement renormalization group flows of topological band insulators in




Figure 7.14: Schematic plot of Berry curvature flow in the bulk of cMERA for a Chern insulator with a
topologically nontrivial IR state. All the Berry curvature emanated from the UV layer flows to the IR layer.
The total Berry flux in each layer is conserved to be −2π.
trivial and nontrivial IR states, respectively.
For the cMERA of a Chern insulator with a topologically trivial IR state, the UV state constructed
from cMERA agrees with the exact ground state in the low energy physics region k  Λ. The topological
properties in the bulk of cMERA were studied through band inversion and Berry curvature flow. In the
low energy physics region, it was found that band inversion happens in the region u∗ < u < uUV, where
u∗ is determined by the mass term. In the region uIR < u < u
∗, however, there is no band inversion.
This indicates a ‘topological phase transition’ in the renormalization direction. Then we studied the Berry
curvature flow in the bulk of cMERA. It was found that the Berry curvature, which is emanated from the low
energy physics region in the UV layer, is bent backwards near u = u∗. Finally, these Berry curvature flows to
the large k region in the UV layer, which results in a total zero Berry flux in each layer of cMERA. Therefore,
the cMERA constructed UV state cannot recover the exact ground state of a Chern band insulator in the
whole region 0 ≤ k ≤ Λ. Besides the topological properties, we also studied the geometric properties in the
bulk of cMERA by calculating the holographic metric.
For the cMERA of a Chern insulator with a topologically nontrivial IR state, the UV state constructed
from cMERA agrees with the exact ground state in the whole region 0 ≤ k ≤ Λ. It was found that band
inversion happens in each layer of cMERA, and the total Berry flux in each layer is conserved to be −2π.
Furthermore, we studied how the Berry curvature flows in the bulk of cMERA. We found that all the Berry
curvature emanated from the UV layer flows to the IR layer. This means a topologically nontrivial UV state
corresponds to topologically nontrivial states in the bulk of cMERA. This parallels with the story in the
lattice MERA, where it is found that if the UV state is nontrivial in topology, then the state in each layer
of the bulk is similarly nontrivial.
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There are some interesting future problems to be studied as follows:
• Finite temperature effect on cMERA of topological insulators
Our current work focuses on the cMERA construction of topological insulators at zero temperature.
Most recently, topological insulators at finite temperature were studied by introducing two quantities: the
Uhlmann phase in (1+1)D systems and the Uhlmann number in (2+1)D systems[219, 220, 221], which
are used to characterize the topological invariant of the system at finite temperatures. In particular, it is
found that, for topological insulators, there exists a critical temperature Tc where thermal topological phase
transitions may happen. It may prove interesting to study how finite temperature T affects the topological
property as well as the geometric property in the bulk of cMERA, and in particular, how the thermal
topological phase transition reveals itself in the bulk of cMERA.
• cMERA for interacting topological phases
The topological band insulators we discussed here are noninteracting systems. Generalizing our method
to topological phases with interactions, such as fractional quantum hall states or fractional Chern insulators,
remains an open problem. To obtain the ground state of fractional quantum hall systems or fractional Chern
insulators, one may project copies of free fermion states onto a gauge invariant subspace [222]. How such
projections affect the bulk properties of cMERA is unknown at this moment.
• Quench dynamics in cMERA
Recently, quench dynamics in AdS/CFT correspondence has been discussed intensively. In particular,
the time evolution of cMERA after a global quantum quench has been studied in free field theories [199].
It is found that the behavior of the holographic metric qualitatively agrees with its gravity dual given by a
half of the AdS Schwarzschild black hole spacetime [223]. As studied in our current work, the geometric and
topological properties are closely related with each other through the disentangler in cMERA. Therefore, it
will be of great interest to study how the quantum quench affects the topological quantities, e.g., the Berry
curvature flow in the bulk of cMERA.
• The relation of cMERA and exact holographic mapping
In a companion paper[224], by using the exact holographic mapping (EHM), the holographic duality
between a (2+1)D Chern insulator and a (3+1)D topological insulator is studied. In the EHM approach, the
Chern number of the boundary theory gets distributed to different positions of the bulk. Therefore the two
different approaches lead to different bulk theories. It will be interesting to have more direct comparison of




In this thesis, we have studied different aspects of quantum entanglement in in (1+1)-dimensional critical
systems and (2+1)-dimensional topologically ordered phases. For (1+1)-d critical systems, we mainly study
the non-equilibrium property of quantum entanglement. There are three interesting cases under consider-
ation: (i) The time evolution of entanglement hamiltonian as well as the entanglement specturm during
thermalization of a subsystem is studied. In particular, we show how the entanglement spectrum approaches
that of a thermal state as a function of time. (ii) Time evolution of entanglement entropy after an inho-
mogeneous quantum quench was studied. Through this specific quantum quench, one can bridge the global
quantum quench and local quantum quench in CFT. (iii) Entanglement negativity evolution after a local
quantum quench is studied. For (2+1)-d topologically ordered phases, we use edge theory approach to study
the topological entanglement entropy, mutual information and entnanglement negativity of Chern-Simons
theories for various configurations, which are further confirmed based on the surgey approach. It is found
that different entanglement measures provide us with different information. In addition, we study the entan-
glement renormalization of topological insulators, and investigate the geometric and topological properties
in the bulk of entanglement renormalization. It is found that a nontrivial (trivial) boundary theory always
corresponds to a nontrivial (trivial) bulk theory.
In the following, we summarize the interesting future problems for each topic.
– On entanglement hamiltonian evolution after a quantum quench in Chapter 2:
• It is interesting to study the time evolution of entanglement hamiltonian and constant-u flows for an
interval in a finite system after a global quantum quench. It is known that quantum revival can be observed
due to the compact feature of the system [27]. It is expected that the revival of entanglement hamiltonian
and constant-u flows should also be observed. The setup for studying a finite system after a global quantum
quench is shown in Fig. 2.8, where we have a rectangle in z-plane with z = x + iy, x ∈ [−L/2, L/2] and
y ∈ [−β/4, β/4]. For simplicity, one can impose the same conformal boundary condition along x = ±L/2
and y ± β/4. Then the topology of this rectangle with a small disc removed at the entangling point is
topologically equivalent to an annulus. We can map the rectangle in z-plane to an annulus in w-plane
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based on a two-step conformal mapping: One can first map the rectangle to a RHP in ξ-plane by using the
Christoffel-Schwarz transformation [28]. Then the RHP with a small disc at ξ0 can be mapped to an annulus
in w-plane by using the second formula in Eq.(2.12). We hope to study this problem in detail in a future
work.
• It would be interesting to study the case of inhomogeneous quantum quenches. In the current work,
where the global quantum quench evolves from an initial state which is translation invariant, the density of
constant-u flows is homogeneous and proportional to β−1. For an inhomogeneous quantum quench, β(x) is
a function of spatial position x, which indicates that the correlation length of the initial state is position
dependent. It is expected that one can observe constant-u flows with inhomogeneous density. It is also
interesting to study the time evolution of entanglement hamiltonians for a specific inhomogeneous quantum
quench explicitly, such as the setups introduced in Refs.[29], although general formulae for inhomogeneous
quantum quenches have been discussed in Ref.[45].
– On inhomogeneous quantum quench in CFT in Chapter 3
• In Ref.[43], various quantum operations including local projection measurements and partial swapping
in CFTs and their holographic dual are studied. Both global and local quantum quench features may arise
in the entanglement evolution after such quantum operations. It is our future aim to give a systematic study
of different setups that may give rise to global and local quantum quench features at different time scales.
A possible method is to start from a “straight strip”, and map it to a “strange strip” by considering various
interesting conformal mappings. Then we choose this “strange strip” as the inhomogeneous initial state for
quantum quenches. The calculation can be done by mapping it back to the “straight strip”. This is, in
spirit, similar to the methods used in Ref.[44, 45], although with different motivations.
• Our setup may also be useful for studying related problems, e.g., the speed limit of entanglement
propagation from an initial state which is not translation invariant [46]. It is also interesting to study the
holographic dual of inhomogeneous quantum quenches based on our setup.
– On entanglement negativity evolution after a local quench in Chapter 4
• Finite temperature effects. Most recently, finite temperature effects on the entanglement negativity in
conformal field theories were studied [126]. In particular, finite temperature effects on a local quench of the
entanglement negativity were studied numerically based on a critical harmonic chain [69]. It is interesting to
generalize our method to the finite temperature case, and have an analytical picture of the finite temperature
effects on a local quench of the negativity.
• Quantum entanglement of local operators, and entanglement density. In our work, a local quantum
quench is realized by joining two separate CFTs at the endpoints. Another method to realize a local quantum
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quench is through acting with a local operator on an infinitely extended system [70, 71, 72]. By studying
the increase of the Renyi entropy at a later time, quantum entanglement of local operators can be detected.
In addition, by following the change of the entanglement entropy in a certain interval, one can study the
entanglement density, which measures the density of entangled pairs between given two points [70, 84].
Here, in our work, the local quench of the negativity provides a natural platform for studying the increase
of entanglement, and therefore may be used to extract the entanglement of local operators, as well as the
entanglement density.
• Check lattice models. In our work, to demonstrate the CFT results, we study the critical harmonic
chain numerically. It will be interesting to check the CFT predictions in more complicated lattice models,
such as itinerant fermions [60] and spin-chain systems, which are described by the Luttinger liquid theory.
• Local quench of the entanglement negativity and entanglement renormalization. Entanglement renor-
malization provides a helpful framework to study the connection between quantum entanglement and its
holographic geometry [85, 86, 87, 88]. Global quenches and local quenches in entanglement renormalization
are discussed in Refs. [70, 87], respectively. In particular, the effect of local quench on the entanglement
entropy evolution based on entanglement renormalization is briefly discussed in Ref. [70]. It is of great
interest to study the local quench of the entanglement negativity within the framework of entanglement
renormalization.
• Dynamical charged entanglement negativity Most recently, the concept of the charged Renyi entropies
was proposed and studied in several works [89, 213]. In particular, in Ref. [89], the dynamical evolution of
the charged Renyi entropies was studied. It is interesting to consider the entanglement negativity in the
presence of angular momentum and U(1) charge, and study its dynamical properties after global quenches
or local quenches.
• Holographic study of time evolution of entanglement negativity after a local quantum quench It is worth
mentioning that the mutual information after a local quench has been studied with holographic approach
recently [70, 78]. On the other hand, holographic approach to the entanglement negativity was only discussed
in the equilibrium case, although more needs to be understood [91]. It will be of great interest to study
the non-equilibrium properties of the entanglement negativity with holographic methods. In addition, in
a very recent work [92] on global quench, it is found that the free quasiparticle picture does not hold in a
(1+1) dimensional CFT with c > 1 (assuming no extended symmetry algebra). Relevant features were also
observed in Ref.[78], where it is found that the holographic mutual information after a local quench shows
qualitatively different features from the CFT results. We believe that the same conclusion should hold in
the local quench problem of the entanglement negativity, and we leave this for our future work.
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– On edge theory approach to topological entanglement entropy and negativity in Chapter 5:
• Here we mainly focus on the quantum entanglement in chiral Chern-Simons theories. It is interesting
to generalize our approach to non-chiral TQFTs.
• It is also interesting to apply the concept of charged and shifted topological entanglement entropy that
was proposed recently[213] to a general TQFT based on the edge theory approach developed in this work.
It is also interesting to generalize our approach to the case of non-oriented manifold.
– On topological entanglement negativity in Chapter 6 :
• It is interesting to generalize our method to higher dimensions, such as (3+1) dimensions. Most
recently, the surgery of (3+1)-dimensional manifolds (with particle and loop excitations) was discussed in
Ref. [133]. One can study the entanglement entropy and negativity of (3+1)-dimensional TQFTs, once the
corresponding partition function can be evaluated.
• One can also generalize the surgery method to other entanglement measures such as relative entropy
and so on.
– On cMERA in Chapter 7:
• Finite temperature effect on cMERA of topological insulators
Our current work focuses on the cMERA construction of topological insulators at zero temperature.
Most recently, topological insulators at finite temperature were studied by introducing two quantities: the
Uhlmann phase in (1+1)D systems and the Uhlmann number in (2+1)D systems[219, 220, 221], which
are used to characterize the topological invariant of the system at finite temperatures. In particular, it is
found that, for topological insulators, there exists a critical temperature Tc where thermal topological phase
transitions may happen. It may prove interesting to study how finite temperature T affects the topological
property as well as the geometric property in the bulk of cMERA, and in particular, how the thermal
topological phase transition reveals itself in the bulk of cMERA.
• cMERA for interacting topological phases
The topological band insulators we discussed here are noninteracting systems. Generalizing our method
to topological phases with interactions, such as fractional quantum hall states or fractional Chern insulators,
remains an open problem. To obtain the ground state of fractional quantum hall systems or fractional Chern
insulators, one may project copies of free fermion states onto a gauge invariant subspace [222]. How such
projections affect the bulk properties of cMERA is unknown at this moment.
• Quench dynamics in cMERA
Recently, quench dynamics in AdS/CFT correspondence has been discussed intensively. In particular,
the time evolution of cMERA after a global quantum quench has been studied in free field theories [199].
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It is found that the behavior of the holographic metric qualitatively agrees with its gravity dual given by a
half of the AdS Schwarzschild black hole spacetime [223]. As studied in our current work, the geometric and
topological properties are closely related with each other through the disentangler in cMERA. Therefore, it
will be of great interest to study how the quantum quench affects the topological quantities, e.g., the Berry
curvature flow in the bulk of cMERA.
• The relation of cMERA and exact holographic mapping
In a companion paper[224], by using the exact holographic mapping (EHM), the holographic duality
between a (2+1)D Chern insulator and a (3+1)D topological insulator is studied. In the EHM approach, the
Chern number of the boundary theory gets distributed to different positions of the bulk. Therefore the two
different approaches lead to different bulk theories. It will be interesting to have more direct comparison of
the dual geometry obtained in these two approaches in future works.
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Appendix A
Appendices for chapter 2
A.1 On entanglement hamiltonians, etc.
A.1.1 On entanglement hamiltonians
Entanglement hamiltonians for subsystem A at the end of a semi-infinite system
For Eq.(2.14), first let us check the region β  t < L. By considering the limit t, L  β and ignoring the








Eq.(2.14) can be approximated as










β (L−x) × cosh
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One can find that the result depends on whether t < L/2 or L/2 < t < L as follows. For t < L/2, one has





T (x+ t)dx. (A.2)
For L2 < t < L, one can check that































β (L−x), and considering the limit t, L β, KA(t) can be approximated as
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A.1.2 On constant-u flows in Minkowski spacetime
In this part, we give details of behaviors for constant-u flows in Fig. 2.6 and Fig. 2.7.
Vertical flows in region | | in Fig. 2.6
Let us check the case t0 < L first. Then region | | in Fig. 2.6 is defined by the first formula in Eq.(2.34),
based on which one can obtain
L+ t0 > t+ x > t− x > L− t0 > 0. (A.5)
By also considering t0 < L, one can find
|t− t0| < L− x, 0 < L+ x < t+ t0. (A.6)













= e−2u ⇒ x = β
2π
u. (A.7)
Now let us consider the case t0 > L. Then region | | occupies the whole wedge, which is defined by
|t− t0| < L− x < L+ x, x > 0. (A.8)
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= e−2u ⇒ x = β
2π
u. (A.9)
Left tilted flows in region \\ in Fig. 2.6
As shown in Fig. 2.6, the region \\ filled with left-tilted flows is defined by the second formula in Eq.(2.34),
based on which one can find
|t− t0| < L− x < t+ t0 < L+ x. (A.10)

















Right tilted flows in region // in Fig. 2.7
Let us check the case t0 < L first. The region // is defined in Eq.(2.39), based on which we may find
|t− t0| < x− L < t+ t0 < x+ L. Then Eq.(2.36) can be simplified as
e
2π




Now let us consider the case t0 > L. Region // is defined in Eq.(2.40), based on which we still have
|t− t0| < x− L < t+ t0 < x+ L. Then, again, Eq.(2.36) can be simplified as




A.1.3 Effect of β on the constant-u flows for a finite system after a global
quench
Eqs. (2.37) and (2.41) that describe the flows in Fig. 2.6 and Fig. 2.7 are obtained in the limit L±x, |t−t0| 
β. It is natural to ask what happens if we increase β in the initial state e−(β/4)HCFT |b〉? Here we take the
case in Fig. 2.6 for example. As we increase β, one can find that the constant-u flows near the boundaries
of regions | | and \\ are no longer well approximated by straight lines, as shown in Fig. A.1. In fact, as we
further increase β, so that β ≥ L, there will be no straight lines in the causal wedge. This can be easily
understood by considering the limit β → ∞, which corresponds to a CFT in its ground state, and there is
172






























Figure A.1: Constant-u flows in the causal wedge of subsystem A = {(x, t0), 0 ≤ x ≤ L} at the end of a
semi-infinite system in Minkowski spacetime. The parameters we use are β = 3.0, and L = 10. The observation
times are chosen as t0 = 3, 5, 8, 10, 20 from left to right.
essentially no quantum quench.
A.2 Modular flows in Minkowski spacetime for a thermal state,
etc
A.2.1 Interval at the end of a semi-infinite system at finite temperature
For a finite interval A = [0, L] at the end of a semi-infinite system at finite temperature β−1, we have a
semi-infinite cylinder of circumference β in the imaginary time Im(z) direction. Again, we remove a small
disc around the entangling point L+iτ , where we can simply choose τ = 0. In addition, we impose conformal
boundary states |a〉 and |b〉 at the small disc and along the physical boundary x = 0, respectively. Then, by
using the following conformal mapping












we map the semi-infinite cylinder to a finite cylinder in w-plane, with conformal boundary conditions |a〉
and |b〉 at the two edges of the cylinder. The circumference of the cylinder in Imw direction is 2π. The
width of the cylinder in w-plane can be obtained by












































sinh[π(L− x)/β] sinh[π(L+ x)/β]
sinh(2πL/β)
T00(x)dx, (A.19)







by ignoring the contributions near the entangling points |L± x| ∼ O(β).
Now, we will study the constant-u flows for subsystem A in Minkowski spacetime. Based on the conformal
mapping in Eq.(A.14), one can get
e
4π
β x − 2e
2π




β x − 2e
2π




Making analytical continuation y → it, one can further obtain the flows in Minkowski spacetime
e
4π
β x − 2e
2π




β x − 2e
2π




As shown in Fig. A.2 is the constant-u flows for different β, plotted according to Eq.(A.22). One can
find that these constant-u flows are equally distributed vertical lines. In addition, the density of these flows
is proportional to β−1. To understand these features, let us focus on the causal wedge of A defined by
x ≥ 0, t > x− L, t < −(x− L). (A.23)
174
















Figure A.2: Constant-u flows in the causal wedge of subsystem A = {(x, 0), 0 ≤ x ≤ L} at finite temperature
β−1 in Minkowski spacetime. The physical boundary is along x = 0. The parameters we use are L = 10,
β = 3.0 (left) and β = 1.5 (right).
In the limit L, x, t β, Eq.(A.22) can be simplified as
e
4π
β (x−L) = e2u, ⇒ x = β
2π
u+ L, (A.24)





indicates that the density of these vertical lines is proportional to β−1.
A.2.2 A semi-infinite interval A in an infinite system after a global quench
The setup for a global quench in CFT can be described by the infinite strip given by −β/4 ≤ Im(z) ≤ β/4
and Re(z) ∈ R. We are interested in the subsystem A = (0,∞), and therefore need to consider C = {z =
iτ + x, x ≥ 0}, where |τ | < β/4. The conformal transformation is (Compared to Ref. [45], there is a sign
difference here, for the convenience of comparing with the conformal mapping used in the main text.)


























Figure A.3: Constant-u flows in the causal wedge of subsystem A = {(x, t0), 0 ≤ x ≤ ∞} in an infinite system
after a global quantum quench. The parameters we use are β = 1.5. The observation times are t0 = 10, 15 and
20 from left to right.
































in Minkowski spacetime. Eq.(A.27) can be further simplified as
cosh 2πxβ − cosh
2π(t−t0)
β




Let us check the region // filled with right tilted lines, which is defined by
t− t0 < x, t− t0 > −x, t− t0 > x− 2t0. (A.29)
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Similarly, if we study the flows for subsystem B = (−∞, 0), one can observe a region \\ filled with left tilted
flows. This region is defined by
t− t0 > x, t− t0 < −x, t− t0 > −(x+ 2t0). (A.31)













Appendices for chapter 4
B.1 wij for different cases
In the appendix, we give explicit forms of wij , which are used to calculate the entanglement negativity in





































ε2 + l2 − τ2
.
(B.3)
The real time evolution can be obtained by replacing τ with it in the last step. By expanding to the second
order in ε, ρ cos θ and ρ sin θ are expressed as follows. For l > 0, one has







(max[l, t])2 − (min[l, t])2
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(min[l, t])2 − (max[l, t])2
]) .
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For l < 0, one has 






(max[|l|, t])2 − (min[|l|, t])2
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l(l − t), t < l√
l2
t(t− l)










t(l + t). t > l
(B.6)










, t > l
η13 =

1, t < l
l2ε2
(t2 − l2)2











. t > l
(B.8)
It is found that for the cases t l, t = l + 0− and t > l, one always has ηij = 1 or 0.
B.1.2 Appendix II: wij for asymmetric adjacent intervals
For asymmetric adjacent intervals, w12 and w12̃ have the same form as those in the symmetric case, and we
only need to change l with l1. Similarly, for w23 and w23̃, we just change l with l2. Therefore, what we need
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(l1 + l2)(l2 − t), l1 < t < l2√
(l1 + l2)2
(t− l2)(t+ l1)














(t+ l2)(t− l1). t > l2
(B.9)
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l22 − t2, t < l2√
(l1 − l2)(t+ l2)
(l1 − t)(t− l2)
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(B.10)
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1, t < l1
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(l2 + t)(l2 − l1)
, l1 < t < l2
ε2(l1 + l2)
2
(t2 − l22)(t2 − l21)
, t > l2
(B.12)
It is found that for the cases t l1, t = l2 + 0− and t > l2, one always has ηij = 1 or 0.
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(B.16)










d22 − t2, d1 < t < d2√
(d1 + d2 + l)(d2 + t)
(t− d2)(d1 + l + t)
, d2 < t < d1 + l√
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Appendices for chapter 5
C.1 On modular tensor categories
In this part, for the completeness of this work, we give a short review of the modular tensor category (MTC)
description of a (2+1)-dimensional topological quantum field theory. We will mainly review the properties
of MTCs that are frequently used in this work. For more details and other interesting properties of MTCs,
the readers may refer to Ref. [169, 170, 171, 172].
The MTCs are also known as anyon models in physics. For an anyon model, one has a finite set C of
superselection sectors which are called topological or anyonic charges. These anyons are usually labeled by





where the fusion coefficients N cab are non-negative integers, which denote different ways that the anyon
charges a and b fuse into c. Here we use the direct sum ⊕ to emphasize that different anyons lie in different
Hilbert spaces. For each anyon model, there exists a trivial vacuum charge I ∈ C, or the identity. Each
charge a has its own conjugate charge ā ∈ C so that N Iaā = 1. For each fusion product in Eq. (C.1), we may
assign a fusion vector space V abc which is spanned by the orthonormal set of basis vectors |a, b; c, µ〉, with
µ = 1, · · · , N cab. If the fusion coefficients N cab are equal to 0 or 1, we call the fusion rules multiplicity-free.
The fusion rules in Eq. (C.1) are commutative and associative. For commutative, it means a⊗ b = b⊗ a,
and therefore N cab = N
c
ba. For associative, it means the results of (a ⊗ b) ⊗ c and a ⊗ (b ⊗ c) should be











Another quantity we frequently used in the main text is the quantum dimension da, which reflects the
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nontrivial internal Hilbert space of the anyon a. It may be found by considering the dimension of the fusion
















For arbitrary anyon models, one has da ≥ 1. If the quantum dimensions of all the anyons in a TQFT are
equal to 1, then the theory is Abelian. On the other hand, if there exist anyons with quantum dimensions




















Another useful concept in a TQFT is braiding. The effect of switching two anyons a and b adiabatically is
described by the braiding operator Rab. It acts on the Hilbert space V abc as follows







|b, a; c, ν〉, (C.7)
















For a fusion multiplicity free theory, the R-symbol reduces to a phase.
Based on R-symbols, one can study the effect of double braiding of two anyons a and b, which is governed
















where θa is a root of unity called the topological spin of anyon a. It is related to the spin, or the scaling
dimension ha in CFT as
θa = e
i2πha . (C.10)








c ] . (C.11)




















Tab = θaδab. (C.13)
In MTCs, the modular S and T matrices are unitary matrices satisfying S†S = SS† = 1 and T †T = T T † =







, and D = 1
S00
. (C.14)
Other useful quantities such as the F -symbols will not be reviewed here, and one can refer to Ref. [169, 170,
171] for more details.
C.1.1 Gauge freedom
For any anyon models, there is a gauge freedom coming from the choice of bases in the fusion vector space
V abc . We can always apply a unitary transformation in the vector space V
ab
c without changing the theory.





represents the unitary transformation of bases, i.e.,







|a, b; c, µ′〉, (C.15)






















For simplicity, let us consider the multiplicity-free case. Then the unitary transformations uabc are simply








It is found that the R-symbols are gauge dependent for a 6= b. For a = b, however, one always has
[Raac ]
′
= Raac , which means R
aa
c is a gauge invariant quantity.























which indicates that Mabc is gauge invariant for arbitrary a and b. In a similar way, one can check that all
the nontrivial F -symbols are gauge choice dependent[171].
C.1.2 Topological data for SU(2)k theories
In this part we give a brief review of the topological data of SU(2)k anyon theories [171]. The SU(2)k
anyon theories are q-deformed versions of the usual SU(2) for q = e−2πi/(k+2). In other words, the integers
in SU(2) are replaced by the q-numbers [n]q ≡ q
n/2−q−n/2
q1/2−q−1/2 . These anyon theories describe SU(2)k Chern-
Simons theories, WZW CFTs, and the Jones polynomials of knot theory. The anyonic charges of a SU(2)k
anyon theory is given by C =
{





The fusion rules are given by a general version of the addition rules for a SU(2) spin:
j1 ⊗ j2 = ⊕min{j1+j2,k−j1−j2}j=|j1−j2| j, (C.19)
with j ∈ C. The fusion rules can be alternatively written as
j1 ⊗ j2 = ⊕jN jj1j2j
= |j1 − j2| ⊕ |j1 − j2|+ 1⊕ · · · ⊕min{j1 + j2, k − j1 − j2}.
(C.20)











In addition, based on the R-symbols, one can also obtain the modular S matrix and T matrix according to

























For other topological data such as the F -moves (or F -symbols), one can refer to, e.g., Ref. [171].
C.2 Alternative calculations of entanglement negativity for
different cases
C.2.1 Left-right entanglement negativity
In the main text, we calculate the left-right entanglement negativity ELR based on the definition in Eq. (6.6).
In this part, we give an explicit calculation of ELR based on the definition in Eq. (6.5), i.e.,
ELR = ln Tr|ρTR |. (C.25)
For the state in Eq. (5.120), |ρTR | can be evaluated as follows























′− c24 )|ha′ , N ′; j′〉 ⊗ |ha, N ; j〉〈ha′ , N ′; j′| ⊗ 〈ha, N ; j|,
(C.27)
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which is of the diagonal form. Then one can get


















′− c24 )|ha′ , N ′; j′〉 ⊗ |ha, N ; j〉〈ha′ , N ′; j′| ⊗ 〈|ha, N ; j|.
(C.28)
Then the left-right entanglement negativity may be expressed as



































where we recall that na is expressed in Eq. (5.14), and take the thermodynamic limit. This is exactly the
same as the result in Eq. (5.124).
C.2.2 Entanglement negativity of two non-contractible regions on a torus
In this part, we calculate the entanglement negativity of two non-contractible regions on a torus [see Fig.
5.8] based on the definition of entanglement negativity in Eq. (6.5). Following the structure in the main
text, we study these cases one by one, as follows.
(a) Two adjacent non-contractible regions with non-contractible B: one component interface
As shown in Fig. 5.8 (a), we study the entanglement negativity between A1 and A2 on a torus with a
one-component A1A2 interface. We may start from the partially transposed reduced density matrix ρ
T2
A1∪A2












T2 and ρb3A,a are defined in Eqs. (5.131)∼(5.133). Next, let us calculate |ρ
T2





















































|hb2a , N ′2; j′2〉|h
b2
a , N2; j2〉〈hb2a , N ′2; j′2|〈h
b2
a , N2; j2|.
(C.33)























|hb2a , N ′2; j′2〉|h
b2
a , N2; j2〉〈hb2a , N ′2; j′2|〈h
b2
a , N2; j2|.
(C.34)
Then, by using the definition in Eq. (6.5), one can obtain the entanglement negativity as follows








































which is exactly the same as Eq. (5.135).
(b) Two adjacent non-contractible regions with non-contractible B: two component interface
As shown in Fig. 5.8 (b), we study the entanglement negativity between A1 and A2 on a torus with a
two-component A1A2 interface. We may start from the partially transposed reduced density matrix ρ
T2
A1∪A2
















where the definition of (ρb1A,a)
T2 , (ρb2A,a)
T2 , ρb3A,a and ρ
b4
A,a can be found in Eqs.(5.138)∼(5.144). Based on





















































|hb1a , N ′1; j′1〉|h
b1
a , N1; j1〉〈hb1a , N ′1; j′1|〈h
b1


























|hb2a , N ′2; j′2〉|h
b2
a , N2; j2〉〈hb2a , N ′2; j′2|〈h
b2
a , N2; j2|.
(C.39)




















T2 , are all of the diagonal




























1− c24 )|hb1a , N ′1; j′1〉|hb1a , N1; j1〉〈h
b1
a , N ′1; j
′

















2− c24 )|hb2a , N ′2; j′2〉|h
b2
a , N2; j2〉〈hb2a , N ′2; j′2|〈h
b2
a , N2; j2|.
(C.40)
Then, one can obtain the entanglement negativity between A1 and A2 as follows


































· l1 + l2
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which agrees with the result in Eq. (5.146).
(c) Two adjacent non-contractible regions on a torus with contractible B
As shown in Fig. 5.8 (c), we study the entanglement negativity between two adjacent non-contractible
regions A1 and A2 with a contractible region B. We may start from the partially transposed reduced density


































































2− c24 )|hb2a′ , N ′2; j′2〉|h
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2|〈hb2a , N2, j2|,
(C.42)





























































2− c24 )|hb2a′ , N ′2; j′2〉|h
b2






2|〈hb2a , N2, j2|.
(C.43)
Then, the entanglement negativity between A1 and A2 can be obtained as follows


































which is the same as Eq. (5.153).
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Appendix D
Appendices for chapter 6
D.1 Topological entanglement negativity: Bipartitioned torus
Here, we consider a bipartitioned torus, as shown in Fig. D.1 (a), which is topologically equivalent to two 3-
balls connected by two tubes as shown in Fig. D.1 (b). It is straightforward to obtain the partially transposed
reduced density matrix ρTBAB as shown in Fig. D.1 (c).
For the first step, we consider the simplest case, i.e., the Wilson loop is in a definite representation R̂a.
We follow the replica trick introduced in the main text: First, we make n copies of ρTBAB as in Fig. 6.8 (c).
Then, we glue the region A′(B) in the i-th copy with the region A(B′) in the (i+ 1)-th (mod n) copy, based




. One can find that the resulting manifold depends on whether n is odd or
even. For odd n, i.e., n = no, we obtain two S
3 connected by 2no tubes. It should be noted that these tubes
are contributed by those connecting A − A, A′ − A′, B − B, and B′ − B′ in Fig. D.1 (c). By considering















2−2no = (S0a)2−2no , (D.1)
where we have used the fact that trρTBA∪B = Z(S
2 × S1, R̂a, R̂a) = 1. On the other hand, for even n, i.e.,
n = ne, the resulting manifold is composed of two independent manifolds, with each manifold being two S
3















4−2ne = (S0a)4−2ne . (D.2)
It is then straightforward to show that for a general pure state |ψ〉 =
∑













Figure D.1: (a) Wave functional |Ψ〉. The toroidal space is bipartitioned into A and B. (b) The configuration
in (a) can be deformed to two 3-balls joined by two tubes appropriately. (c) Partially transposed reduced
density matrix ρ
TB
A∪B , where the partial transposition is fulfilled by switching B and B
′.









































By imposing the normalization condition
∑
j |ψj |2 = 1, EAB can be simplified as








− 2 lnD, (D.5)


























Figure D.2: (a) Wave functional |Ψ〉. A Wilson line in representation R̂a threads through the interface A1B
and A2B, respectively. (b) ρA = trB |Ψ〉〈Ψ|. (c) Wave functional |Ψ〉, which is topologically equivalent to (a).
(d) ρA1 = trA2∪B |Ψ〉〈Ψ|.
D.2 Topological mutual information between two regions for
various cases
Here, we make a comparison between the mutual information and the entanglement negativity between two
regions A1 and A2 for various cases.
D.2.1 Tripartitioned sphere
Case of adjacent A1 and A2
This case corresponds to the configuration in Fig. 6.2 (a) [see also Fig. D.2 (a)]. First, we calculate the
entanglement entropy for A = A1∪A2. Based on the configuration of ρA in Fig. D.2 (b), it is straightforward
to check that
tr (ρnA) = Z(S












3, Ra) = lnS0a. (D.7)





A . Next, to calculate
the entanglement entropy for A1, we deform the configuration of |Ψ〉 into Fig. D.2 (c), based on which one
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− S(n)A1∪A2 = 2 lnS0a = 2 ln da − 2 lnD, (D.10)
which is independent of n.
Case of disjoint A1 and A2
This case corresponds to the configuration in Fig. 6.3, and can be easily studied based on the previous






have the same form as S
(n)
A in Eq. (D.7). In addition, since the















− S(n)A1∪A2 = 0. (D.11)
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D.2.2 Two adjacent non-contractible regions on a torus with non-contractible
B
One-component interface
This case corresponds to the configuration in Fig. 6.4(a), and can be studied based on the result in Ref.
[156]. For a general state |Ψ〉 =
∑















|ψa|2nd2−2na − 2 lnD,
and SA1 = SA2 = SA1∪A2 = 2
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2 − 2 lnD. (D.12)










|ψa|2nd2−2na − 2 lnD,
and IA1,A2 = 2
∑
a
|ψa|2 ln da −
∑
a
|ψa|2 ln |ψa|2 − 2 lnD. (D.13)
Two-component interface





A1∪A2 can be obtained from the previous
part [see Eq.(D.12)]. Now we need to calculate SA2 , which can be obtained based on Fig. 6.8 by replacing
A1 with A2.
First, we consider the simple case that the Wilson line is in a definite representation R̂a. Based on Fig.




















































Figure D.3: (a) Wave functional |Ψ〉, which is represented by a tripartite toroidal manifold threaded by a
Wilson loop. (b) Deformation of |Ψ〉, without changing the topology. (c) ρA1 = trB (|Ψ〉〈Ψ|).
Now we consider the general case |Ψ〉 =
∑
















and tr (ρA2) =
∑
a



























|ψa|2 ln |ψa|2. (D.18)










|ψa|2nd4−4na − 4 lnD,
and IA1,A2 = 4
∑
a
|ψa|2 ln da − 4 lnD −
∑
a
|ψa|2 ln |ψa|2. (D.19)
197
D.2.3 Two adjacent non-contractible regions on a torus with contractible B
This case corresponds to the configuration in Fig. 6.6 (a). The entanglement entropy SA1∪A2 has already
been calculated in Ref. [156], and has the following simple expression
S
(n)
A1∪A2 = 2 lnS00 = −2 lnD. (D.20)






). As shown in Fig. D.3, for convenience, we denote the compliment
part of A1 as A
{
1 = B. Shown in Fig. D.3 (b) is a deformation of |Ψ〉, based on which we can obtain ρA1 in







2 · Z(S3)1−n · Z(S3, R̂a)n
Z(S3, R̂a)3n
= Z(S3, R̂a)
2−2n · Z(S3)1−n, (D.21)








Z(S2 × S1, R̂a, R̂a)n
· Z(S3, R̂a)2−2n · Z(S3)1−n = (S0a)2−2n · (S00)1−n . (D.22)
For the general case |Ψ〉 =
∑


























|ψa|2n (S0a)2−2n + lnS00,






|ψa|2 ln |ψa|2 + lnS00. (D.24)






. Then the mutual information between



























|ψa|2 ln da − 2
∑
a
|ψa|2 ln |ψa|2 − 4 lnD. (D.25)
198
D.2.4 Two disjoint non-contractible regions on a torus






have the same expression as those
in Eq. (D.12), and S
(n)




























|ψa|2 ln |ψa|2. (D.26)
It is noted that although IA1,A2 is independent of the quantum dimension, I
(n)
A1,A2
with n > 1 depends on
the quantum dimension explicitly.
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Appendix E
Appendices for chapter 7
E.1 Brief review of the lattice MERA
Some nice reviews of the lattice MERA can be found in Refs. [217, 218]. For the completeness of this
paper, we give a brief introduction to the lattice MERA here. The construction of the lattice MERA can
be understood in the following two ways. First, it can be considered as a coarse graining transformation
(combined with disentangling operations) that maps the lattice Lu in layer u to a sequence of coarser lattices
Lu−1,Lu−2, · · · , and therefore it leads to a real space renormalization group transformation. Secondly, the
lattice MERA can be viewed as quantum circuits with the output as the states living on the lattice at u = 0
and the quantum gates as the disentanglers and ‘coarse grainers’ (isometries). With appropriate quantum
gates, the lattice MERA can transform the input, which is an unentangled state at the IR layer, into the
target state |Ψ〉, which faithfully represents the ground state.
Here we choose the language of renormalization group transformation for concreteness. Denoting L as
the lattice with N sites living in (d + 1) dimensions in which the bare lattice Hamiltonian and its ground
state are written on, the lattice MERA is composed of tensors living in |T | ' logN different layers, with
each layer containing a row of disentanglers v and a row of isometries w. Let us take the lattice MERA
in (1+1)D for example, as shown in Fig. E.1. We start from the original lattice L0 ≡ L. By applying
disentanglers V †−1 =
∏
v† to remove the short range entanglement between neighboring blocks, and then
applying isometries W †−1 =
∏
w† to map blocks of sites in L0 into single sites in the next layer, we obtain
L−1 which is the first step coarse grained lattice of L0. Repeating this procedure, we get a sequence of
lattices in the lattice MERA:
L0
U†−1−→ L−1
U†−2−→ · · · Lu
U†u−1−→ Lu−1 · · ·
U†T−→ LT , (E.1)











Figure E.1: Tensor network structure of the lattice MERA. Circles are lattice sites at different coarse-
graining scales. Blue squares are unitary disentaglers which are used to remove short range entanglement
between neighboring blocks, and green triangles are isometric coarse graining transformations which map a
block of sites into a single site in the next layer. In different layers, entanglements are removed in different







|0〉 |0〉 |0〉 |0〉 |0〉 |0〉 |0〉 ? |0〉 |0〉 |0〉 |0〉 |0〉 |0〉 |0〉 ?
Figure E.2: ‘Interaction’ picture of MERA. We add a dummy |0〉 at each isometry operation w to keep the
Hilbert space conserved. The circles, squares, and triangles have the same meaning as those in Fig.E.1.
lattices {L0,L−1, · · · ,LT }, as follows
|Ψ0〉
U†−1−→ |Ψ−1〉
U†−2−→ · · · |Ψu〉
U†u−1−→ |Ψu−1〉 · · ·
U†T−→ |ΨT 〉. (E.2)
To be more precise, |Ψu−1〉 = U†u−1|Ψu〉, from which one can obtain




where the symbol P is a path-ordering which puts all operators with smaller u to the right. Eq. (E.3) is
very useful for the following reasons: (i) It is straightforward to generalize to continuum MERA, as will
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be seen clearly later. (ii) It makes the construction of the lattice MERA intuitive. Given |ΨT 〉 which may
be unentangled, by doing dilation (scaling) W and adding short-ranged entanglement V repeatedly, we can
obtain the target state |Ψ0〉 which is the ground state for a given Hamiltonian. (iii) It makes clear that at
each layer the disentangler W (u) acts in different length scales. As u goes deeper towards T , the quantum
entanglement is created/removed in larger length scales ae−u, and thus smaller momentum scales eu/a,
where a is the lattice constant. For the algorithm to optimize the disentanglers V and isometries W , one
can refer to the detailed descriptions in Refs. [217, 218].
Next, we introduce the ‘interaction’ picture of MERA, as shown in Fig. E.2. The convenience of the
‘interaction’ picture of MERA is that as the layer u varies, the size of the Hilbert space is conserved. This is
in contrast with the conventional picture of MERA in Fig. E.1, where the size of the Hilbert space is reduced
by a half as u → u − 1. The strategy of constructing the ‘interaction’ picture of MERA is simple; at each
isometry (scaling), we add a dummy state |0〉 replacing the state in the Hilbert space to be truncated in the
isometry process. Therefore, as u goes deeper towards uT, we get a lot of extra |0〉’s which are un-entangled
in |ΨT 〉. This also supports an intuitive picture of the MERA that as u varies from uT to u0, we are adding
entanglement on the un-entangled state |0〉⊗ |0〉⊗ · · · |0〉 at different length scales depending on the layer u.
As discussed in the main text, the ‘interaction’ picture of MERA is useful in the construction of cMERA.
E.2 cMERA of different phases with topologically trivial IR
states
cMERA of nonrelativistic Chern insulators
A Chern insulator in (2+1) dimensions can be described by a simple two-band model with the Hamiltonian[211,
210] (See also Eq. (7.25) for more details.)
H =
∫
d2kψ†(k) [R(k) · σ]ψ(k), (E.4)
where
R(k) = (kx, ky, m− k · k), (E.5)
and m > 0. The Hamiltonian in Eq. (E.4) can be diagonalized by using a unitary transformation






 R3 +R −(R1 − iR2)















and the ground state |Ψ〉 is defined by
ψ̃1(k)|Ψ〉 = 0, ψ̃†2(k)|Ψ〉 = 0. (E.9)

































and N is a normalization factor so that |uk|2 + |vk|2 = 1, k ≡ |k|, and θk is defined through k cos θk = kx











Next we will use cMERA to construct the ground state in Eq. (E.10). In the main text, we have found that













where the expression of Pk(u) and Qk(u) can be found in Eq. (7.39). Then, by requiring that |Ψ(u =


















(m− k2)2 + k2
. (E.15)





















(m− Λ2e2u)2 + Λ2e2u
− arctan Λe
u√
(m− Λ2e2u)2 + Λ2e2u + (m− Λ2e2u)
. (E.16)
Then we obtain g(u) in Eq. (7.43).
cMERA of nonrelativistic trivial insulators
The cMERA of non-relativistic trivial insulators is slightly different from Chern insulators because of the
sign change of mass term m, as discussed below.
For non-relativistic trivial insulators, one has
R(k) = (kx, ky,m− k2), (E.17)
with m < 0. However, we should be careful when using the expression of ground state |Ψ〉 in Eq. (7.27)
(with u(k) and v(k) expressed in Eq. (E.7)), since one can find that |Ψ〉 is not well defined at k = 0 when




































but with m < 0. By comparing the cMERA constructed wavefunction |Ψ(u)〉 in Eq. (7.37) and the exact
ground state wavefunction, we can set A = −B = ieiθk/2. Then one has

Qk =− cosϕk(u),
Pk =− eiθk sinϕk(u).
(E.21)
For u = uIR, one has








(m− k2)2 + k2 − (m− k2)
, (E.23)
based on which one can find







(m− Λ2e2u)2 + Λ2e2u
+ arctan
Λeu√
(m− Λ2e2u)2 + Λ2e2u − (m− Λ2e2u)
.
(E.24)
One can simply check that in the IR limit and UV limit,
g(u) =

0 u = uIR,
0 u = uUV.
(E.25)
























Figure E.3: Berry curvature flow in cMERA of a non-relativistic insulator with m < 0. The parameters we
use are m = −10 and Λ = 1000.
based on which one can plot the Berry curvature flow in the bulk of cMERA as shown in Fig. E.3.
cMERA of relativistic insulators with m > 0
The cMERA construction of relativistic insulators with m > 0 in (2+1) dimensions is similar with that of
non-relativistic Chern insulators as discussed in the main text. In this case, one has
R(k) = (kx, ky, m). (E.27)





























The cMERA constructed Pk(u) and Qk(u) have the same expressions as those in Eq. (7.39). By requiring
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Figure E.4: Berry curvature flow in cMERA of a relativistic insulator with m > 0. The parameters we used
are m = 2 and Λ = 1000.



















m2 + Λ2e2u +m
.
(E.31)
It is straightforward to check that in the IR limit and UV limit, one has
g(u) =




















based on which one can obtain the Berry curvature flow in the bulk of cMERA as shown in Fig. E.4.
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Figure E.5: Berry curvature flow in cMERA of a relativistic insulator with m < 0. The parameters we use
are m = −2 and Λ = 1000.
cMERA of relativistic insulators with m < 0
The cMERA construction of relativistic insulators with m < 0 in (2+1) dimensions is similar with that of
non-relativistic trivial insulators. R(k) has the same expression as Eq. (E.27) except that we use m < 0














where N is the normalization factor. Based on the ground state wavefunction, one can get the Berry









with m < 0. In cMERA construction, similar with the case of non-relativistic trivial insulators, Pk and Qk
have the expressions 
Qk =− cosϕk(u),
Pk =− eiθk sinϕk(u).
(E.36)
For u = uIR, one has





By requiring that |Ψ(uUV)〉 = |Ψ〉, where |Ψ〉 is the exact ground state, one has
ϕk(uUV) = arctan
k√
m2 + k2 −m
, (E.38)











m2 + Λ2e2u −m
.
(E.39)
It is straightforward to check that in the IR limit and UV limit, one has
g(u) =




















based on which one can obtain the Berry curvature flow in the bulk of cMERA as shown in Fig. E.5.
Vortex feature in the Berry curvature flow
In this part, we analyze the vortex feature near u = u∗ in Fig.7.7. Acrossing the vortex core, there are sign
changes in both Fu(k, θk;u) and Fk(k, θk;u). For convenience, let us rewrite the expression of Fu(k, θk;u)









First, let us discuss the sign change in Fu(k, θk;u) as we change k while keeping u = u∗ fixed. In













For k  k∗, the boundary term − g(s)Λes
∣∣∣
s=log k/Λ
equals zero and does not play any role, and therefore one
has positive ∂kϕk(u). As k → k∗, however, the boundary term dominates and one has negative ∂kϕk(u),
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which explains the sign change in Fu(k, θk;u).
Second, let us discuss the sign change in Fk(k, θk;u) as we change u across u∗ while keeping k fixed.





In a short sum, the vortex feature of ~F(k, θk;u) in cMERA of Chern insulators is closely related with the
sign change in g(u). Note that in the other three phases, i.e., non-relativistic trivial insulators, relativistic
insulators with m > 0 and relativistic insulators with m < 0, there is no sign change in the corresponding
gi(u) (see Fig. 7.4). Therefore, the vortex feature in Berry curvature flow only exists in cMERA of Chern
insulators.
E.3 Other components of metric in cMERA
Given the wavefunction |Ψi(u)〉, we can also calculate other components of the metric at each layer u. Similar
with the method to define guu(k, u), we consider the overlap of wavefunctions |Ψi(k, u)〉 and |Ψi(k+dk, u)〉,
where |Ψi(k, u)〉 is the single-particle wavefunction. Then one can get
gikk(k, u) =Re〈∂kΨi(k, u)|∂kΨi(k, u)〉 − 〈∂kΨi(k, u)|Ψi(k, u)〉〈Ψi(k, u)|∂kΨi(k, u)〉. (E.44)








Following similar procedures, one can calculate giku(k, u), and the result is







k(u) is expressed in Eq. (E.42) and ∂uϕ
i
k(u) is expressed as in Eq. (E.43).
E.4 Berry curvature flow in cMERA of a Chern insulator with a
topologically nontrival IR state
In this part, we study how the feature of Berry curvature flow in Fig. 7.13 is related with the behavior of
gnontrivial(u).
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(i) Behavior of Fk(k, θk;u):
Based on the expression of ~F(k, θk;u) in Eq. (7.84), one has




Then by using the expression of ∂uϕk(u) in Eq. (E.43), Fk(k, θk;u) can be expressed as









, u < u∗
0, u > u∗.
(E.48)
Based on Eqs. (E.47) and (E.48), one can get
Fk(k, θk;u) = 0, ∀u > u∗,
which indicates that there is on Berry curvature flow in k direction. On the contrary, for u < u∗, one has























Considering that k < Λeu, one always has sin 2ϕk(u) > 0. Therefore, one has
Fk(k, θk;u) < 0, ∀u < u∗.
From the analysis above, it is found that the Berry curvature component Fk(k, θk;u) is finite only in the IR
layers and it points towards the smaller k direction.
(ii) Behavior of Fu(k, θk;u):
To study the bending of the Berry curvature flow, we are interested in the region k < min [k∗,Λeu]. From
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By using the expression of ∂kϕk(u) in Eq. (E.42) and the approximation in Eq. (E.48) one has
Fu(k, θk;u) =








, u < u∗.
(E.50)
Considering that sin 2ϕk(u) > 0, one always has Fu(k, θk;u) < 0 for u < u∗. This means that Fu(k, θk;u)
always flows towards the IR layer.
Based on the above analysis on Fk(k, θk;u) and Fu(k, θk;u), we understand that the Berry curvature
emanated from the UV layer is bent towards smaller k near u∗, and then flows towards the IR layer (see
Fig. 7.13 and Fig. 7.14).
E.5 Discussion on trivial and non-trivial IR states for cMERA of
Chern insulators
In the main text, we have studied the cMERA construction of a Chern insulator with topologically trivial
and nontrivial IR states, respectively. In both cases, we require that
|Ψ(k, u = uUV)〉 = |Ψ〉, (E.51)
where |Ψ〉 is the exact ground state of a Chern insulator. One may ask why the cMERA with a topologically
nontrivial IR state can recover |Ψ〉 in the whole region (0 ≤ k ≤ Λ) while the cMERA with a topologically
trivial IR state cannot fulfill this? Here we will discuss this problem mainly from the mathematical point of
view.













Qk(u) =− e−iθk sinϕk(u)
Pk(u) = cosϕk(u).
(E.52)
By requiring |Ψ(k, u = uUV)〉 = |Ψ〉, we can obtain the form of ϕk(u) by solving differential equations.
However, It is found that the solution does not match the boundary condition at u = uUV for large k. Let
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us check this problem explicitly as follows.
In the large k limit k → Λ, one has








Therefore, the cMERA constructed single-particle wavefunction for |k| → Λ at uUV reads
|Ψ(k, u)〉 = ψ†2(k)|vac〉. (E.54)
On the other hand, the exact single-particle wavefunction at large momentum |k| → Λ reads
|Ψ(k)〉 = −e−iθkψ†1(k)|vac〉. (E.55)
Apparently, |Ψ(k, uUV)〉 6= |Ψ(k)〉 for |k| → Λ, i.e., the boundary condition does not match. To solve this
problem, one needs to modify Qk(u) and Pk(u) in Eq. (E.52) as















In this way, one can find that in the large k limit,
|Ψ′(k)〉 ' −e−iθkψ†1(k)|vac〉, (E.57)
which satisfies the boundary condition at large momentum k. One may be worried whether |Ψ′(k, uUV)〉
satisfies the boundary condition for small k. This can also be explicitly checked as follows. In the small k





Therefore, the cMERA constructed single-particle wavefunction |Ψ′(k, u)〉 in small k limit reads
|Ψ′(k→ 0, uUV)〉 ' ψ†2(k)|vac〉, (E.59)
which agrees with the exact boundary condition for k→ 0.
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E.6 Generalization to higher Chern number cases






 m− (k · k)γ (kx − iky)γ
(kx + iky)
γ −(m− (k · k)γ)
 , (E.61)
where γ is an integer and m > 0. Alternatively, h(k) can be rewritten as
h(k) =
 m− k2γ kγe−iγθk
kγeiγθk −(m− k2γ)
 . (E.62)
The first Chern number corresponding to the ground state of the Hamiltonian in Eq. (E.60) is Ch1 = −γ.





































Qk(u) =− e−iγθk sinϕk(u),
(E.65)




2(k)|vac〉, which is topologically trivial. By requiring that









[m− (Λeu)2γ ]2 + (Λeu)2γ
− arctan (Λe
u)γ√
[m− (Λeu)2γ ]2 + (Λeu)2γ +m− (Λeu)2γ
. (E.66)
Note that when γ = 1, we recover the results in Eq. (7.43).
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Similar with our conclusion in the main text, to recover the exact ground state in the whole region














Compared to gtrivial in Eq. (E.66), gnontrivial can be expressed as
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