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Abstrat
We present a simple randomized inremental algorithm for building ompressed
quadtrees. The resulting algorithm seems to be simpler than previously known algo-
rithms for this task.
1 Introdution
In this note, we point out that ompressed quadtrees an be built via randomized inremental
onstrution. Compressed quadtrees are simple geometri data-struture. Despite their
simpliity, they are surprisingly useful for arrying out various geometri tasks, see [Har08℄.
The rst randomized algorithm for building ompressed quadtrees is due to Clarkson
[Cla83℄. Eppstein et al. [EGS05℄ suggested building ompressed quadtrees by using hierar-
hial random sampling in a style similar to skip-lists. If one allows bitwise operations (in
partiular, interleaving the bits of two integers in onstant time) one an build ompressed
quadtrees using z-order [Gar82, Har08℄ by a relatively simple algorithm, but the task is more
hallenging if suh operations are not allowed.
The new algorithm we desribe seems to be quite simple, and an be interpreted as a
variant of the skip quadtree of Eppstein et al. [EGS05℄.
2 Preliminaries
Denition 2.1 (Grid.) For a real positive number z and a point p = (x, y) in IR2, dene
Gz(p) to be the grid point (⌊x/z⌋ z, ⌊y/z⌋ z). Observe that Gz partitions the plane into
square regions, whih we all grid ells. Formally, for any i, j ∈ Z, the intersetion of the
half-planes x ≥ zi, x < z(i + 1), y ≥ zj and y < z(j + 1) is said to be a grid ell .
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Denition 2.2 (Canonial square.) A square is a anonial square, if it is ontained
inside the unit square, it is a ell in a grid Gr, and r is a power of two.
Given a set P of n points in the unit square, a quadtree T is built as follows: The root
orresponds to the unit square. Every node v ∈ T orresponds to a ell v (i.e., a square),
and it has four hildren. The four hildren orrespond to the four squares formed by splitting
v into four equal size squares, by horizontal and vertial uts. The onstrution is reursive,
and we start from v = rootT. As long as the urrent node ontains more than, say, two points
of P, we reate its hildren, and ontinue reursively the onstrution in eah hild. We stop
when eah leaf of this tree ontains a single point of P.
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Figure 1: A ompressed edge orresponds
to a tile that is the set dierene of two
anonial squares.
By ompressing paths (in this tree) of nodes
that all have a single hild, we get a ompressed
quadtree of size O(n). Let QT (P) denote the
(uniquely dened) ompressed quadtree of
P.
A leaf in this quadtree orresponds to a
anonial square, and a ompressed edge (or
more preisely the top vertex of this edge) or-
responds to an annulus formed by the set dif-
ferene of two anonial squares. We will refer
to suh region as a tile, see Figure 1; that is, a
tile is either a square (orresponding to a leaf of
the ompressed quadtree) or an annulus (or-
responding to a ompressed edge). As suh, a
ompressed quadtree indues a partition of the unit square into these tiles. We denote the
planar map indued by these tiles of the ompressed quadtree of P by QT (P).
3 Algorithm and analysis
3.1 The algorithm
Pik a random permutation 〈P〉 = 〈p1, . . . , pn〉 of the points of P. Let Ti be the ompressed
quadtree of Pi = {p1, . . . , pi}. In any node of Ti that orresponds to a tile f of QT (Pi), we
store a list, denoted by cl(f), of all the points of P that lie inside f . As suh, any point of P
is stored exatly one somewhere in Ti. We will refer to cl(f) as the onit list of f . We
also store for every point of P a pointer to the node of Ti that ontains it.
In the ith iteration, we nd the node vi of Ti−1 = QT (Pi−1) that stores pi, and we insert
pi into this node. This insertion might result in at most a onstant number (i.e., three) of
new nodes being reated.
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The resulting tree Ti is the ompressed quadtree of Pi. Now, we
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Here is a sketh why this laim is orret: Only a leaf of a ompressed quadtree might ontain an inserted
point. As suh, we might need to introdue a new leaf to store the new point Pi. Hanging this new leaf in
tree might require splitting an existing ompressed edge of Ti−1, by introduing a new vertex. Similarly, if
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need to move all the points stored in vi to their new proper plae in Ti. Thus, for every
point stored in vi, we hek if it has to now be stored in one of the new nodes, and if so we
move it to this new node. If there are k points in the onit list of vi then this iteration
takes O(1 + k) time.
The ompressed quadtree Tn is the required tree.
3.2 The analysis
Denition 3.1 Let Y be an arbitrary subset of P, and onsider a tile f ∈ QT (Y ). A set
X ⊆ Y is a dening set for f , if f ∈ QT (X) and it is a minimal set with this property
(i.e., no proper subset of X has f as a tile).
The following is proved by a tedious but easy ase analysis.
Lemma 3.2 If X is a dening set of a tile f ∈ QT (P) then |X| ≤ 4.
Unlike traditional randomized inremental onstrution, the dening set is not unique
in this ase.
Lemma 3.3 Consider a tile f ∈ QT (Pi). The probability that f was reated in the ith
iteration is ≤ 4/i. Formally, we laim that
Pr
[
f ∈ QT (Pi) \ QT (Pi−1)
∣∣∣ f ∈ QT (Pi)
]
≤
4
i
.
Proof: Let D1, . . . , Dm ⊆ Pi be all the dierent dening sets of f . Consider the set
Z = D1 ∩D2 ∩ · · · ∩Dm.
Observe that f was reated in the ith iteration only if pi ∈ Z. Indeed, if pi /∈ Z, then
there exists a dening set Dt of f suh that pi /∈ Dt. But then, f is also a tile of QT (Pi−1)
as Dt ⊆ Pi−1, and the probability of this tile to be reated in the ith iteration is zero.
Now, by Lemma 3.2, all the dening sets have ardinality at most four, and |Z| ≤
4. As suh, the required probability is bounded by the probability that pi is in Z. We
bound this probability by bakward analysis. Indeed, x the set Pi and onsider all possible
permutations of this set. The probability that one of the (at most) four points of Z is the
last point in this permutation (of i elements) is at most 4/i.
Observe that the probability of a tile f to be reated (aording to Lemma 3.3) is inde-
pendent of the size of its onit list.
Lemma 3.4 The expeted amount of work in the ith iteration is O(1 + n/i).
the leaf f we insert pi into already stores an inserted point, then we need to introdue a new leaf not only
for pi but also for the previously stored point in this leaf. This might also result in a new ompressed edge
if two points are lose together ompared to the diameter of f .
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Proof: Consider a tile f ∈ QT (Pi). The amount of work spent on it, if it was reated in
the ith iteration, is proportional to the size of its onit list cl(f). Let Xi be the random
variable whih is the amount of work spend by the algorithm in the ith iteration. Sine the
total size of the onit lists of Ti is n, we get by Lemma 3.3 that the expeted work in the
ith iteration is bounded by
E
[
Xi
∣∣∣Pi
]
= O

1 +
∑
f∈QT (Pi)
4
i
|cl(f)|

 = O
(
1 +
n
i
)
.
(Again, the expetation here is over all possible permutations of Pi.) Now, we have that
E[Xi] = E
[
E
[
Xi
∣∣∣Pi
]]
= O(1 + n/i).
Theorem 3.5 Given a point set P of n points in the plane ontained inside the unit square,
one an build a ompressed quadtree for P in O(n logn) expeted time.
Proof: By Lemma 3.4, the total expeted work of the above algorithm is O(
∑n
i=1(1 + n/i)) =
O(n logn).
Remark 3.6 The algorithm an also be analyzed using the results from Clarkson et al.
[CMS93℄.
4 Disussion and onlusions
The algorithm presented for building quadtrees works also for points in higher dimensions.
It is natural to ompare our algorithm to Eppstein et al. [EGS05℄. They get a slightly
more ompliated algorithm, but they support both insertions and deletions, while our al-
gorithm an only build the quadtree. In light of our approah, it is natural to interpret
the algorithm of Eppstein et al. [EGS05℄ as a lazy randomized inremental algorithm for
building quadtrees [dBDS95℄.
The author believes that this is a neat example of bakward analysis. The reader naturally
has the right to disagree.
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