Identifying the sources of oscillatory activity in the human brain is a challenging problem in current magnetoencephalography (MEG) and electroencephalography (EEG) research. The fluctuations in phase and amplitude of cortical oscillations preclude signal averaging over successive sections of the data without a priori assumptions. In addition, several sources at different locations often produce oscillatory activity at similar frequencies. For example, spontaneous oscillatory activity in the 8-to 13-Hz band is produced simultaneously at least in the posterior parts of the brain and bilaterally in the sensorimotor cortices. The previous approaches of identifying sources of oscillatory activity by dipole modeling of bandpass filtered data are quite laborious and require that multiple criteria are defined by an experienced user. In this work we introduce a convenient method for source localization using minimum current estimates in the frequency domain. Individual current estimates are calculated for the Fourier transforms of successive sections of continuous data. These current estimates are then averaged. The algorithm was tested on simulated and measured MEG data and compared with conventional dipole modeling. The main advantage of the proposed method is that it provides an efficient approach for simultaneous estimation of multiple sources of oscillatory activity in the same frequency band. © 2002 Elsevier Science (USA)
INTRODUCTION
Oscillatory brain activity can be called spontaneous when neuronal synchrony is generated intrinsically rather than as phase-locked responses to external stimuli. In the human brain, several distinct generators produce oscillations at a variety of frequencies (reviewed in Hari and Salmelin, 1997) . For example, sources of the 8-to 13-Hz alpha rhythm (Berger, 1929) have been located in posterior brain areas (Salmelin and Hari, 1994; Vanni et al., 1997) , the mu rhythm peaking at ϳ10 and ϳ20 Hz emerges over the primary sensorimotor cortices (Pfurtscheller, 1981; Tiihonen et al., 1989) , and the 4-to 9-Hz theta rhythm (Mizuki et al., 1980) and the 30-to 80-Hz gamma rhythm (reviewed by Tallon-Baudry and Bertrand, 1999) are produced in multiple areas.
Results from multiple studies suggest that oscillatory brain activity is intimately involved in neural coding and information processing. For instance, it has been shown that spatial information is encoded by the phase of firing of hippocampal place cells with respect to the ongoing theta rhythm (O'Keefe and Recce, 1993; Jensen and Lisman, 2000) . Recording from the visual system in cats and monkeys have demonstrated that synchronization properties in the gamma band (30 -80 Hz) of firing neurons are modulated by features in the visual scene (reviewed by Singer, 1999) . These gamma oscillations are evidently a prominent feature in the visual system, and an important target for future studies to understand their possible role in neuronal coding. Long-range oscillatory synchrony between separate brain areas in different frequency bands has been observed in multiple studies (reviewed by Varela et al., 2001 ) and the synchrony between brain areas might subserve integration and exchange of information (Jensen, 2001; Varela et al., 2001) .
Identifying the sources of oscillatory activity is an essential step in determining the relation of oscillatory activity to brain function. For example, changes in the 10-Hz MEG rhythm close to the occipitoparietal midline is closely linked to attention to coherent objects (Vanni et al., 1997) , suggesting that oscillatory activity in occipitoparietal visual areas modulates visual shape processing.
An often used approach for identifying sources of oscillatory activity has been to band-pass filter the MEG signals around the frequency of interest and subsequently to model data from different time samples with equivalent current dipoles (e.g., Salmelin and Hari, 1994) . This approach has produced valuable results, but it is quite laborious and requires multiple decisions to be made by an experienced user. In particular, there is no obvious way to combine and weigh the individual dipoles estimated at each time-sample. As we will demonstrate, the method may fail when attempting to identify coexisting strong and weak sources with distinct locations but similar frequencies. Alternative approaches, in which neuromagnetic activity is localized in the frequency domain (Tesche and Kajola, 1993; Salmelin and Hamalainen, 1995) , provide adequate estimates for short epochs of oscillatory activity, but it is not obvious how to apply these methods on long stretches of nonstationary oscillatory activity, since fluctuations in phase preclude signal averaging. Averaging in the frequency domain is only possible by subtracting the phase of a given reference signal from other measured signals, thus requiring a priori knowledge of the generator sites (Tesche and Kajola, 1993) . Sekihara et al. (1999) proposed a method based on the multiple-signal-classification (MUSIC) algorithm, which incorporates time-frequency characteristics of neural sources. However, the MUSIC algorithm cannot separate sources with correlated activity. This is a major concern since it has been proposed that coherent oscillatory brain activity might underlie functional connectivity (Varela et al., 2001) .
In this paper we propose a novel method in which minimum current estimates (MCEs, Matsuura and Okabe, 1995; Uutela et al. 1999) are calculated in the frequency domain. The main advantage of identifying neuronal sources from minimum current estimates compared to dipole modeling is that the method does not require assumptions about the number of active sources. It is in principle possible to perform a minimum current estimate of oscillatory neural activity in the time domain after filtering the data in the frequency band of interested. However, such an approach is computationally very demanding since sources of oscillatory activity typically are identified in minute long stretches of data digitized at several hundred hertz. As we will demonstrate, the MCEs can be calculated efficiently in the frequency domain. The method is tested on simulated data and compared to a conventional method based on dipole modeling of band-pass filtered data. As we will demonstrate the method allow us to identify multiple sources in the 8-to 13-Hz and 15-to 25-Hz band in MEG data recorded from a healthy subject.
METHODS
Transformation to the frequency domain. The steps of the method are illustrated in Fig. 1 . One strategy for identifying sources of oscillatory activity in the frequency domain is to directly apply a discrete Fourier transformation on the MEG signals b(t) and then calculate the current estimate. However, when calculating the discrete Fourier transform, the frequency resolution increases with the length of the data, but the accuracy of the amplitude and phase estimates do not. A similar problem arises when estimating power spectra. As shown by Welch (1967) , power spectra estimation is dramatically improved by dividing the signal into sections, and then averaging the spectra of each section. In this work we propose a similar strategy in which the signals are divided into sections by applying a sliding window with 50% overlap. Let b k (t) denote the signal from section k (k ϭ 1, . . . , M) and let t w ϭ N/f s be the length of the window, where N is the samples and f s is the sampling frequency. To reduce leakage between neighboring frequency bands, a Hanning window, w(t) ϭ 1/2(1 Ϫ cos(2f s t/N)), was applied to each section:
where b j k (t) denotes the signal from sensor j. The constants k 1 and k 2 serve to correct the bias in the estimate caused by the Hanning window (Ifeachor and Jervis, 1993) , and they were calcu-
The scaled signals from each section b k (t) were transformed to the frequency domain B k ( f ) using a N-point fast Fourier transform (FFT, Press et al., 1997) . We applied N ϭ 512 points for both simulated and recorded data (sampled at 300 Hz).
The minimum current estimates in the frequency domain: MCE FD . Animal data has shown that alpha oscillations are generated by relatively local areas of cortex (da Silva and van Leeuwen, 1977; Steriade et al., 1990) . Similarly sequential dipole modeling of bandpass filtered MEG data has shown that dipoles accounting for the sources of oscillatory activity in the alpha and beta band tend to collect in clusters a few centimeters wide (Salmelin and Hari, 1994; Vanni et al., 1997) . This motivates the choice of the MCE algorithm based on the ᐉ 1 -norm, which results in fairly focal source estimates (Matsuura and Okabe, 1995) . The MCE algorithm for calculating and visualizing the current estimates was developed and provided by Kimmo Uutela (Uutela et al., 1999) . The method assumes that the data vector B is generated as a combination of signals produced by sources in a three-dimensional lattice within the brain:
where G is the gain matrix, q is the current sources, and n is a noise vector. The MCE algorithm produces an estimate of q, which explains most of the data B and minimizes the sum of the currents q with respect to the ᐉ 1 -norm. A spherical conductor model was applied when calculating the gain matrix. To reduce the variance of the current estimates a regularization procedure was applied to the gain matrix. For computational efficiency current orientations were calculated using the minimum ᐉ 2 -norm estimate, which allows for solving the optimization problem directly. The minimum ᐉ 1 -norm estimate was calculated with respect to these current orientations using linear programming (Uutela et al., 1999) .
The Fourier transformed signals B k (f) were calculated for each section k with respect to the frequency of interest f Ј as described above. Then the real B k (f Ј) Re and imaginary part B k (fЈ) Im of the Fourier transformed signal were applied to the MCE algorithm resulting in the current distributions q Re k (fЈ) and q Re k (fЈ). Finally, the absolute current estimates for all the sections were averaged
The result is a measure of the absolute current density for a given frequency. When regularizing G, the components for the 30 largest (of 306) singular values were used. The lattice constant of the triangular grid was 10 mm and locations closer than 30 mm to the center of the conductor model were excluded from the current estimates.
Sequential dipole fitting. Prior to dipole localization, the signals were bandpass filtered around the frequency of interest (fЈ Ϫ 2 Hz to fЈ ϩ 2 Hz). A single-dipole model was then applied to explain the field at every 2 ms. The goodness-of-fit (the g-value) was calculated for each dipole representation. The gvalue represents the proportion of field variance explained by the dipole. Dipole models with a goodnessof-fit below a given threshold were discarded.
Simulations. Simulated signals were used to evaluate the performance of the method. The sensor configuration was that of a Neuromag Vectorview system with 306 sensors arranged in 102 units on a helmet shaped array. Each unit has two planar gradiometers and one magnetometer. The simulated signals in each sensor were calculated as the sum of white noise and the field produced by one or two sources. The standard deviation of the noise level was estimated from the amplitude spectra calculated from MEG data recorded from a subject resting with eyes closed. Thus, the noise level was comparable to noise in real measurements, comprising both noise from the device and brain activity. For simplicity, we assumed noise with a Gaussian distribution. The standard deviation of the noise level was 110 fT/cm for the planar gradiometers and 300 fT for the magnetometers. Equivalent current dipoles (ECDs) were placed at locations corresponding to either right or both left and right sensorimotor cortices at the central sulcus. The current of each dipole was oscillating at 10 Hz. Every 2 s the phase of each of the ECDs was randomized to a value between 0 and 2. Applying a spherically symmetric conductor model, we calculated the contribution of the ECDs to the signals in the 306 sensors (Hä mä lä inen et al., 1993) . The sampling rate in the simulated data was 300 Hz.
MEG recordings. Cerebral magnetic fields were recorded using a Neuromag Vectorview system. The subject was instructed to rest with eyes closed for 2 min. This state often produces alpha activity (8 -13 Hz) in posterior regions and the mu rhythm (two peaks at Ϸ10 and Ϸ20 Hz) in sensorimotor regions. To determine the locations of the sources within the brain magnetic resonance images (MRIs) were obtained by a 1.5 T Siemens Magnetom scanner and aligned to the coordinates of the MEG according to anatomical landmarks.
FIG. 1. A schematic illustration of steps in the calculation of the minimum current estimate in the frequency domain (MCE FD
. The ongoing signals b(t) are divided in sections ("data windowing") of length N with 50% overlaps. For each section k the Fourier transform is calculated B k ( f ). The MCEs are then derived for the real and imaginary part of B k (f) with respect to the frequency of interest f Ј. Finally the absolute current estimates q Re k ( f Ј) and q Im k ( f Ј) are averaged. A graphical display in which the current estimate is project to the brain surface allows for identifying the dominant sources.
FIG. 2.
Identifying sources of oscillatory activity as a function of source strength using sequential dipole modeling and MCE FD . Left column: the power spectra calculated from a sensor located above the oscillatory source for 10, 5, and 2 nAm. Center column: Dipole models of the 8 -12 Hz bandpass filtered signals using all sensors. The g-value denotes the threshold value for the minimum goodness-of-fit. Right column: The current distributions calculated by the MCE FD projected on a brain surface (viewed from above). The white boxes indicate the regions of interest in which the centers of the current estimates were found. 
RESULTS
In the first simulation, a 10 nAm current dipole oscillating at 10 Hz was placed at a location corresponding to the hand area in the right sensorimotor cortex. This resulted in a strong peak at 10 Hz in the power spectra in a sensor above the source (Fig. 2, top  panel, left) . Prior to dipole modeling, the data were bandpass filtered from 8 -12 Hz, and single ECDs were then applied at 2-ms intervals. Dipoles explaining a minor component of the field variance (goodness-of-fit, g, less than 36%, all sensors included) were discarded. This resulted in a spatially clustered collection of source estimates around the true source (Fig. 2, top  panel, middle) . When applying the MCE FD approach, the window length (N) was chosen to 512 points. As seen in Fig. 2 (top panel, right) the current density concentrated around the source. Both methods provided solutions close to the true source location in 3-D space. When the source strength was reduced to 5 nAm the g-value criterion for accepting a dipole model had to be reduced to 16% (all sensors included) to include about the same number of dipoles as in the previous example. This resulted in a more scattered cluster of dipoles. Correspondingly, the MCE FD estimate was more scattered (Fig. 2, second panel, right) . However, both methods were able to provide the accurate location of the source. When the source strength was reduced to 2 nAm (Fig. 2, lower panel) , it was no longer possible to identify a peak in the power spectrum, making it impossible to locate the source either by dipole modeling or MCE FD .
To investigate how well the methods could identify two sources of different strengths oscillating asynchronously at similar frequencies, two sources were placed into areas corresponding to the hand areas of the left (5 nAm) and right (8 nAm) sensorimotor cortices. When applying sequential dipole modeling, the source in the right hemisphere was correctly localized (Fig. 3, left) . However, it was not possible to localize the source in the left hemisphere even when only sensors over the left source were used in the modeling. This failure was due to interference by the field produced by the source in the right hemisphere. Using the MCE FD approach, the current distribution correctly concentrated at the locations of the two sources (Fig. 3, right) . In Fig. 3 we have superimposed the source locations obtained by the two methods on a standard brain which reveals that the sources are correctly identified.
Finally, we tested the MCE FD approach on MEG data recorded from a healthy subject. During the 2 min data-acquisition period, the subject was sitting in a relaxed position with eyes closed. The power spectra over posterior areas revealed spontaneous activity at ϳ11 Hz corresponding to the alpha rhythm (Fig. 4a,  inset B) . Over central areas spectral peaks at both ϳ11 and ϳ21 Hz were observed (Fig. 4a, inset A) characteristic for the Rolandic mu-rhythm. Note, that by inspecting the power spectra alone, it is not possible to infer how many sources are involved in producing the 11-Hz activity. After calculating the MCE FD for 11 Hz it is apparent that there is one posterior source and two central bilateral sources (Fig. 4b) . When the maxima of the current sources are superimposed on the subject's MRI, we find that the posterior source is located close the parietal-occipital fissure, whereas the bilateral sources are located close to hand area of the left and right somatosensory cortices (Fig. 4c) . At 21 Hz the MCE FD reveals two central bilateral sources (Fig. 4b ) located close to the 11 Hz sources in the somatosensory cortex (Fig. 4c) . These findings are in line with earlier dipole modeling results (Salmelin and Hari, 1994) .
DISCUSSION
In this work we have implemented and tested a method for identifying sources of spontaneous oscillatory activity by minimum current estimates in the frequency domain. The method enables averaging of current estimates from subsequent time windows in spite of variability in phase. Thus, it overcomes one of the major obstacles of operating in the frequency domain (Tesche and Kajola, 1993; Salmelin and Hamalainen, 1995) . Dipole modeling of sources of oscillatory activity has previously produced valuable results. However, the approach is laborious and relies on several assumptions. For instance, the number of active sources must be selected by a trial-and-error approach and thresholds for the goodness-of-fit must be set. This is not the case for the MCE FD approach, which allows simultaneous localization of multiple sources. Even though the MCE FD did not prove more sensitive than dipole modeling when identifying a single oscillatory source, there are cases when the MCE FD approach is superior when identifying two sources of different strengths.
The main parameter, which has to be defined in the algorithm, is the length (N) of the sections dividing the continuous signals. If the sections are chosen too long, there will be few current estimates to average, and the accuracy is reduced. Choosing short sections improves the signal-to-noise ratio, but decreases the frequency resolution. In this work we chose N ϭ 512 points, which results in a frequency resolution of about 0.5 Hz for data digitized at 300 Hz. This choice seems reasonable considering that the frequency fluctuations of cortical alpha and beta activity are on the order of about one hertz. As a rule-of-thumb we found that section lengths which are reasonable when calculating power spectra by Welch's methods, also are reasonable for the MCE FD approach.
How strong does a source of oscillatory activity have to be before it can be identified? Our simulations demonstrate that if a source is not strong enough to pro-duce a peak in the power spectra above the noise level, it is most likely not possible to identify it. In this work we tested the MCE FD approach on data recorded from at subject resting with eyes closed. This condition is known to produce strong alpha activity; however, clear spectral peaks in other frequency bands are observed in many cognitive tasks. In MEG and EEG studies clear spectral peaks are observed in the theta band during mental calculation (Mizuki et al., 1980; Asada et al., 1999) and working memory tasks (Gevins et al., 1997; Jensen and Tesche, submitted) . Finally, the power of the sensorimotor mu rhythm has been shown to be modulated by changes in visual perception (Vanni et al., 1999) .
Recently, Gross et al. (2001) suggested a novel method termed dynamic imaging of coherent sources (DICS) for identifying sources of oscillatory coherent activity. This method can also be applied to identify individual sources of oscillatory activity. Instead of producing a current distribution as the MCE FD , this method derives a statistical measure for sources of oscillatory activity in a given frequency band. Future work is required in order to compare the performance of the DICS and the MCE FD methods.
The identification of oscillatory activity by MCE FD will help to address several questions. For instance it has been proposed that activity in the alpha band should be divided into several frequency bands, since activities in the upper and lower alpha frequency range are modulated differently depending on the task (Klimesch, 1999) . This phenomenon could be explained by 8 -13 Hz sources in posterior areas and sensorimotor cortices with different frequencies. It is debated how many sources are involved in producing the frontal midline theta activity: both anterior cingulate and/or frontal neocortical structures in the midline have been proposed (Asada et al., 1999) . It is our hope that the MCE FD will be useful for clarifying these and other interesting issues regarding oscillating activity in the human brain.
To further develop the MCE FD method one approach is to apply a multitaper approach when calculating the Fourier transform of the data. This method involves the use of multiple orthogonal tapers and might improve the estimates of the frequency representations (Mitra and Pesaran, 1999; Thomson, 1982) . One direct advantage of the multitaper method is that the Fourier transforms are calculated for a set of orthogonal tapers, which for a given frequency constitutes a statistical ensemble. This ensemble might eventually be used to derive the statistical significance of the current estimates. Future work will explore these possibilities.
