ABSTRACT | Autonomous vehicles promise numerous improvements to vehicular traffic: an increase in both highway capacity and traffic flow because of faster response times, less fuel consumption and pollution thanks to more foresighted driving, and hopefully fewer accidents thanks to collision avoidance systems. In addition, drivers can save time for more useful activities. In order for these vehicles to safely operate in everyday traffic or in harsh off-road environments, a multitude of problems in perception, navigation, and control have to be solved. This paper gives an overview of the most current trends in autonomous vehicles, highlighting the concepts common to most successful systems as well as their differences. It concludes with an outlook into the promising future of autonomous vehicles.
I. INTRODUCTION
Autonomous driving started in the 1980s, when Carnegie Mellon University (CMU, Pittsburgh, PA) presented its Navlab vehicles that operated in structured environments [1] , and when the University of the Bundeswehr Munich (UniBw Munich, Neubiberg, Germany) showed early results in high-speed motorway driving [2] . At EUREKA-PROMETHEUS project's final demonstration in 1994, UniBw Munich and Daimler-Benz presented autonomous driving in three-lane French Autoroute traffic with speeds up to 130 km/h, which included tracking both lane markings and other vehicles. The system decided when to change between lanes by itself, although the approval of a human driver was required for safety reasons [3] .
Today, some aspects of these early achievements have reached series production in the form of driver assistance systems for cars. Lane detection is used to facilitate lane departure warnings (LDWs) for the driver and to augment the drivers heading control in lane keeping assist systems (LKAS). The detection and tracking of vehicles driving ahead is used in adaptive cruise control systems (ACC) to keep a safe and comfortable distance. More recently, precrash systems emerged that trigger full braking power to lessen damage if a driver reacts too slowly.
Meanwhile, the attention of research in autonomous vehicles has switched its focus from the well-structured environments encountered on highways as studied in the beginning to more unstructured environments, like urban traffic or off-road scenarios. This trend has been boosted by the 2001 National Defense Authorization Act, where the U.S. Congress mandated that Bby 2010, one third of the aircraft ð. . .Þ fleet and ð. . .Þ by 2015, one third of the operational ground combat vehicles are unmanned.[ Especially for unmanned ground vehicles (UGVs), the Defense Advanced Research Projects Agency (DARPA) is still powering development at universities and in the industry to reach this goal.
In this paper, we give an overview of current research activities in the field of autonomous vehicles since the DARPA challenges. We present the key concepts that evolved during recent years all over the world and describe the performance of autonomous vehicles today. The paper ends with an outlook on the future of autonomous vehicles.
II. PLATFORMS AND SENSORS
Three elements are common to all autonomous ground vehicles: sensors to perceive the environment and the own movement, on-board computers, and actuators for vehicle control. Fig. 1 shows the LIDARs, cameras and Global Positioning System (GPS) antennas used on three vehicles of the DARPA Urban Challenge teams.
For environment perception, both image-based sensors like monocular and stereo cameras (monochrome and color), and range sensing devices like RADAR and LIDAR are used. The high-definition Velodyne LIDAR with a 360 , 3-D view and rich point cloud was designed especially for autonomous vehicles and is used in many systems. RADAR sensors are additionally able to determine the object's relative velocity directly. Distance-providing image-based sensors are mostly based on a time-of-flight principle. Another principle called light coding is utilized in the low-priced Microsoft Kinect, now popular for indoor robotics. However, both principles are not yet suited for outdoor use in autonomous vehicles because they provide limited range only.
To estimate the vehicle's motion, measurements from odometry and inertial sensors are incorporated, supported mainly by global position measurements from GPS.
Typical sensor setups need to be calibrated: intrinsic parameters like the camera lens' focal length or the orientation of laser diodes must be determined. Sensor fusion additionally requires an extrinsic calibration of all fused sensors, describing the position of each sensor in a common reference frame. Especially for nonrigid frames and platforms, continuously keeping the intrinsic and extrinsic calibration up to date by adjusting it online while the autonomous vehicle operates becomes very important [4] . Sensor fusion is performed in most current systems, especially when complementary sensors like color cameras (good angular resolution, no distance information) and range measuring devices (no color, bad angular resolution, precise distance information) are available. Sensor fusion may then proceed at different levels of abstraction: it is possible to fuse the raw data of the sensors, e.g., to produce a colored point cloud. The next level of fusion is done at the feature level, e.g., tracking a road boundary based on 3-D measurements from LIDAR and image features from vision [5] . The last level of fusion works on the object level, e.g., fusing objects detected by RADAR and LIDAR into a single track estimate [6] .
All distributed or centralized processing on board the vehicle has to be real-time capable. This is an important prerequisite for vehicle control algorithms and system safety checks.
Actuators are necessary for closing the control loop, e.g., for steering wheel, brake, or throttle control.
For safety reasons, providing redundancy in both sensor setup and data processing is common practice, especially when shifting functionality from a research level to series production level. Still, legal reasons require a human Bsafety driver[ for today's autonomous vehicles to operate in public traffic.
III. PERCEPTION
The ability to perceive the vehicle's local environment is one of the main challenges in the field of autonomous ground vehicles. Environmental conditions like lighting or colors are permanently changing, and there are a lot of static as well as dynamic objects in the scene to be taken into account. The best perceptional results are typically achieved by capitalizing on the strengths of the different sensors mentioned in Section II. In the following, we give examples of important perception tasks in the field of autonomous vehicles and their realizations.
A. Vehicle State Estimation and Ego-Motion Compensation
As a prerequisite for the perception and control modules, a good estimation of the vehicle's motion is necessary. Especially when the vehicle is moving fast or on nonflat terrain, relevant rotation along the longitudinal and lateral axes occurs. Working with measurements which are not taken at one unique timestamp, it becomes important to compensate for the vehicle's ego-motion in all measurements [7] . A reliable position estimation is also essential for trajectory control [8] . For a good estimation of the motion, all measurements regarding the own vehicle are incorporated. Typical measurements are velocity and steering angle from odometry and accelerations, angular rates, and attitude from inertial sensors. Additionally, motion information from visual odometry [9] can be incorporated. Considering the actual length of the suspension struts allows to derive sensor height and the angle to the ground plane. If global position measurements like GPS are available, they can be used to calculate a georeferenced position estimate which is necessary when following global plans. Making use of a motion model for the vehicle, all these measurements are fused using Kalman filter techniques to provide a smooth state estimation. Usually, two different types of position are estimated. 1) A jump-free position estimation which is subject to drift is based on integration of the vehicles's motion only. 2) Another way to estimate the position incorporates global measurements like GPS. This compensates for drift, but frame jumps can occur. Thus, it is less suited to compensate for the vehicle's motion in the sensor data.
B. Static Obstacles
For handling static obstacles in the environment, occupancy grid mapping is commonly used. Data from successive LIDAR point clouds or stereo camera range images is condensed into a regular metric grid. For mapping tasks like this, precise compensation of the vehicle's own movement is important.
Each grid cell stores a probability for the existence of an obstacle at the particular location. Additionally, minimum and maximum height measurements are often recorded to be able to estimate, e.g., the slope of the terrain. Determining a cell's terrain type [10] and color [11] has also been addressed. The size of such maps is restricted to a local area around the autonomous vehicle, and the size limits its maximum velocity. These grids usually do not exceed a size of 200 m Â 200 m, with quadratic cell's edge length varying from 0.1 to 0.5 m. This size and resolution is enough to support most safe driving decisions. Still, if generating a map of the environment is an explicit goal, larger maps can be built the same way. Mapping then has to cope with the large amount of storage space necessary.
Special care must be taken of moving objects, which leave a trail of obstacle cells in the grid [6] . If these objects are known from tracking, their estimated position and motion can be fed back into the grid for clearing the obstacle trails. Alternatively, a visibility analysis can be used to detect those cells as being free again [12] .
When moving in a complex environment it is important to not only classify certain static objects, but also to deduce their meaning, e.g., by analyzing visual features of traffic lights and signs.
C. Traffic Participants and Other Moving Obstacles
The knowledge of 3-D position and motion of objects in the scene is essential for a safe motion of the autonomous vehicle in the environment. The motion of different object classes is best described by different motion models. For example, Ackermann-steered vehicles like cars move on clothoid segments, while pedestrians can move in all directions. Their motion is also characterized by different maximum velocities and accelerations, and the behavior of an object may change over time. It is thus desirable to estimate an object's motion by a mixture of different motion models, where the one that currently best explains the observations contributes most to the object's state estimate. State estimation is typically done with some instance of recursive Bayesian filters (BFs), where the most prominent one is the extended Kalman filter (EKF).
The Velodyne LIDAR is ideally suited for detecting and tracking objects participating in urban traffic. Fig. 2 shows results of UniBw's tracking system. The basic tracking proceeds by first removing all ground points and performing a 3-D clustering of the remaining points. Object hypotheses derived from the 3-D point clusters are then associated to existing tracks to update the state estimates. Depending on the success of data association, new tracks are added or spurious ones are removed. Mature tracks are finally classified into passenger cars, trucks, bikes, and pedestrians by having a look on the appearance and history of motion behavior.
Several methods exist to detect moving objects in the image plane. One possibility is to segment the image according to the optical flow, grouping pixels that show similar movements [13] [see Fig. 3(a) ]. Another one is to use a detector pretrained to find a certain class of object in images. This also allows the detection of static objects. However, one main issue with tracking objects based on monocular camera images still is to initialize and constantly estimate the 3-D position of the object from its detection in the 2-D image plane. Thus, the range information provided by additional range measuring devices, such as stereo camera, RADAR, or LIDAR, is often used for this purpose.
For some highly structured scenarios and with certain simplifying assumptions, the distance to other objects can also be inferred from a single camera image. For example, a vehicle driving ahead typically casts a characteristic shadow onto the ground. Assuming a flat world, this shadow can be used for estimating the distance and size of the vehicle [3] . These assumptions can be dropped when using monocular motion stereo. Exploiting the observability criterion as defined in modern control theory allows many state variables to be estimated recursively from one moving camera, which would not be observable from static monocular cameras. An example of very precise tracking working in more challenging, off-road environments is shown in Fig. 3(b) , where a detailed 3-D model of a certain vehicle with edges and color blobs is utilized in a recursive particle filter tracking framework [5] .
D. Road Shape Estimation
Detecting static and dynamic obstacles is not sufficient for autonomous driving, although it helps with safety. For driving in a human-made environment, the ability to perceive the road shape is essential.
There has been much work on tracking lanes on marked roads in 2-D images since the 1980s [3] . Actual systems mostly use clothoidal [6] or B-spline models [14] [see Fig. 4 [3] . Additional to painted lines, curbs can also be integrated using LIDAR-based measurements [6] .
In scenarios with less contrast like on field tracks and forest tracks, the edge-based method alone fails. Using additional image-based measurements like edge direction, color, or texture, and obstacles from an occupancy grid enable navigation in these environments [11] [see Fig. 4(b) ].
When navigating on road networks, crossings also have to be detected. The crossing's geometry can be estimated using the same perceptual features as in lane tracking [11] , [15] . It is also possible to infer the crossing's geometry from other traffic participants' movements [16] .
E. Map-Aided Localization
An imprecise localization of an autonomous vehicle might result in catastrophic behavior. The vehicle could drive on the wrong side of the road, it could believe a goal position to be inside a large obstacle, or it might even expect pedestrians crossing the road to be on the sidewalk. It is well known that GPS signals get weak or corrupted in dense forests [7] or Burban canyons.[ Modern navigation systems then integrate odometry and inertial sensors to arrive at a diverging solution after a few minutes.
If some sort of map of the environment is known in advance, it can be used to improve localization by associating map features with features found by local sensing and determine the offset. Such approaches are summarized as map-aided localization, and they mostly differ in the kind of map and environment features. All of them again use some sort of BF to recursively estimate the offset from a history of feature associations. In [17] , the map is given in terms of a 2-D infrared reflectivity map built from LIDAR data, which is matched against the reflectivities of the current LIDAR point cloud (see Fig. 5 ). Two approaches use a map describing the road network topology and match it with different kinds of visual features of the road in the current field of view [6] , [18] . An interesting approach is that of [19] , which uses readily available aerial images, thus avoiding the need to construct a map beforehand.
IV. BEHAVIOR, NAVIGATION, AND CONTROL
Urban and off-road scenarios expose a variety of navigational situations that require an individual treatment, tailored to the given situation. Navigating along an unrehearsed track through a forest under poor GPS conditions might require a different treatment than navigating through open terrain. The same is true for navigating in a parking zone versus driving on highways.
For coordination of behavior in different situations, finite hierarchical state machines are a common tool [6] , [12] , [20] for the vehicles to decide what to do, but major differences exist in navigation approaches. 
A. Global Navigation
In contrast to this demand of flexibility, the concept of Bglobal navigation[ still dominates other approaches to autonomous navigation. The vehicle is guided by trajectories [23] derived from planning algorithms operating in global metric maps of the environment [21] , as shown in Fig. 6(a) .
In global navigation, the map separates the rest of the system from perception: situation assessment, behavior selection, and path planning do not need to know which sensors or algorithms were used to create the map. They just rely on the information contained in it. One of the key tasks is to create the map and maintain its consistency over time. A difficulty is to adjust a once-planned trajectory when the map is updated. Usually, global replanning takes much longer than updating the map with new sensor information. A solution is to locally restrict the search space for replanning by using a global base trajectory as reference [8] .
B. Reactive Navigation
Reactive navigation mechanisms can lead to a complete exploration of an environment, when running it long enough. To illustrate this idea, consider a robot that moves within an arbitrary polygon and behaves like a billiard ball. Even when the polygon is very complex the system will eventually explore the complete polygon.
In an autonomous driving scenario, the polygon edges correspond to curbs, other waysides, and obstacles, and the reflection behavior can be replaced, e.g., by an approach like the Btentacles[ approach [24] . Fig. 6(c) shows the basic principles of this navigation approach, using a local occupancy grid for obstacle avoidance.
Global navigation does not require any object recognition capabilities, but planning and mapping algorithms. Reactive navigation is just the opposite: a reactive mechanism directly couples navigation to perception. Object recognition is required to decide when the goal has been reached.
C. Guided Navigation
Since global navigation and reactive navigation are antithetic paradigms in terms of planning and perception, it would not be a surprise if there existed a paradigm in between, and indeed it does: we refer to it as guided navigation because it uses structures in the environment whose perception allows the direct estimation of feedback values for control. This approach is in between global and reactive navigation, because it does not use metric planning, yet the motion patterns that result are not random at all.
A good example for guided navigation is the task to follow a road or an off-road track. It is possible to follow a track by perceiving and estimating the curvature and relative state of the track to the vehicle, neither requiring to determine any position nor to plan any trajectory. Instead the trajectory is perceived in terms of the track [3] . Apart The tentacle selected for motion execution is shown yellow. The large offset between the autonomous vehicle and a GPS target trajectory (cyan) is typical for difficult off-road scenarios [22] . from track following, there exist numerous more examples where guided navigation is possible: it can be used for platooning [see Fig. 6(b) ] [5] , for navigation at intersections [11] , for approaching a landmark, or for driving through a gate.
Planning is also possible with guided navigation, but not in terms of trajectories but of the structure used for guidance. This way, behaviors like Bturn right at the third crossing[ can be planned, if the related landmarks can be perceived.
D. Combinations
Depending on the situation one or the other navigation paradigm might be preferable. When trying to park a car into a narrow spot at the other end of the parking field with many obstacles in the way, planning a global trajectory might be the choice. When driving along a path, guided navigation is the natural choice. When no guidance structures exist, perception conditions are bad, or immediate reactions have to be taken, reactive navigation is desirable. Reactive navigation can easily be combined with both other navigation approaches. The tentacles approach to reactive navigation was combined with GPS [see Fig. 6(c) ] at competitions like the DARPA Urban Challenge [25] and the European Land Robot Trials (ELROB) from 2007 to 2010 [7] , [22] . Similarly, Thrun et al. [8] used a reactive approach in combination with a global trajectory.
Global and guided navigations are fundamentally different. However, they can still be combined by temporal chaining or at different levels of navigation. Global navigation is applied at the strategic level, considering larger distances and omitting details. At the finer operational scale, where a high precision is demanded and unexpected events might occur, guided navigation can be used.
V. PERFORMANCE
The DARPA Grand Challenge (GC) was a competition for driverless vehicles, sponsored by the U.S. Department of Defense. The courses of GC 2004 and 2005 led through the Mojave desert and were described by many GPS waypoints. Because in 2004 no vehicle finished, more effort was made to make the competition practicable in 2005. The environment could be assumed to be static, hence the focus was more on perception than on planning. Stanford's car BStanley[ won this race [8] , and three other robots finished within the time limit.
A remarkable attempt to show the possibilities of complex robot behavior was the DARPA Urban Challenge (UC) in 2007, where several unmanned cars managed to autonomously drive together with manned cars in urban traffic and to observe the local traffic rules (see Fig. 1 ). The road network was specified by GPS waypoints in detail. Precise localization on this network and object detection had to be performed by perception, and most teams used global navigation. But the real challenge was to make intelligent decisions when interacting with other cars. Six cars finished successfully; the winner was CMU's BBoss[ [6] before Stanford's BJunior[ [12] .
The success achieved during the DARPA challenges is now continued with Google's driverless car, driven by leading people from Stanford's and CMU's DARPA-Teams. In 2011, they claimed to have driven more than 300 000 km in public traffic [26] , but still with occasional manual interventions. They used previously collected data together with actual sensor information from LIDAR and camera to perform a precise localization in a global map. The complete navigation task was done in this global system, of course taking other traffic into account.
German Technical University of Braunschweig, also UC finalist with team CarOLO, presented in 2010 their ongoing project BStadtpilot.[ The autonomous car BLeonie[ drove within heavy traffic on Braunschweig's inner ring road [20] .
The VisLab Intercontinental Autonomous Challenge (VIAC) took three months to autonomously drive a couple of cars from Italy to Shanghai Expo 2010 [27] . The identical cars were equipped with different modes of autonomy, like Blane keeping,[ Bwaypoint following,[ or Bleader follower mode,[ using LIDAR and preferably visual information. The environment consisted of paved and unpaved roads, all with regular traffic, hilly passages, and deserts. Depending on the situation and environment, the leading vehicle used lane keeping capabilities or was driven manually. The following vehicle typically just followed the first one, using vehicle tracking and waypoint following. No global planning was used during this experiment due to a lack of maps for large parts of the course from Italy to China.
ELROB is a yearly trial for autonomous vehicles, targeting university and industry teams. Compared to GC and UC, the environment is by far less structured, with unpaved muddy roads through dense woods, sometimes hilly terrain, and only few moving obstacles. One of the many scenarios is autonomous navigation, with only 10 to 30 waypoints (instead of about 3000 in the GC) describing the coarse way. Since 2007, we have participated with our vehicle Munich Cognitive Autonomous Robot Car, 3rd generation (MuCAR-3) in different scenarios. Our performance increased from year to year [7] , [22] , [24] , dealing with the problems of bad GPS conditions in the dense woods, while GPS offsets of up to 50 m caused trouble to many participants.
VI. PATH TOWARD THE FUTURE
In general, we assume an ongoing technical progress of sensor performance and cost-performance ratio for the future. This covers, among others, improvements of global localization systems by, e.g., using Galileo, more precise inertial sensors, cameras better dealing with bad lighting conditions, miniaturized LIDAR sensors adapted for vehicle integration, active 3-D cameras getting suited to outdoor environments, and of course faster computers to handle this growing amount of data. But sensors are just a prerequisite for better perception, leading to a higher grade of autonomy, and not the key to solve the real problems.
A. Available Today and in the Near Future
Many driver assistance systems which emerged from autonomous vehicles are available for passenger cars today, like the lane keeping assist system (LKAS). In the next years, stop-and-go systems will appear taking over full control of the vehicle. The velocity and the scope at which these systems operate are likely to increase from the traditional Btraffic jam on highways[ scenarios [28] . More complex scenarios like road construction sites with inconsistent lane markings are another topic of current research [29] . But, for legal reasons, they will still require the driver holding the steering wheel for the next couple of years.
Also in the agricultural sector much effort is invested to achieve a higher level of automation, known as Bprecision farming.[ The main objective is to reduce cost as well as pollution: higher machine utilization, lower manpower requirements, and a reduced amount of fertilizer. BHandsoff[ driving tractors have been in use for the last decade. They are based either on a guided navigation approach, following structures in the field, or a global navigation approach, precisely following GPS waypoints [30] . Until today the tractors have been manned for supervision because there was no obstacle avoidance. There is development toward unmanned tractors as well, e.g., a team of two vehicles operated by just one operator [31] , not yet ready for production. In the agricultural sector, the vehicles operate on a private terrain, possibly fenced, hence unmanned driving seems rather possible from a legal point of view.
In contrast, having a completely autonomous unmanned vehicle in real public traffic is still legally vague. Who is accountable for accidents: the (not-driving) driver, or the car manufacturer? After lobbying from Google's driverless car project, Nevada has passed first laws regarding autonomous vehicles in 2011, at least to facilitate research in this field.
In the next years, autonomous driving in public traffic will still be limited to very structured environments, because even small changes in the environment can destroy the performance of the complete perception system [32] .
Redundancy in sensing and processing is important, e.g., by using different principles of sensing (cameras and RADAR/LIDAR), to better cope with environmental effects like direct sunlight. This will help to increase the reliability of autonomous vehicles.
B. Midterm Future
Most current research systems like the Google driverless cars require detailed prerecorded maps to perform their map-aided localization and global navigation task.
In a couple of years, these maps could become more common, like today's vector-based street maps from geo information systems (GISs). An aim could be to have all autonomous vehicles continuously updating these maps, and in addition also sharing them via car-to-car (C2C) and car-to-infrastructure communication (C2I). Issues like how to model the world for building maps, e.g., using landmarks in a topological manner as an alternative to grid-based metric maps, as well as dynamic aspects in maps or limited communication bandwidth have to be dealt with.
For autonomous vehicles in real off-road environments, the problem of correctly classifying obstacles into flexible and thus drivable obstacles like vegetation and real ones like stones as well as better detection of water-based obstacles has to be solved. This includes the intelligence to distinguish a very wet but drivable road from a lake or a flat water-filled pothole from a deep pothole.
A robust system is based not only on the perception itself but also on a kind of self-reflection to be aware of the reliability of sensor and perception modules [33] , [34] . Additionally, there is the requirement to develop strategies to safely cope with untrustworthiness of perception in planning.
It is very interesting to observe that even car manufacturers opposed to or at least not pushing autonomous vehicles in the past now investigate such systems, up to autonomous driving tests on public roads [35] . So the field is gaining momentum, and it now seems more likely than just a couple of years ago that we will experience autonomously driving vehicles in everyday traffic within the next 10-15 years.
C. Possible Long-Term Future
Venturing an outlook to the long-term future, much research work is necessary to make more cognitive systems and reach a higher grade of autonomy. Autonomous vehicles will become more sophisticated in a more abstract, human-like way, i.e., relative to other objects: BFollow this road to the red church, turn right and stop at the bakery with a big tree in front of it.[ An important step toward this goal is learning, e.g., how other vehicles look like and move, and using this knowledge for perception, navigation, and interaction purposes. The knowledge has to be continuously updated, and some parts can be forgotton, e.g., when uncertainty grows over time. For adapting the vehicle's behavior to the owner's one, e.g., more sporty or comfortable, the human's driving behavior could be observed, but the resulting behavior must always comply to traffic rules. One example is imitation learning, meaning deducing the vehicle's behavior from the observed behavior of other traffic participants or from manually operated runs [36] . However, there will always be unexpected situations never seen and Blearned about[ before, which the vehicle nevertheless has to cope with.
The difficult interaction between autonomous vehicles and other traffic participants, both robots and humans, will also need more work. For this purpose, the information about the behavior and intentions of other traffic participants has to be gathered.
The terrain today called off-road is mostly just rural, e.g. , small paths through a wooded area or fields. For performing in real off-road terrain, much work has to be done for classification and path planning in full 3-D, e.g., dealing with overhanging obstacles, and very different soil conditions.
All in all, much more work is required until autonomous vehicles can safely and robustly participate in real-world urban traffic as well as in complex off-road scenarios. h
