A preconditioned matrix-free GMRES method is presented for unstructured higherorder computation of 2D inviscid compressible flows. Lower-Upper Symmetric Gauss-Seidel (LU-SGS) has been used as the preconditioning strategy, and an approximate first order Jacobian as the preconditioning matrix. The numerical algorithm demonstrates promising convergence performance for both the second and the third order discretization methods in supersonic flow.
II. Governing Equations
The unsteady (2D) Euler equations which model compressible inviscid fluid flows, are conservation equations for mass, momentum, and energy. The finite-volume formulation of Euler equations for an arbitrary control volume can be written in the following form of a volume and a surface integral: 
III. Algorithm Description
The integral form of Eq. (1) (for control volume "i") can be written in the form of Eq. (3-1) where R (i.e. residual of the governing equations) represents the spatial discretization operator. Linearization in time and applying implicit time integration leads to implicit time advance formula (Eq. (3-2)):
where U R ∂ ∂ in Eq. (3-2) is the Jacobian matrix resulting from the residual linearization. Eq. (3-2) is a large linear system of equations which should be solved at each time step to obtain an update for the vector of unknowns. As we are only interested in steady state solution, the time marching process continues till the residual of the linear system practically converges to zero.
A. Spatial Discretization
For spatial discretization, a higher-order accurate least-square reconstruction scheme 6 has been used in the interior of the domain to compute flow quantities at flux integration points to the desired accuracy. Fluxes at control volume boundaries are calculated by Roe's flux difference-splitting formula 17 using reconstructed flow quantities. Having computed the fluxes, we use Gauss quadrature to integrate the fluxes to the same order of accuracy as the reconstruction. High-order accurate boundary conditions are also used. 
B. Linear System Solver
Direct methods for solving the large linear system of Eq.(3-2) resulting from the discretization of governing equations at each time step are not computationally tractable. Therefore iterative techniques such as Krylov family methods are being used for that purpose. 9 The linear system is asymmetric both in fill and values making GMRES 18 American Institute of Aeronautics and Astronautics the obvious first choice among iterative solvers. The linear system arising from a high-order discretization has four to five times as many non-zero entries as a second-order scheme. Because of the size of these matrices and the difficulty in computing their entries analytically (even for the second order), we use a matrix-free implementation of GMRES 9 . In the case of Euler equations with nonlinear flux function and possible discontinuities in the solution, using a high-order discretization makes the Jacobian matrix even more off-diagonally dominant and quite illconditioned. This degrades or stalls the convergence of GMRES, which is highly dependent on the condition number of the Jacobian matrix. Therefore using a preconditioner for GMRES becomes necessary for practical purposes.
C. Preconditioned GMRES
As previously mentioned, in order to enhance the convergence performance of GMRES solver for complicated linear systems, it is necessary to apply preconditioning. In principal preconditioning is to solve a modified linear system which is relatively better conditioned than the original system. Equation (4) shows the modified system using right-preconditioning. (4) is an approximation to matrix A which has simpler structure and better condition number and consequently is easier to invert. If M is a good approximation to A, becomes close to identity matrix, increasing the performance of the linear solver. We have chosen to use a matrix-free implementation of flexible GMRES (FGMRES). FGMRES satisfies the residual norm minimization property over the preconditioned Krylov subspace like standard GMRES, but allows variation in the preconditioner! As a preconditioner, we use LU-SGS, an iterative linear solver that has recently received a fair amount of attention both as a preconditioner and as a solver 16, 20 , and has been shown to be more efficient than ILU in some cases. 16, 19 
D. Jacobian Matrix Approximation
Unlike the original linear system matrix A, the preconditioner matrix, M, must be built explicitly. We compute an approximate form of the first-order Jacobian matrix, reducing the size and complexity of the preconditioner matrix M. To build the Jacobian (preconditioner matrix) we first define the residual for a typical cell in terms of flux functions at the control volume faces. For the cell "i" with the direct neighbors of , and ( 
American Institute of Aeronautics and Astronautics The next step is taking derivative of the residual function respect to the solution vector of U at control volume "i" and its neighbors. Eq. (6-1) through Eq. (6-4) represent the row "i" entries of the Jacobian matrix. Here, we only consider the first neighbors as the Jacobian matrix is being computed to the first order of accuracy.
The fluxes at control volume faces are calculated based on Roe's flux formula; 17 for example, for the face between cell "i" and its neighbor, cell " ", the flux function can be expressed by Eq. (7).
Therefore the flux function derivative terms in Eq. (6-1) through Eq. (6-4) simply can be computed by ignoring changes in Ã matrix. Equation (8-1) and Eq. (8-2) show examples of such derivatives.
E. Start up process and Newton-GMRES iteration
As convergence performance and stability of the Newton-GMRES technique, especially for compressible flows, are quite sensitive to the start up, we have to do several implicit iterations before switching to Newton-GMRES iteration. Equation (3-2) is used for implicit pre-iterations. For the Left hand side we use the approximate first order Jacobian, while the residuals in the right hand side are being computed to the right order of accuracy. The LU-SGS algorithm is used as a liner solver for these pre-iterations. Then we switch to Newton-GMRES iteration; at this stage the t I ∆ term in Eq. (3-2) is removed (i.e. taking infinite time step). GMRES is used to solve the resultant linear system at each Newton iteration. However completely solving the linear system at each Newton iteration does not necessarily accelerate overall convergence. Because of the non-linearity of the equations, Newton iteration would not accurately represent the solution and solving the system completely would result in excessive but not helpful computations. Wasted computation can be reduced by using Inexact-Newton method, 11 . Multiple GMRES inner iterations at each Newton outer iteration are applied to decrease the residual of the linear system by some factor American Institute of Aeronautics and Astronautics using restart. Our experience (at least with the presented test cases) shows that normally GMRES iteration without restart would provide us enough drop in residual of the linear system. Therefore we perform one GMRES iteration per Newton iteration. With this approach we do not achieve the quadratic convergence rate of Newton method but we do reach convergence in less CPU-Time.
IV. Results
To investigate the convergence performance and robustness of the purposed GMRES solver with a higher order unstructured discretization, different supersonic flow cases have been studied. Here for brevity, we present two of them which show the general convergence behavior of our numerical experiments. The first test case (Fig. 2) is a supersonic duct with a 12.5 (deg) ramp. The ramp starts at x=0.04m and ends at x=0.22m. The total length of the duct is 1.2m and has a height of 0.3m at the inlet section. The inflow Mach number is equal to 2. We have used a coarse mesh of 1578 control volumes for this case with some refinement at the ramp's start and end points to capture the shock and expansion waves properly at those locations. The second test case is a Diamond airfoil (15% thickness) with 7722 control volumes. We use 80 control volumes along the chord with the proper refinement at leading and trailing edges and also apex of the airfoil (Fig. 3) . The far field Mach number is again 2 and the angle of attack is zero. For both cases, 300 implicit pre-iterations have been performed with the starting CFL=1.0 which increases gradually to 100, and a fixed Krylov-subspace size of 40 is used.
F. Supersonic duct
The residual convergence history both in terms of CPU-Time and residual evaluations has been shown in Fig. 4 and Fig. 5 . GMRES-LUSGS decreases the residual by 10 order of magnitude in 16 iterations for 2 nd order and 17 iterations for 3 rd order. For both orders of accuracy, L2-norm of the residual is reduced by 10 orders of magnitude in 1000 residual evaluations. However as each residual evaluation for the 3 rd order discretization is more expensive than for 2 nd order, the 3 rd order CPU-time is larger. Table 1 shows the summary of the convergence performance for this case. 
G. Diamond airfoil
Supersonic flow field around the diamond airfoil has been computed, using second and third order discretization. The convergence summary is shown in Table. 2. This is the case that actually using higher-order discretization has improved the overall performance of the computation, and both CPU-Time and number of residual evaluations for the 3 rd order discretizaton are less than these quantities for the 2 nd order discretization. Figure 6 and Fig. 7 demonstrate residual convergence history in terms of CPU-Time and residual evaluations respectively. Steeper slope for the 3 rd order scheme in Fig. 7 means the linear system arising from the 3 rd order discretization at each GMRES (Newton) iteration is a better representative for the original non-linear system. Figure 8 shows convergence history in terms of iteration number. The first 300 iterations are implicit pre-iterations, taking just small portion of CPU-Time (Fig. 6) . They do not decrease the residuals, but they are necessary for the start up. Figure. 9 compares computed and the exact pressure coefficient over the surface along the chord of the airfoil. Except the overshoot (at the leading edge) and undershoot (at the apex), agreement with the exact solution is reasonably good. It is expected by adding limiter to the present scheme these over and under shoots would be cured considerably. Figure 10 and Fig.  11 display Mach contours of the flow filed for the 2 nd and 3 rd order discretizations. The captured shock waves at leading and trailing edges and the expansion fan at the apex of the airfoil are clearly visible. The quality of the American Institute of Aeronautics and Astronautics captured discontinuities and high gradient regions in the flow field is noticeably better for the 3 rd order discretization respect to the 2 nd order case. 
V. Conclusion
A preconditioned matrix-free LUSGS-GMRES algorithm has been presented for higher-order computation of solution of 2D Euler equations. The results show that LUSGS-GMRES works almost as efficiently for the third order discretization as for the second order one. In fact it showed that in some cases, convergence rate can be increased using higher-order discretization. We are currently working on extension of the proposed approach for the 4 th order discretization, followed by a detailed study of solution accuracy and resource requirements for all orders of accuracy. 
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