Abstract: In a wide category of embedded systems, sensors, controllers and actuators are located in distant locations. To ensure the control functions, these components need to be interconnected. Usually, communication networks are chosen to support the required communication exchange. In the context of the automotive industry, the Controller Area Network (CAN) bus is widely used because of its interesting properties. In theory, a CAN network can ensure real-time communications, when no transmission errors are detected. However, an increasing number of applications are sharing this bus, generating jitter and delays on the exchanged messages, which can degrade the performance of control applications. In this paper, the distributed implementation of an active suspension controller is modelled in Simulink thanks to the use of the toolbox TrueTime. The network traffic is generated using the well-known SAE benchmark. Using this simulation model, the control performance of the active suspension system is studied as a function of the available network bandwidth.
INTRODUCTION
When designing the control laws, the control engineer usually assumes equidistant sampling and actuation (Åström and Wittenmark, 1997) . In practise, these assumptions are not met by the implementations of the control laws. In fact, the computations are generally mapped into tasks, which are executed by the real-time operating systems. These tasks are subject to hard realtime constraints ensuring that they finish their execution before a specified deadline. However, ensuring that a task finishes before its deadline does not guarantee that sampling and actuation actions are performed at precise time instants (Martí, 2002) . From a control point of view, the implementation introduces varying input output delays and jitter. Furthermore, when the sensors, the actuators and the controllers of the embedded application are located in distant nodes and interconnected using a communication network, delays and jitter may become more important. Delays and jitter usually degrade the performance of the controlled system and may in extreme cases cause its instability ( (Cervin et al., 2003) and (Ben Gaid, Ç ela and Kocik, 2004) ). A simple way of coping with these problems is to choose conservative sampling frequencies. In general, control performance degradations due to delays and jitter are less important when the sampling frequency is increased (see (Seto et al., 1996) and the case study in (Sanfridson, 2004) ). However, in the context of embedded systems, and due to economic V ξ4 x ξ4 Fig. 1 . The suspension system model and embeddability considerations (i.e. low production cost and small footprint requirements), increasing the sampling frequency may not be possible because the computing and communication resources are subject to resource limitations. When a control application needs to be implemented on a limited resource platform, new design approaches are required. A promising approach to address this problem is the co-design of the control and real-time implementation (Årzén and Cervin, 2005) .
In this paper, an active suspension controller, based on a 4-wheels 7 degrees of freedom model is considered, following the classical design methodology of (Chalasani, 1986) . Using the Matlab / Simulink based simulator TrueTime (Andersson et al., 2005) , the control performance of its distributed implementation is studied, as a function of the network bandwidth. In order to estimate the true effects of the delays and jitter resulting from the use of a shared CAN bus, the network load induced by the other applications using the bus is generated according to the SAE benchmark (Tindell and Burns, 1994) . The aim of this approach is to choose the most efficient implementation platform for a given control application at early design stages in order to reduce the amount of work which is required at the calibration phase, which is very costly in terms of money and time. Evaluating at early stages the performance of a given implementation may lower the number of reiterations of the development cycle, which might be performed in order to correct the control degradations resulting from the implementation choices. This leads to the reduction of development cost and time.
THE SUSPENSION CONTROL SYSTEM
In this work, a four-wheels seven degrees of freedom model (figure 1) that was adopted from (Chalasani, 1986 ) is considered. In this model, the sprung mass (which models the car body), is free to heave, roll and pitch. Note that roll and pitch angles are assumed to be small in order to obtain a linear model. The suspension system connects the car body to the four wheels (front-left, frontright, rear-left and rear-right unsprung masses), which are free to bounce vertically with respect to the sprung mass. A suspension element consists of a spring, a shock absorber and a hydraulic actuator at each corner. The shock absorbers are modeled as linear viscous dampers, and the tires are modeled as linear springs in parallel to linear dampers. The details of the control design can be found in (Chalasani, 1986) .
THE DISTRIBUTED IMPLEMENTATION OF THE SUSPENSION SYSTEM
The considered controller is based on the fullvehicle model and is implemented on a central processor. In order to estimate the state of the suspension, suspension deflections and unsprung mass velocities of the four corners are sent to the main controller through the CAN. After receiving these measures and computing the control law, the controller sends the control commands to four hydraulic actuators located on the vehicle's corners through the CAN bus. The suspension nodes are synchronized so that the acquisition is performed at the same instant. The computations and the actuations are event triggered. In the next section, these implementation choices will be relaxed and the impact of these relaxations will be studied.
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Trans. Brak. ECUs of the car which send the messages over the CAN Bus, which is modelled by the block (CAN BUS). Each ECU is simulated using a TrueTime Kernel Block. The CAN bus is simulated using a TrueTime Network Block.
In order to evaluate in an accurate way the effects of the use of a shared CAN bus in the control of the suspension system, a model of the bus traffic have to be used. To this end, the network traffic generated by the other nodes was chosen according to the SAE Benchmark (SAE, 1993) . The SAE Benchmark describes the information exchange between seven sub-systems of a prototype electric vehicle. The information which is exchanged is described by a set of 53 signals. A signal may be periodic (P) or sporadic (S) and consequently characterized by a period or a minimum inter-arrival time (both designed by T), a relative deadline (D), the source sub-system and the destination subsystem. The seven subsystems are the battery, the vehicle controller (V/C), the inverter/motor controller (I/M C), the instrument panel display (INS), the driver inputs (Driver), the brakes and the transmission (Trans.) control. The simulated architecture is given is figure 2. An overview of the simulated implementation model in TrueTime is given in figure 3 . The implementation model was described hierarchically. It contains 12 TrueTime Kernel Blocks modelling the involved ECUs and 1 TrueTime Network Block modelling the CAN bus. The modelling of the sub-system block (SENSORS/ACTUATORS), which contains the 4 ECUs performing the sensing and actuation (S/FL, S/FR, S/RL and S/RR) is described in figure 4 The 53 signals given the SAE benchmark can be found in (Tindell and Burns, 1994) . The signals which are exchanged between the distributed components of the suspension control system are listed in table 1.
There are different ways of mapping of the specified signals to CAN messages. In this paper, the work of (Tindell and Burns, 1994 ) was adopted. In this approach, periodic signals are grouped into the same message if they have the same period and deadline. Server mechanisms are used to transform sporadic messages to periodic ones and to ensure the respect of the deadlines. Using the same approach to the suspension system signals, deflection and velocity measures are grouped into the same message. The control commands to the four actuators can also be grouped into the same message and broadcasted. Table 2 gives the mapping of signals to messages according to this strategy
SIMULATION RESULTS
In order to evaluate the performance of the suspension and its implementation, the left side of the car is subjected to a "chuck hole" road disturbance (Chalasani, 1986) at the speed of 40 km/h, illustrated in figure 5. Simulation results are depicted in figures 6, 7 and 8. They indicate a significant improvement in the control performance of the active suspension with respect to the passive suspension. The control performance resulting from the use of the distributed architecture presents a slight degradation with respect to the ideal simulation. In order to understand the reasons behind this degradation, the network schedule is considered. Observing suspension measures messages (nodes 8 to 11), it can be seen that they present variable time delays, which are due to the use of the network by nodes with higher priority. Note that in these simulations, and in order to respect the hard deadlines of all the messages, network bandwidth was fixed to 250kbps. With this bandwidth, the total utilization of the network is 47 %. In order to evaluate the effects of the network bandwidth and suspension nodes synchronization on the control performance, table 3 is constructed. The control performance is measured by the linear quadratic cost functional (which was used to derive the control law according to the LQR method). First, the impact of the network bandwidth on control performance is studied, assuming From 250 kbps to 1 mbps, all the messages are scheduled before their deadlines. The control performance shows very slight improvements when the network bandwidth increases. Finally, in order to study the impact of the suspension nodes synchronization on the control performance, the preceding study is re-performed assuming that suspension nodes are not synchronized (sampling of the plant is performed periodically but with different offsets between the 4 sensor nodes). The results indicate that for a given network bandwidth, suspension performance is worst when the node are not synchronized Table 3 . Control performance versus network bandwidth
