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We prove an upper bound on the conditional mutual information of Gibbs states of one-
dimensional short-range quantum Hamiltonians at finite temperature. We show the mu-
tual information between two regions A and C conditioned on a middle region B decays
exponentially with the square root of the length of B. Conversely, we also prove that any
one-dimensional quantum state with small conditional mutual information in all tripartite
splits of the line can be well-approximated by a Gibbs state of a local quantum Hamilto-
nian. These two results constitute a variant for one-dimensional quantum systems of the
Hammersley-Clifford theorem (which characterizes Markov networks, i.e. probability dis-
tributions which have vanishing conditional mutual information, as Gibbs states of classical
Hamiltonians). The result can be seen as a strengthening – for one-dimensional systems –
of the mutual information area law for thermal states. It directly implies a method to effi-
ciently prepare any one-dimensional Gibbs state at finite temperature by a constant-depth
quantum circuit.
I. INTRODUCTION
A sequence of random variablesX1, . . . , Xn forms a Markov chain ifXi+1 is uncorrelated from
X1, . . . , Xi−1 conditioned on the value of Xi. Markov chains are a central concept in probability
theory, statistics and beyond. In this paper we consider two natural generalizations of the concept
of a Markov chain.
In the first we only require approximate independence from previous random variables, i.e.
Xi+1 should only be almost independent from X1, . . . , Xi−1 conditioned on Xi. One way to make
this notion quantitative is to use the conditional mutual information, defined for every three ran-
dom variables X,Y, Z drawn from the distribution p(X,Y, Z) as
I(X : Z|Y )p := H(XY )p +H(Y Z)p −H(XY Z)p −H(Y )p, (1)
with H(X)p := −
∑
xi∈X pX(xi) log pX(xi) the Shannon entropy of the marginal distribution on
X . The conditional mutual information can also be written as
I(X : Z|Y )p = EY∼p(Y )I(X : Z)py , (2)
with py(X,Y ) the conditional distribution of X and Z given Y = y. Thus if I(X : Z|Y )p is small,
X andZ are almost uncorrelated conditioned on Y . We sayX1, . . . , Xn is a ε-approximate Markov
chain if
I(X1, . . . , Xi−1 : Xi+1, . . . , Xn|Xi) ≤ ε ∀i ∈ [n]. (3)
In the second, instead of considering random variables distributed according to a probabil-
ity distribution p(X1, . . . , Xn), we consider a n-partite quantum state given by a density matrix
ρA1,...,An ∈ D(HA1 ⊗ . . . ⊗ HAn) 1. The quantum conditional mutual information of a tripartite
1 D(HA1 ⊗ . . .⊗HAn) is the set of density matrices over the vector spaceHA1 ⊗ . . .⊗HAn .
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2state ρABC is defined as
I(A : C|B)ρ := S(AB)ρ + S(BC)ρ − S(ABC)ρ − S(B)ρ, (4)
with S(X)ρ := −Tr(ρX log ρX) the von Neumann entropy of subsystem X . Quantum states sat-
isfying I(A : C|B)ρ = 0 are analogues of Markov chains of three variables in the sense that there
is a choice of a projective measurement in the B system for which the post-measured state on A
and C is uncorrelated (i.e. product) for every possible outcome [1]. A multipartite quantum state
ρA1,...,An is a quantum Markov chain if
I(A1, . . . , Ai−1 : Ai+1, . . . , An|Ai)ρ = 0 ∀i ∈ [n]. (5)
The object of study in this paper is a combination of both generalizations. We are interested
in quantum approximate Markov chains. Such concept is already non-trivial for tripartite quantum
states ρABC . We can say ρABC forms a quantum ε-approximate Markov chain if
I(A : C|B)ρ ≤ ε. (6)
However there is no quantum analogue of Eq. (2) [2] and therefore it is unclear if the definition
above is meaningful. A recent result in quantum information theory reveals its meaning [3]. It
shows that
I(A : C|B)ρ ≥ min
∆:B→BC
−2 logF (ρABC ,∆B→BC(ρAB)), (7)
where the minimum is over all quantum channels ∆ mapping D(HB) to D(HB ⊗ HC), and
F (ρ, σ) := Tr((σ1/2ρσ1/2)1/2) is the fidelity. Thus if the conditional mutual information is small, A
is only correlated to C through B up to a small error, in the sense that C can be approximately re-
covered given the information contained in B only. We say ρA1,...,An is a quantum ε-approximate
Markov chain if
I(A1, . . . , Ai−1 : Ai+1, . . . , An|Ai)ρ ≤ ε ∀i ∈ [n]. (8)
A. The Hammersley-Clifford Theorem
In this paper we will be interested in finding a structural characterization of quantum approxi-
mate Markov chains. Our motivation is a powerful result in statistics called Hammersley-Clifford
Theorem [4]. It states that Markov chains (and more generally Markov networks 2), in which all
elements of the distribution are non-zero, are equivalent to the set of Gibbs (thermal) states of
2-local (nearest-neighbor) Hamiltonians:
p(X1 = x1, . . . , Xn = xn) =
1
Z
exp
(
−
∑
i
hi(xi, xi+1)
)
, (9)
for functions hi : R2 → R, with
Z :=
∑
x1,...,xn
exp
(
−
∑
i
hi(xi, xi+1)
)
(10)
2 A Markov network is a generalization of a Markov chain given by random variables XV1 , . . . , XVk defined on the
vertices V1, . . . , Vk of a graph, such that XVi is uncorrelated from all other random variables conditioned on the
random variables {XVj}j∼i associated to neighboring vertices.
3the partition function 3.
In Refs. [5, 6], the Hammersley-Clifford theorem was generalized to quantum Markov chains
(and Markov networks): A full rank quantum state ρA1...An is a quantum Markov chain if, and
only if, it can be written as
ρ =
exp(−∑i hi,i+1)
Tr(exp(−∑i hi,i+1)) , (11)
where each hi,i+1 only acts on subsystems Ai, Ai+1, such that [hi,i+1, hj,j+1] = 0 for all i, j. There-
fore we have a characterization of full rank quantum Markov chains as Gibbs states of 1D com-
muting local quantum Hamiltonians 4.
The characterization above only involves a very special set of quantum Hamiltonians. A natu-
ral question is whether there is a setting for which we get the set of all 1D quantum Gibbs states.
The main result of this paper answers the question in the affirmative: we prove that quantum
approximate Markov chains are equivalent to Gibbs states of one-dimensional local quantum
Hamiltonians.
Notation: In the following, we consider a 1D quantum spin system Λ with n spins. We assume
that each local subsystem Hi corresponding to spin i has the finite dimension d < ∞. We denote
the operator norm of an operator V by ‖V ‖, and the trace norm of V by ‖V ‖1. We say that the
support of V is X if an operator V on Λ can be written as
V = VX ⊗ idXC , (12)
i.e., the tensor product of some non-trivial operator VX on the spins in a regionX and the identity
operator acting on (the spins in) the complement of X (which we denoted by Xc). We will denote
the support of an operator V by supp(V ).
Consider a disjoint tripartition ABC of Λ, where A and C are indirectly connected through B.
We denote by d(A,C) the minimum distance between A and C. If B is connected, d(A,C) = |B|.
We consider short-range Hamiltonians in Λ given by HABC =
∑
i hi, where each hi is bounded
and supp(hi) acts on r < ∞ neighboring spins around the spin i. We also consider a restricted
Hamiltonian HX on a region X ⊂ Λ = ABC, defined as
HX =
∑
supp(hi)⊂X
hi , (13)
i.e., the sum of interactions acting on spins sitting inside of X . The Gibbs state ρHX of the Hamil-
tonian HX is defined as
ρHX =
e−βHX
ZX
, (14)
where ZX = Tr[e−βHX ] is the partition function. The reduced state of the Gibbs state on a subre-
gion Y ⊂ X is denoted by ρHXY .
3 For Markov networks, in turn, the Hamiltonian is a sum of local functions of variables on all cliques of the graph.
4 In Ref. [6] a more general result was shown for quantum Markov networks. In contrast to the classical case, positive
(i.e. full rank) quantum Markov networks are only equivalent to Gibbs states of commuting local Hamiltonians with
terms on the cliques of the graph if the graph is triangle free.
4II. RESULTS
In this section we present the main results of this paper. Le l0, C, c > 0 be universal constants
(which can be taken to be less than 100). Our first result is the following theorem (see Section III
for the proof):
Theorem 1. LetH =
∑
i hi be a short-range one-dimensional Hamiltonian with ‖hi‖ ≤ 1. For an inverse
temperature β > 0, let ρH,β := e−βH/Tr(e−βH). Then for every tripartite split of the lattice ABC, there
exist a quantum channel ΛB→BC : HB → HB ⊗HC such that
‖ρH,β − ΛB→BC(trC(ρH,β))‖1 ≤ e−q(β)
√
d(A,C) (15)
for any d(A,C) ≥ l0, with q(β) = Ce−cβ .
The theorem above states that if we choose the region B sufficiently large, the Gibbs state can
be approximately recovered from the partial trace over C by performing a recovery map on B. In
turn, the statement implies the corresponding conditional mutual information decays similarly:
Corollary 2. Under the setting of Theorem 1,
I(A : C|B)ρH,β ≤
(
d(A,C) + 3q(β)−2d(A,C)−1/2
)
e−q(β)
√
d(A,C). (16)
Our second main result is a converse to Theorem 1. For two quantum states ρ, σ, define their
relative entropy as
S(ρ‖σ) := Tr(ρ(log ρ− log σ)). (17)
if supp(ρ) ⊂ supp(σ), and S(ρ‖σ) := +∞ otherwise (Here “supp(ρ)” is the subspace spanned by
eigenvectors of ρ with nonzero eigenvalues).
In Section IV we prove:
Theorem 3. Let ρA1,...,An be an quantum ε-approximate Markov chain. Then there exists a local Hamil-
tonian H =
∑
i hAi,Ai+1 , with hAi,Ai+1 only acting on AiAi+1, such that
S
(
ρ
∥∥∥∥ e−HTre−H
)
≤ εn. (18)
We note that the result is only non-trivial when ε < 1/n. From the relation
S(ρ‖σ) ≥ −2 logF (ρ, σ), (19)
we find that the state ρ is also close in fidelity to a Gibbs state of a local model.
Theorem 1 shows that any 1D Gibbs state of a short-range Hamiltonian is a quantum approxi-
mate Markov chain. Conversely, Theorem 3 shows that any 1D state which is a quantum approx-
imate Markov chain can be well-approximated by 1D Gibbs state of some short-range Hamilto-
nian. Therefore the combination of the two results gives as a variant of the Hammersley-Clifford
theorem for quantum approximate Markov chains. Below we discuss two implications of the
results:
5A. Saturation Rate of Area Law for 1D Gibbs States
In Ref. [7], it is shown that the Gibbs state of a short-range Hamiltonian obeys an area law in
terms of the mutual information. For instance, for any Gibbs state ρ of a short-range Hamiltonian
on a lattice, it holds that [7]
I(A : Ac)ρ ≤ 2βJ |∂A| , (20)
where J is a constant only depending on the locality of H and the norm of the local interactions.
When the system is one-dimensional the upper bound is a constant.
Consider a one-dimensional spin chain. Let A be some connected region, and Bl := b1 . . . bl
be a region composed of sites bi surrounding A. Due to the monotonicity of mutual information
under the partial trace,
I(A : Bl)ρ ≤ 2βJ |∂A| (21)
holds for any sufficiently large l. Corollary 2 goes one step further and quantifies the rate at which
I(A : Bl)ρ saturates when l grows. Indeed:
I(A : Bl+1)− I(A : Bl) = I(A : bl+1|Bl) ≤ Cle−c
√
l, (22)
for constants C, c > 0.
Therefore, the mutual information of a 1D Gibbs state saturates quickly with an increasing
region B.
B. A Short Depth Representation of 1D Gibbs states
Theorem 1 also has the following consequence:
Corollary 4. The Gibbs state of any local Hamiltonian in one dimension can be well-approximated by a
depth-two (mixed) circuit with each gate acting on O(log2(n)) qubits.
In more detail, there is a quantum operation of the form
∆ =
(⊗
i
∆2,i
)(⊗
i
∆1,i
)
, (23)
with each quantum channel ∆k,i acting on O(eO(β) log2(n/ε)) sites, with ∆k,i and ∆k,j acting on non-
overlapping sites for i 6= j, such that ∥∥∥∥∆(τ)− e−βHTr(e−βH)
∥∥∥∥
1
≤ ε, (24)
with τ the maximally mixed state.
An earlier result [8] proved that 1D Gibbs states of local Hamiltonians at finite constant temper-
ature can be approximated by a matrix product operator of polynomial bond dimension, which
implies they can be constructed efficiently on a quantum computer. However this result does not
give that the state can be constructed by a short depth quantum circuit, as Corollary 4 shows.
6C. Higher Dimensions: A Conjecture
The quantum Hammersley-Clifford theorem holds for more general class of Markov networks
such as regularD-dimensional lattices. In this case, a partitionABC of the system is chosen so that
A and C are separated by B (Figure 1). We say B shields A from C. Due to this observation, we
expect that Gibbs states of short-ranged Hamiltonians obey fast decay of the conditional mutual
information in D-dimensional systems as well. We have the following conjecture:
Conjecture 1. Let ρ be a Gibbs state of a short-ranged Hamiltonian defined on a D-dimensional spin
lattice. Then, there exist constants C, c > 0 such that for every three regions A,B,C with B shielding A
from C,
I(A : C|B)ρ ≤ Ce−cd(A,C) (25)
We will discuss a partial result towards the conjecture in Sec. III E. Note that when D = 1, this
conjecture gives an improved bound. It turns out that the area law for mutual information implies
a weak version of the conjecture. Consider a Gibbs state in the infinite volume limit (as a KMS
state). Let A be a region of the lattice and Bl be a ring around A of width l. Then we know that
for every l [7]:
I(A : Bl) ≤ cβ|∂A|. (26)
By the data processing inequality, I(A : Bl) is monotonically increasing with l. Therefore for every
ε > 0 there is an integer l s.t.
I(A : Bl+1)− I(A : Bl) ≤ ε, (27)
which can be written as
I(A : C|Bl) ≤ ε, (28)
with C := Bl+1\Bl.
We can also ask whether Theorem 3 can be extended to higher dimensions, i.e. is any state on
a D-dim lattice with small I(A : C|B) for B shielding A from C close to thermal? Although we
do not know any counter-example, we also could not find any partial result in this direction.
𝑪 
𝑨 
𝑩 
FIG. 1: An example of a 2D lattice with a partition ABC. We expect that the conditional mutual information
I(A : C|B)ρ for any Gibbs state decays fast with respect to d(A,C).
7III. APPROXIMATE MARKOV PROPERTY OF 1D QUANTUMGIBBS STATES
In this section, we provide a proof of Theorem 1. A key point of the proof is that if a short-range
Hamiltonian changes locally, the corresponding Gibbs state also changes locally. To obtain oper-
ators representing changes of the Gibbs state, we employ quantum belief propagation equations
which have been studied in [9, 10]. We discuss another approach based on the results of Ref. [11]
in Appendix A.
A. Perturbative analysis of Gibbs states
Let us consider an one parameter family of a Hamiltonian H under a perturbation by V
H(s) = H + sV , (29)
where 0 ≤ s ≤ 1. The effect on the Gibbs state due to a small change of s can be computed through
a differential equation given by [9, 10]
d
ds
e−βH(s) = −β
2
{
e−βH(s),ΦH(s)β (V )
}
. (30)
Here, the operator ΦH(s)β (V ) is defined by
Φ
H(s)
β (V )ij := Vij f˜β(Ei(s)− Ej(s)) (31)
in energy eigenbasis of the Hamiltonian H(s) =
∑
iEi(s)|i〉〈i| (each |i〉 depends on s as well
as Ei(s)), where f˜β(ω) =
tanh(βω/2)
βω/2 . By using the Fourier transform fβ(t) =
1
2pi
∫
dωf˜β(ω)e
iωt,
Φ
H(s)
β (V ) is written as the integral of filtered time-evolutions of V , that is,
Φ
H(s)
β (V ) =
∫ ∞
−∞
dtfβ(t)e
−iH(s)tV eiH(s)t . (32)
By computing the solution of Eq. (30), we obtain that
e−βH(1) = Oe−βH(0)O† , (33)
where the operator O is defined as
O = T Exp
[
−β
2
∫ 1
0
ds′ΦH(s
′)
β (V )
]
(34)
=
∞∑
n=0
(
−β
2
)n ∫ 1
0
ds′1
∫ s′1
0
ds′2 · · ·
∫ s′n−1
0
ds′nΦ
H(s′n)
β (V ) · · ·ΦH(s
′
1)
β (V ) , (35)
with T the time-ordering operation. Since we have dtfβ(t) = dtβ f1( tβ ), it holds that∥∥∥ΦH(s)β (V )∥∥∥ = ∥∥∥∥∫ ∞−∞ dt′f1(t′)e−iβH(s)t′V eiβH(s)t′
∥∥∥∥ (36)
≤ ‖V ‖
∣∣∣∣∫ ∞−∞ dt′f1(t′)
∣∣∣∣ = ‖V ‖ . (37)
8The integral in the last equality can be calculated through the series expansion of tanh(x)/x ,
which is written as
tanh(x)
x
=
∞∑
k=0
2
x2 +
(
k + 12
)2
pi2
. (38)
The upper bound of ‖ΦH(s)β (V )‖ implies the upper bound of the operator norm of O that is given
by
‖O‖ ≤ eβ2 ‖V ‖ . (39)
Since the Hamiltonian defined on a many-body system is short-ranged, we can restrict the
time-evolution of a local operator by using the Lieb-Robinson bound [12]. Suppose that H is a
Hamiltonian obeying the Lieb-Robinson bound, and OA and OB are observables supported on
local regions A and B, respectively. One convenient representation of the Lieb-Robinson bound
for these operators is formulated as follows.∥∥[OA, e−iHtOBeiHt]∥∥ ≤ c‖OA‖‖OB‖min(|A|, |B|)ec′(vt−d(A,B)) , (40)
where c, v ≥ 0, c′ > 0 are constants. Assume that H(0) is a short-range Hamiltonian and supp(V )
is some connected local region. ThenH(s) obeys the Lieb-Robinson bound for all 0 ≤ s ≤ 1. Since
fβ(t) decays fast in |t|, the Lieb-Robinson bound implies that the effective support of ΦH(s)β (V )
can be restricted to a local region Vl, which contains all sites within some distance l from supp(V ).
More precisely, there exist positive constants c′ and v, which is determined by H(s), such that [10]∥∥∥ΦH(s)β (V )− TrVcl [ΦH(s)β (V )]⊗ 1IVcl ∥∥∥ ≤ c′‖V ‖e− c′l1+c′vβ/pi . (41)
We also define the integral of the restricted operator in Eq. (41) as
OVl := T Exp
[
−β
2
∫ 1
0
ds′TrVcl
[
Φ
H(s′)
β (V )
]
⊗ 1IVcl
]
. (42)
This operator is also localized on Vl and approximatesO with good accuracy. Let us choose c′ and
v so that Eq. (41) holds for all 0 ≤ s ≤ 1. Then, it holds that
‖O −OVl‖ ≤
c′β‖V ‖
2
e
(1+c′)β‖V ‖
2 e
− c′l
1+c′vβ/pi . (43)
To prove this, let us first consider some parametrized operators Q(s) and Q˜(s) satisfying
‖Q(s)‖, ‖Q˜(s)‖ ≤ C. Then, it holds that
Q(sn)Q(sn−1) · · ·Q(s1) = Q˜(sn)Q˜(sn−1) · · · Q˜(s1) (44)
+
n∑
j=1
Q(sn) · · ·Q(sj+1)∆jQ˜(sj−1) · · · Q˜(s1) (45)
where ∆j = Q(sj)− Q˜(sj) and ‖∆j‖ ≤ ∆. Therefore, we obtain that
‖Q(sn)Q(sn−1) · · ·Q(s1)− Q˜(sn)Q˜(sn−1) · · · Q˜(s1)‖ ≤ nCn−1∆ . (46)
9Let us choose Q(s) = ΦH(s)β (V ) and Q˜(s) = TrVcl
[
Φ
H(s)
β (V )
]
⊗ 1IVcl . From Eq. (37) and Eq. (41),
their norms are bounded as
‖Q(s)‖, ‖Q˜(s)‖ ≤ ‖Q(s)‖+ ‖Q˜(s)−Q(s)‖ (47)
≤
(
1 + c′e−
c′l
1+c′vβ/pi
)
‖V ‖ (48)
≤ (1 + c′)‖V ‖ . (49)
Therefore, Eq. (46) holds for C = (1 + c′)‖V ‖ and ∆ = c′e−
c′l
1+c′vβ/pi ‖V ‖. By inserting Eq. (46) to the
definitions of O, we obtain Eq. (43).
B. The proof of Theorem 1
For the convenience of the reader, we restate Theorem 1 below.
Theorem 1 Let H =
∑
i hi be a short-range one-dimensional Hamiltonian with ‖hi‖ ≤ 1. For an
inverse temperature β > 0, let ρH,β := e−βH/Tr(e−βH). Then for every tripartite split of the lattice
ABC, there exist a constant l0 > 0 and a quantum channel ΛB→BC : HB → HB ⊗HC such that
‖ρH,β − ΛB→BC(trC(ρH,β))‖1 ≤ e−q(β)
√
d(A,C)
for any d(A,C) ≥ l0, with q(β) = Ω(e−Θ(β)).
The proof of Theorem 1 consists of three steps. In the first step, we show that there exists a CP-
map which recovers the Gibbs state from the reduced state with exponentially good accuracy. In
the second, we normalize the CP-map to make it trace non-increasing i.e. we show the existence
of a quantum operation which succeed to recover the Gibbs state with some probability. We also
show that the success probability is a constant of system size. Finally, we construct a CPTP-map
from the probabilistic operation by employing a repeat-until-success strategy in the third step.
Let us begin with the following lemma.
Lemma 5. For any 1D Gibbs state ρHABC of a short-range Hamiltonian on a system with a partitionABC
such that l := d(A,C)/2 > r, there exists a CP map κB→BC , non-negative constants c′ and v such that
‖ρHABC − κB→BC(ρHABCAB )‖1 ≤ C1(β)e−q1(β)l , (50)
where C1(β) is a non-negative constant and q1(β) = c
′
1+c′vβ/pi , as defined in Eq. (41).
Proof. Without loss of generality, we consider in the case of r = 2, i.e., nearest-neighbor inter-
actions. Assume that d(A,C) = |B| and |B| is even. We split region B into left hand side BL
and right hand side BR so that each part has size l and touches only either A or C. We de-
fine HBM = hi,i+1 as the term in the Hamiltonian which acts on both BL and BR. We denote
‖HBM ‖ = J .
Remark 6. For general short-range Hamiltonians, d(A,C) should be sufficiently large so that no inter-
action term in H acts on both A and C. Then, we define HBM as the sum of all terms acting on both BL
and BR, and after that, the same argument is applicable. When B consists of a fixed number of connected
regions, each connected component which is neighboring both A and C is divided into two parts as in the
same way. Then, HBM is the sum of all terms acting on both such divided regions.
10
Consider a parametrized HamiltonianHABC(s) = HABL +HBRC +sHBM . Clearly, HABC(1) =
HABC and HABC(0) = HABL +HBRC . Then, we introduce an operator OABC defined as
OABC := T Exp
[
−β
2
∫ 1
0
ds′ΦHABC(s
′)
β (HBM )
]
. (51)
Eq. (33) implies that
e−βHABC = OABCe−β(HABL+HBRC)O
†
ABC . (52)
Therefore, OABC adds the interaction corresponding to HBM to ρ
H
ABL
+H
BRC . We also introduce
the inverse operator O˜ABC , that is given by
O˜ABC := T¯ Exp
[
β
2
∫ 1
0
ds′ΦHABC(s
′)
β (HBM )
]
, (53)
where T¯ denotes the inverse time-ordering operator. OABC and O˜ABC satisfies the following
relation (see e.g., [13])
OABCO˜ABC = O˜ABCOABC = 1IABC . (54)
As Eq. (39) the operator norms of OABC and O˜ABC can be bounded as
‖OABC‖, ‖O˜ABC‖ ≤ e
β
2
‖H
BM
‖ = e
β
2
J . (55)
Importantly, the upper bound is independent of size of A, B and C. From the definitions of OABC
and its inverse, it is not difficult to check that the following identity holds.
ρHABC = OABC
[
TrBRC
(
O˜ABCρ
HABC O˜†ABC
)
⊗ ρHBRC
BRC
]
O†ABC . (56)
From Eq. (43), we know that there exist operators OB and O˜B whose supports are restricted on
B and satisfy
‖OABC −OB‖, ‖O˜ABC − O˜B‖ ≤ c
′βJ
2
e
(1+c′)βJ
2 e−q1(β)l , (57)
where q1(β) = c
′
1+c′vβ/pi for non-negative constants c
′ and v which are chosen as in Eq. (43). Let us
denote
K(β) =
c′βJ
2
e
(1+c′)βJ
2 . (58)
Then, the operator norm of the local operators OB and O˜B can be bounded by
‖OB‖, ‖O˜B‖ ≤ ‖OABC‖+ ‖OABC −OB‖ ≤ e
β
2
J +K(β) , (59)
which is independent of the size of B. Let O˜B|B be the non-trivial part of O˜B acting on B, i.e.,
O˜B = O˜B|B ⊗ 1IAC . (60)
We then define a CP-map κB→BC by replacing OABC(O˜ABC) by local operators OB(O˜B) and re-
moving partial trace over C in Eq. (56), i.e.,
κB→BC(σB) ≡ OB
[
TrBR
(
O˜B|BσBO˜
†
B|B
)
⊗ ρHBRC
BRC
]
O†B . (61)
11
Let us denote
X1 = TrBRC
(
O˜ABCρ
HABC O˜†ABC
)
⊗ ρHBRC
BRC
, (62)
and
X2 = TrBR
(
O˜B|Bρ
HABC
AB O˜
†
B|B
)
⊗ ρHBRC
BRC
. (63)
For any state σABC , Eq. (57) implies that
‖X1 −X2‖ =
∥∥∥TrBRC (O˜ABCσABCO˜†ABC)⊗ ρHBRCBRC − TrBR (O˜B|BσABO˜†B|B)⊗ ρHBRCBRC ∥∥∥1 (64)
=
∥∥∥TrBRC (O˜ABCσABCO˜†ABC)− TrBRC (O˜BσABCO˜†B)∥∥∥
1
(65)
≤
∥∥∥O˜ABCσABCO˜†ABC − O˜BσABCO˜†B∥∥∥
1
, . (66)
Here we used the monotonicity of the trace-norm in the last inequality. To address the calculation,
we use the following spacial case of the Ho¨lder’s inequality:
‖AB‖1 ≤ ‖A‖1‖B‖ . (67)
It implies that ∥∥∥O˜ABCσABCO˜†ABC − O˜BσABCO˜†B∥∥∥
1
(68)
≤
∥∥∥(O˜ABC − O˜B)σABCO˜†ABC∥∥∥
1
+
∥∥∥O˜BσABC(O˜†ABC − O˜†B)∥∥∥
1
(69)
≤
∥∥∥(O˜ABC − O˜B)∥∥∥∥∥∥σABCO˜†ABC∥∥∥
1
+
∥∥∥O˜BσABC∥∥∥
1
∥∥∥(O˜†ABC − O˜†B)∥∥∥ (70)
≤
∥∥∥(O˜ABC − O˜B)∥∥∥∥∥∥O˜†ABC∥∥∥+ ∥∥∥O˜B∥∥∥∥∥∥(O˜†ABC − O˜†B)∥∥∥ (71)
≤ 2K(β)
(
e
βJ
2 +K(β)
)
e−q1(β)l . (72)
We can bound the difference between the original Gibbs state ρHABC and κB→BC(ρHABCAB ) as
follows. ∥∥∥ρHABC − κB→BC(ρHABCAB )∥∥∥
1
=
∥∥∥OABCX1O†ABC −OBX2O†B∥∥∥
1
(73)
≤
∥∥∥OABCX1O†ABC −OBX1O†B∥∥∥
1
+
∥∥∥OB(X1 −X2)O†B∥∥∥
1
(74)
≤
∥∥∥(OABC −OB)X1O†ABC∥∥∥
1
+
∥∥∥OBX1(O†ABC −O†B)∥∥∥
1
+ ‖(X1 −X2)‖1
∥∥∥O†B∥∥∥2 (75)
≤ ‖OABC −OB‖‖O˜ABC‖2‖OABC‖+ ‖O†ABC −O†B‖‖O˜ABC‖2‖OB‖
+ ‖(X1 −X2)‖1
∥∥∥O†B∥∥∥2 (76)
≤ K(β)
(
e
3βJ
2 + eβJ
(
e
βJ
2 +K(β)
)
+ 2
(
e
βJ
2 +K(β)
)3)
e−q1(β)l (77)
≤ 4K(β)
(
e
βJ
2 +K(β)
)3
e−q1(β)l . (78)
Here we used the fact that ‖X1‖1 ≤ ‖ρHABC‖1‖O˜ABC‖2 = ‖O˜ABC‖2 in the fourth line. Choosing
C1(β) = 4K(β)
(
e
βJ
2 +K(β)
)3
completes the proof.
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Unfortunately, the map κB→BC is in general not a trace non-increasing map, and therefore it
is not physically meaningful. Thus, we normalize κB→BC to make it CP and trace non-increasing
map, i.e. a probabilistic quantum operation. We show that the success probability of the normal-
ized map is given by a constant of system sizes.
Lemma 7. Under the setting of lemma 5, there exists a CP and trace non-increasing map Λ˜B→BC such
that for any l ≥ l0(β) ≡
⌈
logC1(β)+1
q1(β)
⌉
= O(β2), it holds that∥∥∥∥∥ρHABC − Λ˜B→BC(ρHABCAB )Tr[Λ˜B→BC(ρHABCAB )]
∥∥∥∥∥
1
≤ C2(β)e−q1(β)l , (79)
where C2(β) =
2C1(β)
(1−e−1) . Moreover, p = Tr[Λ˜B→BC(ρ
HABC
AB )] is a strictly positive constant which is
independent of the size of subsystems A, B and C.
Proof. The maximum eigenvalues λOBmax and λO˜Bmax of O
†
BOB and O˜
†
BO˜B can be bounded by their
operator norms from above. From Eq. (59), the upper bound of these eigenvalues is given by
λOBmax, λ
O˜B
max ≤ (e
βJ
2 +K(β))2 . (80)
Denote the product λOBmaxλO˜Bmax by λmax. Clearly, it has the upper bound given by
λmax ≤ (e
βJ
2 +K(β))4 . (81)
We define a CP and trace non-increasing map Λ˜B→BC as
Λ˜B→BC(σB) =
1
λmax
κB→BC(σB) . (82)
We choose l0(β) as l0(β) =
⌈
logC1(β)+1
q1(β)
⌉
so that C1(β)e−q1(β)l ≤ e−1 < 1 for any l ≥ l0(β). We note
that e−1 can be replaced by any real number which is strictly smaller than 1 by choosing different
l0(β). From Eq. (50), the success probability p can be bounded by
p := Tr[Λ˜B→BC(ρHABCAB )] =
∥∥∥Λ˜B→BC(ρHABCAB )∥∥∥
1
(83)
=
1
λmax
∥∥∥κB→BC(ρHABCAB )∥∥∥
1
(84)
≥ 1
λmax
∣∣∣∥∥ρHABC∥∥1 − ∥∥∥ρHABC − κB→BC(ρHABCAB )∥∥∥1∣∣∣ (85)
≥ 1
λmax
(
1− C1(β)e−q1(β)l
)
(86)
≥ 1
λmax
(
1− 1
e
)
(87)
≥ 1− e
−1
(e
βJ
2 +K(β))4
> 0 . (88)
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The approximation error of the normalized map can be bounded as follows.∥∥∥∥∥ρHABC − Λ˜B→BC(ρHABCAB )Tr[Λ˜B→BC(ρHABCAB )]
∥∥∥∥∥
1
=
∥∥∥∥∥ρHABC − κB→BC(ρHABCAB )‖κB→BC(ρHABCAB )‖1
∥∥∥∥∥
1
(89)
≤
∣∣∣∣∣1− 1‖κB→BC(ρHABCAB )‖1
∣∣∣∣∣ ‖ρHABC‖1 + 1‖κB→BC(ρHABCAB )‖1
∥∥∥ρHABC − κB→BC(ρHABCAB )∥∥∥
1
(90)
≤ C1(β)e
−q1(β)l
1− e−1 +
1
1− e−1C1(β)e
−q1(β)l (91)
≤ 2C1(β)
1− e−1 e
−q1(β)l . (92)
In the third line, we used the fact that∣∣∣‖κB→BC(ρHABCAB )‖1 − 1∣∣∣ ≤ C1(β)e−q1(β)l . (93)
which follows from
1− C1(β)e−q1(β)l ≤ ‖κB→BC(ρHABCAB )‖1 ≤ 1 + C1(β)e−q1(β)l . (94)
Thus, we conclude that lemma 7 holds by choosing C2(β) =
2C1(β)
1−e−1 .
We have shown that there is a probabilistic quantum operation which approximately recovers
a Gibbs state from its reduced state. We are now in a position to prove Theorem 1. Let us assume
that d(A,C) = |B| = 3l2 − l for some l ∈ N. We divide B into B = BlB¯l−1Bl−1...B¯1B1, so that Bl
is touching with A, B1 is touching with C, and for each i, |Bi| = 2l and |B¯i| = l (see Fig. 2). Let us
denote Λ˜Bi→BiB¯i−1...B1C , which is introduced in lemma 7, by Λ˜i and TrB¯iBi...B1C by Tri. Since each
Λ˜i is a CP and trace non-increasing map, we introduce another CP-map E˜i so that Λi = Λ˜i + E˜i
be a CPTP-map. Then, we define CPTP-map ΛB→BC as
ΛB→BC(σB) = Λ˜1(σB) +
(
Λ˜2 +
(
Λ˜3 +
(
· · ·
(
Λ˜l + E˜l
)
Trl−1E˜l−1
)
· · ·
)
Tr2E˜2
)
Tr1E˜1(σB) . (95)
Note that the map
(
Λ˜2 +
(
Λ˜3 +
(
· · ·
(
Λ˜l + E˜l
)
Trl−1E˜l−1
)
· · ·
)
Tr2E˜2
)
is also a CPTP-map. Due
to the assumption of translational-invariance and lemma 7, we obtain that
p := Tr[Λ˜1(ρ
HABC
AB )] = Tr[Λ˜2(ρ
HABC
ABl...B2
)] = · · · = Tr[Λ˜l(ρHABCABl )] > 0 (96)
1− p := Tr[E˜1(ρHABCAB )] = Tr[E˜2(ρHABCABl...B2)] = · · · = Tr[E˜l(ρ
HABC
ABl
)] . (97)
When we input ρHABCAB to ΛB→BC , the output of each map Λ˜i corresponds to the success of the
recovery process at ith step (with probability p) and E˜i corresponds to the failure of the recovery
process (with probability 1 − p). If it fails, we trace out both the recovered system and the buffer
system B¯i, and then, the effect of the failure can be almost neglected. This is guaranteed by the
following lemma, which utilizes the exponential decay of correlation of 1D Gibbs states [11].
Lemma 8. There exists a constant ξ ≥ 0 such that
(1− p)
∥∥∥∥∥Tri(ρHABC )− TriE˜i(ρ
HABC
ABl...Bi
)
(1− p)
∥∥∥∥∥
1
≤ e−l/ξ . (98)
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𝐴 𝐶 𝐵𝑙 𝐵 𝑙−1 𝐵𝑁−1 𝐵 2 𝐵2 𝐵 1 𝐵1 
2𝑙 𝑙 
Apply Λ1 
Success 
Obtain a state ≈ 𝜌𝐻𝐴𝐵𝐶 
Fail Trace out 𝐵 1𝐵1𝐶 & 
apply Λ2  
Success 
Fail 
Trace out 
 𝐵 𝑙−1. . 𝐵1𝐶 & 
apply Λ𝑙   
Success 
⋯ 
Fail Fail 
⋯ 
𝐵 
⋯ 
FIG. 2: A schematic picture of the repeat-until-success method. The “failure” output at the end corresponds
to the CP-map E˜l ◦ Trl−1E˜l−1 · · · ◦ Tr1E˜1.
Proof. Define a correlation function Cor(X : Y )ρ of regions X and Y by
Cor(X : Y )ρ = max‖M‖,‖N‖≤1
|Tr [(M ⊗N)(ρXY − ρX ⊗ ρY )]| . (99)
Consider some CP and trace-decreasing map (1IX ⊗ EY )(ρXY ) =
∑
iEiρXYE
†
i . By lemma 9 of
Ref. [14], it holds that
Cor(X : Y )ρ ≥ Tr[MY ρXY ]‖ρX − σX‖1 , (100)
where MY =
∑
iE
†
iEi and
σX =
1
Tr[MY ρXY ]
TrY [MY ρXY ] = TrY
(1Ix ⊗ EY )(ρXY )
Tr(1Ix ⊗ EY )(ρXY ) . (101)
It has been shown that any 1D Gibbs states with a short-range Hamiltonian obey exponential
decay of Cor(X : Y )ρ [11], i.e., there exist constants c ≥ 0 and ξ > 0 such that
Cor(X : Y )ρ ≤ ce−d(X:Y )/ξ . (102)
Choosing X = ABl...Bi+1, Y = Bi and EY = E˜i proves lemma 8.
Lemma 8 enables us to do an iterative calculation as follows. First we have∥∥∥ΛB→BC(ρHABCAB )− Λ˜1(ρHABCAB ) + (1− p)Λ˜2(ρHABCAB ) (103)
+(1− p)
(
Λ˜3 +
(
· · ·
(
Λ˜l + E˜l
)
Trl−1E˜l−1
)
· · ·
)
Tr2E˜2(ρ
HABC
AB )
∥∥∥
1
≤ e−l/ξ .
Then we can get∥∥∥ΛB→BC(ρHABCAB )− Λ˜1(ρHABCAB ) + (1− p)Λ˜2(ρHABCAB ) + (1− p)2Λ˜3(ρHABCAB ) (104)
+(1− p)2
(
Λ˜4 · · ·Tr4E˜4
)
Tr3E˜3(ρ
HABC
AB )
∥∥∥
1
≤ 2e−l/ξ .
We can proceed as above, where at each ith step, we replace TriEi(ρHABCAB ) by Tri(ρHABC ) using
the triangle inequality. After iterating l − 1 steps, we obtain that∥∥∥∥∥ΛB→BC(ρHABCAB )−
l∑
i=1
(1− p)i−1Λ˜i(ρHABCAB ) + (1− p)l−1E˜l(ρHABCAB )
∥∥∥∥∥
1
≤ (l − 1)e−l/ξ . (105)
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Since
∑l
i=1 p(1− p)i−1 + (1− p)l = 1, it follows that
ρHABC =
l∑
i=1
p(1− p)i−1ρHABC + (1− p)lρHABC (106)
and thus ∥∥∥∥∥ρHABC −
l∑
i=1
(1− p)i−1Λ˜i(ρHABCAB ) + (1− p)l−1E˜l(ρHABCABl )
∥∥∥∥∥
1
(107)
≤
l∑
i=1
p(1− p)i−1
∥∥∥∥ρHABC − 1p Λ˜i(ρHABCABl...Bi)
∥∥∥∥
1
+ (1− p)l
∥∥∥∥ρHABC − 11− pE˜l(ρHABCABl )
∥∥∥∥
1
(108)
≤ {1− (1− p)l}C2(β)e−q1(β)l + 2(1− p)l . (109)
Therefore, by combining Eq. (105) and Eq. (109), finally we obtain that
‖ρHABC − ΛB→BC(ρHABCAB )‖1 ≤ {1− (1− p)l}C2(β)e−q1(β)l + 2e−| ln(1−p)|l + (l − 1)e−l/ξ (110)
≤ C2(β)e−q1(β)l + 2e−| ln(1−p)|l + le−l/ξ . (111)
Here, the probability p can be bounded as in Eq. (88), and thus we have
| ln(1− p)| ≥
∣∣∣∣∣∣∣ln
1− (1− e−1)e−2βJ(
1 + e−
βJ
2 K(β)
)4

∣∣∣∣∣∣∣ ≥
(1− e−1)e−2βJ(
1 + e−
βJ
2 K(β)
)4 = e−Θ(β) , (112)
where the last inequality follows from log(1− x) ≤ −x for x ∈ [0, 1]. If ξ = eO(β), Eq. (111) can be
bounded by
2C2(β)le
−q′(β)l = e−q
′(β)l+ln(2C2(β)l) , (113)
where q′(β) ≥ e−Θ(β). By exchanging l by d(A,C), we complete the proof.
Note that the all arguments are symmetric under exchanging A and C. Therefore, we can
obtain a recovery map from B to AB with a good accuracy as well.
C. Proof of Corollary 2
Proof. Divide C into C = C1∪C2∪ ...∪Cm, wherem is the maximum number such that |Ci| = |B|
for 1 ≤ i < m and each Ci separates Ci−1 from Ci+1 (here, C0 ≡ B).
Theorem 1 and Alicki-Fannes inequality imply that
I(A : Ci|BC1 . . . Ci−1)ρHABC ≤ |B|e−q(β)
√
i|B| (114)
for any i ∈ [1,m]. By the chain rule
I(A : C|B) = I(A : C1|B) + I(A : C2|BC1) + . . .+ I(A : Cm|BC1 . . . Cm−1) , (115)
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we have
I(A : C|B)ρHABC ≤
m∑
i=1
|B|e−q(β)
√
i|B|
≤
(
|B|e−q(β)
√
|B| + |B|
m−1∑
i=1
e−q(β)
√
|B|(i+1)
)
≤
(
|B|e−c
√
|B| +
∫ ∞
1
e−q(β)
√
|B|xdx
)
=
(
1 +
2(1 + q(β)
√|B|)
q(β)2|B|
)
|B|e−q(β)
√
|B|. (116)
D. Proof of Corollary 4
Proof. Consider a splitting of the lattice into consecutive regions A1B1C1A2B2C2 . . . AkBkCk,
where |Aj | = |Bj | = l and |Cj | = 5ξl, for all j, with ξ ≤ exp(cβ) the correlation length of the
Gibbs state. For every i, data processing inequality and Corollary 2 give
I((A1B1C1) . . . (Aj−1Bj−1Cj−1)AjBj+1 : Cj |BjAj+1) ≤ Cle−c
√
l, (117)
for constants C = exp(O(β)) and c = exp(−O(β)). By Eq. (7), there is a channel ∆j : HBjAj+1 →
HBjAj+1Cj s.t.
‖∆j(ρ(A1B1C1)...(Aj−1Bj−1Cj−1)AjBjAj+1Bj+1) − (ρ(A1B1C1)...(Aj−1Bj−1Cj−1)(AjBjCj)Aj+1Bj+1‖1
≤ 2(Cl)1/2e−(c/2)
√
l. (118)
Consider the marginal of the Gibbs state on the C region ρC1...Ck . Using Lemma 20 of [14],
‖ρA1B1A2B2...AjBj − ρA1B1...Aj−1Bj−1 ⊗ . . .⊗ ρAkBk‖1
≤
k∑
i=1
‖ρA1B1...AiBi − ρA1B1...Ai−1Bi−1 ⊗ ρAiBi‖1
≤ 22|Ai|+2|Bi|
k∑
i=1
cor(A1B1...Ai−1Bi−1, AiBi)ρ
≤ ke−l. (119)
Note that each ∆i act on different sites, i.e. they do not overlap. Then
‖∆1 ⊗ . . .⊗∆k(ρA1B1 ⊗ . . .⊗ ρAkBk)− ρA1B1C1...AkBkCk‖1 (120)
≤ ‖∆1 ⊗ . . .⊗∆k(ρA1B1 ⊗ . . .⊗ ρAkBk)−∆2 ⊗ . . .⊗∆k(ρA1B1C1A2B2 ⊗ ρA3B3 ⊗ . . .⊗ ρAkBk)‖1
+ ‖∆2 ⊗ . . .⊗∆k(ρA1B1C1A2B2 ⊗ ρA3B3 ⊗ . . .⊗ ρAkBk)− ρA1B1C1...AkBkCk‖1
≤ ‖∆1(ρA1B1 ⊗ ρA2B2)− ρA1B1C1A2B2‖1
+ ‖∆2 ⊗ . . .⊗∆k(ρA1B1C1A2B2 ⊗ ρA3B3 ⊗ . . .⊗ ρAkBk)− ρA1B1C1...AkBkCk‖1
≤ ‖∆1(ρA1B1A2B2)− ρA1B1C1A2B2‖1 + e−l
+ ‖∆2 ⊗ . . .⊗∆k(ρA1B1C1A2B2 ⊗ ρA3B3 ⊗ . . .⊗ ρAkBk)− ρA1B1C1...AkBkCk‖1
≤ 3(Cl)1/2e−(c/2)
√
l + ‖∆2 ⊗ . . .⊗∆k(ρA1B1C1A2B2 ⊗ ρA3B3 ⊗ . . .⊗ ρAkBk)− ρA1B1C1...AkBkCk‖1.
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The first inequality follows from the triangle inequality, the second from the monotonicity of trace
norm under quantum operations, the third from Eq. (119), and the forth from Eq. (118).
Iterating the argument above we find
‖∆1 ⊗ . . .⊗∆k(ρA1B1 ⊗ . . .⊗ ρAkBk)− ρA1B1C1...AkBkCk‖1 ≤ 3k(Cl)1/2e−(c/2)
√
l (121)
Since k ≤ n, choosing l = O(log2(n/ε)) gives an error bounded by ε.
The depth two circuit is the following: First the state ρA1B1 ⊗ . . . ⊗ ρAkBk is constructed in
parallel. Then the channels ∆1 ⊗ . . .⊗∆k are applied in parallel.
E. Extension to more general graphs
Our proof for 1D spin chains can be generalized to not only 1D systems but also general graphs
with appropriate partitions. For instance, let us consider a tree graph G = (E, V ) with a partition
ABC as depicted in Fig. 3. Since G is a tree, there is a unique path connecting A and C. Then, all
spins in B are classified as (i) spins belonging to the path (ii) descendants of spins on the path
(iii) the rest spins which are separated from the path. We can obtain a coarse grained 1D chain
by regarding each spin on the path and its descendants as one system, and removing all spins in
(iii). Therefore, we can apply the proof in the previous section to this situation as well. Note that
the norm of an interaction term connecting spins on the path is irrelevant to the size of the coarse
grained spins.
𝐴 𝐶 
𝐵 𝑖 
FIG. 3: An example of the region with a partition ABC for a tree graph. Here, B is the set of all spins in
outside of the circles. In the coarse-grain procedure, the descendants of i (the spins in the dashed region)
can be regarded as one large system.
An important point of the above argument is that the success probability of the recovery map
in lemma 7 is bounded by a constant of d(A,C). In general cases, we can consider a partition
ABC which cannot be reduced to 1D systems, such as depicted in Fig. 1. Remember that the
success probability p is in the order Ω(eβ‖HBM ‖). In the case of Fig. 1, HBM is the sum of all
interactions along the perimeter of BL. When considering the repeat-until-success method, the
success probability decays too rapidly, and therefore our strategy does not work.
IV. GIBBS STATE REPRESENTATIONS OF STATES WITH THE APPROXIMATE MARKOV
PROPERTY
In this section, we prove Theorem 3, which can be regarded as the converse to Theorem 1, i.e.
it states that any quantum approximate Markov chain can be approximated by a 1D Gibbs state
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with a short-range Hamiltonian. In the proof, the relationship between the maximum entropy
principle and Gibbs form plays an important role. We first review this relationship and then turn
to the proof of Theorem 3.
A. The maximum entropy state and Gibbs states
The maximum entropy principle, introduced by E. T. Jaynes [15, 16], is a useful method to
choose an inference under partial information. According to the maximum entropy principle, the
most “unbiased” inference is given by the probability distribution with maximum entropy among
all distributions satisfying given linear constraints. The solution of this optimization problem is
the Gibbs distribution, as can be shown by the method of Lagrange multipliers.
This framework has been generalized to quantum systems (see, e.g., Ref.s [17, 18]). Especially
we are interested in the case where the linear constraints are given by reduced density matrices.
Let ρ1...n be a quantum state in D(H1 ⊗ · · · ⊗ Hn). Consider sets of subsystems X1, .., Xm, with
Xi ⊂ {1, ..., n}. We define the set Rρ(X) by
Rρ(X) := {σ ∈ D(H1 ⊗ · · · ⊗ Hn)|σXi = ρXi , (1 ≤ ∀i ≤ m)} . (122)
Therefore Rρ(X) is the set of all states with the same reduced states on Xi as ρ, for all Xi. Since
Rρ(X) is a closed convex set, there exists a unique state such that
σmax := arg max
σ∈Rρ(X)
S(σ) . (123)
We call σmax the maximum entropy state in Rρ(X). Similar to the classical setting, σmax is given
by a Gibbs state of a Hamiltonian with a specific structure. Let us consider the set of Gibbs states
E(X) defined as
E(X) :=
{
e−H
Tr(e−H)
∈ D(H1 ⊗ · · · ⊗ Hn)
∣∣∣∣H = m∑
i=1
HXi
}
, (124)
where supp(HXi) = Xi.
Ref. [18] shows that σmax is the unique element of the intersection of Rρ(X) and E(X), the
closure of E(X) in the reverse-information topology. Moreover, for any ω ∈ E(X), it is proven
that the Pythagorean theorem:
S(ρ‖ω) = S(ρ‖σmax) + S(σmax‖ω) . (125)
Since the completely mixed state is always contained in E(X), we have
inf
σ∈E(X)
S(ρ‖σ) = S(σmax)− S(ρ) . (126)
We will use these formulas in the proof of Theorem 3.
B. Proof of Theorem 3
We now prove:
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Theorem 3 Let ρA1,...,An be an quantum ε-approximate Markov chain. Then there exists a local Hamil-
tonian H =
∑
i hi,i+1, with hi,i+1 only acting on AiAi+1, such that
S
(
ρ
∥∥∥∥ e−HTre−H
)
≤ εn. (127)
Proof. Let σA1...An be the maximum entropy state such that
σAiAi+1 = ρAiAi+1 (128)
for all i ∈ [1, n− 1]. We will show that
S(σ) ≤ S(ρ) + εn. (129)
The result then follows from Eq. (126).
By strong subadditivity we find
S(A1 . . . An)σ ≤ S(A1A2)σ − S(A2)σ + S(A2 . . . An)σ
≤ S(A1A2)σ − S(A2)σ + S(A2A3)σ − S(A3)σ + S(A3 . . . An)σ
...
≤
n−1∑
i=1
S(AiAi+1)σ − S(Ai+1)σ
=
n−1∑
i=1
S(AiAi+1)ρ − S(Ai+1)ρ. (130)
The last equality follows from Eq. (128). By assumption, for every i ∈ [n− 1],
I(Ai : Ai+2...An|Ai+1) ≤ ε, (131)
which can be written as
S(Ai....An) ≥ S(AiAi+1)− S(Ai+1) + S(Ai+1...An)− ε, (132)
i.e., strong subadditivity is saturated up to error ε. Therefore we have
n−1∑
i=1
S(AiAi+1)ρ − S(Ai+1)ρ ≤
n−2∑
i=1
S(AiAi+1)ρ − S(Ai+1)ρ + S(An−2An−1An) + ε
...
≤ S(A1A2)ρ − S(A2)ρ + S(A2 . . . An)ρ + (n− 2)ε
≤ S(A1...An)ρ − (n− 1)ε. (133)
Combining Eqs. (130) and (133) we get
S(ρ‖σ) = S(σ)− S(ρ) ≤ ε(n− 1) . (134)
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By the the discussion in the previous section, there exist a Gibbs state
ω =
1
Z
exp
(
−
∑
i
HAiAi+1
)
(135)
which satisfies
S(σ‖ω) ≤ ε . (136)
Using the Pythagorean theorem, we completes the proof.
V. ACKNOWLEDGMENTS
Part of this work was done when both of us were working in the QuArC group of Microsoft
Research. KK thanks Advanced Leading Graduate Course for Photon Science (ALPS) and JSPS
KAKENHI Grant Number JP16J05374 for financial support. We thank Matt Hastings and Michael
Kastoryano for useful discussions.
Appendix A: Another approach to prove Theorem 1
In Sec. III, we employ a perturbative method to obtain a local operator O determined by the
Hamiltonian and a local operator V such that
e−β(H+V ) ≈ Oe−βHO† . (A1)
The existence of such operator plays a central role in the proof of Theorem 1. In this appendix, we
introduce another approach to obtain similar operators, which is based on the previous work by
Araki [11]. The main difference between these approaches is the origins of locality of the operator
O. In the perturbative approach, the locality is originated in Lieb-Robinson bounds, which restrict
real time evolutions of operators. Instead, in Araki’s approach, locality of O is originated in a
restriction on imaginary-time evolutions.
Let us consider a 1D spin chain Λ = [−n, n], a short-range Hamiltonian H on Λ, and a local
operator V . We denote the maximum strength of H by J . A simple algebra show the following
relation holds.
e−β(H+V ) = e−
β
2
(H+V )e
β
2
He−βHe
β
2
He−
β
2
(H+V ) (A2)
≡ Er(V ;H)e−βHEr(V ;H)† , (A3)
where we denote e−
β
2
(H+V )e
β
2
H by Er(V ;H). By denoting V (β) = e−βHV eβH , Er(V ;H) has
another form written as [11]
Er(V ;H) =
∞∑
n=0
(−1)n
∫ β
2
0
dβ1
∫ β1
0
dβ2 · · ·
∫ βn−1
0
dβnV (βn) · · ·V (β1) . (A4)
Actually, Er(V ;H) can be approximated by a local operator.
Lemma 9. [11] The following statements hold for any region X ⊂ [−n, n] and any bounded operator V
with supp(V ) = [a, b] ⊂ [−n, n].
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(i) There exists a constant C ≥ 0 depending on β, J and ‖V ‖such that
‖Er(V ;HX)‖ ≤ C (A5)
(ii) There exists constants C, q ≥ 0 depending on β, J and ‖V ‖ such that
∥∥Er(V ;HX)− Er(V ;λHX∩[a−l,b+l])∥∥ ≤ C q1+b l2 c
(1 + b l2c)!
. (A6)
Since log x! ≈ x log x − x, the denominator grows faster than the numerator, and thus, the
accuracy of the above approximation is exponentially good with respect to l. Note that simi-
lar properties hold for the inverse of Er(V ;HX), El(V ;HX) ≡ e−
β
2
HXe
β
2
(HX+V ). Therefore, by
choosing V = HBM , Er(V ;H) and its local approximation play the same role as OABC and OB in
Sec. III B.
Appendix B: Comments on approximate Markov property of Gibbs states in higher dimensions
In this paper, we have shown that 1D Gibbs states with short-range Hamiltonians obey
approximate Markov property. As we discussed in Sec. III E, our proof cannot be extended for
general Markov partition of higher dimensional lattice systems in a straight forward way. In
this section, we introduce a conjecture which implies approximate Markov property for any
dimensional lattice.
Conjecture 2. Let HABC be a local Hamiltonian defined on a D-dimensional lattice with a Markov
partition A − B − C. Then, there exists a bounded hermitian operator WB′(β), which is supported on
B′ ⊂ B, such that for any β ≤ βc = O(1), it holds that∥∥∥TrC (eHABCAB )− eHAB+WB′ (β)∥∥∥ ≤ O (e−|B′|) . (B1)
In Ref. [19], a similar statement plays an important role to justify the quantum belief algorithm
approximates the free energy of a Gibbs state efficiently. The numerical result in Ref. [19] shows
our conjecture holds at least for 1D Ising chain with critical transverse field. Also, if the tem-
perature is very high as the same order of ‖HABC‖, the conjecture can be shown by using the
Baker-Campbell-Hausdorff formula.
If Conjecture 2 holds, then there exists a CPTP-map ΛB→BC such that∥∥∥ρHABC − ΛB→BC(ρHABCAB )∥∥∥
1
≤ O(e−|B|) . (B2)
Therefore, the conjecture implies the exponential decay of the conditional mutual information of
Gibbs states in any dimension.
To see Eq. (B2), let us consider the following identity.
ρHABC =
(
ρHABC
) 1
2
(
ρHABCAB
)− 1
2
ρHABCAB
(
ρHABCAB
)− 1
2 (
ρHABC
) 1
2 . (B3)
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According to the conjecture, we obtain that
(
ρHABC
) 1
2
(
ρHABCAB
)− 1
2
= e−
β
2
HABCe
β
2
HABe−
β
2
HAB
(
TrC
(
e−
β
2
HABC
))− 1
2 (B4)
≈ e−β2HABCeβ2HABe−β2HABeβ2 (HAB+WB′ (β)) (B5)
= Er(HB∩C +HC ;HAB)El(WB′(β);HAB) , (B6)
where HB∩C is the sum of the all interaction terms acting on both B and C. Eq. (A6) of Araki’s
lemma implies both Er(HB∩C + HC ;HAB) and El(WB′(β);HAB) can be approximately by oper-
ators supported on BC and B individually. The accuracy of all approximation is exponentially
good with respect to |B| by choosing B′ as O(|B|). By replacing (ρHABC) 12 (ρHABCAB )− 12 by such
local operators, we obtain Eq. (B2).
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