Abstract. Security protocols provide critical services for distributed communication infrastructures. However, it is a challenge to ensure the correct functioning of their implementations, particularly, in the presence of malicious parties. We study testing of message confidentiality -an essential security property. We formally model protocol systems with an intruder using Dolev-Yao model. We discuss both passive monitoring and active testing of message confidentiality. For adaptive testing, we apply a guided random walk that selects next input online based on transition coverage and intruder's knowledge acquisition. For mutation testing, we investigate a class of monotonic security flaws, for which only a small number of mutants need to be tested for a complete checking. The well-known Needham-Schroeder-Lowe protocol is used to illustrate our approaches.
methods: (1) Testing dependency; (2) Testing unanticipated user input; (3) Expose design vulnerabilities; and (4) Expose implementation vulnerabilities. Under these guidelines practical testing has been conducted in industry and proved to be very helpful. Nonetheless, most of the current penetration testing activities are ad-hoc and rely on expert knowledge of target systems or existing exploits [7] ; the cost of a comprehensive testing is high and the response time is too long. On the other hand, current testing methods are largely at system level on system misconfiguration [20] or unexpected side effect of operations [2] . Protocol level penetration testing has not drawn adequate attention yet is crucial for discovering security protocol implementation errors. Particularly, automated test selection and execution techniques are desirable for complex protocols and for real-time response to security flaws.
In this paper we focus on automated testing of the key property of security protocols: message confidentiality. Several unique characteristics of security protocols make the traditional conformance testing approaches insufficient and pose new challenges for both modeling and test generation tasks. First, security protocols have a huge and special data portion. The I/O messages are from a language defined by cryptographic primitives such as public/private encryption and decryption. The formidable size of the alphabet makes generating a complete checking sequence infeasible. Therefore, tradeoff is usually made to focus only on a special type of nonconformance -security flaws. We use Extended Finite State Machine (EFSM) based formal model [5, 12] to specify the security protocol and augment the model to include security protocol message types as the parameter of I/O symbols. On the other hand, security properties can be tested only with a precise intruder model. We use EFSM to formally specify the intruder's behaviors based on the well-known Dolev-Yao model [4] , which models most powerful and yet realistic intruder. Consequently, the whole protocol system is modeled as the communication system composed of the intruder and a set of legitimate principals. Furthermore, we define the notion of intruder's knowledge and message confidentiality requirement, and use it as the goal of testing.
Based on this formal model several testing approaches are proposed. We first give a simple passive monitoring procedure and then describe an active guided random walk algorithm. The algorithm is inspired by the earlier work [11] where heuristics are used to achieve high coverage of transitions in a CFSM model. Here our algorithm uses a new heuristic transition selection criterion that favors both new transition and new knowledge acquisition by the intruder. Both testing algorithms are unstructured in terms of the global system model, and the composite EFSM does not need to be computed. We also study mutation testing, since it is known to be efficient for a range of particular types of errors in software testing [3, 15] . Wimmel's et al's work based on their elegant validation tool AutoFocus [9, 24] is among the first attempts to apply the idea of mutation testing to security system. The greatest challenge (unaddressed by [9, 24] ) of mutation testing is to control the number of mutants. This paper defines mutation functions with special property such that only mutants with single fault need to be considered for test generation. As a case study, we model the predicate (guard) absence fault type F PA with this property, then present and analyze the test generation algorithm. We use the well-known Needham-Schroeder-Lowe (NSL) mutual authentication protocol [18] to illustrate our formal model and testing algorithms.
Modeling and Methodologies
After describing a formal model of security protocol systems we present our testing methods for both passive monitoring and active testing for message confidentiality.
Security Protocol Model
We define the security protocol message type as follows. First, there are three atom types: Int, Key and Nonce. A value of type Int is a non-negative bounded integer. A value of type Key ranges over a finite set K of keys. A value of type Nonce ranges over a finite set N of nonces. A protocol message is recursively defined as: (1) An atom; (2) Encryption of a message with a key; or (3) Concatenation of atoms and encryptions. A message can be represented by a string. For example E(k b ,(k a .n a )) is a messages that is formed by encrypting the concatenation of k a and n a with another key k b . Given A=<K, N>, a set of keys and nonces, denote L(A) as the message type and the set of messages formed using atoms in A. L(A) is obviously infinite, and even if we restrict the number of atoms that a message contains, its size is exponential.
Among the atom types, Key and Nonce are treated as symbols in the sense that they can not be composed or calculated using other atom values. Also, Key type contains both symmetric keys and asymmetric key pairs. For the latter we use ku to represent a public key and kr for a private key. There are some basic operations defined on message type. Let msg be a message, function Elem(msg,i) calculates the ith component in msg, and D(k,msg) returns m' when msg = E(k,m'). Both functions are partial and they are undefined for messages with incompatible formats.
We define an extended finite state machine model that uses protocol message set L(A) as input and output alphabet. Definition 1. An Extended Finite State Machine (EFSM) with symbolic message type is a 7-tuple M=<S, s init , A, I, O, X, T> where 1. S is a finite set of states; 2. s init is the initial state; 3. A is the set of atoms, and L(A) is the set of messages formed using atoms in A;
X is a vector denoting a finite set of variables of type L(A); 7. T is a finite set of transitions; for For practical protocol systems, the machine is often partially specified because a transition can only be triggered by a message with expected format. We use predicates to model the basic type checking capability. Upon receiving a message, the machine can reconstruct each element of it if the message format is correct. The special case is that some of the encrypted messages might be opaque to a machine because it does not possess the required key. For each combination of state and input symbol, there is one transition with a special predicate "else", meaning that it is enabled when all other transitions are not. We further assume that upon an input if none of the transitions are triggered, and then an implicit "else" transition make the machine stay at the current state and output nothing. For simplicity, we assume the machine contains a reliable reset symbol that takes the machine back to the initial state s init and resets all state variables. In order to model the global uniqueness of nonce, a fresh new set of nonce N' ⊆ N will be used whenever the machine is reset, so that different runs (sessions) of the protocol will use different nonces. Since N is finite we can only model finite number of sessions and each session only uses finite nonces. Finally, we only consider deterministic EFSM model. A security protocol is specified by a set of communicating EFSM {M 1 ,M 2 ,···,M C } that share the same message type L. Each component machine M k represents a principal in the protocol system. It is possible that two machines are the same, meaning there are symmetric peers in the protocol. Moreover, for each transition in a component machine M k , the input (output) symbol carries an extra parameter of the sender (receiver) identifier. We denote an input message received from M a as M a ?i and an output to M a as M a !o. The semantics of message sending/receiving follow the typical communicating FSM model [11] : the input/output is synchronized as a rendezvous and executed simultaneously.
Intruder Model
We model an intruder as an additional EFSM M I in the protocol system that runs a special protocol. To model general behaviors of the intruder, we adapt Dolev-Yao's assumptions for two party message exchange protocols [4] that define a widely accepted powerful intruder model. It has been proved that one intruder poses the same security threat as multiple intruders and we model only one in our study.
An intruder is first a legitimate principal of the communication system; it can not only initiate a session with any other component machine M a but also be the (passive) peer of any session. Furthermore, the intruder is capable of intercepting messages between any two legitimate principals. The important effect of this behavior is that the semantics of message sending and receiving in the original communicating EFSM model are altered. Besides the capability of catching and injecting normal protocol traffic, the intruder is also assumed to be able to generate any new message based on all and only the messages it possesses. Formally, we define the knowledge of the intruder as a set of messages Ω = Encl(Ω 0 +MSG) where Ω 0 is the initial knowledge known to the intruder containing the public and intruder's own information, and MSG represents the set of messages the intruder has received. Function Encl(L) is defined as the enclosure of L under the functions Elem(), D() and E(). Therefore, Ω can be regarded as all the mes-sages that the intruder is able to construct, using only the messages it obtains. Once the intruder gains a message it will not forget it and Ω never shrinks. As far as a realistic testing scenario is concerned, we have to assume the intruder has the capability of recognizing the message format, either by guessing the data field, or by reading the meta-info such as an XML schema. The model of M I is obviously independent of the other component machines. Note that messages meant to be delivered to M I will also be caught by the Intercept transition, and in case the intruder does not want to intercept a message, the Inject transition is fired right after Intercept transition with the same message.
Testing Security Requirement: Message Confidentiality
Given the specification of protocol roles {M 1 , M 2 ,…, M C } and the intruder M I , the global behavior of the whole protocol system under investigation is described by the Cartesian product of all the machines: M 1 ×M 2 ×···×M C ×M I with the input/output matching rule we define in the previous subsection. Since all the transitions involve one of the two intruder transitions, an I/O trace produced by the system can be described by an interleaving sequence of Intercept and Inject transitions each with a message in the parameters.
In this paper we focus on black-box penetration testing. The implementations of all protocol principals are treated as pure black boxes, i.e. B = {B 1 , B 2 ,…, B C }, each B i can be a correct or faulty implementation of M i . The tester plays the role of intruder and simulates the machine M I . This is an active testing process because the tester can choose arbitrarily the parameters of Inject transition, namely the sender, receiver and message. A test sequence seq is defined as an I/O trace produced by the communicating system of M I and B. Starting from the initial states, denote the value of Ω in M I after a test sequence seq is applied as Ω(B, seq), which is the knowledge that an intruder gains by performing penetration test seq.
For a given security protocol system, there are many security requirements depending on the specific application needs. Typically, they include message confidentiality, message integrity, authentication, and non-repudiation [20] . In this paper we focus on the message confidentiality requirement that is the key property of a security protocol system. Other requirements can be handled, for instance, by appropriate hash functions, and we shall not digress here. An implementation is flawed if and only if message content can be uncovered by the intruder after a test sequence is applied. We model the intruder following DolevYao's approach, our definition 2 is consistent with their notion of security of two party cascade and name stamp protocols [4] . One natural question is that whether the protocol specification itself is secure. When the implementation of each component machine is equivalent to its specification, i.e. B i = M i , the intruder might still be able to obtain the secret if the protocol design itself is flawed [14] . Since our goal is testing rather than validation, we assume the protocol design and specification are secure.
As an example of modeling security protocols, we consider the well-known Needham-Schroeder-Lowe (NSL) mutual authentication protocol [18] . Among many of its variants, we use a simplest one with three message exchanges [14] . Two principles, the initiator and the responder, are involved and they are specified as M A and M B , respectively. The message sequence of a successful run is shown below.
The protocol functions as follows. The initiator A encrypts a nonce with the responder B's public key and sends it to B. B then decrypts it and encrypts it together with another nonce using A's public key. Finally A gets the second nonce and sends it back. The purpose of NSL protocol is to allow both principles authenticate each other and exchange some secrets (two nonces), which later on can be used to construct shared keys. Fig. 2 shows the two complete EFSM specifications. We assign index 0, 1 and 2 to M A , M B and the intruder M I . The intruder can participate legally as both the initiator and responder. The atom messages in this protocol include the public keys (KU A , KU B and KU I ) and the nonces. In order to express the security requirement conveniently, we distinguish the nonces used for different peers. Fig. 2 the parameter (message) of each I/O symbol is expanded by its structure, which is a short notation for format checking of the message. A special symbol Rst is used to reset the session when invalid message is processed.
To summarize this section, we essentially reduce the security testing problem to searching for special I/O sequences produced by a mixed communicating system, which contains M I and one or more black boxes as principals. The characteristic of those sequences is that they lead the reachability graph of M I to a state where the value of variable Ω contains message content/secret. The tester has full control over M I but can only observe the I/O behaviors of the other protocol principals. 
Message Confidentiality Testing
After presenting a simple passive monitoring algorithm, we describe an active testing procedure that is based on a guided random walk.
A Simple Passive Monitoring Algorithm
A passive tester or monitor of security protocol implementation is easy to devise. The intruder (tester) intercepts all messages among the component machines, updates its knowledge, replies if the message is directed to itself, and otherwise forwards it without any modification. The testing terminates when the intruder derives any secrets. The procedure is shown in Algorithm 1. As inherent to all passive testing approaches, this algorithm only utilizes part of the intruder's capability and it is suitable when the intruder could only conduct eavesdropping [1]. 
Active Testing -Guided Random Walk
Now we study active testing approaches that utilize the full power of the intruder. One simple-minded method of active testing is random walk. Starting with an initial knowledge set, the intruder (tester) randomly chooses either to intercept a message from a pair of principals or to construct a message using its current knowledge and send it to a principal. Pure random walk has several limitations; the coverage of the model is not high and, more importantly, it does not use the intruder's knowledge acquired. We present a guided random walk approach with a high coverage and fully utilizing the intruder's knowledge acquired.
The approach is adaptive and unstructured in terms of the composite (global) state machine. We keep track of the current state S i and variable values X i for each black box B i in order to guide the selection of next transitions. Note that in general tracking current state is not always possible even under the assumption that B i contains no transition errors; it is due to the fact that part of the message is encrypted and intruder can not utilize the information to infer the current transition and state if he does not have the key. In this case, the algorithm makes a random guess.
At each step, the intruder always tries to intercept the messages coming from every machine B i . Once a message is intercepted, the state of the sender as well as the intruder's knowledge is updated. Then the intruder constructs a message and injects it to a machine to fire a carefully selected transition. Our algorithm selects transition and message based on the following criteria. First the transitions of all component EFSM should be covered fairly. The algorithm keeps track of a counter cnt [t] for each transition t, and at each step the one that has been executed least is favored. Moreover, we only select the transitions that could possibly be enabled by some input message and ignore those transitions that will definitely not be triggered (the current state variables themselves disable the predicate). We calculate T true as the set of all possible transitions:
Once a transition t is determined, we construct an enabling input message for t using a greedy algorithm. Ideally we want an input message that will lead the machine to a state that can generate more new knowledge. That is, for all candidate messages we calculate the destination state S' of t, and select one that enables at least one output transition t' with parameter msg' not in Ω. We use subroutine lookahead(Ω, S, X, t) to calculate such messages. If such messages do not exist or there are ties, an enabling message is randomly picked: To avoid infinite tests, the algorithm terminates when either the secret message content is obtained or the length of test sequence reaches a preset limit. This algorithm is more effective than random walk because the greedy heuristics take into account both coverage and intruder knowledge acquisition. However, it still has many inherent limitations. For example, calculation of T true and lookahead() is rather expensive. Also, the effectiveness of the heuristic relies on the estimation of current state and variable values, and if it fails the algorithm behaves the same as random walk. Advanced passive testing techniques [8, 10] that estimate data portion more accurately could be applied here to improve the performance.
Experiment
We conduct an experiment of Algorithm 2 on NSL protocol specified as Fig. 2 . Two implementations are created with a common programming error in each. Then we treat them as black-boxes and run the algorithm to test for confidentiality violations.
Implementation X:
The responder does not verify the encrypted identifier of the initiator after it receives Ask message, and proceeds as if it were correct.
Implementation Y:
The initiator does not verify the encrypted identifier of the responder after it receives Rpl message, and proceeds as if it were correct. This error was first uncovered by Lowe [14] as a design flaw in the original Needham-Schroeder protocol.
For both Implementation X and Y errors have been detected. Table 1 (a) and (b) show the successful test sequences for them. In the first test sequence, at the beginning the intruder intercepts an Ask message from M 0 to M 1 , and updates the state to <S s1 ,S 0 >. Now three transitions are feasible and as the result M 1 ?Ask is selected. Lookahead() returns a random message that enables M 1 ?Ask because no message will further trigger an output transition. In the second round we intercept an Rpl message, and the intruder will obtain a secret (N 0 [1] ) and terminate the test. The sequence for Y is more complex. After injecting an Ask message to M 1 and intercepting the response, we have two transitions in T true . M 1 !Cfm is chosen and executed with a random message. At next step M 0 happens to initiate a session with M I . This is a rare event yet critical for detecting errors in this implementation. The only transition that could be enabled is M 0 ?Rpl, and now the intruder happens to have a message to enable it. The last step is the interception of Cfm message from M 0 that exposes the nonce -secret N 1 [0].
Table 1. Detection of Errors in Implementation X (a) and Y (b)

States
Action
Mutation Testing
In this section we investigate mutation testing of security protocol, and design structured and preset test sequences. As introduced earlier mutation testing is a powerful technique for detecting specific types of security errors. Given the specification M spec = {M 1 , M 2 ,…, M C }, we introduce some faults, resulting in a mutant {M 1 ', M 2 ',…, M C '}. Given a set of mutants P, a test suite is generated such that for each mutant p, there is at least one test sequence that distinguishes (detects) it with the specification (correct implementation). A main challenge of mutation testing, when applied to software in general, is that the number of mutants (therefore the number of tests required) is huge. The situation is not mitigated in our EFSM model given its equivalent computing power of Turing machine. We model a security flaw as a mutation function δ on a specification EFSM, and a type of fault F as a set of similar mutation functions. A mutant under F is the application of one or more such functions. If the type F contains k functions, then the number of mutants is O(2 k ). One can take two hypotheses to reduce the number of mutants generated [3] . First, competent programmer hypothesis assumes that an implementation only contains a small number (C) of faults. This reduces the number of mutants to O(k C ), which is still quite large. Second, coupling effect hypothesis states that the test sequences used to distinguish mutants with simple fault are sensitive enough to also uncover complex fault. Clearly this is not always true. Given an arbitrary mutation function, a test sequence that obtains the secret on δ 1 (M spec ) may not be effective for δ 2 δ 1 (M spec ). In fact, mutant δ 2 δ 1 (M spec ) could even be secure. On the other hand, if we could select test sequence that satisfies this property, then the number of mutants could be further reduced to k. For message confidentiality testing, we can reduce the number of mutants based on this observation.
A Fault Model: Predicate or Guard Absence
There are generally two categories of security sensitive fault in the protocol model. The first is message format fault. For example, one might use the private key to encrypt part of the message instead of the public key, or attach an unnecessary part, both giving the intruder more information. This type is easier to observe since it changes the alphabet of some component machines. The second category of fault is related to the predicate or action of the transitions, but has no effect on the message types. Based on the observation of security protocols, a commonly encountered implementation error is neglecting critical condition checking. Usually an action is taken place only if some condition -predicate -is satisfied by the current state and/or the input message. For example in the NSL protocol, the responder only replies to the message Ask(x 1 .x 2 .E(k,n 1 ,x 3 )) when the x 2 is equal to its own index, and similarly the initiator only generates to the Cfm message when it verifies the responder's reply with the same nonce as the one it sends out. If the programmer neglects to check such condition such as in Implementation X and Y in section 3, it is likely that the resulting implementation is insecure. This type of fault is reflected in the EFSM model as the absence of part of the predicate in a transition -or often called a guard. Assuming the predicate is specified as a conjunctive normal form of Boolean expressions (i.e. b 1 &b 2 &b 3 ) , we formally define this fault type. Basically the mutation function removes one Boolean expression from a transition. In order to keep the resulting machine deterministic, we add its negation to all other transitions with the same start state and input/output symbol. Fig. 3 shows an example of a mutant of the function δ PA (S 1 ,Y, t, [a=1]) . 
A mutant under the PA fault type is the result of application of a set of PA mutation functions, each removing a Boolean expression from a predicate. Note that although this definition does not limit the number of faults in one mutant, it relies on the competent programmer hypothesis to assume that for each combination of component machine, state and I/O symbol, only a predicate from one transition could be removed. Consequently, if each transition contains a constant number of Boolean expressions, there are totally O(T) mutation functions and O(2 (C × N × P) ) mutants where T is the number of transitions, C is the number component machines, N is the maximum number of states and P is the number of I/O symbols.
Intuitively a mutant with more predicate missing should allow more transitions to be executed and therefore the security flaws are "monotonically" increasing with inclusion of more faults in F pa . This is formulated in the following proposition.
Definition 5. A progressive I/O sequence of a communicating system is an I/O sequence that does not trigger any "else" transition of any component machine. Algorithm 3 applies each mutation function alone to the specification and calculates a progressive separating sequence. This is done by removing all "else" transitions, minimizing the Cartesian product of the mutant and intruder machine, and calculate a separating sequence. The comparison in Line 7 refers to an equivalence test of two machines. The algorithm produces a new fault type F' PA which only contains the mutation functions if the corresponding mutants are distinguishable. The number of test sequences generated by Algorithm 3 is no more than the number of mutants in F' PA . The time needed for minimization is O(NlogN) with online minimization algorithm [13] , and the calculation of separating sequence requires O(N 2 ) where N is the number of states in the reduced machine. We propose an optimization technique for generating separating sequence online in [21] , which will reduce the cost of this algorithm for average case but the worst case complexity is the same.
As far as the fault detection capability is concerned, the test suite generated includes a test case to distinguish every mutant that is derived by applying one mutation function in F' PA . Since all test sequences are progressive sequence, from Proposition 1, we have: Proposition 2. Tests generated from Algorithm 3 detect all mutants under F' PA in time O (N 2 ) where N is the number of states in the reduced machine. 
Conclusion
This paper studies the problem of testing message confidentiality of security protocols. EFSM with symbolic message type is used to model security protocol system with an omnipotent intruder. A formal definition of message confidentiality property and the black box testing model are provided. Passive monitoring, guided random walk and mutation testing approaches are presented with case studies. A lot of issues remain to be explored, such as efficient modeling for intruder knowledge acquisition for more powerful testing results, thorough and structured active testing procedures, and more general mutation testing with more focus on message confidentiality violation yet with less computation costs. On the other hand, systematic experiments are to be conducted on the de-facto security protocols, such as Kerberos, electronic payment, and IPSec.
