Abstract. Keypoints are high dimensional descriptors for local features of an image or an object. Keypoint extraction is the first task in various computer vision algorithms, where the keypoints are then stored in a database used as the basis for comparing images or image features. Keypoints may be based on image features extracted by feature detection operators or on a dense grid of features. Both ways produce a large number of features per image, causing both time and space performance challenges when upscaling the problem. We propose a novel framework for reducing the size of the keypoint database by learning which keypoints are beneficial for a specific application and using this knowledge to filter out a large portion of the keypoints. We demonstrate this approach on an object recognition application that uses a keypoint database. By using leave one out K nearest neighbor regression we significantly reduce the number of keypoints with relatively small reduction in performance.
Introduction
Many fields in computer vision, such as object recognition [1, 2] , model based recognition [3, 4] , object tracking [5] , and matching of stereo pairs [6, 7] may benefit from the selection of salient areas in the image as the first step of their processing. The selection of salient areas focuses the task on similar areas in different images thus reducing computational complexity and increasing accuracy. These salient areas are often referred to as keypoints.
Various algorithms have been suggested in order to achieve this goal. These algorithms use different techniques such as corner detection [8] , local symmetry detection [9, 10] , convexity estimation [11, 12] or blob detection [7, [13] [14] [15] in order to detect interest points in an image.
Since most applications compare keypoints from different images, where the same object may appear with different illumination, scale, orientation, or background, keypoints must be represented in a way that will be invariant to these differences. This representation is called keypoint descriptor (see [15] [16] [17] and [18] for comparison). For example, SIFT [15] describes the keypoint using a weighted histogram of the orientation of the gradient in the area of the keypoint. In order to compare keypoints from different objects and images the keypoints are stored in a labeled database and are then used as the basis for comparing, recognizing and tracking objects.
Even though there are many saliency operators intended to focus an image processing algorithm on salient areas in the image, state of the art operators (when used with parameters recommended by the authors) produce hundreds of keypoint for a single image which does not simplify the problem enough. Since different operators have different strengths and weaknesses (see [19] for comparison), it is common practice to use a combination of two or more operators [20] , yielding more keypoints. Furthermore, it is another common practice to use a dense grid of keypoints (see [21, 22] ) instead of using a saliency operator, yielding an even larger number of keypoints.
When the number of images and objects grow the keypoints database becomes very large, which causes both time and space performance problems. In practice, a large number of the keypoints discovered are not actually helpful to the actual application (For example, if they belong to the background or to features common to many images and objects). Filtering the database and removing these redundant features we will reduce both time and space complexity of the application.
The rest of the paper is organized as follows: in Section 2 we give a general framework for filtering a keypoint database according to the specific requirements of the application. In Section 3 we show how to implement this framework for an object recognition application. Section 4 compares the results of filtering using our framework and random baseline filtering. We conclude in Section 5 with some further research directions.
Related Work
Most applications deal with the problems of large keypoint databases either by using a small scale implementation (order of hundreds of objects) to demonstrate their approach [2, 4] , or by reducing the complexity of the keypoint itself. A common approach (see [3] ) uses Vector Quantizations and K-Means in order to reduce each keypoint to a single word in relatively small dictionary.
Another approach, described in [15] , uses a hash function to approximate nearest-neighbor lookup. While this approach improves the time performance of the nearest neighbor search it does not reduce the memory required for a large database of keypoints.
Despite the large amount of literature on finding and describing keypoints little care has yet been given to the problem of directly reducing the number of keypoints or to working with databases that contain thousands of images.
Our Approach
We introduce a framework for filtering keypoints which is suitable for many computer vision tasks. The main notion of this framework is that an application can rank individual keypoints based on their usefulness. We use these ranks in order to learn the characteristics of keypoints useful to the application. Fig. 1 shows a general scheme of an application that uses keypoints. First, keypoints are extracted from the image, usually by using a saliency operator. The keypoints are then coded into descriptors, and then some application specific processing is done.
Fig. 1. General scheme of an application that uses keypoints
Our framework works in two stages: a training stage and a filtering stage. In the training stage the target application ranks each keypoint according to its usefulness. The ranks and the keypoints are used in order to train a keypoint filter, as shown in Fig. 2 . For example, in an object recognition application, the application can rank the keypoints according to their ability to distinguish between the different objects. Highly distinctive keypoints will receive high grades and less distinctive keypoints will receive lower grades. In the filtering stage we use the rank based keypoint filter we built in the training stage in order to filter out less useful keypoints which reduces the number of keypoints the application needs to process, as shown in Fig. 3 . 
Implementation
In order to demonstrate our framework we selected the SIFT based object recognition application described by Lowe in [15] . In this application keypoints are matched using a nearest neighbor database of keypoint descriptors, where the ratio between the distance from nearest neighbor and the first nearest neighbor from any other class is used to asses the distinctiveness of the match.
We used ALOI dataset [23] in order to train a database of labeled descriptors. We used four training images for each object, taken at 90 degrees difference as the training set.
We then gave each descriptor in the database a mark in the following way: Let I i,j be the j training image of object i. We denote D I i,j the descriptors extracted from image I i,j . For each descriptor d ∈ D I i,j in the training set we define the correct label of the keypoint l(d) by
Let n be the number of objects and k be the number of training images for each object we define
to be a training set, and
to be the training database, a database of keypoint descriptors and their respective labels.
For every descriptor d we denote l(T, d) the label of the nearest neighbor of d in T (we find l(T, d) by searching DB T ) and define the correctness measure:
For each j we then break T into two parts: R j -the descriptors extraced from the j training image for each object, and T j -the rest of the descriptors in the training set. Formally:
We calculate m Finally, we calculate the mark m(d) for each descriptor d ∈ I i,j :
We then create a filtered training set T ′ and a filtered training database DB T ′ from T in the following way:
In order to test the performance of the database we used another image from each object. We extracted descriptors from each test image using SIFT and then matched each descriptor extracted to the database.
Let I t i be a test image and D I t i be the descriptors extracted from I t i :
we calculated the distinctiveness ratio suggested in [15] :
3. We calculated the label of I 
Results
First, let's look at the performance of the original application without reducing the database size. Table 1 shows general statistics of the databases for 100, 200, and 500 objects. We can see that the precentage of matched keypoints is 16%-19% and the precent of correctly matched keypoints is 13%-18%. This shows that a large precentage of keypoints that were matched had a correct match. The distinctiveness ratio described in Eq. 5 is responsible for this high accuracy. We can also see that at most 20% of the keypoints were matched, showing the potential of using filtering in order to improve the performance of the application. When looking at the result of the object recognition application described in Sec. 3 for 500 objects, we can see in Fig. 4 that in random filtering, in average, performs rather well by itself, losing only 5% accuracy when filtering 70% of the database showing the potential for reducing the database size. We can also see that when filtering up to 70% of the database our approach gives similiar results in a predictable way. In Fig. 5 we can see that when filtering 70%-95% percent of the database using our approach we achieve the same accuracy of the average random filtering with 2/3 the database size. For example, in order to match 45% of the images random filtering can filter 84% of the database leaving 16% of the descriptors, while with our approach we can filter 91% leaving only 9%.
Next, let's look at how filtering has affected the number of correctly matched descriptors. In order to assess our results we used an average of 20 random filtering of descriptors as reference. Figure 6 shows the result of filtering for 500 objects in relative percentage over the random reference. The main result these figures show is that when filtering 70%-95% of the database our filtering technique give an increase of 5%-20% percent correctlly matched descriptors relative to random filtering. Finally, when looking at the effect of our method on databases of different sizes, Fig. 7 shows that while for database of 100 and 200 objects our approach did not produce much improvement over random filtering, when database size was increased to 500 objects our approach produced much better results, emphasizing the benefit of our approach for large databases.
Conclusions and Future work
In this paper we have proposed a new approach for filtering large databases of keypoints according to the needs of a specific application. We demonstrated this approach on an object recognition application. Using leave one out K nearest neighbor regression we learned the characteristics of useful keypoints and used this knowledge to filter the database. Our experiments have shown that when filtering using our approach we can achieve the same performance results with 2/3 the database size compared to random filtering.
Future research will concentrate on adapting our approach to other applications in computer vision. For example, in computer visions tasks that use the Bag of Keypoints approach (such as [3] ) a keypoint filtering stage can be introduced before creating the Bag of Keypoints, filtering out less relevant keypoints and thus increasing accuracy. Tracking tasks can also benefit from our approach by deploying a keypoint filter that will learn to filter out keypoints that are less suitable for tracking. Other directions for future research are trying to improve the training stage by using different machine learning techniques such as SVM or RANSAC, and testing our approach on keypoint databases of even larger scale.
