Summary functions such as the empty space function F and the nearest neighbour distance distribution function G are often used as test statistics for point patterns. Van Lieshout and Baddeley recently proposed an alternative statistic, the J-function, which is de ned as J =
basieren, im Vergleich zu Tests, die auf F oder G basieren.
Introduction
Mapped spatial patterns arise in a variety of contexts, ranging from the positions of cell nuclei in cytology, trees in a forest, nest locations of birds or other animals to the ndings of ore in material science.
The statistical analysis of such a mapped point pattern usually begins with a test for spatial randomness 5, 14] . As a test statistic, low-dimensional summary functions such as the empty space function F, the nearest neighbour distance distribution function G or the reduced second moment function K are used (cf. 5, 14, 15] ). Roughly speaking the K-function is proportional to the expected number of other events, that is points of the pattern, in balls of various radii around a typical event. Both F and G are distribution functions of distances between points: the empty space function F of the distance from an arbitrary sampling point, for example the origin, to the nearest event and G of the distance from an event to the nearest other event. Recently, Van Lieshout and Baddeley 9] proposed an alternative, the J-function, which compares inter-event distances to distances from a xed sampling point.
In this paper we describe a simulation study which compares the power of tests for complete spatial randomness based on the J-function with the power of tests based on F and G. We will start by reviewing the theoretical background of F and G and use this to introduce the J-function in Section 2.
Section 3 presents the models we use as alternatives to a random scattering of points and Section 4 describes the simulation study. The last section discusses the results thus obtained.
Theoretical Background
Throughout this paper we assume that X is a stationary and isotropic point process in IR 
where IP !0 denotes the reduced Palm distribution of X. Heuristically this is the conditional distribution of the remainder X n f0g of X given there is an event at the origin. Further details can be found in 5, 15].
In 9], the J-function is de ned as the ratio
for all r 0 such that F(r) < 1: (3)
It can be interpreted as the ratio of two survival functions, namely of the distance to the nearest event from (a) an event or (b) an arbitrary sampling point. Thus (3) compares the environment of a typical event of X to the environment of an arbitrary sampling point.
If J(r) < 1, then the survival function of (a) is smaller than that of (b) indicating clustering, whereas if J(r) > 1, then the survival function of (b) is smaller than that of (a) indicating regularity. For a Poisson point process, F and G are identical and hence J( ) 1. Thus, a single plot of the (estimated) J-function provides valuable information on the type and strength of interaction between events. Furthermore, it can be shown that, in contrast to F and G, the J-function is constant beyond the e ective range of interaction.
However, the price to pay for the lowering of dimension necessary to be able to visualise a summary statistic graphically is that neither J nor F, G or K completely determine the distribution of X; 3] gives an example of a point process that is not Poisson but for which J( ) 1. The J-function (3) can be expressed in terms of the Papangelou conditional intensity 7] (provided it exists) which is often easier to work with than the distribution of X. Thus J can be evaluated for a wider range of point process models than F and G. It also behaves well under independent superposition of point patterns, a property that is very useful when studying interactions in mapped patterns consisting of di erent types of events. For formal proofs and further details see 9] . Multivariate extensions of (3) are studied in 10]. In 2] the robustness of J against edge e ects caused by incomplete observation of X is examined. Clearly the J-function has many theoretical advantages over F and G, but how does it perform empirically? In this paper we will give some answers to this question by means of simulation.
The simulated processes
In order to compare the power of tests based on J with tests based on F and G (see (1){(3)), we simulated three di erent types of non-Poissonian point processes: cluster processes, hard core processes and area-interaction processes. We then tested the simulated patterns against a Poisson null hypothesis and estimated the power of these tests by the proportion of rejected patterns. In this section we will describe the simulated processes; the testing procedures used will be explained in Section 4. For all of the following processes we obtained samples on a unit square window.
Cluster process
A cluster process is derived from a parent process by scattering a cluster of daughter points around each of the parent points. The union of all daughters then forms the cluster process. Both the random number of daughter points in each cluster as well as the locations of the daughter points relative to the parent point are independent and identically distributed. We chose a Poisson cluster process for which the parent process is a stationary Poisson process. To each parent point we assigned a number of daughter points which is a Poisson random variable of mean . The location of the daugher points is radially normal, centred at the parent point and with standard deviation . The simulation of a Poisson cluster process is straightforward; see 16] for a description. We assumed periodic boundary conditions.
Hard core process
In a hard core process all events are a minimum distance, the hard core distance h, apart from each other. We chose a Type 2 Mat ern hard core process using the algorithm described in 12]. This process leads to regular patterns with the strength of repulsion depending on the hard core distance. We simulated the point pattern on a window of size 1 + 2h and then only sampled the points with in the central unit square, thus avoiding edge-e ects.
Area-interaction process
This process was rst introduced as the penetrable spheres mixture model in 18] and then extended in 1]. It is de ned by the density p(x) = n(x) ?jx Kj (4) with respect to a unit rate Poisson point process on a compact window.
Here is the normalizing constant and n(x) is the number of events in x. The parameter > 0 in uences the intensity of the process. The parameter does not only control the strength but also the type of interaction. For < 1, realisations of (4) tend to be regular, whereas for > 1 clustered patterns are more likely. The strength of interaction depends on the area jx Kj covered by the union of congruent compact sets K centred at the events in x (using the symbol for the Minkowski addition, i.e. x K = fx + k j x 2 x; k 2 Kg). In our simulations, we chose a square for K.
The normalizing constant in (4) is not computable in closed form, so we have to use a Markov Chain Monte Carlo (MCMC) method to produce samples. We used the algorithm outlined in Kendall 8] , coded in his C program Perfect. This algorithm uses the coupling from the past idea of Propp and Wilson 11] which, in contrast to conventional MCMC methods, allows for exact rather than approximate samples. The algorithm assumes empty boundary conditions. For area-interaction processes with > 1, simpler exact sampling algorithms have been developed, see 6, 17].
4 Testing procedure
Estimation of summary statistics
As we saw in Section 2, F and G are de ned in terms of distances between points. However, since in practice X is observed within a bounded window W only, inter-point distances based on X \W for points close to the border may well di er from the`true' distances. To deal with these edge e ects, we map the point pattern onto a torus and regard the observation window as the centre of a 9 x 9 grid of windows with identical point patterns. The events in the other windows are taken into account when determining the nearest neighbour distances in the centre window. Note that the torus condition is only one of many possible ways to deal with edge e ects, but in general it performs well, although it sometimes looses power for regular point patterns 13] . Surprisingly, tests based on the J-function do not become less powerful if naive estimators which are not corrected for edge e ects are used, see 2].
We estimate the summary statistics (1){(3) as follows. For each event we determine the distance to its nearest neighbour and use the empirical cumulative distribution function of these distances as an estimator for G. The estimation of F requires a set of sampling points, which can be a regular grid or a random set of points. We followed the recommendation in Diggle 4] and used a regular grid of sampling points with mesh size 0:1. For each of these sampling points the distance to the nearest event is determined and the empirical distribution function of these distances yields an estimator for F. Finally, the J-function is simply estimated by a ratio estimate.
Test statistics
In order to de ne a test statistic, a measure of discrepancy between the estimated and theoretical null hypothesis values of a given summary function has to be chosen. In the simulation study below we consider a null hypothesis of complete spatial randomness (CSR). Under this hypothesis, the point pattern is produced by a stationary Poisson process of intensity > 0. It is easily seen that under CSR, the empty space function and the nearest neighbour distance distribution coincide and are given by Hence J 0 (r) = 1 (cf. Section 2).
In the following let H 0 be the theoretical summary function under CSR andĤ 1 the estimate of the appropriate summary function for the observed point pattern. If some prior knowledge about the process to be tested is available, for example its interaction radius, then it might be su cient to use a statistic which is based on the di erence between the theoretical and estimated summary function at only one speci c value of r: u 1 (r) = jĤ 1 (r) ? H 0 (r)j:
However, it is usually more sensible to evaluate more information given by the point pattern and compare values over a range of r. More speci cally, we consider the following two test statistics. 
Results
In the simulation study below, a Poisson null hypothesis was tested against the three alternative models discussed in Section 3. We varied the parameter settings and thus the degree of interaction for each model, tuning the overall intensity to 50 points per unit area. For each parameter setting we simulated 100 point patterns and performed the Monte Carlo tests. The number of rejected patterns yields an estimate for the power of the test. The relative frequencies of rejection of the null-hypothesis are summarized in Tables 1{10 and in the following are interpreted as an estimate for the power of the tests for CSR.
Monte Carlo tests were performed using the Maximum and Integral Statistics (cf. Section 4) at a signi cance level of 5%. Thus 99 realisations of a Poisson point process with intensity = 50 were generated and the null hypothesis was rejected if the rank of u 1 was 96 or above. Regarding the range of r-values, recall that J(r) is only de ned for r such that F(r) < 1.
Simulations suggest that for our sampling scheme the probability that the estimate of F becomes less than 1 is su ciently low for values of r up to 0:12 and we therefore estimated the summary functions up to range 0:12.
Cluster process
First consider the Poisson cluster process described in Section 3.1 with parent intensity 50= . The degree of interaction depends on the mean number of daughter points and the standard deviation of the normal location distribution. The more daughter points or the smaller the standard deviation , the more clustered the point pattern will be. This is re ected in the results summarised in Tables 1-4 Overall we nd that for patterns with weak clustering tests based on F are more powerful at large values of S than tests based on G and J, whereas for stronger clustered patterns tests based on G are most powerful. We expect tests based on G to be more powerful for strongly clustered patterns for the following reason. If the cluster members lie very close to each other then the distances from an event to the nearest sampling point will be approximately the same for all members of the same cluster. Thus the estimated F-function will be close to the F-function of a Poisson process with intensity 50/ . Most nearest event-event distances on the other hand will correspond to the distance to the nearest member of the same cluster.
Hence G will deviate strongly from the G-function under CSR and we expect this deviation to be stronger than the corresponding deviation of F. The J-function performs similar to the more powerful alternative among F and G. For = 5 it is even the most powerful test statistic for most values of the upper bound S. The power of tests based on J reduces considerably for large values of S. This is due to the fact that the variance of the estimator for J(r) increases drastically for large values of r because the estimated F(r) approaches 1. This is more noticable for the Maximum Statistic than for the Integral Statistic as the latter is more robust and hence less a ected by random uctuations.
Hard core process
Our second results concern the Type 2 Mat ern hard core process introduced in Section 3.2. For this model, the greater the hard core distance h, the more regular are the patterns produced by the process.
The results are summarised in Tables 5-6 . It can be seen that when h increases, the power of all tests considered increases as well. For the hard core process, generally tests based on the F-function are least powerful. Tests based on G and J are similar in power; the J-function is slighly more powerful, in particular if the Integral statistic is used.
As in the case of cluster process alternatives, some decrease in power is noticable for J-based tests when S gets large, but the e ect is much less Table 5 : Estimated power for a hard core process with h = 0:04.
is no such bound for Poisson point patterns or hard core patterns. Thus due to averaging e ect the decrease in power when testing hard core patterns is smaller than when testing cluster processes. Table 6 : Estimated power for a hard core process with h = 0:06.
Area-interaction process
Two parameters in uence the strength of the interaction in an area-interaction process, the parameter and k, the sidelength of the square K. If g denotes the logarithm of , then for g < 0 the model exhibits repulsion, whereas g > 0 will lead to aggregation.
The density of the area-interaction process weights a Poisson process according to an exponential of the area of x K, which is a functional of the empty space. Thus it seems surprising that tests based on the empty space function F are the least powerful, both in the repulsive as in the attractive case. However if we increase (respectively decrease) the area of x K, the distance between the points of x will increase (decrease) overproportionally, which provides the intuition why tests based on G are more powerful for area-interaction processes. The power of tests based on J is similar to that of tests based on G, see Tables 7{10.
Repulsive area-interaction
From Tables 7 and 8 , in the repulsive case the power of tests based on J is slightly higher than that of tests based on G. 
Attractive Area-Interaction
In the attractive case the power of tests based on J is similar to the power of tests based on G, see Tables 9 and 10 . However, as for cluster processes, the power of J-based tests reduces considerably if the upper limit S of the Integral and Maximum Statistics is increased.
Summary
As discussed in Section 2, J has many theoretical advantages. It measures both strength and range of interaction and can be evaluated in closed form for more models than F and G. Furthermore, in contrast to F and G, a plot of the estimated J-function can be interpreted without comparing it to the plot of the summary function for a Poisson point process.
Overall we found that using the J-function to test for CSR is a competitive alternative to G and F. The J-function produces tests which are of similar power as the more powerful of the alternatives F and G. The highest power estimate is usually obtained close to the interaction radius of the underlying point process. For repulsive processes, tests based on J are often slightly more powerful than tests based on the alternative summary functions. The power of the tests for CSR commonly slightly decreases if too large a range of values is taken into account, that is if the upper limit S is too high. For G this e ect is stronger for attractive patterns, for F it is stronger for regular patterns. This is due to the fact that G is larger for a clustered point pattern than for a Poisson point process and similarly, F is larger for regular patterns than for Poisson point processes. For tests based on J, however, the performance worsens drastically as the range of values taken into account grows, especially when using the Maximum Statistic. This is due to the fact that the J-function is a ratio and the variance of its estimator increases as the denominator approaches zero. The loss of power is more pronounced for processes with attractive interaction. Because of these observations, we would recommend to consider only those ranges for which the empty space function is su ciently below 1 and to use the Integral Statistic, which is less a ected by sampling uctuations.
