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Resumen— En este artículo se presentan los algoritmos 
de implementación para el modulador y demodulador en 
cuadratura 16 qAM como funciones SDR sobre Disposi-
tivos Lógicos Programables, particularmente para plata-
formas FPGA. Se presenta el análisis del modelo, diseño 
e implementación del mismo, así como los resultados 
obtenidos pensando en la implantación del dispositivo 
como un componente de un transpondedor satelital cog-
nitivo. El proceso de validación de la implementación se 
efectuó a través de las herramientas de diseño, simula-
ción, síntesis y descarga de Xilinx sobre la FPGA Spar-
tan 3E.
Palabras clave— Radio Definido por Software, qAM, 
Transpondedores Reconfigurables, CORDIC, FPGA, DSP, 
satélite.
Abstract— This paper presents the implementation al-
gorithms for quadrature modulator and demodulator 16 
qAM as SDR functions on programmable logic devices, 
particularly for FPGA platforms. It presents all the mo-
del analysis, design and implementation of it, and con-
sidering the results of implantation of the device as a 
component of a cognitive satellite transponder. The vali-
dation process of the implementation was done through 
the design tools, simulation, synthesis, and downloads 
on Xilinx Spartan 3E FPGA.
Keywords— Software Defined Radio, qAM, Transponde-
dores Reconfigurables, CORDIC, FPGAs, DSPs, satelli-
tes.
I. INTRODUCCIÓN
Las tecnologías emergentes tales como Soft-
ware Defined Radio (SDR) han revolucionado las 
perspectivas de las telecomunicaciones; esto 
principalmente debido al hecho que los disposi-
tivos hardware pueden ser reemplazados por al-
goritmos que se ejecutan sobre Dispositivos Ló-
gicos Programables (PLD - Programmable Logic 
Devices) tales como DSP o FPGA. Considerando 
este nuevo paradigma, altos niveles de flexibilidad 
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pueden alcanzarse siempre que los algoritmos 
alojados en los PLD puedan ser actualizados o 
reemplazados completamente, lo cual equivale a 
cambiar un dispositivo hardware por uno nuevo, 
que presenta ventajas significativas en compara-
ción con los sistemas actuales, dado que la recon-
figuración, es un procedimiento sencillo, rápido y 
económico, que permite ser realizada en tiempo 
de ejecución, sin necesidad de suspender los ser-
vicios de comunicaciones prestados por la estruc-
tura del sistema.
Como se propone en [1], [2] y [3] los siste-
mas de comunicaciones satelitales pueden to-
mar ventajas de estas tecnologías emergentes y 
los transpondedores cognitivos podrían ser im-
plementados basándose en tecnologías SDR. En 
este contexto, transpondedores satelitales cog-
nitivos podrían ser construidos basados en arre-
glos de FPGA permitiendo realizar por completo 
las funciones de procesamiento en banda base y 
frecuencia intermedia a través de algoritmos de 
procesamiento digital de señales.
En este artículo se realiza una presentación 
de los resultados de la implementación del com-
ponente de modulación - demodulación para un 
transpondedor satelital cognitivo reconfigurable 
por medio de SDR utilizando plataformas FPGA, 
para este propósito se seleccionó el modulador - 
demodulador 16 QAM  por su amplia utilización 
en el escenario de las comunicaciones satelitales. 
Los resultados e implementación se realizaron 
sobre la FPGA Spartan 3E de Xilinx  por ser una 
de las plataformas más populares en el entorno 
académico. La herramienta de desarrollo utilizada 
se denomina System Generator, la cual es propor-
cionada por Xilinx.
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II. DISEñO DEL MODULADOR
El diagrama en bloques del modulador QAM 
con salidas en fase y cuadratura se muestra en la 
Fig 1 con salidas de la forma (1) y (2)
Donde I(n) y Q(n) son los símbolos de datos 
conformados e interpolados en fase y cuadratu-
ra [4], y al realizar una implementación directa de 
estas salidas, se requiere un total de cuatro mul-
tiplicaciones reales y dos sumas reales como lo 
muestra la Fig 1. 
Fig.  1.  ESQUEMA DEL MODULADOR QAM CON SALIDAS EN FASE Y 
CUADRATURA.
Fuente: Autor del proyecto
III. IMPLEMENTACIÓN DEL MODULADOR 
El diagrama de la implementación del modu-
lador 16QAM en la herramienta de desarrollo de 
Xilinx System Generator se muestra en la Fig. 2.
Fig.  2.  MODULADOR 16QAM IMPLEMENTADO EN XILINX SYSTEM 
GENERATOR
Fuente: Autor del proyecto
El modulador se encuentra constituido por un 
bloque de conversión serie a paralelo, encargado 
de realizar la conversión de los datos seriales de 
entrada a símbolos 16QAM, estos símbolos a su 
vez son empleados para seleccionar la salida de 
los multiplexores, los cuales se encargan de la 
conformación de las componentes en fase y cua-
dratura de la señal QAM. Posteriormente las com-
ponentes en fase y cuadratura de la señal pasan 
a los filtros de transmisión, los cuales se diseñan 
como interpoladores de paso bajo que permite ob-
tener a la salida de los mismos las componentes 
en fase y cuadratura limitadas en banda. La salida 
de los filtros posteriormente es convertidahacia 
arriba en el bloque mezclador cuya implementa-
ción se muestra en la Fig. 3. El bloque mezcaldor, 
hace uso de un NCO para la generación de las 
señales Seno y Coseno a la frecuencia deseada 
de portadora.  Este NCO utiliza una ROM para 
generar sinusoides, y un integrador el cual opera 
como acumulador que genera una fase, la que se 
mapea en la ROM como direcciones que permite 
obtener el valor del sinusoide de salida de acuer-
do a la fase de entrada; el incremento y desplaza-
miento de fase pueden ser definidos como cons-
tantes o pueden establecerse de forma dinámica 
a través de los puertos del oscilador, estos valores 
se definen en términos de ciclos por muestra, lo 
cual implica que por ejemplo para un incremen-
to de fase de un décimo (1/10), un sinusoide se 
completa después de diez periodos de muestreo. 
Una vez el incremento de fase se acumula, el des-
plazamiento de fase se adiciona al resultado.
La implementación del bloque mezclador se 
muestra en la Fig. 3, el cual realiza el producto 
de las componentes en fase y cuadratura de la 
señal que permite el proceso de conversión hacia 
arriba; este producto se efectúa con un multipli-
cador complejo, el cual consta de cuatro bloques 
multiplicadores reales y dos sumadores restado-
res reales que se encargan de entregar la parte 
real y la parte imaginaria del producto, las cuales 
corresponden a las componentes en fase y cua-
dratura moduladas.
Fig.  3.  MEZCLADOR MODULADOR 16QAM XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
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IV. DISEñO DEL DEMODULADOR
El diagrama general del demodulador QAM se 
muestra en la Fig. 4.
Los multiplicadores de cuadratura y los filtros 
producen una estimación de las amplitudes en cua-
dratura, las cuales son las bases de la identificación 
de símbolos. La sincronización de portadora realiza 
la conversión a banda base de las componentes en 
cuadratura de la señal mediante réplicas de fase co-
herentes de las portadoras en cuadratura.
Fig.  4.  ESQUEMA BÁSICO DEL DEMODULADOR QAM
Fuente: Autor del proyecto
Para el caso de la implementación del demo-
dulador, uno de los componentes más importan-
tes es el DPLL (Digital Phase Locked Loop), el cual 
emplea un filtro sumador proporcional integrativo 
y un camino directo escalado como se muestra en 
la Fig. 5.
Fig.  5.  DPLL PARA SINCRONIZACIÓN DE FASE
Fuente: Autor del proyecto
Los coeficientes del filtro Kp y Kl controlan el 
ancho de banda del PLL y el factor de derrape; en 
esta implementación el NCO (Oscilador Controla-
do Numéricamente) se conforma por medio de un 
sintetizador digital directo (DDS) y el detector de 
fase se implementa a través de la tangente inver-
sa por medio del bloque que lleva su nombre.
Puesto que la fase de la señal modulada en 
QAM es dependiente de los datos, el detector de 
fase debe demodular la señal recibida y produ-
cir una señal proporcional a la diferencia de fase 
entre las portadoras locales y las recibidas. La 
complejidad del detector de fase se puede redu-
cir por medio del cálculo de una señal proporcio-
nal al seno de la diferencia de fase  
y como la función  es monotónica en 
, se puede considerar como un 
buen estimador de fase en este intervalo, y dado 
que para pequeños valores de , 
entonces la función seno se aproxima a un detec-
tor de fase ideal para valores pequeños de .
El error de fase se obtiene al comparar la dife-
rencia de fase entre la señal recibida x(n)+jy (n) y el 
punto más cercano de la constelación I(n)+jQ(n) 
tal como se muestra en la Fig. 6.
Fig.  6.  DPLL IMPLEMENTADO CON PRODUCTOS CRUZADOS                        
Y LA CONSTELACIÓN
Fuente: Autor del proyecto
Para la constelación de ejemplo, los cuatro 
puntos pertenecientes a la constelación se ubi-
can en el centro de los cuatro cuadrantes, luego 
el punto más cercano de la constelación se calcu-
la por medio del signo de las magnitudes de las 
componentes en fase y cuadratura y el seno de la 
diferencia de fase puede expresarse como:
La ecuación (3) muestra que el error de fase 
es proporcional al seno de la diferencia de fase, 
que puede ser generado a partir de la diferencia 
de los productos cruzados I(n)Y(n)-Q(n)X(n), por 
lo tanto, el detector de fase para una constelación 
densa como 16QAM debe contener más compa-
raciones para determinar el punto más cercano 
de la constelación, por esta razón esta función se 
implementa mediante un particionador como se 
muestra en la Fig. 7.
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Fig.  7.  DPLL PARA 16QAM
Fuente: Autor del proyecto
Los puntos de la constelación de 16QAM resi-
den en uno de tres contornos e indican su distan-
cia desde el origen, el radio del contorno mayor, 
representa señales con una alta relación señal a 
ruido y la medición de fase para puntos ubicados 
en este contorno presentan menor ruido por lo 
que el PLL debe controlar la ganancia de acuerdo 
al radio del símbolo detectado, función desempe-
ñada por el bloque de detección de ganancia que 
se muestra en la Fig. 7.
V. IMPLEMENTACIÓN DEL DEMODULADOR
El diagrama de la implementación del demodu-
lador 16QAM en la herramienta de desarrollo de 
Xilinx System Generator se muestra en la Fig. 8.
Fig.  8.  DEMODULADOR 16QAM EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Está conformado por un bloque mezclador el 
cual se muestra en la Fig. 3, como el utilizado 
por el modulador; un bloque detector de fase que 
cumple la función de la recuperación de la fase de 
la portadora de la señal modulada puesto que la 
fase de la señal modulada en QAM es dependien-
te de los datos, el detector de fase debe producir 
una señal proporcional a la diferencia de fase en-
tre las portadoras locales y las recibidas, que per-
mite calcular una señal proporcional al seno de la 
diferencia de fase Δφ=φ-φdss como se describe 
en el numeral anterior de diseño. Un bloque DPLL 
para el enganche de portadora,  que permite ge-
nerar el error de fase alimentado al NCO, el cual 
se implementa de igual manera al utilizado por el 
modulador.
La implementación de los bloques que compo-
nen el demodulador se muestra en las Fig. 9 a 17.
Fig.  9.  MULTIPLICADOR COMPLEJO ENTRADA B COMPLEMENTADA EN 
XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Fig.  10.  DETECTOR DE FASE EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Fig.  11.  SLICER EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
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Fig.  12.  BLOQUE CORDIC EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Fig.  13.  PROCESADOR CORDIC EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Fig.  14.  PROCESADOR CORDIC EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Fig.  15.  CORDIC ITERACIÓN N EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Fig.  16.  CORRECCIÓN CUADRANTE EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
Fig.  17.  FILTRO DE LAZO DPLL EN XILINX SYSTEM GENERATOR
Fuente: Autor del proyecto
VI. RESULTADOS DE IMPLEMENTACIÓN
Con la herramienta de estimación de recursos 
se calcularon los recursos requeridos en la FPGA 
para realizar la implementación, estos resultados 
se presentan en las Tablas I y II.
TABLA I
ESTIMACIÓN DE RECURSOS TOTALES DE IMPLEMENTACIÓN
Recurso Modulador Demodulador Total
Slices 786 1191 1977
FFs 488 52 540
BRAMs 0 1 1
LUTs 1277 22280 3507
IOBs 193 0 193
Mult. Emb. 20 28 48
TBUFs 0 0 0
TABLA II
ESTIMACIÓN DE RECURSOS DE IMPLEMENTACIÓN POR BLOQUES 
FUNCIONALES
Recurso Mezclad. Det. Fase DPLL NCO
Slices 314 782 68 18
FFs 0 0 32 20
BRAMs 0 0 0 1
LUTs 618 1521 104 20
IOBs 0 0 0 0
Mult. Emb. 12 12 4 0
TBUFs 0 0 0 0
En las Fig. 18 a 24, se muestran los resultados 
de implementación.
Fig.  18.  INFORMACIÓN DE FUENTE Y SÍMBOLOS 16 QAM
Fuente: Autor del proyecto
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Fig.  19.  COMPONENTES EN FASE Y CUADRATURA POST                                 
FILTRO DE TRANSMISIÓN.
Fuente: Autor del proyecto
Fig.  20.  COMPONENTES EN FASE Y CUADRATURA MODULADAS.
Fuente: Autor del proyecto
Fig.  21.  DIAGRAMA DE CONSTELACIÓN DE LA SEÑAL MODULADA                      
DESPUÉS DEL CANAL.
Fuente: Autor del proyecto
Fig.  22.  RESPUESTA DEL NCO DE RECEPCIÓN Y RECUPERACIÓN DE FASE.
Fuente: Autor del proyecto
Fig.  23. COMPONENTES EN FASE Y CUADRATURA DEMODULADAS.
Fuente: Autor del proyecto
Fig.  24.  DIAGRAMA DE CONSTELACIÓN DE LA SEÑAL DEMODULADA.
Fuente: Autor del proyecto
VII. CONCLUSIONES y RECOMENDACIONES
En la medida en que el procesamiento digital 
de señales incremente su complejidad, para per-
mitir la implementación de funciones mas sofisti-
cadas y óptimas sobre plataformas hardware cada 
vez mas robustas, el desarrollo de software y pro-
piedad intelectual llegarán a ser más importantes 
que la implementación de la plataforma hardware 
que soporta la funcionalidad del sistema, debido 
a que la funcionalidad de la mayoría de los siste-
mas serán desarrolladas en núcleos de propiedad 
intelectual (IP Cores) que serán los encargados de 
proporcionar la funcionalidad requerida en siste-
mas cognitivos. 
Se considera que SDR es una tecnología pro-
misoria la cual contribuirá al mejoramiento de los 
sistemas satelitales, sin embargo, su implemen-
tación en transpondedores satelitales cognitivos 
reales puede llevar algunos años, lo anterior, de 
acuerdo a los avances tecnológicos que puedan 
alcanzarse en el desarrollo de ADC que cumplan 
con las especificaciones requeridas para la imple-
mentación de SDR, y del desarrollo de dispositivos 
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lógicos programables como DSP y FPGA con las 
suficientes capacidades de procesamiento reque-
ridas para la implementación de los algoritmos. 
Las implementaciones mediante SDR de las 
funciones de radio tradicionalmente analógicas, 
abren las puertas a nuevos niveles optimizados 
de funcionalidad de los dispositivos en órbita y de 
la implementación de nuevas tecnologías de radio 
inteligente como lo es radio cognitivo[5 -20].
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