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Introduc¸a˜o
A primeira parte do curso de Complementos de Ana´lise Nume´rica e´ dedicada ao estudo de
me´todos nume´ricos para a resoluc¸a˜o do problema da determinac¸a˜o dos valores e vectores pro´prios
de uma matriz quadrada. Problemas deste tipo ocorrem, por exemplo, em Fı´sica e Engenharia,
associados ao estudo de problemas de vibrac¸a˜o. Tambe´m, em Estat´ıstica, a ana´lise de variaˆncias,
passa pela resoluc¸a˜o de um problema de valores pro´prios. A determinac¸a˜o do nu´mero de condic¸a˜o
de uma matriz, utilizando a norma espectral (importante, como sabemos, no estudo do condiciona-
mento da resoluc¸a˜o de sistemas de equac¸o˜es lineares) exige tambe´m o conhecimento dos valores
pro´prios de maior e menor mo´dulo de uma certa matriz. De modo semelhante, o conhecimento
de valores pro´prios de certas matrizes e´ importante para a determinac¸a˜o das condic¸o˜es de estabi-
lidade de me´todos nume´ricos de resoluc¸a˜o de sistemas de equac¸o˜es diferenciais (ordina´rias ou de
derivadas parciais). Estes sa˜o apenas alguns exemplos, de a´reas de aplicac¸a˜o bastante distintas,
que ilustram a importaˆncia deste problema.
Apesar de possuir uma formulac¸a˜o matema´tica extremamente simples, o problema cla´ssico
de valores e vectores pro´prios, isto e´, o da determinac¸a˜o de soluc¸o˜es na˜o-triviais da equac¸a˜o
 
, pode considerar-se como um dos problemas ba´sicos mais interessantes da Ana´lise
Nume´rica. Com efeito, na pra´tica, ele origina uma variada gama de problemas cuja resoluc¸a˜o
de forma eficiente exige uma se´rie de diferentes algoritmos. ´E precisamente do estudo de alguns
desses algoritmos que nos iremos ocupar na primeira parte deste curso, recorrendo sempre que
possı´vel a` sua implementac¸a˜o em MATLAB.
Estas notas esta˜o divididas em quatro capı´tulos: Resultados ba´sicos - onde sa˜o apresenta-
dos/relembrados alguns dos resultados mais importantes da teoria de valores e vectores pro´prios;
Matrizes de transformac¸a˜o - onde sa˜o definidas as vulgarmente chamadas matrizes elementares
que desempenham um papel importante na reduc¸a˜o, por semelhanc¸a, de uma matriz
 
a uma for-
ma “mais” simples; Me´todos iterativos e Me´todos de transformac¸a˜o. Nestes dois u´ltimos capı´tulos
sa˜o descritos va´rios algoritmos usados para o ca´lculo de valores e vectores pro´prios de uma dada
matriz. No final de cada capı´tulo sa˜o propostos va´rios problemas para acompanhamento das aulas
teo´rico-pra´ticas. Os exercı´cios cuja resoluc¸a˜o deve ser feita recorrendo ao MATLAB esta˜o devi-
damente assinalados. Sa˜o tambe´m apresentados, em anexo, alguns projectos envolvendo a escrita
de programas em MATLAB, com o objectivo de ilustrar determinados resultados e/ou aplica´-los
a matrizes de maior dimensa˜o.
1
1. Resultados Ba´sicos
Neste capı´tulo, faremos uma breve revisa˜o da teoria ba´sica de valores e vectores pro´prios. A sua
finalidade e´, essencialmente, a de relembrar alguns resultados particularmente relevantes para este
curso, bem como permitir uma uniformizac¸a˜o de notac¸o˜es.
1.1 Valores e vectores pro´prios
Em tudo quanto se segue, sendo  um corpo, denotaremos por 	
  o conjunto das ma-
trizes do tipo  sobre  e por 	 o conjunto das matrizes quadradas de ordem  de
elementos em  . Em geral, 
ﬀ
, e nesse caso simplificaremos as notac¸o˜es para 	
ﬁ  e 	 ,
respectivamente.
Definic¸a˜o 1.1 Sejam  ﬃﬂ 	  !ﬂ" e !ﬂ"   $#&%(' Diz-se que  e´ um vector pro´prio de  
associado ao valor pro´prio

se e so´ se
 ﬁ)*+' (1.1)






que e´ a forma matricial de um sistema homoge´neo de  equac¸o˜es lineares. Este sistema tem uma
soluc¸a˜o na˜o trivial,
2#-%






















A equac¸a˜o (1.4) e´ chamada equac¸a˜o caracterı´stica da matriz   e o polino´mio no lado esquerdo
desta equac¸a˜o e´ chamado polino´mio caracterı´stico de
 




segue-se que a equac¸a˜o (1.4) tem  raı´zes (contando multiplicidades), ou seja que   tem  valores


























Associado a cada valor pro´prio


























@ seja normalizado, isto













(Nota: Dada uma certa matriz   , usaremos a notac¸a˜o  
N























chamamos raio espectral de
 
.
Seja `bac .d baeef[gbac uma func¸a˜o racional. Enta˜o, `    .d    ih g(   kj ;>= esta´ definido desde
que g(
 
 seja na˜o–singular. Facilmente se verifica que, sendo  um valor pro´prio de   , enta˜o
`

 e´ um valor pro´prio de `
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sa˜o, em geral, diferentes.
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isto e´, se J e´ um vector pro´prio de
 
T
associado ao valor pro´prio

, diz-se que J e´ um vector
pro´prio a` esquerda de
 
.
(Tal designac¸a˜o justifica-se, uma vez que, de (1.7), se segue que J T  rs J T .) Por vezes, para
evitar ambiguidades, referir-nos-emos aos vectores pro´prios de
 
definidos por (1.1) como vecto-
res pro´prios a` direita de
 
. Quando, pelo contexto, na˜o seja necessa´ria distinc¸a˜o, diremos apenas
vectores pro´prios.









e J e´ um vector pro´prio a`
esquerda de
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A relac¸a˜o (1.8) deduz-se de imediato, atendendo a que # t . x
Teorema 1.2 Vectores pro´prios associados a valores pro´prios distintos sa˜o linearmente indepen-











































Dem. Veja, por exemplo, [Hor85, pp 47,48]. x
Teorema 1.3 Seja  um valor pro´prio de uma certa matriz   , de multiplicidade  (i.e.,  e´ um
zero de ordem  do polino´mio caracterı´stico de
  ). Enta˜o, existem no ma´ximo  vectores
pro´prios linearmente independentes associados a esse valor pro´prio.
Dem: Veja, por exemplo, [Hor85, p.61]. x
4
Nota 1.1 Ao nu´mero ma´ximo de vectores pro´prios linearmente independentes associados ao valor
pro´prio















como raiz da equac¸a˜o carac-
terı´stica chamamos multiplicidade alge´brica de

. O que este teorema afirma e´, portanto, que a
multiplicidade geome´trica de um valor pro´prio na˜o excede a sua multiplicidade alge´brica. No que
se segue, quando falarmos de multiplicidade de um valor pro´prio, sem especificar de que tipo de
multiplicidade se trata, queremos referir-nos a` multiplicidade alge´brica.
Definic¸a˜o 1.4 Uma matriz quadrada
 
de ordem  diz-se na˜o-deficiente se possuir  vectores
pro´prios linearmente independentes, dizendo-se deficiente no caso contra´rio.
O Teorema 1.2 mostra que, se
 




possui valores pro´prios mu´ltiplos,
 
pode ou na˜o ser deficiente.


















(que tem tambe´m 

como valor pro´prio duplo) e´ deficiente.
1.2 Transformac¸o˜es de semelhanc¸a
Definic¸a˜o 1.5 Uma matriz 
ﬂ















A transformac¸a˜o o ;>=
 
 e´ chamada uma transformac¸a˜o de semelhanc¸a (por meio de  ).
Em particular, se  e´ uma matriz unita´ria (i.e.  ;>=  
N
), dizemos tratar-se de uma transformac¸a˜o
de semelhanc¸a unita´ria. De modo ana´logo, se  e´ uma matriz ortogonal (i.e.  ;>=   T ), a
5
correspondente transformac¸a˜o diz-se ortogonal. Facilmente se verifica que a semelhanc¸a e´ uma
relac¸a˜o de equivaleˆncia, fazendo assim sentido dizer-se que
 
e  sa˜o semelhantes.
Teorema 1.4 Matrizes semelhantes teˆm os mesmos valores pro´prios.


































e´ tambe´m valor pro´prio de  . Quanto aos vectores pro´prios  de   e 
de  ;>=
 





Definic¸a˜o 1.6 Diz-se que uma matriz
 Mﬂ
	 e´ diagonaliza´vel sse
 




	 e´ diagonaliza´vel sse e´ na˜o-deficiente.
Dem. Suponhamos que
 
e´ na˜o-deficiente, isto e´, que
 































































































 . Note-se que

e´ invert´ıvel, porque as suas colunas sa˜o, por hipo´tese,
linearmente independentes.

















































ou seja, que os elementos da diagonal de
£
sa˜o valores pro´prios de
 
tendo como vectores
pro´prios associados as colunas de

, as quais sa˜o linearmente independentes, uma vez que

e´ invert´ıvel. x




¦ e´ uma matriz triangular superior. Por outras palavras, toda a matriz quadrada e´
unitariamente semelhante a uma matriz triangular superior. Ale´m disso, se
 §ﬂ
	b¨© e se
todos os valores pro´prios de
 
sa˜o reais, enta˜o ¦ pode ser escolhida como real e ortogonal.
Dem. Veja, por exemplo, [Hor85, pp 79,80]. x
Nota 1.2 Uma versa˜o mais geral do Teorema de Schu¨r e´ a seguinte:
Se
 ¥ﬂ
	b¨© , enta˜o existe uma matriz real e ortogonal ¦ tal que ¦
T
 
¦ tem a forma

































G¬G e´ uma matriz quadrada cuja ordem e´, no ma´ximo, dois; ale´m disso, ¦ pode
ser escolhida por forma que os blocos
ª
G¬G de ordem 2 tenham apenas valores pro´prios comple-
xos (que sera˜o, evidentemente, conjugados); a demonstrac¸a˜o deste resultado pode ser vista, por
exemplo, em [Ste73, p.285].
O Teorema 1.5 mostra que, em geral, uma matriz na˜o pode ser reduzida a` forma diagonal
atrave´s de transformac¸o˜es de semelhanc¸a. A forma mais compacta que tais transformac¸o˜es pro-
duzem e´ descrita na secc¸a˜o seguinte.
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1.3 Forma cano´nica de Jordan













 7 % '6'6'%
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e´ chamada um bloco de Jordan de ordem r.





 tem um valor pro´prio

de multiplicidade  e apenas um vector
pro´prio
1*¯
= ( ¯ = denota o vector  7  %  '6'6'  %  T da base cano´nica).







, respectivamente. Enta˜o existe uma matriz na˜o-singular ²
tal que ² ;>=
 





 isolados ao longo da diagonal e todos os outros
elementos iguais a zero. A soma das ordens das submatrizes associadas a cada valor pro´prio

G
e´  G . A matriz ² ;>=
 
² e´ chamada forma cano´nica de Jordan da matriz   , e e´ u´nica a menos da
ordem dos blocos ao longo da diagonal. O nu´mero total de blocos de Jordan na forma cano´nica
de
 
e´ igual ao nu´mero de vectores pro´prios linearmente independentes de
 
.
Dem. Veja, por exemplo, [Hor85, pp 121 e segs].
Exemplo 1.2 Uma matriz
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tem quatro vectores pro´prios independentes, dois correspondentes a

= , um correspondente a
0D
e outro correspondente a
0³






























o divisor elementar diz-se linear.
Uma matriz com valores pro´prios distintos tem todos os divisores elementares lineares. Se
os valores pro´prios na˜o sa˜o distintos, os divisores elementares podem ou na˜o ser lineares, tendo-
se, claramente, que
 
e´ deficiente se e so´ se pelo menos um dos seus divisores elementares e´
na˜o-linear.
1.4 Propriedades de matrizes hermitianas
Seja  Rﬂ 	 uma matriz hermitiana. Enta˜o   satisfaz as seguintes propriedades:
P1. Os valores pro´prios de
 
sa˜o reais.






























e´ na˜o-deficiente e existe uma base de º  formada por vectores pro´prios ortonormados.

























































e´ definida positiva sse os seus valores pro´prios sa˜o positivos.
9














































































Nota 1.3 Os resultados desta secc¸a˜o sa˜o, como e´ o´bvio, va´lidos para matrizes reais sime´tricas.
1.5 Estimativas “a priori” para valores pro´prios
´E conveniente, tanto do ponto de vista teo´rico, como do ponto de vista pra´tico, determinar regio˜es
limitadas do plano complexo contendo os valores pro´prios de uma dada matriz
 
. Tal informac¸a˜o
fornece-nos aproximac¸o˜es iniciais para os valores pro´prios, as quais podera˜o depois ser melho-
radas por utilizac¸a˜o de me´todos iterativos e desempenha, ale´m disso, um papel importante no
estudo de problemas de condicionamento (i.e., na ana´lise das mudanc¸as nos valores pro´prios de  
induzidas por pequenas alterac¸o˜es nos seus elementos). Um resultado importante e´-nos fornecido
pelo seguinte teorema.




 uma matriz quadrada de



































Enta˜o, os valores pro´prios de
 
esta˜o na unia˜o dos cı´rculos Ä G . Estes cı´rculos Ä G sa˜o chamados
cı´rculos (ou discos) de Gerschgo¨rin.






































































isto e´, o valor pro´prio

esta´ no cı´rculo Ä @ . Podemos assim concluir que os valores pro´prios de
 
pertencem a` unia˜o dos cı´rculos Ä G . x
Corola´rio 1.1 Se




















para pelo menos um
}
.
Corola´rio 1.2 Uma matriz estritamente de diagonal dominante e´ na˜o-singular.






















(As demonstrac¸o˜es dos corola´rios anteriores ficam ao cuidado dos alunos.)
Pode provar-se ainda o seguinte teorema – para a sua demonstrac¸a˜o, veja, por exemplo,
[Wil65, p.71].
Teorema 1.9 Se a unia˜o de  cı´rculos de Gerschgo¨rin e´ disjunta dos restantes cı´rculos, enta˜o
essa unia˜o conte´m exactamente  valores pro´prios (contando multiplicidades). Em particular, se
um cı´rculo e´ disjunto dos restantes, ele conte´m exactamente um valor pro´prio.
x
Melhoramento de Gerschgo¨rin: Suponhamos que o cı´rculo Ä @ e´ disjunto dos restantes. Consi-














































































































































O objectivo do chamado melhoramento de Gerschgo¨rin e´ determinar um valor de ¤ que diminua
o cı´rculo Ä @ , mantendo-o disjunto dos restantes (os quais se tornam maiores a` medida que ¤
diminui).




, chama-se quociente de Rayleigh de x, e





















































































































































































































































1.6 Breve refereˆncia a problemas de condicionamento
Consideremos agora a questa˜o de saber quais os efeitos que pequenas perturbac¸o˜es nos elementos
de uma matriz
 
podem produzir nos respectivos valores pro´prios; alguns valores pro´prios podem
ser muito sensı´veis a tais perturbac¸o˜es, sendo outros pouco sensı´veis. Se pequenas alterac¸o˜es nos
elementos de
 
podem induzir perturbac¸o˜es ilimitadas nalguns dos seus valores pro´prios, diremos
que o problema da determinac¸a˜o desses valores pro´prios e´ mal-condicionado. Isto significa que,
independentemente do me´todo nume´rico utilizado, se torna muito difı´cil obter aproximac¸o˜es ra-
zoa´veis para esses valores pro´prios, pois os inevita´veis erros de arredondamento introduzidos nos
ca´lculos nume´ricos produzira˜o alterac¸o˜es significativas nos valores pro´prios calculados.





















Consideremos primeiro o caso em que
 
e´ hermitiana e assumamos que à e´ tambe´m hermi-






















Conclui-se imediatamente de (1.10) que o problema da determinac¸a˜o dos valores pro´prios de uma
matriz hermitiana e´ sempre bem condicionado.
Para matrizes na˜o hermitianas, o problema e´ bem mais complexo. No entanto, os seguintes
resultado sa˜o tambe´m demonstrados em [Wil65, pp 67 e segs].
Se
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tem apenas divisores elementares linea-
res e se
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= e´ o co-seno do aˆngulo å entre os vectores J(= e

= .
l O valor de å acima referido pode ser arbitrariamente pequeno.
l Se
 






, o que confirma a afirmac¸a˜o de que o problema do
ca´lculo dos seus valores pro´prios e´ bem condicionado.
Para um estudo bastante pormenorizado sobre o condicionamento, nos restantes casos, veja
[Wil65, Capı´tulo 2]. Referimos apenas aqui o seguinte:
l O problema da determinac¸a˜o dos valores pro´prios correspondentes a divisores elementares
na˜o-lineares e´, em geral, mal-condicionado.
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l A ana´lise da sensibilidade dos vectores pro´prios de uma matriz relativamente a perturbac¸o˜es
nos seus elementos e´ bastante complexa. Pode provar-se que, mesmo quando
 
e´ hermi-
tiana, o problema da determinac¸a˜o de vectores pro´prios correspondentes a valores pro´prios
”pro´ximos” e´ mal-condicionado.
1.7 Notas e refereˆncias adicionais
l Para uma cobertura mais completa sobre a teoria ba´sica de valores e vectores pro´prios, veja,
por exemplo, [Gan54]
l Taussky [Tau49] da´-nos uma discussa˜o histo´rica do Teorema de Gerschgo¨rin. A te´cnica do
melhoramento de Gerschgo¨rin apareceu no artigo original deste autor [Ger31] e foi poste-
riormente estudada por Varga [Var65] .
l Para uma extensa˜o do Teorema 1.10, veja, por exemplo, [Hou64].
l O problema do comportamento dos valores e vectores pro´prios de uma matriz face a uma
perturbac¸a˜o nos seus elementos foi objecto de muitos estudos. Para um tratamento porme-
norizado deste assunto, veja, por exemplo [Wil63], [Wil65] e [Hou64] . Em particular, em
[Wil65] e´ feito um estudo do problema baseado na forma cano´nica de Jordan e no Teorema
dos cı´rculos de Gerschgo¨rin.
1.8 Exercı´cios




































































' ( Ý G A
=
C
G¬G diz-se o trac¸o de A)
2. a) Mostre, atrave´s de exemplos, que se  G e t G sa˜o respectivamente os valores pro´prios
de duas matrizes
 

















b) Mostre que, se  e´ vector pro´prio de   associado ao valor pro´prio  e tambe´m e´ vector
pro´prio de  associado ao valor pro´prio t , enta˜o












3. a) Prove que as matrizes
 *èç
7%




teˆm o mesmo polino´mio caracter´ıstico, mas na˜o sa˜o semelhantes.










c) Mostre que matrizes semelhantes teˆm o mesmo polino´mio caracter´ıstico.


















































































b) Conclua que os zeros do polino´mio d sa˜o os valores pro´prios da matriz   .
A matriz
 
definida anteriormente e´ chamada matriz companheira do polino´mio p.




























a) Obtenha a matriz companheira de d = e d D , usando a definic¸a˜o anterior.
b) Use a func¸a˜o compan do MATLAB para resolver a alı´nea anterior. Compare as matri-
zes obtidas.
c) Confirme, usando a func¸a˜o poly do MATLAB, que d = e d D sa˜o, de facto, os po-
lino´mios caracter´ısticos das suas matrizes companheiras. Alternativamente, pode usar
as func¸o˜es roots e eig para verificar que os zeros de cada um dos polino´mios dados
sa˜o os valores pro´prios da sua matriz companheira.
(Refira-se, a propo´sito, que o me´todo implementado pela func¸a˜o roots do MATLAB
para calcular os zeros de um dado polino´mio passa exactamente pelo ca´lculo dos va-
lores pro´prios da sua matriz companheira.)
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6. Seja ¦ uma matriz unita´ria. Prove que, se  e´ um valor pro´prio de ¦ , enta˜o 7 fó e´ tambe´m
um valor pro´prio de ¦ e, ale´m disso,
\^Ø\R7
.
7. Prove que, se
 
tem  valores pro´prios distintos e

e ô sa˜o matrizes cujas colunas sa˜o,







desde que se multipliquem os vectores pro´prios por escalares convenientes.
8. Seja   uma matriz na˜o deficiente com valores pro´prios  =6 æ6æ6æ    e

e ô matrizes cujas
coluna





















Esta decomposic¸a˜o designa-se por decomposic¸a˜o espectral da matriz
 
.





















a) Mostre que as u´nicas matrizes triangulares que sa˜o normais sa˜o as matrizes diagonais.
b) Mostre que toda a matriz triangular
ª
unitariamente semelhante a uma matriz
 
e´
normal se e so´ se
 
e´ normal.
c) Mostre que as seguintes afirmac¸o˜es sa˜o equivalentes.
(i)   e´ normal.
(ii)   e´ unitariamente semelhante a uma matriz diagonal.
(iii) Existe uma base de   formada por vectores pro´prios de   ortonormados.





























e , seja ø
z´ù







































12. Mostre que, se
 























































14. Seja ¦ ﬂ 	  uma matriz unita´ria. Mostre que:
a) \ß\ ¦ \ß\ D \ß\ \ß\ D  À "ﬂ)  .









d) Se   e´ uma matriz hermitiana, enta˜o ¦
N
 
¦ tambe´m e´ hermitiana.
15. Seja  ﬂ 	 .
























































































































% 7  ìí
'
a) Indique intervalos reais que contenham os valores pro´prios de   . (Note que, sendo  
real e sime´trica, os seus valores pro´prios sa˜o reais)
b) Isole cada um dos valores pro´prios de   num intervalo de amplitude o mais pequena
possı´vel.











































(Sugesta˜o: Use o Teorema 1.8 e o Teorema 1.10)



















































21. Escreva uma func¸a˜o em MATLAB gersch.m para obter os discos de Gerschgo¨rin de uma
dada matriz.
22. Escreva uma func¸a˜o em MATLAB pgersch.m para representar geometricamente a regia˜o do
plano complexo que conte´m os valores pro´prios de uma dada matriz
 
.


































7 7ï% % %
% 7 7ï% %
% % 7 7%
% % % 7 7













7 7% % %
% 7 7% %
% % 7 7ï%










a) Use a func¸a˜o eig do MATLAB para obter os valores pro´prios da matriz   .
b) Compare os valores pro´prios das matrizes   e   e comente.



















































(Use a func¸a˜o poly do MATLAB)
b) Calcule os valores pro´prios de   , usando a func¸a˜o eig do MATLAB.


























(Use a func¸a˜o roots do MATLAB)
d) Comente os resultados obtidos nas alı´neas anteriores.
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a) Escreva uma func¸a˜o em MATLAB perturb.m com paraˆmetros de entrada epsilon e
delta e cujos paraˆmetros de saı´da plambda e px conteˆm, respectivamente, os valores e




b) Compare os valores e vectores pro´prios da matriz / e da matriz perturbada / 9 à , para
va´rios valores (pequenos) dos paraˆmetros epsilon e delta.
c) Comente a sensibilidade dos valores e vectores pro´prios da matriz / , face a pequenas
perturbac¸o˜es dos seus coeficientes.
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2. Matrizes de Transformac¸a˜o
`A primeira vista, poder-se-a´ pensar que o problema do ca´lculo dos valores pro´prios de uma matriz
sera´ facilmente resolvido, calculando os coeficientes do polino´mio caracter´ıstico e determinando,
em seguida, os seus zeros, por qualquer dos processos ja´ estudados para a determinac¸a˜o de raı´zes
de equac¸o˜es polinomiais – veja, por exemplo [Val90, pp 51 e segs]. Contudo, devemos notar o
seguinte:
l O ca´lculo dos coeficientes do polino´mio caracter´ıstico atrave´s da definic¸a˜o de determinante
envolve, como se sabe, um muito elevado nu´mero de operac¸o˜es, na˜o sendo por isso de
recomendar. Outros me´todos mais eficientes para o ca´lculo dos coeficientes do polino´mio
caracter´ıstico podem ser vistos, por exemplo, em [RR78, pp 485,486] e [Hou64, pp 149 e
segs].
l Como sabemos, erros relativamente pequenos nos coeficientes de um polino´mio podem in-
duzir grandes erros nas suas raı´zes, sobretudo se o polino´mio tiver grau elevado. Assim,
ainda que os coeficientes do polino´mio caracter´ıstico tenham sido calculados adequada-
mente, corremos o risco de transformar um problema inicialmente bem condicionado – o
do ca´lculo dos valores pro´prios de uma certa matriz – num problema mal condicionado – o
do ca´lculo dos zeros de um determinado polino´mio.
Em conclusa˜o, o ca´lculo dos valores pro´prios de uma matriz, directamente atrave´s da definic¸a˜o
de polino´mio caracter´ıstico, e´ de evitar, a na˜o ser para matrizes de reduzida dimensa˜o.
A propriedade de invariaˆncia dos valores pro´prios por transformac¸o˜es de semelhanc¸a que refe-
rimos no capı´tulo anterior (Teorema 1.4) sugere a possibilidade de determinar os valores pro´prios
de
 
, calculando os de uma matriz semelhante 
 

;>= que possua uma forma mais adequada para
esse fim. Esta e´, basicamente, a ideia de diversos algoritmos que iremos descrever em capı´tulos
seguintes. As suas diferenc¸as esta˜o, essencialmente, na estrutura da matriz a que se pretende
reduzir
 
por semelhanc¸a. Na pra´tica, em vez de calcular uma u´nica matriz de transformac¸a˜o
22
 , procede-se de uma forma iterativa, reduzindo-se gradualmente a matriz original a uma forma
mais simples. Neste capı´tulo, estudaremos a reduc¸a˜o de uma matriz hermitiana a` forma tridiago-
nal, usando transformac¸o˜es de semelhanc¸a. No caso em que a matriz original e´ na˜o hermitana, a
matriz resultante tera´ a forma de Hessenberg. As matrizes ba´sicas utilizadas nestas reduc¸o˜es sa˜o
vulgarmente chamadas matrizes elementares.
2.1 Matrizes elementares
Definic¸a˜o 2.1 (Matriz elementar de permutac¸a˜o / G z ) Denotaremos por / G z a matriz resultante
da matriz identidade por troca das suas linhas | e
}
. Uma matriz deste tipo chama-se matriz
elementar de permutac¸a˜o.
Definic¸a˜o 2.2 Chama-se matriz de permutac¸a˜o a toda a matriz que possa ser obtida como pro-
duto de matrizes elementares de permutac¸a˜o.
Definic¸a˜o 2.3 (Matriz elementar na˜o-unita´ria 	 @ - eliminac¸a˜o Gaussiana) Denota-se por 	 @
uma matriz obtida da matriz identidade substituindo os elementos na coluna È , abaixo da posic¸a˜o





, na˜o todos nulos. Uma matriz deste tipo chama-se matriz elementar
na˜o-unita´ria ou matriz de Gauss.
































































@ coluna È da matriz
identidade.
2. A pre´-multiplicac¸a˜o de
 
























Definic¸a˜o 2.4 (Matriz (real) de rotac¸a˜o plana - Givens) Denota-se por ² G z å] , ou mais usual-
mente, apenas por ² G
z






























































































para designar a matriz ² G
z
acima referida.
Propriedades das matrizes de Givens
1. ² G
z
















 corresponde a uma rotac¸a˜o do plano |
}
de um aˆngulo å .
(Em que sentido?)











, chamamos matriz hermitiana elementar ou matriz de Hou-
seholder.
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Propriedades das matrizes de Householder






















































































































2.2 Utilizac¸a˜o de matrizes elementares na reduc¸a˜o de um vector co-
luna














































































































e´ pequeno relativamente a`s restantes
componentes de
C
, o me´todo e´ insta´vel. Para evitar isso, usa-se te´cnica de escolha de pivot. Mais































Para eliminar elementos abaixo de
C
@ deixando os restantes elementos inalterados, podemos
usar
C
@ para a eliminac¸a˜o, i.e. efectuar o produto 	 @
C
(ou 	 @ / @
ﬂÓC










































































































































































+ sa˜o chamados os multiplicadores.





matrizes de Gauss. Neste algoritmo, tal como em todos os outros destes apontamentos, e´ usada
uma notac¸a˜o apropriada para uma fa´cil implementac¸a˜o em MATLAB.
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Algoritmo 2.1 Matriz de Gauss 	¿=

Este algoritmo constro´i o vector dos multiplicadores






a` forma È ¯ =

Paraˆmetros de entrada: vector
C

Paraˆmetros de saı´da: vector ! "ﬁ dos multiplicadores















Este algoritmo envolve 
,¿7
flops


















! #ﬁ õ j õ 
pelo que 	 = pode ser construı´da, se necessa´rio, muito facilmente.






+e e´ o vector que























A pre´-multiplicac¸a˜o de uma matriz
 
































na˜o e´ mais que a linha È da matriz
 























inalteradas. Temos assim, o seguinte algoritmo.







Paraˆmetros de entrada: matriz
 
, vector dos multiplicadores ! #ﬁ

Paraˆmetros de saı´da: matriz












































































































































































































































, na˜o sera´ necessa´ria qualquer transformac¸a˜o.
l O me´todo consiste na utilizac¸a˜o de b
,¿7













































, pode fazer-se, utilizando






















































Estas matrizes sa˜o matrizes unita´rias.
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Algoritmo 2.3 Matriz de Givens ² =e
D















a` forma È ¯ =


























































Nota 2.4 Em [GVL97], e´ apresentado um algoritmo alternativo para calcular

e ° . Esse algoritmo
tem especial atenc¸a˜o a possı´veis problemas de overflow.
Relembremos que as matrizes elementares sa˜o usadas para reduzir uma dada matriz
 
, atrave´s
de transformac¸o˜es de semelhanc¸a, a uma forma mais adequada para o ca´lculo dos seus valores
pro´prios. Como as matrizes de Givens sa˜o ortogonais ( ² ;>=G z  ²
õ
G








A estrutura simples das matrizes de Givens ² G
z
































,{ por ² =
D







Paraˆmetros de saı´da: matriz






















































fim func¸a˜o pre givens

Este algoritmo envolve   flops
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Paraˆmetros de saı´da: matriz















































fim func¸a˜o pos givens



































. (O que faz    _ ¹h |+È{jb  pos givens     _ ¹h |È{jbv  °[ ?)









































































































































































. Nestas condic¸o˜es, È
ﬂ)















[Wil65, p.49,50]. Com t #* , ¦ , se for unita´ria, ja´ na˜o e´ hermitiana – veja Exercı´cio 3.
Algoritmo 2.6 Matriz de Householder ¦










a` forma È ¯ =

Paraˆmetros de entrada: vector
C



















































Nota 2.6 Na pra´tica, pode calcular-se apenas o vector  para poupar o trabalho de calcular

e







em vez de ¦
ﬀ/,.
õ
. Esta u´ltima fo´rmula requer o ca´lculo







¦ e´ semelhante a
 
, uma vez que ¦ e´ uma matriz sime´trica e ortogonal. A
estrutura simples das matrizes de Householder deve tambe´m ser explorada quando se pretende






















































na˜o sendo, por isso, necessa´rio determinar explicitamente a matriz ¦ .






















Paraˆmetros de saı´da: matriz



































Paraˆmetros de saı´da: matriz























Gauss, Givens ou Householder?






operac¸o˜es, enquanto o algoritmo house para “construir” a matriz de Householder requer









= sa˜o necessa´rias, em geral, 
,&7
ma-





A pre´-multiplicac¸a˜o de uma matriz
 


















operac¸o˜es, respectivamente. As matrizes de Gauss sa˜o, por isso, as menos dispendiosas e
as matrizes de Givens sa˜o, em geral, as que exigem um maior esforc¸o computacional. (Conve´m
notar que, com o me´todo de Givens, se algumas das componentes do vector
C
sa˜o nulas, o nu´mero
de operac¸o˜es sera´ reduzido, uma vez que sera˜o omitidas algumas transformac¸o˜es.)
No entanto, as matrizes unita´rias (Givens e Householder) apresentam duas propriedades im-




e´ hermitiana (real sime´trica) e utilizarmos matrizes unita´rias (ortogonais) numa trans-
formac¸a˜o de semelhanc¸a, enta˜o a matriz resultante sera´ ainda hermitiana (sime´trica).
2. Suponhamos que  e´ unitariamente semelhante a
 










= e´ vector pro´prio a` direita de  . De












































Os resultados anteriores, juntamente com a desigualdade (1.12), mostram que a sensibli-
dade dos valores pro´prios de
 
a alterac¸o˜es nos seus elementos permanece invariante sob
transformac¸o˜es de semelhanc¸a unita´rias, ou seja, que na˜o ha´ deteriorac¸a˜o da condic¸a˜o de
 




Como ja´ vimos anteriormente, o problema de ca´lculo de valores pro´prios de uma matriz   pode
ser reduzido ao problema de determinac¸a˜o dos zeros de um dado polino´mio (o polino´mio carac-
terı´stico de
  ). Reciprocamente, todo o problema de determinac¸a˜o dos zeros de um polino´mio
mo´nico
d
{ pode ser formulado como um problema de ca´lculo de valores pro´prios de uma certa
matriz (a matriz companheira de d ; veja Exercı´cio 4 do Capı´tulo 1). Como e´ bem sabido, Galois
provou que na˜o existe nenhuma “fo´rmula resolvente” para polino´mios de grau Ü

. Este resultado
implica que, mesmo trabalhando com aritme´tica exacta, na˜o e´ possı´vel escrever um programa que
calcule os zeros de um polino´mio qualquer, num nu´mero finito de passos. Esta mesma conclusa˜o
se aplica ao problema mais geral de ca´lculo dos valores pro´prios de uma matriz, i.e. qualquer
me´todo para obtenc¸a˜o dos valores pro´prios de uma dada matriz tem que ser iterativo.
Os me´todos nume´ricos para calcular os valores e vectores pro´prios de uma matriz, embo-
ra sendo todos de cara´cter iterativo, sa˜o vulgarmente agrupados em duas classes – a dos cha-
mados me´todos iterativos e a dos me´todos de transformac¸a˜o. O que caracteriza os me´todos de
transformac¸a˜o (tambe´m ditos me´todos directos) e´ a utilizac¸a˜o de transformac¸o˜es de semelhanc¸a
para reduzir (sucessivamente) a matriz inicial a uma outra que possua uma forma mais adequada
ao ca´lculo dos valores e vectores pro´prios.
Neste capı´tulo, faremos o estudo de alguns me´todos iterativos. Os me´todos aqui estudados
teˆm como principal finalidade a determinac¸a˜o de um (ou alguns) vector(es) pro´prio(s), e sa˜o es-
pecialmente adequados ao caso de matrizes dispersas de grande dimensa˜o, para as quais sejam
conhecidas boas aproximac¸o˜es iniciais para os vectores pro´prios.
3.1 Me´todo da poteˆncia

























sa˜o dominantes, sendo os res-
pectivos vectores pro´prios associados designados por vectores pro´prios dominantes.










































e´ na˜o-deficiente e \^ = \Ø¾Ï\^ G \Û~ | r  '6'6' e enta˜o L J @O converge para um
















































































onde os escalares H G na˜o sa˜o todos nulos. Suponhamos que H=
#-%
















































































Como J @ converge para um vector pro´prio associado ao valor pro´prio














= , uma vez que J @ tem 1 como componente








Nota 3.1 A demonstrac¸a˜o anterior assume que H=
#%
, ou seja, que o vector inicial tem compo-
nente na˜o-nula na direcc¸a˜o de

















. Na pra´tica, no entanto, os erros de arredon-
damento introduzem geralmente uma componente na direcc¸a˜o de

= e portanto, eventualmente, a








e´ por vezes obtida, antes do termo em

= dominar.






















, sendo tanto mais ra´pida







, e´ natural que a convergeˆncia
seja bastante lenta.
Suponhamos agora que, em vez de existir um u´nico valor pro´prio dominante

= existem 




































































































G e´ ainda um vector pro´prio associado a

= . Quer dizer, ainda neste caso, sa˜o
va´lidas as concluso˜es do Teorema 3.1. No entanto, se existirem valores pro´prios dominantes
36
diferentes mas com o mesmo mo´dulo, o processo iterativo falha, ou seja, as iterac¸o˜es sucessivas














































































































































































































Como os vectores J @ ÷
D



































No caso de existirem dois valores pro´prios dominantes que sejam complexos conjugados,
0D 
















como raı´zes; veja, por exemplo, [Wil65, pp 579,580].
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Algoritmo 3.1 Me´todo de Poteˆncia

Ca´lculo do valor e vector pro´prio dominante de uma matriz
 
de ordem  ,

dada uma aproximac¸a˜o inicial J B para o vector pro´prio

Paraˆmetros de entrada: matriz
 
, aproximac¸a˜o inicial J B

Paraˆmetros de saı´da: valor e vector pro´prio dominante

@ e J @





















































Nota 3.3 O algoritmo anterior deve terminar de acordo com um crite´rio de paragem (criterio pa-






























3.2 Acelerac¸a˜o de convergeˆncia
Como ja´ referimos, a rapidez de convergeˆncia para um vector pro´prio associado a um valor pro´prio


























Para uma escolha adequada de
d








. A este me´todo de acelerar a convergeˆncia, que consiste portanto na aplicac¸a˜o do me´todo
da poteˆncia a uma matriz
 -,wd /
, chamamos translac¸a˜o de origem. Para certas distribuic¸o˜es dos
valores pro´prios, a translac¸a˜o de origem e´ um me´todo bastante eficaz de acelerar a convergeˆncia.
Por exemplo, se
 













a iterac¸a˜o normal convergira´ para












e trabalharmos com 
 &,qd /







, sendo portanto muito mais ra´pida.
Embora o valor de
d
possa, por vezes, ser escolhido adequadamente, caso, por exemplo, haja
algum conhecimento sobre a distribuic¸a˜o dos valores pro´prios, e´ difı´cil estabelecer um processo
automa´tico para a sua escolha, fazendo-se esta, por vezes, por tentativas.
Outro processo simples de acelerar a convergeˆncia para o valor pro´prio dominante, usado para




e´ real, sime´trica, enta˜o a base de vectores pro´prios
L
G½O referida na demonstrac¸a˜o do







Consideremos o vector J @ obtido na iterac¸a˜o È do me´todo da poteˆncia e formemos o quociente de
































































Em geral, o quociente de Rayleigh correspondente a J @ dara´ uma melhor aproximac¸a˜o para

= do
que a fornecida pelo me´todo da poteˆncia.
































denota o vector obtido na pro´xima iterac¸a˜o do me´todo da poteˆncia, antes de ser norma-
lizado.
Nota 3.5 Sob o ponto de vista de aplicac¸a˜o pra´tica, o me´todo da poteˆncia tem algumas carac-
terı´sticas atraentes e algumas desvantagens. A sua principal vantagem e´ a forma extremamente
simples da recursa˜o (3.2). Por exemplo, para efectuarmos o produto   J @ apenas interveˆm os ele-
mentos na˜o-nulos de
 




1O me´todo e´ descrito para matrizes reais sime´tricas, mas tem uma generalizac¸a˜o o´bvia para matrizes hermitianas.
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A principal desvantagem e´ que a convergeˆncia e´ lenta se

= na˜o for fortemente dominante.
Embora, como vimos, a convergeˆncia possa ser acelerada (por vezes de forma significativa) pelo
uso de translac¸o˜es de origem, a escolha dos valores de
d
na˜o se presta a computac¸a˜o automa´tica.
3.3 Deflac¸a˜o



























 (chamados valores pro´prios subdominantes) e respectivos vectores pro´prios. ´E natural




= pode ser usado para garantir a convergeˆncia do me´todo
da poteˆncia para um vector pro´prio diferente de

= , sem risco de se convergir novamente para

= .
Chama-se deflac¸a˜o a qualquer me´todo que consista em, conhecidos  = e  = , determinar, a partir
de
 
, uma matriz  cujos valores pro´prios sejam essencialmente os restantes valores pro´prios
da matriz original. Uma aplicac¸a˜o repetida deste processo de deflac¸a˜o permite-nos determinar
sequencialmente os valores pro´prios e vectores pro´prios subdominantes. Existem va´rios processos
de deflac¸a˜o, dos quais, os mais populares, sa˜o baseados em transformac¸o˜es de semelhanc¸a.
Suponhamos enta˜o que o valor pro´prio dominante















































































os mesmos valores pro´prios que
 











Assim, podemos trabalhar com 
D










































































Continuando este processo, podemos obter os restantes valores pro´prios e vectores pro´prios sub-
dominantes.
Nota 3.6 Note-se que sucessivas deflac¸o˜es dara˜o, no limite, uma reduc¸a˜o de semelhanc¸a a` forma
triangular superior.
3.4 Me´todo da poteˆncia inverso
Os me´todos para determinar alguns dos valores pro´prios dominantes/subdominantes que descre-
vemos ate´ agora convergem, em geral, lentamente. Nesta secc¸a˜o descreveremos um me´todo,
chamado me´todo da poteˆncia inverso, o qual, e´ um me´todo de convergeˆncia bastante ra´pida.


































































Chama-se me´todo da poteˆncia inverso ao me´todo que acaba´mos de descrever, ou seja, ao




. Assim, (cf. Eq.(3.2)), o me´todo




































Para maior eficieˆncia, a










































. (Recorde-se que a quantidade de ca´lculo envolvi-
da na resoluc¸a˜o de um sistema de equac¸o˜es, e´ bastante menor do que a envolvida na determinac¸a˜o
da inversa de uma matriz.)
Note-se que, ao aplicar o processo iterativo (3.22), teremos de resolver sucessivos sistemas de
equac¸o˜es, os quais possuem todos a mesma matriz de coeficientes,
 &,qd /
. Assim, um me´todo
aconselha´vel para a resoluc¸a˜o destes sistemas sera´ utilizando a decomposic¸a˜o LU. 2
Por outras palavras, uma vez efectuada a decomposic¸a˜o
 -,wd /NM
 (3.23)















































2Para garantia de estabilidade, a decomposic¸a˜o LU deve ser efectuada com escolha parcial de pivot. No entanto, e
por uma questa˜o de simplicidade, descreveremos o me´todo omitindo tal escolha.
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Prova-se que a escolha do vector inicial J B na˜o e´ particularmente importante; veja, por exem-
plo, [GW73, pp 57,58]. O procedimento usual e´ omitir o primeiro passo em (3.24) quando È R7
e obter


















 . (Isto e´, evidentemente, equivalente a tomar J B NM©¯ .)









 enta˜o o me´todo da poteˆncia inverso ira´ convergir
para um vector pro´prio associado a
 z (e dando, tambe´m, como e´ claro, uma sequeˆncia de valores
convergindo para
<z ). Pode provar-se que esta convergeˆncia e´, em geral, muito ra´pida, sobretudo
se
d
for uma aproximac¸a˜o razoa´vel para o valor pro´prio
 z
e se este valor pro´prio for bastante
isolado dos restantes. De facto, na pra´tica, com
d7H  z
, e´ usual efectuar apenas um ou dois
passos deste me´todo para obter uma boa aproximac¸a˜o para o vector pro´prio associado a
 z
.
Em resumo, podemos dizer que o me´todo da poteˆncia inverso e´ um dos processos mais po-




seja uma matriz mal condicionada a respeito da inversa˜o – basta notar
que se
d




e´ O quase O singular – pode provar-se que




; com efeito, todas as componentes do vector soluc¸a˜o de (3.22), embora possivelmente muito
pouco correctas, teˆm erros na mesma proporc¸a˜o, ou seja, J @ e´ ”quase” proporcional a  z , o que na˜o
afecta os resultados finais. Este resultado pode provar-se rigorosamente considerando a ana´lise de
erros para a soluc¸a˜o de equac¸o˜es lineares por eliminac¸a˜o Gaussiana; veja, por exemplo, [Wil65,
pp 620,621] e [?, pp226,227].
Nota 3.8 Uma aparente fraqueza o me´todo da poteˆncia inverso na determinac¸a˜o de vectores
pro´prios e´ que, se

z
e´ um valor pro´prio mu´ltiplo, determinar-se-a´ apenas um vector pro´prio







. Em alternativa, a utilizac¸a˜o de diferentes escolhas do
vector inicial J B conduzira´ geralmente a vectores pro´prios linearmente independentes.
Algoritmo 3.2 Me´todo de Poteˆncia Inverso

Ca´lculo do valor e vector pro´prio dominante de uma matriz
 










Paraˆmetros de saı´da: valor e vector pro´prio dominante

@ e J @








































































































;>= , caso a decomposic¸a˜o LU da matriz tenha sido obtida com escolha parcial de pivot. (Neste








3.5 Notas e refereˆncias adicionais
l Me´todos que generalizam o me´todo da poteˆncia para calcular va´rios vectores pro´prios si-
multaˆneamente, foram introduzidos por [?] , sob os nomes de iterac¸a˜o em escada e de
bi-iterac¸a˜o . Wilkinson [Wil65] descreve uma variante desses me´todos usando matrizes
ortogonais. Para matrizes sime´tricas, esta variante pode ser acelerada por um processo des-
coberto independentemente por Clint e Jennings [?]),Stewart [Ste69] e Rutishauser [?].
l A iterac¸a˜o do quociente de Rayleigh e suas variantes foram analisadas exaustivamente numa
se´rie de artigos da autoria de Ostrowski [?] .
l Outros processos de fazer deflac¸a˜o sa˜o descritos em [Wil65] e [?] .
l O me´todo da poteˆncia inverso e´ devido a Wielandt [?] . A implementac¸a˜o pra´tica deste
me´todo e´ tratada em [Wil65] e em [?] .
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3.6 Exercı´cios

























c) Comente a rapidez de convergeˆncia do me´todo nos dois casos.
(Use em a) e b) como aproximac¸a˜o inicial J B   %ö%7 
õ
.)




































a) Fac¸a 6 iterac¸o˜es do Me´todo da Poteˆncia para obter uma aproximac¸a˜o para o valor
pro´prio dominante e respectivo vector pro´prio, da matriz
 








b) Comente o resultado obtido na alı´nea anterior.
(Pode recorrer a` func¸a˜o eig do MATLAB.)


































a) Diga para que vector pro´prio e valor pro´prio convergira´ o me´todo da poteˆncia se foˆr























G ), o vector  B    Ù, = /  
esta´ nas condic¸o˜es referidas em a).
4. Sejam  = áE0D á æ6æ6æ áE  os valores pro´prios de uma matriz   de ordem  . Para cada um







b) dw   = 9 pD ef  .
c) dwﬀ = ,    ¾¿% .









a) Fac¸a 6 iterac¸o˜es do Me´todo da Poteˆncia para calcular uma aproximac¸a˜o para um valor
pro´prio e respectivo vector pro´prio da matriz
 
.
(Tome como aproximac¸a˜o inicial o vector w  ,877 % 
õ
.)
b) Justifique o comportamento do me´todo da poteˆncia, neste caso.
(Pode recorrer a` func¸a˜o eig do MATLAB.)
c) Sem realizar qualquer iterac¸a˜o, diga, justificando, para que valor pro´prio de   conver-

































a) Use o Me´todo da Poteˆncia para calcular, com uma casa decimal correcta, o valor
pro´prio dominante e o respectivo vector pro´prio.












onde J @ e´ a aproximac¸a˜o obtida em a) para o vector pro´prio dominante. Compare este
valor com o valor de

= . O que conclui ?
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c) Se usar o me´todo da poteˆncia com a matriz   ﬀ,o7S'
 	 /  ;>= para que valor (e vector)
converge o me´todo?
d) Obtenha a decomposic¸a˜o M  da matriz  E,¿7S'
 	 / .

















. Indique a aproximac¸a˜o obtida para o valor pro´prio de A.
7. Use o Me´todo da Poteˆncia Inverso para determinar uma aproximac¸a˜o, com 5 casas decimais











Indique tambe´m uma aproximac¸a˜o para o vector pro´prio associado ao valor pro´prio calcu-
lado.

































. Determine os restantes valores pro´prios de A, usando te´cnica de
deflac¸a˜o .
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4. Me´todos de Transformac¸a˜o
No capı´tulo anterior foram descritos algoritmos que se destinam a calcular um u´nico valor pro´prio
e correspondente vector pro´prio de cada vez. Foi tambe´m explicado como, usando deflac¸a˜o,
poder´ıamos repetir o processo por forma a obter os diversos valores pro´prios de uma matriz
 
.
Neste capı´tulo sera˜o descritos algoritmos cuja finalidade e´ o ca´lculo de todos os valores pro´prios
de
 
de uma so´ vez. A base destes algoritmos sera´ o uso de transformac¸o˜es de semelhanc¸a para
reduzir a matriz inicial a uma matriz cuja forma permita facilmente o ca´lculo dos seus valores e
vectores pro´prios.
4.1 Me´todo de Jacobi
O chamado me´todo de Jacobi cla´ssico que introduzimos nesta secc¸a˜o e´ aqui descrito apenas para
matrizes reais sime´tricas, podendo, no entanto, ser generalizado facilmente para matrizes hermi-












(veja a demonstrac¸a˜o da Propriedade P2., p.9. Se   e´ real e sime´trica, a matriz ¦ em (4.1) pode ser
escolhida como real e, portanto, ortogonal. A ideia do me´todo de Jacobi cla´ssico e´ tentar construir
a matriz ¦ usando sucessivas transformac¸o˜es de rotac¸a˜o plana. (Relembre que uma matriz ² G z
de rotac¸a˜o plana e´ uma matriz ortogonal.) Na realidade, o nu´mero de rotac¸o˜es planas necessa´rias
para a reduc¸a˜o de
 
a` forma diagonal e´, em geral, infinito. Na pra´tica, o processo pa´ra quando os
elementos fora da diagonal forem negligı´veis comparados com os da diagonal. A fo´rmula iterativa
seguinte podera´ descrever o















































































= tem os mesmos elementos que
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ñ . De (4.4), podemos











































. O uso de fo´rmulas numericamente mais esta´veis







X+Y e´ descrito por Rutishauser em
[WR71] ; veja tambe´m [SB80, pp 343,344].
Convem salientar que um elemento que e´ reduzido a zero num passo do me´todo de Jacobi
e´, em geral, tornado na˜o-nulo em passos seguintes, pelo que este me´todo e´ essencialmente de
cara´cter iterativo. Vamos mostrar que este me´todo iterativo converge. Mais precisamente, temos:
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Teorema 4.1 A sequeˆncia de matrizes
L¹ 
@<O definida pelo me´todo de Jacobi cla´ssico converge
para uma matriz diagonal.
Dem: Designemos por  
 
@




























O e´ uma sucessa˜o mono´tona decrescente convergente








































































































































































































































































































































































































Vemos assim que os elementos na˜o-diagonais da sequeˆncia de matrizes
L¹ 
@{O tendem para zero.
Para concluir a demonstrac¸a˜o terı´amos que mostrar que
L¹ 
@<O converge para uma matriz diagonal



















Tal resultado demonstra-se facilmente, usando as relac¸o˜es (4.3), com alguma manipulac¸a˜o trigo-






; veja, por exemplo, [GW73, p. 66] e [Wil65, p.
268].
No me´todo de Jacobi cla´ssico, o processo de procura do elemento







+ operac¸o˜es de comparac¸a˜o, enquanto a
rotac¸a˜o de Jacobi propriamente dita requer
ñ
 multiplicac¸o˜es. O trabalho exigido no processo de
procura e´ assim bastante grande comparado com o da pro´pria transformac¸a˜o, sobretudo para 
elevado, pelo que sera´ prefer´ıvel seleccionar o elemento a anular de uma forma mais simples. No
chamado me´todo de Jacobi cı´clico especial na˜o se efectuam quaisquer comparac¸o˜es, anulando-se































 etc. Forsythe e Henrici [FH61] mostraram que
tambe´m esta versa˜o do me´todo de Jacobi converge para uma matriz diagonal, mas a demonstrac¸a˜o
deste resultado e´ bastante menos simples que a do Terorema 4.1.
Noutra variante do me´todo de Jacobi, a que poderemos chamar me´todo de Jacobi do limiar
(em Ingleˆs, ”threshold Jacobi method”), efectua-se uma procura limitada do elemento a anular.
Mais precisamente e´ estabelecido um valor limiar e efectua-se uma procura ate´ que seja encontra-
do um elemento de mo´dulo superior ao limiar. Este elemento e´ enta˜o anulado e o processo repetido
ate´ que todos os elementos na˜o-diagonais sejam inferiores ao limiar. Como     @ © % segue-se
que o nı´vel do limiar tera´ de ser reduzido a` medida que o algoritmo prossegue. Eventualmente
sera´ exigido um limiar pro´ximo do menor nu´mero representa´vel no computador, considerando-se
enta˜o que se obteve convergeˆncia.
Pode mostrar-se que, se os valores pro´prios de
 
sa˜o simples, a convergeˆncia para a forma
diagonal da sequeˆncia de matrizes obtidas por aplicac¸a˜o de qualquer das verso˜es do me´todo de























+ ; veja [Sch61] e [Sch64]. Um resultado semelhante a (4.6) e´ tambe´m
estabelecido em [Sch61] , mesmo quando os valores pro´prios de   sa˜o duplos.
Aplicando o me´todo de Jacobi, vamos obter uma matriz que, dentro de uma certa precisa˜o,























² = e´ uma matriz ortogonal. Segue-se de (4.7)
que os elementos diagonais de
 







@ sa˜o aproximac¸o˜es para os correspondentes vectores pro´prios ortonormados. Assim,
no me´todo de Jacobi, uma base ortonormada de vectores pro´prios e´ calculada simultaneamente
com os valores pro´prios, sendo esta uma das razo˜es que podera˜o influir na escolha da utilizac¸a˜o
deste me´todo. Apesar de existirem me´todos mais eficientes de ca´lculo dos valores pro´prios de
uma matriz, o me´todo de Jacobi e´ ainda bastante popular devido a` sua simplicidade, facilidade de
implementac¸a˜o e estabilidade nume´rica.
4.2 Determinac¸a˜o de valores pro´prios de matrizes tridiagonais
– me´todo da sequeˆncia de Sturm
Como vimos na Secc¸a˜o 2.3, os me´todos de Givens e de Householder sa˜o usados para reduzir uma
matriz real sime´trica (ou uma matriz hermitiana) a` forma tridiagonal sime´trica. Vejamos agora
como resolver o problema da determinac¸a˜o dos valores pro´prios de uma matriz desta forma.
O me´todo que descrevemos nesta secc¸a˜o destina-se a obter informac¸a˜o a`cerca da localizac¸a˜o
de um ou alguns valores pro´prios de
  (tridiagonal, sime´trica, real) podendo, no entanto, esta
te´cnica ser utilizada para calcular uma aproximac¸a˜o para qualquer valor pro´prio particular. Se
estivermos interessados no ca´lculo de todos os valores pro´prios de
 
e correspondentes vectores
pro´prios esta na˜o sera´ a forma mais eficiente para a sua determinac¸a˜o. Um algoritmo especial-
mente indicado para esse caso sera´ discutido posteriormente.














































 . Com efeito, se , para






 poder-se-ia exprimir como produto de dois determinantes de

























G e´ a submatriz principal de
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Definic¸a˜o 4.1 Seja Led B  d = '6'6'  d  O uma sequeˆncia finita de polino´mios reais. Esta sequeˆncia




ou L podem ser infinitos) se verificar































Lema 4.1 A sequeˆncia de polino´mios definida por  ñ'Ó76%  (onde L G # %(~ |    '6'6' e ) e´ uma
sequeˆncia de Sturm.
































































































































Lema 4.2 Os zeros do polino´mio
d
GÓ÷










(Nota: Os zeros de d G ~ | R7    '6'6' e , sa˜o reais.)
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Dem: (Por induc¸a˜o sobre | )
7













] ) Assumamos, por hipo´tese de induc¸a˜o, que os zeros de d G sa˜o distintos e estritamente separa-


























= tambe´m muda de sinal entre cada dois


















































(Note-se que d G      , 
G




























= tem b| 9
7
 zeros, conclui-se que os | zeros de
d








Como consequeˆncia imediata do lema anterior, obtemos o seguinte
Corola´rio 4.1 Os valores pro´prios de
  (i.e., os zeros de d    e sa˜o distintos e, portanto,   e´
uma matriz na˜o-deficiente.
Com base nos lemas anteriores, podemos agora demonstrar o seguinte
Teorema 4.2 (Propriedade da sequeˆncia de Sturm) Dado  , seja dþ   o nu´mero de mudanc¸as





















 o seu sinal e´



























 sa˜o func¸o˜es cont´ınuas, segue-se que dþ

 so´ pode mudar
em pontos

que sejam zeros de algum polino´mio d G .
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(ii) Vejamos primeiramente que d   permanece constante em cada zero de d G ~ | R7    '6'6' e ,
7 _
Seja c tal que, para um certo |c 7Æ | Æ  ,-7 , se tem d G Pc  %(' Como os zeros de d G sa˜o
estritamente separados pelos zeros de
d
G























































































7 , , ,









 , logo o nu´mero de mudanc¸as de sinal
permanece constante.
(iii) Resta-nos mostrar que d   aumenta de uma unidade sempre que  ”passa” por um zero de
d
 , ou seja, por um valor pro´prio de   :
Seja enta˜o c um zero de d  ' Neste caso, facilmente se verifica que, na vizinhanc¸a de c existem






















Em ambos os casos dþPc< aumenta de uma unidade, o que completa a demonstrac¸a˜o.
x
Uma procura sistema´tica, usando o Teorema 4.2 para diversos valores de

, permite-nos loca-
lizar intervalos contendo cada um dos valores pro´prios de
 





















bLj . Depois de encontrado um intervalo
contendo exactamente um valor pro´prio de
 
, o me´todo da bissecc¸a˜o de intervalos, juntamen-
te com a propriedade da sequeˆncia de Sturm, permite-nos obter uma estimativa para esse valor




























È o valor pro´prio

@ ÷





= pertence ao interval 
C
etj . Este processo pode ser repetido para determinar










Com aritme´tica exacta, o me´todo acima referido poderia ser usado para determinar qualquer
valor pro´prio de
 
com a precisa˜o desejada. Na pra´tica, tal como sabemos, os erros de arredon-
damento limitam a precisa˜o obtida. Contudo, pode provar-se que este e´ um processo excepcio-
nalmente esta´vel, mesmo quando os valores pro´prios de
 
sa˜o bastante pro´ximos uns dos outros;
veja, por exemplo, [Wil65, pp 303-306].
Terminamos esta secc¸a˜o referindo que a determinac¸a˜o dos vectores pro´prios associados aos





sera´ bastante eficiente se tirarmos partido da forma tridiagonal
dessa matriz.
4.3 Me´todo QR Ba´sico
A maioria dos algoritmos existentes hoje em dia, para a resoluc¸a˜o de problemas de valores
pro´prios de uma matriz
 













e´ uma matriz unita´ria e
ª
e´ uma matriz triangular superior, pode ser obtida transformando
 








































A obtenc¸a˜o desta decomposic¸a˜o e´ geralmente dividida em duas fases. Na primeira fase, no
caso da matriz
 
ser na˜o hermitiana, um me´todo directo e´ aplicado para produzir uma matriz
Hessenberg l . Na segunda fase e´ usado um me´todo iterativo para gerar uma sequeˆncia “infinita”
de matrizes Hessenberg que converge para a forma triangular. (Relembre que todo o processo
para obtenc¸a˜o dos valores pro´prios de uma matriz tem que ser iterativo). Esquematicamente, o






x x x x x
x x x x x
x x x x x
x x x x x
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x x x x x















x x x x x















e´ uma matriz de ordem  , a reduc¸a˜o de
 
a` forma Hessenberg da Fase 1 requer  b
³

flops. Em geral, o me´todo iterativo da Fase 2, converge (com a precisa˜o da ma´quina) em  b+
iterac¸o˜es. Como cada iterac¸a˜o envolve  b
D
 flops, o esforc¸o computacional total sera´ de  b
³

flops. Estes valores explicam a importaˆncia da Fase 1. Sem esta fase preliminar, cada iterac¸a˜o
da Fase 2 envolveria a matriz toda, requerendo assim  b
³
 flops o que conduziria a um esforc¸o























na. No limite, a matriz que se obte´m e´ simultaneamente triangular e hermitiana, ou seja e´ diagonal.
Neste caso, na Fase 1 a matriz interme´dia e´ agora uma matriz hermitiana com a forma Hessenberg,
isto e´, e´ uma matriz tridiagonal. Tal como foi referido anteriormente, a matriz que se obte´m na







x x x x x
x x x x x
x x x x x
x x x x x













































Nesta secc¸a˜o descrevemos um algoritmo, conhecido como me´todo QR e que consiste numa





que, no limite, re-
duzem esta matriz a` forma triangular superior ou diagonal. Na pra´tica, podemos assumir que
 
=
e´ ja´ uma matriz tridiagonal ou Hessenberg superior, formas a`s quais, como ja´ vimos, e´ sempre
possı´vel reduzir uma matriz dada inicialmente. O algoritmo QR, desenvolvido em 1961 por Fran-
cis [Fra62] e por [Kub61] independentemente, baseia-se no uso de transformac¸o˜es de semelhanc¸a
unita´rias. Em muitos aspectos, este e´ provavelmente um dos processos mais eficientes para a
resoluc¸a˜o do problema da determinac¸a˜o dos valores pro´prios e vectores pro´prios de uma matriz.
Dada uma matriz arbitra´ria
 Rﬂ








com ² triangular superior. Tal matriz
e
N
pode ser construı´da de forma esta´vel como produto de
matrizes de rotac¸a˜o plana ou de matrizes hermitianas elementares — reveja, a este propo´sito, a





















unita´ria e ² triangular superior. Facilmente se prova tambe´m que, se
 
e´ na˜o-singular e
² tiver elementos diagonais positivos, enta˜o a decomposic¸a˜o (4.13) e´ u´nica; veja, por exemplo,
[Wil65, pp 241 e segs]. Ale´m disso, se   e´ real, e e ² sa˜o tambe´m matrizes reais.
O me´todo QR e´ baseado na decomposic¸a˜o QR de uma matriz. Suponhamos que   =    e




















e´ obtida invertendo a ordem das matrizes
e




















ou seja,  öD e´ unitariamente semelhante a   = . Aplicando esta estrate´gia iterativamente, obtemos o














































@ e´ a decomposic¸a˜o QR de   @ , ou seja, e @ e´ unita´ria e ² @ e´ triangular superior de
elementos diagonais reais positivos.
Facilmente se verifica que o me´todo QR e´ um me´todo envolvendo sucessivas transformac¸o˜es
de semelhanc¸a. Mais precisamente, tem-se
Lema 4.3 Seja L¹  @{O a sequeˆncia de matrizes definida por (4.14). Enta˜o:




























Dem: Ao cuidado dos alunos.
x
As condic¸o˜es de convergeˆncia do me´todo QR sa˜o apresentadas no teorema seguinte.
Teorema 4.3 Seja   = _Û- Mﬂ 	 uma matriz que verifica as seguintes condic¸o˜es :












































































































































Dem. Veja, por exemplo, [Wil65, pp 517 e segs].
x
O tipo de convergeˆncia expresso por (4.15) e (4.16) acima costuma referir-se por convergeˆncia
essencial, isto e´, convergeˆncia a menos do produto por certos elementos de mo´dulo 1. Assim, o
me´todo QR, sob as condic¸o˜es do teorema anterior, converge essencialmente para uma matriz
triangular com os valores pro´prios de
 
dispostos por ordem decrescente de grandeza ao longo da
diagonal.
Nota 4.1 A convergeˆncia para a forma triangular e´ assegurada, mesmo que ô na˜o admita uma





garante apenas que os valores pro´prios de
 
apare-
cem ao longo da diagonal por ordem decrescente de grandeza.
Nota 4.2 A convergeˆncia de
 
@ para a forma triangular e´ linear, sendo tanto mais ra´pida quanto







 i.e., quanto maior for a separac¸a˜o dos valores pro´prios.































Nota 4.3 Facilmente se prova que o me´todo QR preserva a forma Hessenberg superior. Co-
mo o me´todo preserva tambe´m a simetria, uma vez que envolve transformnac¸o˜es de semelhanc¸a
unita´rias, segue-se que, se
 
e´ sime´trica tridiagonal, o me´todo QR preservara´ essa forma. As-
sim, e com o objectivo de reduzir o nu´mero de operac¸o˜es por iterac¸a˜o, devera´ sempre reduzir-se a
matriz inicial a` forma Hessenberg superior, ou, caso seja possı´vel, a` forma tridiagonal sime´trica.








4.4 Me´todo QR com translac¸a˜o de origem
A convergeˆncia para zero dos elementos abaixo da diagonal pode ser melhorada significativamen-
te com introduc¸a˜o no algoritmo de translac¸o˜es de origem; reveja a Secc¸a˜o 3.2. Suponhamos que
a matriz
 
= e, consequentemente todas as matrizes
 
@
, teˆm a forma Hessenberg superior e con-
sideremos a aplicac¸a˜o do me´todo QR para a matriz   = Ï  = ,d / . Admitindo que os valores
pro´prios de
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na u´ltima linha de 
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e´ uma boa aproximac¸a˜o para















para zero sera´ bastante ra´pida.
Assim, a convergeˆncia do me´todo pode ser acelerada, se incorporarmos no algoritmo translac¸o˜es
de origem adequadas, i.e. se o me´todo QR ba´sico for substituı´do pela sua seguinte extensa˜o, co-
nhecida como Me´todo QR com translac¸a˜o de origem.







































































































ou seja, que   @ ÷
=
se obte´m ainda de
 
@ por uma transformac¸a˜o de semelhanc¸a unita´ria.
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 . Comecemos por supor que a matriz
 
e´ tridiagonal sime´trica, pelo que os seus valores
pro´prios sa˜o todos reais. Se os valores pro´prios de
 












{  tendam para zero e
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Nota 4.4 Em [TB97], mostra-se que esta escolha da translac¸a˜o de origem esta´ implicitamente re-




. Por esta raza˜o, esta translac¸a˜o e´ conhecida como translac¸a˜o do quociente de Ray-
leigh.
O me´todo QR com translac¸a˜o de origem do quociente de Rayleigh tem, sob certas condic¸o˜es,
convergeˆncia localmente cu´bica; veja [Wil65, p.548]. No entanto, a convergeˆncia na˜o esta´ garan-
tida em todas as situac¸o˜es (veja Exercı´cio 10).
Outra escolha possı´vel da translac¸a˜o e´ definida do seguinte modo. Seja  @ a submatriz   

































(Note-se que esta matriz e´ sime´trica, uma vez que   @ e´ tridiagonal sime´trica). No caso de os dois





{  , escolhe-se um deles (arbitrariamente)
para definir a translac¸a˜o.
O me´todo QR com translac¸a˜o de Wilkinson tem tambe´m, em geral, convergeˆncia cu´bica.
Ale´m disso, pode provar-se que, no pior dos casos, essa convergeˆncia e´ quadra´tica. Assim sen-










{  , na˜o sendo uma aproximac¸a˜o para





caso, determinam-se os valores pro´prios da submatriz  @ , definida anteriormente e efectuam-se
duas translac¸o˜es de origem com esses valores pro´prios.
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a acelerar a convergeˆncia do me´todo QR, veja, [Wil65, pp 507-509, 513]. Podemos resumir aqui
as concluso˜es de Wilkinson [Wil65] :
1. Se
 
e´ real e tem valores pro´prios reais , enta˜o:








(b) Determinam-se os valores pro´prios da submatriz  @ e:
l se eles forem reais, toma-se para
d





























e´ real, mas com possı´veis valores pro´prios complexos, determinam-se os valores
pro´prios de  @ e utilizam-se duas translac¸o˜es de origem com esses valores pro´prios (reais
ou complexos conjugados).
DEFLAC¸ ˜AO






















for negligı´vel, dentro da precisa˜o com que estamos a trabalhar, podemos










sa˜o enta˜o os valores pro´prios da submatriz principal contida nas primeiras
b
,)7
 linhas e b
,)7
 colunas, pelo que poderemos agora prosseguir com a aplicac¸a˜o do me´todo
M
² para essa matriz de ordem inferior a` inicial. Continuando desta forma, podemos encontrar
os valores pro´prios de
 












significativo, podemos determinar os dois valores pro´prios da
matriz  @ , condidera´-los como valores pro´prios de
 
e fazer deflac¸a˜o omitindo as duas u´ltimas





O me´todo QR com escolha apropriada da translac¸a˜o de origem tem sido, desde os anos 60,
o me´todo standard para calcular todos os valores pro´prios de uma matriz. Apresentamos, de
64
seguida, uma versa˜o deste algoritmo, a qual tem incorporadas treˆs modificac¸o˜es que ja´ referimos
e que tornam este algoritmo verdadeiramente eficiente, a saber:
1. Reduc¸a˜o da matriz inicial
 
a` forma Hessenberg ou tridiagional (Fase 1).
2. Utilizac¸a˜o de translac¸o˜es de origem apropriadas.
3. Deflac¸a˜o.













































































































e aplicar o me´todo QR a   = e   D '  Deflac¸a˜o.
4.5 Me´todo QR duplo
Suponhamos que
 
= e´ uma matriz real (na˜o-sime´trica) reduzida a` forma Hessenberg superior e
irredut´ıvel, i.e tal que os elementos da subdiagonal sa˜o na˜o-nulos. Consideremos dois passos



































































































































































































































































@ sa˜o reais e, portanto, a matriz  em (4.26) e´ tambe´m
real. Ale´m disso a matriz triangular superior ² tem elementos diagonais positivos, uma vez que o
mesmo se assume para ² @ e ² @ ÷
=
. Assim, a matriz
e
na decomposic¸a˜o QR de  dada por (4.23)
tera´ de ser tambe´m real (atendendo a que toda a matriz real admite uma decomposic¸a˜o QR com
Q e R reais, sendo tal decomposic¸a˜o u´nica se R tiver elementos diagonais positivos). Segue-se de
(4.20) que   @ ÷ D e´ tambe´m uma matriz real. A ideia do chamado me´todo QR duplo, introduzido
por Francis em [Fra62], e´ calcular   @ ÷ D directamente de   @ , usando apenas aritme´tica real. Uma
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forma de obter
e (e portanto,   @ ÷ D ) directamente sera´ efectuar a decomposic¸a˜o QR da matriz  ,










































a coluna b| 9
7














A desvantagem deste processo de determinac¸a˜o de
e
e´ que ele envolve um nu´mero muito
elevado de operac¸o˜es, nomeadamente com o ca´lculo da matriz  dada por (4.26). Francis [Fra62]





, para o qual ha´ necessidade de se
calcular apenas a
7}
coluna de  . Tal processo baseia-se no seguinte
Teorema 4.4 Sejam l"    e§ﬂ 	 com e unita´ria e l Hessenberg superior irredut´ıvel e de













Dem: Veja, por exemplo, [Wil65, pp 351-353].
x
Nota 4.5 A exigeˆncia, no teorema anterior, de que os elementos subdiagonais de l sejam positi-
vos, e´ necessa´ria para estabelecer completamente a unicidade da decomposic¸a˜o (4.28). De facto,
desde que l seja irredut´ıvel, a decomposic¸a˜o l pe
N
 >e
e´ determinada essencialmente pela pri-
meira coluna de
e
, isto e´, l e
e
sa˜o determinadas a menos do produto por elementos de mo´dulo
1. No que se segue, ao aplicarmos o teorema, e´ a esta unicidade essencial que nos referimos.
















































4. Reduzir Ä a` forma Hessenberg superior usando transformac¸o˜es de semelhanc¸a



















A demonstrac¸a˜o de que a matriz l obtida pelo processo acima descrito coincide (essencial-









































teˆm as respectivas primeiras colunas iguais (iguais a` primeira








4.6 Notas e refereˆncias adicionais
l O me´todo de Jacobi data de 1846 [Jac46], mas foi ”redescoberto” em 1949 por Goldsti-
ne, Murray e von Neumann [GMvN59]. Em [GMvN59], e´ feita uma ana´lise de erros do
68
processo.
Um me´todo de tipo Jacobi para matrizes mais gerais foi introduzido por Eberlein [Ebe62].
Ruhe [Ruh68] provou que tais me´todos podem convergir quadraticamente. Programas para
estes me´todos foram descritos em [Ebe68] para matrizes reais e em [Ebe70] para matrizes
complexas.
l A determinac¸a˜o dos valores pro´prios de uma matriz sime´trica tridiagonal pelo me´todo da
sequeˆncia de Sturm foi descrita e analisada em [Giv54].
l O problema da determinac¸a˜o de vectores pro´prios de matrizes tridiagonais quando sa˜o co-
nhecidas boas aproximac¸o˜es para os valores pro´prios foi considerado em [BS56], [For58],
[Wil58] e [RLHK51] .
4.7 Exercı´cios























b) Calcule  D .
(isto e´, fac¸a uma iterac¸a˜o do me´todo de Jacobi).


















b) Indique um intervalo que contenha todos os valores pro´prios  G de T
69
c) Consideremos os v.p.’s  G ordenados por ordem crescente,  = áE0D áE0³ áE¶ . Use o
me´todo das sequeˆncias de Sturm para encontrar um intervalo que contenha
pD
, mas
nenhum dos outros valores pro´prios.














a) Quantos valores pro´prios de
ª
sa˜o negativos?
b) Quantos valores pro´prios de
ª
existem no intervalo [5,6]?
4. A ine´rcia de uma matriz
 



























 designam o nu´mero de valores pro´prios de
 
com parte real
positiva, negativa e nula, respectivamente.





7 ,»7 % %
,87 7 ,»7 %
% ,»7 7 ,87




























defina uma matriz  de ordem 4, tridiagonal irredut´ıvel, sime´trica e esta´vel.


















a) Determine o nu´mero de valores pro´prios de   , no intervalo h   ]'
 j .
b) Determine um intervalo de amplitude 76% ;>= que contenha o maior valor pro´prio de   .




a` forma tridiagonal repre-
senta, em geral, uma reduc¸a˜o de  b
¶
 para  b
³
 flops, na aplicac¸a˜o do me´todo QR para
obtenc¸a˜o dos valores pro´prios de
 
.




a) Quais sa˜o, em geral, os elementos na˜o nulos das matrizes ² e e ?
b) Verifique que a estrutura tridiagonal de   e´ recuperada, quando o produto ² e e´ for-
mado.
c) Conclua que o me´todo QR preserva a estrutura tridiagonal da matriz inicial.
























a) Justifique que esta matriz e´ na˜o deficiente.


















d) Repita os ca´lculos anteriores com a matriz
ª
,/
. O que conclui?





a) Determine uma matriz tridiagonal
ª
, unitariamente semelhante a
 
.
b) Use o Me´todo QR com translac¸a˜o de origem, juntamente com deflac¸a˜o para obter

















a) Mostre que o me´todo QR ba´sico na˜o converge, neste caso.
b) Verifique que a escolha da translac¸a˜o do quociente de Rayleigh na˜o tem qualquer
efeito, tambe´m.
c) Use o me´todo QR com translac¸a˜o de origem de Wilkinson para determinar aproximac¸o˜es
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