Low-level clouds have a strong climate-cooling effect in oceanic regions due to the much lower albedo of the underlying sea surface. Marine clouds typically have low droplet concentrations, making their radiative properties susceptible to changes in cloud condensation nucleus (CCN) concentrations. Here, we use the global aerosol model GLOMAP to investigate the processes that determine variations in marine CCN concentrations, and focus especially on the effects of previously 5 identified wind speed trends in recent decades. Although earlier studies have found a link between linear wind speed trends and CCN concentration, we find that the effects of wind speed trends identified using a dynamic linear model in the Northern Equatorial Pacific (0.56 m s −1 per decade in the period 1990-2004) and the North Atlantic (−0.21 m s −1 per decade) are largely dampened by other processes controlling the CCN concentration, namely nucleation scavenging and transport of 10 continental pollution. A CCN signal from wind speed change is seen only in the most pristine of the studied regions, i.e. over the Southern Ocean, where we simulate 3.4 cm −3 and 0.17 m s −1 increases over the fifteen-year period in the statistical mean levels of CCN and wind speed, respectively. Our results suggest that future changes in wind-speed-driven aerosol emissions from the oceans can probably have a climate feedback via clouds only in the most pristine regions. On the other hand, 15
as new particle formation or wet scavenging, are compared to wind-related processes like sea spray or DMS emissions.
Methodology

GLOMAP
The global aerosol model GLOMAP-mode (Mann et al., 2010) is an extension to the TOMCAT 60 3-D chemical transport model (Chipperfield, 2006) . It was run with a T42 spectral resolution (2.8 • × 2.8 • ) and with 31 hybrid σ-pressure levels extending to 10 hPa. Since GLOMAP is an offline model, large-scale atmospheric transport is specified from ERA-Interim reanalysis, produced by the European Centre for Medium-Range Weather Forecasts (ECMWF), at 6 h intervals (Dee et al., 2011) .
cording to Mårtensson et al. (2003) are not strictly log-normal, we are not able to conserve both number and mass simultaneously when applying the parameterisation in GLOMAP-mode. The model conserves mass. Mineral dust emissions can be included via two wind-speed driven emissions parameterizations (Pringle, 2006; Manktelow et al., 2010) or as prescribed daily-varying fluxes described in Dentener et al. (2006) . However, in this study, mineral dust was excluded. Oceanic DMS 95 emissions are calculated based on the monthly sea-water DMS concentration climatology of Kettle and Andreae (2000) and the sea-air exchange parameterization of Nightingale et al. (2000) . Continental SO 2 sources include anthropogenic emissions following Cofala et al. (2005) , volcanic SO 2 emissions from Andres and Kasgnoc (1998) and Halmer et al. (2002) , and monthly-varying biomass burning emissions following Van Der Werf et al. (2003) . Primary carbonaceous aerosol emissions 100 of black and organic carbon from fossil fuel and biofuel sources (Bond et al., 2004) and biomass burning (Van Der Werf et al., 2003) are taken into account. Secondary organic vapours are formed via gas-phase oxidation of monoterpene emissions following Guenther et al. (1995) , and condense into the organic carbon component. Concentrations of oxidants are specified offline every six hours from a previous TOMCAT simulation (Arnold et al., 2005) . 105 To detect any long-term CCN trends associated with recent wind speed changes, GLOMAP-mode was run for a 15 year period covering the years 1990-2004. From this long run, only monthly mean output was saved. Further insight into the processes determining marine CCN variability in different regions was gained by conducting additional two-month simulations with six-hourly output. In these shorter simulations, we switched off one process at a time in order to investigate its influence to the 110 CCN concentration. The processes studied were: primary sea spray emissions, DMS emissions, new particle formation, impaction scavenging, and nucleation scavenging.
Statistical methods
The variability in the monthly-mean time series of 10-m wind speed (according to the ERA-Interim reanalysis) and the simulated CCN concentrations was investigated using a dynamic linear model 115 (DLM) approach. Dynamic linear models are linear regression models where the regression coefficients can depend on time. This dynamic approach is well known and documented in time series literature (Chatfield, 2013; Harvey, 1990; Hamilton, 1994; Migon et al., 2005) . The calculations were done with the R statistical language using the package dlm (Petris et al., 2009) .
In this study, we were mainly interested in the long term trends in marine wind speed and CCN 120 concentrations over the period of 1990-2004. Statistically speaking, a trend is a statistical change in the properties of the background state of the system (Chandler and Scott, 2011) . Although changes in natural systems have previously been approximated with linear trends (e.g. wind speed in Vautard et al., 2010) , this is not always the most appropriate approach, since such systems evolve continuously over time. Furthermore, time series of natural systems can include multiple time dependent 125 cycles (e.g. seasonal and diurnal cycles) which are typically non-stationary -that is, their distribu-tional properties change over time. The DLM approach can effectively decompose the time series into basic components, such as level, trend, seasonality and the effect of external forcing. All of these components can be allowed to change over time, and the magnitude of this change can be modelled and estimated. With a properly set-up and estimated DLM, the magnitude of the trend is 130 not prescribed by the statistical model formulation and the method does not favour finding a "statistically significant" trend. The statistical model provides a method to detect and quantify trends, but it does not directly provide explanations for the observed changes, i.e., whether the changes in the background level could be explained by natural variability or some external shock. However, it can determine that the observations are consistent with the selected model. 135 We use DLM to explain variability in the wind and CCN time series using three components: smooth-varying locally linear mean level, seasonal effect, and noise that is allowed to have autoregressive correlation. The evolution of the investigated variables, after the seasonal and irregular noise components have been filtered out, is modelled using the mean level; here, the change in the mean level is the trend of the variable. If we denote the investigated variable (e.g. wind speed) at 140 time t with y t , we can write the statistical model as
where µ t is the mean level at time t, γ t is the seasonal component for monthly data, η t is an autoregressive error component, and t is the error term for the uncertainty in the observed values. All the model components are allowed to change with time and they are stochastic, defined by Gaussian 145 distributions. The seasonal component γ t contains dummy variables for each month, so γ t has a different value for each month, with a condition that 12 consecutive months sum to zero, but, as the values are allowed to evolve in time, the condition holds only on the average. It should be remembered, however, that in reality the long-term change in wind speed is hardly ever strictly linear in the ERA-Interim data. Figure 2a compares different ways of looking at ten-165 metre winds in the Northern Equatorial Pacific region (indicated in Fig. 1, black Figure 3 depicts the time evolution of the mean wind and CCN 185 levels for the three marine regions shown in Fig. 1 . These specific regions were chosen for closer analysis for the following reasons:
1. The Northern Equatorial Pacific region (0-20 • N, 150-240 • E) shows the strongest increasing linear trend of wind speed over the world's oceans ( Fig. 1 ), but the mean wind level shows both increasing and decreasing behaviour during the studied period ( Fig. 3a ), making this region 190 an interesting test case for finding a wind speed signal in the CCN concentration. and is located in a remote area far away from continental pollution sources. Therefore, it can 195 be expected that the main sources of CCN in this region are natural and therefore the effect of wind speed trends on the CCN concentration should be easier to detect.
A comparison of the mean wind speed and CCN levels ( Fig. 3 
left and right panels, respectively)
shows that there is no clear connection between the wind speed and CCN changes in the two northern hemispheric regions that have the strongest wind trends. In the Northern Equatorial Pacific region Interannual variations in sea-surface temperature are not accounted for in GLOMAP, as a climatology of sea-surface temperature is used and does not change from year to year. However, the 215 Mårtensson et al. (2003) parameterization is more sensitive to a small change in wind speed than in temperature, and CCN were not strongly affected by changes in wind speed.
It is evident based on this analysis that the changes in wind speed, and therefore local emissions of oceanic aerosols and their precursors, cannot explain all of the simulated marine CCN trends. We will therefore turn to investigating which other factors dampen the effect of natural aerosol emissions 220 on the CCN concentrations.
The influence of microphysical processes on marine CCN
We estimated the sensitivity of marine CCN concentrations on microphysical processes affecting CCN formation and removal by running a set of high-time-resolution simulations: a reference simulation with all processes included and five simulations where individual processes were turned off.
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The processes investigated were:
-Primary sea spray -DMS emissions -New particle formation -Nucleation scavenging (rainout)
230
-Impaction scavenging (washout).
The model was set to provide output every six hours in the selected regions, and run for two months (January-February 1990) using the same spin-up and initial model state as the fifteen-year simulations.
The left-hand panels of Fig. 4 show the simulated CCN concentration in the reference simulation The inclusion of nucleation scavenging also dampens the extent to which other processes can 245 affect absolute CCN concenentrations. This damping can be seen in the much greater absolute variation between peaks and valleys in the black lines in Figure 4 compared to any of the other simulations. In the North Atlantic, the effect is so extreme that, even after equilibrium has been reached (during the second month), the difference between the maximum and minimum values in the simulation without nucleation scavenging (354.9-196.0 = 158.9 cm −3 ) is larger than the greatest 250 absolute CCN concentration in any of the other simulations (no impaction scavenging, 105.5 cm −3 ).
The relative roles of the different processes can be seen more clearly in the right-hand panels of Fig. 4 , which show the ratio of CCN in four of the five sensitivity scenarios to CCN in the reference simulation. In the right-hand panels of Fig. 4 , the simulation without nucleation scavenging has been omitted to show more detail in the other simulations.
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In the Northern Equatorial Pacific (Fig. 4b) , CCN are reduced by roughly 10 % of their reference value in simulations without either DMS (orange line) or sea spray (purple line). In the North Atlantic (Fig. 4d) , the role of DMS is almost negligible. During the Northern Hemisphere summer, there might be a stronger effect, but our conclusions are unlikely to be affected. On the other hand, switching off sea spray makes a much greater impact on the North Atlantic than on the Northern
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Equatorial Pacific -about a 30 % decrease on average, with large day-to-day fluctuations.
In both Northern Hemisphere regions, with new particle formation switched off, CCN values fall to about 50 % of their reference simulation values. As we have already seen, DMS contributes a much smaller percentage of CCN in both regions. The majority of precursor vapours participating in new particle formation must therefore have a continental rather than a marine source in these In the Southern Ocean, natural marine aerosol play a much greater role. Switching off sea spray reduces CCN concentrations by 50 %, and switching off new particle formation decreases CCN by 20-30 % in the summer months. The overlap between simulations without new particle formation and DMS in Fig. 4f shows that the sulphuric acid participating in new particle formation in the 270 Southern Ocean summertime is almost entirely from oceanic sources.
The importance of wind-based processes in the region explains the correlation between Fig. 3e (wind speed) and 3f (CCN). The differences between the wind speed and CCN trends can be attributed to the role of nucleation scavenging, and to the non-local nature of new particle formation in the free troposphere. Woodhouse et al. (2013) showed that DMS emissions must be transported 275 and processed before they affect CCN, meaning that the correlation between sulphate aerosol and local wind speeds will not necessarily be strong. We will also investigate the roles of DMS and continental transport in the following section. Figure 4 also shows that, when a process is removed, there is a period of adjustment to a new equilibrium value. The length of this adjustment period and the scale of the adjustment vary between 280 processes and regions, providing information on how the system responds. In the case of impaction scavenging and primary sea spray, the adjustment is almost immediate. Without nucleation scavenging, CCN concentrations take approximately three weeks to reach a new equilibrium in all three regions, although there are often large fluctuations about that equilibrium. When new particle formation is switched off, it takes several days for any real response to be seen, but the right-hand panels 285 in Fig. 4 suggest that the simulations have not yet reached their equilibrium values even at the end of the two-month period. New particle formation occurs in the model at heights of more than 15 km, meaning that it takes a long time for the free troposphere to be fully depleted of particles even after the particle formation process has stopped. An equilibrium cannot be reached while particles are still being transported down. The response time to a change in DMS varies according to the local 290 season. In the Southern Ocean, it occurs on approximately the same time scale as the new particle formation response. In the Northern Hemisphere, the response is smaller and slower.
The influence of continental aerosol on marine CCN
An interesting feature in Fig. 4 is that, most of the time, all six simulations show the same shape of CCN curve, albeit at different absolute levels. We therefore conclude that some other process, not 295 included in the sensitivity runs, controls the fluctuations in the CCN curves. In the Northern Hemisphere regions, continental emissions are an obvious candidate. Since marine organic emissions have not been implemented in GLOMAP, carbonaceous species can act as a fingerprint for continental aerosol in marine regions. We have also confirmed that the carbonaceous aerosol in marine regions originate mainly from continental regions, by means of an additional simulation with ship 300 emissions switched off (not shown). The CCN concentration was almost identical in the simulation without ship emissions, when compared with the reference simulation. Figure 5 shows a time series of CCN from the high-temporal-resolution reference simulation overlaid onto the simulated accumulation-mode mass of the four aerosol components, which have been scaled to within the CCN range. When continental aerosol make a significant contribution to CCN, 305 the fluctuations in CCN and carbonaceous aerosol should occur at the same time. This coincidence occurs at several points in all three regions, as shown in Fig. 5 . However, when carbonaceous aerosol mass is low, there is a better correlation between CCN and other aerosol components. It should be noted that sulphate can have either continental or oceanic origins. An excellent example of the correlation between marine CCN and carbonaceous aerosol occurs in the Northern Equatorial Pacific 310 on day 26 of 1990 ( Fig. 5a ), when both variables reach their highest values over the two-month period. Even in the Southern Ocean, fluctuations still occur at the same times in each of the sensitivity simulations (for example, just after day 30 in Fig. 4e ). Figure 5c shows that, even in this pristine marine region where the majority of CCN are natural in origin, day-to-day fluctuations and the highest concentrations of CCN can both still be attributed to transported continental aerosol. This finding is consistent with Spracklen and Rap (2013) , who found that anthropogenic aerosol suppressed natural feedbacks, although in their study the divide was between natural and anthropogenic 330 aerosol rather than marine and continental.
The North Atlantic shows an even stronger correlation between CCN and sulphate or carbonaceous aerosol, with correlation coefficients of 0.89 for sulphate and black carbon, and 0.83 for organic carbon. The source of this aerosol is likely to be air pollution from the east coast of North America. However, in this region there is also a moderate anti-correlation with accumulation-mode 335 sea-spray mass, with R = −0.59. We speculate that this anti-correlation is due to coagulation losses of CCN with coarse-mode sea spray particles. This suggestion is supported by the anti-correlation between CCN in the simulation without sea spray (purple line) and the simulation without new particle formation (red line) in Fig. 4d .
Although transport of continental aerosol has a strong influence on CCN concentrations, local wind speeds within the polluted regions in the Northern Hemisphere do not correlate with carbonaceous aerosol concentrations. In the North Atlantic, there is an anti-correlation between wind speed and carbonaceous aerosol, probably due to coagulation losses with coarse primary sea spray particles.
The Southern Ocean represents a pristine marine environment, with natural aerosol making up the 345 majority of the accumulation-mode mass. The correlation coefficients are very high for sea spray (0.91) and sulphate (0.82). The high SO 4 correlation coefficient shows the importance of DMS in the region, but Korhonen et al. (2008) also show that continental SO 2 can be transported to the region.
However, the correlation coefficients for carbonaceous aerosol are only around 0.14, indicating that on monthly timescales, oceanic aerosol sources are more important, even if some of the day-to-day 350 fluctuations can be attributed to continental aerosol.
In the Northern Equatorial Pacific and North Atlantic, continental aerosol may overwhelm the response to wind trend changes. In the more pristine Southern Ocean region, natural wind-based oceanic aerosols seem to play a greater role.
Conclusions
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We have used the global aerosol model GLOMAP to investigate the aerosol processes that determine marine CCN concentrations, with a special focus on the effects of observed changes in oceanic surface wind speed. We find that (apart from in the pristine Southern Ocean region), wind speed changes have likely had a negligible effect on marine CCN, mainly due to the more dominant effects of wet scavenging and continental pollution. These results imply that in most marine regions, the 360 predicted changes in surface wind speed are likely to have only a small effect on future CCN, and the resulting aerosol indirect effect will therefore constitute only a minor climate feedback mechanism.
On the other hand, changes in precipitation patterns and rates as well as in anthropogenic emissions (e.g., due to transfer to cleaner technologies or air quality legislation) may play much more significant roles. Quantifying the effects of these latter two processes will be the topic of a future 365 study.
Our study highlights the dominant role of nucleation scavenging in regulating marine CCN concentrations, and in dampening the influence of both natural and anthropogenic aerosol sources on the cloud-active particle population over the oceans. Quantification of these damping effects is, however, challenging at present, since previous model intercomparisons have shown significant diversity 370 in the simulated aerosol fields due to different model formulations of this complex sub-grid scale process (Textor et al., 2006) . Taken together, these results call for stringent evaluation of aerosol nucleation scavenging parameterizations in large scale models both against observational data and cloud-resolving models. Furthermore, since the removal rate of aerosol due to wet deposition de-pends on the temporal and spatial coincidence of particles and precipitation, improvements in the 375 global model performance in terms of precipitation patterns and intensities are of key importance. Fig. 8 . As for Fig. 6 , but for the Southern Ocean.
