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Résumé
L’électrolyse de l’aluminium est un processus physique complexe, couplant l’éléctroma-
gnétisme, la mécanique des fluides et la solidification. Ce procédé, dit de Hall-Héroult, est
effectué dans ce qui est appelé une cuve d’électrolyse. En substance, le processus est le sui-
vant : l’oxyde d’aluminium Al2O3 est injecté dans un solvant, appelé bain électrolytique ou
électrolyte, se trouvant à une température d’environ 960◦C. A cette température, autant
le bain que l’aluminium sont liquides. Un fort courant électrique traverse le solvant, ce qui
permet de réaliser l’électrolyse. L’aluminium liquide créé étant non miscible dans l’électrolyte,
celui-ci se dépose au fond de la cuve. Cette immiscibilité des fluides entraîne l’existence d’une
interface entre le bain électrolytique et l’aluminum. Le fort courant électrique traversant les
fluides couplé au champ d’induction magnétique met ces derniers en mouvement, ce qui se
traduit par des variations temporelles de l’interface aluminium-bain. Des effets thermiques en-
traînent une solidification du solvant sur le bord de la cuve. Ainsi, le procédé de Hall-Héroult
contient deux surfaces libres variant avec le temps : l’interface aluminium-bain et le front de
solidification.
L’objectif de cette thèse est de modéliser et simuler numériquement le processus d’élec-
trolyse de l’aluminium au moyen d’un code élements finis, avec la particularité de prendre
en compte simultanément la frontière solide-liquide et l’interface aluminium-bain. Pour ce
faire, nous utilisons une approche eulérienne afin de simuler l’écoulement des fluides ainsi
que l’évolution temporelle de l’interface. Dans le cadre de ce travail, nous avons choisi de
raffiner le maillage au voisinage de l’interface afin de gagner en précision. Cette méthode
est validée sur un cas réaliste en la comparant avec l’approche lagrangienne utilisée jusqu’à
présent.
Lors de la résolution numérique du problème thermique, nous avons constaté des pertes
d’énergie avec la méthode de type élements finis utilisée, ce qui conduit à une surestimation
des zones solides stationnaires. Nous présentons une méthode permettant de résoudre cette
difficulté. Après la présentation des différents schémas utilisés dans nos travaux, nous étu-
dions l’influence de l’interface aluminium-bain sur les zones solides stationnaires, ainsi que
l’influence des talus sur l’interface aluminium-bain stationnaire.
Mots clés Couplage MHDTE avec interface libre, simulations numériques, méthode des
élements finis, méthode eulérienne, méthode lagrangienne, level-set, conservation de l’énergie.
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Abstract
Aluminium electrolysis is a complex physical problem, involving electromagnetism, fluid
mechanic and solidification, which takes place in an electrolysis cell. This process, called Hall-
Héroult process, can be described as follows : aluminium oxide Al2O3 is injected in a solvent,
called bath or electrolyte, whose temperature is around 960◦C. At this temperature, both
the solvent and the aluminium are liquid. A strong electrical current goes throught the bath,
which allows the electrolysis reaction. Due to the fact that liquid aluminium does not mix
with the solvent, the aluminium created by the electrolysis moves under the electrolyte, to
the bottom of the cell. This results in the existence of an interface between the electrolytical
bath and the liquid aluminium. The strong electrical current going throught the cell impresses
a movement to the fluids, which implies a displacement of the aluminium-bath interface. Due
to thermal effects, there is a solidification of the solvent on the boundary of the cell. Hence,
there are two time dependant free boundaries in the Hall-Héroult process : the solidification
front and the aluminium-electrolyte interface.
The aim of the present work is to model and numerically simulate the Hall-Héroult process
using a finite element code, with the particularity to take into account simultaneously the
free boundaries mentioned before, namely the aluminium-bath interface and the solidification
front. To do so, we use an Eulerian approach to simulate the fluid flow and the evolution of
the bath-aluminium interface. In order to gain precision, we locally refine the mesh according
to the interface position which is a major difference to classical eulerian methods. Comparing
our results to those obtained by the Lagrangian approched used up to now corroborates our
approach.
Solving the thermal problem numerically with our finite element method, some energy
losses have been registrated. These losses are problematic, because they lead to an over-
estimation of the solidified domain. To avoid this we developed a numerical method that
does not have this drawback. After the presentation of the numerical schemes used in this
work, we study the influence of the aluminium-bath interface on the stationary solidified
region as the impact of solid domain on the stationary interface.
Keywords : thermal and magnetohydrodynamic with free interface coupling, numerical
simulations, finite element method, Eulerian method, Lagrangian method, level-set, energy
conservation.
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Chapitre 1
Introduction
L’aluminium est l’un des éléments chimiques les plus présents sur Terre, après l’oxygène
et le silicone. En effet, environ 8% de la croûte terreste est composée d’aluminium. Ce dernier
étant très réactif, il n’est pas présent sous forme pure, mais se trouve dans différents oxydes,
comme par exemple l’alumine (Al2O3). Pas moins de 270 minéraux différents contiennent
des oxydes d’aluminium, mais ceux-ci sont particulièrement présents dans la bauxite [25].
Cela explique pourquoi nous ne trouvons aucune trace de l’aluminium avant 1825, année
de son isolement par H.C. Ørsted. Deux ans plus tard, F. Wöhler découvre une méthode de
réduction de l’aluminium à l’aide du potassium. Ce procédé, bien qu’amélioré en 1846 par
Henri Deville en remplaçant le potassium par du sodium, ne permettait pas d’obtenir une
production industrielle, car il était trop coûteux. Il fallut attendre la fin du XIXème siècle pour
que la production d’aluminium devienne industrielle.
Cette production industrielle fut rendue possible par les travaux du chimiste autrichien
K. Bayer. En effet, c’est grâce à son procédé d’extraction d’alumine à partir de la bauxite
que Paul Héroult et Charles Hall vont découvrir, de manière indépendante et simultanée,
la production d’aluminium par électrolyse. Ce procédé, dit de Hall-Héroult, est celui utilisé
actuellement pour la production d’aluminium et n’a guère changé en un peu plus de 110 ans.
Electrolyse de l’aluminium
L’électrolyse est une méthode permettant de modifier des liaisons chimiques au moyen
d’un courant électrique continu. Par exemple, l’électrolyse permet de décomposer l’eau (H2O)
en hydrogène (H2) et en oxygène (O2), ou le sel de cuisine (NaCl) en chlore (Cl2) et en
sodium (Na). Dans notre cas, l’alumine (Al2O3) est injectée dans un électrolyte de sels
fondus, appelé bain, qui est une solution fortement corrosive composée principalement de
cryolithe (Na2AlF3) et de différents composants chimiques destinés à abaisser le point de
fusion du bain à environ 960◦C. Le bain étant liquide, les molécules d’alumine se dissolvent
et interagissent avec ce dernier pour s’ioniser de la manière suivante :
Al2O3 → 2Al3+ + 3O2−.
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Figure 1.1 – Cuve d’électrolyse d’aluminium, vue schématique.
Le fort courant passant des anodes en carbone partiellement immergées dans le bain aux
blocs cathodiques en carbone situés sous l’aluminium liquide (voir Figure 1.1) permet aux
ions d’oxygène de réagir avec les anodes en carbone pour former du gaz carbonique selon la
réaction
6O2−2 + 3C → 3CO2 + 6e−.
Cette réaction chimique avec les anodes conduit à une production importante de gaz car-
bonique et consomme progressivement les blocs de carbone composant les anodes, ce qui
entraîne un remplacement fréquent de ceux-ci. Les ions d’aluminium sont ensuite transformés
en aluminium liquide par la réaction de réduction
2Al3+ + 6e− → 2Al.
Cette électrolyse étant effectuée à une température proche de 960◦C, autant l’aluminium
que le bain électrolytique sont liquides. De plus, l’aluminium et le bain étant immiscibles, ces
deux fluides se séparent, et l’aluminium, plus dense, se dépose au fond de la cuve, d’où il
peut être récupéré par pompage.
L’électrolyte étant un piètre conducteur électrique, le fort courant traversant celui-ci dégage
une grande quantité de chaleur par effet Joule du courant. Cette production de chaleur est
telle qu’elle permet de maintenir l’aluminium et le bain à l’état liquide durant toute la durée
2
Figure 1.2 – Hall d’électrolyse.
d’exploitation de la cuve. Un hall d’électrolyse moderne peut contenir plusieurs centaines de
cuves, disposées en série, comme illustré dans la Figure 1.2.
Les courants électriques traversant les cuves engendrent un fort champ d’induction ma-
gnétique. Celui-ci interagit avec le courant pour créer des forces de Lorentz qui mettent en
mouvement les fluides. Ce mouvement des fluides permet de répartir l’alumine dans le bain,
de faciliter sa dissolution et d’homogénéiser la température dans la cuve. Néanmoins, si le
mouvement des fluides est trop important, l’interface aluminium-bain peut se déformer de
manière importante et toucher les anodes, ce qui provoque un court-circuit obligeant l’arrêt
de la cuve d’électrolyse.
Electrolyse et zones solides
La température du bain étant proche de celle de son point de fusion, à cause d’effets
thermiques, l’électrolyte se solidifie sur le bord du domaine occupé par les fluides. Ces zones
solidifiées, appelées “talus”, sont importantes car elles protègent la structure métallique de
la cuve de l’extrême corrosivité du bain électrolytique. Une stratégie pour augmenter la
production d’aluminium consiste à créer des cuves fonctionnant avec des courants de plus
en plus intenses, de l’ordre de plusieurs centaines de milliers d’ampères. L’augmentation de
l’intensité du courant traversant la cuve a pour conséquence que l’énergie dissipée par effet
Joule du courant croît, ce qui se traduirait par une fonte des talus et une usure précoce des
cuves si un nouveau design des cuves garantissant cette protection n’était élaboré. De plus, si
3
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Figure 1.3 – Interface aluminium-bain stationnaire.
cette fonte est trop importante, les talus disparaissent et la structure de la cuve est attaquée
par le bain électrolytique.
Les coûts liés à la consommation du courant électrique étant élevés, un des objectifs pour
diminuer les frais de production consiste à restreindre les pertes d’énergie par effet Joule. Or,
une réduction de l’effet Joule entraîne une croissance des talus. Si cette augmentation des
zones solides n’est pas maîtrisée, celle-ci peut provoquer des dégâts sur la structure. Il est
donc nécessaire d’avoir une bonne connaissance de la réaction des talus aux variations de
l’effet Joule afin de maintenir une cuve en bon état durant toute sa durée d’exploitation.
Simulation numérique
Il est difficile d’étudier les talus dans une cuve d’électrolyse en fonction. En effet, la haute
température des fluides, la corrosivité du bain et l’intensité du courant traversant la cuve
rendent les mesures à l’intérieur de la cuve difficiles à réaliser fréquemment. Le recours à la
simulation numérique devient indispensable pour améliorer la conception et la construction
de cuves en respectant un bon équilibre thermique. Dans le cadre de la collaboration entre
le LRF et l’EPFL, les premiers travaux effectués en ce sens furent ceux de Y. Safa en 2005
[48], mais qui, pour des raisons de simplification du problème, a toujours pris une interface
aluminium bain horizontale, ce qui ne correspond pas à la réalité, l’interface aluminium bain
étant bombée (voir Figure 1.3). Notons que dans la Figure 1.3, l’échelle de la déformation
est en mètres et que nous avons accentué la déformation verticale de l’interface afin d’avoir
une meilleure vision.
Mentionnons encore que les calculs d’interfaces aluminium-bain stationnaires ou transi-
toires effectués jusqu’à ce jour ne tiennent pas compte des talus. Cela est dû au fait que
l’interface reste figée dans les zones solides, ce qui a de lourdes conséquences pour les calculs
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numériques (ce point est discuté plus en détail dans le chapitre 3). Le but de cette thèse
est de développer une méthode eulérienne de type transitoire afin de calculer des interfaces
stationnaires lorsqu’il y a présence de talus. A l’aide de cette méthode, il sera dès lors possible
de mesurer l’influence de l’interface aluminium-bain sur la solution thermique stationnaire,
ainsi que l’influence des talus sur l’interface stationnaire. Nous pourrons ainsi apporter des
réponses sur la pertinence de l’utilisation d’une interface aluminium-bain horizontale pour les
calculs de talus stationnaires, ainsi que sur le bien-fondé de l’omission des talus pour le calcul
de l’interface stationnaire.
La présente thèse s’inscrit dans une longue collaboration entre la Chaire ASN du Professeur
Jacques Rappaz, l’Ecole Polytechnique Fédérale de Lausanne et l’industrie de l’aluminium,
dans le but de simuler différents aspects du processus de Hall-Héroult. Cette collaboration
débuta dans les années 1980 avec la création d’un programme, appelé alucell, permettant
de calculer des états stationnaires de cuves. Au fil des années, le logiciel s’est étoffé avec des
modules permettant (i) une étude de la stabilité linéaire des solutions stationnaires [16, 17],
(ii) le calcul des effets ferromagnétiques dans le caisson entourant la cuve [19], (iii) de
déterminer les régions de bain solidifiées et leur influence sur l’hydrodynamique [48], (iv) une
approche dite “évolutive” pour simuler de manière instationnaire le mouvement des fluides
[41, 51] et plus récemment, (v) une étude de la répartition de la concentration d’alumine
dans le bain [28].
Organisation du document
Ce document a pour objectif de présenter une méthode eulérienne de type transitoire
permettant de résoudre le problème MHD-thermo-électrique avec interface libre présent dans
le procédé de Hall-Héroult.
Au chapitre 2, nous présentons les équations régissant le procédé de Hall-Héroult, ainsi
que les interactions entre les différents aspects du problème et les difficultés numériques
associées. Dans les chapitres 3 à 6, nous présentons les schémas numériques utilisés dans le
cadre de ce travail. Un accent particulier est mis sur les méthodes eulériennes (chap. 3) et sur
la conservation numérique de l’énergie (chap. 5). Nous présentons également une approche
permettant de gagner en précision sur le front de solidification (chap. 6).
Le chapitre 7 présente la validation numérique de l’algorithme eulérien de type transitoire
développé au chapitre 4, ainsi que la validation de la méthode permettant de gagner en
précision sur le front de solidification. Nous y étudions également l’influence de l’interface
aluminium-bain sur les talus stationnaires ainsi que l’impact des talus sur l’interface station-
naire.
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Chapitre 2
Modélisation
Ce chapitre a pour objectif de présenter les équations modélisant les phénomènes magnéto-
hydrodynamiques (abrégé MHD) et thermiques apparaissant lors de l’électrolyse de l’alumi-
nium. Le modèle utilisé dans ce document est basé sur ceux développés dans [48, 51].
2.1 Hydrodynamique
Soit Λ le domaine borné de R3 défini par la cuve d’électrolyse (aluminium, bain, anodes,
barres cathodiques, isolants, griffes, etc.) et soit Ω ⊂ Λ le domaine composé de la région
Ωal(t) occupée par l’aluminium liquide, de l’espace Ωel(t) occupé par le bain électrolytique
et du domaine solide Ωs(t) (les talus), où t représente le temps. Clairement, nous avons Ω =
int
(
Ωal(t) ∪ Ωel(t) ∪ Ωs(t)
)
pour tout t, comme montré dans la Figure 2.1. L’interface Γˆ(t)
entre les fluides est alors définie par Γˆ(t) = Ωal(t)∩Ωel(t), ∀t > 0. Nous faisons l’hypothèse
qu’un prolongement continu Γ(t) de Γˆ(t) est connu pour tout t, c’est-à-dire Γˆ(t) ⊂ Γ(t) ⊂ Ω.
Nous supposons de plus que Γ(t) est le graphe d’une fonction lisse g(t, x, y), autrement dit
qu’il existe un domaine Π ⊂ R2 tel que
Γ(t) = {(x, y, z) ∈ Ω : z = g(t, x, y), (x, y) ∈ Π, t ∈ (0,∞)} . (2.1)
Nous noterons la densité de l’aluminium et du bain ρal et ρel respectivement. De même, la
viscosité dynamique de l’aluminium et de l’électrolyte seront notées µal et µel respectivement.
Afin d’alléger l’écriture, la densité et la viscosité seront notées ρ et µ lorsqu’il n’y a pas
d’ambiguïté.
Dans la suite de ce paragraphe, nous faisons l’hypothèse que les domaines Ωel,Ωal et Ωs
sont connus pour tout t. Nous supposons également que les valeurs de la densité de courant
~j, du champ d’induction ~B et de la température T sont déterminées en tout point de Λ et
pour tout t. Sous ces hypothèses, nous pouvons dès lors décrire le modèle permettant de
déterminer la vitesse ~u : (0,∞)× Ω→ R3.
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Figure 2.1 – Domaines et notations
Pénalisation de Carman-Kozeny
Le champ de vitesse ~u est uniquement défini dans le domaine liquide Ωliq = Ω \ Ωs qui
varie au cours du temps. Cette variation temporelle du domaine Ωliq est source de nombreuses
difficultés, autant numériques que théoriques. Numériquement parlant, il est nécessaire de
connaître le domaine fluide Ωliq afin de déterminer l’écoulement des fluides dans ce dernier.
Une approche pour déterminer Ωliq est le front tracking, qui consiste à suivre explicitement
le front de solidification au cours du temps (voir [30, 14] pour une introduction à cette
technique). Cela a pour avantage que le domaine Ωs est connu de manière précise pour
tout temps t (et donc le domaine liquide Ωliq). Néanmoins, le front tracking supporte mal les
changements de topologie du domaine solide, tels que la séparation d’une zone solide en deux
ou la rencontre de deux zones solides distinctes. Des solutions au problème du changement
de topologie existent, mais celles-ci sont difficiles à réaliser en trois dimensions. Ce procédé
est bien adapté dans les cas où les variations de la frontière solide-liquide sont faibles. Dans
notre cas, la condition initiale étant souvent un domaine entièrement liquide, cette méthode
est difficile à mettre en œuvre.
Une autre méthode fréquemment utilisée pour connaître Ωliq consiste à faire du maillage
adaptatif pour suivre avec précision le front de solidification. Avec cette approche, le domaine
liquide est connu avec précision en tout temps t, mais ce procédé nécessite de remailler
fréquemment la cuve d’électrolyse, ce qui est trop coûteux en temps de calcul.
Au vu des difficultés liées à la connaissance explicite du domaine Ωliq, nous utilisons la
méthode dite du domaine fictif afin de calculer le champ de vitesse ~u. Cette approche consiste
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à plonger le domaine de calcul Ωliq dans un domaine fixe Ω et de calculer ~u sur Ω via une
méthode de pénalisation forçant la vitesse à être nulle dans Ωs. Pour ce faire, il est nécessaire
d’introduire la fraction liquide, notée fl.
En notant Ts et Tl les températures à partir desquelles une substance est respectivement
totalement solide ou totalement liquide, cette fonction fl : [0,∞)→ [0, 1] est définie par
fl(T ) =

1 si T ≥ Tl
0 si T ≤ Ts
∈]0, 1[ si Ts < T < Tl
Dans la pratique, les valeurs de fl en fonction de T sont obtenues de manière expérimentale.
Notons encore qu’entre Ts et Tl nous avons la présence d’une mushy zone, c’est-à-dire
l’existence d’un état thermodynamique où les phases solides et liquides coexistent. Dans la
suite de ce travail, nous supposons que cette relation entre fl et T est connue pour tout T .
A l’aide de la fraction liquide, nous choisissons de définir le domaine solide par
Ωs = {~x ∈ Ω : fl(T (~x)) ≤ 0.5} .
Nous faisons l’hypothèse supplémentaire que les fluides sont newtoniens, visqueux et in-
compressibles. En conséquence, l’écoulement des fluides est modélisé par les équations de
Navier-Stokes incompressibles. Les forces agissant sur les fluides étant la gravité et des forces
de Lorentz, la résultante des forces est donnée par ρ~g+~j∧ ~B. Ainsi, la vitesse ~u et la pression
p des fluides satisfont les équations de Navier-Stokes incompressibles pénalisées suivantes ρ
∂~u
∂t
− div(τ (~u, p)) + ρ(~u · ~∇)~u+Kε~u = ρ~g +~j ∧ ~B
div ~u = 0
dans (0,∞)× Ω (2.2)
où τ (~u, p) est le tenseur des contraintes défini par
τ (~u, p) = 2µε(~u)− pI, (2.3)
où I est la matrice identité de dimension 3 et ε(~u) est le tenseur de déformation défini par
ε(~u) = 12
(
~∇~u+ (~∇~u)T
)
. (2.4)
Le terme Kε, dit de Carman-Kozeny, est quant à lui défini par
Kε =
Cµ(1− fl)2
P 2(fl + ε)3
. (2.5)
Dans (2.5), µ représente la viscosité du fluide, P la taille moyenne de la porosité, C est une
constante obtenue expérimentalement et ε > 0 est un paramètre. Notons que si fl = 1,
Kε = 0 et si fl = 0, Kε = O(ε−3) lorsque ε → 0. Ainsi, si fl = 0 et si ε est suffisamment
petit, Kε~u domine tous les autres termes et force la vitesse ~u à être nulle dans le domaine
solide Ωs, y compris sur le bord de l’interface solide-liquide. Si fl = 1, le terme de pénalisation
disparaît et les équations de Navier-Stokes demeurent inchangées dans Ωliq = Ω \ Ωs.
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Nous complétons le problème (2.2) en imposant la continuité de la vitesse au travers de
l’interface Γ, c’est-à-dire
[~u] = ~0 (2.6)
où [.] est l’opérateur de saut au travers de l’interface. Nous supposons de plus que le saut
des forces au travers de l’interface est nul, c’est-à-dire
[τ (~u, p)~nΓ] = ~0 (2.7)
où ~nΓ : Γ → R3 est la normale unitaire sur Γ. La condition (2.7) revient à dire que les
effets de tension de surface sont négligés. Ce choix est basé sur les travaux de G. Steiner qui
montrent numériquement que la tension superficielle ne change que légèrement la solution
stationnaire du problème MHD évolutif (voir [51] pour plus de détails), la distance capillaire
étant bien plus petite que la longueur d’une cuve d’électrolyse.
Notons encore que la viscosité µ peut dépendre du tenseur ε lorsqu’un modèle de longueur
de mélange est utilisé pour simuler la turbulence de l’écoulement. Cela ajoute une non-linéarité
au problème hydrodynamique dont nous devrons tenir compte lors de sa résolution numérique.
Nous reviendrons sur ce point dans les chapitres 4 et 6.
Nous complétons le problème (2.2) par une condition initiale ~u0 sur la vitesse, ~u0 étant
telle que
~u(0) = ~u0 et div ~u0 = 0, (2.8)
ainsi que par des conditions aux limites sur le bord du domaine Ω, noté ∂Ω. Dans le cadre
de ce travail, nous utilisons des conditions d’adhérence
~u = ~0 sur ∂Ω, (2.9)
ainsi qu’un modèle de friction proposé dans [45],
~u · ~n∂Ω = 0 et (τ (~u, p)~n∂Ω)~ti = αf (~u · ~ti), i = 1, 2 sur ∂Ω, (2.10)
où ~n∂Ω est la normale unitaire extérieure à Ω, ~t1,~t2 les deux vecteurs directeurs du plan
tangent à ∂Ω et αf ≥ 0 un paramètre numérique. Notons que si αf = 0, (2.10) correspond
à des conditions de glissement, et que si le paramètre αf tend vers l’infini, (2.10) tend vers
des conditions d’adhérence sur le bord ∂Ω.
Formulation faible
Considérons maintenant l’espace L20(Ω) des fonctions mesurables au sens de Lebesgue,
de carrés intégrables et à moyenne nulle défini par
L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
qdx = 0
}
.
En notant H1(Ω) l’espace de Sobolev usuel, Hˆ(Ω) =
{
~v ∈ (H1(Ω))3 : ~v · ~n = 0 sur ∂Ω} et
ε(~u) : ε(~v) =
3∑
i,j=1
εij(~u)εij(~v),
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la forme variationelle (ou forme faible) de l’équation (2.2) avec les conditions limites (2.10)
est : pour presque tout t ∈ (0,∞) : trouver ~u(t) ∈ Hˆ(Ω) et p(t) ∈ L20(Ω) telles que
d
dt
∫
Ω
ρ~u(t) · ~vdx+
∫
Ω
(
2µε(~u(t)) : ε(~v) + ρ(~u(t) · ~∇)~u(t) · ~v − p(t) div~v +Kε~u(t) · ~v
)
dx
+ αf
∫
∂Ω
[
(~u(t) · ~t1)(~v · ~t1) + (~u(t) · ~t2)(~v · ~t2)
]
ds =
∫
Ω
(ρ~g +~j ∧ ~B) · ~vdx∫
Ω
q div ~u(t)dx = 0
(2.11)
pour tout ~v ∈ Hˆ(Ω) et tout q ∈ L20(Ω). Dans le cas des conditions aux limites d’adhérence
(2.9), la formulation faible du problème (2.2) est pour presque tout t ∈ (0,∞) : trouver
~u(t) ∈ (H10 (Ω))3 et p(t) ∈ L20(Ω) telles que
d
dt
∫
Ω
ρ~u(t) · ~vdx+
∫
Ω
(
2µε(~u(t)) : ε(~v) + ρ(~u(t) · ~∇)~u(t) · ~v − p(t) div~v +Kε~u(t) · ~v
)
dx
=
∫
Ω
(ρ~g +~j ∧ ~B) · ~vdx∫
Ω
q div ~u(t)dx = 0
(2.12)
pour tout ~v ∈ (H10 (Ω))3 et tout q ∈ L20(Ω). Afin d’alléger l’écriture, tous les schémas
numériques concernant les équations de Navier-Stokes seront développés pour la formulation
(2.12), bien que les conditions de bord (2.9) et (2.10) soient utilisées dans nos simulations.
2.2 Interface libre
Dans cette section, nous supposons que le domaine Ωs et le champ de vitesse ~u sont
connus pour tout t > 0. La résolution du problème (2.12) nécessite de connaître les domaines
Ωal(t) et Ωel(t) pour tout temps t, et donc l’interface Γˆ(t) pour tout t. Pour ce faire, nous
utilisons la méthode dite du level-set, introduite par S. Osher et J. Sethian en 1988 [39] et
dévelopée dans [40, 50]. L’idée de cette méthode est de repérer l’interface à l’aide d’une
fonction continue ϕˆ : (0,∞)× Ωliq → R telle que
ϕˆ(t, ~x) =

> 0 si ~x ∈ Ωel(t),
< 0 si ~x ∈ Ωal(t),
= 0 si ~x ∈ Γˆ(t).
(2.13)
La relation (2.13) a comme conséquence notable que si la fonction level-set ϕˆ est connue, l’in-
terface Γˆ(t) est définie de manière univoque par le domaine {(x, y, z) ∈ Ωliq(t) : ϕˆ(t, x, y, z) =
0}. Afin de gagner en précision lors des calculs numériques de l’interface, ϕˆ est généralement
prise comme distance signée à l’interface (voir section 4.4.4 pour plus d’explications sur ce
choix).
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L’interface étant définie uniquement dans le domaine liquide qui n’est pas connu de manière
explicite, ceci est source de difficultés tant théoriques que numériques. L’approche choisie
dans ce travail consiste à prolonger continûment l’interface Γˆ(t) du domaine Ωliq au domaine
Ω pour tout t. Soient Γ0 et Γ(t) les interfaces prolongées à t = 0 et au temps t > 0
respectivement, ainsi que ϕ0 et ϕ(t) les fonctions level-set associées. L’évolution temporelle
de ϕ : (0,∞)× Ω→ R est alors régie par l’équation suivante :
∂ϕ
∂t
+ ~u · ~∇ϕ = 0 dans (0,∞)× Ω,
ϕ(0, ~x) = ϕ0(~x) ∀~x ∈ Ω.
(2.14)
La vitesse étant nulle dans Ωs, l’interface Γ(t) reste figée dans les talus (c’est à dire que ϕ(t) ≡
ϕ0 dans Ωs) et se déplace dans les fluides. La pénalisation de Carman-Kozeny imposant des
conditions d’adhérence sur le bord des talus, l’interface ne se déplace pas le long de ceux-ci
lors de l’évolution temporelle. Cette propriété implique la continuité de l’interface Γ(t) pour
tout temps t.
Néanmoins, nous préférons que l’interface glisse le long des talus. Ne pouvant pas imposer
des conditions de glissement sur le bord des talus lors des calculs numériques, nous déplaçons
artificiellement l’interface le long de la frontière solide liquide. Cette approche peut entraîner
une discontinuité de Γ(t) au niveau du front de solidification si la position de l’interface dans
les talus n’est pas fréquemment actualisée. Nous proposons des solutions à ces problèmes
dans le chapitre 4.
En principe, la condition initiale ϕ0 du problème (2.14) est la fonction level-set correspon-
dant à une interface aluminium-bain horizontale. Plus précisément,
ϕ0(~x) = z − z0 ∀~x ∈ Ω, (2.15)
où z0 correspond à la position d’équilibre de l’interface aluminium-bain lorsque les forces
électromagnétiques sont négligées.
2.3 Electromagnétisme
Afin de simuler l’écoulement des fluides, il est nécessaire de connaître les forces agissant
sur les fluides pour tout temps t, en particulier les forces de Lorentz ~j ∧ ~B. Le but de cette
section est de déterminer les équations permettant de calculer la densité de courant ~j et le
champ d’induction ~B intervenant dans les forces de Lorentz. Pour ce faire, nous supposons
connus le champ de vitesse ~u, l’interface Γ, et les domaines Ωal,Ωel et Ωs pour tout t > 0.
Nous considérons la cuve d’électrolyse dans sa totalité et la notons Λ. Le domaine Λ
contient le bain, l’aluminium, les talus, les anodes, les barres cathodiques, les conducteurs
électriques, les isolants thermiques, etc., comme illustré dans la Figure 2.1. Nous supposons
également que le courant électrique entre par une surface Γin ⊂ ∂Λ localisée sur les anodes,
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traverse les fluides des anodes à la cathode et sort par une surface Γout ⊂ ∂Λ localisée sur
les barres cathodiques, avec Γin ∩ Γout = ∅.
2.3.1 Equations de Maxwell
Les équations de Maxwell sont les expressions mathématiques liant le champ d’induction
~B, la densité de courant ~j et le champ électrique ~E. La première de ces équations, appelée
loi d’induction de Faraday, lie la variation temporelle du champ d’induction à la circulation
du champ électrique ~E par la relation
∂ ~B
∂t
+ rot ~E = ~0. (2.16)
La deuxième loi de Maxwell, appelée loi d’Ampère, lie la densité de courant ~j, les courants
de déplacement ∂(ε ~E)∂t et le champ magnétique ~H =
1
µ0µr
~B par la relation
rot ~H = ∂(ε
~E)
∂t
+~j, (2.17)
où µ0 est la perméabilité magnétique du vide, µr est la perméabilité relative des matériaux
et ε est la permittivité électrique. Si les courants de déplacement sont négligés (voir [36]
pour une justification), tout comme les effets ferromagnétiques (i.e. µr = 1), la loi d’Ampère
devient
rot ~B = µ0~j. (2.18)
Nous complétons ces relations par la loi d’Ohm qui lie la densité de courant ~j, le champ
d’induction ~B, le champ de vitesse ~u et le champ électrique ~E de la manière suivante
~j = σ
(
~E + ~u ∧ ~B
)
, (2.19)
où σ est la conductivité électrique des matériaux. Notons que (2.18) implique l’équation de
continuité suivante :
div~j = 0. (2.20)
Il a été montré numériquement dans [51] que les dérivées temporelles apparaissant dans la
loi de Faraday (2.16) ne changent pas significativement la solution stationnaire du problème
MHD avec interface libre. En conséquence, nous faisons l’hypothèse que les variations tem-
porelles du champ d’induction ~B dans (2.16) sont faibles et peuvent être négligées. Ainsi,
(2.16) devient
rot ~E = ~0. (2.21)
2.3.2 Potentiel et courant
Dans ce paragraphe, nous faisons l’hypothèse supplémentaire que le champ d’induction ~B
est connu pour tout t. Le rotationnel du champ électrique ~E étant nul par la loi de Faraday,
il existe un champ scalaire V tel que
~E = −~∇V. (2.22)
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En insérant ceci dans la loi d’Ohm (2.19), celle-ci devient
~j = σ
(
−~∇V + ~u ∧ ~B
)
. (2.23)
De plus, comme div~j = 0 par la loi d’ampère (2.18), nous obtenons
− div(σ~∇V ) = −div(σ~u ∧ ~B). (2.24)
L’équation (2.24) étant elliptique, celle-ci peut être résolue en imposant des conditions sur
le bord du domaine Λ. Ces conditions sont les suivantes :
~j · ~n =− I/|Γin| = −σ∂V
∂~n
sur Γin,
~j · ~n =I/|Γout| = −σ∂V
∂~n
sur Γout,
~j · ~n =0 = σ∂V
∂~n
sur ∂Λ \ (Γin ∪ Γout) ,
(2.25)
où Γin, Γout sont respectivement les surfaces d’entrée et de sortie du courant, ~n la normale
extérieure à ∂Λ, I le courant électrique total et |Γin|, |Γout| les aires des surfaces d’entrée et
de sortie du courant. Notons que la troisième condition correspond à un flux de courant nul
sur le reste du bord de la cuve.
Formulation faible
Le potentiel V étant défini à une constante près, il est nécessaire de chercher ce dernier
dans H1(Λ)/R pour que le problème soit bien posé. La forme faible du problème (2.24) est
alors : Trouver V ∈ H1(Λ)/R tel que∫
Λ
σ~∇V · ~∇Wdx =
∫
Λ
σ
(
~u ∧ ~B
)
· ~∇Wdx+ I|Γin|
∫
Γin
Wds− I|Γout|
∫
Γout
Wds (2.26)
pour toutW ∈ H1(Λ)/R. Dès que le potentiel V est connu, la densité de courant ~j s’obtient
directement de (2.23).
2.3.3 Induction
En principe, le champ d’induction ~B engendré par une cuve d’électrolyse est la superposi-
tion du champ d’induction ~Bhor correspondant à une interface aluminium-bain horizontale et
d’une perturbation magnétique δ ~B engendrée par les mouvements de l’interface aluminium-
bain. Ceci a pour conséquence que ~B varie au cours du temps, même si l’on ne considère pas
le processus de solidification. Cependant, comme nous désirons obtenir une solution station-
naire avec un code transitoire, dans un premier temps, nous considérons le champ d’induction
~B constant. Ainsi, nous prenons ~B = ~Bhor, où ~Bhor est le champ d’induction correspondant
à une interface aluminium-bain horizontale (voir [51] pour une justification).
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Du fait de ces simplifications, il suffit de connaître la densité de courant stationnaire
~jhor correspondant à une interface aluminium-bain horizonale pour décrire les équations
modélisant l’induction. En l’absence d’effet ferromagnétiques, la formule de Biot-Savart nous
permet de trouver le champ d’induction ~Bhor par la relation
~Bhor(~x) =
µ0
4pi
∫
R3
~jhor(~y) ∧ ~x− ~y‖~x− ~y‖3dy ∀~x ∈ R
3.
D’un point de vue numérique, une fois ~jhor connu, nous calculons l’intégrale précedente avec
un algorithme parallèle afin de diminuer le temps de calcul.
Une remarque doit encore être faite au sujet des effets ferromagnétiques. En effet, les
champs d’induction créés par les cuves voisines peuvent déstabiliser le mouvement de l’in-
terface. Si cette déstabilisation est prolongée, elle peut conduire à des courts-circuits qui
peuvent mettre la cuve hors d’usage. Le caisson soutenant la cuve étant constitué de maté-
riaux ferromagnétiques, celui-ci atténue l’action du champ d’induction des cuves voisines par
un effet d’écran. Nous tiendrons compte du ferromagnétisme dans nos simulations, mais nous
n’allons pas entrer dans la modélisation, ni dans la résolution numérique de ce problème. Le
lecteur intéressé trouvera les méthodes utilisées dans [19].
2.4 Thermique
Afin d’alléger l’exposé, nous n’allons pas établir les équations modélisant l’évolution de la
température à partir des principes fondamentaux de la thermodynamique (des détails peuvent
être trouvés dans [46] par exemple). Nous utilisons ici la modélisation du problème thermique
développée dans [48]. Nous rappelons que Λ représente la totalité de la cuve d’électrolyse
d’aluminium. Nous supposons ici que le champ de vitesse ~u, la densité de courant ~j et
l’interface Γ sont connus pour tout t.
Nous faisons également les hypothèses simplificatrices suivantes : l’énergie produite ou
absorbée par les réactions chimiques est négligeable, tout comme l’énergie produite par des
forces mécaniques (comme par exemple la déformation ou la dissipation visqueuse). Ainsi,
l’unique source d’énergie est celle dissipée par effet joule du courant dont la densité est
donnée par
S = ‖
~j‖2
σ
.
Soit Cp la chaleur spécifique. Dans le cadre de ce travail, nous supposons, pour simplifier,
que Cp ne dépend pas de la température, tout comme la densité ρ, et que le produit ρCp est
le même pour tous les composants de la cuve. En notant H l’enthalpie, T la température, κ
la conductivité thermique, l’équation régissant le problème thermoélectrique est
∂H
∂t
− div(κ(T )~∇T ) + ρCp~u · ~∇T = ‖
~j‖2
σ(T ) . (2.27)
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Sous les hypothèses précédentes, la relation liant l’enthalpie H à la température T est
H(T ) = ρCpT + Lfl(T ), (2.28)
où L est la chaleur latente de fusion et fl : [0,∞) → [0, 1] est la fraction liquide. Notons
que la relation (2.28) est une fonction monotone croissante. Ainsi, il existe une fonction
β : [0,∞)→ [0,∞) telle que
β(H(T )) = T pour tout T. (2.29)
Nous complétons le problème (2.27) par une condition initiale T0 sur la température et par
des conditions au bord dites naturelles. Ainsi, nous imposons que
κ(T )∂T
∂~n
= α(Ta − T ) sur ∂Λ, (2.30)
où α > 0 est le coefficient d’échange thermique et Ta la température de l’air entourant Λ.
Les conditions de bord (2.30) sont équivalentes à dire que le flux thermique sur le bord du
domaine est proportionnel à la différence de température entre Λ et la température de l’air
entourant la cuve. Par souci de simplicité, nous prenons Ta constante par morceaux autour
de Λ. Ainsi, le problème (2.27) devient : trouver des fonctions H : (0,∞) × Λ → R et
T : (0,∞)× Λ→ R telles que
∂H
∂t
−div(κ(T )~∇T ) + ρCp~u · ~∇T = ‖
~j‖2
σ(T ) ,
H(T ) = ρCpT + Lfl(T ),
κ(T )∂T
∂~n
=α(Ta − T ),
T (t0) = T0.
(2.31)
Formulation faible
Après intégration par partie, la formulation faible de (2.31) est : pour presque tout t ∈
(0,∞), trouver H(t), T (t) ∈ H1(Λ) telles que
d
dt
∫
Λ
Hψdx+
∫
Λ
(
κ(T )~∇T · ~∇ψ + ρCp(~u · ~∇T )ψ
)
dx+
∫
∂Λ
αTψds
=
∫
Λ
‖~j(T )‖2
σ(T ) ψdx+
∫
∂Λ
αTaψds,
H = ρCpT + Lfl(T ),
T (t0) = T0,
(2.32)
pour tout ψ ∈ H1(Λ).
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2.5 Couplages entre les problèmes
La résolution numérique des problèmes (2.2), (2.14), (2.26) et (2.31) est ardue à cause
des interactions entre ceux-ci (voir la Figure 2.2 pour un résumé). En effet, lorsque le bain
électrolytique se solidifie, celui-ci devient un isolant électrique, ce qui modifie la répartition du
courant dans la cuve. Cette adaptation du courant aux zones solides influence à son tour la
solidification par un changement de l’effet joule du courant. De plus, la solidification modifie
l’écoulement des fluides par un changement du domaine liquide Ωliq. Cette perturbation du
champ de vitesse ~u influence à son tour la solidification par un changement de la convec-
tion de la température. Ainsi, le problème thermique est fortement couplé aux problèmes
hydrodynamique et électrique.
mod
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forc
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Figure 2.2 – Couplage entre les différents aspects du problème. Ici, T représente la tempé-
rature, H l’enthalpie, ~u le champ de vitesse, ~j la densité de courant, ~B le champ d’induction
et Γ l’interface.
Le champ de vitesse est également lié au courant via la force ~f agissant sur les fluides,
somme de la force de gravité et des forces de Lorentz,
~f = ρ~g +~j ∧ ~B,
et le courant ~j au champ de vitesse ~u par la loi d’Ohm
~j = σ( ~E + ~u ∧ ~B).
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La situation se complique encore lorsque nous ajoutons l’interface aluminium-bain dans notre
modèle. En effet, une modification de l’interface change la topologie du domaine, ce qui se
traduit par un changement du courant, des forces de Lorentz et de l’effet joule. Mais une
modification des zones solides, du champ de vitesse ou du courant influence également la
position de l’interface.
2.6 Conclusions
La résolution du problème global étant très complexe à cause des interactions men-
tionnées précedemment, afin de simplifier la résolution numérique, nous découplons les pro-
blèmes MHD-thermique et MHD avec interface libre. Ainsi, nous supposons que l’interface
Γ est connue et fixe au cours du temps pour les calculs des zones solides stationnaires. De
même, nous faisons l’hypothèse que les talus sont donnés et fixes lors des calculs d’interfaces
aluminium-bain stationnaires.
Malgré la séparation du problème MHD-thermique de celui d’interface libre, de nombreuses
interactions entre l’hydrodynamique, l’électromagnétisme et l’apect thermique restent pré-
sentes, ce qui entraîne des difficultés numériques. L’approche choisie dans ce travail consiste
à résoudre chaque aspect du problème (hydrodynamique, thermique, électrique ou interface
libre) en connaissant une solution numérique de toutes les autres parties du problème et
d’actualiser les autres variables avec le champ qui vient d’être calculé (voir Table 2.1 et les
chapitres suivants). Par exemple, lors du calcul de la température T , nous supposerons que
la densité de courant ~j, la vitesse ~u et l’interface Γ sont connues.
Inconnues Champs supposés connus
~j, V T , H, Γ, ~u et ~B
~u T , H, Γ, ~j et ~B
Γ H, T , ~u
T,H, fl ~j, ~u et Γ
Table 2.1 – Champs supposés connus pour le calcul des inconnues.
Plus précisément, nous utilisons en guise de méthode itérative une méthode de marche
temporelle afin de calculer les solutions stationnaires des problèmes MHD-thermique et MHD
avec interface libre. Soit ∆t > 0 le pas de temps et soit tn = n∆t, n ∈ N une discrétisation
uniforme de l’intervalle (0,∞). La méthode de marche temporelle consiste à calculer les
valeurs des inconnues (T,H, ~u, etc.) au temps tn+1 à partir de leur valeur au temps tn. Il faut
néanmoins fixer les valeurs initiales de chacune des variables. Dans notre cas, cela revient
à donner une température initiale T0, une interface initiale Γ0 et le champ d’induction ~B
correspondant à une interface aluminium-bain horizontale.
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Calcul de la frontière solide-liquide stationnaire
Nous présentons à présent l’algorithme utilisé pour trouver la solution stationnaire du
problème MHD-thermoélectrique. Celui-ci se résume à :
A1. Initialisation
• Créer un maillage conforme à la position de l’interface aluminium-bain initiale Γ0.
• Poser T (0) = T0 et calculer l’enthalpie initiale H0 en utilisant la relation (2.28).
B1. Itération
Pour tout n ∈ N, calculer :
• La densité de courant ~j(tn+1) en résolvant le problème (2.26), puis en appliquant la
formule (2.23). Autant dans (2.26) que dans (2.23), le champ de vitesse utilisé pour
calculer ~j(tn+1) est ~u(tn).
• Le champ de vitesse ~u(tn+1) en résolvant les équations de Navier-Stokes stationnaires
en utilisant la densité de courant ~j(tn+1) pour le calcul des forces ρ~g+~j∧ ~B agissant sur
les fluides. Pour le terme de pénalisation de Carman-Kozeny, nous utilisons la fraction
liquide fl définie par l’enthalpie H(tn).
• La température T (tn+1) en résolvant le problème (2.32) sur l’intervalle (tn, tn+1), avec
~u(tn+1) comme champ de vitesse et ~j(tn+1) comme densité de courant.
L’échelle temporelle du phénomène de solidification étant bien plus grande que celle du
problème hydrodynamique, nous avons fait l’hypothèse que les équations de Navier-Stokes
ont convergé vers une solution stationnaire entre deux itérations de l’algorithme B1. C’est
pour cette raison que les équations de Navier-Stokes stationnaires sont utilisées pour le calcul
de ~u(tn+1).
Calcul de l’interface bain-métal stationnaire
Nous décrivons à présent la méthode de marche temporelle utilisée pour calculer l’interface
aluminium-bain stationnaire lorsqu’il y a présence de talus. Comme précédemment, soit tn,
n ∈ N une discrétisation uniforme de l’intervalle (0,∞). Soient encore ~u0 un champ de vitesse
initial, Γ0 une interface initiale, ~B le champ d’induction correspondant à une interface plane
et H0 l’enthalpie correspondant à une solution MHD-thermique stationnaire. L’algorithme
utilisé pour le calcul de l’interface bain-métal stationnaire est le suivant :
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A2. Initialisation
• Poser Γ(0) = Γ0 et ~u(0) = ~u0.
B2. Itération
Pour tout n ∈ N, calculer :
• La densité de courant ~j(tn+1) en résolvant le problème (2.26), puis en appliquant la
formule (2.23). Autant dans (2.26) que dans (2.23), le champ de vitesse utilisé afin de
calculer ~j(tn+1) est ~u(tn).
• Le champ de vitesse ~u(tn+1) en résolvant le problème (2.12) sur l’intervalle (tn, tn+1)
en utilisant la densité de courant ~j(tn+1) pour le calcul des forces ρ~g+~j∧ ~B agissant sur
les fluides. Pour le terme de pénalisation de Carman-Kozeny, nous utilisons la fraction
liquide fl définie par l’enthalpie stationnaire H0.
• L’interface au temps tn+1 en résolvant l’équation (2.14) sur l’intervalle (tn, tn+1) avec
~u(tn+1) comme champ de vitesse.
Le découplage utilisé dans les deux méthodes présentées précédemment rend la résolution
numérique des problème MHD-thermique et d’interface libre plus aisée. La suite de ce travail
est consacrée à la description des différentes méthodes numériques utilisées pour calculer les
solutions stationnaires des problèmes MHD-thermique et MHD avec interface libre.
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Méthodes eulériennes
Nous débutons ce chapitre par un survol des différentes techniques utilisées pour résoudre
un problème d’interface libre, ainsi qu’une motivation à l’utilisation de méthodes eulériennes
(des approches où le maillage de calcul reste fixe au cours du temps et l’interface se déplace
librement dans ce dernier). La seconde partie est consacrée à la description de l’algorithme
de raffinement local du maillage utilisé dans le cadre de ce travail.
3.1 Motivations
Dans le logiciel alucell, le calcul de l’interface aluminium-bain Γ est fait par une
méthode lagrangienne, c’est-à-dire une méthode où le maillage du domaine fluide est déformé
pour suivre le mouvement de l’interface. Cette technique fonctionne avec succès pour les
calculs d’interface libre en MHD pure (sans tenir compte de l’aspect thermique), mais est
inadaptée s’il y a présence de régions solidifiées ou d’isolants sur le bord des fluides. De plus,
dans l’approche lagrangienne, lorsque l’interface aluminium-bain se rapproche d’une anode,
le maillage est très comprimé sous l’anode, ce qui entraîne des erreurs numériques et une
augmentation du conditionnement des matrices associées aux systèmes linéaires.
L’utilisation de la pénalisation de Carman-Kozeny dans les équations de Navier-Stokes
(voir section 2.1) entraîne que la vitesse ~u est nulle dans le domaine solide Ωs. L’évolution
de l’interface étant régie par l’équation
∂ϕ
∂t
+ ~u · ~∇ϕ = 0 dans Ω, (3.1)
la relation (3.1) se réduit à
∂ϕ
∂t
= 0 dans Ωs, (3.2)
et donc ϕ ne varie plus au cours du temps dans le domaine Ωs. L’interface Γ étant définie
comme l’ensemble des zéros de la fonction ϕ, la relation (3.2) entraîne que Γ reste fixe dans
les talus. Ainsi, la déformation du maillage pour suivre le mouvement de l’interface est uni-
quement faite dans le domaine liquide Ωl, ce qui a pour conséquence que les tétraèdres situés
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Talus
maillage initial
maillage déformé
Figure 3.1 – Comportement de la déformation du maillage dans les talus avec une méthode
lagrangienne.
à la frontière solide-liquide sont très étirés (voir la Figure 3.1). D’un point de vue numé-
rique, l’allongement de ces élements engendre des difficultés pour la résolution des systèmes
linéaires associés aux équations aux dérivées partielles. Dans certains cas, les tétraèdres sont
tellement étirés que les systèmes linéaires deviennent singuliers. Pour ces raisons, les talus ne
sont pas pris en compte dans alucell lorsque l’approche lagrangienne est utilisée.
Une autre difficulté de l’approche lagrangienne est la conformité du maillage lorsqu’il
y a des isolants thermiques autour des fluides. En effet, la triangulation des fluides étant
déformée pour suivre le mouvement de l’interface, il est nécessaire de déplacer les nœuds
des isolants afin de garder le maillage géométriquement conforme. Si le domaine Ωs était
connu de manière explicite, il serait possible de faire cela en prolongeant la fonction level-set
ϕ de manière harmonique du domaine Ωl au domaine Λ, mais le coût de l’interpolation qui
suivrait cette adaptation de la triangulation serait trop grand. En conséquence, nous optons
pour l’utilisation d’une approche eulérienne pour le suivi de l’interface au cours du temps.
3.2 Survol des méthodes eulériennes
Une méthode eulérienne pour le suivi d’interface est une approche où l’interface est
suivie de manière implicite au travers d’une fonction ϕ. Par exemple, pour la méthode du
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Eulérienne Lagrangienne
Figure 3.2 – Différence entre les approches eulérienne et lagrangienne. Le trait en gras
représente l’interface entre les fluides.
level-set, cette fonction ϕ est la distance signée à l’interface et, dans le cas de la méthode
Volume of Fluid (VOF), la fonction ϕ représente le pourcentage de fluide présent dans la
cellule. Les avantages de cette classe de méthodes par rapport aux approches lagrangiennes
sont les suivants : les changements de topologies sont traités de manière implicite et le
maillage reste fixe aux cours du temps. Dans notre cas, cela signifie que l’interface aluminium-
bain se déplace librement dans le maillage, comme illustré dans la Figure 3.2. Néanmoins,
l’approche eulérienne a ses inconvénients, car il faut tenir compte de la discontinuité des
paramètres physiques (densité, conductivité électrique, etc.) et de la discontinuité du gradient
des différents variable (p. ex. la pression p, la température T ou le potentiel V ) dans les
tétraèdres traversés par l’interface. Nous passons maintenant en revue plusieurs méthodes
permettant de traiter les difficultés mentionnées ci-dessus.
Galerkin standard
Soit Th une triangulation en tétraèdre du domaine Ω telle que diam(K) < h pour tout
K ∈ Th. Une première approche consiste à utiliser la méthode de Galerkin sur le maillage fixe
Th pour résoudre numériquement les différents problèmes (les équations de Navier-Stokes,
le transport de l’interface, le problème thermique et celui du potentiel). Numériquement
parlant, cela revient à dire que nous tenons compte de la position de l’interface uniquement
dans l’étape d’intégration. L’avantage de cette méthode est que le nombre d’inconnues associé
aux systèmes linéaires reste constant au cours du temps, mais nous perdons de la précision en
diminuant l’ordre de convergence (voir [3]). En effet, la discontinuité des paramètres physiques
à l’interface entraîne une perte de régularité de la solution globale qui a pour conséquence
que l’ordre de convergence de cette méthode est O(h 12 ) dans le cas des éléments finis d’ordre
1.
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XFEM
La méthode XFEM (extended finite element method), introduite par Beltytschko dans
[4], consiste à ajouter des fonctions de base discontinues dans les tétraèdres traversés par
l’interface afin de résoudre un problème de croissance de fracture. Depuis, cette méthode a été
employée avec succès dans de nombreuses applications, telles que les écoulements de fluides
à deux phases [26, 9], la croissance de fractures [4], ou encore des problèmes de solidification
[10]. Nous trouvons également des variantes de cette méthode dans la littérature. En effet,
certains auteurs ajoutent des fonctions continues avec gradients discontinus [12] dans les
tétraèdres traversés par l’interface.
Néanmoins, le choix des fonctions de base ajoutées à l’espace éléments finis dépend des
problèmes considérés, et de telles fonctions ne sont pas toujours faciles à trouver. A notre
connaissance, il n’y a pas de résultats géneraux sur la convergence de cette méthode, la
vitesse de convergence dépendant des fonctions de base ajoutées. Dans certains cas, des
estimations d’erreurs peuvent être obtenues [47].
Autres approches
Les discontinuités des différentes variables physiques (enthalpie, température, pression,
etc.) ou du gradient de celles-ci sont dues au saut des propriétés physiques (densité, conduc-
tivité électrique, etc.) à l’interface aluminium-bain. En notant ϕ la fonction level-set, les
propriétés physiques, comme la densité ρ, peuvent être obtenues à partir de ϕ via la relation
suivante
ρ(ϕ) = ρelH(ϕ) + ρal(1−H(ϕ)),
où H(ϕ) est la fonction Heavyside donnée par
H(ϕ) =

0 si ϕ < 0,
1
2 si ϕ = 0,
1 si ϕ > 0.
Les autres propriétés physiques sont obtenues de manière similaire à partir de ϕ. Ainsi, une
stratégie consiste à lisser la fonction Heavyside H afin de diminuer le saut des popriétés
physiques à l’interface. Dans [37], un tel lissage est donné par
Hε(ϕ) =

0 si ϕ < −ε,
1
2
[
1 + ϕε +
1
pi sin(
piϕ
ε )
]
si |ϕ| ≤ ε,
1 si ϕ > ε.
avec ε = αh, où h est le paramètre de maillage et α > 1. C’est cette approche qui est
généralement combinée avec la méthode du level-set pour le suivi de l’interface. Bien que
cette méthode soit séduisante, son inconvénient principal est la perte de précision sur la
position de l’interface.
Il existe d’autres méthodes eulériennes, mais nous n’allons pas les présenter ici sauf une :
l’adaptation locale du maillage à la position de l’interface. Nous nous référons à [11, 53] pour
un survol des autres méthodes possibles.
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3.3 Adaptation locale du maillage
Soit Th un maillage en tétraèdres du domaine Ω, ∆t > 0 et tn = n∆t une discrétisa-
tion uniforme de l’intervalle (0,∞). Avant de présenter cette méthode, nous introduisons la
définition suivante :
Définition 3.3.1. Soit Snh une triangulation du domaine Ω. Nous dirons que Snh est conforme
à la position de l’interface Γ au temps tn si Γ est la réunion de faces de tétraèdres de Snh .
Dans le cadre de ce travail, la méthode utilisée pour trouver l’interface aluminium-bain
stationnaire est une méthode de marche temporelle combinée avec un raffinement local du
maillage Th autour de l’interface Γ. Plus précisément, à chaque pas de temps n, nous raffinons
le maillage Th en un maillage Snh conforme à la position de l’interface Γ au temps tn, et la
résolution des problèmes (2.12), (2.14) et (2.26) sur l’intervalle (tn, tn+1) est effectuée sur
le maillage raffiné Snh . Cette méthode sera décrite en détails dans le chapitre 4, mais pour
fixer les idées, celle-ci peut être résumée à : pour n ∈ N, faire :
1. Raffiner le maillage Th en un maillage Snh conforme à la position de l’interface Γ au
temps tn.
2. Interpoler les différents champs dépendant du temps (~u(tn), ϕ(tn)) du maillage Th au
maillage Snh .
3. Résoudre les problèmes (2.12), (2.14) et (2.26) sur le maillage Snh pour trouver ~u(tn+1)
et Γ(tn+1).
4. Restreindre les différentes variables dépendant du temps (~u(tn+1), ϕ(tn+1)) du maillage
Snh au maillage Th et aller au pas de temps suivant.
Cette approche a déjà été utilisée avec succès dans [8, 32, 34]. Du fait de la conformité
du maillage à la position de l’interface, nous obtenons à nouveau les ordres de convergence
optimaux. La principale difficulté de cette approche consiste à raffiner le maillage fixe Th en
un maillage Snh satisfaisant les conditions suivantes :
1. Snh doit être un maillage géométriquement conforme, c’est-à-dire que l’intersection de
deux tétraèdres distincts de Snh est soit vide, soit un sommet, soit une arête, soit une
face.
2. Snh doit être conforme à la position de l’interface Γ au temps tn au sens de la définition
3.3.1.
3. Snh ne doit pas contenir d’éléments trop plats.
4. Le nombre de nœuds ajoutés à Th pour obtenir Snh doit être minimal.
Les trois premières exigences sont des conditions usuelles pour les maillages utilisés par la
méthode des élements finis. La quatrième condition est là afin d’éviter une augmentation trop
importante du temps de calcul. En effet, si le nombre de nœuds ajoutés par le raffinement est
grand, le temps de calcul pour la résolution des différents problèmes augmente drastiquement.
D’autre part, si le nombre de sommets ajoutés est faible, le nombre de simplexes plats est
grand. Ainsi, les exigences 3 et 4 ne peuvent être satisfaites simultanément. Il est donc
nécessaire de faire un compromis entre la qualité du maillage et le nombre de nœuds ajoutés
lors du raffinement de Th.
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Repérage des tétraèdres traversés par l’interface
Nous décrivons maintenant l’algorithme permettant d’obtenir un maillage raffiné Snh
conforme à la position de l’interface Γ(tn) à partir du maillage fixe Th. Soient Γ l’interface
au temps tn et ϕ la fonction level-set correspondante. Nous supposons ici que les valeurs
de ϕ aux nœuds du maillage Th sont connues. Comme dans ce paragraphe nous considérons
ϕ(t, x, y, z) donnée en un temps tn fixé, afin d’alléger l’écriture, nous omettons le paramètre
t ainsi que l’indice et l’exposant n. Nous rappelons que le lien entre l’interface Γ et la fonction
ϕ est le suivant
Γ = {(x, y, z) ∈ Ω : ϕ(x, y, z) = 0}, (3.3)
et que, pour des raisons numériques, ϕ est généralement prise comme la distance signée à
l’interface Γ, c’est-à-dire
ϕ(~x) =

d(~x,Γ) si ~x ∈ Ωel,
−d(~x,Γ) si ~x ∈ Ωal,
ψ(~x) si ~x ∈ Ωs,
(3.4)
où d(., .) est la distance euclidienne et ψ est une distance signée à l’interface Γ ∩ Ωs.
Ainsi, tous les sommets v de Th tels que ϕ(v) > 0 se trouvent dans le bain électrolytique et
tous les sommets v de Th tels que ϕ(v) < 0 se trouvent dans l’aluminium (voir Figure 3.3).
En notant vi, i = 0, 1, 2, 3, les sommets d’un tétraèdre K ∈ Th, il s’ensuit que si ϕ(vi) > 0
(resp. ϕ(vi) < 0) pour i = 0, 1, 2, 3 le tétraèdre K est entièrement compris dans le bain
(resp. aluminium). Ainsi, les tétraèdres K dans lesquels passe l’interface sont ceux où ϕ n’est
pas de signe constant sur les sommets de K. Cette caractérisation nous permet de trouver
quels sont les tétraèdres qui doivent être partagés. Soit εalg > 0 une tolérance. Comme
nous travaillons en précision machine, nous considérons que x = 0 si |x| < εalg. Ainsi, si
|ϕ(v)| < εalg pour le sommet v d’un tétraèdre K ∈ Th, cela signifie que v se trouve sur
l’interface. L’énumération des différents cas possibles pour le partage donne une liste de 15
configurations distinctes en trois dimensions (voir Figure 3.4).
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Figure 3.3 – Signe de la fonction level-set ϕ en fonction de la position de l’interface Γ dans
le maillage fixe Th.
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Figure 3.4 – Cas apparaissant lors de la découpe des tétraèdres.
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Tolérance de découpe
Afin d’éviter que des tétraèdres de petit volume soient créés lors de la subdivision des
tétraèdres, une tolérance géométrique de découpe εgeom ∈ ]0, 0.5[ est introduite. Notons
d(x, y) la distance euclidienne entre les points x et y. Soient v1 et v3 deux sommets de
K tels que ϕ(v1)ϕ(v3) < 0 et notons v13 le point de l’arête v1v3 tel que ϕ(v13) = 0. Le
critère de découpe géométrique est alors le suivant : si d(v1, v13)/d(v1, v3) < εgeom ou si
d(v3, v13)/d(v1, v3) < εgeom, nous posons ϕ(v1) = 0 dans le premier cas et ϕ(v3) = 0 dans
le second. L’interprétation géométrique de ce critère est la suivante : si la longueur de l’arête
v1v13 (resp. v3v13) est plus petite que 100 · εgeom% de la longueur du segment v1v3, nous
faisons passer l’interface par le sommet v1 (resp. v3) du simplexe. Afin d’assurer la conformité
du maillage raffiné, ce critère géométrique est appliqué avant l’algorithme de subdivision des
tétraèdres traversé par l’interface. Une illustration de ce critère se trouve dans la Figure
3.5.
Sans tolérance Avec tolérance
Figure 3.5 – Illustration de la tolérance pour la découpe des tétraèdres.
Dans l’exemple de la Figure 3.5, ϕ(v1) < 0 et ϕ(v2), ϕ(v3) > 0. L’interface est com-
posée du segment v12v13. Sans utilisation du critère géometrique, le triangle v1v12v13 ajouté
par la découpe est de petit volume. Nous supposons que d(v1, v13)/d(v1, v3) < εgeom. Par
le critère de découpe géométrique, nous faisons passer l’interface par le sommet v1. Ceci a
pour conséquence que le tétraèdre K n’est pas partagé, et donc que l’ajout d’un triangle de
petit volume à notre maillage découpé a été évité.
3.3.1 Algorithme de raffinement du maillage
Le raffinement du maillage est basé sur les travaux de Caboussat et al. [7], avec quelques
adaptations à notre situation. Lorsque nous raffinons Th, nous créons un maillage Sh et une
interface I composée de triangles telle que I soit une réunion de faces de tétraèdres de Sh.
Explicitement, le maillage Sh ainsi créé et l’interface I satisfont les conditions suivantes :
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• L’ensemble des sommets du maillage Sh est de cardinalité Nh et Nh ≥ Card{S(Th)}
où S(Th) est l’ensemble des sommets du maillage Th.
• Sh est composé de Mh tétraèdres, avec hK = diam(K) < h pour tout K ∈ Sh.
• Le maillage Sh est géométriquement conforme dans le sens que l’intersection de deux
éléments de Sh est soit vide, soit un sommet, soit une arête, soit une face.
• Un simplexe K de Sh est soit entièrement contenu dans l’aluminium, soit entièrement
contenu dans le bain.
• L’interface I est exclusivement composée de faces de tétraèdres se trouvant dans Sh.
Nous allons maintenant décrire la création de Sh et de I, en passant dans l’ordre chacun
des cas listés dans la figure 3.4. SoitK ∈ Th un tétraèdre et notons ses sommets v0, v1, v2, v3.
Quitte à renuméroter les sommets de K, nous supposons que v0, v1, v2 et v3 satisfont la
propriété suivante :
ϕ(v0) ≤ ϕ(v1) ≤ ϕ(v2) ≤ ϕ(v3).
Cas 1 à 8
Nous décrivons maintenant la subdivision des tétraèdres en fonction des différent cas de
la Figure 3.4.
• Cas 1 : Tous les sommets de K sont dans l’électrolyte, i.e ϕ(vi) > 0 pour i = 0, . . . , 3.
• Cas 2 : Un sommet de K est sur l’interface, les trois autres dans l’électrolyte, ce qui
correspond à ϕ(v0) = 0 et ϕ(vi) > 0 pour i = 1, 2, 3.
• Cas 3 : Deux sommets de K sont sur l’interface et les deux autres dans le bain, ce qui
s’écrit ϕ(v0) = ϕ(v1) = 0 et ϕ(vi) > 0, i = 2, 3.
• Cas 4 : Trois sommets de K se trouvent sur l’interface, et le dernier est dans l’électro-
lyte, i.e. ϕ(vi) = 0, i = 0, 1, 2 et ϕ(v3) > 0.
Dans les cas 1 à 4, il n’y a aucune subdivision du tétraèdre K. Dans le cas 4 uniquement,
un triangle T est ajouté à l’interface I. Ce triangle T est composé des sommets v0, v1 et v2.
• Cas 5 : Tous les sommets de K se trouvent dans l’aluminium, i.e. ϕ(vi) < 0 pour
i = 0, . . . , 3.
• Cas 6 : Trois sommets de K sont dans l’aluminiun et le dernier sommet est sur l’inter-
face, ce qui s’écrit ϕ(vi) < 0 pour i = 0, 1, 2 et ϕ(v3) = 0.
• Cas 7 : Deux sommets de K sont dans l’aluminium et les deux autres sur l’interface,
i.e. ϕ(vi) < 0, i = 0, 1 et ϕ(v2) = ϕ(v3) = 0.
• Cas 8 : Un sommet de K est dans l’aluminium, les trois autres sont sur l’interface.
Ceci correspond à ϕ(v0) < 0 et ϕ(vi) = 0, i = 1, 2, 3.
Comme précédemment, il n’y a pas de subdivision du tétraèdre K dans les cas 5 à 8, mais
dans le cas 8, on ajoute un triangle T à l’interface I. A nouveau, le triangle T est composé
des trois sommets de K se trouvant sur l’interface, c’est-à-dire de v1, v2 et v3.
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Figure 3.6 – Partage des tétraèdres dans les cas 9. Le triangle gris dans la figure de
gauche représente l’interface aluminium bain. Les deux figures de droite représentent les
deux nouveaux tétraèdres.
Cas 9
Le tétraèdre K a un sommet dans l’aluminium (v0), deux sommets sur l’interface (v1 et
v2) et un sommet dans le bain électrolytique (v3). Nous commençons par trouver le point
v03 où ϕ s’annule sur l’arête v0v3. K est alors partagé en deux tétraèdres K1 et K2, de
sommets v0, v1, v2, v03 et v1, v2, v3, v03 respectivement, comme illustré dans la Figure 3.6.
Un triangle T de sommets v1, v2, v03 est également ajouté à l’interface.
Critère de qualité
Afin d’expliquer la découpe des tétraèdres dans les cas 10 à 15, il est nécessaire d’intro-
duire un critère de qualité. En effet, dans les cas restants, une face F du tétraèdre K possède
deux sommets w2 et w3 se trouvant dans le même milieu et un sommet w1 dans l’autre.
Exprimant ceci en terme de la fonction ϕ, cela signifie que les sommets w2 et w3 sont de
signe opposé à w1. Au moment de la découpe, nous introduisons deux sommets w12 et w13
tels que ϕ(w12) = ϕ(w13) = 0 et w12 (resp. w13) se trouve sur l’arête w1w2 (resp. w1w3),
comme illustré dans la Figure 3.7.
Les points w12 et w13 se trouvant sur l’interface, nous les relions afin d’obtenir le segment
w12w13 qui fera partie de l’interface I. Ce segment sépare la face F en un triangle T de
sommets w1, w12, w13 et un quadrilatère Q composé des sommets w2, w3, w12, w13. Afin
d’obtenir un maillage composé uniquement de tétraèdres, il est nécessaire de subdiviser Q en
triangles. Une possibilité consiste à prendre une des diagonales di, i = 1, 2 du quadrilatère
Q pour le partager en deux triangles T1 et T2, comme illustré dans la Figure 3.7. Nous
choisissons la diagonale di de Q qui maximise min{α1, α2, α3, α4, α5, α6} où αi, i = 1, . . . , 6
sont les angles des triangles T1 et T2. Ce critère nous permet d’avoir les triangles T1 et T2
les moins plats possible (voir Figure 3.7). Dans le cas éventuel où ce critère de qualité ne
permet pas de choisir une des diagonales, nous prenons la diagonale di issue du sommet wj
de Q ayant le plus petit numéro de nœud.
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Diagonale d1 Diagonale d2
Figure 3.7 – Illustration du choix de la diagonale dans le critère de qualité. La diagonale di
choisie est celle qui maximise min{α1, α2, α3, α4, α5, α6}.
Cas 10 et 11
La découpe du tétraèdre K ne sera présentée que dans le cas 10, le cas 11 pouvant être
ramené au cas 10 en permutant les rôles des sommets aluminium-bain (c’est à dire que les
sommets aluminium deviennent des sommets bain et réciproquement). Pour rappel, le cas 10
est celui où deux sommets v2 et v3 du tétraèdre K sont dans le bain, un sommet v1 est sur
l’interface et le dernier sommet v0 est dans l’aluminium. Vu que ϕ(v0) < 0 < ϕ(v2) < ϕ(v3),
nous commençons par chercher les points v03 et v02 pour lesquels ϕ s’annule sur les arêtes
v0v3 et v0v2 respectivement. Soit Q le quadrilatère défini par les sommets v2, v3, v02 et v03.
Le quadrangle Q est alors partagé en deux triangles à l’aide du critère de qualité. Nous
ajoutons alors le triangle T de sommets v1, v02, v03 à l’interface I et K est partagé en trois
tétraèdres, comme illustré dans la Figure 3.8.
Figure 3.8 – Découpe du tétraèdre K dans le cas 10. Comme précédemment, le triangle
gris de la figure située à gauche représente l’interface.
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Cas 12 et 13
Comme précédemment, le partage de K en sous-tétraèdres ne sera présenté que dans un
cas, l’autre cas pouvant être ramené au premier en inversant les rôles des sommets. Nous
allons donc expliquer la découpe dans le cas 12, c’est-à-dire dans la situation où trois sommets
v1, v2, v3 deK sont dans le bain électrolytique et un sommet v0 dans l’aluminium. Nous avons
donc ϕ(vi) > 0 pour i = 1, 2, 3 et ϕ(v0) < 0. La fonction ϕ étant continue, celle-ci s’annule
aux points v01, v02 et v03 se trouvant sur les arêtes v0v1, v0v2 et v0v3 respectivement, comme
illustré dans la Figure 3.9.
L’ajout de ces trois sommets fait apparaître trois quadrangles Q1, Q2 et Q3 de sommets
v1, v2, v01, v02 pour Q1, v2, v3, v02, v03 pour Q2, et v1, v3, v01, v03 pour Q3. Soit P le prisme
de sommets v1, v2, v3, v01, v02, v03. En choissisant la diagonale par le critère de qualité pour
les quadrangles Q1, Q2, Q3, deux possibilités se présentent :
(a) Il existe un sommet v de P duquel sont issues deux des diagonales partageant les
quadrangles.
(b) De chaque sommet v de P est issu exactement une des diagonales partageant les
quadrangles.
Ces deux cas sont illustrés dans la Figure 3.9. Ces deux configurations vont conduire à une
découpe différente du tétraèdre K. En effet, dans le cas (a), K sera subdivisé en 4 tétraèdres
et dans le cas (b), en 9. Le partage de K dans les cas 12 (a) et 12 (b) est illustré dans les
Figures 3.11 et 3.10 respectivement. Dans le cas 12 (b), en plus des sommets v01, v02, v03,
nous ajoutons un point vb afin d’effectuer la subdivision du tétraèdre K. Dans notre cas, vb
est le barycentre du prisme P . Notons encore que dans les deux cas, nous ajoutons le triangle
T de sommets v01, v02, v03 à l’interface I.
(a) (b)
Figure 3.9 – Partage du tétraèdre dans le cas 12. Dans le cas (a), il existe un sommet
w du prisme P de sommets v1, v2, v3, v01, v02, v03 tel que deux diagonales partageant les
quadrangles sont issues de w. Dans le cas (b), pour chaque sommet w de P , exactement
une diagonale partageant les quadrangles est issue de w. Dans les deux cas, le triangle gris
représente l’interface aluminium-bain.
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Figure 3.10 – Partage du tétraèdre K dans le cas 12 (b).
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Figure 3.11 – Partage du tétraèdre K dans le cas 12 (a).
Cas 14
Nous allons à présent décrire le partage du tétraèdre K dans le cas 14, c’est-à-dire
dans la situation où deux sommets de K (les sommets v0 et v1) sont dans l’aluminium
et les 2 sommets restants (les sommets v3 et v4) se trouvent dans le bain électrolytique.
L’algorithme de découpe sera expliqué uniquement pour la partie bain de K, le partage du
domaine aluminium de K se faisant de manière similaire.
Les sommets v2 et v3 se trouvant dans le bain, nous avons ϕ(v2) > 0 et ϕ(v3) > 0 et
pour les sommets v0 et v1, situés dans l’aluminium, ϕ(v0) < 0 et ϕ(v1) < 0. La fonction ϕ
étant continue, celle-ci s’annule sur les arêtes v0v2, v0v3, v1v2 et v1v3 aux points v02, v03, v12
et v13 respectivement, comme illustré dans la Figure 3.12. Ces quatre points forment un
quadrilatère gauche G qui est divisé en deux triangles T1 et T2 qui sont ajoutés à l’interface
I. La diagonale d utilisée pour le partage de G est choisie par le critère de qualité.
Ainsi, la partie bain du tétraèdre K est un prisme P de sommets v2v3v02v03v12v13. Les
faces “quadrilatères” de P sont les suivantes : v2, v3, v12, v13 pour la première, v2, v3, v02, v03
pour la deuxième et v02, v03, v12, v13 pour la troisième. Ces faces sont notées Q1, Q2 et Q3
respectivement. Ensuite, pour chaque face Qi, nous choisissons la diagonale di utilisée pour
la découpe à l’aide du critère de qualité. Une fois le choix des diagonales effectués, deux
possibilités se présentent : la première est qu’il existe un sommet v de P duquel sont issues
deux diagonales partageant les quadrangles (cas 14 bain-a), et la deuxième est que pour tout
sommet v de P , exactement une des diagonales partageant les quadrangles Qi soit issue de
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v (cas 14 bain-b). Ces deux configurations sont illustrées dans la Figure 3.12. Dans le cas
14 bain-a, la partie bain de K est découpée en trois tétraèdres, et en 8 tétraèdres dans le cas
14 bain-b. Ces subdivisions sont illustrées dans les Figures 3.13 et 3.14.
Cas 14 bain-a Cas 14 bain-b
Figure 3.12 – Différents cas pour la partie bain du tétraèdre K dans le cas 14. Dans les
deux figures, l’interface est représentée par l’union des deux triangles gris. Notons encore que
le quadrangle G correspond également à l’union de ces deux triangles.
Figure 3.13 – Découpage du tétraèdre K dans le cas 14 bain-(a).
Cas 15
Dans ce cas, il n’y a pas de partage deK, carK fait entièrement partie de l’interface. Cette
situation étant impossible, un message d’erreur est lancé lors de l’exécution du programme.
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Figure 3.14 – Découpage du tétraèdre K dans le cas 14 bain (b).
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ACD
aluminium
anode anode
bain
Figure 3.15 – Illustration de l’ACD.
3.4 Extensions du partage des tétraèdres
Avant d’exposer les extensions de l’algorithme de la section 3.3.1, il est nécessaire d’in-
troduire le concept d’identifiant matériaux. Soit Sh une triangulation de la cuve d’électrolyse
Λ conforme à la position de l’interface Γ. Lors de la construction des matrices élements finis
liées aux différents problèmes, pour chaque K ∈ Sh, il est nécessaire de connaître dans quel
constituant de la cuve K se trouve afin de lui attribuer les valeurs correctes de la conduc-
tivité électrique σ, de la densité ρ, de la viscosité, etc. Pour faire cela, à chaque matériel i
composant la cuve (aluminium, bain, anodes, cathodes, barres cathodiques, isolants, etc.)
nous attribuons un entier ni tel que ni 6= nj si i 6= j. Cet entier ni est appelé l’identi-
fiant matériaux et pour tous les tétraèdres K de Sh nous stockons l’identifiant matériaux du
constituant de la cuve dans lequel K se trouve.
3.4.1 Découpe des anodes
Lors de la production industrielle d’aluminium, la densité de courant circulant entre les
anodes et l’aluminium liquide est désirée constante, ce qui correspond dans la cuve à une
distance verticale fixe entre les anodes et l’aluminium liquide car le bain est peu conducteur
comparativement à l’aluminium. En effet, si la distance verticale aluminium liquide-anode est
variable, le courant ~j aura tendance à passer par les endroits où la distance verticale anode-
aluminium liquide (ACD) est la plus faible, ce qui entraîne une consommation plus rapide
des anodes dans ces zones et donc une augmentation de l’ACD. Ainsi, de manière naturelle,
une ACD constante est obtenue dans les cuves d’électrolyse lorsqu’un régime stationnaire
est atteint (voir Figure 3.15 pour une illustration géométrique de la distance ACD). Nous
présentons à présent l’approche utilisée afin de garder une ACD constante. Nous commençons
par rappeler quelques propriétés de la fonction level-set ϕ :
1. ϕ est la distance signée à l’interface Γ.
2. L’interface Γ est liée à ϕ via la relation Γ = {(x, y, z) ∈ Ω : ϕ(x, y, z) = 0}.
Notons D le domaine occupé par les anodes. Dans la suite de ce travail, nous supposerons
que ϕ est définie sur le domaine Σ = Ω ∪ D. Notons encore par ACD la distance anode-
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aluminium liquide que l’on désire avoir constante. En définissant Ψ = ϕ− ACD, la surface
Γa = {(x, y, z) ∈ Ω : Ψ(x, y, z) = 0} correspond à l’interface Γ déplacée d’une distance
ACD vers le haut. Ainsi, une stratégie consiste à raffiner le maillage fixe Th par rapport
à la fonction Ψ et d’attribuer l’identifiant matériaux des anodes aux tétraèdres se trouvant
dans le domaine Σ+ = {(x, y, z) ∈ Σ : Ψ(x, y, z) > 0} et celui du bain dans le domaine
Σ− = {(x, y, z) ∈ Σ : Ψ(x, y, z) < 0}. Le maillage obtenu par ce raffinement est noté Sah .
Néanmoins, la fonction Ψ ainsi définie ne permet pas de considérer les canaux comme
du bain électrolytique. En effet, comme ϕ est continue dans le domaine Σ et que ϕ est la
distance signée à l’interface, Γa correspond à l’interface Γ déplacée vers le haut d’une hauteur
ACD dans toute la cuve, même dans les canaux. Comme tous les tétraèdres se trouvant dans
le domaine Σ+ sont considérés comme faisant partie des anodes, les tétraèdres se trouvant
à la fois dans les canaux et dans Σ+ sont considérés comme faisant partie des anodes. Ceci
est illustré dans la Figure 3.16.
ACD
aluminium
anode anode
bain ACD
aluminium
anode anode
bain
Figure 3.16 – Raffinement du maillage Th par rapport à la fonction Ψ. Les anodes sont
représentées en gris clair, et les parties des anodes qui devraient être du bain en noir.
Nous résolvons cette difficulté en faisant du post-traitement pour attribuer l’identifiant
matériaux du bain à tous les tétraèdres K de Sah faisant partie à la fois des anodes et des
canaux. Le maillage Sah ainsi obtenu après post-traitement est alors conforme à la déformation
des anodes, au sens de la définition 3.4.1.
Définition 3.4.1. Soit Sah une triangulation du domaine Σ = Ω ∪D, où D est le domaine
occupé par les anodes. Le maillage Sah est dit conforme à la déformation des anodes si ∂D
est la réunion de faces de tétraèdres de Sah et si les canaux ne font pas partie des anodes.
Remarque 3.4.2. Lorsque nous définissons Ψ = ϕ−ACD, nous déplaçons l’interface d’une
distance égale à l’ACD, mais cela n’entraîne pas que l’ACD sera constante. En effet, c’est
la distance normale entre la 0-surface de niveau de ψ et l’interface qui vaut ACD, et non la
distance verticale. Comme l’écart entre une interface plane et l’interface stationnaire est de
l’ordre de 10−3[m] sous les anodes, l’erreur faite sur l’ACD avec cette méthode est faible.
3.4.2 Découpe des matériaux entourant les fluides
Nous rappelons que dans une cuve d’électrolyse, le creuset contenant les fluides est
constitué de matériaux réfractaires isolants afin de limiter les pertes thermiques et éviter une
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solidification totale du bain électrolytique. Comme nous étudions l’influence d’une interface
aluminium-bain non plate sur les zones solides stationnaires, il est nécessaire d’avoir un
maillage de la cuve conforme à la position de l’interface stationnaire Γ (au sens de la définition
3.3.1) lorsque les fluides sont entourés d’isolants. La présence de ces isolants nous oblige à
étendre l’algorithme de partage des tétraèdres à toute la cuve afin d’obtenir un maillage
raffiné géométriquement conforme. A cette fin, nous prolongeons la fonction level-set ϕ à
la cuve d’électrolyse Λ et nous partageons les tétraèdres à l’aide de cette fonction (voir la
Figure 3.17). Plus précisément, nous prolongeons ϕ : Ω→ R par une fonction Φ : Λ→ R
telle que
Φ(~x) =
{
ϕ(~x) si ~x ∈ Ω,
0 sinon. (3.5)
Soit Th une triangulation de la cuve Λ. Nous rappelons que Ω est le domaine occupé par les
fluides. A cause de l’attribution d’un identifiant matériaux à chaque tétraèdre de Th, nous
avons que pour tout tétraèdre K de Th, K ∩Ω = ∅ ou K ∩Ω = K. Afin de créer un maillage
conforme à la position de l’interface en présence d’isolants, nous raffinons Th par rapport à la
fonction Φ définie par (3.5). Néanmoins, nous ajoutons les conditions suivantes à la méthode
de la section 3.3.1 :
1. L’interface Γ ayant un sens physique uniquement dans le domaine Ω, si un tétraèdre
K 6⊂ Ω est partagé, aucun triangle n’est ajouté à l’interface aluminium-bain.
2. Pour un simplexe K ne faisant pas partie des fluides, Φ|K ≡ 0 est cas un fréquent.
Comme ce cas correspond au cas 15 de l’algorithme 3.3.1, aucun message d’erreur n’est
lancé si K 6⊂ Ω et Φ|K ≡ 0. Le tétraèdre K est ajouté au maillage raffiné.
3. Le partage d’un tétraèdre en une partie aluminium et une partie bain n’a de sens que
si K ⊂ Ω. Ainsi, si un tétraèdre K 6⊂ Ω est partagé, tous les tétraèdres ajoutés par la
subdivision de K auront le même identifiant matériaux que K.
aluminium
isolant
interface
bain
+
-
+ +
+ + +
+-
- - -
- - -
aluminium
isolant
interface
bain
+
-
+ +
+ + +
+-
- - -
- - -
00
0 0
0 0
0 0
0 0
extensionsituation initiale
Figure 3.17 – Extension de la découpe des tétraèdres. Nous constatons que le maillage ainsi
créé est géométriquement conforme.
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3.5 Conclusions
Après avoir passé en revue les différentes méthodes eulériennes, notre choix s’est porté sur
une adaptation locale du maillage à la position de l’interface. Nous avons décrit l’algorithme
de raffinement utilisé dans notre travail, ainsi que ses extensions permettant de garder une
ACD constante et garantissant la conformité géométrique du maillage raffiné lorsque des
isolants entourent les fluides. Grâce aux méthodes présentées ici, nous pouvons dès lors
détailler l’algorithme utilisé pour la résolution du problème MHD avec frontière libre lorsqu’il
y a présence de talus. Cela est effectué dans le prochain chapitre.
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Chapitre 4
MHD sur maillage fixe
Le but du présent chapitre est de présenter l’algorithme eulérien utilisé afin de déter-
miner l’interface aluminium-bain stationnaire. L’approche choisie dans ce document est de
type transitoire, c’est-à-dire que la solution stationnaire est obtenue en résolvant les EDP
(équations aux dérivées partielles) instationnaires. Par abus de langage, la méthode décrite ci-
après sera souvent appelée MHD sur maillage fixe. Durant toute ce chapitre, nous supposons
qu’une approximation Hh de l’enthalpie H est connue, ce qui entraîne que la fraction liquide
l’est également (voir remarque 6.2.3). Nous supposons également connue une approximation
numérique ~Bh du champ d’induction ~B.
Le chapitre est organisé comme suit : tout d’abord, nous présentons les schémas numériques
utilisés pour la résolution numérique des différents problèmes (électromagnétique, hydrody-
namique et interface libre). Puis nous exposons une méthode de lissage de l’interface ainsi
qu’une approche permettant de conserver le volume d’aluminium. Nous présentons ensuite
le procédé utilisé pour reconstruire la fonction level-set comme distance signée à l’interface
ainsi qu’une interpolation efficace des différents champs sur le maillage raffiné. Nous ter-
minons avec l’algorithme de résolution du problème MHD avec interface libre lorsqu’il y a
solidification des fluides sur le bord du domaine.
4.1 Notations utilisées
Nous rappelons que l’approche utilisée pour trouver la solution stationnaire du problème
MHD avec interface libre est une méthode de marche temporelle combinée avec une adap-
tation locale du maillage à la position de l’interface. Soit ∆t > 0. Durant tout ce chapitre,
nous utilisons une discrétisation uniforme tn = n∆t de l’intervalle (0,∞), où n ∈ N. Ainsi,
à chaque pas de temps, nous calculons les valeurs des inconnues au temps tn+1 à partir de
leur valeurs au temps tn et ce sur un maillage de la cuve d’électrolyse raffiné en fonction de
la position de l’interface et de la déformation des anodes au temps tn. Les raffinements de
maillage sont effectués en utilisant la méthode de subdivision présentée au chapitre 3.
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Afin d’alléger l’écriture des schémas numériques, nous introduisons les différentes notations
utilisées dans ce chapitre. Notons Snh une tétraédrisation de la cuve d’électrolyse Λ conforme
à la position de l’interface et à la déformation des anodes au temps tn (au sens des définitions
3.3.1 et 3.4.1). Notons encore Unh un maillage en tétraèdres du domaine Ω conforme à la
position de l’interface au temps tn. Dans le cadre de la résolution numérique du problème
MHD avec interface libre, il est nécessaire de prolonger des champs du maillage Unh au
maillage Snh ou de restreindre des champs du maillage Snh au maillage Unh . Afin de réaliser
cela de manière efficace, nous imposons une hiérachie de maillage entre Snh et Unh . Nous
supposons donc que Snh est un prolongement du maillage Unh dans le sens que
• En notant S(Snh ) les sommets du maillage Snh et S(Unh ) les nœuds de la triangulation
Unh , alors S(Unh ) ⊂ S(Snh ).
• Unh ⊂ Snh , c’est-à-dire que tout tétraèdre du maillage Unh est un élément de la triangu-
lation Snh .
Soit K ∈ Snh (ou Unh ) et soit P1(K) l’espace des fonctions polynomiales de degré 1 sur
K. Soit encore Pbc un sommet de Unh . Afin d’alléger l’écriture, nous introduisons maintenant
les différents espaces éléments finis utilisés durant tout le chapitre. Le premier est l’espace
de dimension finie J nh défini par
J nh = {W ∈ C0(Λ) : W |K ∈ P1(K),∀K ∈ Snh et W (Pbc) = 0}, (4.1)
qui est utilisé pour le calcul du potentiel. Le second est l’espace de dimension finie
Vnh =
{
~v ∈ (C0(Ω))3 : ~v|K ∈ (P1(K)⊕BK)3, ∀K ∈ Unh et ~v|∂Ω = ~0
}
, (4.2)
où BK est une fonction bulle sur K. Dans notre cas, nous utiliserons les fonctions bulles
appelées mini-éléments (voir [44] page 311 pour plus de détails). Les derniers espaces utilisés
dans nos schémas numériques sont
Qnh =
{
q ∈ C0(Ω) : q|K ∈ P1(K) ∀K ∈ Unh et q(Pbc) = 0
}
, (4.3)
et
Rnh =
{
ψ ∈ C0(Ω) : ψ|K ∈ P1(K) ∀K ∈ Unh
}
, (4.4)
qui sont utilisés pour calculer la pression et la fonction level-set au temps tn+1. Comme nous
désirons calculer les variables au temps tn+1 en fonction de leur valeur au temps tn, durant
tout ce chapitre nous supposons connu
• une approximation ~unh du champ de vitesse au temps tn sur le maillage Snh ,
• une approximation ϕnh de la fonction level-set au temps tn sur le maillage Unh ,
• une approximation ~Bh du champ d’induction ~B sur le maillage Snh .
• une approximation Hh de l’enthalpie H sur le maillage Snh .
A priori, ~Bh et Hh dépendent du temps à cause du mouvement de l’interface. Néanmoins,
pour simplifier, nous supposons l’induction ~Bh constante en temps dans un premier temps.
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Nous rappelons que l’enthalpie Hh interagit avec le problème MHD avec interface libre
par le processus de solidification et que l’échelle temporelle de ce phénomène est bien plus
grande que celle des phénomèmes MHD avec interface libre. Ainsi, pour des raisons de
simplification, nous supposons l’enthalpie Hh constante en temps pour les calculs d’interface
libre. Néanmoins, nous devons calculer la fraction liquide sur le maillage raffiné Snh pour tout
n ∈ N, car nous avons besoin de celle-ci pour calculer l’approximation numérique de ~u(tn).
4.2 Potentiel et courant
L’objectif de cette section est de présenter la méthode numérique utilisée pour le calcul
de la densité de courant ~jn+1h apparaissant dans les forces de Lorentz. Nous rappelons que
la densité de courant est définie sur toute la cuve d’électrolyse Λ et qu’en conséquence, le
calcul de ~jn+1h est effectué sur le domaine Λ (donc sur le domaine fluide Ω, les anodes, les
cathodes, les isolants, le caisson ferromagnétique, etc.). En utilisant une méthode de Galerkin
classique, la discrétisation spatiale du problème (2.26) est : trouver V n+1h ∈ J nh telle que∫
Λ
σ~∇V n+1h · ~∇Whdx =
∫
Λ
σ(~unh ∧ ~Bh) · ~∇Whdx
+ I|Γin|
∫
Γin
Whds− I|Γout|
∫
Γout
Whds
(4.5)
pour toutWh ∈ J nh . En utilisant une base de Lagrange pour l’espace (4.1), le problème (4.5)
peut être réécrit sous forme de système d’équations linéaires. Nous résolvons ce dernier par
la méthode AMG ou la méthode du gradient conjugué. Une fois le potentiel V n+1h connu, la
densité de courant ~jn+1h est obtenue de manière directe par la relation
~jn+1h = σ
(
−~∇V n+1h + ~unh ∧ ~Bh
)
. (4.6)
Notons que dans la formulation faible (4.5), la vitesse ~unh utilisée lors de l’intégration du
terme σ(~unh ∧ ~Bh) est le prolongement par ~0 du champ de vitesse ~unh du maillage Unh au
maillage Snh .
4.3 Equations de Navier-Stokes
Nous présentons maintenant la méthode utilisée pour la résolution des équations de
Navier-Stokes instationnaires. Nous rappelons que l’écoulement des fluides est modélisé sur
le domaine Ω et qu’en conséquence, la résolution des équations de Navier-Stokes est effectuée
sur le maillage Unh . Notons ~jn+1h ∧ ~Bh l’approximation des forces des Lorentz au temps tn+1,
où ~jn+1h est la densité de courant définie par (4.6). Soit encore fl la fraction liquide définie
par l’enthalpie Hh. En utilisant une méthode de Galerkin standard pour la discrétisation
en espace et une méthode d’Euler semi-implicite pour la discrétisation temporelle, (2.12)
devient : trouver ~un+1h ∈ Vnh et pn+1h ∈ Qnh telles que
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
∫
Ω
(
ρ
~un+1h − ~unh
∆t · ~vh + 2µε(~u
n+1
h ) : ε(~vh) + ρ(~u
n
h · ~∇)~un+1h · ~vh − pn+1h div~vh
)
dx
+
∫
Ω
Kε~u
n+1
h · ~vhdx =
∫
Ω
(ρ~g +~jn+1h ∧ ~Bh) · ~vhdx,∫
Ω
qh div ~un+1h dx = 0
(4.7)
pour tout ~vh ∈ Vnh et tout qh ∈ Qnh, où Vnh et Qnh sont les espace définis par (4.2) et (4.3)
respectivement.
Remarque 4.3.1. Il n’est pas nécessaire d’ajouter des termes de stabilisation afin d’éliminer
les modes de pression parasites dans le problème (4.7), les espaces Vnh et Qnh satisfaisant la
condition de compatibilité (voir par exemple [18] et [1]). Néanmoins, si le nombre de Reynolds
est grand, une stabilisation du terme de convection doit être ajoutée au problème (4.7), cela
pouvant être fait à l’aide d’une méthode de type SUPG par exemple. Dans notre situation,
le nombre de Reynolds effectif obtenu avec le modèle de turbulence 4.3.1 est suffisamment
faible pour utiliser le schéma (4.7) sans y ajouter une stabilisation du terme convectif.
4.3.1 Modèle de viscosité turbulente
L’écoulement turbulent des fluides est d’une grande importance dans l’électrolyse. En
effet, c’est cette turbulence qui répartit au mieux la chaleur dissipée par effet joule. Afin
de tenir compte de ces effets dans nos simulations, nous utilisons un modèle de viscosité
turbulente. Nous optons pour un modèle de longueur de mélange, qui peut facilement être
pris en compte dans les équations de Navier-Stokes. Les modèles plus complexes, tels que
le k − ε (voir p.ex. [43, 35]) sont laissés de côté, car ils sont imprécis près des parois et
nécessitent un maillage raffiné.
L’idée du modèle de longueur de mélange est de prendre une viscosité µ dépendant du
champ de vitesse ~u. Dans notre cas, nous optons pour un modèle inspiré de celui proposé
par Smagorinsky en 1964. En notant µL la viscosité laminaire des fluides, nous prenons la
viscosité µ définie par
µ = µL + ραt
2 3∑
i,j=1
(ε(~u))2ij
1/2 (4.8)
où ρ est la densité du fluide, ε(~u) le tenseur de déformation et αt > 0 un paramètre à calibrer.
Notons que µ dépend des variations locales du champ de vitesse ~u via le tenseur ε(~u). A
la différence du modèle original de Smagorinsky, nous ne tenons pas compte des longueurs
caractéristiques. En effet, les expérimentations numériques ont montré que le modèle (4.8)
donne de meilleurs résultats que le modèle original de Smagorinsky.
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4.3.2 Projection des forces
Afin d’augmenter la précision du schéma de résolution des équations de Navier-Stokes,
nous ôtons de la densité de forces la contribution n’engendrant pas de mouvements. Pour ce
faire, nous faisons appel au résultat suivant, tiré de [24] :
Théorème 4.3.2 (Décomposition de Helmholtz). Soit ~f ∈ [L2(Ω)]3. Alors il existe ψ ∈
H1(Ω)/R et ~θ ∈ [H1(Ω)]3 telles que
~f = rot ~θ + ~∇ψ
où ψ est l’unique solution du problème : Trouver ψ ∈ H1(Ω)/R telle que∫
Ω
~∇ψ · ~∇ηdx =
∫
Ω
~f · ~∇ηdx
pour tout η ∈ H1(Ω)/R et ~θ est tel que div ~θ = 0.
Autrement dit, tout champ de force ~f peut être décomposé en une partie rotationnelle et
une partie gradient. Le mouvement des fluides étant uniquement dû à la partie rotationnelle
de ρ~g+~j∧ ~B (la partie gradient de ρ~g+~j∧ ~B influant uniquement sur la pression), nous ôtons
la partie gradient de ρ~g +~j ∧ ~B lors des calculs numériques. Afin d’utiliser la décomposition
de Helmoltz au temps tn+1 nous devons résoudre le problème suivant : Trouver ψn+1h ∈ Qnh
telle que ∫
Ω
~∇ψn+1h · ~∇qhdx =
∫
Ω
(ρ~g +~jn+1h ∧ ~Bh) · ~∇qhdx ∀qh ∈ Qnh (4.9)
où Qnh est l’espace défini par (4.3). Notons encore que (4.9) n’est rien d’autre qu’une discréti-
sation standard par la méthode des élements finis du problème apparaissant dans le Théorème
4.3.2, avec ~f = ρ~g +~jn+1h ∧ ~Bh.
Une fois la solution ψn+1h du problème (4.9) connue, nous définissons le champ de force
~Fn+1h = ρ~g +~j
n+1
h ∧ ~Bh − ~∇ψn+1h
et nous utilisons ce champ de force lors de la résolution des équations de Navier-Stokes sur
l’intervalle (tn, tn+1). Avec cette modification, le problème (4.7) devient : Trouver ~un+1h ∈
Vnh , p˜n+1 ∈ Qnh telles que
∫
Ω
(
ρ
~un+1h − ~unh
∆t · ~vh + 2µε(~u
n+1
h ) : ε(~vh) + ρ(~u
n
h · ~∇)~un+1h · ~vh − p˜n+1h div~vh
)
dx
+
∫
Ω
Kε~u
n+1
h · ~vhdx =
∫
Ω
~Fn+1h · ~vhdx,∫
Ω
qh div ~un+1h dx = 0
(4.10)
pour tout ~vh ∈ Vnh et tout qh ∈ Qnh, où Kε est la pénalisation de Carman-Kozeny (voir
relation (2.5)). Notons encore que p˜n+1h ne représente pas la pression pn+1h , mais est liée à
cette dernière par la relation
pn+1h = p˜
n+1
h + ψ
n+1
h + cste. (4.11)
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4.4 Interface libre
Nous présentons à présent les différents schémas numériques utilisés pour les calculs
de l’interface libre. Après la présentation de la méthode des élements finis utilisée pour
transporter la fonction level-set ϕ, nous exposons le lissage de l’interface utilisé lors de nos
simulations. Cette section se termine par l’algorithme de reconstruction de la fonction ϕ
comme distance signée à l’interface aluminium-bain et l’approche utilisée pour conserver le
volume d’aluminium.
4.4.1 Résolution de l’équation de transport
La forme faible du problème (2.14) est : pour presque tout t > 0, trouver ϕ(t) ∈ H1(Ω)
telle que
d
dt
∫
Ω
ϕψdx+
∫
Ω
(~u · ~∇ϕ)ψdx = 0 (4.12)
pour tout ψ ∈ H1(Ω). Après discrétisation temporelle et spatiale par une méthode d’Euler
implicite et une méthode des éléments finis standard, et en stabilisant le problème obtenu par
une méthode de type SUPG (voir [21, 6]), la discrétisation de (4.12) est : trouver ϕn+1h ∈ Rnh
telle que
∫
Ω
ϕn+1h − ϕnh
∆t ψhdx +
∫
Ω
(~un+1h · ~∇ϕn+1h )ψhdx
+
∑
K∈Th
βhK
2‖~un+1h ‖L2(K)
∫
K
(~un+1h · ~∇ϕn+1h )(~un+1h · ~∇ψh)dx = 0,
(4.13)
pour tout ψh ∈ Rnh, où β > 0 est un paramètre de stabilisation. Ainsi, comme ϕnh est connu,
ϕn+1h s’obtient en résolvant le problème (4.13).
4.4.2 Lissage de l’interface
Soit ϕn+1h la solution du problème (4.13) et soit Γn+1 = {(x, y, z) ∈ Ω : ϕn+1h (x, y, z) =
0} l’interface définie par la fonction ϕn+1h . Lors de la résolution numérique de (4.13), des
oscillations apparaissent sur l’interface Γn+1, comme illustré dans la Figure 4.1. Ces oscil-
lations non physiques sont problématiques pour le calcul du potentiel et du courant. En effet,
la forte différence de conductivité électrique entre le bain et l’aluminium a pour conséquence
que le courant ~j aura tendance à passer par les pointes plutôt que les creux de Γn+1, ce
qui induit des surestimations et sous-estimations locales de la densité de courant ~j. Afin de
résoudre ce problème, nous nous basons sur la technique de lissage de l’interface par des
moindes carrés développée dans [51]. L’interface restant fixe dans le domaine Ωs, il est né-
cessaire d’adapter la méthode afin de lisser uniquement la partie liquide de l’interface, notée
Γn+1liq et définie par Γn+1liq = Γn+1 ∩ Ωliq, où Ωliq = {~x ∈ Ω : fl(Hh(~x)) > 0.5}.
46
4.4. Interface libre
Figure 4.1 – Interface aluminium-bain non lissée. Nous constatons de nombreuses oscilla-
tions sur cette dernière.
Nous rappelons que Γn+1 est le graphe d’une fonction lisse. Ainsi, il existe un domaine
Π ⊂ R2 et une fonction hn+1 : Π → R telle que Γn+1 = {(x, y, z) ∈ Ω : z = hn+1(x, y)}.
Nous supposons que Γn+1liq = Γn+1 ∩Ωliq est connu. Soit Πn+1liq l’ensemble des points v de Π
tels que le couple (v, gn+1(v)) est dans Γn+1liq et Πn+1s = Π \Πn+1liq . L’interface est lissée par
la fonction gn+1 : Π→ R définie par
gn+1(x, y) =
{
s(x, y) ∀(x, y) ∈ Πn+1liq ,
hn+1(x, y) ∀(x, y) ∈ Πn+1s ,
(4.14)
où s appartient à l’espace Q(mx,my) des polynômes de degré mx en x et de degré my en
y défini par
Q(mx,my) = span{xiyj : 0 ≤ i ≤ mx, 0 ≤ j ≤ my, i, j ∈ N}. (4.15)
En notant N le nombre de sommets de Γn+1liq , le polynôme s de la relation (4.14) est choisi
tel que
s = argmin
q∈Q(mx,my)
N∑
k=1
(hn+1(xk, yk)− q(xk, yk))2. (4.16)
Définissons le polynôme qij(x, y) par
qij(x, y) = Pi(x)Pj(y),
où Pi(x) et Pj(y) sont les polynômes de Legendre de degré i et j respectivement. Notons
que la famille (qij)mx,myi,j=0 ainsi définie est une base de Q(mx,my). Avec l’introduction de
cette base, la recherche du polynôme s est équivalente à la recherche de coefficients αij ∈ R,
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0 ≤ i ≤ mx, 0 ≤ j ≤ my tels que
s(x, y) =
mx,my∑
i,j=0
αijqij(x, y).
En notant
f(α00, . . . , αmxmy) =
N∑
k=1
hn+1(xk, yk)− mx,my∑
i,j=0
αijqij(xk, yk)
2 ,
la recherche de s revient à résoudre ~∇f = ~0, équation qui peut se réécrire comme
JTJ~α = JT ~ϕ, (4.17)
où les vecteurs ~α ∈ R(mx+1)(my+1) et ~ϕ ∈ RN sont définis par
~α =
 α00...
αmxmy
 et ~ϕ =
 h
n+1(x1, y1)
...
hn+1(xN , yN )
 (4.18)
et la matrice J par
J =
 q00(x1, y1) · · · qmxmy(x1, y1)... . . . ...
q00(xN , yN ) · · · qmxmy(xN , yN )
 . (4.19)
La solution ~α du problème (4.17) s’écrit alors
~α = (JTJ)−1JT ~ϕ. (4.20)
La dimension de l’espace Q(mx,my) étant petite (mx = 10 et my = 8 dans la pratique),
nous calculons ~α de manière exacte en utilisant une décomposition LU de la matrice JTJ .
4.4.3 Traitement de l’interface dans les talus
Durant toute cette section, nous reprenons les notations de la section 4.4.2. Nous rappe-
lons que l’introduction de la pénalisation de Carman-Kozeny dans les équations de Navier-
Stokes entraîne que le champ de vitesse ~u est nul dans le domaine solide Ωs. Ceci a pour
conséquence que l’interface Γn+1 reste fixe dans Ωs et qu’elle ne glisse pas le long des talus.
Le lissage par des moindres carrés étant effectué uniquement sur les nœuds de Γn+1liq , la rela-
tion (4.14) entraîne que gn+1 est discontinue sur le front de solidification. Nous présentons
maintenant une méthode résolvant cette difficulté et permettant également à l’interface de
glisser le long des talus.
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L’approche choisie dans ce travail consiste à prolonger le polynôme s : Πn+1liq → R obtenu
par la méthode des moindres carrés en une fonction gn+1 : Π→ R avec gn+1 continue. Les
polynômes de Legendre étant définis pour tout x ∈ R, la famille (qij)mx,myi,j=0 l’est également
pour tout couple (x, y) de R2. Comme les coefficients αij du polynôme s dans la base
(qij)mx,myi,j=0 sont connus, une possiblité de prolongement consiste à prendre gn+1(x, y) =
s(x, y) pour tout (x, y) ∈ Π. Malgré sa simplicité, cette approche a pour inconvénient majeur
que la déformation de l’interface n’est pas contrôlée dans le domaine Ωs.
Avant de présenter le prolongement utilisé, nous introduisons la notion de sommets voi-
sins : deux sommets v et w de Γn+1 sont dit voisins si v et w sont des sommets du maillage
de l’interface Γn+1 et si v et w sont sur la même arête.
Nous supposons fl connue pour tous les sommets de l’interface Γn+1. Notre approche
consiste à prolonger la déformation de l’interface aux nœuds de Γn+1s = Γn+1 ∩ Ωs en leur
attribuant la moyenne de la déformée de leur voisins se trouvant dans le domaine liquide.
Plus précisément, la méthode utilisée est la suivante :
Initialisation
Soit S l’ensemble des sommets de Γn+1. Initialisons les fonctions auxiliaires f˜l et g˜(x, y) par
f˜l(v) = fl(v) pour tout v ∈ S et g˜(x, y) = gn+1(x, y) pour tout (x, y) ∈ Π, où gn+1 est
définie par la relation (4.14). Posons Sl = {v ∈ S : fl(v) > 0.5}.
Algorithme
L’algorithme utilisé afin de prolonger s de Πn+1liq à Π est alors : tant que Sl 6= S,
1. Trouver l’ensemble F des sommets v de Γn+1 tels que
(a) f˜l(v) ≤ 0.5,
(b) Il existe au moins un voisin w de v tel que f˜l(w) > 0.5.
Remarquons que F correspond aux nœuds de l’interface se trouvant sur le front de
solidification défini par la fonction f˜l.
2. Pour tout v ∈ F , poser N(v) =
{
w ∈ S : f˜l(w) > 0.5 et w est un voisin de v
}
.
Notons que N(v) est l’ensemble des voisins w de v se trouvant dans le domaine liquide
défini par la fonction auxiliaire f˜l.
3. Pour tout v = (x, y, z) ∈ F , prolonger la déformée de l’interface par
g˜(x, y) = 1Card(N(v))
∑
w∈N(v)
g˜(xw, yw),
où xw, yw sont les deux premières coordonnées du voisin w de v.
4. Pour tout v ∈ F , poser f˜l(v) = 1.0 (i.e. Sl ← Sl ∪ F ) et retourner au point 1.
Dès que Sl = S dans l’algorithme ci-dessus, nous posons gn+1(x, y) = g˜(x, y) ∀(x, y) ∈ Π.
Notons que gn+1 est bien un prolongement de la fonction p du domaine Πn+1liq au domaine
Π et que gn+1 est une fonction lisse.
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4.4.4 Reconstruction de la distance signée
Afin de garder de la précision lors de la recherche des zéros de la fonction level-set ϕ,
nous désirons que ϕ soit une distance signée. En effet, si ‖~∇ϕ‖ ≈ 0, la recherche des zéros
de ϕ est un problème mal conditionné car de petites pertubations sur ϕ induisent de grandes
variations de la 0-surface de niveau de ϕ. Or, si ϕ est une distance signée, ‖~∇ϕ‖ = 1 et donc
la recherche des zéros de ϕ est un problème bien conditionné. Malheureusement, même si la
condition initiale de ϕ est une distance signée, ϕ ne conservera pas cette propriété lors de
l’évolution temporelle. Une réinitialisation périodique de ϕ comme distance à l’interface est
donc nécessaire.
Soit ε > 0 un paramètre et Sε(ϕn+1h ) une approximation du signe de la fonction ϕn+1h
définie par
Sε(ϕn+1h ) =
ϕn+1h√
(ϕn+1h )2 + ε
.
Une approche pour reconstruire ϕn+1h comme distance signée à l’interface est proposée par
S. Osher dans [52]. Il suffit de calculer la solution stationnaire du problème : Trouver ψ :
(0,∞)× Ω→ R telle que 
∂ψ
∂τ
+ Sε(ϕn+1h )(1− ‖~∇ψ‖) = 0,
ψ(~x, 0) = ϕn+1h (~x).
(4.21)
Ainsi, la solution stationnaire de (4.21) satisfait ‖~∇ψ‖ = 1 et la 0-surface de niveau n’a pas
été déplacée. Bien que cette approche soit séduisante, elle est difficile à mettre en œuvre
dans notre cas. En effet, en notant Γn+1liss l’interface Γn+1 lissée par la méthode 4.4.2 et
prolongée au domaine Ωs comme expliqué dans la section 4.4.3, Γn+1liss est une approximation
de la 0-surface de niveau de ϕn+1h qui ne correspond plus à l’ensemble des zéros de ϕn+1h .
Afin de corriger ce défaut, nous allons redéfinir explicitement ϕn+1h comme distance signée à
l’interface Γn+1liss .
anode
Ligne trajectoire
anode
Interface
anode
Ligne trajectoire
anode
Interface
Figure 4.2 – Lignes trajectoires. La ligne horizontale en traits-tillés représente le plan ano-
dique.
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Avant de présenter l’algorithme de reconstuction à une distance signée, il est nécessaire
d’introduire les lignes trajectoires. Une ligne trajectoire est une droite brisée virtuelle qui est
toujours verticale en dessus du plan anodique et verticale ou inclinée en dessous du plan
anodique, suivant que le bord de la cuve est incliné ou non. Plus précisément, si le bord de la
cuve est incliné, celles-ci sont verticales sous les anodes et entre les anodes, et inclinées sinon.
Si le bord de la cuve est droit, toutes les lignes trajectoires sont verticales. Une illustration
des celles-ci se trouve dans la Figure 4.2.
Nous pouvons dès lors présenter la méthode utilisée afin de reconstruire ϕn+1h comme
distance à l’interface Γn+1liss . Celle-ci est la suivante : si v = (x, y, z) est un sommet du
maillage, trouver l’intersection vΓ = (xΓ, yΓ, zΓ) de la ligne trajectoire de v et de l’interface
Γn+1liss et définir ϕn+1h (v) par
ϕn+1h (v) =
{
d(v, vΓ) si z ≥ zΓ,
−d(v, vΓ) si z < zΓ. (4.22)
où d(x, y) est la distance euclidienne entre les points x et y.
Mentionnons encore que cette méthode doit être appliquée à chaque pas de temps, car le
lissage de l’interface l’est. En effet, lorsque nous lissons Γn+1 par des moindres carrés, nous
déplaçons légèrement celle-ci, ce qui a pour conséquence que l’interface lissée ne correspond
plus à l’ensemble des zéros de la fonction level-set ϕn+1h obtenue par la résolution du problème
(4.13). Afin de conserver la propriété Γn+1 = {(x, y, z) ∈ Ω : ϕn+1h (x, y, z) = 0}, il est alors
indispensable de reconstruire ϕn+1h comme distance signée à l’interface lissée à chaque pas
de temps.
4.4.5 Conservation du volume
Il est bien connu que la méthode du level-set ne conserve pas le volume, contrairement à
d’autres approches, comme par exemple la méthode Volume of Fluid [27]. Nous présentons
une méthode permettant de pallier à ce défaut. Soit V0 le volume d’aluminium initialement
contenu dans la cuve d’électrolyse et soit ϕn+1h définie par (4.22). L’algorithme utilisé afin
de conserver le volume est le suivant
• Initialisation Poser k = 1, ϕ1 = ϕn+1h .
• Algorithme Pour k = 1, . . . , N, faire
1. Calculer le volume d’aluminium Vk entre le plan cathodique et l’interface Γk
définie par la fonction level-set ϕk.
2. Calculer δk = Vk−V0|Γk| , où |Γk| est l’aire de l’interface Γk.
3. Poser ϕk+1 = ϕk + δk.
Une fois les étapes ci-dessus effectuées, nous posons ϕn+1h = ϕN+1. Lors de nos simulations
numériques, il a été observé que δ2 ∼ 10−6 − 10−7[m], ce qui a pour conséquence que la
fonction level-set n’est quasiment plus modifiée après la deuxième itération de l’algorithme
ci-dessus. En conséquence, nous prendrons N = 2 lors de nos calculs.
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4.5 Interpolation
Soit Th un maillage de la cuve d’électrolyse Λ et soit Snh le maillage de la cuve conforme
à la position de l’interface Γn obtenu par le raffinement du maillage Th décrit au chapitre 3.
Les calculs de l’itération n de la MHD se faisant sur Snh , il est nécessaire d’interpoler ~unh et
ϕnh sur le maillage Snh .
Soit K un tétraèdre de sommets w1, w2, w3, w4 et soit v ∈ K. Soit encore f : K → R
une fonction. Comme v ∈ K, v = ∑4i=1 λiwi où λi, i = 1, 2, 3, 4 sont les coordonnées
barycentriques de v dans K. L’interpolation linéaire Πf de f au point v est définie par
Πf(v) =
4∑
i=1
λif(wi). (4.23)
Notons encore que la formule (4.23) est exacte si la fonction f est linéaire. Soit v un sommet
de Snh . Une première approche pour interpoler ~unh et ϕnh au point v est la suivante : trouver
un tétraèdre K de Sn−1h tel que v ∈ K et interpoler les champs ~unh et ϕnh au sommet v
en utilisant la relation (4.23). Cette approche, bien que très simple à implémenter, est très
coûteuse en temps CPU.
Afin de réduire le coût de l’interpolation, nous cherchons un tétraèdre K ∈ Th tel que
v ∈ K, puis nous appliquons (4.23). Nous faisons ceci de manière efficace en utilisant une
propriété de la subdivision des tétraèdres décrite au chapitre 3. En effet, lorsqu’un sommet
est ajouté par la découpe, nous savons dans quel tétraèdre du maillage Th il se trouve. Ainsi,
lors du partage des tétraèdres décrit à la section 3.3.1, nous conservons les informations
suivantes pour chaque sommet v de Snh : le tétraèdre K ∈ Th dans lequel se trouve v et
les coordonnées barycentriques de v dans K. Ainsi, après le raffinement du maillage, pour
chaque sommet v de Snh , nous connaissons
• Un tétraèdre K ∈ Th tel que v ∈ K,
• Les coordonnées barycentriques de v dans K,
ce qui entraîne que l’interpolation d’une fonction f du maillage Th au maillage Snh est im-
médiate en utilisant la relation (4.23).
4.6 Algorithme évolutif sur maillage fixe
Maintenant que les schémas numériques ont été présentés, il est possible d’exposer l’al-
gorithme de résolution du problème MHD avec interface libre. Soit Th la triangulation initiale
de la cuve d’électrolyse. Th contient donc les fluides, les anodes, la cathode, les barres ca-
thodiques, les isolants, etc. Soit encore Σh le sous-maillage de Th correspondant au domaine
occupé par les anodes et le domaine Ω. Nous supposons également connue la fonction level-
set initiale ϕ0h correspondant à l’interface initale Γ0, tout comme le champ de vitesse initial
~u0h. Pour la découpe des anodes, nous prenons comme fonction initiale Ψ0h = ϕ0h−ACD (voir
section 3.4.1). Nous supposons également qu’une approximation ~Bh du champ d’induction
est connue sur Th, tout comme une approximation Hh de l’enthalpie.
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Algorithme MHD sur maillage fixe
En notant ~unh, ϕnh, et Ψnh des approximations du champ de vitesse, de la fonction level-set,
et de la fonction de découpe des anodes au temps tn, l’algorithme de la MHD sur maillage
fixe est le suivant : Pour n = 0, . . . , N ,
1. Raffiner le maillage Th par rapport à la fonction Ψnh selon la méthode présentée dans la
section 3.4.1 afin d’obtenir un maillage conforme à la déformation des anodes. Notons
T ntemp le maillage obtenu.
2. Interpoler ~unh, ~Bh, Hh et ϕnh du maillage Th au maillage T ntemp en utilisant l’algorithme
présenté à la section 4.5.
3. Raffiner T ntemp par rapport à la fonction level-set ϕnh avec la méthode présentée dans
la section 3.3.1. Nous obtenons ainsi le maillage Snh et l’interface Γn.
4. Interpoler la vitesse ~unh, la fonction level-set ϕnh, l’induction ~Bh et l’enthalpie Hh du
maillage T ntemp au maillage Snh avec la méthode de la section 4.5,
5. Imposer les conditions de bord des différents problèmes, à savoir :
• Potentiel électrique (Imposition de la densité de courant sur les surfaces d’entrée et
de sortie du courant, calcul des conductivités électriques et imposition de la valeur
du potentiel en un point),
• Hydrodynamique,
• Transport de la fonction level-set,
6. Calculer le courant ~jn+1h avec le schéma (4.5) et la formule (4.6),
7. Ôter la partie gradient du champ de forces avec le schéma (4.9),
8. Résoudre les équations de Navier-Stokes sur l’intervalle (tn, tn+1) au moyen du schéma
(4.10),
9. Calculer ϕn+1h avec le schéma (4.13).
10. Lisser l’interface Γn+1 définie par la fonction ϕn+1h avec la méthode de la section 4.4.2
puis étendre la déformation de Γn+1liq avec la méthode présentée dans 4.4.3. Notons
Γn+1 l’interface lissée et prolongée.
11. Pour chaque sommet v de maillage Σh, redéfinir ϕn+1h comme distance signée à Γ
n+1
au moyen de la relation (4.22).
12. Appliquer l’algorithme de conservation du volume de la section 4.4.5 sur le domaine
Σh. Notons Γn+1 et ϕn+1h l’interface et la fonction level-set à l’issue de l’algorithme du
paragraphe 4.4.5.
13. Pour tous les sommets de Σh, mettre à jour la déformation des anodes en définissant
Ψn+1h = ϕ
n+1
h −ACD, où ACD est la distance verticale entre les anodes et l’interface
définie au paragraphe 3.4.1.
14. Pour les nœuds de Th se trouvant dans Th \ Σh , poser ϕn+1h ≡ Ψn+1h ≡ 0.
15. Restreindre les champs ~un+1h , ϕn+1h et Ψn+1h du maillage Snh à la triangulation Th.
16. Effacer tout ce qui est lié à T ntemp, Snh et Unh .
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4.7 Conclusions
Les différents schémas utilisés par l’algorithme de marche temporelle combiné avec une
approche eulérienne ont été présentés, ainsi que la méthode utilisée pour calculer l’évolution
temporelle de l’interface. Nous avons également développé une méthode permettant de dé-
placer artificiellement l’interface dans les régions solidifiées. En particulier, celle-ci permet à
l’interface Γ de glisser le long des talus. L’efficacité de cette méthode sera montrée dans le
chapitre 7.
Notons que la méthode décrite à la section 4.6 peut également être appliquée lorsque le
domaine Ωs est vide et lorsqu’il n’y pas d’isolants autour des fluides. Dans ce cas l’algorithme
de la section 4.6 doit donner les mêmes résultats que l’approche lagrangienne utilisée dans
le logiciel alucell. Remarquons encore que la méthode 4.6 peut être utilisée afin d’étudier
l’évolution temporelle des phénomènes MHD avec interface libre, bien que nous l’utilisions
principalement pour calculer des interfaces aluminium-bain stationnaires.
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Chapitre 5
Conservation de l’énergie
Ce chapitre a pour but de présenter une méthode permettant de conserver numériquement
l’énergie lorsqu’elle est appliquée à un problème de convection-diffusion évolutif en temps avec
des conditions aux limites de Robin. L’idée de cette méthode a été donnée par [28] lorsqu’on
a des conditions adiabatiques au bord du domaine. Dans ce chapitre, nous reprenons l’idée
décrite dans [20] (article à paraître dans la revue M2AN), ainsi que les résultats et une partie
de la théorie présentés dans cette publication.
Après une brève introduction, nous présentons des lois de conservation satisfaites par la
forme variationnelle du problème de convection-diffusion, puis nous montrons que ces lois de
conservation ne sont plus vérifiées lorsque la forme variationnelle est discrétisée en espace.
Nous présentons ensuite une méthode permettant de conserver numériquement les propriétés
désirées. Nous terminons cette partie en montrant numériquement que notre nouveau schéma
satisfait les propriétés demandées.
5.1 Introduction
Soit Λ ⊂ R3 un domaine borné de bord ∂Λ Lipschitz. Notons encore ~n : ∂Λ → R3 le
champ de normales unitaires à ∂Λ. Nous supposons qu’un fluide incompressible s’écoule dans
le domaine Λ avec une vitesse ~u dépendante de la position ~x et du temps t tandis qu’une
fonction ϕ est diffusée et transportée. Afin de simplifier l’exposé, le champ de vitesse ~u est
supposé stationnaire et tel que
~u · ~n = 0 sur ∂Λ et div ~u = 0 dans Λ. (5.1)
Soient encore T > 0 le temps final, α > 0 le coefficient d’échange thermique et κ le coefficient
de diffusion. Nous considérons le problème : trouver ϕ : (0, T )× Λ→ R telle que
∂ϕ
∂t
− div(κ~∇ϕ) + (~u · ~∇ϕ) = f dans Λ
κ
∂ϕ
∂~n
= α(ϕr − ϕ) sur ∂Λ
(5.2)
avec ϕ(0) = ϕ0 comme condition initiale. Dans le problème (5.2), f est un terme source
qui dépend du temps t ∈ (0, T ) et de ~x ∈ Λ et ϕr est un nombre réel positif donné. En
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utilisant les notations standards pour les espaces de Sobolev (voir [15]) et en supposant que
f ∈ L2((0, T )× Λ), que ϕr ∈ L2(Λ) et que ~u ∈ H1(Λ)3, la formulation faible du problème
(5.2) est alors : trouver ϕ ∈ L2((0, T ) : H1(Λ)) ∩ C0((0, T ) : L2(Λ)) telle que∫
Λ
(
∂ϕ
∂t
ψ + κ~∇ϕ · ~∇ψ + (~u · ~∇ϕ)ψ
)
dx+
∫
∂Λ
αϕψds =
∫
Λ
fψdx+
∫
∂Λ
αϕrψds (5.3)
pour tout ψ ∈ H1(Λ).
Conservation de l’énergie En prenant la fonction test ψ ≡ 1 dans (5.3), nous obtenons
d
dt
∫
Λ
ϕdx+
∫
Λ
~u · ~∇ϕdx =
∫
Λ
fdx+
∫
∂Λ
α(ϕr − ϕ)ds. (5.4)
En utilisant (5.1) et le théorème de la divergence,∫
Λ
~u · ~∇ϕdx =
∫
Λ
div(~uϕ)dx =
∫
∂Λ
ϕ(~u · ~n)ds = 0.
En insérant cela dans (5.4), nous obtenons la relation de conservation de l’énergie :
d
dt
∫
Λ
ϕdx =
∫
Λ
fdx+
∫
∂Λ
α(ϕr − ϕ)ds. (5.5)
Cette propriété est importante, car elle décrit la conservation de l’énergie si ϕ représente une
température, ou la conservation de la masse si ϕ représente une concentration.
Stabilité indépendante du terme de convection Notons ‖v‖ la norme L2 de la fonction
v ∈ L2(Λ) et
‖v‖1 =
(∫
Λ
k|~∇ϕ|2dx+
∫
∂Λ
αϕ2ds
) 1
2
.
Sous l’hypothèse (5.1), (~u · ~∇ϕ)ϕ = 12 div(~uϕ2). En remplaçant ψ par ϕ dans (5.3) et en
faisant un raisonnement analogue à celui utilisé pour la dérivation de (5.5), nous obtenons
1
2
d
dt
‖ϕ‖2 + ‖ϕ‖21 =
∫
Λ
fϕdx.
En prenant λ1 = infv∈H1(Λ)
‖v‖21
‖v‖2 et en utilisant l’inégalité de Cauchy-Schwarz, nous obtenons
d
dt
‖ϕ‖+ λ1‖ϕ‖ ≤ ‖f‖, (5.6)
qui est une propriété de stabilité. En particulier, si α > 0, alors ‖.‖1 est une norme équivalente
à la norme H1 et λ1 est strictement positif. Si de plus f ≡ 0, la fonction ϕ décroit de manière
exponentielle et ‖ϕ‖ ≤ e−λ1t‖ϕ0‖.
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Conservation de la solution constante
Si f ≡ 0 et α ≡ 0, alors ϕ = constante est une solution stationnaire. (5.7)
Dans le cadre de notre travail, nous aimerions définir une semi-discrétisation en espace
de (5.3) (en prenant un espace Jh ⊂ H1(Λ)) permettant de calculer une approximation ϕh
de ϕ telle que :
Propriété 1h : conservation de l’énérgie
d
dt
∫
Λ
ϕhdx =
∫
Λ
fdx+
∫
∂Λ
α(ϕr − ϕh)ds. (5.8)
Propriété 2h : L2-stabilité du schéma
d
dt
‖ϕh‖+ λ1h‖ϕh‖ ≤ ‖f‖ (5.9)
où λ1h = infvh∈Jh
‖vh‖21
‖vh‖2 . Notons encore que dans une méthode éléments finis standard, nous
avons λ1h ≥ λ1 (voir [2] p. 699) et donc
d
dt
‖ϕh‖+ λ1‖ϕh‖ ≤ ‖f‖. (5.10)
Propriété 3h : conservation de la solution constante
Si f ≡ 0 et α ≡ 0, alors ϕh = constante est une solution stationnaire. (5.11)
5.1.1 Discrétisation en espace et propriétés de conservation
Soit Sh un maillage en tétraèdres du domaine Λ et soit l’espace élements finis Jh défini par
Jh =
{
u ∈ C0(Λ) : u|K ∈ P1(K) pour tout K ∈ Sh
}
. Nous supposons également connue
une approximation ~uh du champ de vitesse ~u. La semi-discrétisation en espace du problème
(5.3) est alors : trouver ϕh ∈ H1((0, T ) : Jh) telle que∫
Λ
(
∂ϕh
∂t
ψh + κ~∇ϕh · ~∇ψh + (~uh · ~∇ϕh)ψh
)
dx+
∫
∂Λ
αϕhψhds
=
∫
Λ
fψhdx+
∫
∂Λ
αϕrψhds
(5.12)
pour tout ψh ∈ Jh avec la condition initiale ϕh(0) = ϕ0h, où ϕ0h est une approximation de
ϕ0. Généralement, l’approximation ~uh du champ de vitesse ~u utilisée dans (5.12) n’est pas
exactement à divergence nulle, mais satisfait ‖ div ~uh‖ ≤ Ch ou C > 0 est une constante
indépendante de h. Ainsi, dans la suite de ce document, nous supposons que
div ~uh 6= 0 dans Λ, ‖ div ~uh‖ ≤ Ch et ~uh · ~n = 0 sur ∂Λ. (5.13)
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Remarque 5.1.1. Les hypothèses (5.13) sont vérifiées si le champ de vitesse ~uh est obtenu
par un solveur Navier-Stokes stationnaire de type P1 − P1 stabilisé ou de type P1 bulle - P1
et si la solution ~u est régulière.
Etudions à présent la conservation de l’énergie, la stabilité L2 et la conservation de la
solution constante pour le schéma (5.12) lorsque les hypothèses (5.13) sont vérifiées. En
prenant ψh ≡ 1 dans (5.12), nous obtenons
d
dt
∫
Λ
ϕhdx+
∫
Λ
~uh · ~∇ϕhdx =
∫
Λ
fdx+
∫
∂Λ
α(ϕr − ϕh)ds. (5.14)
Comme
∫
Λ(~uh·~∇ϕh)dx = −
∫
Λ div ~uhϕdx par le théorème de la divergence et que div ~uh 6= 0,
nous avons que
∫
Λ(~uh · ~∇ϕh)dx 6= 0. Ainsi, l’énergie n’est pas conservée au sens de (5.5),
lorsque les hypothèses (5.13) sont vérifiées. Etudions maintenant la stabilité L2 du schéma
(5.12). En prenant ψh = ϕh dans (5.12), nous obtenons
1
2
d
dt
‖ϕh‖2 + ‖ϕh‖21 +
1
2
∫
Λ
~uh · ~∇ϕ2hdx =
∫
Λ
fϕhdx. (5.15)
Comme
∫
Λ ~uh · ~∇ϕ2hdx = −
∫
Λ div(~uh)ϕ2hdx par le théorème de la divergence et que div ~uh 6=
0, nous avons que
∫
Λ(~uh · ~∇ϕ2h)dx 6≥ 0. Nous n’avons donc pas de stabilité indépendante
du terme convectif, au sens de la relation (5.9). Néanmoins, si f ≡ 0, et α ≡ 0, alors ϕh =
constante est une solution stationnaire.
5.1.2 Autres approximations du terme convectif
Nous avons constaté que la discrétisation
∫
Λ(~uh ·~∇ϕh)ψhdx du terme convectif ne permet
pas d’obtenir les propriétés (5.8), (5.9) et (5.11) simultanément. Afin de pallier à ce défaut,
une stratégie consiste à utiliser une autre expression du terme convectif que nous noterons
L(~u, ϕ, ψ) et telle que
1. L(~u, ϕ, ψ) soit consistante, i.e.
∫
Λ
L(~u, ϕ, ψ)dx =
∫
Λ
(~u · ~∇ϕ)ψdx pour tout ϕ,ψ ∈
H1(Λ),
2.
∫
Λ
L(~uh, ψh, 1)dx = 0 pour tout ψh ∈ Jh afin de satisfaire (5.8),
3.
∫
Λ
L(~uh, ψh, ψh)dx = 0 pour tout ψh ∈ Jh afin de satisfaire (5.9),
4.
∫
Λ
L(~uh, 1, ψh)dx = 0 pour tout ψh ∈ Jh afin de satisfaire (5.11).
Les expressions usuelles de L(~u, ϕ, ψ) sont les suivantes
(L1) L(~u, ϕ, ψ) = (~u · ~∇ϕ)ψ,
(L2) L(~u, ϕ, ψ) = −(~u · ~∇ψ)ϕ,
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(L3) L(~u, ϕ, ψ) = div(~uϕ)ψ,
(L4) L(~u, ϕ, ψ) = 12
[
(~u · ~∇ϕ)ψ − (~u · ~∇ψ)ϕ
]
.
Néanmoins, aucune des expressions (L1) à (L4) ne satisfait simultanément les relations
2, 3 et 4 lorsque div ~uh n’est pas identiquement nulle. Ainsi, les propriétés 1h, 2h et 3h ne
peuvent être vérifiées conjointement, comme illustré dans la Table 5.1.
L(~uh, ϕh, ψh) Propriété 1h Propriété 2h Propriété 3h
L1 non non oui
L2 oui non non
L3 oui non non
L4 non oui non
L5 oui oui oui
L6 oui non oui
Table 5.1 – Conservation des propriétés 1h, 2h et 3h pour différentes expressions du terme
convectif lorsque div ~uh 6= 0.
En notant ω = 1|Λ|
∫
Λ ωdx la moyenne la fonction ω sur le domaine Λ, nous proposons
l’expression suivante :
(L5) L(~u, ϕ, ψ) = 12
[
(~u · ~∇ϕ)(ψ − ψ)− (~u · ~∇ψ)(ϕ− ϕ)
]
.
Il est possible de montrer que les propriétés 1, 2, 3 et 4 sont satisfaites par la discrétisation
(L5). Ainsi, les propriétés 1h, 2h et 3h sont vérifiées simultanément en prenant l’expression
(L5), comme illustré dans la Table 5.1. Néanmoins, dans les simulations numériques du pro-
cessus de Hall-Héroult, le schéma (L5) converge difficilement vers une solution stationnaire.
Afin de faciliter la convergence, nous utilisons une variante du schéma (L5), notée (L6), et
définie par
(L6) L(~u, ϕ, ψ) = (~u · ~∇ϕ)(ψ − ψ).
Nous pouvons démontrer que le schéma (L6) conserve l’énergie et la solution constante,
mais qu’il n’est pas L2-stable si la divergence du champ de vitesse ~u est non nulle. Les
expérimentations numériques ont montré que le schéma (L6) converge plus rapidement vers
une solution stationnaire que le schéma (L5) lorsque celui-ci est appliqué aux simulations
numériques du processus de Hall-Héroult. En conséquence, nous utilisons le schéma (L6)
dans notre travail.
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5.2 Discrétisation du schéma conservatif
En remplaçant
∫
Λ(~uh · ~∇ϕh)ψhdx par
∫
Λ L(~uh, ϕh, ψh)dx dans le schéma (5.12), avec
L(~uh, ϕh, ψh) défini par (L5), le schéma (5.12) devient : trouver ϕh ∈ H1((0, T ) : Jh) telle
que ∫
Λ
(
∂ϕh
∂t
ψh + κ~∇ϕh · ~∇ψh + 12
[
(~uh · ~∇ϕh)(ψh − ψh)− (~uh · ~∇ψh)(ϕh − ϕh)
])
dx
+
∫
∂Λ
αϕhψhds =
∫
Λ
fψhdx+
∫
∂Λ
αϕrψhds
(5.16)
pour tout ψh ∈ Jh. D’un point de vue numérique, il n’est pas pratique de travailler avec le
schéma (5.16) lorsqu’on utilise une méthode des éléments finis. En effet, le support de ψh−ψh
est le domaine Λ et cela a pour conséquence que la matrice obtenue par le schéma (5.16) est
pleine. Soit J˜h = {u ∈ Jh :
∫
Λ udx = 0} et considérons la partition suivante : Jh = J˜h⊕R.
Ainsi, tout v ∈ Jh s’écrit de la forme v = v˜+v avec v = 1|Λ|
∫
Λ vdx et v˜ = v−v. Considérons
maintenant le problème : trouver ϕ˜h ∈ H1((0, T ) : J˜h), ϕh ∈ H1((0, T ) : R) telles que
∫
Λ
(
∂ϕ˜h
∂t
ψ˜h + κ~∇ϕ˜h · ~∇ψ˜h
)
+ 12
∫
Λ
[
(~uh · ~∇ϕ˜h)ψ˜h − (~uh · ~∇ψ˜h)ϕ˜h
]
dx
+
∫
∂Λ
α(ϕ˜h + ϕh)ψ˜hds =
∫
Λ
fψ˜hdx+
∫
∂Λ
αϕrψ˜hds
d
dt
∫
Λ
(ϕ˜h + ϕh)dx+
∫
∂Λ
α(ϕ˜h + ϕh)ds =
∫
Λ
fdx+
∫
∂Λ
αϕrds
(5.17)
pour tout ψ˜h ∈ J˜h, avec les conditions initiales ϕ˜h(0) = ϕ˜0h = ϕ0h − ϕ0h, où ϕ0h est une
approximation de ϕ0 et ϕh(0) = ϕ0h = 1|Λ|
∫
Λ ϕ
0
hdx. En prenant consécutivement ψh ∈ J˜h et
ψh ≡ 1, nous pouvons facilement montrer que les schémas (5.16) et (5.17) sont équivalents.
Dans (5.17), la moyenne des fonctions tests ψ˜h est nulle, ce qui n’est pas usuel dans
la méthode des éléments finis. Cette contrainte est imposée à l’aide d’un multiplicateur de
Lagrange λ et d’une équation supplémentaire forçant la moyenne de ϕ˜h à être nulle. Nous
cherchons donc ϕ˜h ∈ H1((0, T ) : Jh), ϕh ∈ H1((0, T ) : R) et λ ∈ H1((0, T ) : R) tels que
∫
Λ
(
∂ϕ˜h
∂t
ψh + κ~∇ϕ˜h · ~∇ψh + 12
[
(~uh · ~∇ϕ˜h)ψh − (~uh · ~∇ψh)ϕ˜h
])
dx
+
∫
∂Λ
α(ϕ˜h + ϕh)ψhds+ λ
∫
Λ
ψhdx =
∫
Λ
fψhdx+
∫
∂Λ
αϕrψhds
∫
Λ
∂ϕh
∂t
dx+
∫
∂Λ
αϕ˜hds+ ϕh
∫
∂Λ
αds =
∫
Λ
fdx+
∫
∂Λ
αϕrds
∫
Λ
ϕ˜hdx = 0
(5.18)
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pour tout ψh ∈ Jh. Notons que les problèmes (5.17) et (5.18) sont équivalents, mais qu’il est
plus pratique de travailler avec le schéma (5.18). En conséquence, nous utilisons ce dernier
pour nos simulations numériques.
Soit N > 0, ∆t = T/N et tn = n∆t, 0 ≤ n ≤ N une discrétisation uniforme de l’intervalle
(0, T ). En utilisant une méthode d’Euler implicite pour la discrétisation temporelle, (5.18)
devient : pour 0 ≤ n < N , trouver ϕ˜n+1h ∈ Jh, ϕn+1h ∈ R et λn+1 ∈ R tels que :
∫
Λ
(
ϕ˜n+1h
∆t ψh + κ
~∇ϕ˜n+1h · ~∇ψh +
1
2
[
(~uh · ~∇ϕ˜n+1h )ψh − (~uh · ~∇ψh)ϕ˜n+1h
])
dx
+
∫
∂Λ
α(ϕ˜n+1h + ϕ
n+1
h )ψhds+ λ
n+1
∫
Λ
ψhdx
=
∫
Λ
fn+1ψhdx+
∫
∂Λ
αϕrψhds+
∫
Λ
ϕ˜nh
∆tψhdx
∫
Λ
ϕn+1h − ϕnh
∆t dx+
∫
∂Λ
α(ϕ˜n+1h + ϕ
n+1
h )ds =
∫
Λ
fn+1dx+
∫
∂Λ
αϕrds
∫
Λ
ϕ˜n+1h dx = 0
(5.19)
pour tout ψh ∈ Jh.
Forme matricielle
Soient M = dim(Jh) et ψ1, . . . , ψM une base de Jh. Comme ϕ˜n+1h ∈ Jh,
ϕ˜n+1h =
M∑
j=1
βn+1j ψj . (5.20)
Définissons Fn+1(ψi) et Gn+1 par
Fn+1(ψi) =
∫
Λ
fn+1h ψidx+
∫
∂Λ
αϕrψids+
∫
Λ
ϕ˜nh
∆tψidx,
Gn+1 =
∫
Λ
fn+1h dx+
∫
∂Λ
αϕrdx+ |Λ|ϕ
n
h
∆t ,
ainsi que a(ψj , ψi), b(ψi) et c(ψi) par
a(ψj , ψi) =
∫
Λ
ψjψi
∆t dx+
∫
Λ
κ~∇ψj · ~∇ψidx+ 12
∫
Λ
(~uh · ~∇ψj)ψidx
− 12
∫
Λ
(~uh · ~∇ψi)ψjdx+
∫
∂Λ
αψjψids,
b(ψi) =
∫
∂Λ
αψids,
c(ψi) =
∫
Λ
ψidx.
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Notons encore A la matrice définie par Aij = a(ψj , ψi) et les vecteurs ~b et ~c définis par
bi = b(ψi) et ci = c(ψi). Soit encore le vecteur ~Fn+1 défini par Fn+1i = Fn+1(ψi) et notons
~βn+1 = (βn+11 , βn+12 , . . . , βn+1M )T les inconnues. Finalement, soit
D =
( |Λ|
∆t +
∫
∂Λ
αds
)
.
Le problème (5.19) s’écrit alors sous la forme matricielle suivante : Trouver ~βn+1 ∈ RM et
deux nombres réels ϕn+1h et λn+1 tels que : A ~b ~c~bT D 0
~cT 0 0

 ~βn+1ϕn+1h
λn+1
 =
 ~Fn+1Gn+1
0
 (5.21)
Il suffit de résoudre le système linéaire (5.21) pour obtenir ϕn+1h et ϕ˜n+1h , et donc ϕn+1h par
la relation ϕn+1h = ϕ˜n+1h + ϕn+1h .
5.3 Validation numérique
L’objectif de cette partie est de vérifier numériquement que le schéma (5.19) satisfait les
propriétés (5.8), (5.9) et (5.11) conjointement. Nous vérifions également que les discrétisa-
tions du terme convectif (L1) à (L4) ne satisfont à chaque fois qu’une seule des propriétés
1h, 2h et 3h (voir Table 5.1).
5.3.1 Schémas numériques et propriétés de conservation
Nous rappelons que les expressions usuelles du terme convectif sont
(L1) L(~u, ϕ, ψ) = (~u · ~∇ϕ)ψ,
(L2) L(~u, ϕ, ψ) = −(~u · ~∇ψ)ϕ,
(L3) L(~u, ϕ, ψ) = div(~uϕ)ψ,
(L4) L(~u, ϕ, ψ) = 12
[
(~u · ~∇ϕ)ψ − (~u · ~∇ψ)ϕ
]
,
(L5) L(~u, ϕ, ψ) = 12
[
(~u · ~∇ϕ)(ψ − ψ)− (~u · ~∇ψ)(ϕ− ϕ)
]
,
(L6) L(~u, ϕ, ψ) = (~u · ~∇ϕ)(ψ − ψ).
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et que les approximations (L5) et (L6) correspondent aux schémas conservatifs présentés dans
ce travail. Soit β1 un paramètre de stabilisation, β2 un paramètre de diffusion artificielle, avec
β1 et β2 indépendants de h, ~u, α et κ. Soit encore δK une fonction du Péclet local PeK telle
que δK = 1 si PeK ≥ 1 et δK = PeK sinon. Soit L(~uh, ϕh, ψh) une discrétisation du terme
convectif définie par les relations (L1) à (L6). Les schémas numériques que nous utilisons
dans cette partie sont de la forme : Pour n = 0, . . . , N − 1, trouver ϕn+1h ∈ Jh telle que
∫
Λ
ϕn+1h − ϕnh
∆t ψhdx+
∫
Λ
κ~∇ϕn+1h · ~∇ψhdx+
∫
Λ
L(~uh, ϕn+1h , ψh)dx
+
∫
∂Λ
αϕn+1h ψhds+
∑
K∈Th
∫
K
β1δK
hK
‖~u‖(~uh ·
~∇ϕn+1h )(~uh · ~∇ψh)dx
+
∑
K∈Th
∫
K
β2δKhK‖~u‖(~∇ϕn+1h · ~∇ψh)dx =
∫
Λ
fn+1ψhdx+
∫
∂Λ
αϕrψhds
(5.22)
pour tout ψh ∈ Jh. Dans (5.22), nous avons ajouté un terme de stabilisation de type SUPG et
un terme de diffusion artificielle car PeK  1 dans nos simulations numériques. Ces termes
de stabilisation n’influencent pas la conservation de l’énergie, car ils disparaissent lorsque
nous remplaçons ψh par 1 dans (5.22). Lorsque nous prenons la fonction test ψh = ϕn+1h ,
les termes de stabilisation ne s’annulent pas, mais tous deux sont positifs et contribuent à
stabiliser le schéma et (5.9) est toujours valide. Ainsi, les termes de stabilisation du schéma
(5.22) n’ont aucune influence sur la conservation des propriétés (5.8), (5.9) et (5.11).
En prenant la fonction test ψh ≡ 1 dans le problème (5.22), nous obtenons la conservation
de l’énergie discrète : pour n = 0, . . . , N − 1∫
Λ
ϕn+1h dx+ ∆t
∫
∂Λ
αϕn+1h ds =
∫
Λ
ϕnhdx+ ∆t
∫
Λ
fn+1dx+ ∆t
∫
∂Λ
αϕrds. (5.23)
Pour la stabilité L2, nous prenons ψh = ϕn+1h dans (5.22) et en négligeant le terme∫
Λ L(~uh, ϕ
n+1
h , ϕ
n+1
h )dx, nous obtenons la relation : pour n = 0, . . . , N − 1∫
Λ
(ϕn+1h )
2dx+ ∆t
∫
∂Λ
α(ϕn+1h )
2ds+ ∆t
∫
Λ
κ|~∇ϕn+1h |2dx+ ∆tS1(ϕn+1h , ϕn+1h )
+ ∆tS2(ϕn+1h , ϕ
n+1
h ) =
∫
Λ
ϕn+1h ϕ
n
hdx+ ∆t
∫
Λ
fn+1ϕn+1h dx
(5.24)
où S1(ϕh, ψh), S2(ϕh, ψh) sont définis par
S1(ϕh, ψh) =
∑
K∈Th
∫
K
β1δK
hK
‖~u‖(~uh ·
~∇ϕh)(~uh · ~∇ψh)dx
et
S2(ϕh, ψh) =
∑
K∈Th
∫
K
β2δKhK‖~u‖(~∇ϕh · ~∇ψh)dx.
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Notons que S1(ϕn+1h , ϕn+1h ) et S2(ϕn+1h , ϕn+1h ) sont positifs et contribuent à la stabilité
L2. En négligeant les termes positifs S1(ϕn+1h , ϕn+1h ) et S2(ϕn+1h , ϕn+1h ), la relation (5.24)
combinée avec l’inégalité de Cauchy-Schwarz implique que
‖ϕn+1h ‖2 + ∆t‖ϕn+1h ‖21 ≤ ‖ϕn+1h ‖ · ‖ϕnh‖+ ∆t‖fn+1‖ · ‖ϕn+1h ‖.
En utilisant le fait que λ1h = infvh∈Jh
‖vh‖21
‖vh‖2 , nous obtenons
(1 + λ1h∆t)‖ϕn+1h ‖ ≤ ‖ϕh‖+ ∆t‖fn+1‖
qui se réécrit
‖ϕn+1h ‖ − ‖ϕnh‖
∆t + λ1h‖ϕ
n+1
h ‖ ≤ ‖fn+1‖. (5.25)
Notons que (5.25) n’est rien d’autre que l’équivalent discret de la relation (5.9) et que ceci
montre que le schéma est L2-stable. Finalement, la troisième propriété est la conservation
de la solution constante, c’est-à-dire :
Si f ≡ 0 et α ≡ 0, alors ϕh = constante est une solution stationnaire de (5.22).
5.3.2 Validation numérique
Soit Λ ⊂ R3 le domaine [−1, 1]2 × [−0.1, 0.1] et soit le champ de vitesse
~u(x, y, z) =
(
− cos(3pix2 ) sin(
3piy
2 ), sin(
3pix
2 ) cos(
3piy
2 ), 0
)
. (5.26)
Nous constatons que div ~u = 0 dans Λ et ~u · ~n = 0 sur ∂Λ. Définissons encore le coefficient
d’échange thermique
α =
{
1 si |z| < 0.1,
0 si |z| = 0.1. (5.27)
Notons que le coefficient défini par la relation (5.27) entraîne que le domaine Λ est isolé en
haut et en bas. Dans ce cas particulier, remarquons que le phénomène simulé est bidimension-
nel. Les schémas (L5) et (L6) sont validés sur le problème suivant : trouver ϕ : (0, T )×Λ→ R
telle que 
∂ϕ
∂t
− κ∆ϕ+ ~u · ~∇ϕ = f dans Λ,
κ
∂ϕ
∂~n
= −αϕ sur ∂Λ,
ϕ(0) = ϕ0.
(5.28)
où le coefficient d’échange thermique α est celui de la relation (5.27).
Remarque 5.3.1. Le problème (5.28) n’est rien d’autre qu’une version simplifiée du problème
thermique (2.31). En effet, il suffit de prendre ρCp = 1, L = 0 et la température extérieure
ϕr nulle dans (2.31) pour se ramener au problème (5.28).
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Soit Th une triangulation uniforme du domaine Λ telle que h := maxK∈Th{diam(K)} =
0.2. Nous posons ∆t = 1[s] et N = 3000, où N est le nombre de pas temps effectué dans
nos simulations. L’approximation ~uh du champ de vitesse ~u utilisée dans (5.22) est obtenue
par un solveur Navier-Stokes P1−P1 avec une stabilisation GLS. Plus précisément, le champ
de force utilisé pour le calcul de ~uh est tel que ~u définie par (5.26) soit solution des équations
de Navier-Stokes avec la pression p(x, y, z) = 14(cos(3pix) + cos(3piy)). L’approximation ~uh
est calculée une seule fois, avant de résoudre (5.28), et est utilisée pour chaque calcul de
ϕn+1h .
Cas test pour la vérification des propriétés 1h et 2h
Afin de vérifier la conservation des propriétés 1h et 2h, nous calculons f et ϕ0 dans (5.28)
de telle manière que la solution ϕ soit donnée par
ϕ(t, x, y, z) = (1− e−λt)
[cos(x)− cos(1)
κ
+ sin(1)
] [cos(y)− cos(1)
κ
+ sin(1)
]
.
avec λ = 0.005 et κ = 10−5.
Cas test pour la vérification de la propriété 3h
Soit ϕr ≡ 10, κ, α et ~u comme dans le cas test précédent. Afin de vérifier la conservation
de la solution constante, nous résolvons le problème : trouver ϕ : (0,∞)× Λ→ R telle que
∂ϕ
∂t
− κ∆ϕ+ ~u · ~∇ϕ = 0 dans Λ,
κ
∂ϕ
∂~n
= α(ϕr − ϕ) sur ∂Λ,
ϕ(0) = ϕr.
(5.29)
La solution exacte de (5.29) est ϕ(t) ≡ ϕr pour tout t > 0.
Résultats
Soit n un entier tel que 0 ≤ n ≤ N − 1. Afin de vérifier la conservation de l’énergie au
temps tn+1, nous définissons ∆P1(n) par
∆P1(n) = |I1 − I2||I1| ,
où I1, I2 sont respectivement les membres de gauche et de droite de (5.23). Remarquons que
∆P1(n) = 0 si et seulement si il y a conservation de l’énergie. De manière similaire, pour
vérifier la stabilité L2 au temps tn+1, nous définissons l’estimateur ∆P2(n) par
∆P2(n) = |J1 − J2||J1| ,
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où J1 et J2 sont respectivement les membres de gauche et de droite de (5.24). Nous aurons
la stabilité L2 au temps tn+1 si ∆P2(n) = 0. Afin de vérifier la conservation de la solution
constante, nous utilisons l’estimateur ∆P3(n) défini par
∆P3(n) =
∥∥∥ϕn+1h − ϕr∥∥∥L∞(Λ)
10 .
Notons que ∆P3(n) = 0 si et seulement si ϕn+1h ≡ ϕr. En posant
• Π1 = max0≤n≤N−1 ∆P1(n),
• Π2 = max0≤n≤N−1 ∆P2(n),
• Π3 = max0≤n≤N−1 ∆P3(n),
nous obtenons les résultats présentés dans la Table 5.2 (tirée de [20]). Notons que ces
résultats coïncident avec ceux présentés dans la Table 5.1 et que seul le schéma développé
dans ce travail permet de conserver les trois propriétés simultanément.
Schéma Π1 Π2 Π3
L1 1.56 · 10−4 0.0015 1.50 · 10−10
L2 4.17 · 10−11 0.0014 0.0035
L3 4.02 · 10−11 0.0015 0.0035
L4 8.48 · 10−5 1.21 · 10−12 0.0018
L5 1.14 · 10−11 3.38 · 10−12 7.11 · 10−14
L6 1.34 · 10−11 0.0015 7.57 · 10−14
Table 5.2 – Vérification numérique des propriétés 1h à 3h.
5.4 Conclusions
Dans ce chapitre, nous avons créé un nouveau schéma conservant l’énergie, la solution
constante et qui est L2-stable. Les résultats numériques montrent que seul ce nouveau schéma
(L5) conserve ces trois propriétés simultanément, contrairement aux discrétisations usuelles
du terme convectif. Le schéma (L6) est malgré tout préféré, car il converge plus rapidement
vers une solution stationnaire lorsque le champ de vitesse ~u n’est pas exactement à divergence
nulle. Nous n’avons pas parlé de la convergence de ce nouveau schéma (L5), mais nous
nous référons à [20] pour une étude de celle-ci. Notons encore que la matrice élements
finis associée aux schémas (L5) et (L6) possède deux lignes et deux colonnes de plus que
les matrices associées aux discrétisations usuelles du terme convectif, mais que cet ajout
n’influence quasiment pas le temps CPU.
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Chapitre 6
Résolution numérique du problème
MHDTE
L’objectif du présent chapitre est de décrire la méthode utilisée pour trouver la forme
des talus stationnaires présents dans le processus de Hall-Héroult. L’algorithme utilisé dans
le cadre de ce travail est du même type que celui de Y. Safa (voir [48]). Cependant, de nom-
breuses améliorations ont été apportées, telles que l’introduction des éléments finis P1-bulle
P1, ainsi qu’un modèle de viscosité turbulente dans le solveur Navier-Stokes stationnaire.
Nous utilisons également le schéma conservatif (L6) présenté dans le chapitre 5 afin d’éviter
une surestimation du volume des talus sationnaires. L’algorithme de la section 4.6 nous per-
mettant de calculer des interfaces aluminium-bain stationnaires lorsque le creuset contenant
les fluides est modélisé, nous pouvons dès lors calculer des talus stationnaires avec des inter-
faces aluminium-bain non planes, ce qui est un grand changement par rapport aux travaux
de Y. Safa. L’étude de l’influence de l’interface sur les talus est dès lors possible. En plus de
ces améliorations, le partage des tétraèdres développé au chapitre 3 est utilisé afin de gagner
en précision sur le front de solidification. L’explication détaillée de toutes ces améliorations
constitue l’objectif du présent chapitre.
Après une brève introduction, nous présentons les schémas numériques utilisés pour ré-
soudre chacun des problèmes (potentiel, hydrodynamique et thermique), puis nous décrivons
l’algorithme utilisé pour trouver la solution stationnaire du problème MHD-thermoélectrique
(abrégé MHDTE). Nous terminons cette partie par la présentation de la méthode d’adapta-
tion de maillage utilisée afin de gagner en précision sur le front de solidification.
6.1 Introduction et notations utilisées
Afin de simplifier la présentation du problème MHDTE, nous supposons que l’interface
aluminium-bain Γ est donnée au cours du temps. Pour des raisons de simplification, nous
faisons également l’hypothèse qu’une approximation ~Bh du champ d’induction est connue au
cours du temps. Comme dans le chapitre 4, ~Bh est une approximation du champ d’induction
~B correspondant à une interface aluminium-bain horizontale.
67
CHAPITRE 6. RÉSOLUTION NUMÉRIQUE DU PROBLÈME MHDTE
Soit Sh une triangulation de la cuve d’électrolyse Λ de paramètre h > 0. Soit encore ∆t > 0
et tn = n∆t avec n ∈ N une discrétisation uniforme de l’intervalle (0,∞). L’approche choisie
pour calculer les zones solides stationnaires est une méthode de marche temporelle qui, pour
rappel, consiste à calculer les valeurs des différentes variables (la température T , l’enthalpie
H, le champ de vitesse ~u et la densité de courant ~j) au temps tn+1 en fonction de leur valeur
au temps tn. Ainsi, dans toute la section 6.2, nous supposons connus
1. Une approximation Hnh de l’enthalpie au temps tn sur le maillage Sh,
2. Une approximation Tnh de la température au temps tn sur la triangulation Sh,
3. Une approximation ~unh du champ de vitesse au temps tn sur le maillage Sh.
Soit Uh une triangulation du domaine Ω telle que Sh soit un prolongement du maillage Uh (au
sens de la section 4.1) et soit Pbc un sommet du maillage Uh. Comme pour la présentation de
la MHD sur un maillage fixe (chapitre 4), nous introduisons maintenant les espaces éléments
finis utilisés dans ce chapitre. Ainsi, nous considérons l’espace
Jh =
{
W ∈ C0(Λ) : W |K ∈ P1(K) ∀K ∈ Sh et W (Pbc) = 0
}
, (6.1)
qui est utilisé pour le calcul de la densité de courant au temps tn+1. Pour l’approximation de
la température au temps tn+1, nous utilisons l’espace suivant :
Θh =
{
ψ ∈ C0(Λ) : ψ|K ∈ P1(K) ∀K ∈ Sh
}
. (6.2)
En reprenant la définition de BK faite à la section 4.1, les espaces élements finis utilisés pour
la résolution numérique des équations de Navier-Stokes sont
Vh =
{
~v ∈ (C0(Ω))3 : ~v|K ∈ (P1(K)⊕BK)3,∀K ∈ Uh et ~v|∂Ω = ~0
}
, (6.3)
pour la vitesse et
Qh =
{
q ∈ C0(Ω) : q|K ∈ P1(K) ∀K ∈ Uh et q(Pbc) = 0
}
. (6.4)
pour la pression.
6.2 Schémas numériques
Nous présentons à présent les schémas numériques utilisés pour la résolution du problème
MHDTE. Comme dans le chapitre 4, nous débutons par le schéma numérique utilisé pour
calculer la densité de courant, suivi de l’algorithme utilisé pour résoudre les équations de
Navier-Stokes stationnaires. Nous terminons avec la présentation de la méthode utilisée pour
calculer la température et l’enthalpie.
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6.2.1 Potentiel et courant
Nous rappelons que la densité de courant est définie sur toute la cuve d’électrolyse Λ
et qu’en conséquence, le calcul de la densité de courant au temps tn+1 est effectué sur le
domaine Λ (donc sur le domaine fluide Ω, les anodes, les cathodes, les isolants, le caisson fer-
romagnétique, etc.). En utilisant une méthode de Galerkin classique, la discrétisation spatiale
du problème (2.26) est : trouver V n+1h ∈ Jh telle que∫
Λ
σ~∇V n+1h · ~∇Whdx =
∫
Λ
σ(~unh ∧ ~Bh) · ~∇Whdx
+ I|Γin|
∫
Γin
Whds− I|Γout|
∫
Γout
Whds
(6.5)
pour tout Wh ∈ Jh. Une fois le potentiel V n+1h connu, l’approximation ~jn+1h de la densité de
courant au temps tn+1 est obtenue de manière directe par la relation
~jn+1h = σ
(
−~∇V n+1h + ~unh ∧ ~Bh
)
. (6.6)
Notons que dans la formulation faible (6.5), la vitesse ~unh utilisée lors de l’intégration du
terme σ(~unh ∧ ~Bh) est le prolongement par ~0 du champ de vitesse ~unh du maillage Uh au
maillage Sh.
6.2.2 Hydrodynamique
Comme mentionné précédemment, le pas de temps ∆t utilisé pour le calcul des talus sta-
tionnaires est de l’ordre de 1000 secondes. Dans un cas stable, les simulations numériques ont
montré qu’une solution stationnaire du problème MHD avec interface libre est obtenue après
500 secondes. Ainsi, nous faisons l’hypothèse qu’entre tn et tn+1, l’écoulement des fluides a
atteint un régime stationnaire. Par conséquent, les équations de Navier-Stokes stationnaires
sont utilisées afin de modéliser l’écoulement des fluides dans le problème thermoélectrique.
En multipliant les équations de Navier-Stokes stationnaires par une fonction test ~v et en
les intégrant sur le domaine Ω, la forme faible de celles-ci est : trouver ~u ∈ (H10 (Ω))3 et
p ∈ L20(Ω) telles que
∫
Ω
(
2µε(~u) : ε(~v) + ρ(~u · ~∇)~u · ~v − pdiv~v +Kε~u · ~v
)
dx
=
∫
Ω
(ρ~g +~j ∧ ~B) · ~vdx,∫
Ω
q div ~udx = 0,
(6.7)
pour tout ~v ∈ (H10 (Ω))3, tout q ∈ L20(Ω) et où Kε est calculé avec la fraction liquide au
temps tn, notée fnl . Afin de mieux modéliser l’écoulement des fluides, nous utilisons le modèle
de viscosité turbulente défini à la section 4.3.1. En notant
|ε(~u)| =
2 3∑
i,j=1
(εij(~u))2
 12 ,
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nous rappelons que ce modèle de viscosité turbulente est défini par
µ(|ε(~u)|) = µL + αtρl2|ε(~u)|,
où µL est la viscosité laminaire, αt > 0 est un paramètre adimensionnel et l est une longueur
caractéristique égale à 1 dans nos simulations. L’introduction de ce modèle de turbulence
ajoute une non-linéarité sur le terme visqueux dans les équations de Navier-Stokes station-
naires. Afin de résoudre numériquement le problème (6.7), nous utilisons une méthode de
type Newton développée dans [29]. Cet algorithme permet de traiter simultanément la non-
linéarité de la viscosité et du terme de convection. Soit K un entier positif. En notant
µ′(|ε(~u)|) = αtρ et ~u0h le champ de vitesse initial, le schéma utilisé pour résoudre les équa-
tions de Navier-Stokes stationnaires est : pour k = 0, . . . ,K, trouver ~uk+1h ∈ Vh, pk+1h ∈ Qh
telles que
∫
Ω
2µ(|ε(~ukh)|)ε(~uk+1h ) : ε(~vh)dx+
∫
Ω
ρ(~ukh · ~∇)~uk+1h · ~vhdx
+
∫
Ω
ρ(~uk+1h · ~∇)~ukh · ~vhdx−
∫
Ω
pk+1h div~vhdx+
∫
Ω
Kε~u
k+1
h · ~vhdx
+
∫
Ω
µ′(|ε(~ukh)|)
|ε(~ukh)|
(ε(~ukh) : ε(~uk+1h ))(ε(~u
k
h) : ε(~vh))dx
=
∫
Ω
(ρ~g +~jn+1h ∧ ~Bh) · ~vhdx+
∫
Ω
ρ(~ukh · ~∇)~ukh · ~vhdx
+
∫
Ω
µ′(|ε(~ukh)|)
|ε(~ukh)|
(ε(~ukh) : ε(~ukh))(ε(~ukh) : ε(~vh))dx∫
Ω
qh div ~uk+1h = 0
(6.8)
pour tout ~vh ∈ Vh et tout qh ∈ Qh.
Remarque 6.2.1. Habituellement, le champ de vitesse ~u0h utilisé comme condition initiale
de (6.8) est l’approximation ~unh du champ de vitesse ~u au temps tn. Lors du calcul de
l’approximation du champ de vitesse ~u au temps t1 = ∆t, nous prenons comme condition
initiale ~u0h = ~0 ainsi que le tenseur de viscosité
µ =
 10 10 0.510 10 0.5
0.5 0.5 1

pour le premier pas de la méthode de Newton (6.8). Les coefficients du tenseur de viscosité
ci-dessus sont issus d’une étude théorique et ont été utilisés dans différents articles (voir
[16, 17]).
6.2.3 Température et enthalpie
Dans cette partie du document, nous présentons le schéma numérique utilisé pour résoudre
numériquement le problème (2.32). Soit ~un+1h l’approximation du champ de vitesse au temps
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tn+1 calculée au paragraphe 6.2.2 et notons Tn et Hn des approximations de la température
et de l’enthalpie au temps tn. En utilisant un schéma semi-implicite pour la discrétisation
temporelle de (2.32), on obtient le problème : trouver Hn+1, Tn+1 ∈ H1(Λ) telles que
∫
Λ
(
Hn+1 −Hn
∆t ψ + κ(T
n)~∇Tn+1 · ~∇ψ + ρCp(~un+1h · ~∇Tn+1)ψ
)
dx
+
∫
∂Λ
αTn+1ψds =
∫
Λ
‖~jn+1‖2
σ(Tn) ψdx+
∫
∂Λ
αTaψds,
(6.9)
pour tout ψ ∈ H1(Λ). Soit Ts (resp. T`) la température à laquelle le bain est totalement
solide (resp. liquide) et notons Hs (resp. H`) l’enthalpie correspondante. Nous rappelons
que la relation liant l’enthalpie H à la température étant monotone croissante, il existe une
fonction β : [0,∞)→ [0,∞) telle que T = β(H) (voir Figure 6.1).
Figure 6.1 – Illustration graphique des relations entre la température et l’enthalpie.
Nous faisons l’hypothèse que le changement de phase n’est pas effectué de manière
isotherme, i.e. Ts < T`, mais de manière linéaire sur l’intervalle [Ts, T`] afin d’éviter une
dégénérescence de la solution de (2.32). Cela a pour conséquence que la fonction β est
bijective, linéaire par morceaux et continue. Sous cette hypothèse, en dérivant formellement,
nous obtenons
∂T
∂t
= β′(H)∂H
∂t
⇐⇒ ∂H
∂t
= 1
β′(H)
∂T
∂t
, (6.10)
et nous posons
Hn+1 −Hn
∆t = γ
Tn+1 − β(Hn)
∆t , (6.11)
où γ > 0 est un paramètre de relaxation du schéma correspondant au terme 1β′(H) . En
71
CHAPITRE 6. RÉSOLUTION NUMÉRIQUE DU PROBLÈME MHDTE
utilisant la relation (6.11), le problème (6.9) devient : trouver Tn+1 ∈ H1(Λ) telle que∫
Λ
(
γ
Tn+1 − β(Hn)
∆t ψ + κ(T
n)~∇Tn+1 · ~∇ψ + ρCp(~un+1h · ~∇Tn+1)ψ
)
dx
+
∫
∂Λ
αTn+1ψds =
∫
Λ
‖~jn+1‖2
σ(Tn) ψdx+
∫
∂Λ
αTaψds,
(6.12)
pour tout ψ ∈ H1(Λ). Nous posons alors
Hn+1 = Hn + γ(Tn+1 − β(Hn)). (6.13)
Notons que dans la formulation (6.12), Tn+1 est une pseudo-température lorsque γ 6= 1β′(H) ,
la vraie température Tn+1 satisfaisant la relation Tn+1 = β(Hn+1). Afin d’éviter toute
ambiguïté, la pseudo-température au temps tn+1 sera notée θn+1. Ainsi, le problème (6.12)
se réécrit : trouver θn+1 ∈ H1(Λ) telle que∫
Λ
(
γ
θn+1 − β(Hn)
∆t ψ + κ(T
n)~∇θn+1 · ~∇ψ + ρCp(~un+1h · ~∇θn+1)ψ
)
dx
+
∫
∂Λ
αθn+1ψds =
∫
Λ
‖~jn+1‖2
σ(Tn) ψdx+
∫
∂Λ
αTaψds,
(6.14)
pour tout ψ ∈ H1(Λ), et on pose
Hn+1 = Hn + γ(θn+1 − β(Hn)),
Tn+1 = β(Hn+1).
(6.15)
Si le schéma (6.14) converge vers une solution stationnaire lorsque n tend vers l’infini, nous
tirons de (6.15) que la pseudo-température stationnaire θ satisfait θ = β(H), oùH représente
l’enthalpie stationnaire. Ainsi, θ est la vraie température lorsque le schéma (6.14) a convergé.
Notons encore qu’il a été prouvé que le schéma (6.14) - (6.15) est stable si le paramètre de
relaxation γ satisfait 0 < γ ≤ 1sups∈R+ β′(s) (voir par exemple [5, 33, 38]).
Introduisons à présent quelques notations avant de présenter la discrétisation en espace
du problème (6.14). Nous rappelons que des approximations éléments finis Hnh et Tnh de
l’enthalpie et de la température au temps tn sont connues. Soit β(Hnh ) = 1|Λ|
∫
Λ β(Hnh )dx la
moyenne de β(Hnh ) sur Λ et β˜(Hnh ) = β(Hnh )− β(Hnh ). Soient encore β1 > 0 et β2 > 0 des
paramètres de stabilisation, hK le diamètre du tétraèdre K ∈ Sh et la fonction δK définie
par la relation
δK =
{
PeK si PeK < 1
1 si PeK ≥ 1,
(6.16)
où PeK est le nombre de péclet local défini par
PeK = ρCp
‖~u‖hK
3κ(Tnh )
.
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Soient encore θn+1h = 1|Λ|
∫
Λ θ
n+1
h dx la moyenne de θn+1h sur Λ et θ˜n+1h = θn+1h − θ
n+1
h . En
discrétisant (6.14) par une méthode des éléments finis standard combinée avec le schéma
conservatif (L6), la discrétisation spatiale du problème (6.14) est : trouver θ˜n+1h ∈ Θh,
θ
n+1
h ∈ R et λn+1 ∈ R tels que
∫
Λ
γ
θ˜n+1h
∆t ψhdx+
∫
Λ
κ(Tnh )~∇θ˜n+1h · ~∇ψhdx+
∫
Λ
ρCp(~un+1h · ~∇θ˜n+1h )ψhdx
+
∫
∂Λ
αθ˜n+1h ψhds+
∫
∂Λ
αθ
n+1
h ψhds+ λn+1
∫
Λ
ψhdx
+
∑
K∈Th
β1
∫
K
δKhK∥∥∥~un+1h ∥∥∥ρCp(~un+1h · ~∇θ˜n+1h )(~un+1h · ~∇ψh)dx
+
∑
K∈Th
β2
∫
K
ρCpδKhK
∥∥∥~un+1h ∥∥∥ (~∇θ˜n+1h · ~∇ψh)dx
=
∫
Λ
‖~jn+1h ‖2
σ(Tnh )
ψhdx+
∫
∂Λ
αTaψhds+
∫
Λ
γ
β˜(Hnh )
∆t ψh, dx
∫
∂Λ
αθ˜n+1h ds+
(
γ
|Λ|
∆t +
∫
∂Λ
αds
)
θ
n+1
h =
∫
Λ
fn+1h dx+
∫
Λ
αTadx+ γ
|Λ|
∆tβ(H
n
h ),
∫
Λ
θ˜n+1h dx = 0,
(6.17)
pour tout ψh ∈ Θh. Une fois θ˜n+1h et θ
n+1
h connus, nous mettons à jour l’enthalpie et la
température en utilisant les relations
θn+1h = θ˜
n+1
h + θ
n+1
h ,
Hn+1h = H
n
h + γ(θn+1h − β(Hnh )),
Tn+1h = β(H
n+1
h ).
(6.18)
Dans la suite de ce document, le schéma (6.17)-(6.18) sera appelé schéma de Chernoff
conservatif.
Remarque 6.2.2. Afin de supprimer des oscillations numériques nuisant à la précision de
la frontière solide-liquide, nous avons ajouté deux termes de stabilisation dans le schéma
(6.17). Le premier est un terme de type SUPG, qui permet de supprimer les oscillations dans
la direction du champ de vitesse. Le second est un terme de diffusion artificielle (voir [44])
permettant de supprimer les oscillations numériques transverses au champ de vitesse.
Remarque 6.2.3. Dans la section 2.1, nous avons supposé connue la fraction liquide fl
en fonction de la température T pour toute température T , c’est-à-dire la valeur de fl(T )
pour tout T . Au moyen de la fonction β : [0,∞) → [0,∞), il est possible de redéfinir
la fraction liquide comme fonction de l’enthalpie en définissant f l(H) = fl(β(H)). Afin
d’alléger l’écriture, nous notons la fraction liquide fl lorsqu’il n’y a pas d’ambiguïté.
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6.2.4 Modèle de conductivité thermique turbulente
La température T est transportée par un champ de vitesse ~u turbulent qui permet de
mieux diffuser la température T (voir [43, 13]). Afin d’en tenir compte dans les simulations
numériques, nous introduisons un modèle de conductivité thermique turbulente similaire à
(4.8) en posant
κ = κL + κt, (6.19)
où λL est la conductivité thermique des fluides pour un écoulement laminaire et λt une
correction afin de tenir compte de la turbulence. En se basant sur les ouvrages [43, 13], la
viscosité turbulente µt est liée au paramètre λt par la relation suivante :
κt =
µtCp
Prt
, (6.20)
où Prt est le nombre de Prandtl turbulent. Sur les recommandations de [22], nous prenons
un nombre de Prandtl turbulent constant dans les fluides et égal à 0.65. Ainsi, le modèle de
conductivité thermique turbulente utilisé est :
κ|K = κL + βtρCpδKh2K
 3∑
i,j=1
(εij(~u))2
 12 ∀K ∈ Sh, (6.21)
où βt > 0 est un paramètre numérique à ajuster, δK est la fonction définie par la relation
(6.16) et hK est le diamètre du tétraèdre K de Sh.
6.3 Résolution du problème MHDTE avec interface fixée
Nous décrivons à présent la méthode de marche temporelle utilisée pour trouver la solution
stationnaire du problème MHDTE. Nous rappelons que pour des raisons de simplification,
l’interface aluminium-bain Γ est supposée connue et fixe au cours du temps. Soit donc Sh
une triangulation de la cuve d’électrolyse Λ de paramètre h > 0 conforme à la position de
l’interface Γ. Soient encore ~u0h et H0h des approximations du champ de vitesse initial ~u0 et de
l’enthalpie initiale H0. Notons encore fnl et σn la fraction liquide et la conductivité électrique
au temps tn. L’algorithme utilisé pour calculer la solution stationnaire du problème MHDTE
est alors : pour n ≥ 0,
1. Calculer la fraction liquide fnl à partir de Hnh .
2. Calculer la densité de courant ~jn+1h avec le schéma (6.5) et la relation (6.6), en utilisant
~unh comme champ de vitesse et σn comme conductivité électrique.
3. Calculer le champ de vitesse ~un+1h sur le maillage Uh avec le schéma (6.8), en utilisant
fnl comme fraction liquide et ~jn+1h comme densité de courant.
4. Calculer Tn+1h à l’aide du schéma de Chernoff conservatif (6.17), en utilisant ~un+1h
comme champ de vitesse, ~jn+1h comme densité de courant et σn comme conductivité
électrique.
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La méthode est illustrée dans la Figure 6.2.
Figure 6.2 – Algorithme de couplage MHD-thermique avec interface fixée.
6.4 Adaptation locale du maillage au front de solidification
Lors du calcul des talus stationnaires, des oscillations de la fraction liquide apparaissent
sur le front de solidification lorsque les talus sont quasi-stationnaires. Ces oscillations sont
problématiques, car elles ralentissent la convergence vers une solution stationnaire. Afin d’en
limiter l’effet, et pour gagner en précision sur le front de solidification, nous utilisons le
raffinement de maillage développé à la section 3.3.1. Durant toute cette section, pour des
raisons de simplification, nous supposons que l’interface aluminium-bain est horizontale et
qu’elle ne varie pas au cours du temps. Nous reprenons également les notations introduites
dans la section 6.1 et nous rappelons que le front de solification F est défini par
F = {~x ∈ Ω : fl(H(~x)) = 0.5} . (6.22)
Avant de présenter la méthode utilisée dans nos travaux, nous introduisons la définition
suivante.
Définition 6.4.1. Soit Snh une triangulation de la cuve d’électrolyse Λ. Snh est dite conforme
à la position du front de solidification F au temps tn si F est une réunion de faces de
tétraèdres de Snh .
6.4.1 Raffinement de la triangulation
Soit Sh une triangulation de la cuve d’électrolyse Λ conforme à une interface aluminum-
bain horizontale et soit Uh une triangulation du domaine Ω telle que Sh soit un prolongement
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du maillage Uh (au sens de la section 4.1). Nous supposons qu’une approximation fnl de la
fraction liquide au temps tn est connue sur les sommets du maillage Uh. Nous définissons
alors la fonction
χnh(~x) =
 f
n
l (~x)−
1
2 si ~x ∈ Ω,
0 si ~x ∈ Λ \ Ω.
(6.23)
Le maillage Sh est alors raffiné à l’aide de l’algorithme du paragraphe 3.3.1 utilisé avec la
fonction χnh définie par (6.23) et notons Snh le maillage raffiné obtenu. De par sa construction,
Snh est une triangulation en tétraèdres du domaine Λ conforme à la position du front de
solidification au temps tn.
6.4.2 Calculs des talus stationnaires
Notons Snh et Unh les triangulations des domaines Λ et Ω conformes à la position du front
de solidification au temps tn telles que Snh soit un prolongement du maillage Unh (au sens
de la section 4.1). Soit encore ~u0h et ~H0h des approximations de la vitesse et de l’enthalpie
initiale. L’algorithme de raffinement de maillage utilisé pour calculer les talus stationnaires
est le suivant : pour n ≥ 0,
1. Calculer la fonction χnh sur le maillage Sh en utilisant la relation (6.23).
2. Raffiner le maillage Sh en une triangulation Snh conforme à la position du front de
solidification au temps tn en utilisant l’algorithme (3.3.1) appliqué à la fonction χnh.
3. Interpoler la température Tnh , l’enthalpie Hnh , l’induction ~Bh et le champ de vitesse ~unh
du maillage Sh à la triangulation Snh en utilisant la méthode du paragraphe 4.5.
4. Imposer les conditions de bord des différents problèmes, à savoir,
• Potentiel électrique,
• Hydrodynamique,
• Température et enthalpie.
5. Calculer la fraction liquide fnl à partir de Hnh .
6. Calculer la densité de courant ~jn+1h avec le schéma (6.5) et la relation (6.6), en utilisant
~unh comme champ de vitesse et σn comme conductivité électrique.
7. Calculer le champ de vitesse ~un+1h sur le maillage Unh avec le schéma (6.8), en utilisant
fnl comme fraction liquide et ~jn+1h comme densité de courant.
8. Calculer Tn+1h à l’aide du schéma de Chernoff conservatif (6.17), en utilisant ~un+1h
comme champ de vitesse, ~jn+1h comme densité de courant et σn comme conductivité
électrique.
9. Restreindre ~un+1h , Tn+1h et Hn+1h du maillage Snh à la triangulation Sh.
10. Effacer tout ce qui est lié à Snh et Unh .
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6.5 Conclusions
L’algorithme utilisé pour trouver les talus stationnaires a subi de nombreuses améliora-
tions depuis les travaux de Y. Safa [48]. Avec l’introduction du modèle de viscosité turbulente,
l’écoulement des fluides est plus réaliste et permet de mieux diffuser la température. Afin de
tenir compte de cette meilleure diffusion de la température, nous avons introduit un modèle
de conductivité thermique turbulente. De plus, l’utilisation du schéma de Chernoff conservatif
entraîne que le volume des talus stationnaires n’est plus surestimé, contrairement à l’algo-
rithme utilisé dans [48]. Ainsi, l’approche développée dans nos travaux permet d’obtenir des
résultats plus réalistes que la méthode utilisée par Y. Safa. En conclusion, nous recomman-
dons l’usage de la méthode du paragraphe 6.3 pour le calcul des talus stationnaires présents
dans le processus de Hall-Héroult.
De plus, l’algorithme de la section 4.6 permettant de calculer des interfaces aluminium-
bain stationnaires lorsque le creuset contenant les fluides est modélisé, les talus stationnaires
peuvent désormais être obtenus avec une frontière aluminium-électrolyte non plane. Cela
est une amélioration importante qui nous permet d’étudier l’influence de l’interface sur les
talus, chose qu’il était impossible de faire dans le logiciel alucell avant le présent travail.
Une étude de l’impact de la frontière aluminium-bain sur les zones solides stationnaires est
effectuée dans le prochain chapitre.
En plus de ces améliorations, nous avons développé au paragraphe 6.4 un algorithme basé
sur le raffinement du maillage développé dans la section 3.3.1. Cette nouvelle méthode raffine
la triangulation au voisinage du front de solidification, ce qui permet d’avoir plus d’inconnues
à proximité de la frontière liquide-solide, et donc plus de précision sur le front de solidification.
De plus, avec l’algorithme de la section 6.4, le domaine liquide Ωliq est connu de manière
explicite, ce qui permet de résoudre les équations de Navier-Stokes uniquement sur Ωliq.
Cela entraîne une diminution du temps CPU pris pour la résolution du problème (6.8), qui
peut éventuellement diminuer le temps CPU pris pour calculer les talus stationnaires. Nous
reviendrons sur ce point dans le chapitre 7. La validation de la méthode de la section 6.4
est effectuée dans le prochain chapitre, de même que sa comparaison avec l’algorithme du
paragraphe 6.3.
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Chapitre 7
Validation numérique
La première partie de ce chapitre est consacrée à la validation de l’algorithme eulérien
de type transitoire développé au chapitre 4. Dans la suite de ce document, la méthode
de la section 4.6 sera souvent appelée approche eulérienne afin d’alléger l’écriture. Notre
algorithme eulérien est validé sur plusieurs situations physiques, comme par exemple les modes
gravitationnels et l’expérience de Coventry. Les résultats transitoires obtenus par le schéma de
la section 4.6 sont comparés avec ceux de l’approche lagrangienne utilisée jusqu’à maintenant
(voir [51]). Nous montrons que les deux approches donnent des résultats similaires lorsque la
solidification des fluides est négligée, c’est-à-dire lorsque le domaine solide Ωs est vide. Les
solutions stationnaires du problème MHD avec interface libre obtenues par les algorithmes
eulérien et lagrangien sont également comparées sur une cuve d’électrolyse simplifiée, ainsi
que sur une cuve réelle. Les résultats obtenus montrent que la méthode développée à la
section 4.6 est implémentée de manière correcte et permet de retrouver les résultats obtenus
par l’algorithme transitoire de type lagrangien utilisé jusqu’à maintenant.
La deuxième partie de ce chapitre est consacrée aux interactions du processus de solidifi-
cation avec l’interface aluminium-bain. Dans le paragraphe 7.2, en utilisant l’algorithme de la
section 4.6, nous étudions l’influence des talus sur l’interface aluminium-bain en comparant
les interfaces stationnaires obtenues pour différents domaines solides Ωs. Il ressort de cette
étude que l’interface est sensible à la forme des talus. Dans la section 7.3, l’influence de
l’interface aluminium-bain sur les talus stationnaires est également étudiée. Nous montrons
que ceux-ci sont peu sensibles à la position de la frontière aluminium-électrolyte.
Nous concluons ce chapitre avec la validation de l’algorithme de raffinement local du
maillage au voisinage du front de solidification présenté au chapitre 6. Autant pour une cuve
d’électrolyse simplifiée que sur une cuve industrielle, nous comparons la solution stationnaire
obtenue par l’algorithme de la section 6.4 avec celle trouvée par la méthode du paragraphe
6.3. Nous montrons que le raffinement du maillage au voisinage du front de solidification ne
change que très légèrement la forme des talus stationnaires.
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7.1 Validation de la MHD sur maillage fixe
Le but de cette section est de montrer que l’algorithme transitoire de type eulérien dé-
veloppé au chapitre 4 est implémenté de manière correcte. Nous comparons également les
résultats obtenus par notre méthode avec ceux trouvés par l’approche lagrangienne utilisée
jusqu’à maintenant. Dans un premier temps, nous validons notre algorithme dans le cas par-
ticulier où le domaine solide Ωs est vide. Avec cette hypothèse, les résultats obtenus par
la méthode développée au paragraphe 4.6 peuvent ainsi être comparés à ceux trouvés par
l’approche lagrangienne utilisée jusqu’à maintenant. Pour commencer, nous comparons les
résultats transitoires obtenus par les algorithmes lagrangien [51] et eulérien du paragraphe
4.6 dans une situation physique où les forces agissant sur les fluides sont uniquement gravi-
tationnelles, puis sur la reproduction numérique d’une expérience de laboratoire (l’expérience
de Coventry). Nous comparons également les solutions stationnaires trouvées par les algo-
rithmes lagrangien et eulérien sur une cuve d’électrolyse simplifiée, appelée cuve numérique,
ainsi que sur une cuve industrielle Nous terminons cette section avec la validation de la
méthode d’extension de la déformation de l’interface dans les talus développée à la section
4.4.3.
7.1.1 Modes gravitationnels
Le but de cette section est de vérifier l’implémentation de l’algorithme eulérien développé
au paragraphe 4.6. Pour ce faire, nous simulons numériquement le premier mode gravitation-
nel des équations d’Euler, sur lequel des résultats théoriques sont disponibles. En conséquence,
le problème considéré dans ce paragraphe est celui de deux fluides immiscibles à viscosité nulle
soumis uniquement à la force de gravitation. Dans cette configuration particulière, il est pos-
sible de connaître l’évolution temporelle de l’interface si la frontière initiale entre les fluides
est bien choisie.
Soit Ω = [−Lx, Lx]×[−Ly, Ly]×[−Lz, Lz] ⊂ R3 un parallélépipède, T > 0 et notons ρ1 la
densité du fluide le plus lourd (situé en dessous) et ρ2 < ρ1 la densité du deuxième fluide. Le
problème considéré dans ce paragraphe est : trouver un champ de vitesse ~u : (0, T )×Ω→ R3,
une pression p : (0, T )× Ω→ R et une fonction level-set ϕ : (0, T )× Ω→ R telles que
ρ
∂~u
∂t
+ ρ(~u · ~∇)~u+ ~∇p = ρ~g dans Ω
div ~u = 0 dans Ω,
~u · ~n = 0 sur ∂Ω,
∂ϕ
∂t
+ ~u · ~∇ϕ = 0 dans Ω.
(7.1)
Nous complétons le problème (7.1) avec les conditions intiales ~u(0) = (0, 0, 0)T et ϕ(0) =
ϕ0. Il est possible de montrer que si l’interface initiale du problème (7.1) est sinusoïdale,
l’interface reste une sinusoïde au cours du temps (voir [31], article 231), comme illustré dans
la Figure 7.1. Dans cette figure, la surface rouge représente l’interface initiale et la surface
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Figure 7.1 – Situation physique et notations utilisées.
bleue l’interface après une demi-période. La surface verte représente la position d’équilibre
de l’interface.
Plus précisément, soit A > 0 l’amplitude de la défomation de l’interface. Nous faisons
l’hypothèse que A Lx et A Lz. Soit encore k = pi2Lx et considérons l’interface initale
Γ0 = {(x, y, z) ∈ Ω : z = A cos [k(x+ Lx)]} . (7.2)
Soit encore ϕ0 la fonction level-set associée à Γ0. Sous ces conditions, l’interface entre les
fluides au temps t est alors donnée par la relation
Γ(t) = {(x, y, z) ∈ Ω : z = A cos[k(x+ Lx)] cos(ωt)}, (7.3)
où ω est défini par la relation
ω2 = gk(ρ1 − ρ2)
ρ1 coth(kLz) + ρ2 coth(kLz)
, (7.4)
et où g est l’accélération gravifique terrestre (voir [31]). Notons encore que sous ces hypo-
thèses, l’écoulement des fluides est invariant dans la direction Oy. Ainsi, le problème considéré
ici est bidimensionnel.
Simulation numérique
Du fait de l’absence de forces de Lorentz dans le problème (7.1), nous résolvons ce dernier
en utilisant l’algorithme de la section 4.6 sans faire les étapes liées aux aspects électromagné-
tiques (découpe des anodes, calcul du potentiel, etc.). De plus, les fluides considérés étant à
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viscosité nulle, il est nécessaire d’adapter le schéma (4.10) afin de tenir compte de ce fait.
Cela est effectué en ajoutant un terme de stabilisation de type SUPG dans le problème (4.10)
et en négligeant le terme visqueux. En reprenant les notations du chapitre 4, le schéma utilisé
pour trouver une approximation du champ de vitesse au temps tn+1 est : pour n ∈ N, trouver
~un+1h ∈ Vnh et p˜n+1h ∈ Qnh telles que
∫
Ω
(
ρ
~un+1h − ~unh
∆t · ~vh + ρ(~u
n
h · ~∇)~un+1h · ~vh − p˜n+1h div~vh
)
dx
+
∑
K∈Un
h
∫
K
βehK
2‖~unh‖L2(K)
(~unh · ~∇)~un+1h · (~unh · ~∇)~vhdx =
∫
Ω
~Fn+1h · ~vhdx,∫
Ω
qh div ~un+1h dx = 0,
(7.5)
pour tout ~vh ∈ Vnh , tout qh ∈ Qnh, où βe > 0 est un paramètre de stabilisation. Notons
encore que dans (7.5), la pénalisation de Carman-Kozeny a été omise vu que le domaine Ωs
est supposé vide. Ainsi, l’algorithme utilisé pour résoudre le problème (7.1) est celui de la
section 4.6, sans les étapes liées au problème électromagnétique, et où le schéma (4.10) est
remplacé par le schéma (7.5).
Le domaine Ω considéré pour la résolution numérique de (7.1) est Ω = (−12 , 12)×(− 120 , 120)×
(−12 , 12). Les calculs sont effectués sur un maillage structuré isotrope de paramètre h > 0
et avec un pas de temps ∆t = 5h. Nous simulons T = 60 [s] d’évolution temporelle du
problème (7.1). Les densités utilisées sont celles de l’aluminium et du bain, c’est-à-dire
ρ1 = 2270 [kg/m3] et ρ2 = 2130 [kg/m3]. Sous ces hypothèses, la fréquence d’oscillation
théorique vaut ωe = 0.948 [Hz]. Ainsi, la période d’oscillation théorique est Te = 6.625 [s].
Concernant les paramètres de stabilisation, nous avons pris βe = 2.0 pour la stabilisation
SUPG des équations d’Euler et β = 10−2 pour la stabilisation SUPG de l’équation de trans-
port de la fonction level-set (voir (4.13)). Ces paramètres ont été calculés de telle sorte qu’une
diminution de ceux-ci entraîne des instabilités numériques lors de la résolution numérique du
problème (7.1). Le lissage de l’interface est effectué avec des polynômes de degré 5 dans la
direction Ox et des polynômes de degré 0 dans la direction Oy. La tolérance géométrique
utilisée dans l’algorithme de raffinement de maillage est εgeom = 0.0125 (voir section 3.3.1
pour un rappel de son utilisation). Avec cette valeur, l’interface est capturée de manière
précise et les tétraèdres de petit volume sont peu nombreux, comme illustré dans la Figure
7.2.
Soit Π = (−12 , 12) × (− 120 , 120). Nous rappelons que l’interface Γ(t) est le graphe d’une
fonction lisse g : (0, T )× Π→ R et soit le plan z = z0 la position d’équilibre de l’interface.
Soit encore la fonction h(t, x, y) = g(t, x, y) − z0, où (x, y) ∈ Π. Afin de confronter les
approches eulérienne et lagrangienne, nous regardons l’évolution temporelle de la fonction
h(t,−12 , 0) trouvée par chacune des approches sur des maillages isotropes structurés de
paramètre h = 120 ,
1
40 et
1
80 . Nous obtenons alors les résultats présentés dans les Figures
7.3, 7.4 et 7.5.
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Figure 7.2 – Illustration du raffinement de maillage au voisinage de l’interface dans le cas
des modes gravitationnels.
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Figure 7.3 – Evolution temporelle de l’interface pour les approches eulérienne et lagran-
gienne sur un maillage de paramètre h = 0.05 et pour un pas de temps ∆t = 0.25.
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Figure 7.4 – Evolution temporelle de l’interface pour les approches eulérienne et lagran-
gienne sur un maillage de paramètre h = 0.025 et pour un pas de temps ∆t = 0.125.
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Figure 7.5 – Evolution temporelle de l’interface pour les approches eulérienne et lagran-
gienne sur un maillage de paramètre h = 0.0125 et pour un pas de temps ∆t = 0.0625.
Dans toutes ces figures, nous avons mis le graphe de l’évolution temporelle théorique de
l’interface afin de visualiser l’erreur produite par chacun des schémas. Nous constatons que
la méthode eulérienne développée dans ce document diffuse et disperse légérement moins
que l’approche lagrangienne, et ce sur tous les maillages utilisés. Concernant les périodes
d’oscillation de l’interface, nous obtenons les valeurs présentées dans laTable 7.1. La période
théorique Te étant de 6.625 [s], nous constatons que les valeurs obtenues ne sont éloignées de
celle-ci que de 3.9% au maximum. Cela signifie que l’algorithme transitoire de type eulérien
de la section 4.6 est bien implémenté, mais également que les paramètres de stabilisation
βe et β ne sont peut-être pas optimaux. Remarquons également que les périodes obtenues
par les deux algorithmes sont très proches, quel que soit le maillage utilisé. Ceci provient de
la discrétisation temporelle du problème. En effet, dans les cas considérés à la Table 7.1,
la différence entre les périodes obtenues par les deux approches est plus petite que le pas
de temps ∆t. Ainsi, afin de comparer l’erreur de dispersion de chacune des méthodes, il est
nécessaire de prendre un pas de temps ∆t plus petit.
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Eulérien Lagrangien
h = 1/20, ∆t = 0.25 6.84 [s] 6.88 [s]
h = 1/40, ∆t = 0.125 6.77 [s] 6.80 [s]
h = 1/80, ∆t = 0.0625 6.72 [s] 6.74 [s]
Table 7.1 – Périodes d’oscillation obtenues par les approches eulérienne et lagrangienne.
Regardons à présent la convergence en maillage de l’algorithme de la section 4.6. A nou-
veau, nous étudions l’évolution temporelle de la fonction h(t,−12 , 0) pour les triangulations
utilisées précédemment. Nous obtenons alors les résultats présentés à la Figure 7.6. Nous
constatons qu’à chaque fois que le maillage est raffiné et que le pas de temps ∆t est divisé
par deux, le mouvement de l’interface est de moins en moins diffusif et dispersif. Cela montre
que l’algorithme développé au paragraphe 4.6 est bien implémenté, mais que les paramètres
de stabilisation ne sont peut-être pas optimaux.
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Figure 7.6 – Etude en maillage de l’approche eulérienne.
7.1.2 Expérience de Coventry
La compréhension des instabilités de l’interface aluminium-bain présentes dans le proces-
sus de Hall-Héroult est d’une grande importance économique. En effet, si l’interface entre
les fluides devient instable, cette dernière peut alors toucher les anodes, ce qui entraîne un
court-circuit qui peut endommager la structure de la cuve. Afin d’éviter cela, de nombreuses
études théoriques ont été menées afin de modéliser et comprendre les instabilités observées
dans le processus de Hall-Héroult (voir par exemple [49, 23]). Ces travaux concluent que les
instabilités sont principalement dues à l’interaction entre la composante verticale de l’induc-
tion ~Bext engendrée par les cuves voisines et la composante horizontale du courant ~j. Cette
interaction entraîne une rotation de l’interface qui peut devenir instable sous certaines valeurs
du procédé de Hall-Héroult.
Dans la pratique, il est difficile de mesurer l’écoulement des fluides sur une cuve en fonction
(et donc les instabilités MHD) à cause de la géométrie de la cuve, de la haute température
et de la corrosivité du bain. Cela rend difficile la compréhension du phénomène, ainsi que la
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validation des modèles théoriques. L’université de Coventry, en collaboration avec d’autres
institutions, a créé une expérience ayant pour objectif de reproduire les instabilités MHD à
température ambiante et avec un champ d’induction vertical [42]. C’est cette expérience que
nous allons simuler numériquement à l’aide du logiciel alucell.
La cuve d’électrolyse simplifiée utilisée dans l’expérience de Coventry est la suivante : deux
fluides se trouvent dans un paraléllépipède à base carrée de 30 × 30[cm2] et de 15[cm] de
haut. Les fluides présents dans cette cavité sont de l’acide chlorhydrique ainsi qu’un mélange
d’étain, de gallium et d’indium qui joue le rôle de l’aluminium liquide et qui reste fluide à
température ambiante. Le courant électrique entre par une anode de 15[mm] d’épaisseur et
passe ensuite dans 900 électrodes verticales en acier inoxydable mesurant 40[mm] de long
et 2[mm] de diamètre. Ces électrodes sont partiellement immergées dans le métal, et sont
environ 75 fois moins conductrices que le métal liquide, ce qui permet de reproduire les
propriétés électrodynamiques du bain. Une coupe de cette configuration expérimentale est
illustrée dans la Figure 7.7.
cathode
anodes
métal liquide
Acide
Courant
Courant
Figure 7.7 – Schéma de l’expérience.
L’initialisation de l’expérience est la suivante : les électrodes sont légèrement immergées
dans le bain, et l’on fait traverser un courant de 1800[A] dans le circuit, puis les bobines
générant le champ d’induction sont enclenchées. L’interface acide-métal se met rapidemment
à tourner avec une grande amplitude. Une fois le mouvement rotatif mis en place, le courant
est abaissé à la valeur désirée pour l’expérience. Si l’amplitude du mouvement de l’interface
décroît, la configuration est dite stable et si elle se maintient ou augmente, la configuration
est dite instable.
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Paramètres numériques et maillage
Nous reproduisons numériquement l’expérience pour une induction verticale de 10[mT ]
et des courants I de 550, 600, 650, 700, 750, 800, 850 et 900 [A]. Nous simulons T = 45[s] de
l’expérience de Coventry, avec un pas de temps ∆t = 0.025[s], autant pour l’algorithme de la
section 4.6 que l’algorithme lagrangien décrit dans [51]. Dans nos reproductions numériques
de l’expérience, les électrodes ne sont pas maillées. Afin de tenir compte de l’effet conducteur
de celles-ci, nous n’utilisons pas la conductivité électrique réelle de l’acide chlorhydrique, mais
celle des électrodes. Cela permet de reproduire le comportement électrodynamique de l’acide
observé en laboratoire.
Nous prenons comme interface initiale un plan incliné dont l’écart avec la position d’équi-
libre est de 12 [mm] au maximum. Afin de mieux reproduire l’expérience, durant les 400
premiers pas de temps, nous résolvons le problème MHD avec un courant de 1800 [A] et
une induction verticale de 5 [mT ]. Une fois ces 400 pas de temps passés, nous continuons la
simulation avec le courant et l’induction verticale de l’expérience que nous voulons reproduire.
Les calculs sont effectués sur un maillage structuré, comme illustré dans les Figures 7.8
et 7.9. Lors de nos simulations, le maillage utilisé par la méthode de marche temporelle de
type lagrangienne développée dans [51] est raffiné au voisinage de l’interface. Ce choix permet
de diminuer la diffusion numérique, ainsi qu’une meilleure capture du saut des conductivités
électriques lorsque l’interface acide-métal ne touche pas les barres. Dans le cas de l’algorithme
de la section 4.6, nous optons pour une triangulation de la cuve où le domaine occupé par
les fluides est maillé uniformément dans la direction verticale. Cela nous permet d’éviter des
difficultés numériques liées au raffinement de tétraèdres comprimés.
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Figure 7.8 – Maillage utilisé par l’algorithme évolutif lagrangien [51].
Figure 7.9 – Maillage utilisé par l’algorithme évolutif eulérien.
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Résultats numériques
Soit z0 l’altitude de la position d’équilibre de l’interface acide-métal lorsque les forces
électromagnétiques sont négligées. Comme l’interface est le graphe d’une fonction lisse, il
existe un domaine Π ⊂ R2 et une fonction g : (0, T )×Π→ R telle que
Γ(t) = {(x, y, z) ∈ Ω : z = g(t, x, y) où (x, y) ∈ Π} .
Afin de comparer les deux approches utilisées pour résoudre le problème MHD avec interface
libre instationnaire, nous procédons de la manière suivante : nous avons fixé un point P
de coordonnées (x, y) ∈ Π, et nous regardons l’évolution temporelle de la fonction h(t) =
g(t, x, y)−z0. En prenant le point P de coordonnées (15[cm], 0), nous obtenons les résultats
des Figures 7.10 à 7.17. Nous constatons que l’évolution temporelle de l’interface est
quasiment identique pour les approches eulérienne et lagrangienne. Les seules différences
se situent dans les pics inférieurs des oscillations, ce qui est particulièrement visible dans
la Figure 7.17. Notons encore pour un courant I de 550 ou 600[A], le mouvement de
l’interface est stable alors qu’il est instable si I est supérieure 650[A].
Nous avons constaté dans la section 7.1.1 que l’algorithme transitoire de type eulérien
diffuse moins que l’approche lagrangienne. Or, pour l’expérience de Coventry, il n’y a pas
de différence significative sur la diffusion numérique générée par les deux approches. Cela
provient des maillages utilisés. En effet, dans le cas où le maillage est déformé pour suivre le
mouvement de l’interface, nous avons utilisé un maillage raffiné au voisinage de l’interface. Ce
choix permet de diminuer la diffusion numérique du schéma lagrangien et d’obtenir quasiment
la même évolution temporelle de l’interface que le schéma eulérien.
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Comparaison des résultats obtenus avec l’expérience
Puisque les simulations effectuées reproduisent une situation expérimentale, nous avons la
possibilité de comparer les résultats obtenus par les algorithmes transitoires de type eulérien
et lagrangien avec les mesures. Lorsque l’écoulement des fluides est instable, les oscillations
de l’interface aluminium-bain ne s’amortissent pas. En conséquence, si nous prenons un point
P situé sur le fond du domaine occupé par les fluides, nous pouvons calculer la moyenne h de
l’écart h(t) entre la déformation de l’interface associée au point P et la position d’équilibre
de l’interface (le plan z = z0). La grandeur h(t) est illustrée dans la Figure 7.18.
cathode
anodes
métal liquide
Acide
P
Figure 7.18 – Notations utilisées pour la comparaison avec les mesures expérimentales.
Soit P un coin du fond du domaine occupé par les fluides et soit tK = K∆t le temps à
partir duquel la quantité h est calculée. Soit encore h(tn) = g(tn, P )− z0 l’amplitude de la
déformation de l’interface pour P au temps tn, où n > K. Nous définissons alors l’estimateur
RMS = 1√
N
(
N∑
n=1
(
h(tn+K)− h
)2) 12
et qui n’est rien d’autre que l’estimateur usuel de l’écart-type de la déformation de l’interface.
Dans notre cas, N est tel que le calcul du RMS est effectué sur 15 périodes d’oscillations.
Nous obtenons alors les résultats présentés dans la Figure 7.19.
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Figure 7.19 – RMS pour l’expérience de Coventry.
Autant pour l’algorithme transitoire de type eulérien que l’algorithme transitoire de type
lagrangien, la valeur du RMS en fonction du courant I traversant la cuve est plus élevée
que les mesures expérimentales. Cela est dû au fait que l’amplitude de la déformation de
l’interface est plus grande dans nos simulations numériques que dans l’expérience, car nous
ne modélisons pas les 900 tiges immergées dans l’acide. En effet, la présence de celles-ci
augmente les frottements, ce qui diminue l’amplitude de la déformation de l’interface.
Néanmoins, en observant les régressions linéaires associées aux mesures et aux résultats
numériques, nous constatons que la pente de la régression associée à l’approche eulérienne
est plus proche de celle associée aux mesures expérimentales que la pente de la régression
linéaire associée à l’algorithme transitoire de type lagrangien. Ainsi, pour cette expérience, la
méthode présentée à la section 4.6 permet de mieux récupérer les comportements observés
en laboratoire que l’approche lagrangienne utilisée jusqu’à maintenant.
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7.1.3 Cuve numérique
Nous comparons à présent les solutions stationnaires du problème MHD avec interface
libre obtenues par les approches eulérienne et lagrangienne. Dans un premier temps, les calculs
sont effectués sur une cuve d’électrolyse simplifiée, appelée cuve numérique. Cette cuve a été
créée par G. Steiner dans le cadre de ses travaux sur l’évolutif de type lagrangien (voir [51]).
L’utilisation de cette cuve simplifiée permet de reproduire le comportement du couplage MHD
avec interface libre d’une cuve industrielle avec un temps de calcul moindre. Une illustration
de cette géométrie se trouve dans la Figure 7.20. Notons encore que la cuve numérique n’a
pas d’isolants thermiques autour du domaine occupé par les fluides.
Figure 7.20 – Géométrie utilisée pour les calculs d’interfaces stationnaires.
Afin de simplifier le problème, nous prenons un champ d’induction vertical et nous sup-
posons que le domaine solide Ωs est vide (simulation sans talus). Nous simulons T = 500[s]
du problème MHD avec interface bain-métal libre, avec un pas de temps ∆t = 1[s]. Comme
nous cherchons la solution stationnaire, nous actualisons la déformation du plan anodique
à chaque pas de temps, comme expliqué dans l’algorithme du paragraphe 4.6. Les valeurs
du courant I et de l’induction ~B utilisées pour nos calculs de solutions stationnaires sont
I = 300′000 ou 400′000 [A] et ~B = (0, 0, Bz) avec Bz = 10, 20 ou 30 [G].
Nous obtenons alors les résultats présentés dans le Figures 7.21 à 7.28. Dans toutes
ces figures, l’image du haut représente les résultats obtenus par l’algorithme de la section
4.6, et celle du bas ceux obtenus par l’algorithme transitoire de type lagrangien. Dans les
Figures 7.21 à 7.26, l’interface est colorée en fonction de son écart par rapport à la position
d’équilibre. Nous avons ajouté des courbes de niveau afin de mieux visualiser la déformation
de l’interface. Nous constatons alors que les interfaces stationnaires obtenues par les deux
approches sont très similaires. Notons encore que dans la Figure 7.21, il semble y avoir une
différence importante entre les deux interfaces. Cela est dû à un effet de la visualisation, car
la frontière aluminium-bain est quasiment plate, l’écart entre la déformation de l’interface
et la position d’équilibre variant entre −5 [mm] et 12 [mm]. Ainsi de petites variations de
la surface engendrent de grandes variations sur les courbes de niveaux. Dans les Figures
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7.27 et 7.28, nous avons tracé les lignes de courant engendrées par le champ de vitesse
stationnaire. Celles-ci sont colorées en fonction de l’intensité du champ de vitesse, en [m/s].
Nous constatons alors que les écoulements stationnaires obtenus par les deux approches sont
très semblables.
Figure 7.21 – Interface stationnaire pour un courant de 300′000 Ampères et une induction
verticale de 10 Gauss.
Figure 7.22 – Interface stationnaire pour un courant de 400′000 Ampères et une induction
verticale de 10 Gauss.
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Figure 7.23 – Interface stationnaire pour un courant de 300′000 Ampères et une induction
verticale de 20 Gauss.
Figure 7.24 – Interface stationnaire pour un courant de 400′000 Ampères et une induction
verticale de 20 Gauss.
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Figure 7.25 – Interface stationnaire pour un courant de 300′000 Ampères et une induction
verticale de 30 Gauss.
Figure 7.26 – Interface stationnaire pour un courant de 400′000 Ampères et une induction
verticale de 30 Gauss.
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Figure 7.27 – Ecoulement stationnaire des fluides pour un courant de 300′000 Ampères et
une induction verticale de 10 Gauss.
Figure 7.28 – Ecoulement stationnaire des fluides pour un courant de 400′000 Ampères et
une induction verticale de 30 Gauss.
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Soit V i, ~ui et gi, i = e, l le potentiel, le champ de vitesse et la fonction g de la relation
(2.1) obtenus par les algorithmes eulérien et lagrangien lorsque ceux-ci ont convergé vers une
solution stationnaire. Afin de comparer numériquement les résultats obtenus, nous utilisons
les estimateurs
∆V =
‖V e − V l‖L2(Λ)
‖V l‖L2(Λ)
(7.6)
pour le potentiel,
∆~u =
‖~ue − ~ul‖L2(Ω)
‖~ul‖L2(Ω)
(7.7)
pour le champ de vitesse, et
∆Γ =
‖ge − gl‖L2(Π)
‖gl‖L2(Π)
(7.8)
pour l’interface. Nous obtenons alors les résultats présentés dans la Table 7.2.
Estimateur ∆V (en %) ∆~u (en %) ∆Γ (en %)
I \Bz 10[G] 20[G] 30[G] 10[G] 20[G] 30[G] 10[G] 20[G] 30[G]
300′000[A] 0.36 0.33 0.73 3.50 3.81 5.26 0.56 0.53 1.19
400′000[A] 0.22 0.51 0.98 3.05 4.73 6.18 0.33 0.83 1.60
Table 7.2 – Comparaison numérique des solutions stationnaires obtenues.
En observant cette table, nous constatons que l’écart entre les solutions stationnaires
obtenues par les deux approches est faible. En effet, l’écart est inférieur à 2% sur le potentiel
et l’interface et plus petit que 6% sur le champ de vitesse. Ceci montre que l’algorithme de
la section 4.6 retrouve les solutions stationnaires de l’approche lagrangienne utilisée jusqu’à
présent dans alucell.
7.1.4 Cuve industrielle simplifiée
Nous terminons la validation de notre algorithme transitoire de type eulérien par une étude
des résultats obtenus par ce dernier sur une cuve industrielle simplifiée (voir Figure 7.29
pour un exemple de géométrie). Le transitoire étant déjà validé, seule la solution stationnaire
sera étudiée ici. Nous rappelons que le domaine Ωs est supposé vide afin de pouvoir comparer
les résultats obtenus par l’approche eulérienne avec ceux donnés par l’algorithme transitoire
de type lagrangien. Les isolants entourant les fluides ne sont pas pris en compte dans cette
dernière validation, car leur présence entraîne des difficultés numériques pour l’approche
lagrangienne (voir section 3.1).
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Figure 7.29 – Exemple de géométrie utilisée.
Pour simplifier, nous supposons que le champ d’induction ~B est connu pour tout t et
que celui-ci correspond à une interface aluminium-bain horizontale. Nous faisons également
l’hypothèse que ~B est la superposition des champs d’inductions ~Bint, ~Bext et ~Bferro, où
~Bint, ~Bext et ~Bferro sont les champs d’inductions générés par la cuve, les cuves voisines
et le caisson ferromagnétique respectivement. L’intensité I du courant traversant la cuve
est de 360[kA] et l’induction magnétique ~B a été calculée avec la densité de courant ~j
correspondante. Comme pour la cuve numérique, nous simulons l’évolution temporelle avec
T = 500[s] et un pas de temps ∆t = 1[s]. La déformation des anodes pour garder l’ACD
constante est faite à chaque pas de temps. Nous obtenons alors les résultats présentés dans
les Figures 7.30 et 7.31. A chaque fois, l’image du haut (resp. bas) représente les résultats
obtenus par l’approche eulérienne (resp. lagrangienne).
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Figure 7.30 – Interfaces stationnaires sur une cuve industrielle simplifiée.
Figure 7.31 – Ecoulement stationnaire des fluides dans une cuve industrielle simplifiée.
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Dans la Figure 7.30 nous avons coloré l’interface en fonction de l’écart entre la dé-
formation de l’interface et sa position d’équilibre lorsque les forces électromagnétiques sont
négligées et nous avons ajoutés des courbes de niveau afin de mieux visualiser la déformation.
Nous constatons alors que les interfaces stationnaires obtenues par les deux approches sont
très proches, autant dans la forme que dans l’amplitude de la déformation. La principale dif-
férence entre ces deux frontières bain-métal tient à l’amplitude de la déformation. En effet,
cette dernière est plus faible pour l’interface stationnaire obtenue par l’algorithme du para-
graphe 4.6 que celle trouvée par l’approche lagrangienne, ce qui semble contradictoire avec
les résultats de la section 7.1.1. Ce paradoxe est très certainement dû à la méthode utilisée
pour lisser l’interface. En effet, l’interface obtenue par l’algorithme eulérien du paragraphe
4.6 possède environ 4 fois plus de nœuds que l’interface de l’algorithme lagrangien (plus
précisément, il y a 19’000 nœuds et 4500 sommets respectivement). Cela a pour effet que
les nœuds situés au milieu de l’interface ont plus d’influence sur le lissage que ceux situés au
bord de celle-ci. Ainsi, l’amplitude de la déformation de l’interface sur les bords du domaine
fluide est diminuée. Néanmoins, nous tenons à souligner que ces différences d’amplitude sont
faibles (< 10%) et locales, et que les interfaces stationnaires sont quasiment identiques.
En observant la Figure 7.31, qui représente les lignes de courant des champs de vitesse
stationnaire, nous constatons que les écoulements stationnaires obtenus par les deux ap-
proches sont très similaires. En effet, les grandes structures sont les mêmes, tout comme les
petites structures se trouvant dans les coins ou à la rencontre des deux tourbillons principaux.
Nous allons maintenant chiffrer les écarts sur les solutions stationnaires obtenues par les
deux algorithmes. Pour ce faire, nous reprenons les estimateurs (7.6), (7.7) et (7.8) utilisés
pour comparer les solutions stationnaires sur la cuve numérique. Nous obtenons alors les
résultats de la Table 7.3.
Estimateur ∆V ∆~u ∆Γ
Valeur (en %) 1.96 11.2 2.03
Table 7.3 – Comparaison numérique de la solution stationnaire sur une cuve industrielle
simplifiée.
La Table 7.3 indique que les résultats obtenus par les deux approches sont voisins, autant
pour le potentiel que pour l’interface. Néanmoins, l’écart est plus important sur le champ
de vitesse. Cela provient de la méthode du paragraphe 3.4.1 utilisée pour maintenir l’ACD
constante. En effet, les bords verticaux des anodes ne sont plus des plans, comme illustré dans
la Figure 7.32, alors que c’est le cas pour l’approche lagrangienne. Cette différence modifie
fortement l’écoulement dans les canaux. En effet, sur la partie de l’anode qui n’est pas un
plan, nous imposons des conditions d’adhérence pour la vitesse alors que nous imposons des
conditions de glissement si le bord vertical est plan. Cela n’est pas visible dans la Figure
7.31, car les lignes de courant que nous avons tracées ne passent pas par les canaux. Il faut
noter que si l’on s’intéresse au champ de vitesse dans les canaux, l’approche proposée dans ce
document n’est pas optimale, car elle ne conserve pas la géométrie des canaux. L’approche
lagrangienne est préférable si l’on désire avoir un champ de vitesse précis dans ceux-ci.
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Maillage initial Déformée lagrangienne Déformée eulérienne
Figure 7.32 – Comportement de la déformation des anodes dans les canaux. La zone grisée
représente à chaque fois les anodes.
7.1.5 Modes gravitationnels avec talus
Nous avons montré dans les sections précédentes que les résultats instationnaires et sta-
tionnaires obtenus par l’algorithme de la section 4.6 sont ceux escomptés lorsque le domaine
solide Ωs est vide (sans talus). Nous relaxons maintenant cette hypothèse. Ainsi, nous sup-
posons que le domaine Ωs est non vide dans la suite de ce document, sauf mention explicite
du contraire.
Nous pouvons dès lors valider numériquement notre algorithme d’extension de la déforma-
tion de l’interface dans les talus développé au paragraphe 4.4.3. Ce contrôle est effectué sur
une situation physique semblable à celle de la section 7.1.1. Plus précisément, nous simulons
l’évolution temporelle de deux fluides immiscibles soumis uniquement à la force de gravité,
mais avec une solidification de ceux-ci sur les bords latéraux du domaine, comme illustré dans
la Figure 7.33. Nous considérons le parallélépipède Ω = (−12 , 12)×(− 120 , 120)×(−12 , 12) ainsi
que le domaine Ωs ⊂ Ω défini par
Ωs = {(x, y, z) ∈ Ω : |x| ≥ 0.45} .
Soit ~x ∈ Ω. La fraction liquide associée à Ωliq est définie par fl(~x) = 1.0 si |x| < 0.45
et 0 sinon. Soit encore T > 0 un temps d’arrêt. Le problème considéré dans cette partie
du document est : trouver des fonctions ~u : (0, T ) × Ω → R3, p : (0, T ) × Ω → R et
ϕ : (0, T )× Ω→ R telles que
ρ
∂~u
∂t
+ ρ(~u · ~∇)~u+ ~∇p+Kε~u = ρ~g dans Ω
div ~u = 0 dans Ω,
~u · ~n = 0 sur ∂Ω,
∂ϕ
∂t
+ ~u · ~∇ϕ = 0 dans Ω,
(7.9)
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Figure 7.33 – Illustration de la situation physique considérée.
où Kε est le terme de pénalisation de Carman-Kozeny défini par la relation (2.5), avec
ε = 10−2 et Cµ
P 2 = 10. Le problème est complété avec les conditions initales ~u0 = ~0 et
ϕ0(~x) = z − cos (pi(x+ 0.5))∀~x ∈ Ω.
Le schéma numérique utilisé pour résoudre le problème (7.9) est celui de la section 7.1.1,
en l’adaptant pour tenir compte des zones solides. Cela est effectué en ajoutant le terme de
Carman-Kozeny dans le schéma (7.5) ainsi qu’en utilisant la méthode 4.4.3 pour prolonger
la déformation de l’interface dans le domaine Ωs.
Comme au paragraphe 7.1.1, nous prenons les densités ρ1 = 2270[kg/m3] et ρ2 =
2130 [kg/m3] qui sont celles de l’aluminium et du bain respectivement. La partie Γliq de
l’interface se trouvant dans le domaine liquide Ωliq = Ω\Ωs est lissée avec des polynômes de
degré 5 dans la direction Ox et des polynômes de degré 0 dans la direction Oy. La tolérance
géométrique utilisée pour le raffinement du maillage est εgeom = 0.0125. Concernant les
paramètres de stabilisation SUPG, nous avons pris βe = 2.0 pour la résolution des équations
d’Euler et β = 10−2 pour le transport de la fonction level-set. La résolution numérique du
problème (7.9) est effectuée sur des maillages structurés isotropes de paramètres h = 120 ,
1
40
et 180 . Comme pour les modes gravitationnels avec un domaine Ωs vide, nous prenons comme
pas de temps ∆t = 5h et nous simulons T = 60[s] d’évolution temporelle du problème (7.9).
Soit Π = (−12 , 12) × (− 120 , 120). Nous rappelons que l’interface Γ(t) est le graphe d’une
fonction lisse g : (0, T ) × Π → R et soit z = z0 la position d’équilibre de l’interface.
Soit encore la fonction h(t, x, y) = g(t, x, y) − z0, où (x, y) ∈ Π. Pour chaque maillage,
nous regardons l’évolution temporelle de la fonction h pour les points (−12 , 0) et (−14 , 0)
du domaine Π. La Figure 7.35 représente l’évolution temporelle de la fonction h(t,−12 , 0)
pour différentes triangulations du domaine Ω. Le point (−12 , 0) faisant partie du domaine
Πn+1s , défini à la section 4.4.2, la Figure 7.35 illustre l’évolution temporelle de la portion de
l’interface se trouvant dans le domaine Ωs. La Figure 7.34 représente l’évolution temporelle
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de h(t,−14 , 0) pour différentes triangulations du domaine Ω. Le sommet (−14 , 0) se trouvant
dans Πn+1liq , la Figure 7.34 illustre l’évolution temporelle de l’interface dans la partie liquide
du domaine Ω.
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Figure 7.34 – Convergence en maillage pour la partie de l’interface se trouvant dans le
domaine Ωliq.
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Figure 7.35 – Convergence en maillage pour la partie de l’interface se trouvant dans le
domaine Ωs.
Tout d’abord, notons que la Figure 7.35 démontre que l’algorithme développé au para-
graphe 4.4.3 pour étendre la déformation de l’interface dans le domaine Ωs permet effecti-
vement à celle-ci de se déplacer dans les zones solides. La continuité de l’interface entre les
fluides est également préservée, comme illustré dans la Figure 7.36, où les zones solides
sont représentées en bleu et le domaine liquide en rouge. De plus, la méthode de la section
4.4.3 permet d’avoir le même comportement de l’interface dans le domaine Ωs que dans le
partie liquide de Ω. Comme au paragraphe 7.1.1, nous constatons que si le paramètre de
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Figure 7.36 – Illustration de l’interface pour les modes gravitationnels avec zones solides.
maillage est divisé par deux, le mouvement de l’interface se rapproche du mouvement théo-
rique de celle-ci, ce qui montre la bonne implémentation de notre algorithme transitoire de
type eulérien lorsqu’il y a présence de régions solidifiées.
7.2 Influence des talus sur l’interface
La validation de l’algorithme développé au paragraphe 4.6 étant faite, nous pouvons dès
lors étudier l’influence des talus sur l’interface aluminium-bain stationnaire. Pour ce faire,
nous travaillerons sur une cuve industrielle réaliste complète. Ainsi, le maillage utilisé pour
nos cacluls contient les isolants thermiques situés autours de la cuve, en particulier ceux
entourant les fluides, ainsi que les griffes, les barres cathodiques, etc., comme illustré dans la
Figure 1.1.
Sur cette géométrie, nous calculons les interfaces stationnaires pour les trois configurations
de talus suivantes :
A1 Le domaine Ωs est vide. Cette situation est celle utilisée habituellement pour le calcul
d’interfaces aluminium-bain stationnaires.
A2 Ωs est le domaine solide stationnaire obtenu par l’algorithme présenté à la section 6.3
lorsque le champ de vitesse ~u est supposé nul pour tout temps t > 0. En d’autres termes,
Ωs correspond aux régions solidifiées stationnaires du problème thermoélectrique non
couplé aux équations de Navier-Stokes.
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A3 Ωs correspond aux talus stationnaires du problème MHDTE obtenus avec la méthode
de la section 6.3.
Soit Th une triangulation de la cuve d’électrolyse Λ. Nous rappelons que dans l’algorithme
du paragraphe 4.6, nous raffinons Th en un maillage Snh conforme à la position de l’interface à
chaque pas de temps et que les différents problèmes (potentiel, hydrodynamique et transport
de l’interface) sont résolus sur le maillage Snh . La triangulation Snh étant différente à chaque
pas de temps, nous avons choisi de calculer les talus stationnaires des situations A2 et A3
sur le maillage Th et d’interpoler ceux-ci sur la triangulation raffinée Snh à chaque pas de
temps en utilisant la méthode présentée au paragraphe 4.5.
Pour simplifier, nous supposons que le champ d’induction ~B est connu pour tout t et
ne dépend pas du processus de solidification. De plus, nous faisons l’hypothèse que celui-ci
correspond à une interface aluminium-bain horizontale. Nous supposons également que ~B est
la superposition des champs d’inductions ~Bint, ~Bext et ~Bferro, où ~Bint, ~Bext et ~Bferro sont
les champs d’inductions générés par la cuve, les cuves voisines et le caisson ferromagnétique
respectivement. L’intensité I du courant traversant la cuve est de 375 [kA] et l’induction
magnétique ~B a été calculée avec la densité de courant ~j correspondante. Nous simulons
T = 500[s] d’évolution temporelle du problème MHD avec interface bain-métal libre avec un
pas de temps ∆t = 1[s]. La déformation du plan anodique décrite au paragraphe 3.4.1 est
effectuée à chaque pas de temps.
Soit a une des configurations A1, A2 ou A3 et b une configuration distincte de a.
Notons encore fal et f bl les fractions liquides associées aux situations a et b ainsi que
ga et gb les fonctions définissant les interface stationnaires Γa et Γb via la relation Γ =
{(x, y, z) ∈ Ω : z = g(x, y), (x, y) ∈ Π}. Soit encore V i et ~ui le potentiel et le champ de vi-
tesse stationnaire de la situation i, où i = a ou b. Afin de comparer les solutions stationnaires,
nous utilisons les estimateurs suivants :
∆V =
‖V a − V b‖L2(Λ)
‖V a‖L2(Λ)
, (7.10)
pour mesurer les différences sur le potentiel,
∆~u =
‖fal f bl (~ua − ~ub)‖L2(Ω)
‖fal f bl ~ua‖L2(Ω)
, (7.11)
pour chiffrer les écarts sur le champ de vitesse, et
∆Γ =
‖fal f bl (ga − gb)‖L2(Π)
‖fal f bl ga‖L2(Π)
(7.12)
pour comparer les interfaces stationnaires. Nous obtenons alors les résultats présentés dans
la Table 7.4.
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∆V (en %) ∆~u (en %) ∆Γ (en %)
A1 vs. A2 15.6 52.2 4.12
A1 vs. A3 13.3 34.7 4.82
A2 vs. A3 5.5 37.0 2.20
Table 7.4 – Influence des talus sur la solution stationnaire du problème MHD avec interface
libre.
Nous obtenons de la Table 7.4 que la solution stationnaire du problème MHD avec
interface libre semble très sensible à la position des talus. En effet, autant le potentiel que
le champ de vitesse sont grandement modifiés par les variations du domaine solide Ωs. Afin
de mieux visualiser ces différences, nous avons illustré l’écoulement des fluides au moyen des
lignes de courant. Ces illustrations se trouvent dans les Figures 7.38, 7.40 et 7.42, avec
lesquelles nous constatons que les champs de vitesse stationnaires sont grandement modifiés
par les variations de la géométrie des talus. Deux effets peuvent expliquer ces grandes varia-
tions. Le premier provient de la pénalisation de Carman-Kozeny. En effet, ce terme impose
des conditions d’adhérence sur le bord des talus alors que nous avons des conditions de glis-
sement sur les bords latéraux du domaine Ω lorsque les talus sont négligés. Le deuxième effet
est lié au processus de solidification. En effet, les talus étant des isolants électriques, la répar-
tition du courant dans la cuve est modifiée dès que le profil des talus l’est. Cette adaptation
du courant aux zones solides modifie les forces de Lorentz agissant sur les fluides, et donc
l’écoulement de ceux-ci. Ces deux phénomènes expliquent en grande partie les différences
constatées sur les écoulements stationnaires.
Néanmoins, l’interface bain-métal semble moins sensible à la forme des talus, car les écarts
relatifs sur la position de l’interface sont de l’ordre de 2 à 5 %. Cette faible différence provient
de l’estimateur utilisé pour calculer l’écart relatif entre les frontières bain-métal. En effet, les
fonctions g utilisées lors du calcul de ∆Γ mesurent la déformation de l’interface depuis le fond
de la cuve et non pas depuis la position d’équilibre de l’interface. Comme l’écart moyen entre
la déformation de l’interface et sa position d’équilibre est de l’ordre de 1 à 2 [cm] et que la
position d’équilibre de l’interface le plan horizontal situé 20 [cm] en dessus du fond de la cuve,
toutes les interfaces présentées ici sont quasiment planes si on les compare depuis le fond de
la cuve. Cela explique le peu de différences constatées entre les interfaces stationnaires des
situations A1, A2 et A3. Afin d’avoir une meilleur visualisation des dissemblances entre ces
trois frontières, nous avons illustré l’écart entre la déformation de l’interface et sa position
d’équilibre dans les Figures 7.37, 7.39 et 7.41. Des lignes de niveau ont été ajoutées sur ces
ilustrations afin d’avoir une meilleure visualisation. Nous constatons alors que l’écart entre la
déformation de l’interface et sa position d’équilibre est très sensible à la forme des talus.
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Figure 7.37 – Interface aluminium-bain stationnaire dans la configuration A1.
Figure 7.38 – Ecoulement stationnaire dans la configuration A1.
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Figure 7.39 – Interface aluminium-bain stationnaire dans la configuration A2. La défor-
mation de l’interface a été multipliée par la fraction liquide afin de visualiser uniquement la
déformée de l’interface dans le domaine liquide.
Figure 7.40 – Ecoulement stationnaire dans la configuration A2.
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Figure 7.41 – Interface aluminium-bain stationnaire dans la configuration A3.La déforma-
tion de l’interface a été multipliée par la fraction liquide afin de visualiser uniquement la
déformée de l’interface dans le domaine liquide.
Figure 7.42 – Ecoulement stationnaire dans la configuration A3.
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7.3 Influence de l’interface sur les talus
Nous étudions maintenant l’influence de l’interface aluminium-bain sur les talus station-
naires. Cette étude est effectuée sur une cuve industrielle simplifiée, identique à celle utilisée
pour mesurer l’influence des zones solides sur l’interface aluminium-bain stationnaire. Nous
rappelons également que dans nos calculs de talus stationnaires, l’interface aluminium-bain
Γ est supposée statique afin de simplifier la résolution numérique.
Afin de chiffrer l’influence de l’interface sur les talus stationnaires, nous calculons ces
derniers pour les interfaces suivantes :
B1 L’interface aluminium-bain Γ est horizontale. Cette situation est celle utilisée actuel-
lement dans le logiciel alucell pour calculer le domaine Ωs stationnaire.
B2 L’interface aluminium-bain Γ est la frontière aluminium-bain stationnaire obtenue
par l’algorithme du paragraphe 4.6 lorsque le domaine Ωs est vide.
B3 Γ est l’interface aluminium-électrolyte stationnaire obtenue par la méthode du para-
graphe 4.6 lorsque le domaine Ωs correspond aux talus stationnaires obtenus dans la
configuration B1.
Les talus stationnaires sont alors calculés avec l’algorithme de la section 6.3 sur des
triangulations Sh de la cuve d’électrolyse conformes à chacune des situations B1, B2 et B3.
Comme pour l’étude de l’influence des talus sur l’interface aluminium-bain stationnaire, nous
supposons que le champ d’induction ~B est connu pour tout t et ne dépend pas du processus
de solidification. Nous faisons également l’hypothèse que ce dernier est la superposition des
champs d’induction ~Bint, ~Bext et ~Bferro générés respectivement par la cuve, les cuves voisines
et le caisson ferromagnétique. De plus, l’interface aluminium-bain est prise plane pour le calcul
de ~Bint, ~Bext et ~Bferro. L’intensité I du courant traversant la cuve est de 375′000 [A] et le
champ d’induction ~B a été calculé avec la densité de courant ~j correspondante.
Le pas de temps ∆t utilisé dans nos simulations vaut ∆t = 2500[s]. Nous n’effectuons pas
un nombre fixe de pas de temps, les simulations s’arrêtent automatiquement si la différence
relative entre la puissance électrique et le flux est plus petite que 0.5% et si la discrépance
du flux, ainsi que la discrépance de la puissance, est plus petite que 0.1%.
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Figure 7.43 – Talus stationnaires pour les situations B1, B2 et B3, coupe au niveau du
plan z = 20[cm].
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La Figure 7.43 représente une coupe du domaine Ω par rapport au plan z = 0.2[m].
L’image du haut correspond à la situation B1, celle du milieu à B2 et celle du bas à B3.
Nous constatons que les zones solides, représentées en bleu, sont très semblables pour les
trois configurations. Il semble donc que les talus soient peu sensibles à la position de l’in-
terface aluminium-bain. Afin de mesurer les différences entre ces trois cas, nous utilisons les
estimateurs suivants :
∆V Ecart relatif en norme L2 sur le potentiel
∆T Ecart relatif en norme L2 sur la température
∆H Ecart relatif en norme L2 sur l’enthalpie
∆~u Ecart relatif en norme L2 sur la vitesse
(calculé sur l’intersection des domaines liquides)
∆fl Ecart relatif en norme L1 sur la fraction liquide
Table 7.5 – Estimateurs utilisés pour la comparaison des solutions stationnaires.
B1 vs. B2 B1 vs. B3 B2 vs. B3
∆V (en %) 5.37 2.57 4.29
∆~u (en %) 20.5 8.84 18.7
∆T (en %) 2.16 1.31 2.16
∆H (en %) 2.16 1.31 2.16
∆fl (en %) 3.52 2.83 2.98
Table 7.6 – Comparaison des champs stationnaires obtenus dans les situations B1, B2 et
B3.
En observant la Table 7.6, nous constatons que les solutions stationnaires obtenues
dans les trois configurations sont très semblables. En effet, hormis sur le champ de vitesse,
l’écart entre les solutions stationnaires est inférieur à 6%. Notons également que le volume
du domaine Ωliq est peu influencé par la position de l’interface. La comparaison la plus
intéressante est celle des situations B1 et B3. En effet, que l’on prenne une interface plate
ou l’interface aluminium-bain stationnaire obtenue avec les talus donnés par la situation B1,
la solution stationnaire du problème MHDTE est quasiment identique. Cela montre que le
choix de calculer des talus stationnaires avec une interface aluminium-bain horizontale est
pertinent, car la présence des talus limite la déformation de l’interface (voir la section 7.2).
7.4 Raffinement du maillage au voisinage du front de solidifi-
cation
Nous présentons maintenant la validation de la méthode de raffinement de maillage au
voisinage du front de solidification développée au paragraphe 6.4. Dans un premier temps,
nous calculons des talus stationnaires avec ce nouvel algorithme sur une cuve d’électrolyse
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simplifiée. Les résultats obtenus sont ensuite comparés avec ceux donnés par la méthode
du paragraphe 6.3. Ensuite, nous faisons la même comparaison sur une cuve industrielle
simplifiée. Cette analyse montre que les solutions stationnaires obtenues sont voisines, bien
qu’il y ait quelques différences sur la formes des talus stationnaires.
7.4.1 Cuve numérique thermique
Nous débutons notre validation de l’algorithme du paragraphe 6.4 sur la cuve numérique.
Cette géométrie a déjà été utilisée pour la validation de l’algorithme transitoire de type
eulérien développé au chapitre 4. Néanmoins, cette géométrie ne tenait pas compte des
isolants entourant les fluides, ce qui ne permettait pas le calcul de solutions stationnaires du
problème MHDTE. Afin de remédier à ce défaut, nous avons ajouté des isolants à la cuve
numérique. Nous pouvons dès lors calculer des solutions stationnaires du problème MHDTE
sur cette géométrie. Afin d’éviter toute confusion avec la cuve numérique de la section 7.1.3,
cette nouvelle géométrie est appelée cuve numérique thermique. Des illustrations de cette
dernière se trouvent dans les Figures 7.44 et 7.45.
Figure 7.44 – Cuve numérique thermique, vue extérieure.
Nous utilisons un pas de temps ∆t = 2500 [s] et nous faisons 200 itérations de l’algorithme
de la section 6.3 ou de celui de la section 6.4.2. Ce choix est justifié par le constat suivant :
avec le critère d’arrêt basé sur la discrépance du flux, sur la discrépance de la puissance et
sur la différence entre le flux et la puissance, une solution stationnaire du problème MHDTE
est obtenue après 150 pas de temps pour les paramètres mentionnés précédemment. Ainsi,
si nous effectuons 200 itérations pour les algorithmes des sections 6.3 et 6.4.2, nous aurons
convergé vers une solution stationnaire.
Pour des raisons de simplifications, l’interface aluminium-bain est prise plane et constante
au cours du temps. Afin de simplifier la résolution du problème MHDTE, le champ d’induction
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Figure 7.45 – Composants de la cuve numérique thermique, intersection avec le plan x = 0.
~B est supposé connu pour tout t et correspondant à une interface aluminium-bain horizontale.
Nous faisons également l’hypothèse que le champ d’induction ~B ne dépend pas du processus
de solidification. L’approximation ~Bh du champ d’induction ~B utilisée dans nos simulations
est la superposition des champs d’induction ~Bint, ~Bext et ~Bferro générés par la cuve, les cuves
voisines et le caisson ferromagnétique respectivement. L’intensité I du courant traversant la
cuve est de 360′000 [A] et ~Bh a été calculé avec la densité de courant correspondante.
Afin de vérifier si la méthode de raffinement du maillage est implémentée de manière
correcte, nous effectuons le calcul des solutions stationnaires du problème MHDTE dans les
configurations suivantes :
C1 Le champ de vitesse ~u est pris constant et égal à ~0 pour tout t > 0. Dans cette
situation, nous modifions la valeur des conductivités thermiques de l’aluminium et
du bain en prenant une conductivité thermique équivalente à celle obtenue lorsque le
champ de vitesse ~u est couplé à la solidification.
C2 Le champ de vitesse ~u est couplé aux problèmes thermique et électromagnétique.
Une fois les simulations terminées, les solutions stationnaires obtenues sont comparées à
l’aide des estimateurs définis dans la Table 7.7.
∆V Ecart relatif en norme L2 sur le potentiel
∆T Ecart relatif en norme L2 sur la température
∆H Ecart relatif en norme L2 sur l’enthalpie
∆~u Ecart relatif en norme L2 sur la vitesse
(calculé sur l’intersection des domaines liquides)
∆fl Ecart relatif en norme L1 sur la fraction liquide
Table 7.7 – Estimateurs utilisés pour la comparaison des solutions stationnaires obtenues
avec raffinement et sans raffinement de la triangulation.
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Nous obtenons alors les résultats présentés dans la Table 7.8. De manière générale, nous
constatons que les solutions stationnaires données par les algorithmes des sections 6.3 et 6.4.2
sont très proches. En effet, les écarts relatifs sur l’enthalpie, la température ou le volume de
talus stationnaire sont inférieur à 4%. Néanmoins, l’écart relatif en norme L2 sur le champ de
vitesse stationnaire est plus important. Cela est vraisemblablement dû aux légères variations
de la position du talus combinée avec le modèle de viscosité turbulente. Les résultats obtenus
montrent que la méthode de raffinement du maillage au voisinage du front de solidification
est implémentée de manière correcte.
Configuration ∆V ∆T ∆H ∆fl ∆~u
C1 1.16 % 0.36 % 0.36 % 0.72 % –
C2 3.73 % 1.91 % 1.91 % 2.89 % 15.1 %
Table 7.8 – Ecart relatif entre les solution stationnaires obtenues avec raffinement et sans
raffinement du maillage au voisinage du front de solidification.
Si nous étudions maintenant la forme des talus stationnaires, nous constatons que ceux-ci
sont très semblables, comme illustré dans les Figures 7.46 et 7.47 où sont représentés le
profil des talus au niveau des plans z = 0.2[m] et z = 0.0[m]. Dans ces deux figures, les zones
solides sont colorées en bleu et le domaine liquide en rouge. A chaque fois, l’image du haut
représente les résultats obtenus avec la méthode du paragraphe 6.4.2 et l’image du bas les
résultats trouvés par l’algorithme de la section 6.3. En observant ces figures, nous constatons
qu’il y a des différences sur la forme des talus de l’ordre d’une couche de maille sur les bords
latéraux du domaine et au niveau des coins de la cuve. Ces modifications de l’épaisseur du
talus sur une couche de maille changent peu le profil des talus stationnaires. Les différences
les plus marquées se trouvent dans les coins de la cuve, comme illustré dans la Figure 7.48
à l’aide d’un visualisation en trois dimensions. Comme précédemment, l’image supérieure
représente les talus obtenus avec raffinement de la triangulation et l’image inférieure ceux
obtenus sans raffinement. En observant la Figure 7.48 Nous constatons que les formes
des talus stationnaires sont très semblables et que les talus obtenus avec raffinement de la
triangulation sont un peu plus lisses.
La Figure 7.49 représente les lignes de courant des écoulements stationnaires trouvés par
les méthodes des pararaphes 6.3 et 6.4.2. L’image supérieure représente les lignes de courant
obtenues avec le raffinement de la triangulation au voisinage du front de solidification et
l’image inférieure celles trouvées par l’algorithme de la section 6.3. Nous constatons que
les écoulements stationnaires trouvés par les deux approches sont similaires autant dans la
structure générale que dans l’intensité du champ de vitesse stationnaire. Néanmoins, il y a des
variations sur l’écoulement, notamment dans les coins avals de la cuve, ainsi qu’à l’endroit
où les deux tourbillons principaux se rejoignent. Cela explique en grande partie le 15 % de
différence observé sur les champs de vitesse stationnaires obtenus par les deux approches.
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Figure 7.46 – Talus stationnaires au niveau du plan z = 0.2[m] pour les approches avec
raffinement et sans raffinement du maillage au voisinage du front de solidification pour la
configuration C2.
Figure 7.47 – Talus stationnaires au niveau du plan z = 0[m] pour les approches avec
raffinement et sans raffinement du maillage au voisinage du front de solidification pour la
configuration C2.
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Figure 7.48 – Visualisation en trois dimension des talus stationnaires pour les approches
avec raffinement et sans raffinement de la triangulation pour la configuration C2.
Figure 7.49 – Ecoulements stationnaires des fluides pour les approches avec raffinement et
sans raffinement du maillage au voisinage du front de solidification pour la configuration C2.
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7.4.2 Cuve industrielle simplifiée
Nous comparons maintenant les solutions stationnaires du problème MHDTE obtenues sur
une cuve industrielle simplifiée avec raffinement et sans raffinement du maillage au voisinage
du front de solidification. Pour ce faire, nous utilisons les algorithmes des sections 6.3 et 6.4
pour calculer les solutions stationnaires, puis nous comparons les résultats obtenus sur les
configurations suivantes :
D1 Le champ de vitesse ~u est pris constant et égal à ~0 pour tout t > 0. Comme pour
la cuve numérique thermique, nous modifions la valeur des conductivités thermiques
de l’aluminium et du bain en prenant une conductivité thermique équivalente à celle
obtenue lorsque le champ de vitesse ~u est couplé à la solidification.
D2 Le champ de vitesse ~u est couplé aux problèmes thermique et électromagnétique.
Les calculs sont effectués sur la même cuve que celle utilisée à la section 7.3. En consé-
quence, les paramètres numériques utilisés pour nos simulations sont ceux du paragraphe
7.3, tout comme le champ d’induction ~B et l’intensité I du courant traversant la cuve. A la
différence de la section 7.3, les simulations effectuées ici s’arrêtent après un nombre fixe de
pas de temps, fixé à 300. Ce choix est justifié de la manière suivante : avec le critère d’arrêt
basé sur la discrépance du flux, sur la discrépance de la puissance et sur la différence entre
le flux et la puissance, une solution stationnaire du problème MHDTE est obtenue après 230
pas de temps avec les paramètres de la section 7.3. Ainsi, si nous effectuons 300 itérations
pour les algorithmes des sections 6.3 et 6.4.2, nous aurons convergé vers une solution sta-
tionnaire. L’interface entre les fluides est prise plane, car nous avons vu que la position de
l’interface aluminium-bain ne change que légèrement les talus stationnaires. En reprenant les
estimateurs définis à la Table 7.7, l’écart entre les solutions stationnaires trouvées avec raf-
finement et sans raffinement du maillage au voisinage du front de solidification est présenté
dans la Table 7.9.
Configuration ∆V ∆T ∆H ∆fl ∆~u
D1 1.93 % 1.45 % 1.45 % 1.59 % –
D2 2.36 % 2.61 % 2.61 % 2.88 % 13.4 %
Table 7.9 – Ecart relatif entre les solution stationnaires obtenues avec raffinement et sans
raffinement de la triangulation au voisinage du front de solidification.
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Nous constatons que les solutions stationnaires obtenues par les deux approches sont
très semblables. Autant l’écart relatif sur le potentiel que lécart relatif sur la température ou
l’écart relatif sur l’enthalpie stationnaire est plus faible que 5% et ce pour les configurations
D1 et D2. Concernant l’écart relatif en norme L2 sur le champ de vitesse, celui-ci est de
l’ordre de 10%, mais cela est principalement dû au fait que le domaine liquide n’est pas tout
à fait similaire, comme le montre les Figures 7.50, 7.51 et 7.52. Dans chacunes de ces
figures, l’image supérieure correspond aux talus stationnaires donnés par l’algorithme de la
section 6.4.2 et l’image inférieure aux zones solides stationnaires trouvées par l’algorithme du
paragraphe 6.3. Dans les Figures 7.50 et 7.51, le domaine liquide est représenté en rouge
et le domaine solide en bleu. Nous observons que la forme des talus stationnaires obtenue par
les deux approches est semblable, mais qu’il y a néanmoins quelques différences dans les coins
avals de la cuve. Ceci est particulièrement bien illustré dans la Figure 7.52. Cette différence
sur les talus stationnaires modifie l’écoulement des fluides, comme le montre la Figure 7.53
qui présente les lignes de courant stationnaires obtenues par les deux algorithmes. Comme
précédemment l’image supérieure est relative à la méthode de la section 6.4 et l’image
inférieure à celle du paragraphe 6.3.
En conclusions, les deux approches utilisées pour trouver les talus stationnaires donnent
des résultats similaires, mais il y a des différences locales, en particulier dans les coins avals
de la cuve, où il y a moins de talus. Nous constatons également que les résultats obtenus ici
sont réalistes, malgré le fait que les paramètres numériques utilisés surestiment la proportion
de talus. Du fait que les calculs ont été effectués sur une cuve industrielle simplifiée, nous
n’avons pas eu la possibilité de comparer les résultats obtenus avec des mesures, ce qui nous
aurait permis d’améliorer nous résultats numériques.
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Figure 7.50 – Talus stationnaires au niveau du plan z = 0.2[m] pour les approches avec
raffinement et sans raffinement du maillage au voisinage du front de solidification pour la
configuration D2.
Figure 7.51 – Talus stationnaires au niveau du plan z = 0[m] pour les approches avec
raffinement et sans raffinement du maillage au voisinage du front de solidification pour la
configuration D2.
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Figure 7.52 – Visualisation en trois dimension des talus stationnaires pour les approches
avec raffinement et sans raffinement de la triangulation pour la configuration D2.
Figure 7.53 – Ecoulements stationnaires des fluides pour les approches avec raffinement et
sans raffinement du maillage au voisinage du front de solidification pour la configuration D2.
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7.5 Conclusions
Dans ce chapitre, nous avons montré que l’algorithme transitoire de type eulérien dé-
veloppé à la section 4.6 est correctement implémenté et permet de retrouver les résultats
obtenus par l’algorithme transitoire de type lagrangien utilisé jusqu’à maintenant dans alu-
cell (voir [51]). De plus, pour l’expérience de Coventry, les résultats trouvés par la méthode
développée dans ce document sont plus proches des résultats expérimentaux que ceux don-
nés par l’approche lagrangienne. En effet, nous avons constaté que la pente de la régression
linéaire associées au RMS obtenue par notre algorithme développé à la section 4.6 est plus
proche de la pente de la régression linéaire du RMS associée aux mesures expérimentales
que celle obtenue avec l’algorithme transitoire de type lagrangien développé dans [51]. Cela
montre que l’approche développée dans ce travail permet de mieux reproduire le comporte-
ment des instabilités MHD observées dans l’expérience de Coventry.
Nous avons étudié l’influence de l’interface aluminium-bain sur les talus stationnaires. Il en
ressort que celle-ci a peu d’influence sur la forme des talus stationnaires. En effet, les écarts
entre les solutions stationnaires du problème MHDTE obtenues avec les trois interfaces sont
inférieurs à 5%. En conséquence, nous recommandons l’usage d’une interface aluminium-bain
plane pour la recherche de solutions stationnaires du problème MHDTE. L’influence des talus
sur l’interface stationnaire a également été étudiée. Les résultats obtenus montrent que le
potentiel et le champ de vitesse sont grandement influencés par la géométrie des talus. De
plus, l’interface aluminium-bain semble également sensible à la forme des talus utilisés pour
le calculs des frontières bain-métal stationnaires.
L’algorithme de raffinement de maillage développé au chapitre 3 a été appliqué au problème
de solidification. Les résultats numériques montrent que la subdivision des tétraèdres apporte
peu de changements globaux sur la forme des talus stationnaires. Néanmoins, des variations
locales du profil des talus ont été constatées, en particulier dans les coins avals de la cuve. Nous
avons également introduit une cuve d’électrolyse simplifiée avec isolants thermiques, appelée
cuve numérique thermique. Celle-ci permet de reproduire le comportement thermoélectrique
d’une cuve réelle et de tester les différentes méthodes utilisées lors de la résolution numérique
du problème MHDTE.
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Conclusions
Cette thèse avait pour objectif de mettre en œuvre des algorithmes qui permettent de
simuler numériquement le processus de Hall-Héroult en tenant compte à la fois du processus
de solidification et du mouvement de l’interface aluminium-bain. Afin d’effectuer cela, nous
avons créé un algorithme transitoire de type eulérien basé sur un raffinement local de la
triangulation au voisinage de l’interface aluminium-bain. Nous avons étendu ce raffinement
du maillage à la cuve entière afin de garantir la conformité géométrique du maillage lorsque
des isolants thermiques sont présents autour des fluides.
L’algorithme transitoire de type eulérien développé dans cette thèse a été validé sur dif-
férentes situations, en comparant les résultats obtenus à ceux donnés par l’approche lagran-
gienne utilisée actuellement dans le logiciel alucell. Autant les solutions stationnaires que
l’évolution temporelle du modèle MHD avec interface libre obtenues par notre méthode sont
très semblables aux résultats trouvés par l’algorithme transitoire de type lagrangien utilisé
jusqu’à présent dans alucell. Ainsi, si le domaine solide Ωs est vide, il n’y a pas de dif-
férences significatives entre les approches eulérienne et lagrangienne. Néanmoins, le temps
CPU pris par notre algorithme transitoire de type eulérien pour effectuer une itération de
l’algorithme 4.6 est environ 1.2 fois plus grand que celui pris par l’approche lagrangienne
pour faire la même itération. Bien que notre méthode soit un peu plus lente que celle utilisée
actuellement, nous recommandons l’usage de l’algorithme transitoire de type eulérien, car
ce dernier permet à l’interface aluminium-bain de toucher les anodes, ainsi que des ruptures
topologiques de la nappe de métal.
En plus de nombreuses améliorations apportées aux calculs des talus stationnaires, nous
avons créé un schéma numérique permettant de conserver l’énergie. L’apport de cette mé-
thode dans la résolution numérique du problème MHDTE est important. Sans l’utilisation de
ce nouveau schéma, comme le champ de vitesse approché n’est pas exactement à divergence
nulle, des pertes d’énergies sont constatées avec un schéma numérique standard. Ces pertes
conduisent alors à une surestimation des zones solides stationnaires. L’utilisation du schéma
conservatif développé dans le chapitre 5 de ce document permet d’éviter cette surestimation.
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L’influence des talus sur l’interface aluminium-bain stationnaire a également été étudiée.
En calculant les zones solides stationnaires pour différentes frontières aluminium-électrolyte,
nous avons montré que le profil des talus stationnaires n’est que très légèrement modifié par la
position de l’interface bain-métal. En effet, que l’on utilise une interface aluminium-bain plane
ou bien calculée sans talus, la forme du domaine solide stationnaire est très proche. Ainsi,
nous encourageons l’utilisation d’une interface aluminium-bain horizontale pour le calcul des
talus stationnaires.
Une étude de sensibilité de l’interface bain-métal stationnaire au profil des talus a également
été effectuée. Cela a été fait en calculant des frontières aluminium-bain stationnaires pour
différents profils de talus. Les résultats obtenus montrent que l’écoulement des fluides est
très sensible à la géométrie des zones solides, tout comme le potentiel. Nous avons également
montré que l’interface bain-métal stationnaire est influencée par la forme des zones solides,
bien que les différences sur la déformation de l’interface soient moins marquées que les écarts
constatés sur le potentiel ou le champ de vitesse.
L’algorithme de raffinement de la triangulation développé au chapitre 3 a été utilisé pour la
résolution numérique du problème MHDTE, afin de raffiner le maillage au voisinage du front
de solidification. Les résultats numériques montrent que l’adaptation locale du maillage à la
position du front de solidification modifie peu la solution stationnaire du modèle MHDTE,
hormis dans les coins de la cuve. En effet, l’écart entre les solutions stationnaires obtenues
avec raffinement et sans raffinement du maillage sont de l’ordre de 2% à 3%. Néanmoins, en
termes de temps de calculs, raffiner au voisinage du front de solidification permet de gagner un
peu de temps CPU. En effet, le temps pris pour la résolution des équations de Navier-Stokes
est diminué lorsqu’il y a raffinement du maillage, car nous résolvons celles-ci uniquement
sur le domaine liquide, qui contient moins de nœuds que le domaine Ω. En conclusion, nous
recommandons l’usage de la méthode du paragraphe 6.4.2, car cette dernière est plus précise
dans les coins.
Dans le cadre de ce travail, nous avons également introduit une cuve d’électrolyse sim-
plifiée, appelée cuve numérique thermique, qui permet de s’approcher du comportement
thermoélectrique d’une cuve industrielle. Cette nouvelle géométrie permet de tenir compte
du creuset contenant les fluides, ainsi que de la croûte. L’usage de cette cuve permet de
tester les méthodes numériques utilisées pour la résolution numérique du problème MHDTE
sur un cas réaliste, et avec un temps de calcul moindre que sur une cuve industrielle.
Dans tous les résultats présentés dans ce travail, le champ d’induction ~B est indépendant
du processus de solidification. La répartition du courant étant fortement modifiée par la
formes des zones solides, il serait intéressant de recalculer le champ d’induction ~B avec la
densité de courant obtenue lorsque les zones solides sont prises en compte. Cette modification
du champ d’induction pourrait alors changer l’interface bain-métal stationnaire lorsque cette
dernière est calculée lorsqu’il y a présence de talus.
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Le modèle de turbulence thermique utilisé dans nos travaux est un modèle simple de
longueur de mélange, tout comme le modèle de viscosité turbulente utilisé dans les équations
de Navier-Stokes. L’utilisation de modèles plus complexes, tenant compte de la distance à la
paroi ou de la distance au bord des talus, permettrait de gagner en précision sur l’écoulement
des fluides sur le bord du domaine, ainsi que sur la diffusion thermique au voisinage des
talus. Une étude de différents modèles de viscosité turbulente et de conductivité thermique
turbulente est en cours.
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