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HIGHER DERIVATIONS OF JACOBIAN TYPE IN POSITIVE
CHARACTERISTIC
TAKANORI NAGAMINE
Abstract. In this paper, we study higher derivations of Jacobian type in positive characteristic.
We give a necessary and sufficient condition for (n− 1)-tuples of polynomials to be extendable
in R[x1, . . . , xn] over an integral domain R of positive characteristic. In particular, we give
characterizations of variables and univariate polynomials by using the terms of higher derivations
of Jacobian type in the polynomial ring in two variables over a field of positive characteristic.
Finally, we give some observations for the Jacobian conjecture by the terms of smooth ex-
tensions of commutative rings.
1. Introduction
In this paper, we study higher derivations of Jacobian type in positive characteristic. In the
case where the characteristic of the ground field is zero, derivations of Jacobian type are well
known and they are one of the most important tools for understanding polynomial rings. See
e.g., [8], [3] and [5]. However, in the case where the characteristic of the ground field is positive,
there are no concepts corresponding to derivations of Jacobian type.
In Section 2, we recall some kinds of higher derivations and their properties. Also we recall the
following three kinds of polynomials; variables, univariate polynomials and closed polynomials.
In Section 3, we recall some properties of a smooth extension of rings. In Definition 3.3, we
introduce concepts for higher derivations of Jacobian type. We show that smooth ring extensions
guarantee the existence of higher derivations of Jacobian type (Proposition 3.4). The main result
in this paper is Theorem 3.6 which gives a necessary and sufficient condition for (n − 1)-tuples
of polynomials to be extendable by the terms of higher derivations of Jacobian type. This is a
generalization of [2, Proposition 2.3] in positive characteristic.
In Section 4, we study higher derivations of Jacobian type on k[x, y]. In Corollary 4.1 and
Corollary 4.2, we give characterizations of variables and univariate polynomials by using the
terms of higher derivations of Jacobian type. Corollary 4.1 is a generalization of [4, Theorem
3.2] in the case where the characteristic of the ground field is positive.
Finally, we give some observations for the Jacobian conjecture by the terms of smooth exten-
sions of commutative rings.
2. Preliminaries
Let R be an integral domain of characteristic p ≥ 0. For a positive integer n ≥ 1, we denote
R[n] by the polynomial ring in n variables over R, Q(R) by the field of fractions of R and R∗ by
the group of units in R. For an R-algebra B, we denote tr.deg R B := tr.deg Q(R) Q(B).
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Through this chapter, assume that B is an integral domain containing R. Let D = {Dℓ}
∞
ℓ=0
be a family of R-linear maps Dℓ : B → B for ℓ ≥ 0. We say that D is a higher R-derivation
on B if, for f, g ∈ B and ℓ ≥ 0,
(a) D0 = idB ,
(b) Dℓ(fg) =
∑
i+j=ℓ
Di(f)Dj(g).
Note that, for a higher R-derivation D = {Dℓ}
∞
ℓ=0, D1 is an R-derivation on B.
For a higher R-derivation D = {Dℓ}
∞
ℓ=0 on B, we define the map ϕD : B → B[[t]], where
B[[t]] is the formal power series ring in one variable over B, by
ϕD(f) =
∞∑
i=0
Di(f)t
i
for f ∈ B. The above condition (b) implies that ϕD is a homomorphism of R-algebras, condition
(a) implies that ϕD(f)|t=0 = f . We call the mapping ϕD the homomorphism associated to
D. We denote BD by the intersections of the kernel of Dℓ for ℓ ≥ 1, that is,
BD =
⋂
ℓ≥1
kerDℓ.
We say that D is trivial if BD = B. A higher R-derivation D = {Dℓ}
∞
ℓ=0 on B is locally finite
if D satisfies:
(c) for any f ∈ B, there exists a positive integer Nf ≥ 1 such that Dℓ(f) = 0 for any ℓ ≥ Nf ,
and is iterative if D satisfies:
(d) Di ◦Dj =
(
i+ j
j
)
Di+j for any i, j ≥ 0.
When D = {Dℓ}
∞
ℓ=0 satisfies the above conditions (a), (b), (c) and (d), we say D is a locally
finite iterative higher R-derivation, for short an lfihd.
Let D be an lfihd on B. An element s of B is called a local slice of D if it satisfies the
following conditions:
(a) s 6∈ BD,
(b) degt(ϕD(s)) = min{degt(ϕD(b)) | b ∈ B \B
D}.
Here, we note that every nontrivial an lfihd on B has local slices. A local slice s ∈ B of D is
called a slice if the leading coefficient of ϕD(s) is a unit of B.
Proposition 2.1. (cf. [12, Lemma 1.4]) Let D be an lfihd on B. If D has a slice s ∈ B, then
B = BD[s] and s is indeterminate over BD.
In the rest of this section, we assume that B ∼=R R
[n] is the polynomial ring in n variables
over R. Here, we recall the following three kinds of polynomials based on [11]. Let f ∈ B \ R
be a non-constant polynomial. f is called a closed polynomial over R if the R-subalgebra
R[f ] is integrally closed in B. f is called a variable (or coordinate) over R if R[f ][n−1] = B.
Finally, f is called univariate over R if there exists a variable g ∈ B such that f ∈ R[g]. An
(n− 1)-tuple polynomials f1, . . . , fn−1 ∈ B is said to be extendable if R[f1, . . . , fn−1]
[1] = B.
Proposition 2.2. (cf. [11, Proposition 2.4]) Let B ∼=R R
[n] and let f ∈ B \R be a non-constant
polynomial. Then f is a variable if and only if it is univariate and closed.
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3. Higher derivations of Jacobian type in positive characteristic
First of all, we prepare some notation and results of general commutative ring theory (see [6] or
[9]). Let A be a commutative ring and let B be a commutative A-algebra via a homomorphism
ϕ : A → B. We say that B is smooth over A if for any A-algebra C with g : A → C, an
ideal N ⊂ C with N2 = 0 and a homomorphism of A-algebras u : B → C/N , there exists a
homomorphism of A-algebras v : B → C such that v ◦π = u, where π : C → C/N is the natural
homomorphism. That is, v commutes the following diagram:
B
u //
∃v
!!❉
❉
❉
❉
❉
C/N
A
ϕ
OO
g
// C.
π
OO
For p ∈ SpecA, we denote the residue field by κ(p) = Ap/pAp.
Proposition 3.1. Let ϕ : A → B be a homomorphism of commutative rings. For p ∈ SpecA,
let ιp : κ(p)→ B⊗A κ(p) be the natural homomorphism of A-algebras. If ϕ is smooth, then ιp is
also smooth for any p ∈ SpecA.
Proof. Omitted. 
Example 3.2. Let R be an integral domain containing a prime field and let R[x, y] ∼=R R
[2].
Then the following assertions hold true.
(a) The natural inclusion R→ R[x, y] is smooth.
(b) For a variable f ∈ R[x, y], the natural inclusion R[f ]→ R[x, y] is smooth.
(c) For xy ∈ R[x, y], the natural inclusion R[xy]→ R[x, y] is not smooth.
From now on, let R be an integral domain containing a prime field of characteristic p ≥ 0 and
let B = R[x1, . . . , xn] ∼=R R
[n] be the polynomial ring in n variables over R.
For f1, . . . , fn−1 ∈ B, let F = (f1, . . . , fn−1) and R[F ] = R[f1, . . . , fn−1]. Then F defines the
R-derivation ∆F on B by, for g ∈ B,
∆F (g) = det J(f1, . . . , fn−1, g),
where J(f1, . . . , fn−1, g) is the Jacobian matrix of f1, . . . , fn−1, g with respect to x1, . . . , xn. ∆F
is called the Jacobian derivation determined by F .
Definition 3.3. A higher derivation D = {Dℓ}
∞
ℓ=0 on B is of Jacobian type if there exists
F = (f1, . . . , fn−1) ∈ B
n−1 such that
(a) R[F ] ∼=R R
[n−1],
(b) f1, . . . , fn−1 ∈ B
D,
(c) D1 = ∆F ,
(d) Dℓ =
1
ℓ!
Dℓ1 for
{
any ℓ ≥ 0 if p = 0,
0 ≤ ℓ ≤ p− 1 if p > 0.
Note that the above condition (b) is equivalent to ϕD(fi) = fi for 1 ≤ i ≤ n− 1, that is, ϕD is
a homomorphism over R[F ].
Proposition 3.4. For f1, . . . , fn−1 ∈ B \ R[x1
p, . . . , xn
p], let F = (f1, . . . , fn−1). Suppose
that R[F ] ∼=R R
[n−1]. If the natural inclusion R[F ] → B is smooth, then there exists a higher
derivation D on B of Jacobian type determined by F .
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Proof. Define D0 = idB and D1 = ∆F (6= 0). Let B[t] ∼=B B
[1]. Here, we define a map
ϕℓ : B → B[t]/(t
ℓ+1) by, for g ∈ B and 1 ≤ ℓ ≤ p− 1,
ϕℓ(g) =
ℓ∑
i=0
1
i!
∆F
i(g)ti.
Then ϕℓ is a homomorphism of R[F ]-algebras such that ϕℓ(g)|t=0 = g for any g ∈ B.
For r ≥ 0, let Cr = B[t]/(t
p+r) and Nr = t
p+r−1Cr. Then
N2r = 0, Cr/Nr
∼=B B[t]/(t
p+r−1).
Since R[F ]→ B is smooth, there exists a homomorphism ϕp+r : B → Cr of R[F ]-algebras such
that πr ◦ ϕp+r = ϕp+r−1, that is, we have the following diagram:
B
ϕp+r−1 //
∃ϕp+r
&&▼
▼
▼
▼
▼
▼
B[t]/(tp+r−1)
∼=B // Cr/Nr
R[F ]
OO
// B[t]/(tp+r)
= // Cr.
πr
OO
Moreover ϕp+r(g)|t=0 = g for any g ∈ B. For 0 ≤ i ≤ r − 1, by using ϕp+r, we define a
homomorphism of R-modules Dp+i : B → B by the following formula:
ϕp+r(g) =
p−1∑
ℓ=0
1
ℓ!
∆F
ℓ(g)tℓ +
r−1∑
i=0
Dp+i(g)t
p+i
for g ∈ B. By constructing such homomorphisms inductively, we have a homomorphism of
R[F ]-algebras ϕ = ϕ∞ : B → B[[t]] ∼=B B[[1]] such that, for g ∈ B, ϕ(g)|t=0 = g and
ϕ(g) =
p−1∑
ℓ=0
1
ℓ!
∆F
ℓ(g)tℓ +
∞∑
i=0
Dp+i(g)t
p+i.
Set Dℓ = ℓ!
−1∆F
ℓ for 0 ≤ ℓ ≤ p− 1 and D = {Dℓ}
∞
ℓ=0. By the construction of each Dℓ, we see
that D is a higher derivation on B of Jacobian type determined by F . 
In order to explain the statement of the main theorem (Theorem 3.6), we introduce some
definitions as below. For a positive integer ℓ ≥ 1, we write ℓ! = pe(ℓ)mℓ, where p does not
divide mℓ. Let ℓ ≥ 1 and g ∈ B. For a non-zero derivation d ∈ Derk B, we say that ℓ!
−1dℓ is
defined at g if there exists gℓ ∈ B such that d
ℓ(g) = pe(ℓ)gℓ, where we calculate d
ℓ(g) like as the
characteristic of R is zero. We define its value by (ℓ!−1dℓ)(g) = m−1ℓ gℓ. When ℓ!
−1dℓ is defined
at any g and ℓ ≥ 1, we consider the map Exp(td) : B → B[[t]] ∼=B B
[[1]] defined by
Exp(td)(g) :=
∞∑
ℓ=0
1
mℓ
gℓt
ℓ.
By the definition of Exp(td), we see that it is a homomorphism of R-algebras and satisfies that
Exp(td)(g)|t=0 = g for g ∈ B. In order to check whether the map Exp(td) is defined or not, it
is enough to show that ℓ!−1dℓ is defined at x1, . . . , xn for any ℓ ≥ 1.
Example 3.5. Let B = F5[x, y] ∼=F5 F
[2]
5 . Set d1 = y
6∂x+∂y and d2 = y∂x+x∂y. Then Exp(td1)
is defined, but Exp(td2) is not defined. Indeed, for d1, it is clear that ℓ!
−1d1
ℓ is defined at y for
ℓ ≥ 1. Also, it is defined at x for ℓ ≥ 1 as the following table. Therefore Exp(td1) is defined.
On the other hand, for d2,
d2
ℓ(x) =
{
y (ℓ is odd),
x (ℓ is even),
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ℓ mℓ d1
ℓ(x) (= pe(ℓ) · gℓ) (ℓ!
−1d1
ℓ)(x)
1 1 y6 y6
2 2 y5 3y5
3 3! 5 · y4 0
4 4! 5 · 4y3 0
5 4! 5 · 2y2 3y2
6 6 · 4! 5 · 4y y
7 7 · 6 · 4! 5 · 4 3
ℓ ≥ 8 ℓ! 0 0
hence ℓ!−1d2
ℓ is not defined at x when ℓ ≥ 2.
Let d ∈ DerRB be a non-zero derivation. We consider AutRB as a subgroup of AutRB[[t]]
by σ(t) = t for σ ∈ AutRB. If Exp(td) can be defined, then Exp(t ·
σd) can be defined for any
σ ∈ AutRB, where
σd := σ−1 ◦ d ◦ σ. In particular, the following holds:
Exp(t · σd) = σ−1 ◦ Exp(td) ◦ σ.
The following is the main result in this paper which is a generalization of [2, Proposition 2.3]
in positive characteristic.
Theorem 3.6. Let R be an integral domain of characteristic p > 0 and let B ∼=R R
[n]. For
f1, . . . , fn−1 ∈ B, let F = (f1, . . . , fn−1). Then the following conditions are equivalent:
(i) F is extendable.
(ii) D = {ℓ!−1∆F
ℓ}∞ℓ=0 can be defined and it is an lfihd on B of Jacobian type determined by
F such that BD = R[F ], and has a slice.
Proof. Set a system of variables of B by x1, . . . , xn, that is, B = R[x1, . . . , xn].
(i) =⇒ (ii) Since F is extendable, there exists s ∈ B such that R[f1, . . . , fn−1, s] = B.
Define the R-automorphism σ : B → B by σ(xi) = fi for 1 ≤ i ≤ n − 1 and σ(xn) = s. We
may assume that ∆F (s) = 1. Then
σ∆F = ∂xn . It is clear that Exp(t∂xn) can be defined, hence
Exp(t ·σ∆F ) = σ
−1 ◦Exp(t∂xn)◦σ. This implies that ℓ!
−1∆F
ℓ is defined at any g ∈ B and ℓ ≥ 1.
Set D = {ℓ!−1∆F
ℓ}∞ℓ=0. Then D is an lfihd on Jacobian type determined by F . It is clear that
BD = R[F ] and s is a slice of D.
(ii) =⇒ (i) Let s ∈ B be a slice of D. By Proposition 2.1, B = R[F ][s], which implies that
F is extendable. 
4. Higher derivations of Jacobian type on k[x, y]
Let k be a field of characteristic p > 0. Through this section, we suppose that B = k[x, y] ∼=k
k[2] is the polynomial ring in two variables over k.
By using Theorem 3.6, we have the following result. This is a generalization of [4, Theorem
3.2] in the case where the characteristic of the ground field is positive.
Corollary 4.1. Let f ∈ B. Then the following conditions are equivalent:
(i) f is a variable.
(ii) D = {ℓ!−1∆f
ℓ}∞ℓ=0 can be defined and it is an lfihd on B of Jacobian type determined by
f such that BD = k[f ], and has a slice.
(iii) D = {ℓ!−1∆f
ℓ}∞ℓ=0 can be defined and it is an lfihd on B of Jacobian type determined by
f such that BD = k[f ]
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Proof. (i) =⇒ (ii) This implication follows from Theorem 3.6.
(ii) =⇒ (iii) Obvious.
(iii) =⇒ (i) Since the ring k[f ] is the kernel of the lfihd D, it follows from [7, Theorem 1]
that f is a variable. 
By using Corollary 4.1, we have the following. This is a generalization of [5, Corollary 4.6] in
the case where the characteristic of the ground field is positive.
Corollary 4.2. For f ∈ B \ k[xp, yp], the following two conditions are equivalent:
(i) f is univariate.
(ii) D = {ℓ!−1∆f
ℓ}∞ℓ=0 can be defined and it is an lfihd on B of Jacobian type determined by
f .
Proof. (i) =⇒ (ii) Since f is univariate, there exists a variable g ∈ k[x, y] such that f ∈ k[g].
Then f = u(g) for some u(t) ∈ k[t] ∼=k k
[1]. Hence ∆f = u
′(g)∆g, where u
′(t) is the derivative
of u(t) with respect to t. By Corollary 4.1, δ = {ℓ−1∆ℓg}
∞
ℓ=0 is an lfihd on B of Jacobian type
determined by g with Bδ = k[g]. Since u′(g) ∈ B∆g , we have (∆f )
ℓ = u′(t)ℓ(∆g)
ℓ for any ℓ ≥ 1.
Therefore, ℓ−1∆f = u
′(t)ℓℓ−1(∆g)
ℓ is defined. Here, D = {ℓ−1∆ℓf} is a well-defined iterative
higher derivation of Jacobian type determined by f . Furthermore, since δ is locally finite, so is
D.
(ii) =⇒ (i) SinceD is locally finite and iterative, it follows from [7, Theorem 1] that BD = k[g]
for some variable g ∈ B. Since D is of Jacobian type, we have f ∈ BD = k[g]. This implies that
f is univariate. 
Finally, we consider the case where the ground field is algebraically closed. Form now on, we
suppose that k is an algebraically closed field of characteristic p ≥ 0 and B = k[x, y] ∼=k k
[2].
Proposition 4.3. Let f ∈ B \ k[xp, yp]. Then the following conditions are equivalent:
(i) The natural inclusion k[f ]→ B is smooth.
(ii) Spec(B/(f − λ)) is nonsingular over k for any λ ∈ k.
(iii) (fx, fy) = B.
Proof. The part “(i) =⇒ (ii)” follows from Proposition 3.1. The part “(ii) =⇒ (i)” follows from
[6, III Theorem 10.2].
(ii) =⇒ (iii) Consider the zero set V (fx, fy). Assume to the contrary that (fx, fy) ( B.
Then there exists a point P ∈ V (fx, fy). Let λ0 = f(P ) ∈ k. Then P is a singular point of
Spec(B/(f − λ0)). This is a contradiction.
(iii) =⇒ (ii) For any λ ∈ k, it is clear that V (f − λ, fx, fy) ⊂ V (fx, fy) = ∅. This implies
that Spec(B/(f − λ)) is nonsingular. 
Remark 4.4. The implications “(i) =⇒ (ii)” and “(ii) ⇐⇒ (iii)” in Proposition 4.3 hold true
without assuming k to be algebraically closed.
Corollary 4.5. Let f ∈ B \ k[xp, yp]. Assume the natural inclusion k[f ]→ B is smooth. Then
the following assertions hold true.
(a) For any λ ∈ k, take the irreducible decomposition f − λ =
∏m
i=1 g
ei
λ,i. Then ei = 1 for
1 ≤ i ≤ m, and V (gλ,i) ∩ V (gλ,j) = ∅ for i 6= j.
(b) f is a closed polynomial.
(c) Let D be a higher derivation of Jacobian type determined by f . Then we have k[f ] = BD.
Proof. (a) By Proposition 4.3, Spec(B/(f−λ)) is nonsingular for any λ ∈ k. Hence the assertion
holds.
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(b) By Proposition 4.3, we have (fx, fy) = B. Hence there exist u, v ∈ B such that
ufx + vfy = 1.
This implies that gcd(fx, fy) = 1. It follows from [10, Corollary 3.8] that f is a closed polynomial.
(c) Let D be a higher derivation of Jacobian type determined by f . Then k[f ] ⊂ BD. By
(b), f is a closed polynomial, especially the ring k[f ] is algebraically closed in k[x, y]. Since the
extension BD/k[f ] is algebraic, we have k[f ] = BD. 
For a polynomial f ∈ B, we say that f satisfies the Jacobian condition if there exists
g ∈ B such that fxgy − fygx ∈ k
∗. Also, we say f is smooth if the natural inclusion k[f ]→ B
is smooth. Here, we consider the following four classes of polynomials:
• Cl(B) := the set of closed polynomials in B,
• Sm(B) := the set of smooth polynomials in B,
• Jac(B) := the set of polynomials in B satisfying the Jacobian condition,
• Var(B) := the set of variables of B.
Lemma 4.6. Jac(B) ⊂ Sm(B).
Proof. Let f ∈ Jac(B). Then there exists g ∈ B such that fxgy − fygx ∈ k
∗. This implies that
(fx, fy) = B. By Proposition 4.3, f ∈ Sm(B). 
By Corollary 4.5 (b) and Lemma 4.6, we have
Var(B) ⊂ Jac(B) ⊂ Sm(B) ( Cl(B).
For example, xy ∈ Cl(B)\Sm(B). Moreover, by the following example, we have Var(B) ( Sm(B)
when the characteristic of k is positive.
Example 4.7. Let k be a field of characteristic p > 0 and let f = zp
e
+ t+ tsp, where pe and sp
do not divide each other. Then the natural inclusion k[f ] → B is smooth. However, it follows
form [13] that f is not a variable.
The author has not yet given an example of f ∈ B such that f ∈ Sm(B) \ Var(B) when the
characteristic of k is zero. We assume Sm(B) = Var(B) holds true. In particular, Jac(B) =
Var(B) holds. It follows from [1] that the Jacobian conjecture holds true. Therefore, the
assertion Sm(B) = Var(B) implies that the Jacobian conjecture holds true.
Remark 4.8. Assume that k is an algebraically closed field of characteristic of zero. Consider
the following morphism
Φf : A
2
k
∼= Speck[x, y]→ Spec k[f ] ∼= A1k
defined by the natural inclusion k[f ]→ k[x, y]. Assume further that f is smooth. By Proposition
4.3 and Corollary 4.5, Φf gives the structure of a fibration whose general fibers are nonsingu-
lar irreducible curve over k. Moreover, finite singular fibers are reduced and each irreducible
components are disjoint curves.
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