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a b s t r a c t
Amaximum stable setin a graph G is a stable set of maximum cardinality. The set S is called
a local maximum stable set of G, and we write S ∈ Ψ (G), if S is a maximum stable set of
the subgraph induced by the closed neighborhood of S. A greedoid (V ,F ) is called a local
maximum stable set greedoid if there exists a graph G = (V , E) such that F = Ψ (G).
Nemhauser and Trotter Jr. (1975) [28] proved that any S ∈ Ψ (G) is a subset of a
maximum stable set of G. In Levit and Mandrescu (2002) [16] we showed that the family
Ψ (T ) of a forest T forms a greedoid on its vertex set. The caseswhereG is bipartite, triangle-
free, and well-covered while Ψ (G) is a greedoid were analyzed in Levit and Mandrescu
(2004) [18], Levit and Mandrescu (2007) [20], and Levit and Mandrescu (2008) [23],
respectively.
In this paper we demonstrate that if G is a very well-covered graph, then the family
Ψ (G) is a greedoid if and only if G has a unique perfect matching.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, G = (V , E) is a simple (i.e., a finite, undirected, loopless and without multiple edges) graph
with vertex set V = V (G) and edge set E = E(G). If X ⊂ V , then G[X] is the subgraph of G induced by X . If A, B ⊂ V and
A ∩ B = ∅, then (A, B) stands for the set {e = ab : a ∈ A, b ∈ B, e ∈ E}. The neighborhood of a vertex v ∈ V is the set
N(v) = {u : u ∈ V and vu ∈ E}. For A ⊂ V , we define NG(A) = {v ∈ V − A : N(v) ∩ A ≠ ∅} and NG[A] = A ∪ N(A), or for
short, N(A) and N[A]. If N(v) = {u}, then v is a leaf (or a pendant vertex) and uv is a pendant edge of G.
Kn, Cn, and Pn denote respectively, the complete graph on n ≥ 1 vertices, the chordless cycle on n ≥ 3 vertices, and the
chordless path on n ≥ 2 vertices.
A matching in a graph G = (V , E) is a set M ⊆ E such that no two edges of M share a common vertex. A maximum
matching is a matching of maximum cardinality. We denote asµ(G) the size of a maximummatching. A matching is perfect
if it saturates all the vertices of the graph.
If for every two incident edges of a cycle C exactly one of them belongs to amatchingM , then C is called anM-alternating
cycle [13]. It is clear that anM-alternating cycle should be of even length. A matchingM in G is called alternating cycle-free if
G has noM-alternating cycles. Alternating cycle-free matchings for bipartite graphs were first defined in [13]. For example,
the matching {ab, cd, ef } of the graph G from Fig. 1 is alternating cycle-free.
A matching M = {aibi : ai, bi ∈ V (G), 1 ≤ i ≤ k} of graph G is called a uniquely restricted matching if M is the unique
perfect matching of G[{ai, bi : 1 ≤ i ≤ k}] [8].
Theorem 1.1 ([8]). A matching M in a graph G is uniquely restricted if and only if M is alternating cycle-free.
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Fig. 1. The unique cycle of H is alternating with respect to the matching {yv, tx}.
Fig. 2. {a}, {e, d}, {a, d, f } ∈ Ψ (G), while {b}, {a, e}, {c, f } are not in Ψ (G).
For instance, all themaximummatchings of the graphG in Fig. 1 are uniquely restricted, while the graphH from the same
figure has both uniquely restricted maximummatchings (e.g., {uv, xw}) and non-uniquely restricted maximummatchings
(e.g., {xy, tv}).
A stable set in G is a set of pairwise non-adjacent vertices. A stable set of maximum size will be referred to as amaximum
stable set of G, and the stability number of G, denoted by α(G), is the cardinality of a maximum stable set in G. LetΩ(G) stand
for the set of all maximum stable sets of G.
In general, α(G) ≤ α(G − e) and µ(G − e) ≤ µ(G) hold for every edge e of a graph G. An edge e of G is α-critical (resp.,
µ-critical) if α(G) < α(G− e) (resp., µ(G) > µ(G− e)). It is worth observing that there is no general connection between
the α-critical and µ-critical edges of a graph.
Recall that G is called a König–Egerváry graph provided α(G) + µ(G) = |V (G)| [4,33]. As a well-known example, every
bipartite graph is a König–Egerváry graph [5,10].
Theorem 1.2. If G is a König–Egerváry graph, then the following assertions hold:
(i) [17] α(G) ≥ |V (G)− S| = µ(G), for each S ∈ Ω(G);
(ii) [19] α-critical edges are also µ-critical.
A set A ⊆ V (G) is a local maximum stable set of G if A ∈ Ω(G[N[A]]) [16]; we denote asΨ (G) the set of all local maximum
stable sets of the graph G.
It is worth mentioning that there exist graphs with no proper local maximum stable set, for instance, Cn, n ≥ 4. The
graph G in Fig. 2 shows another phenomenon: every S ∈ Ω(G) contains some proper local maximum stable sets, but their
cardinalities do not cover the set {1, 2, . . . , α(G)− 1}. See, as examples, {a, d, f } ∈ Ω(G) and {a}, {d, f } ∈ Ψ (G), while for
{b, e, g} ∈ Ω(G), only {e, g} ∈ Ψ (G).
The following theorem concerning maximum stable sets in general graphs, due to Nemhauser and Trotter Jr. [28], shows
that for a special subgraph H of a graph G, some maximum stable set of H can be enlarged to a maximum stable set of G.
Theorem 1.3 ([28]). Every local maximum stable set of a graph is a subset of a maximum stable set.
Recently, the weighted maximum stable set problem was approached with Theorem 1.3 at hand, which resulted in new
approximation and parameterized algorithms [1]. On the other hand, Theorem1.3 gives a chance to reach amaximum stable
set through a sequence of local maximum stable sets chosen by a greedy algorithm. To characterize a class of optimization
problems, where greedy algorithms bring about exact solutions, Korte and Lovász introduced the following combinatorial
structure.
Definition 1.4 ([2,11,12]). Let 2V denote the power set of V . A greedoid is a pair (V ,F ), where F ⊆ 2V is a non-empty set
system satisfying the following conditions:
Accessibility: for every non-empty X ∈ F there is an x ∈ X such that X − {x} ∈ F .
Exchange: for X, Y ∈ F , |X | = |Y | + 1, there is an x ∈ X − Y such that Y ∪ {x} ∈ F .
A greedoid (V ,F ) is called a localmaximum stable set greedoid if there exists a graphG = (V , E) such thatF = Ψ (G) [26].
In fact, the following theorem says that, in the case of local maximum stable set greedoids, it is enough to check only the
accessibility property.
Theorem 1.5 ([26]). If the family Ψ (G) of a graph G satisfies the accessibility property, then (V (G),Ψ (G)) is a greedoid.
For the remainder of the paper, we use F instead of (V ,F ), as the ground set V will be, usually, the vertex set of some
graph.
Theorem 1.6 ([16]). The family of local maximum stable sets of a forest forms a greedoid on its vertex set.
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Fig. 3. Both G and H are bipartite, but only Ψ (G) forms a greedoid.
Fig. 4. Ψ (G) is not a greedoid; Ψ (H) is a greedoid.
Fig. 5. The corona G = X ◦ {K3, K2, P3, C4}.
The conclusion of Theorem 1.6 is not specific to forests. For instance, the family Ψ (G) of the graph G in Fig. 3 is a
greedoid.
Notice that Ψ (H) is not a greedoid, where H is from Fig. 3, because the accessibility property is not satisfied; e.g.,
{y, t} ∈ Ψ (H), while {y}, {t} ∉ Ψ (H). In addition, one can see that all of the maximum matchings of the graph G in Fig. 3
are uniquely restricted, while the graph H from the same figure has both uniquely restricted maximum matchings (e.g.,
{uv, xw}) and non-uniquely restricted maximum matchings (e.g., {xy, tv}). It turns out that this is the reason that Ψ (H) is
not a greedoid, while Ψ (G) is a greedoid.
Theorem 1.7 ([18]). For a bipartite graph G,Ψ (G) is a greedoid on its vertex set if and only if all its maximum matchings are
uniquely restricted.
The case of bipartite graphs having a unique cycle, whose family of local maximum stable sets forms a greedoid, is
analyzed in [15].
The graphs from Fig. 4 are non-bipartite König–Egerváry graphs, and all their maximum matchings are uniquely
restricted. Let us remark that both graphs are also triangle-free, but only Ψ (H) is a greedoid. It is clear that {b, c} ∈ Ψ (G),
while G[N[{b, c}]] is not a König–Egerváry graph. As one can see from the following theorem, this observation is the real
reason for Ψ (G) not being a greedoid.
Theorem 1.8 ([20]). If G is a triangle-free graph, thenΨ (G) is a greedoid if and only if all maximummatchings of G are uniquely
restricted and the closed neighborhood of every local maximum stable set of G induces a König–Egerváry graph.
Let X be a graphwith V (X) = {vi : 1 ≤ i ≤ n}, and {Hi : 1 ≤ i ≤ n} be a family of graphs. Joining each vi ∈ V (X) to all the
vertices of Hi, we obtain a new graph, called the corona of X and {Hi : 1 ≤ i ≤ n}, and denoted by G = X ◦ {H1,H2, . . . ,Hn}.
For instance, see Fig. 5. If H1 = H2 = · · · = Hn = H , we write G = X ◦ H , and in this case, G is called the corona of X and H .
Recall that G is well-covered if all its maximal stable sets have the same cardinality [29], and G is very well-covered if, in
addition, it has no isolated vertices and |V (G)| = 2α(G) [6].
A number of classes of well-covered graphs were completely described (see, for instance, the following references:
[6,7,9,14,30–32]).
Theorem 1.9. (i) [7] Let G be a connected graph of girth≥ 6, which is isomorphic to neither C7 nor K1. Then G is well-covered
if and only if G = H ◦ K1, for some graph H of girth≥ 6.
(ii) [3,21] Let G be a graph having girth ≥ 5. Then G is very well-covered if and only if G = H ◦ K1, for some graph H of girth
≥ 5.
(iii) [14] G is very well-covered if and only if G is a well-covered König–Egerváry graph.
(iv) [34] G = X ◦ {H1,H2, . . . ,Hn} is well-covered if and only if all Hi are complete.
It is easy to prove that every graph having a perfect matching consisting of pendant edges is very well-covered. The
converse is not generally true (see, for instance, the graphs depicted in Fig. 6). Moreover, there are well-covered graphs
without perfect matchings; e.g., K3.
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Fig. 6. Very well-covered graphs with no perfect matching consisting of only pendant edges.
Fig. 7. Non-bipartite well-covered graphs. Moreover, G1 is very well-covered.
Theorem 1.10 ([6]). For a graph G without isolated vertices the following are equivalent:
(i) G is very well-covered;
(ii) there exists a perfect matching M in G that satisfies property P: for every edge xy in M, each v ∈ N(x) − {y} is adjacent to
all vertices of N(y)− {x} and N(x) ∩ N(y) = ∅;
(iii) there exists at least one perfect matching in G and every perfect matching in G satisfies property P.
Various cases of well-covered graphs generating local maximum stable set greedoids were treated in [23,22,24,25].
Theorem 1.11. Let G = X ◦ {H1,H2, . . . ,Hn}, where H1,H2, . . . ,Hn are non-empty graphs.
(i) [22] If all H1,H2, . . . ,Hn are complete graphs, then Ψ (G) is a greedoid.
(ii) [25] Ψ (G) is a greedoid if and only if every Ψ (Hi), i = 1, 2, . . . , n, is a greedoid.
It turns out that the property of having a unique maximum matching is of crucial importance for very well-covered
graphs for generating local maximum stable set greedoids.
Theorem 1.12 ([27]). Let G be a very well-covered graph of girth at least 4. ThenΨ (G) is a greedoid if and only if G has a unique
maximum matching.
In this paper we completely characterize very well-covered graphs whose families of local maximum stable sets are
greedoids.
2. Very well-covered graphs producing greedoids
Notice that S1 = {a, b} and S2 = {c, d} are stable sets in the graph G1 from Fig. 7, S1 ∈ Ψ (G1), S2 ∉ Ψ (G1), and both
G1[N[S1]] and G1[N[S2]] are König–Egerváry graphs. On the other hand, S3 = {x, y} ∈ Ψ (G2), where G2 is from Fig. 7, but
G2[N[S3]] is not a König–Egerváry graph.
Theorem 2.1 ([21]). Let G be a very well-covered graph. Then G[N[S]] is a König–Egerváry graph, for every S ∈ Ψ (G).
Concerning the graph G1 from Fig. 7, let us remark that {b, d}, {b, e} are stable sets, |{b, d}| < |N({b, d})| and |{b, e}| =
|N({b, e})|, but only {b, e} ∈ Ψ (G1).
Lemma 2.2. If S is a stable set in a very well-covered graph G, then S ∈ Ψ (G) if and only if |S| = |N(S)|.
Proof. According to Theorems 1.9(iii) and 1.10, G is a König–Egerváry graph having a perfect matching, sayM .
Let S ∈ Ψ (G). Since M is a perfect matching, it follows that S is matched into N(S), and, therefore, |S| ≤ |N(S)|. On the
other hand, according to Theorem 2.1, G[N[S]] is a König–Egerváry graph, and consequently, by Theorem 1.2(i), we get that
|S| ≥ |N(S)|. Hence, we conclude that |S| = |N(S)|.
Conversely, let S be a stable set inG satisfying |S| = |N(S)|. Since S ismatched byM intoN(S), we infer that the restriction
ofM to G[N[S]] is a perfect matching. Therefore, |S| = α(G[N[S]]), and this implies that S ∈ Ψ (G). 
Notice that the above lemma can fail in a non-very well-covered graph. For instance, S = {x, y} ∈ Ψ (G1), while
|S| < |N(S)|, where G1 is from Fig. 8 and it is well-covered. Further, the sets S1 = {a, c}, S2 = {e, d} and S3 = {v,w}
belong to Ψ (G2), where G2 is from Fig. 8, and they satisfy
|S1| = |N(S1)| , |S2| < |N(S2)| , and |S3| > |N(S3)| .
Concerning the very well-covered graph G1 from Fig. 7, we see that A, B ∈ Ψ (G1), where B = {b}, A = B ∪ {a}, and
|N(A)| = |N(B)| + 1. The following lemma shows that in a very well-covered graph the existence of an accessibility chain is
equivalent to the fact that one can have a chain of stable sets, where each additional vertex added to a stable set increases
the size of its open neighborhood by exactly one element.
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Fig. 8. G1 and G2 are not very well-covered graphs. Only G1 is well-covered.
Fig. 9. G1,G2,G3 are very well-covered graphs. G1 has a unique perfect matching.
Lemma 2.3. If A = B ∪ {v} is a stable set in a very well-covered graph G, and B ∈ Ψ (G), then A ∈ Ψ (G) if and only if
|N(A)| = |N(B)| + 1.
Proof. Assume that A = B ∪ {v} ∈ Ψ (G). Since G is very well-covered, by Lemma 2.2, it follows that |N(A)| − |N(B)| =
|A| − |B| = 1.
Conversely, since
|N(A)| = |N(B)| + 1 = |B| + 1 = |A| ,
Lemma 2.2 implies immediately that A ∈ Ψ (G). 
Lemma 2.3 fails for graphs that are not verywell-covered, for instance, B1 = {x, y} and A1 = B1∪{v} belong toΨ (G1), but
|N(A1)| = |N(B1)|+2, where G1 is from Fig. 8, and also B2 = {v} and A2 = B2∪{w} belong toΨ (G2), but |N(A2)| = |N(B2)|,
where G2 is from Fig. 8.
Let us notice that the graphs G1,G2 and G3 from Fig. 9 are very well-covered. By Theorem 1.7 or 1.8, neither Ψ (G2) nor
Ψ (G3) is a greedoid. However, Ψ (G1) is a greedoid.
Theorem 2.4. Let G be a very well-covered graph. Then Ψ (G) forms a greedoid if and only if G has a unique perfect matching.
Proof. Suppose that Ψ (G) forms a greedoid. By Theorem 1.10, G has at least one perfect matching.
Since Ψ (G) is a greedoid, every S ∈ Ω(G) has an accessibility chain
{x1} ⊂ {x1, x2} ⊂ · · · ⊂ {x1, x2, . . . , xα−1} ⊂ {x1, x2, . . . , xα} = S.
Let us define Si = {x1, x2, . . . , xi}, 1 ≤ i ≤ α, and S0 = ∅.
Since Si−1 ∈ Ψ (G), Si = Si−1∪{xi} ∈ Ψ (G) and G is well-covered, Lemma 2.3 implies that |N(xi)− N[Si−1]| = 1, because
|N(xi)− N[Si−1]| = |N(Si)− N(Si−1)| = |N(Si)| − |N(Si−1)| .
Let {yi} = N(xi)− N[Si−1], 1 ≤ i ≤ α. Hence,M = {xiyi : 1 ≤ i ≤ α} is a perfect matching in G.
Let us validate thatM is a uniquely restricted maximummatching in G.
We use induction on k = |Sk| in order to show that the restriction of M to Hk = G[N[Sk]], which we denote by Mk, is a
uniquely restricted maximummatching in Hk.
For k = 1, S1 = {x1} ∈ Ψ (G) and this implies that N(x1) = {y1}, unless x1 is an isolated vertex, which is impossible,
since G is very well-covered. In this case,M1 = {x1y1} is a uniquely restricted maximummatching in H1.
Suppose that the assertion is true for all j ≤ k− 1. Let us note that
N[Sk] = N[Sk−1] ∪ {xk} ∪ {yk}.
As we know, N(xk)− N[Sk−1] = {yk}.
Since Hk is a König–Egerváry graph by Theorem 2.1, Mk is a maximum matching in Hk. The edge xkyk is α-critical in Hk
because {yk} = N(xk) − N[Sk−1], and hence, xkyk is also µ-critical in Hk, according to Theorem 1.2(ii). Therefore, every
maximum matching of Hk contains the edge xkyk. Since Mk = Mk−1 ∪ {xkyk} and Mk−1 is a uniquely restricted maximum
matching in Hk−1 = Hk − {xk, yk}, it follows thatMk is a uniquely restricted maximummatching in Hk.
Conversely, assume that G has a unique perfect matching, sayM .
We show that Ψ (G) has the accessibility property.
Suppose, to the contrary, that there is some S ∈ Ψ (G) such that S − {x} ∉ Ψ (G) for each x ∈ S. Hence, using Lemma 2.2
and the fact that G has a perfect matching, we obtain
|S| − 1 = |S − {x}| < |N(S − {x})| ≤ |N(S)| = |S| .
This implies that N(S − {x}) = N(S), for every x ∈ S. Consequently, each vertex in N(S) has at least two neighbors in S.
Now we are ready to build an even cycle C in G[N[S]], such that half of its edges are inM .
Let x1y1 ∈ M and x1 ∈ S. Since |N(y1) ∩ S| ≥ 2, there is a vertex, say x2, belonging to N(y1) ∩ S.
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Fig. 10. Very well-covered graphs, each having more than one perfect matching.
Fig. 11. G1 is not well-covered. G2,G3 are well-covered, but not very well-covered graphs.
Let x2y2 ∈ M; such an edge exists, becauseM matches S into N(S). Now, since |N(y2) ∩ S| ≥ 2, there is a vertex, say x3,
belonging to N(y2) ∩ S. If x3 = x1, then the cycle C spanned by {x1, y1, x2, y2} has half of its edges inM . If x3 ≠ x1, then we
consider the edge inM that saturates x3, say x3y3 ∈ M . Since G[N[S]] is finite, after a number of steps, we find some vertex
in N(S), say yk, which is joined by an edge to some xj for j < k. Clearly, the cycle C with
V (C) = {xi, yi : j ≤ i ≤ k}
and
E(C) = {xi, yi : j ≤ i ≤ k} ∪ {yixi+1 : 1 ≤ i ≤ k− 1} ∪ {xjyk}
is even and has half of its edges inM . Therefore,M ′ = (M − E(C)) ∪ (E(C)−M) is a perfect matching in G andM ≠ M ′, in
contradiction with the uniqueness ofM in G.
Consequently, Ψ (G) satisfies the accessibility property, and, according to Theorem 1.5, Ψ (G) is a greedoid. 
Let us remark that the very well-covered graph G1 in Fig. 9 has a C3 and a C4; one edge of C4 belongs to the unique perfect
matchingM of G1, but none of the edges of C3 is included inM .
Lemma 2.5. No edge of some induced Cq, for q = 3 or q ≥ 5, belongs to a perfect matching in a very well-covered graph.
Proof. If the graphG is verywell-covered, then by Theorem1.10,G has a perfectmatching, sayM , and each perfectmatching
satisfies Property P .
Let xy ∈ M . Then, Property P implies that N(x) ∩ N(y) = ∅, i.e., xy belongs to no C3 in G. Further, if v ∈ N(x) − {y} and
u ∈ N(y)− {x}, Property P assures that vu ∈ E(G), i.e., xy belongs to no induced Cq, for q ≥ 5. 
The very well-covered graphs G1,G2, and G3 from Fig. 10 have chordless alternating cycles of length 4. In addition, G3 has
an alternating cycle of length 6, namely, {e1, e2, . . . , e6} is alternating with respect to the perfect matching {e1, e3, e5}.
Lemma 2.6. Let G be a very well-covered graph and M be one of its maximum matchings. There exists an alternating cycle with
respect to M if and only if there is an alternating chordless cycle of length 4 with respect to M.
Proof. According to Theorem 1.10, everymaximummatching of G is perfect. Suppose C1 is an alternating cycle with respect
to a perfect matchingM = {aibi : 1 ≤ i ≤ |V (G)| /2}. Without loss of generality, assume that
C1 = {a1, b1, a2, b2, a3, b3, . . . , ak−1, bk−1, ak, bk}
is a cycle on 2k > 4 vertices with edges
E(C1) = {a1b1, b1a2, a2b2, b2a3, . . . , ak−1bk−1, bk−1ak, akbk, bka1}.
Since a1b1 ∈ M, bk ∈ N(a1) − {b1}, a2 ∈ N(b1) − {a1}, Property P implies that a2 is adjacent to bk. Thus the cycle on
2k− 2 vertices C2 = {a2, b2, a3, . . . , ak−1, bk−1, ak, bk}with edges
E(C2) = {a2b2, b2a3, . . . , ak−1bk−1, bk−1ak, akbk, bka2}
is still alternating with respect to M . It is clear that reducing the size of the cycle in this way, one can easily reach Ck−1 of
size 2k− 2(k− 2) = 4. According to Lemma 2.5, Ck−1 is an induced cycle of length 4.
The converse is evident. 
The conclusion of Lemma 2.6 can be true for non-well-covered graphs; e.g., the perfect matching {e1, e2, e3} of the graph
G1 from Fig. 11 admits an alternating cycle of length 6 and a chordless one of length 4. On the other hand, Lemma 2.6 can
fail for well-covered graphs; e.g., the perfect matching {e1, e2, e3} of the graph G2 from Fig. 11 admits a unique alternating
cycle of length 6, while the maximum matching {e1, e2, e3, e4} of the graph G3 from Fig. 11 admits an alternating cycle of
length 4 that has chords.
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Fig. 12. The well-covered graph G has {e1, e2, e3, e4, e5} as its unique perfect matching. G is not very well-covered, since α(G) < 5 = |V (G)| /2.
Remark 2.7. Let M be a perfect matching in a very well-covered graph G, and assume that there is some edge xy ∈ M
with N(x) ≠ ∅ ≠ N(y). By Theorem 1.10(ii), we get that {x, y, a, b} induces some C4, for each a ∈ N(x) and b ∈ N(y).
Consequently, if G is a very well-covered C4-free graph, then G = H ◦K1, for some graph H . Further, Theorem 1.11(i) assures
that Ψ (G) is a greedoid.
Theorem 2.8. Let G be a very well-covered graph. Then the following are equivalent:
(i) Ψ (G) is a greedoid;
(ii) G has a uniquely restricted maximum matching;
(iii) G has an alternating cycle-free maximum matching;
(iv) G has an alternating C4-free maximum matching;
(v) every maximum matching in G is alternating cycle-free;
(vi) every maximum matching in G is alternating C4-free;
(vii) all maximum matchings of G are uniquely restricted.
Proof. Firstly, Theorem 1.10 implies that each maximummatching of G is perfect.
(i) H⇒ (ii): Theorem 2.4 claims that G must have a unique perfect matching, say M . Clearly, M is a uniquely restricted
maximummatching.
(ii)H⇒ (iii): It is true, by Theorem 1.1.
(iii)H⇒ (iv): Clear.
(iv)H⇒ (v): In fact, G has a perfect matching, sayM , which is alternating C4-free. Hence, by Lemma 2.6,M is alternating
cycle-free. Consequently, by Theorem 1.1, G has no other maximummatchings, and thus the assertion (v) is true.
(v)H⇒ (vi): Clear.
(vi)H⇒ (vii): By Lemma 2.6 and Theorem 1.1, it follows that every maximummatching of G is uniquely restricted.
(vii) H⇒ (i): Since all maximum matchings of G are both perfect and uniquely restricted, it follows that G has a unique
perfect matching. Consequently, Ψ (G) is a greedoid, according to Theorem 2.4. 
3. Conclusions
In this paper we have proved that a very well-covered graph produces a local maximum stable set greedoid if and only
if it has a unique perfect matching.
Nevertheless, the assertion is not true for every well-covered graph with a unique perfect matching; e.g., Ψ (G) is not
a greedoid, where G is the well-covered graph from Fig. 12, because {x, y} ∈ Ψ (G), while {x}, {y} ∉ Ψ (G). Theorem 1.11
points out a number of examples of well-covered graphs whose families of local maximum stable graphs do form greedoids.
For general well-covered graphs we propose the following.
Problem 3.1. Characterize well-covered graphs producing local maximum stable set greedoids.
It is known that in a König–Egerváry graph with a unique perfect matching every maximum stable set contains one leaf
at least [20]. Therefore, by Theorem 1.9(iii), each very well-covered graph with a unique perfect matching has a leaf. On the
other hand, the intersection of all maximum stable sets in a well-covered graph G ≠ K1 is empty [14]. Consequently, we
obtain the following.
Claim 3.2. The number of leaves in a very well-covered graph with a unique perfect matching is greater than 1. See, for instance,
the graph G in Fig. 3.
It is worth mentioning that if the girth of a very well-covered graph G ≠ K2 is ≥ 5, then the number of its leaves is
α(G) ≥ 2, in accordance with Theorem 1.9(ii). On the other hand, K2 is very well-covered and has exactly two leaves.
Problem 3.3. Find all positive integers n for which there exist very well-covered graphs with a unique perfect matching of
size n and exactly two leaves.
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