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Abstract
Users are primarily interested in obtaining content and do not care much about where
they obtain the Content from. But, the Internet as it is currently designed is very
host-centric and places importance on the hosts establishing connection between them.
Therefore, when a certain piece of data needs to be obtained, the Internet facilitates reli-
able connection between the two nodes, i.e., the node interested in the data and the node
with the data. If an established connection is broken, e.g. due to mobility, the infrastruc-
ture primarily focusses on re-establishing the broken connection. Recent technologies
and solutions such as Content Delivery Networks (CDNs), Peer-to-peer (P2P) and cloud
try to shift the focus on the content. However, they have limitations in features they
could support due to the underlying reliance on the host-centric TCP/IP.
Information Centric Networking (ICN) is a new paradigm where the network provides
users with named content, instead of communication channels between hosts. ICN treats
content as the first-class entity, with nodes exchanging information based on the names
of the content instead of the IP addresses of the end points requesting or providing
the content. This shift from a ”location-based” network to a ”content-centric” network
allows more efficient data dissemination, especially when the content may be available
at multiple points, or the provider or consumer is mobile. A major assumption of many
of the ICN solutions is the presence of a powerful data-plane that could be exploited to
provide more functionality.
This dissertation work started at a time when research on ICN was at an early stage
and many key issues were still open. Key areas that this dissertation work addressed
are: 1) the shortcomings of existing solutions to provide a full-fledged solution for effi-
cient pub/sub communication in ICN; 2) incremental deployment strategy; 3) an efficient
framework to support real-time applications such as gaming; 4) a congestion control
protocol for multicast communication; 5) inability of the existing solutions to support a
disaster; and 6) how ICN could be used in other application scenarios such as Network
Management.
This dissertation is influenced by and built on research contributions by other peers.
Moreover it mainly comprises of peer-reviewed publications and therefore the solutions
have been vetted by the community. However, this dissertation is by no means the final
word on the proposed solutions. Instead, the main contribution of this dissertation is to
provide potential solutions to key areas with the expectation that it would contribute to
discussions, design and standardization effort pursued by the community and thereby
help overcome the hurdles on ICN in order to make the vision of ICN a reality.
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1 Introduction and Motivation
1.1 Motivation
The Internet is one of the key, mission-critical infrastructures of our society. Accordingly,
both Internet traffic volume and the number of Internet applications are quickly growing.
The data traffic increase is going to reach 1.6 zettabytes per year [1] and is mainly dominated
by video content. In order to cope with such traffic growth recently Internet stakeholders
have massively deployed new technologies, both in the access and in the core network.
The Internet was designed at a time when the most popular application scenario was
phone conversations. Therefore, it was fundamentally designed to facilitate conversation
or connection between two end devices. The Internet therefore is currently operating as a
massive network of pipes that passively push bits between end-host machines, be it servers,
end-user fixed or mobile devices, or sensors.
Currently, the Internet is predominantly used for content retrieval. The users are primar-
ily interested in content and not where, i.e. the exact machine, they retrieve the content
from. For example, a user watching a video on Youtube or Netflix does not care about
the exact server or Content Delivery Network (CDN) that they receive the content from.
Similarly, a user checking his Facebook update does not care about the exact Facebook
server that is serving her, but more interested in the actual content. In fact, the current
Internet architecture has evolved to meet the needs of a content focussed use scenario by
introducing mechanisms such as CDN, Domain Name Systems (DNS) based load balancing
and etc. However, the reliance on Internet Protocol (IP) restricts the network from effi-
ciently meeting the requirements of current application scenarios. No one apart from the
two communicating end-points “understand" what is being transferred, i.e., the network is
not content-aware. This agnostic mode of operation affects several of the network’s key
functionalities, for example, efficient content distribution and content-aware traffic engi-
neering, but also restricts the evolution of others, e.g., mobility is not gracefully supported
as attachment points change.
Information Centric Networking (ICN) [2, 3, 4, 5]emerged in recent years as an alterna-
tive to the current host-to-host communication paradigm. ICN shifts the focus to “what" is
required (i.e., the actual content), instead of “where" it is obtained from (i.e., the IP loca-
tion of where the content is stored). It therefore proposes direct communication between
the end-hosts and the content itself. ICN puts the actual information or content in the fore-
front and leaves IP addresses and permanent content storage locations as secondary points
of concern. In ICN, the network transfers individual, identifiable content chunks, instead of
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Figure 1.1: An example depicting the difference between IP and ICN at a high level
unidentifiable data containers (i.e., IP packets). For instance, Figure 1.1 illustrates the case
of a user requesting for the December 2015 version of Time Magazine. In the case of IP,
he would: i) obtain a URI (via search engines or other means); ii) contact a DNS server to
obtain the IP address of the server serving it; iii) use the obtained IP address to retrieve the
content from the Internet. In the case of ICN, he would: i) obtain the URI (via search en-
gines or other means); ii) use the URI directly in the network in order to retrieve the content
from the best/closest source.
The basic functions of an ICN infrastructure are to: i) address content by adopting an
addressing framework based on names, without a reference to the current content location
(i.e., location-independent names); ii) route a user request, based only on the content-name,
towards the “closest" location containing the required content; potential locations include
not only the origin server of that content but also network caches or even devices of other
users that downloaded the same content beforehand; iii) deliver the content back to the
requesting host.
Expected advantages of the ICN paradigm include:
1. Efficient content-routing: ICN would enable ISPs to perform native content routing
with improved reliability and scalability of content access. This would be a built-in fa-
cility of the network, which would transform the Internet to a native content distribution
network, in contrast to CDN overlays as is the current practice.
2. Ubiquitous caching: In-network caching enabled today by off-the-shelf HTTP trans-
parent proxies requires performing stateful operations. The burden of a stateful pro-
cessing makes it expensive (both in terms of costs and in terms of operations) to deploy
caches in nodes that handle a large number of user sessions. ICN would significantly
improve efficiency, reliability and scalability of caching, especially for video, by judi-
ciously utilizing caches at critical points in the network to exploit the benefits of named
content.
3. Simplified handling of mobile and multicast communication: with ICN, in contrast
to current mobility architectures, when a user changes point of attachment to the net-
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work, she will simply ask for the next chunk of the content she is interested in, without
the need for maintaining tunnels or re-routing from an anchor point and maintaining
excessive state in the network; in fact, the next chunk may be provided by a different
node than the one that it would have been used before the handover. Furthermore, mul-
ticast becomes an inherent capability in ICN, with content requested from a node being
delivered to all interested receivers without the use of overlays.
4. Support for time/space-decoupled model of communications, simplifying implemen-
tations of pub/sub service models and allowing fragmented networks, or sets of de-
vices to operate even when disconnected from the rest of the network (e.g. sensors
networks, ad-hoc networks, vehicular networks, social gatherings, mobile networks on
board vehicles, trains, planes, or networks stricken by disaster). This point is important
to stimulate early take up of ICN in selected (and possibly isolated) environments.
5. Simplified support for peer-to-peer communications: ICN inherently supports com-
munications between peers, without the need for application-layer overlays, as it is the
case today. Users obtain the desired content from other users (or from caching nodes)
thanks to location-independent content resolution and routing.
6. Content-oriented security model: securing the content itself, instead of securing the
communication channels, allows for a stronger, more flexible and customizable protec-
tion of content and of user privacy. In addition, this is a necessary requirement for ICN:
in-network caching requires embedding security information in the content, because
content may arrive from any network node or user device; hence the senders cannot
be trusted. Thus, end-users must be able to verify the integrity of the received data;
caching nodes also make the same integrity check, to avoid caching of fake content.
7. Content-oriented access control: ICN can provide access to specific information
items as a function of time, place (e.g., country), or profile of the user requesting the
item. This functionality also allows implementing: i) access revocation (also known
as digital forgetting), to ensure that content generated at one point may be removed
from the system by the creator, ii) garbage collection, deleting from the network “ex-
pired"/obsolete contents.
8. Content-oriented quality of service differentiation (and possibly pricing); provi-
sion of different performance in terms of both transmission and caching. Network
operators (especially for mobile networks) already seek to differentiate content quality
and priority, but they are forced to use deep packet inspection technologies. ICN would
let operators differentiate the quality perceived by different services without complex,
high-layer procedures, and offload their networks via caching.
9. Create, deliver and consume contents in a modular and personalized way: ICN
provides opportunities for better customization of the interests of users and the content
that is published by information providers. This will enable more efficient consump-
tion of content because of better granularity in how content is described and identified,
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and because of the ability of users to personalize the content that is delivered for their
consumption.
10. Network awareness of transferred content, allowing network operators to better con-
trol information and related revenue flows, favouring competition between operators in
the inter-domain market and better balancing the equilibrium of power across the entire
eco-system, including over-the-top players.
A final overall advantage of ICN, which in a way comprehends the specific advantages
listed above, is a simplification of network design, operation and management. Currently,
content and service providers have to “patch" shortcomings and deficiencies of IP data
delivery by using several “extra-IP" functionalities, such as HTTP proxies, CDNs, multi-
homing and intra-domain multicast delivery, to name a few. This implies the involvement of
several parties, the use of several specific protocols, the deployment of apposite devices and
the interplay of different functionalities, often offered and managed by different companies
and businesses. Apart from technical complexity, such operations also add management and
administrative complexity. In an ICN environment, such diverse functions can be integrated
in the network in a smooth and seamless way, e.g. by supporting inherently data replication,
caching, multi-homing and multicast delivery. From this point of view, the design and
deployment of a new functionality-rich API will play a key role.
1.2 Background
In order to satisfy the end users’ need for content regardless of where they receive it from,
there have been quite some patch work done to the current IP. Below, such IP based solutions
that attempt to provide a content focussed solution are presented along with arguments as
to why they are not capable of providing the full set of features that are envisioned by
ICN. Then, some of the popular ICN approaches are described. Please take a look at the
Related Work sections in each chapter to get a more comprehensive understanding of the
short comings of the state of the art for a specific problem.
1.2.1 Content focussed application that exist in the Current Inernet
Though the Internet has been designed with a focus on end-to-end connectivity, many pop-
ular solutions try to circumvent this in order to shift the focus on to the content.
1.2.1.1 Peer-to-Peer (P2P)
Peer-to-peer (P2P) is a prime example of a content centric approach where users interested
in a particular content, attempt to obtain it from other peers. Popular Peer-to-Peer (P2P)
services such as BitTorrent make use of a tracker server to store the mapping between avail-
able content and which of the peers have it. A peer interested in a particular content contacts
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a tracker server and obtains a list of peers that are serving that particular content. The ad-
vantage of P2P solutions is that the peers that are downloading a particular content can also
choose to serve that content thereby increasing the number of sources for a particular con-
tent. P2P solutions thus provide users a wide range of options from where one could obtain
the content. P2P services also facilitate the possibility for a requester of content to obtain it
from multiple sources simultaneously.
Why they are not completely effective as a content-centric alternative? The disad-
vantage of a P2P based solution is that it is not topology aware and therefore proximity in
terms of hops in the P2P topology does not in reality mean that they are close to each other
in the routing topology. For instance, three peers that appear close to each other on the P2P
topology could in fact be world apart with one of them being in the US, another in Europe
and another in Japan. Therefore, in terms of the actual distance the content has to traverse,
it might have to traverse a larger number of hops thereby increasing energy consumption.
To overcome the problem of topology unawareness, solutions such as Application Layer
Transport Optimization (ALTO) [6] have been proposed. The ALTO servers are envisioned
to have information about the network topology and other factors and therefore support the
clients in the peer selection process. The ALTO based solution looks promising, but cannot
operate at small time scales since the updates it receives are usually averaged over larger
time scales. Furthermore, the effectiveness of the ALTO solution depends on the level and
accuracy of the information it obtains from the various network operators.
1.2.1.2 Content Delivery Network (CDN)
Content Delivery Networks (CDNs) are a distributed network of large storehouses for con-
tent and support the redistribution of content. The goal of a CDN is to serve content to
end-users with high availability and high performance. CDNs help users to obtain their
content faster and reduce the load on the original source of content as well as on the net-
work. CDNs are in fact a group of servers present in data-centers that cache and serve con-
tent such as downloadable files (movies, software, documents), web-objects (images,scripts,
text), location specific advertisements and other static content. They are also used by con-
tent providers to serve live-streaming and video on demand. CDNs were usually deployed
in backbone networks, but recently, network operators have been deploying smaller scale
CDNs closer to the edge to optimize traffic in their network as well as to provide content
providers an alternative CDN service.
Why they are not completely effective as a content-centric alternative? CDNs are
application layer solutions and therefore the client will have to establish connection to the
content provider (e.g. HTTP), in order to receive a list of content and the corresponding
CDN cache server where the content can be obtained from. Therefore, content providers
might need to have their servers available for initial connection establishment and depend
on CDNs to increase efficiency. Moreover, CDN based solutions can be sub-optimal since
the CDN source has to be decided prior to the actual data transfer. A web server might
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place data in a CDN and request users to go there, but a CDN server close to the user might
not be used since the web server did not store content there. Dynamically deciding which
content to cache in which CDN server is not straightforward. In the case of mobile nodes,
this could result in larger inefficiency since a Uniform Resource Identifier (URI) that has
been resolved earlier to a particular CDN might not be the optimal one once a node moves
and since no URI resolution is involved after movement, the non optimal CDN is being used
which could be a larger number of hops away.
1.2.1.3 Domain Name Systems (DNS)
DNS is another example of a content centricity approach. The DNS stores mapping between
a Uniform Resource Identifier (URI) and the IP address where the content can be obtained.
For instance, a user searching for “Google.com” can be redirected to any of the Google
servers based on how the DNS is configured. The configuration could be such that the load
is balanced or the request is redirected to the server closest to where the request was made.
When an end user moves, he can renew his DNS request to receive from a server close to
him.
Why they are not completely effective as a content-centric alternative? Nevertheless,
the problem with DNS is that, it is performed at the beginning and is rarely updated during
the session. This is also referred to as early-binding. Moreover, DNS updates are not
possible in shorter time frames and makes sense only for big content providers.
1.2.2 Exisiting/ongoing work on ICN based solutions
1.2.2.1 Named Data Networking (NDN)
Named Data Networking (NDN) [7, 8], originally known as Content Centric Networking
(CCN)1 [3] is a popular ICN protocol where content/information is looked up and delivered
according to its name without knowing the identity and location of the sender. NDN uses
two packet types, Interest and Data. A consumer queries for named content by sending
an Interest packet; a provider in turn responds with a Data packet. NDN requires a new
forwarding engine instead of IP, which contains the Forwarding Information Base (FIB),
Content Store (buffer memory which caches content) and Pending Interest Table (PIT). FIB
is used to forward Interest packets toward potential source(s) of matching data. PIT keeps
track of ‘bread crumbs’ of Interest (i.e., to support reverse-path forwarding), which the
Data packets follow to reach the original requester(s). If multiple Interest packets arrive
for the same data from multiple end-nodes, they will be aggregated in the PIT and served
when the data arrives. The Content Store maintains a cache of the data in order to satisfy
potential future requests for that data.
1In this work, we do not distinguish between Named Data Networking (NDN) and CCN since we only refer
to the fundamental communication model.
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…
doc1.txt
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Figure 1.2: Message flow highlighting the name based data retrieval in ICN. Requested data
can be obtained from one of the multiple sources of the data. In this case, the
data can be obtained from the cache of an ICN router, from a CDN service, from
other clients or directly from the original publisher (see Step-4). Step-2 shows
that the Interest is added to the Pending Interest/Request Table (PIT) and in
Step-6 we can observe that the data is stored in the cache of the router before
being forwarded.
Figure 1.2 shows a simple message flow in an NDN architecture. Let us assume that the
requester would like to get a movie file (doc1.txt) that is published by the publisher. In
an IP network, the requester would make a DNS request to identify the IP address of the
publisher and issue a request that would go all the way to the publisher. On the other hand,
in ICN, the requester would issue a request (Step-1, i.e. ICN Get) for that movie file in an
ICN environment. The first hop router has multiple options to deal with this request. If the
movie is present in its cache, it could deliver it directly from it. Else, an ICN router could
choose to forward it via any one of the paths such as those depicted in Figure 1.2 where one
path leads to a CDN like content store, another to other clients that have the data, another
to an ICN router cache and another to the publisher.
1.2.2.2 Ongoing/Completed Projects
The Publish Subscribe Internet Routing Paradigm (PSIRP) [9] project developed an
information-centric network architecture based on a publish/subscribe paradigm. It pro-
posed to replace the current Internet protocols entirely, applying a layer-less clean-slate
architecture for routing, security, mobility and other basic network services. This was fol-
lowed by the Pursuing a Pub/Sub Internet (PURSUIT) [10] project to address open issues
such as resource control and advanced concepts for information scoping. PSIRP/PURSUIT
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introduced several contributions on several aspects of information centric networking, e.g.,
publish/subscribe architecture (e.g., [11],[10]), fast forwarding strategies (e.g., [12]), and a
new transport layer protocol (e.g., [13]), and mobility support (e.g., [14]).
The eXpressive Internet Architecture (XIA) [15] project proposed to create a single
network that offers inherent support for communication between current communicating
principals–including hosts, content, and services–while accommodating unknown future
entities. For each type of principal, XIA defined a narrow waist that dictated the Application
Programming Interface (API) for communication and the network communication mech-
anisms. The COntent Mediator architecture for content-aware nETworks (COMET) [16]
project proposed a content-oriented architecture that could simplify content access and
thereby support content distribution in a content and network-aware fashion.
The Architecture and Design for the Future Internet (4WARD) [17] project developed an
ICN architecture called Network of Information (NetInf) [18]. It has an object model that
can handle information at different abstraction levels, enabling the referencing of informa-
tion independent of its encoding. The NetInf naming scheme provides name-data integrity
and name persistency. The Scalable and Adaptive Internet soLutions (SAIL) [19] project
continued developing NetInf where 4WARD left off. For instance, the naming scheme was
revised, the object model was simplified, and the routing and name resolution framework
has become more concrete with, for example, an inter-domain interface. Moving towards a
more robust, secure and agile Internet (MobilityFirst) [20] is an ICN project that focusses
predominantly on mobile users.
1.3 Dissertation Contributions and Approach
Vision of this thesis: The Internet evolves to an ICN based architecture so that all
the stake holders can reap the benefits on an ICN architecture based Internet.
To transform this vision into reality, a key goal of this thesis was to address the open re-
search problems of ICN. This research work was started at a time when research on ICN
was at an early stage, with many key issues still open, including naming, routing, resource
control, scalability, better network support for popular applications, network management
and a migration path from the current Internet. The aim of this thesis therefore was to pro-
vide solutions to these pertinent research issues in ICN. Moreover, as we have observed in
the aftermath of recent disasters, current communication infrastructure is incapable of sup-
porting the scale as well as the presence of fragmentation. Therefore, this thesis believes
that a futuristic architecture such as ICN must also consider disaster/ad-hoc communication
in the fore front.
The thesis also intentionally steered away from proposing a concrete architecture since
many well advanced and popular architectures were already present. Therefore, this thesis
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focussed on solutions that are applicable to any ICN architecture that is currently available,
such as NDN, Content Centric Networking (CCN) and PSIRP/PURSUIT and potentially
to future ICN architectures with minor modifications. The proposed solutions have been
generally accepted by the scientific community at large.
In order to provide solutions to these pertinent issues, this work adopted an application
driven approach where applications were the focal point. These applications were used to
derive requirements that were then used to design the solution and evaluate the approach.
1.3.1 Content Oriented Publish Subscribe System
Users increasingly desire access to information, ranging from news, financial markets,
healthcare, to disaster relief and beyond, independent of who published it, where it is lo-
cated, and often, when it was published. Publish/subscribe (pub/sub) systems are particu-
larly suited for large scale information dissemination, and provide the flexibility for users to
subscribe to information of interest, without being intimately tied to when that information
is made available by publishers. With the use of an appropriate interface, users can select
and filter the information desired so that they receive only what they are interested in, often
irrespective of the publisher.
A couple of key requirements for a pub/sub system are efficiency and scalability. We ob-
serve that the ability to exploit multicast delivery is key to achieving efficiency, and to avoid
wasting server and network resources. Scalability requirements come in multiple forms: the
ability to accommodate a large number of publishers; the ability to accommodate a large
number of subscribers; enable a nearly unlimited amount of information being generated
by publishers; allow for delivery of information related to subscriptions independent of the
frequency at which that information is generated by publishers; allow for subscribers to
not have to be connected to the network at all times, so that information production and
reception by consumers can be asynchronous.
This work therefore proposes Content Oriented Publish Subscribe System (COPSS), an
efficient content-centric pub/sub system that enhances CCN with push based multicast sup-
port. With the help of a Twitter-like pub/sub application, the requirements are derived and
an efficient approach is proposed. See Chapter 2 for more details. It must be noted that
COPSS formed the foundation for many of the follow up work performed in this thesis.
1.3.2 Hybrid Content Oriented Publish Subscribe System
Change is difficult. It is especially difficult in the Internet that spans the entire World. This
work therefore believes that we must look for graceful incremental solutions, backward
compatible with the current Internet, as opposed to risky clean slate and flag-day solutions.
Therefore, this work examines how to evolve from an IP infrastructure to an ICN-oriented
network by co-existing with the IP network. The aim is to support all the functionality a
COPSS-enhanced ICN environment could provide (both Query/Response and Publish/Sub-
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scribe) and provide users with name-oriented/content-oriented access to information. The
network could however exploit cheaper IP-like forwarding capability where appropriate.
Cache hits from the key ICN nodes enable fast response to content requests, but this needs
to be balanced against the cost of having a large number of complex ICN nodes. Therefore,
additionally, by a judicious choice of placing a limited number of full-fledged ICN nodes
that can also cache content at key points in combination with a larger number of hash-based
forwarding (similar to IP forwarding), this work addresses the problem of efficient migra-
tion to an Information Centric future. The NDN implementation treats ICN as an overlay
using TCP/UDP between ICN overlay nodes. However, this work believes that a tightly
integrated approach as proposed here provides the best of both worlds, with ICN routers
at the edge and at selected points, and the core routers in the network only performing IP
forwarding. See Chapter 3 for more details.
1.3.3 Gaming Over Content Oriented Publish Subscribe System
Massively Multiplayer Online Role Playing Game (MMORPG)2 are increasingly popular.
This is not only because of their attractive structuring and creative scenarios, but also be-
cause they allow for a large number of players to participate in the same game. World of
Warcraft, Counter-Strike and Second Life are examples of such games. Supporting them at
scale, however, is a significant challenge. These games have high interactivity (and there-
fore need very low network latency), since every action an individual player performs needs
to be communicated. A player also needs to be informed of all the related players and
their positions/actions. Players react based on the ‘current’ environment and the cumulative
actions of all the players.
These multi-player games require a persistent view of the world and are usually man-
aged by a dedicated server (e.g., one that is hosted by the game’s publisher). The game
environment in many such server-based MMORPG is such that it is divided into regions
with different groups of players having varying amounts of visibility. Players publish their
actions to a (centralized) server which then forwards the updates to the relevant players
based on the player’s visibility region. The load on the server and communication needs
for player management can be significant. Processing and I/O at the servers as well as the
network bandwidth can be a bottleneck. The communication structure for these games re-
quires the flexibility of supporting a very dynamically changing set of participants. A player
potentially needs to be able to send to, and receive from a set of participants that it does not
even explicitly know of. Distributed approaches that seek to overcome the performance
bottlenecks in a server-based MMORPG need to accommodate these needs. Although P2P
solutions seek to relieve the servers from the heavy computation workload, the need to pro-
vide the flexible communication framework of sending and receiving to a dynamic (and
2http://en.wikipedia.org/wiki/Massively_multiplayer_online_role-playing_game
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possibly unknown set) of participants poses difficult challenges even for a P2P oriented
environment.
This work proposes the use of an ICN based architecture to provide network support for
a MMORPG gaming application. While the game logic resides with the application server,
the aim of this work is to ease the load on the game server. This is achieved by enhancing
the network with ICN features to support the dissemination of the information to the correct
users without the sender having to worry about who to send it to. COPSS (see Chapter 2)
enhances CCN with a push based multicast capability and uses the notion of hierarchical
Content Descriptors (CDs) that are employed by users to subscribe to information that is
published by any end-system in the network. This facilitates a highly dynamic and large
scale pub/sub environment and is able to deliver content in a timely manner. This focus of
COPSS on content distribution rather than host-to-host connectivity removes the need for
receivers to know and establish context with specific sources of information and for publish-
ers to have an apriori knowledge of the intended recipients. This work proposes Gaming
over Content Oriented Publish Subscribe System (G-COPSS), an extension to COPSS to
make it suitable as a content centric communication infrastructure for a decentralized gam-
ing environment. See Chapter 4 for more details.
1.3.4 Name Based Multicast Congestion Control Framework
In the application space, the Internet is fast becoming a multimedia information delivery
platform. Although modern applications span a wide spectrum, multimedia delivery in
general and video in particular is increasingly demanding of bandwidth (e.g., Ultra High
Definition (UHD)) and extra computation (e.g., policy, transcoding, caching and shaping
to accommodate user, device and last-mile characteristics) with minimal impact on latency.
According to Cisco’s white paper [1], video streaming and downloads are the primary con-
tributors to the worldwide network traffic growth and it is expected that it will grow to more
than 80% of all consumer Internet traffic by 2019. Mobile video traffic alone is expected to
grow at an annual rate of 59% until 2019.
While video delivery is at the forefront of attention at the moment, this work envisions
that demand will increase for multi-party interactive multimedia with very stringent qual-
ity of experience guarantees from mission-critical applications, e.g., crowdsourcing mobile
multimedia applications (for sharing videos and experiences at large-scale events such as the
Olympics), eBusiness (HQ-less businesses), eHealth (remote healthcare) and eEducation
(virtual classes/campuses) and Security/access-control. These applications are expected to
satisfy various requirements from perspectives of end-users, business and scalability and
therefore offer many challenges to the underlying infrastructure. First and foremost, the
end-users would expect a high quality of user experience (low latency, UHD, w/wo pri-
vacy, w/wo mobility). Providers of video delivery such as broadcasters and providers of
CDN and user generated content would require efficient means to deliver the videos. More-
over, higher quality video encoding schemes such as 4K and 8K require more bandwidth
Introduction and Motivation 12
and higher quality in best-effort based inter-domain networks. While early versions of all
of these applications are already being used today with the support of large server farms
and data centers, this work argues that the Internet architecture in its current form will nei-
ther encourage nor be able to support widespread adoption of such applications/platforms.
Moreover, these applications could have a large number of heterogenous receivers with
varying receive rates and would have limited loss tolerance.
To promote efficient content delivery, in-network caching has been deployed in most ICN
architectures. This allows the consumers to obtain the copies of transferred contents from
the closer routers without visiting the original source. With in-network caching, ICN can
facilitate multicasting of content, and can shorten the content delivery distance between
content copies and consumers, reducing unnecessary network traffic. This work highlights
a particularly thorny problem of receivers going out-of-sync that results in inefficiency and
unfairness with heterogeneous receivers, when using existing ICN congestion control mech-
anisms with in-sequence delivery. Moreover, in this work, we enhance COPSS (COPSS
enhances ICN solutions with push based multicast capability and also provides two-step
communication for video delivery. See Chapter 5 for more details.) and other ICN so-
lutions with a very efficient congestion control mechanism. The solutions developed for
video communication are also application to other applications such as news and social
media. See Chapter 5 for more details.
1.3.5 Name Based Disaster Communication Framework
An enormous earthquake hit Northeastern Japan (Tohoku areas) on March 11, 2011, and
caused extensive damages including blackouts, fires, tsunamis and a nuclear crisis. The
lack of information and means of communication caused the isolation of several Japanese
cities. This impacted the safety and well-being of residents, and affected rescue work,
evacuation activities, and the supply chain for food and other essential items. Even in the
Tokyo area that is 300 Km away from the Tohoku area, more than 100,000 people became
‘returner’ refugees, who could not reach their homes because they had no means of public
transportation (the Japanese government has estimated that more than 6.5 million people
would become returner refugees if such a catastrophic disaster were to hit the Tokyo area).
That earthquake in Japan also showed that the current network is vulnerable against dis-
asters and that mobile phones have become the lifelines for communication including safety
confirmation. The aftermath of a disaster puts a high strain on available resources due to the
need for communication by everyone. Authorities such as the President/Prime-Minister, lo-
cal authorities, police, fire brigades, and rescue and medical personnel would like to inform
the citizens of possible shelters, food, or even of impending danger. Relatives would like
to communicate with each other and be informed about their well being. Affected citizens
would like to make enquiries of food distribution centres, shelters or report trapped, missing
people to the authorities. Moreover, damage to communication equipment, in addition to
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Figure 1.3: Fragmented networks identified by letters A – F are depicted at specific locations
in a metropolitan area. Each fragmented network consists of one or several
nodes that are able to communicate among themselves and has a gateway that is
responsible for communication with other networks.
the already existing heavy demand for communication highlights the issue of fault-tolerance
and energy efficiency.
Additionally, disasters caused by humans such as a terrorist attack [21] may need to be
considered, i.e. disasters that are caused deliberately and willfully and have the element
of human intent. In such cases, the perpetrators could be actively harming the network
by launching a Denial-of-Service attack or by monitoring the network passively to obtain
information exchanged, even after the main disaster itself has taken place. Unlike some nat-
ural disasters that are predictable using weather forecasting technologies and have a slower
onset and occur in known geographical regions and seasons, terrorist attacks may occur
suddenly without any advance warning. Nevertheless, there exist many commonalities be-
tween natural and human-induced disasters, particularly relating to response and recovery,
communication, search and rescue, and coordination of volunteers.
The timely dissemination of information generated and requested by all the affected par-
ties during and the immediate aftermath of a disaster is difficult to provide within the current
context of global information aggregators (such as Google, Yahoo, Bing etc.) that need to
index the vast amounts of specialized information related to the disaster. Specialized cov-
erage of the situation and timely dissemination are key to successfully managing disaster
situations.
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As shown in Figure 1.3, a key assumption and a differentiating factor to related work on
adhoc scenarios is that the government can play a huge role in facilitating communication
during disasters. The government can plan and prepare for mechanisms and solutions that
could come handy in the case of disaster management.
Although, a reliable and efficient communication infrastructure is most needed at times
of disaster; network designers usually consider disaster management as an after thought.
This results in communication breakdown in the aftermath of disasters. This work there-
fore wanted to place disaster applications at the forefront of the design. A key aspect to
note is that ICN’s reliance on reverse path forwarding in fact renders the core ICN design
incapable of handling the presence of network fragmentation in the aftermath of disasters.
Solutions designed for disaster management could also be used for ad-hoc communication
environments. See Chapter 6 for more details.
1.3.6 Name Based Enhancement For Network Management
Service provider networks (and networks in general) are becoming increasingly complex.
Software Defined Networking (SDN) aims to manage the network by decoupling the de-
cision making from forwarding, i.e. by separating the control plane from the data plane.
The logically centralized SDN controller(s) possess a global view of the network and can
therefore provide a powerful tool for network management as compared to the traditional
distributed architectures typical of the Internet. The data plane could therefore have sim-
pler but more efficient switches that can focus on forwarding without having to worry about
managing routing protocols.
However, this work argues that placing all the decision making functionality on the cen-
tralized controller is not efficient either. We, as network researchers, keep going through
these cycles of designing a centralized/de-centralized/distributed version of the functional-
ities provided by the network. Let us for a moment, try to understand the thought process
behind this. Any functionality can be designed in either a centralized or a decentralized/dis-
tributed manner. Depending on how the functionality is designed: i) the information avail-
able to make decisions vary; ii) the granularity and frequency of receiving/using the in-
formation vary; iii) different hardware constraints apply; iv) support to applications and
network operators vary; v) cross layer interactions differ and solutions to bridge across lay-
ers are required; vi) will have different pros and cons, complexity, benefits; vii) and its
flexibility for future applications vary.
Figure 1.4 illustrates the various factors that contribute to the design choices that influ-
ence if a functionality should be implemented in a centralized/de-centralized/distributed
manner. Application requirements such as desired SLA, latency, throughput, availability,
are a major driving force towards the design choice, they are used to derive a set of generic
requirements that need to be supported by the network. Secondly, Infrastructure/Net-
work requirements and constraints such as how long would it take to replace all the key
components are another major contributing factor. E.g. the constraints to shift from 3G to
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Figure 1.4: Factors that influence the design of a centralzied/de-centralized/distributed func-
tionality
4G or from IPv4 to IPv6. Thirdly, hardware constraints such as available cache, TCAM
space, memory and CPU resources of each and every key component such as the routers,
base-stations and end-devices, is a key contributing factor. Finally, regulations, policies
and business models should be factored in while making these design choices. Usually,
these requirements and constraints are derived from what is available currently and what
we envision would be the future. Therefore, when the assumptions made in determining the
current and envisioned requirements and constraints change, it is time to revisit the design.
A note of caution here is that current/envisoned constraints should not cripple innovation.
A case for example is the advent of electric cars that need to circumvent challenges on
various fronts such as technology, charging infrastructure, performance (in terms of speed
and mileage) in order to compete with the well developed petrol/diesel cars. However,
as more and more effort is invested, these challenges can be overcome. Similarly, clean
slate solutions in the network infrastructure allow for such futuristic dreams. Moreover,
hardware and infrastructure can be pushed beyond current boundaries (increase innovation)
with compelling applications and good design.
While SDN researchers argue for the need to have simpler, but efficient switches while
placing the complexity in the logically centralized controller, ICN argues for the exact oppo-
site. ICN shifts the focus of the network from node location (IP, MAC, etc.) to data names.
Such design enables name-based routing which forwards the requests of a specific name
towards a best source of the data in terms of latency, available bandwidth, source load and
etc. NDN [7] is one of the popular ICN solutions. NDN uses human-readable, hierarchi-
cal names such as /video/cartoon/finding-nemo. The forwarding engines perform the
longest-prefix matching in the FIB to find the next-hop router closer to the data provider.
The key difference of NDN to SDN is that NDN aims to exploit powerful router/switch
hardware by pushing more functionality to the network layer. In essence, while SDN pro-
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poses the need for simpler switches, NDN supports the need for smarter routers/switches.
This work therefore argues against the trend to place most of the intelligence on the log-
ically centralized controller by taking an exemplary popular application – Service Function
Chaining (SFC) in the presence of Network Function Virtualization based middleboxes.
With this example application, this work argues that a centralized decision making entity
curtails the potential that could be achieved by unnecessarily coupling the routing with the
policy. I.e., when an SDN controller decides the functions a flow needs, it also decides the
path the flow has to go through and setup state on the intermediate switches. These solu-
tions have limitations in scalability, dynamicity and flexibility and therefore have difficulty
in adapting to the requirements of a large scale, dynamically changing middlebox set sup-
ported by Network Function Virtualization (NFV). This work then proposes a distributed
decision making solution, Function-Centric Service Chaining (FCSC), that is designed to
exploit ICN principles. See Chapter 7 for more details.
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ABSTRACT
Content-Centric Networks (CCN) provide substantial flexi-
bility for users to obtain information without regard to the
source of the information or its current location. Publish/
subscribe (pub/sub) systems have gained popularity in so-
ciety to provide the convenience of removing the temporal
dependency of the user having to indicate an interest each
time he or she wants to receive a particular piece of related
information. Currently, on the Internet, such pub/sub sys-
tems have been built on top of an IP-based network with
the additional responsibility placed on the end-systems and
servers to do the work of getting a piece of information to in-
terested recipients. We propose Content-Oriented Pub/Sub
System (COPSS) to achieve an efficient pub/sub capability
for CCN. COPSS enhances the heretofore inherently pull-
based CCN architectures proposed by integrating a push
based multicast capability at the content-centric layer.
We emulate an application that is particularly emblematic
of a pub/sub environment—Twitter—but one where sub-
scribers are interested in content (e.g., identified by key-
words), rather than tweets from a particular individual. Us-
ing trace-driven simulation, we demonstrate that our archi-
tecture can achieve a scalable and efficient content centric
pub/sub network. The simulator is parameterized using
the results of careful microbenchmarking of the open source
CCN implementation and of standard IP based forwarding.
Our evaluations show that COPSS provides considerable
performance improvements in terms of aggregate network
load, publisher load and subscriber experience compared to
that of a traditional IP infrastructure.
1. INTRODUCTION
Users increasingly desire access to information, ranging from
news, financial markets, healthcare, to disaster relief and
beyond, independent of who published it, where it is lo-
cated, and often, when it was published. Content centric
networks (CCN) are intended to achieve this functionality
with greater ease for users, greater scalability in terms of
the amount of information disseminated as well as number
of producers and consumers of information, and greater ef-
ficiency in terms of network and server resource utilization.
Publish/subscribe (pub/sub) systems are particularly suit-
ed for large scale information dissemination, and provide the
flexibility for users to subscribe to information of interest,
without being intimately tied to when that information is
made available by publishers. With the use of an appro-
priate interface, users can select and filter the information
desired so that they receive only what they are interested
in, often irrespective of the publisher.
A consumer may not wish (or it may even be infeasible) to
subscribe to all of the ‘channels’ belonging to a myriad of in-
formation providers that disseminate items of interest, either
on demand (such as web, twitter, blogs and social networks),
or tune to a broadcast channel (e.g., television, radio, news-
paper). In these cases, the consumer would rather prefer
obtaining the data based on Content Descriptors (CD)
such as a keyword, a tag, or a property of the content, such
as the publisher identity, published date etc.
Intelligent end-systems and information aggregators (e.g.,
Google News and Yahoo! News, cable and satellite provider-
s) have increasingly adapted their interfaces to provide a
content-oriented pub/sub-based delivery method. However,
these mechanisms are built on top of a centralized server-
based framework and can also result in a waste of network
resources as shown in [1, 2], since the Internet protocol suit-
e is focused on end-to-end delivery of data. Furthermore,
issues of “coverage” and “timeliness” still exist in such form-
s of dissemination, where the aggregator may be selective
in what information is made available. Having a network
that is capable of delivering the information from any of the
producers to all subscribers may overcome such limitations.
However, unlike using multicast at the IP layer which can
result in a substantial amount of duplicate information be-
ing delivered to the receiving end-system (which will have
to be filtered out), it is desirable for the network to assist in
delivering unique information to the subscriber.
There have been several recent proposals for CCN [3, 4,
5, 6]. One such effort is that of Named Data Networking
(NDN) [3, 7]. NDN provides a substantial degree of flexi-
bility for users and end-systems to obtain information with-
out regard to their location or source. Exploiting caching,
NDN improves the efficiency of content delivery. Subscriber-
s can obtain the data from the closest node/cache serving
it. Moreover, multiple requests for the same data arriv-
ing at an NDN router can be served simultaneously by the
router, oblivious to the data source. However, this makes
the content centric routers somewhat more heavy-weight as
we will observe in our micro-benchmarking of such function-
ality. Moreover, due to its intrinsic design, we observe that
enhancements are needed to efficiently support pub/sub ap-
plications using the NDN design. In the rest of the paper
we use the term CCN to refer to the general content centric
based networking paradigm and use the term NDN to refer
to the specific proposal named NDN [7].
A couple of key requirements for a pub/sub system are effi-
ciency and scalability. We observe that the ability to exploit
multicast delivery is key to achieving efficiency, and to avoid
wasting server and network resources. Scalability require-
ments come in multiple forms: the ability to accommodate
a large number of publishers; the ability to accommodate
a large number of subscribers; enable a nearly unlimited
amount of information being generated by publishers; allow
for delivery of information related to subscriptions indepen-
dent of the frequency at which that information is generated
by publishers; allow for subscribers to not have to be con-
nected to the network at all times, so that information pro-
duction and reception by consumers can be asynchronous.
In this paper, we develop COPSS, an efficient content-centric
pub/sub system leveraging the advantages provided by CCN.
We evaluate the performance of COPSS by using a decen-
tralized Twitter-like application and show performance gain-
s in terms of aggregate network load, publisher load and
subscriber experience.
The key novelties of COPSS to provide a full fledged and
efficient content delivery platform for pub-sub applications
include:
• COPSS supports the notion of Content Descriptor (CD)
[8, 9] based publishing and subscription. A CD goes
beyond name-based [3] and topic-based [10] content i-
dentification and allows for contextual identification of
information and supports ontologies and hierarchies in
specifying interests.
• COPSS provides support for a CD based subscription
maintenance in a decentralized fashion, relieving the
publishers and subscribers from having a detailed list
of one another. This facilitates a highly dynamic and
large scale pub-sub environment (in which the focus is
on the content published) and facilitates the creation
of new publishers and subscribers. This is analogous to
recent events in Twitter wherein people belonging to
the affected region were able to behave as publishers.
• COPSS provides a push based multicast capability to
be able to deliver the content in a timely manner in
addition to leveraging the NDN’s inherent pull-based
information delivery model. COPSS does that in a
scalable and reliable manner.
• COPSS is designed to provide additional features for
subscribers that are oﬄine and a 2-step delivery mod-
el that allow information publishers to exercise policy
control, access control (i.e., which subscribers are al-
lowed to access which information) and a snippet based
dissemination of large pieces of content in a scalable
manner.
• COPSS also addresses the need to evolve from our cur-
rent IP-centered network infrastructure to a content-
centric network.
We review related work in §2. In §3, we identify the re-
quirements of an efficient pub/sub system, provide a short
background of NDN, results of a microbenchmark test per-
formed and discuss its shortcomings as an efficient pub/sub
system. We present the COPSS design in §4 and evaluation
results are given in §5. We conclude our work and outline
further work in §6.
2. RELATED WORK
Existing work on pub/sub systems can be broadly classi-
fied into two approaches depending on how subscribers ob-
tain data: pull-based and push-based. In a pull-based mod-
el, subscribers poll the publisher (or a proxy) for any con-
tent/information update. This tends to create unnecessary
overheads in server computation and network bandwidth
when the update frequency is low compared to the polling
frequency. Furthermore, pull-based mechanisms require the
knowledge of the identity (DNS/IP address) of publishers
(or servers acting as the proxy).
In contrast, traditional push-based approaches maintain long-
lived TCP connections (Elvin [11]) or notify subscribers via
other means such as instant messaging (Corona [2]) or Ren-
dezvous nodes (PSIRP [12]). Both approaches have scala-
bility issues since it requires the maintenance of too many
connections and states; and sometimes require that every
publisher and subscriber are known to each other. The wide
existence of Network Address Translators (NATs) makes
it impractical for every subscriber to have global visibili-
ty, thereby complicating push based mechanisms. Overlay
based pub/sub approaches like Astrolabe [13] and Spider-
Cast [10] are agnostic of the underlying topology and there-
fore cause a lot of extra overhead.
To overcome the limitation of these approaches where a sub-
scription requires the knowledge of every content source, ap-
proaches such as ONYX [14], TERA [15], SpiderCast [10],
and Sub-2-Sub [16] have been proposed as topic/content-
based systems. In such systems, users express their inter-
est in content rather than sources (e.g., to a publisher in
Twitter1). COPSS adopts a Content Descriptor (CD)
based approach wherein a CD could refer to a keyword, tag,
property of the content and etc.; similar to that adopted by
XTreeNet [8] and SEMANDEX [9]. RSS feeds and XMPP
pub/sub [17] are used to publish frequently updated content
such as news headlines, blog entries and etc. and allows
users to subscribe to topics/publishers. Though both are
intended as push based applications, in reality they are es-
sentially pull based mechanisms that frequently poll various
RSS sources or XMPP servers.
To our knowledge, there is no prior work which aims to build
the content delivery network for efficient pub/sub. NDN [7]
and native IP multicast [18, 19, 20] also provides an efficient
delivery mechanism, but are not able to serve as an efficient
full-fledge content-based pub/sub system as shown in §3.
This paper proposes COPSS to fill this gap.
3. PROBLEM STATEMENT
We first describe the requirements that an efficient pub/sub
content delivery system has to address. Then, we examine
why existing IP multicast, overlay multicast and the current
NDN solutions may be inadequate.
1http://twitter.com/
3.1 Requirements
An efficient pub/sub information delivery system (“the tar-
get system”) needs to support:
• Push enabled dissemination: To ensure that sub-
scribers receive information in a timely manner, the
target system must provide the ability for publisher-
s to push information to online subscribers interested
in it. Such timely dissemination is useful in many sce-
narios such as disaster (e.g., Tsunami) warnings, stock
market information, news and gaming.
• Decouple publishers and subscribers: As the num-
ber of publishers and subscribers increases, it is impor-
tant for the network to be content-centric (using con-
tent names rather than addresses for routing), while
still providing the appropriate association between them
(publishers need not know who the subscribers are,
and vice versa). Furthermore, each subscriber may be
a publisher as well (e.g., Twitter allows users to be
both subscribers and publishers of data).
• Scalability: The target system must handle a large
number of publishers and subscribers. Minimizing the
amount of state maintained in the network, ensuring
the load on the publisher grows slowly (sub-linearly)
with the number subscribers, the load on subscribers
also grows slowly with the number of publishers (e.g.,
dealing with the burden of duplicate elimination). Im-
portantly, the load on the network should not grow
significantly with the growth in the number of pub-
lishers and subscribers. We also recognize the need to
accommodate a very large range in the amount of in-
formation that may be disseminated, and the need for
all elements of the target system in a content centric
environment to scale in a manageable way.
• Efficiency: The system must utilize network and serv-
er resources efficiently. It is desirable that content is
not transmitted multiple times by a server or on a link.
Furthermore, the overhead on publisher and subscriber
end-points to query unnecessarily for information must
be minimized.
• Incremental deployment: It is desirable that the
system be incrementally deployable as we transition
from an IP (packet-based) to a content-centric envi-
ronment. The target system must ensure that its fea-
tures are beneficial for early adopters, and provide a
seamless transfer from an IP dominated environment
to a content-centric environment.
Additionally, to support a full-fledge pub-sub environ-
ment, it is desirable that the target system support the
following additional features:
• Support hierarchies and context in naming con-
tent: We believe it is desirable to be able to exploit
both context and hierarchies in identifying content.
Hierarchical naming has been recognized by NDN as
well. Exploiting context enables a richer identification
of content (in both subscriptions and published infor-
mation), as noted in the database community (and
adopted in [8]).
• Supporting two-step dissemination for policy
control and efficiency: We recognize the need for
pub/sub environments to support a two-step dissem-
ination process both for reasons of policy and access
control at the publisher as well as managing delivery
of large volume content. In such a scenario, the target
system would be designed to publish only a snippet of
the data (containing a description of the content and
the method how to obtain it) to subscribers.
• Subscriber oﬄine support: Another typical char-
acteristic of pub-sub environments is that subscriber-
s could be oﬄine at the time the data is published.
There is clearly a need for asynchronous delivery of
information in a pub/sub environment in an efficient,
seamless and scalable manner. The system needs to
allow users who were oﬄine to retrieve the data that
they have missed. It should also allow new subscribers
to retrieve previously published content that they are
interested in. We envisage a server that stores all the
content published. While important, the storage ca-
pacity and policy for replacement is beyond the scope
of what we are able to address here in this paper.
3.2 Why Does IP/Overlay Multicast Fall Short
as an Efficient Pub/Sub Platform?
IP multicast [18] is another candidate solution for efficient-
ly delivering content to multiple receivers. A sender sends
data to a multicast group address that subscribers could
join. Multicast routing protocols such as PIM-SM [19] con-
struct and maintain a tree from each sender to all receivers
of a multicast group. However, IP multicast isn’t an effi-
cient pub/sub delivery mechanism for several reasons: 1)
IP multicast is designed for delivery of packets to connect-
ed end-points. Dealing with disconnected operation (when
subscribers are oﬄine) would have to be an application lay-
er issue. Overlay multicast solutions such as [21, 22, 23] are
agnostic of the underlying network topology, usually relying
on multiple unicasts in the underlay path and are therefore
also inefficient as a pub/sub delivery mechanism. 2) The
somewhat limited multicast group address space makes it
difficult to support a direct mapping of CDs to IP multicast
addresses. 3) Current IP multicast is not able to exploit rela-
tionships between information elements, such as CDs. CDs
may be hierarchical or may have a contextual relationship,
which enables multiple CDs to be mapped to a group. For
example, consider a publisher that sends a message to all the
subscribers interested in football, and subscribers who are
interested in receiving messages about all sports. The mes-
sage from the publisher will have to be sent to two distinct
IP multicast groups. If there happens to be a subscriber
of messages on sports and football, (s)he will receive the
same message twice and will have to perform redundancy
elimination in the application layer. The result is a waste in
network traffic and processing at both ends.
3.3 State of the Art: Named Data Networks
NDN: Technical background
NDN [7] has been proposed as a content centric network
architecture. Content sources register their availability of
content by prefix (akin to a URL), and these prefixes are
announced for global reachability (in a manner similar to
BGP in inter-domain IP routing). There are two kinds of
packets: Interest and Data (i.e., content). An Interest pack-
et is sent by a consumer to query for data. Any data provider
who receives the Interest and has matching data responds
with a Data packet. Both the Interest packet and a Data
packet have a content name. For an Interest packet, this
name is the name of the requested data; for a Data pack-
et, the name identifies the data contained in this packet.
The current design of NDN adopts a URL-like scheme for
the content name, e.g., a multimedia item may be named
as /uni-goettingen/introduction.mp3. An NDN router has
three data structures (see Fig. 2): the Forwarding Infor-
mation Base (FIB) that associates content names to the
next hops (termed face); the Pending Interest Table (PIT)
that maps full content names with incoming face(s); and the
Content Store (CS) that caches content from a provider up-
stream. The router forwards an Interest by doing a longest-
match lookup in the FIB on the content name in the Inter-
est. When forwarding an Interest, the router also records
the name of this Interest and the (inter)face from which this
Interest comes into PIT. NDN only routes Interest packet-
s. Data packets follow the reverse path established by the
corresponding Interest. When an Interest packet arrives at
a router, first the CS is checked to see whether the request-
ed data is present in the local cache. If so, then this Data
packet is sent out on the face that the Interest was received
and that Interest is discarded. Otherwise, an exact-match
lookup is done in PIT on the content name of the Interest.
If the same Interest is already pending, then the incom-
ing face of this new Interest is added to the face list of the
matched entry and this new Interest is discarded. Other-
wise, a longest-match is done on the content name in FIB
and the Interest is stored in the PIT and a copy of it is for-
warded based on the FIB entry. If there is no matched entry,
then the Interest is sent out on all the corresponding out-
going faces. When a Data packet arrives, the CS is checked
first. A match implies that this data is a duplicate of what
is cached and the packet is discarded. Otherwise, the PIT is
checked and a match means the Data has been solicited by
Interest(s) forwarded by this node. In such a case, the Data
can be validated, added to the CS and sent out on each face
from which the Interest arrived.
Difficulties with NDN for pub/sub systems: Multi-
cast
NDN has limited intrinsic support for pub/sub systems, a
critical need in a content centric environment. The aggre-
gation of pending Interests at routers achieves efficient dis-
semination of information from NDN nodes. But this ag-
gregation is similar to a cache hit in a content distribution
network (CDN) cache, which occurs only if subscribers send
their Interests with some temporal locality. Thus it avoid-
s multiple Interest queries having to be processed directly
by the content provider. Note however that this is still a
pull-based information delivery method and depends both
on temporal locality of interests and a large enough cache
to achieve effective caching in the (content centric) network.
On the other hand, native multicast support allows for a
much more scalable push-based pub/sub environment, s-
ince it is not sensitive to issues such as the cycling of the
cache when a large amount of information is disseminated.
In COPSS we strive to achieve a full fledged push-based
multicast capability in addition to the efficient query based
information dissemination available in NDN.
Table 1: Forwarding performance (µs)[std. dev]
CCNx UDP-K UDP-U
200B/Interest 2295.6[1106.42] 6.4[0.52] 37.4[8.21]
4096B/Data 2135.4[876.04] 4.0[0.82] 75.2[16.31]
Difficulties with NDN: Obtaining information from
unknown publishers
NDN is essentially built as a query-response platform where
subscribers are required to know the publishers or the pre-
cise identity of the content (URL) to send an interest. S-
ince we believe it is important for subscribers to not know
who are the publishers of a particular information item (i.e.,
a certain CD), NDN poses difficulties in achieving a true
pub/sub environment. Consider a 2-publisher, 1-subscriber
scenario. Sub sends a query “/query/sports/football” be-
cause (s)he is interested in football. On receiving the query,
if Pub1 and Pub2 happen to have different new items of in-
formation, they will return their items to R. But only the
response that arrives first will be returned by R since it will
consume the PIT entry in R. If Sub wants the second up-
date, he/she would either have to know the exact content
name of Pub2’s response, or find a means to exclude Pub1’s
response. Obviously, the first option is infeasible, since it is
undesirable to negotiate a global name space across all the
(possibly unknown) publishers. For the second option, the
subscriber will have to specify a large number of names in
the exclude field, especially if there are a large number of
publishers (one can imagine thousands of such publishers).
Moreover, since Sub does not know of the number of avail-
able publishers, it needs to send the Interest repeatedly till
it stops receiving data from the various publishers and will
have to repeat this process periodically. This model thus
becomes similar to polling, with its associated overhead (as
we will show in §5).
3.4 NDN Performance: Micro Benchmarking
We performed measurements to study the processing over-
head of CCN compared to a pure IP-based forwarding (albeit
recognizing that the functionality offered by a CCN node is
significantly different). We ran simple benchmarks on the
open source CCNx implementation2 and standard IP based
forwarding. The measurements were performed on Linux
2.6.31.9 machine (3.0 GHz Intelr E8400, 4GB Memory).
Note CCNx is currently implemented as a user-space over-
lay, using UDP or TCP encapsulation for exchanging CCNx
protocol packets between different nodes. To have a rea-
sonably fair comparison, we use two kinds of packets in our
measurements: 200-byte UDP packet compared to an NDN
Interest packet, and a 4096-byte UDP packet to compare
with an NDN Data packet (both with the same UDP payload
size). The time between the incoming and outgoing instants
of each packet is measured using Wireshark3. Three for-
warding behaviors are measured: NDN, kernel-space UDP
(UDP-K), and user-space UDP (UDP-U).
From Table 1, we observe that to achieve the functionality
of name-based routing, NDN routers are about 500 times
slower than UDP-K and about 50 times slower than UDP-
2http://www.ccnx.org/
3http://www.wireshark.org
U. Though a hardware-level implementation would be able
to achieve better performance, the requirements placed on
an NDN router is higher than that placed on IP router.
Since COPSS supports NDN functionality, we understand
the need to minimize overhead unless required. Further, we
also explore the possibility of a hybrid COPSS + IP ap-
proach where the COPSS aware nodes at the edge support
the content-centric pub/sub functionality while the interme-
diate nodes are just IP routers seeking to preserve forward-
ing efficiency.
4. COPSS ARCHITECTURE
COPSS is designed to be a content centric pub/sub plat-
form that meets the requirements listed earlier - efficient,
scalable, exploiting a push-based delivery using multicast
for timely but efficient delivery, allow publishers and sub-
scribers to be unaware of each other’s identity, and support
hierarchies in categorizing information. COPSS leverages
the benefits provided by NDN for efficient content delivery
and enhances it to provide a full fledged pub-sub platform.
Publishers focus on their core task of publishing while not
having to maintain membership status, and subscribers re-
ceive content from a multitude of sources without having to
worry about maintaining a list of publishers and frequent-
ly polling them for the availability of fresh data. COPSS
naturally deals with substantial churn in subscription state,
allowing a large number of users to join and leave and fre-
quently change their subscriptions. The topics may change
frequently as well (e.g., in a Twitter-like publishing environ-
ment, where the popular topics change frequently).
4.1 COPSS Overview
COPSS introduces a push-based delivery mechanism using
multicast in a content centric framework. At the content
centric forwarding layer, COPSS uses a multiple-sender,
multiple-receiver multicast capability, in much the same man-
ner as PIM-SM, with the use of Rendezvous Points (RP).
Users subscribe to content based on CDs. Subscriptions
result in ‘joins’ to the different CDs that are part of the
subscription. Each CD is associated with an RP, and the
CCN may have a set of RPs to avoid traffic concentration.
Although not necessary, the number of RPs may potentially
be as large as the number of CCN nodes. Publishers pack-
age the CDs related to the information being published by
them. As with PIM-SM, the published information is for-
warded along the COPSS multicast tree towards the RPs,
taking advantage of short-cuts towards subscribers where
appropriate. COPSS makes use of hierarchical and contex-
t based CDs to aggregate content. COPSS aware routers
are equipped with a Subscription Table (ST) that maintains
CD-based subscription information downstream of them in
a distributed, aggregated manner, as in IP multicast. An
incoming publication is forwarded on an (inter)face if there
are subscribers downstream for any one of the CDs in that
publication. However, only one copy is forwarded on a giv-
en link (to gain the same advantage as multicast). This also
ensures that subscribers subscribed to various groups do not
receive duplicate content, to the extent possible. We note
that our use of Bloom filters (described below) may result
in false positives that would have to be filtered out at the
first hop router next to the subscriber.
Additional capabilities in COPSS include the means to per-
form a two-step data dissemination capability to provide
control of policy and access at publishers and to manage de-
livery of large volume data. Publishers send snippets of the
content (which includes the CDs) and subscribers interested
in the content query for it. Additionally, the COPSS ar-
chitecture supports an efficient delivery mechanism for sub-
scribers who were oﬄine when the data was published. A-
gents/servers are responsible for also storing published con-
tent. Thus, subscribers who were oﬄine could seamlessly
query the network with the ID of the last received data and
the COPSS aware network delivers content from such an
agent/server. It also allows new subscribers to receive pre-
viously published information of interest.
In order to support pub/sub operation, COPSS introduces
two additional types of packets, namely Subscribe and Pub-
lish, and are used in much the same manner as NDN’s
existing CCN packets Interest and Data being used for
query/response interactions. By issuing a Subscribe for
a CD, a COPSS subscriber will then receive updates when
publishers Publish new content. We have attempted to
make COPSS backward compatible with NDN as much as
possible (e.g., taking advantage of caching in the CCN aware
routers etc.). We now address each of the main aspects of
COPSS in detail.
4.2 CDs: Hierarchical and Context Based
Names
A CD can be any legal Content Name. For efficiency though,
we exploit hierarchies in the structure of CDs. For example,
a name /CD/CD1/CD2 includes CD, CD1 and CD2 as
part of a hierarchy and could have multiple levels. It facili-
tates COPSS aware routers to aggregate subscription infor-
mation and avoiding the forwarding of duplicate content. An
example name may be /sports/football/Germany, where
the CDs are /sports, /sports/football and /sports/football/
Germany. A subscription therefore can be at different gran-
ularities, taking advantage of this hierarchy.
4.3 Basic One-Step Communication
The basic one-step communication in COPSS is used for
information dissemination via a push-based delivery using
multicast. This is suitable for a ‘pure’ pub/sub environment,
i.e., sending information where there is no need for policy
control or for small volume content (e.g., Twitter-like short
messages). The key operations of COPSS in this one-step
communication model are Publish and Subscribe.
4.3.1 Publish using Rendezvous Nodes
COPSS supports sparse mode multicast at the content layer.
This is done by introducing a rendezvous node (RN) as the
root of a CD’s subscription tree. As with an RP in PIM-
SM, the RN receives content associated with a CD from a
multitude of publishers and forwards it to all subscribers of
the CD. The RN is a logical entity and handles information
for more than one CD (possibly load-balanced across RNs
using a policy for allocation of CDs to RNs) and resides
on a physical COPSS aware router. a) An RN needs to be
reachable from all publishers sending Publish packets with
header prefix /rendezvous/ b) RNs receive packets from the
publishers, strip the prefix /rendezvous/ and forward it to
the interest subscribers.
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Figure 1: Multicast in COPSS aware network
Note that a publisher does not expect a reply to a Publish
packet and sets the timeout value to 0. Therefore COPSS
aware routers only forward it, rather than putting it into
the Pending Interest Table (PIT). See §4.3.3 for a detailed
example. The job of a RN is to receive and forward and can
therefore be easily replaced whenever necessary.
4.3.2 Subscribe
A subscription received in a Subscribe packet (which may
include one or more CDs) is treated just like a join in IP
multicast. Subscription state is retained in a COPSS aware
router, and the Subscribe is forwarded (if needed) towards
the RN.
Forwarding (via Subscription table)
COPSS uses NDN’s forwarding engine with an additional
Subscription Table (ST) (see Fig. 2). The subscription ta-
ble is used to maintain a list of downstream subscribers and
the outgoing faces towards the subscribers. The Subscribe
packet is forwarded towards the RN based on the forward-
ing table entry at a COPSS aware router. Along the path,
the COPSS aware routers add this entry in their ST . If the
COPSS aware router has an entry in the ST (the equivalen-
t of being an on-tree node in IP multicast), the Subscribe
information is aggregated and the incoming interfaces are
included in the list of subscribers downstream. If not, the
Subscribe is also forwarded towards the RN. Data messages
with CDs matching the entries in the ST are forwarded on
the list of interfaces that have subscribers downstream. The
ST can be implemented as a <face:bloomfilter> [24] set.
Every incoming data packet is tested against the bloomfil-
ters and will be sent to the faces whose bloomfilter con-
tains CD(s) the packet satisfies. This prevents multiple
copies of the same data being sent out on the same inter-
face. A COPSS user needs to subscribe to (i.e., declare an
interest in) a CD. The subscription of a user to a certain
CD is performed by creating an ST entry {Prefix=“/CD”;
Face=user} in COPSS. This allows a publisher’s Publish
packets with the corresponding CD to reach subscribers.
4.3.3 Overall Example
Rendezvous node set up: Assume that R7 in Fig. 1
is the rendezvous node assigned to handle the CD group-
s /sports/ and /sports/football. R7 is assigned the name
/rendezvous and the COPSS aware network propagates this
Subscription Table (ST) 
S = ST 
S 
Face Bloom Filter 
0 /sports/football, ... 
1 /sports, /videos/parc, ... 
2 /sports/basketball, ... 
Figure 2: NDN’s Forwarding engine adapted with subscrip-
tion table
information and updates the forwarding tables (FIB) in the
COPSS aware routers.
Subscription set up: Lets assume that S1 and S2, in
Fig. 1, are subscribers interested in sports/football and
sports respectively. Therefore S1 and S2 will forward a sub-
scribe packet towards R7. COPSS aware router R9 along the
path would store both the subscriptions in its ST (see Fig. 2)
and forward the Subscribe packets towards the rendezvous
node R7. Subscribe messages are similar to Interest pack-
ets in NDN, and can be considered ’standing queries’ and
uses the FIB for fowarding towards the RN and also updates
the ST .
Content Delivery: A publisher just sends the content us-
ing Publish packets (the Publish packet is semantically sim-
ilar to a Data packet, carrying data). However, it will be for-
warded by looking up the forwarding table (FIB) unlike the
PIT in NDN) with the header rendezvous/sports and/or
rendezvous/sports/football. The COPSS aware network
will first deliver it to R7, the RN. R7 on receiving this da-
ta will strip the header rendezvous and disseminate the
Publish packet to subscribers downstream. Based on the
ST , R7 realizes that there are subscribers for sports as well
as sports/football and forwards this packet downstream.
Intermediate router R9, then duplicates the packet and for-
wards it to S1 and S2. Hence, the reduction in bandwidth
consumption and router processing overhead is achieved at
R7.
4.4 Two step communication
With the basic push based communication model using mul-
ticast, COPSS uses Publish packets to carry the published
content. However, to provide the flexibility for publishers
to exercise policy and access control, as well as to efficiently
distribute large volume content, we propose a two-step data
dissemination method. Publishers first distribute snippet-
s or a portion of the content (e.g., preview) as part of the
payload. Subscribers then explicitly query for the content
(an NDN Interest). This two-step model avoids subscribers
from being overwhelmed with large content that may not be
of interest (and saves network bandwidth).
A snippet is a payload carried in the Announcement in-
stead of the actual content. It contains the meta informa-
tion (the CDs), message abstract(s), pricing information and
anything else that helps a subscriber decide if he would like
to have the whole content. Additionally the snippet con-
sists of the contentName that would help the subscriber
obtain the data from the publishers or other sources that
are serving the same Data. The contentName can be real-
ized in a similar manner as in NDN and must be a unique
way of identifying the served content. Published Data can
belong to multiple CDs, e.g., a news article about “An in-
jury to an American football player” could belong to a CD
for /news/america and a CD for sports/football. In such a
case, the snippets sent by the publisher to the different CDs
could either be the same or even be different, pertaining to
the taste of the subscribers. But the contentName carried
in the snippet would be the same allowing for the possibility
of PIT hits (if requests arrive at nearly the same time) and
content store hits (if content is available in cache), when re-
quests arrive from the subscribers of the two groups. Below,
we detail our two-step(see Fig. 3) communication design.
Publisher: Announce
When a publisher has new content to publish, he multicas-
ts an Announcement with the payload carrying a snippet
of the data. The Announcement is implemented by send-
ing a Publish packet, with the format for the name being
“/rendezvous/CD/”. Rendezvous nodes (RNs) do not d-
ifferentiate between a normal Publish packet and an An-
nouncement in their processing (i.e., eliminating the prefix
“/rendezvous” and then forwarding the packet). When a
subscriber receives multiple Announcements pointing to a
same piece of data (identified by the same contentName
portion), he would only need to query for that data once.
Publisher: Register
With two-step communication, a subscriber generates a query
in response to a snippet, if he is interested in the data. For
the query to reach the publisher(s) that send(s) the An-
nouncement, publisher(s) must first propagate to the net-
work the name prefixes (e.g., contentName) of all the con-
tent to be published (similar to the propagation of the con-
tent sources in NDN). This is called Register with the net-
work. For example, a publisher who issues an Announce-
ment of “/rendezvous/CD/” is expected to propagate the
name prefix of “/contentName” (in essence the name of the
content) in order to make the network aware of the avail-
ability of that content. Other subscribers that have already
received the data could also serve the content by propagating
the appropriate FIB entry to minimize the load on the pub-
lishers, especially in the case of large volume content (access
control will have to be negotiated with the publisher).
Subscriber: Retrieve Data
On receiving an Announcement, the subscriber sends a query
using an NDN Interest packet whose content name is the
contentName portion in the snippet received in the payload.
The publisher responds with the Data associated with the
query. This mechanism benefits from NDN’s communication
paradigm and has the advantages of a potential cache hit on
the way (which reduces the access latency of this content)
and potential PIT hit (which reduces the query traffic) if
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Figure 3: Platform overview of the one-step and two-
step communication.
the same data has been requested by some other subscriber
through the same router.
4.5 Supporting Asynchronous Data Dissemi-
nation: Subscribers Going Offline
A true pub/sub environment needs to be able to support
‘asynchronous’ data dissemination. By this we mean that
when a subscriber goes oﬄine (turns off the end-system or
moves to a different location), the pub/sub environment will
still enable the user to receive messages that were missed
while being oﬄine. Furthermore, the user should not have
to know who the publishers were, or even whether they are
still connected to the network. For instance, the original
publisher may no longer be online (e.g., transmitted a warn-
ing before being disabled). COPSS supports this by having
a dedicated broker/server that acts as a store for all COPSS
multicast messages. It is likely that a very large amount of
information would have to be stored at the broker, which
poses scalability challenges. Our solution to this is the nat-
ural one: allow the logical broker to be a set of collaborating,
distributed servers (i.e., a broker cloud). Load is shared a-
mong them and they provide some level of redundancy. But
most importantly, such a design offers the desired scalability.
During COPSS’s bootstrapping, the FIB information with
a pointer to the broker cloud is propagated to the whole
network – just like the FIB pointing to rendezvous nodes
is propagated – so that the broker cloud is reachable from
everywhere in the network.
The broker subscribes to any newly created CD based on
Announcement and Publish messages received from pub-
lishers. Thus, it obtains a copy whenever a publisher pub-
lishes new messages. While storage space is a concern, and
issues such as the content replacement policy on the broker
are relevant, their solutions are likely to be similar to what
has been adopted in a non-content centric, server oriented
information infrastructure.
Querying for missed messages
In order to query for missed messages, COPSS requires a
subscriber to remember the content name of the final mes-
sage he received when he was last online. We also require
that the broker cloud order all received messages based on
their arrival using its local time. When a subscriber goes of-
fline and later rejoins the system, he queries the broker cloud
with two pieces of information: the group he subscribed to
and the message he received last (by sending a Subscribe
packet with the header /broker/CD). The COPSS aware
routers forward the Subscribe based on the header /broker/
to the broker cloud. The broker cloud has to look up in the
log to find the match to the message from the subscriber.
For each multicast message received after this, the broker
cloud checks whether it belongs to any of the CDs provided
by the Subscribe. The broker then sends all the matched
messages to the subscriber. Below, we address scalability
and reliability issues:
Scalability: Retrieving missed content
A subscriber may have subscribed to a very large number
of CDs. Some of the CDs subscribed to could be related to
infrequent events such as a “disaster warning”, or popular,
frequently updated information such as sports. When deal-
ing with asynchrony, a subscriber coming back online would
have to send a query for every CD that he has subscribed,
since it is impossible to predict which groups have had new
content. With the magnitude of subscribers and CDs en-
visioned, such a pull-based approach for information every
time a subscriber comes back online (or moves to a different
point in the network) could result in a lot of traffic. To re-
duce the query load that a subscriber generates and the cor-
responding processing overhead at the broker, COPSS seeks
to aggregate processing by grouping content across multiple
CDs. Instead of querying for content related to individu-
al CDs, the subscriber queries for the group. The tradeoff
is that the subscriber might receive false positives, which
have to be eliminated at the receiving end-point. Aggre-
gation functions include traditional hashing schemes (e.g.,
based on the CD string), but have the disadvantage that
their decision does not take the semantics related to CDs
into consideration. COPSS’s use of the hierarchical struc-
ture of CDs allows subscribers and/or brokers to exploit it
for aggregation. We believe that this will help to minimize
the retrieval overhead and in reducing false positives. For
example, a subscriber who is subscribed to a large number
of disaster warning related CDs could aggregate them to a
higher level CD such as /disaster/ and issue one query to
the broker. It is particularly attractive when these updates
are infrequent and the number of false positives are small.
Scalability: Message delivery
The scale of the subscribers envisioned is likely to lead to
many oﬄine users becoming online in a burst at peak periods
(e.g., in the morning), resulting in a large burst of query traf-
fic. But this also provides opportunities to optimize network
traffic. We propose using markers in the message sequence
to allow for batching responses. E.g., assume a subscriber
of a CD requests for content that he missed since 9 pm and
another subscriber of the same CD requests content that he
missed since 11 pm. Using a marker to delineate the mes-
sage sequence into batches allows the broker to multicast
the overlapping message sequence between the subscribers.
This reduces both network and broker load.
Reliability: Possible loss of sequence
COPSS multicast messages may arrive at the subscribers
and the broker cloud in different order. This can be caused
e.g., by varying latencies from different publishers. Thus,
if the broker simply provides the subscribers with the mes-
sages received after the matched message in the log, some
published information may be missed. We solve this prob-
lem by requiring the broker cloud to group all the messages
in its log into different windows. Let the size of this window
be n, indicating a set of consecutively received messages at
the broker. Upon recept of a query, the broker finds the
target window that contains the matched message. Then
messages related to the queried CD belonging to the same
window are sent to the subscriber. By sending these extra
messages within the target window, messages that may have
been received out-of-order can be included and delivered to
the subscriber. The subscriber would be responsible for du-
plicate elimination. The subscriber would also maintain a
local window that stores the messages that the subscriber re-
ceived as soon as he came online. This ensures that once the
broker starts sending messages that the subscriber has al-
ready received, the subscriber could stop sending the query.
Note the parameter n has to be tuned to make a good trade-
off of delivering unnecessary information to subscribers and
network load versus the success probability of recovering all
the messages when the subscriber is oﬄine, depending on
the message frequency and user online/oﬄine pattern.
4.6 A Hybrid Model for Incremental Deploy-
ment of CCN Capability
We have so far considered an ideal case where all routers
are COPSS aware. However, our micro benchmarking of the
forwarding performance of CCN routers (see §3.4) indicated
that the processing a CCN packet in a CCN router can be
substantially more expensive than forwarding a packet at
a normal IP router. Given that forwarding a Data packet
involves examination of the CCN headers (to parse the CDs,
examine if it is in the cache etc.), it is desirable that these
functions be performed on when essential.
Therefore, we develop a practical yet effective solution for a
hybrid environment (COPSS + IP): COPSS aware routers
are present only at the edge of the network and connected
to the native IP network. We provide the necessary COPSS
functionality at the edge while still achieving efficiency of
forwarding packets in the core. Parsing of content centric
names and forwarding decisions are made by the COPSS
aware (edge) routers, while leveraging the high performance
of IP forwarding in the core IP network. Such an architec-
ture naturally allows subscribers to subscribe to CDs and al-
lows publishers to publish data based on CDs. Furthermore,
the deployment cost may be reduced by only replacing edge
routers with COPSS aware routers.
To facilitate the push-based multicast in COPSS, we make
use of native IP multicast capabilities in the core of the net-
work and perform the mapping from CDs to IP multicast
group addresses. This allows the network to maintain the
advantages provided by the COPSS for both publishers and
subscribers such as maintenance of the subscription list, CD-
based subscription and publishing, one-step and two-step
dissemination and support of users going oﬄine but still al-
lowing asynchronous communication between publishers and
subscribers. The downside is given that the limited avail-
ability of IP multicast addresses compared to the envisioned
scale of the number of CDs in a COPSS aware edge router,
multiple CDs may be mapped to a IP multicast address.
IP Network 
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CD-Addr Mapping Table 
Figure 4: Multicast in COPSS + IP.
Such a mapping may resulting in messages being unneces-
sarily delivered to subscriber end-nodes that then have to
discard irrelevant messages.
An example: In Fig. 4, we give a brief example about
how hybrid-COPSS works. S1 (subscribed to“/1/0”) and S2
(subscribed to “/1/4” & “/2/5” ) are connected to R2, which
is a COPSS-aware edge router. On receiving the subscrip-
tion request, R2 translates these CDs to IP multicast groups
according to the mapping table. As a result, it joins groups
224.0.0.1 and 224.0.0.2 in the IP network. When a pub-
lisher P (connected to R1) multicasts a COPSS packet, R1
will encapsulate the packet according to the CDs it contains.
In this example, CP1 is encapsulated as a UDP/IP packet
using the IP multicast address 224.0.0.1 based on the map-
ping table. When R2 receives the packets, it disseminates
the packets to the end hosts according to the subscription
table, ST as described above. This way, S1 then receives
CP1 and S2 receives CP2 and CP3. However, according
to the mapping table, R2 can also receive packets with CD
“/2/3”. Since there is no subscriber downstream, R2 will
discard this packet. This results in some wasted network
traffic being transmitted on some links. This is the tradeoff
because of the aggregation of CDs.
5. EXPERIMENTAL EVALUATION
We use simulations to evaluate the benefit of COPSS. We
show how pub/sub capability of COPSS achieves improved
performance compared to a pull-based NDN implementa-
tion as well as pure IP multicast. We use the results of
our micro-benchmarking measurements to parameterize the
simulations. We built an event-driven simulator in C#. To
drive our simulator, we use a set of traces collected from
Twitter. We evaluate the performance of COPSS in multi-
ple dimensions: forwarding performance with both one-step
and two-step (delivering a snippet and allowing subscriber-
s to query for content) communications, subscribers going
oﬄine and then retrieving messages missed, as well as the
benefits of a hybrid model.
5.1 Experimental Setup
Dataset: We use a Twitter data trace of tweets on technical
topics obtained from the public Internet during a one-week
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Figure 5: Dataset information
period in 2010, which totaled 68,695 tweets sent by 38,481
users. We identified and selected 25 hot keywords such as
iphone, ipad, blackberry, smartphone as CDs. We filter this
data trace and retrieve a subset in which every tweet con-
tains at least one of the 25 keywords. This subset amounts
to 41,613 tweets from 22,987 users (4.13 tweets/minute, up
to 48 tweets posted at the same time) and is used as our
simulation input. We then filtered additional hot keywords
from these 41,613 messages in order to obtain sub-CDs for
the selected 25 CDs. The sub-CDs range from 1 to 25 for
the selected 25 keywords. By this method, we have a total
of 407 distinct CDs that can be hierarchically grouped into
25 CDs. Fig. 5a shows the number of tweets associated with
each CD respectively. To make the publishers of our sys-
tem tweet more frequently, we assign the 22,987 users to 50
publishers by hashing them based on a power-law function.
Fig. 5b shows the number of tweets per publisher. With-
out the means to inferring CD-Subscriber relationship from
the data trace, we assume the more popular the CD is, the
more subscribers there will be (based on [25]). Thus, we
distributed the number of subscribers per-CD based on the
CD-Tweet relationship. Subscribers can subscribe to multi-
ple CDs, but a subscriber who is subscribed to a top level
CD will not be subscribed to a lower level CD belonging to
it. To simplify the simulation, subscribers will query the
data as soon as they get announcements.
Network topology: We use the Rocketfuel [26] backbone
topology (id=3967) for the core routers. Besides, we put 200
edge routers on the 79 core routers, with each core router
having 1-3 edge router(s). We randomly distributed 50 pub-
lishers, and uniformly distributed the subscribers (varying
from 200 to 600) on the edge routers. The link weights be-
tween the core routers were obtained from the topology and
interpreted as delays (ms). The delay between each edge
router and its associated core router is set to 5 ms; the de-
lay between each the host and its associated edge router is
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Figure 6: Aggregate Network load (NDN (cache=0,
cache=100) vs. COPSS one-step and IP Multicast)
set to 10 ms.
Aggregate network load: We study the impact of COPSS
on the network by measuring the aggregate network load cal-
culated by:
packetCount∑
i=1
packetSizei × hopCounti, (1)
i.e. when a packet with size 1kB is sent from host A through
router R to host B, 2kB is added to the aggregate network
load. For a fair comparison, COPSS packets are encapsulat-
ed into UDP packets when transmitted over an IP underlay.
The encapsulation overhead is therefore the same as in a
CCNx implementation.
5.2 Performance of COPSS’s Basic Commu-
nication Model, NDN and IP Multicast
Fig. 6 illustrates the aggregate network load driven by our
emulated Twitter-like application over the standard pull-
based NDN (both without a cache as well as a cache of 100
packets), using COPSS’s one-step communication model as
well as native IP multicast. We observe that the COPSS
has a lot less load in this case, because of its design of a con-
tent centric push mechanism that improves upon the NDN
proposal by adding a multicast capability. In addition: 1)
Polling is not used by COPSS unlike NDN. With NDN, sub-
scribers need to poll periodically (every 30 minutes in the
default setting) introducing additonal overhead. 2) Network
traffic is further reduced because of multicast with COPSS
even compared to the use of caches in NDNs. Moreover,
COPSS performs no worse than native IP multicast, be-
cause of the use of the hierarchy based grouping of CDs.
This results in fewer messages being transmitted to reach
the subscribers of different CDs. Note that the aggregate
network load due to NDN and IP multicast increases lin-
early with the number of subscribers. With COPSS, the
increase in subscribers results in only a marginal increase in
the aggregate network load since the data is only duplicat-
ed very close to the subscriber (in the optimal case at the
subscriber’s first hop router).
5.3 Performance of COPSS (Two-Step)
Here, we evaluate the performance of the COPSS to trans-
fer large volume content using its two-step communication
model. Large files that are 128 times larger than the o-
riginal Twitter messages are created from the dataset. We
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Figure 7: COPSS in two-step mode
Table 2: COPSS + IP performance vs COPSS-
everywhere and IP-multicast
IP- COPSS- COPSS +
Multicast everywhere IP-Multicast
Content Dissemination
78.76 82.73 77.62
Latency (ms)
Aggregate Network
19.50 12.32 13.15
Traffic (GB)
study the load on the publisher (see Fig.7a) by calculating
the number of queries for data that reach the publisher for
varying cache sizes (0, 10, 100). COPSS is able to lever-
age the benefits of NDN, by first pushing snippets to sub-
scribers who then immediately query the publisher if they
are interested in the content.We observe that a cache size of
10 packets is sufficient to reduce the load on the publisher
significantly.
Fig. 7b illustrates the aggregate network traffic when a vary-
ing number of subscribers request for the full content on re-
ceiving the snippet. For reference, we have also shown the
case of COPSS in one-step mode delivering the full content
instead of sending a snippet. When a small percentage of
users request for the content, substantial network resources
are saved by adopting the two-step mode. However, when
the number of subscribers requesting for the content reach-
es more than 85%, the two-step mode is more expensive
because the sending of snippets in the first step is just ad-
ditional overhead compared to the one-step delivery mode.
Table 3: Broker load vs. router cache size
Cache Size 0 10 100
Broker load (# of query) 895.953 892.714 778.270
5.4 Performance of Hybrid-COPSS (COPSS
at Edge + IP at Core)
In §3.4, we observed that content oriented processing is more
expensive than IP. The aim of hybrid-COPSS (COPSS at
edge + IP in the core) is to achieve the best of both world-
s by obtaining the functionality of content centricity while
retaining the forwarding efficiency of IP. To validate this,
we evaluate the performance of hybrid-COPSS in one-step
mode (COPSS aware routers at edges and IP routers at core)
to that of COPSS-everywhere in one-step mode (all routers
are COPSS enabled) as well as native IP-multicast. Ta-
ble 2 shows the content dissemination latency which is dom-
inated by the processing overhead incurred at every router
(the processing overhead was obtained through measure-
ments 1). The latency incurred is high in the case of COPSS-
everywhere since every COPSS aware router will have to
process the Publish and Subscribe packet. Comparative-
ly, routers enabled with IP multicast perform much better
in terms of latency. Hybrid COPSS is able to achieve low-
er latency than both COPSS-everywhere and IP-multicast.
This is due to the fact that even though the edge COPSS
aware routers incur high processing overhead, they are able
to send a single copy to multiple groups and are thus able
to send much lower traffic into the network. IP-multicast
on the other hand needs to send the same message multiple
times to be able to reach subscribers belonging to different
CDs. This can be clearly seen in the row titled “Aggregate
Network Traffic” where we observe that IP-multicast gen-
erates higher network traffic. The aggregate network traffic
of hybrid-COPSS is slightly higher than COPSS-everywhere
due to the fact that CDs are mapped to IP multicast groups
and therefore results in a small amount of false positive con-
tent being delivered at the last hop COPSS enabled router
close to the subscriber.
5.5 Performance of COPSS for Offline Users
Based on our preliminary analysis on the twitter data trace
available, we synthesize the users’ oﬄine/online pattern as
follows: everyday about 75% of all subscribers randomly go
oﬄine between 2am and 3am, and then go back online ran-
domly between 10am and 11am. For each of the remaining
users, we randomly choose two time points as the start and
end points of their oﬄine period with an average oﬄine du-
ration of 20 minutes. Though this does not match a real
world scenario, we created such a behavior to study the im-
pact of a large portion of the subscribers coming online at
nearly the same time. In Table 3, we observe that as the
cache size increases, the number of queries reaching the bro-
ker reduces. The cache hit rate is boosted by the division of
content based on the markup message and the grouping of
subscribers into higher level CDs when appropriate.
5.6 Additional Observations
Table 4 shows that in the case of NDN-pull and COPSS (2-
step), the publishers need to be visible and therefore have
to propagate their entry throughout the network. In the
case of COPSS (1-step), since it is an RN based multicast,
Table 4: The FIB entry created due to Server/RN
and publishers of the specific content
NDN-Pull COPSS (1-step) COPSS (2-step)
Node type Pub Server Pub RN Pub RN
FIB entries 13,950 279 0 278 13,950 278
the publishers need not propagate their entry and only the
RN propagates the entry to all the (278) COPSS enabled
routers. This shows that COPSS (2-step) behaves in a man-
ner similar to NDN-pull with regards to FIB propagation
whereas in the case of COPSS (1-step), the size of the FIB
in the network is considerably lower.
6. SUMMARY
In this paper we presented and evaluated COPSS, an effi-
cient pub/sub-based content delivery system exploiting the
fundamental capability of CCN for efficient information dis-
semination. COPSS builds on existing proposals for CCN/NDN
to provide pub/sub functionality. COPSS is designed to be
scalable to a large number of publishers, subscribers and CD-
s. We recognize that a pub/sub platform needs to be able to
accommodate users going oﬄine, and allow them to retrieve
content that has been published during the time the sub-
scriber was oﬄine. We also explicitly address the need for
incremental deployment of CCN capability in traditional IP
networks. We use trace-driven simulations to evaluate the
COPSS architecture. COPSS reduces the aggregate network
load and the publisher load significantly. The additional
CCN layer processing with COPSS compared to IP multi-
cast is relatively small, achieved by considerable efficiency
in avoiding duplicate and unnecessary delivery of content to
subscribers. COPSS is substantially more efficient than ex-
isting pull-based CCN proposals (such as NDN) because of
its inherent pub/sub capability.
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ABSTRACT
Content-Centric Networking (CCN) seeks to meet the content-
centric needs of users. In this paper, we propose hybrid-
COPSS, a hybrid content-centric architecture. We build on
the previously proposed Content-Oriented Publish/Subscribe
System (COPSS) to address incremental deployment of CCN
and elegantly combine the functionality of content-centric
networks with the efficiency of IP-based forwarding includ-
ing IP multicast. Furthermore, we propose an approach for
incremental deployment of caches in generic query/response
CCN environments that optimizes latency and network load.
To overcome the lack of inter-domain IP multicast, hybrid-
COPSS uses COPSS multicast with shortcuts in the CCN
overlay. Our hybrid approach would also be applicable to
the Named Data Networking framework.
To demonstrate the benefits of hybrid-COPSS, we use
a multiplayer online gaming trace in our lab test-bed and
microbenchmark the forwarding performance and queuing
for both COPSS and hybrid-COPSS. A large scale trace-
driven simulation (parameterized by the microbenchmark)
on a representative ISP topology was used to evaluate the
response latency and aggregate network load. Our results
show that hybrid-COPSS performs better in terms of re-
sponse latency in a single domain. In a multi-domain envi-
ronment, hybrid-COPSS significantly reduces update laten-
cy and inter-domain traffic.
Categories and Subject Descriptors
C.2.1 [Computer-communication Networks]: Network
Architecture and Design
General Terms
Design, Performance
Keywords
CCN, NDN, COPSS, Pub/Sub, Multicast, Incremental De-
ployment
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1. INTRODUCTION
Content Centric Networking (CCN) [1–7] seeks to trans-
form content as a first-class entity. Rather than the current
location-centric network architecture, CCN presents a net-
working paradigm that enables users to issue a query for
content instead of contacting a specific end host for that
content. It allows the network to provide the content from
any of the multiple sources where it is available (including
the in-network cache), and meets the user’s need to send and
receive content, irrespective of where it is or who generated
it. Named Data Networking (NDN) [4] is one of the more
popular examples of CCN.
Publish/subscribe (pub/sub) systems are particularly suit-
ed for large scale information dissemination, and provide the
flexibility for users to subscribe to information of interest,
without being intimately tied to when that information is
made available by publishers. This temporal separation be-
tween information generation and indication of interest is
a highly desirable content centric feature. Our proposal,
Content-Oriented Publish/Subscribe System (COPSS) [7,8]
is built on top of NDN with a new CCN-oriented multicast
capability, to meet the efficiency and scalability needs of
large scale pub/sub systems. Examples we address include
a content-focused Twitter-like pub/sub system [7] and ap-
plications with tight timeliness requirements such as online
multiplayer gaming and content streaming [8].
A major component of the NDN design is the extensive
use of caching at every hop of the network. Specifically,
NDN requires every NDN router process the content request
(rather than header-based forwarding) and store the named
content to respond to subsequent requests from the cache,
in order to achieve better performance than the case if the
request for content was just forwarded by the network to ul-
timately be served from the publisher/source of the content.
While the performance penalty of hop-by-hop processing of
the content request and response is mitigated by caching
and generating the response from the point where the first
cache hit takes place, the NDN solution still requires ev-
ery NDN router to do the complex parsing of the request
to forward the request or respond to it. Having a cache at
every NDN router is also expensive. As discussed in [7],
we demonstrated that supporting content centricity entails
significant additional processing in the forwarding engine.
Thus, the excitement of the new content centric network ar-
chitecture has to be tempered by the performance, cost and
complexity consequences of the architecture. Furthermore,
there is an important aspect on the incremental deployment
and co-existence of CCN with the current IP-oriented net-
work world.
In this paper, we examine how to evolve from an IP in-
frastructure to a CCN-oriented network by co-existing with
the IP network. Hybrid-COPSS attempts to support all
the functionality a COPSS-enhanced CCN network provides
(both Query/Response and Publish/Subscribe) and provides
users with name-oriented/content-oriented access to infor-
mation. However, the network exploits the cheaper IP-like
forwarding capability where appropriate. Cache hits from
the key CCN nodes enable fast response to content request-
s, but this needs to be balanced against the cost of having a
large number of complex CCN nodes. Therefore, addition-
ally, by a judicious choice of placing a limited number of
full-fledged CCN nodes that can also cache content at key
points in combination with a larger number of hash-based
forwarding (similar to IP forwarding), we address the prob-
lem of efficient migration to an Information Centric future.
The NDN implementation treats CCN as an overlay using
TCP/UDP between CCN overlay nodes. However, we be-
lieve a tightly integrated approach as proposed here provides
the best of both worlds, with COPSS routers at the edge and
at selected points, and the core routers in the network on-
ly performing IP forwarding. Additionally, we also propose
a new FIB propagation mechanism and an incremental de-
ployment strategy to increase the cache hit rate with the
limited amount of memory (cache) size. Our contributions
in this paper include:
• A detailed design of hybrid-COPSS with both pub/sub
and query/response features in a hybrid (IP + CCN)
scenario. We address the inter-working of COPSS with
IP multicast to achieve both incremental deployment
and forwarding efficiency of hash based multicast (sim-
ilar to IP multicast). We also present how COPSS
routers seamlessly integrate an IP network infrastruc-
ture and content-centric end hosts. Moreover, we pre-
sent how CCN nodes with caches could be placed to
optimize query/response functionality.
• Addressing the challenges of inter-domain multicast,
through hybrid-COPSS’s use of CCN overlay nodes at
individual administrative domain edges. Moreover our
hybrid-COPSS design provides maximum freedom to
individual domains with the capability of distributing
and managing their limited IP multicast space, while
ensuring that global connectivity is maintained.
• An approach to map the very large (potentially un-
bounded) address space that a large scale CCN net-
work may use, onto a limited IP multicast group ad-
dress space. The choice of the address mapping has a
direct impact on network efficiency. We provide an ef-
ficient mapping schema that reduces wasteful network
traffic.
• A study of FIB size and cache hit rate in a pub/sub sys-
tem using incremental CCN deployment. We propose
an incremental deployment framework for ISPs and a
FIB propagation mechanism to increase the cache hit
rate and reduce the FIB size in such environment.
• Evaluating the performance of hybrid-COPSS against
COPSS and IP multicast in an experimental test-bed.
We use a gaming trace to microbenchmark the for-
warding performance and queueing in our lab test-bed
and use a representative ISP topology in a simulation
environment to compare the response latency, network
traffic and rendezvous point throughput of the alter-
nate approaches. The results show that hybrid-COPSS
can be integrated into the current IP network architec-
ture, and significantly improves latency compared to a
CCN-only environment. While network traffic can be
higher as a result of an extremely limited IP multicast
group address space, we observe that even with a larger
address space, an IP multicast-like approach can only
perform as good as hybrid-COPSS. However, hybrid-
COPSS significantly outperforms IP-multicast-like ap-
proaches in multi-domain environments, in terms of
reducing inter-domain traffic.
Our paper is organized as follows. In §2 we discuss related
work and background. Then, we give the basic pub/sub
communication of hybrid-COPSS in §3. In §4, we describe
our optimization on query/response in hybrid-COPSS. §5
solves the inter-domain multicast problem and §6 discusses
scalability and management issues. Evaluation results are
reported in §7 before concluding in §8.
2. RELATEDWORK
Publish/subscribe systems (e.g. [6, 9–14]) are attractive
because they relieve the consumers from the strict synchro-
nization in time and location when the information is gen-
erated by publishers [15]. Although meant to be content-
centric in nature, current systems require the users to know
the location or identity of the publisher of the information of
interest. In limited situations, information aggregators that
collect, index and re-distribute the information in some form
remove the burden from the users (and act as a rudimenta-
ry content-centric forwarder). Thus, most current pub/sub
systems are built on a location-based architecture, which re-
sults in inefficiency both in data forwarding and information
management at the user end.
NDN [4] is an instantiation of CCN. With NDN, a human
readable ContentName is used to identify a data chunk. Re-
quest and response are represented by two basic kinds of
packets Interest and Data. Information consumers send In-
terests (queries) to request for content. NDN routers for-
ward Interests towards potential information providers ac-
cording to the Forwarding Information Base (FIB) (we use
FIB(name) to denote the outgoing face(s) in FIB for Content-
Name name). Interests not matching an entry in the Con-
tent Store (CS) are cached at the Pending Interest Table
(PIT) of each router they traverse. Information providers
subsequently send matched Data (response) packets along
the reverse path of the pending Interests towards informa-
tion consumers. Data packets will be cached at each router’s
Content Store for future use, and will consume each pending
Interest when traversing the path. Proposals such as VoC-
CN [16, 17] try to support online live streaming and group
communication over NDN architecture. However, such sys-
tems might incur significant overhead due to the inherent
query/response communication model, when a simple pub/sub
form of information dissemination is desired.
In [18], the authors motivate the need for channel-like (in-
cluding push-based) communication in NDN. IP multicast
solutions such as PIM-DM [19], PIM-SM [20] and SSM [21]
provide multicast group communication to applications like
IPTV. However, a lot of ISPs do not support IP multicast,
especially for inter-domain traffic, due to complexity and
charging concerns. Overlay multicast [22–24] is another al-
ternative for multicast group communication, which allows
data to be replicated at hosts along the dissemination struc-
ture (tree or mesh) thus saving some of the network traf-
fic and publisher load. Data replication, multicast routing,
group management and other functions are achieved at the
application layer. Thus, it enables easier deployment with-
out the need to change the current IP infrastructure. Howev-
er, overlay multicast is agnostic to the underlying topology,
likely resulting in forwarding inefficiencies.
COPSS [7, 8], created as an enhancement to NDN, pro-
vides an efficient pub/sub capability in the content-centric
network architecture and effectively integrates pub/sub with
query/response. COPSS supports content-centric features
in the naming structure including the ability to include hi-
erarchies. The fundamental component, a Content Descrip-
tor (CD), is used in the CCN-based multicast framework.
COPSS uses a Rendezvous Point (RP) based multicast struc-
ture, along with automatic RP balancing to avoid traffic
concentration. However, the performance of COPSS may
be improved in environments where incremental deploymen-
t or co-existence with IP networks is desired, by exploiting
native IP multicast, to reduce latency. In this paper, we pre-
sent a complete COPSS overlay based solution that is more
efficient and scalable than the solution outlined in [7,8] that
consisted of the 1st hop router simply mapping a Content
Descriptor (CD) to an IP multicast group. Hybrid-COPSS
facilitates the dynamic management of the CD to IP multi-
cast and CD to RP mapping, which helps in reducing the
unnecessary traffic being sent in the network. The solution
we study in this paper also provides the means for a care-
ful partitioning of the functionality at different nodes so as
to allow the nodes to maintain the functionality (as we in-
crementally deploy) as much as possible when the network
finally evolves into pure CCN/COPSS environment.
While we presented the basic philosphy for co-existence
and graceful migration in a workshop paper [25], we present
in this paper a detailed architecture that handles pub/sub,
optimizes query/response with a 2-stage dissemination and
RP balancing in a multi-domain scenario so that such RP
balancing “affects only the first domain downstream”. Fur-
thermore, we provide a thorough evaluation to illustrate
the cache hit rate and response latency with the optimized
query/response solution. In this paper we look at the total
update latency from microbenchmarking to illustrate that
the use of an efficient IP forwarding, hybrid-CCN (hybrid-
COPSS) can have better performance even in a simple topol-
ogy. Our approach also offers increased scalability for the
pub/sub topology with varying numbers of end-hosts.
3. Hybrid-COPSS PUB/SUB
In this section, we describe the multicast-based delivery
model of hybrid-COPSS with our approach for incremental
deployment, leveraging an IP network’s efficient forwarding.
We retain the content centric functionality from both the us-
er’s and the end-system’s perspective. In [4, 6], the authors
proposed that content centric network could be built as an
overlay to achieve the CCN’s functionality. NDN [4] propos-
es to use UDP packets to encapsulate NDN packets (Interest
and Data) or TCP to transfer NDN protocol messages over
an IP network. This links NDN forwarding engines via faces
(address:port) and forwards packets on a hop-by-hop basis
across the IP underlay. While the COPSS architecture can
also be implemented as an overlay, we explore an integrated
approach. We allow hybrid-COPSS to provide content ori-
ented functionality that is integrated with the routing and
forwarding functionality of an IP network.
To achieve forwarding efficiency for multicast (overlay or
IP)-based information dissemination, we seek to reduce the
time required for name resolution and complex protocol ex-
change at every hop in the overlay. Therefore, it is desir-
able for the heavy-weight COPSS forwarding function to
be present only at critical positions and leave intermediate
routers to focus only on forwarding. Note that the need-
s of a query/response system could be different from that
of a multicast system. Therefore we do not place strict re-
quirements on where the pure COPSS or pure IP routers
need to be placed. In fact, we expect that the COPSS en-
abled nodes can be used either with their full CCN overlay
functionality or with the more limited, but efficient, func-
tionality (consisting of only multicast and IP like forward-
ing). This design allows a query/response application to
utilize the CCN capability of intermediate nodes when and
where needed. The overlay-underlay design of the nodes im-
plies that where needed, there are CCN routers that provide
query aggregation and caches (thereby the benefit of cache
hits).
3.1 Packet Forwarding in COPSS
To provide a flexible publish and subscribe functionality,
COPSS adopts a Content Descriptor (CD) based approach
where a CD could refer to a keyword, tag or can be combined
with a property (e.g., hierarchical structure) of the content.
A CD is a human-readable, hierarchically structured string
(similar to a ContentName in NDN). However, in NDN, a
piece of data is identified by a globally unique ContentName.
But, in COPSS a piece of data (e.g.,a document) can have
multiple CDs and at the same time there may exist multiple
data items (e.g., multiple documents) that are identified by
a given CD.
COPSS is designed to use a Rendezvous Point (RP)-based
multicast as the basic communication model. To reduce the
(well-known) traffic concentration at an RP, several RPs are
setup in the network based on the workload, and every RP
serves a set of CDs. Considering the problems related to
RP balancing and node failure, we do not constrain an RP
to reside only at a given physical machine. It is a mod-
ule identified by a ContentName that can be dynamically
placed at a router. RNCD is the ContentName that identi-
fies the module implementing the RP serving the CD. CD
to RP mapping is stored in the RP Table on every edge
router (RNCD = RP Table(CD)). When an RP is setup
(or moved), it will propagate the list of the CDs it is re-
sponsible for along with its own ContentName throughout
the network. The COPSS routers would then have an FIB
entry storing the ContentName and the outgoing face to-
wards the RP. We use FIB(RNCD) to denote the outgoing
face towards the RP that serves CD.
COPSS routers are equipped with a Subscription Table
(ST) to store the outgoing faces to reach subscribers down-
stream. The ST is a dictionary of {Face:Bloom-Filter(CDs)}
such that if any CD in a Publish packet has a hit in the
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Figure 1: Basic Protocol Exchange
bloom filter for a face, the packet will be sent (and will only
be sent once) through that face.
When an end host subscribes to a CD, it sends a Subscribe
packet to its 1st hop router. The 1st hop router modifies
its own ST and forwards it upstream, i.e., FIB(RNCD),
after checking if it has not already subscribed to this CD.
The upstream routers change their local ST and forward the
Subscribe packet until it reaches the RP or a router that has
already subscribed to the CD (essentially an ‘on-tree’ node).
On receiving a Publish packet (containing multiple related
CDs and the content) from an end host, a 1st hop router en-
capsulates the Publish packet into an Interest packet with
ContentName RNCD. This packet will be forwarded to the
RP that serves the CD. The RP recognizes the Interest pack-
et and decapsulates it. The decapsulated Publish packet is
forwarded downstream according to the routers’ STs until
it reaches all the subscribers.
3.2 Packet Forwarding in Hybrid-COPSS
In hybrid-COPSS, we seek to exploit the forwarding func-
tionality of IP in the core of the network to achieve efficiency.
The full-fledged functionality of COPSS is present on edge
routers (routers directly linked to publishers and subscriber-
s) and at the RPs. The edge routers are directly linked to
the RPs on the overlay. The edge routers still maintain
RP Table. But since the FIB stores the {address:port}
pair as an outgoing face, edge routers can find the address
of the RPs seamlessly. Here, we denote RACD as the ad-
dress of the RP module that serves CD. The RACD can be
calculated by FIB(RNCD) because the RPs and the edge
routers are directly linked at the CCN overlay layer. Then,
this packet will be forwarded to the RP through the under-
lay. CD to multicast group address (GroupCD) mapping
is maintained in the Group Table on the RP (GroupCD =
Group Table(CD)). Note that in a multi-domain scenario,
the routers at the borders of the domains could also have
COPSS functionality. This will be briefly addressed in Sec-
tion 5.
On receiving a Subscribe packet from an end host that
seeks to subscribe to a CD, the edge router will first modify
its ST and then forward it to the RP using the address
RACD. The protocol exchange is shown as the “Subscribe
Stage” in Fig. 1. When the COPSS RP receives this packet,
it will assign an IP multicast group address to the CD if
there is no group for the specified CD. It then sends a group
join invitation to the edge router to which the edge router
responds by joining the specified IP multicast group. In the
IP network, an RP-based tree or source-based tree will be
formed according to the IP multicast protocol (e.g., PIM-
SM).
To publish content, the publisher sends a Publish packet
to the edge router (the user behavior is unchanged). The
protocol exchange is shown as the “Publish Stage” in Fig. 1.
The edge router encapsulates the packet using an Interest
with RNCD and sends it to RACD. When the RP receives
this packet, it will decapsulate it and forward it based on
the Group Table, instead of the ST. We can also use the ST
on the RP to maintain the Group Table by replacing the
face with the group address. This packet will be delivered
to all the edge routers that subscribe to GroupCD. The edge
routers check the CD in the Publish packet and forward it
based on their own ST. Since CDs are used to represent con-
tent, the sheer volume of CDs could be an order (or multiple
orders) of magnitudes greater than IP multicast group ad-
dresses. The mapping of the very large, hierarchical CCN
namespace onto a bounded, flat IP multicast group address
space will naturally result in wasteful traffic being sent on
the network, which will have to be discarded by the edge
router.
We believe that to a significant extent ISPs support IP
multicast within their domain. The primary challenge is in
supporting IP multicast across domains. However, in those
cases where IP multicast is not supported within a domain,
we rely on a pure COPSS overlay. We then exploit an overlay
multicast tree to minimize the number of copies sent from
the RP and on each overlay hop.
4. Hybrid-COPSS QUERY/RESPONSE
Query/response based dissemination is an essential part of
content delivery, in addition to the pub/sub delivery mech-
anisms. It could be initiated by an end-host that requests
a particular content or in response to receiving a snippet
via the pub/sub delivery mechanism. The latter approach
(called 2-stage dissemination) is performed when the end-
host is interested in receiving the whole video after watch-
ing a trailer that was sent by the pub/sub mechanism. The
2-stage dissemination helps reduce the bandwidth used for
data delivery since not every subscriber is interested in each
piece of data published with the CD he subscribed to. At the
same time, this strategy can help publishers with policy con-
trol in responding to subscriber requests. For example, the
snippet can be seen as an advertisement and the publishers
can have access control on the actual complete content. For
the 1st stage, we use COPSS to minimize the announcement
latency, and for the 2nd stage, we use query/response to get
the best use of in-network cache, as is typically performed
in NDN. This work focuses on adapting the query/response
component to efficiently function in the envisioned hybrid
scenario where it co-exists with IP as well as COPSS (multi-
cast based dissemination) nodes.
As mentioned earlier, the needs of a query/response sys-
tem could be different from that of a pub/sub system and
therefore we do not place strict requirements on where CCN-
aware or pure IP routers need to be in the network. Since
hybrid-COPSS utilizes IP multicast, it is sufficient for edge
routers and RPs to be CCN aware in the basic case. The
simplest approach is to enable query/response functionality
on the COPSS nodes. But for achieving improved overall ef-
ficiency, we believe that having more CCN-aware routers can
help because of the in-network cache and FIB aggregation
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Figure 2: FIB propagation for Query/Response
capability. However, for the dissemination of the content,
traversing a larger number of CCN-aware routers involves
more processing at each of the hops and thus contributes
to higher latency. Therefore, with the goal of achieving an
incrementally deployable architecture and having an opti-
mized delivery mechanism that reverts to hashing based for-
warding whenever possible, we explore optimization strate-
gies for placement of CCN caching nodes versus nodes that
forward based only on IP.
4.1 RP-based Query/Response
To provide content-oriented query/response in an incre-
mental way, we propose an optimized RP-based query/re-
sponse architecture that allows for reducing the size of the
FIB while increasing the cache hit rate. To allow the sub-
scribers to obtain the content, the publishers need to send
a globally unique ContentName along with the snippet and
also propagate that he serves (the prefix of) the Content-
Name beforehand. The propagation results in an FIB entry
being added either at the RP or in the CCN aware router-
s depending on the approach (see Fig. 2). In COPSS, the
globally unique ContentName is divided into 2 parts: global-
ly unique publisher name and the publisher’s locally unique
data ID. In the case of the NDN-based query/response, a
globally unique name is used. NDN requires the network to
know how to reach the publisher by creating a source-based
tree rooted (i.e., starting from the edge of the network in-
wards) at the publisher’s 1st hop router. Fig. 2a shows the
FIB for /P1 (green dotted lines) and /P2 (red dashed lines).
The blue solid lines are the shared part of the trees. Since
there might be subscribers everywhere in the network, every
router needs to know the outgoing face for all the publishers.
The total FIB entry size in the network can be calculated
as:
SizeFIB = (nrp + npub)× nr, (1)
where nrp is the number of RPs, nr is the number of CCN-
aware routers and npub is the number of publishers.
However, in a pub/sub system environment, the RPs are
already well-known to the complete network (for multicast).
If we aggregate the query/response tree at the RP, we can
reduce the FIB entries stored on every router: only RPs need
to know how to reach the publishers. In Fig. 2b, the blue
solid lines from the subscribers to the RP are the FIB for
/RP. In the hybrid world, FIB values are {IP:port} pairs,
so we can point FIB(P1) on RP directly to the 1st router
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Figure 3: Overlay for Query/Response
of P1. The green dotted line in Fig. 2b is an overlay link
that skipped an intermediate router in the underlay. The
FIB entry size in the network can be calculated as:
Size′FIB = nrp × nr + npub × nrp. (2)
Since nrp  nr, the new FIB size can be much smaller
than the original (in equation 1). Though this optimization
is optimal for query/response in the 2 stage dissemination
where the subscribers are aware of the RP, this model can
also be applied to the NDN-like query/response model. In
that case, RPs would be responsible for aggregating FIBs
from data providers and would advertise themselves. The
CCN routers would forward the query to the RPs, which in
turn would forward it to one of the data providers in case a
cache hit has not already occurred. The benefits of such an
architecture for the NDN-like query response is that it limits
the FIB sizes that are being propagated in the network. In
the rest of the section, we detail the effect of placing CCN
aware nodes on the pub/sub model.
FIB Propagation from Subscribers
In §3, we required the RP and all the edge routers be CCN-
aware routers. In the overlay, we created FIB entries from
the edge routers directly to the RP since there are no CCN-
aware routers in between. When we have more CCN-aware
routers deployed in the network to increase the cache-hit
rate for query/response interactions, we slightly modify the
“Subscribe Stage” to allow intermediate CCN-aware routers
be part of query/response tree as well. But, in the “Publish
Stage”, the packet flow remains the same.
We use Fig. 3 as the example of our description. In Fig. 3,
IR1 is an IP router. CR0−6 are CCN-aware routers. CR2,4,6
are edge routers. S1, S2 and P1 are linked to CR2, CR4
and CR6 respectively. In the overlay, we have the CCN
module at CCN-aware routers. The edge routers have CCN
modules with additional functionality (e.g., encapsulating,
decapsulating and ST for end-hosts). Since a CCN-aware
router can serve as 0, 1 or more RPs, we design the RP
as a logically separate module for multicast and renaming.
Thus, on router CR0, there exists both CCN module and
RP module. When an RP is setup on a router, the RP
module registers a FIB entry on the router’s CCN module:
name=/RP, face=Rx:RP . We use CRx:CCN to denote the
{address:port} pair of the CCN/edge module on CRx and
CRx:RP for RP module on CRx.
On receiving a Subscribe packet from the subscriber (S1),
the edge router (CR2:CCN ) will add ST and forward it us-
ing UDP packet whose destination is CR0:CCN according
to FIB(RP Table(CD)). Here, we use a flag bit in the UDP
packet to mark the special message type. When IR1 re-
ceives the packet, since it is a normal IP router, it forwards
the packet directly to CR1. But CR1 knows about the spe-
cial flag bit and instead of forwarding this packet towards
CR0, it redirects the packet to CR1:CCN . Its CCN module
treats the Subscribe packet similar to an Interest packet.
An entry (name=/RP/sub, face=CR2:CCN ) will be added
into the Pending Interest Table (PIT) that contains the re-
quests that are yet to be served. When CR1:CCN sends
the UDP packet out, the from field of the UDP packet is
changed from CR2:CCN to CR1:CCN . When CR0:CCN re-
ceives the Subscribe packet, it does the same as CR1:CCN ,
but the face of the PIT entry is CR1:CCN . The packet is
forwarded to CR0:RP . CR0:RP responds with a Join packet
which contains CD, RP and GroupCD (the same behavior as
described in §3.2). The CCN module treats this packet sim-
ilar to Data packets with extra FIB add action. CR0:CCN
adds FIB(/RP/query) = CR0:RP , CS(/RP/sub) = Join.
Subsequently, this Join packet will consume PIT (/RP/sub)
and be forwarded to CR1:CCN . FIB(/RP/query) will be
created along the path to CR2:CCN and Content Store en-
try for /RP/sub will be stored in the intermediate routers.
When edge module (CR2:CCN ) receives the Join packet, it
checks if there is an end-host subscribing to CD. If so, it
will join the IP multicast group specified by the Join pack-
et (the same behavior as described in §3.2). When another
subscriber S2 also tries to join CD, CR1:CCN can respond
directly instead of going all the way to CR0:RP since it al-
ready has CS(/RP/sub) = Join. If S2 tries to subscribe
to a sub entry of CD (e.g., CD/x), and the RP serves CD,
R4:CCN will add ST (CD/x) = S2 but subscribe to the CD
upstream, so as to still get hit on CR1:CCN . Fig. 3 shows
the FIB for /RP (in red dotted lines, for multicast) and FIB
for /RP/query (in green dashed lines, for query/response).
FIB Propagation from Publishers
Since every end-host in the network can be a possible pub-
lisher, and it is not necessary for some of the publishers to
be known by the whole network (they only use single-stage
pub/sub), setting up an FIB entry for every possible publish-
er on the RPs is not advisable in the pub/sub environment.
We therefore require FIB creation information to be piggy-
backed with the first Publish packet. If a publisher needs to
serve a prefix (he wants the subscribers to issue a query for
the whole data), he will encapsulate the prefix in a Publish
packet. In Fig. 3, P1 will encapsulate /P1 in the Publish
packet. On seeing the piggybacked information in the Pub-
lish packet, the CR6:CCN will setup FIB(/P1) = P1 and
forward the packet to CR0:CCN (CR5:CCN will not see the
packet). CR0:CCN will add FIB(/P1) = CR6:CCN . The
FIB is shown in yellow solid line in Fig. 3.
Data Dissemination According to FIB
On receiving a snippet with CD and data ID /P1/Data1,
S1 queries data with /P1/Data1 and include CD as a refer-
ence. When CR2:CCN receives the packet, it adds PIT (/RP
/query/P1/Data1) = S1 and forwards it according to en-
try FIB(/RP/query), which is CR1:CCN . Then, CR1:CCN
forwards it to CR0:RP through CR0:CCN . CR0:RP removes
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Figure 4: Possible Incremental Deployment Strategies
the /RP/query prefix and forwards the Interest (Content-
Name=/P1/Data1) to P1 through CR0:CCN . P1 respond-
s with the Data packet with name prefix /P1/Data1. It
will be forwarded to CR0:RP and CR0:RP adds name prefix
/RP/query to the packet. CCN modules on the other routers
forward the Data packet and save it in the cache, just the
case as defined in NDN. S1 will receive data and the packet
will be cached in CCN module CR0, CR1 and CR2.
4.2 Strategy to Enable CCN-aware Routers
Although deploying a larger number of caches in the net-
work can increase the cache hit rate, incremental deploymen-
t of the CCN nodes may suggest the need to examine the
cost of deploying these caches. A higher cache hit reduces
server/publisher load, network traffic and load on the nodes
that have to process the content further upstream towards
the source. However, with a larger number of such CCN
enabled nodes, there are more nodes that have to do com-
prehensive processing of the packet, which increases cost as
well as add latency at each of those hops. In this section we
assume the ISPs have a limited maximum amount of cache
that can be deployed across the various nodes in the network.
This then raises the question of which routers should be re-
placed/enabled with the CCN (cache) functionality. As pro-
posed earlier, in the case of the RP-based architecture, the
query/response path follows the same tree as the one used
for pub/sub multicast tree. Subscribers are at the leaves of
the tree with the RP as the root node. In order to better
understand the trade-off, we analyze 2 possible ways of de-
ploying CCN-enabled routers in the network, considering the
logical multicast topology: top down (from the RP down)
and bottom up (starting from the end-hosts/subscribers).
Fig. 4 shows a 5-level (binary) dissemination tree. The root
node is the RP, the leaf nodes are the edge routers to the sub-
scribers. According to the requirement of hybrid-COPSS,
the RP and edge routers have to be CCN-enabled router-
s. The CCN enabled routers are marked as nodes with a
double circle in the figure. The top down strategy deploys
CCN enabled routers starting from the routers directly con-
nected to the RP in the logical tree. Fig. 4a shows the
structure with 3 levels of CCN-enabled routers according to
top down strategy. The bottom up strategy deploys CCN
enabled routers starting from the routers directly linked to
edge (leaf) routers in the tree. Fig. 4b shows the structure
with 3 levels of CCN-enabled routers based on the bottom
up strategy. Note Fig. 4 is for illustration purposes (we re-
alize here the number of CCN nodes in the two figures are
different).
The advantage of a bottom up model is that since the
cache nodes are deployed closer to the leaves (subscriber-
s/querying nodes), a cache hit at the intermediate routers
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Figure 5: Inter-domain multicast
could result in lower latency as well as less network traffic.
However, this strategy could suffer from the fact that the
total cache is now divided across a larger number of CCN
enabled routers. A smaller cache at each node may result
in a lower cache hit rate. Alternately a smaller number of
CCN enabled routers may be deployed with larger amount
of cache on each router, but in the bottom-up case, this may
result in only a subset of the end-nodes in the tree seeing the
benefit of the cache. On the contrary, in the case of the top
down model, the presence of a few cache nodes at the top
levels of the tree allows for a larger cache and at the same
time has the potential to serve a larger set of end hosts as
well as take advantage of the aggregation of user requests,
yielding a higher cache hit rate. However since they are far-
ther away from the end hosts, it results in increased response
latency and traffic. We will compare these two strategies in
our evaluation.
5. Hybrid-COPSS INTER-DOMAIN
A problem with using IP multicast, to take advantage of
forwarding efficiency, is the inability to go across domains
(possibly due to business and deployment considerations).
We combine overlay multicast at the COPSS layer and IP
multicast in the underlay so that a global GroupCD map-
ping is not required, i.e., all the IP multicast information is
maintained within the individual domains. This allows us
to have different CD to IP multicast mapping in each do-
main based on considerations such as the load and subscriber
count for each CD. We take advantage of pure IP multicast,
while making sure that the content-centric COPSS overlay
recognizes the administrative boundaries at the IP layer.
As shown in Fig. 5, similar to the requirements of the sin-
gle domain solution, the edge routers and the RP in each do-
main are COPSS aware routers. Additionally, in the multi-
domain case, we require the boundary routers (marked Bx)
to be COPSS aware. The overlay uses a COPSS multicast
tree rooted at the first established RP (global RP) across all
the domains. The individual domains have a local COPSS
RP that subscribes to the global RP if there is at least one
interested subscriber in its own domain, or a domain down-
stream.
5.1 RP Setup
The first subscription to a CD that is not yet served by
any global RP initiates the process of setting up the RP
within the originating domain. This RP serves as the root
of the global multicast tree (being the global RP). The RP
disseminates the fact that it now serves the CD (for the
mapping RNCD = RP Table(CD) identifying the RP) to
all boundary routers (named outgoing boundaries) and the
edge routers in its domain.
When an outgoing boundary receives information on the
CDs that an RP (from its own domain) is serving, it will set
up a forwarding table entry (FIB(RNCD)) for that particu-
lar RP and forwards the information to the other boundary
routers (named incoming boundaries) in adjacent domain-
s. When an incoming boundary receives the “CD serving”
information, it first checks if there is already an RP in it-
s domain (to avoid loops). If not, it sets up a FIB entry
(FIB(RNCD)) pointing to the boundary from which it re-
ceived the serving information and sets up a new local RP
for this CD. The newly created local RP then sets up a
FIB(RNCD) pointing to the incoming boundary in its do-
main and propagates the serving information to all the edge
routers and all the boundaries except the incoming bound-
ary. To minimize the forwarding latency when going across
domains, we suggest that the local RP be co-located on one
of the incoming boundary nodes of a domain. E.g., If RP3
is located on B31 in Fig. 5, the latency through D3 will be
B31 → B324 instead of B31 → RP3 → B324. The edge
routers will set up FIB(local RNCD) pointing to the RP in
its own domain on receiving the serving information. The
FIB information in Fig. 5 shows the result of RP setup start-
ed at domain D1, triggered by S1. Notice that B23 will not
setup another RP in domain D2 since there already exists
an RP in D2 when the new RP information was propagated
to B23. It will also not be considered an outgoing boundary
or setup a FIB to RP2. But B324 will serve as the boundary
that serves D4 (tree is routed through D3), so it has a FIB
entry pointing to RP3.
5.2 Subscribe
The subscription procedure in the individual domains is
similar to the subscriptions in a single domain case. The
edge router forwards the subscription to the local RP, the
local RP assigns an IP multicast group for the CD and then
asks the edge router to join the local IP multicast group.
However, the local RP will also forward the subscription
upstream to the global RP (root) according to the forward-
ing table entry (FIB(RNCD)). The boundaries and RPs
in between will setup their ST appropriately, but it is not
necessary to assign an IP multicast group address within
these domains. In the example shown, the ST information
in Fig. 5 shows the result of a subscription by S1 through
S4 (dashed lines showing the subscription tree). Since there
is no subscriber in D3, no IP multicast group is needed in
D3.
5.3 Publish
For the intra-domain multicast, the local RP multicasts
the packet using local GroupCD. But on the overlay, we
use a shortcut-enabled multicast tree to optimize forwarding
performance and reduce inter-domain traffic. That is, on
receiving a multicast packet (encapsulated into an Interest
with the ContentName of the RP), the local RP decapsulates
the packet and sends it downstream using ST (CD), except
on the incoming face. At the same time, it re-encapsulates
this packet using its own RNCD and forwards it according
to the FIB. With this shortcut, the Multicast packet does
not need to go all the way to the root of the tree and come
back down. Instead, it is disseminated to subscribers while
being forwarded upstream to the global RP.
For example, P1 in Fig. 5 sends a Multicast packet to E5.
E5 encapsulates the packet using the ContentName RP3 and
sends it to RP3. With no subscriber in D3 (Group(CD) =
null), RP3 will only send a COPSS Multicast (overlay) pack-
et downstream (through B324 and B43 to RP4) according to
the ST. At the same time, RP3 encapsulates the packet into
an Interest using RNCD, i.e., RP1, and forwards it accord-
ing to the FIB. The Interest will be forwarded through B31
and B13 to RP1. RP1 decapsulates the packet and forwards
it according to the ST to B12 (and then to B21, RP2). RP1
will not forward it to B13 since it is the incoming face. Also,
RP1, RP2 and RP4 will send IP multicast with GroupCD in
D1, D2 and D4 respectively. GroupCD may differ in the dif-
ferent domains according to the subscription status in each
domain. Edge routers receive the packet and forward it to
subscribers.
5.4 Automatic Rendezvous Point Balancing
In G-COPSS [8], an automatic RP balancing method was
proposed to relieve traffic concentration (“hot spots”). We
adopt this solution for hybrid-COPSS to minimize the effect
on inter-domain traffic by using different physical RPs (i.e.,
local RNCD) instead of just one global RNCD. The intro-
duction of a new RP and migration of CDs to it for load-
balancing affects only the first domain downstream. E.g., if
the RP for a CD tries to move from RP3 to RP
′
3, RP
′
3 will
set RNCD = RP1, FIB(RP1) = B31 and a subscriber from
it (e.g.., B31 will modify ST, but others like B13 will not be
affected.) A new FIB entry FIB(RP ′3) will be created in
RP4, B43, and B324 pointing upstream. RNCD in RP4 and
edge routers in D3 will be changed to RP
′
3. But if there are
other domains subscribing to D4, they will not be affected.
6. MANAGING ADDRESS MAPPINGS
In this section, we examine efficiency and scalability re-
lated issues of hybrid-COPSS. First is the issue of manage-
ment of the mapping table between the CDs and the Multi-
cast groups on RPs (i.e., GroupCD = Group Table(CD)).
The mapping function controls the tradeoff between the IP
multicast address space usage versus excess traffic carried
over links when a group address is used for multiple CDs.
The second issue is the management of the table contain-
ing the mapping of CDs to a Rendezvous Point (i.e., RNCD
= RP Table(CD)). Although hybrid-COPSS requires that
RNCD is maintained in every COPSS edge router, we seek
to limit the size of this table to enable the solution to scale
better even when we have millions of CDs.
6.1 CD to Multicast Group Mapping
Since CDs are used to represent content, the sheer volume
of CDs could be orders of magnitudes greater than the avail-
able space of IP multicast group addresses. Therefore there
is a need to map multiple CDs to a particular IP multicast
group id. The mapping of the unbounded, hierarchical CCN
namespace onto a bounded, flat IP multicast group address
space will naturally result in wasteful traffic being sent on
links in the network. But different mapping functions can re-
sult in varying amounts of wastage. Imagine that there are 2
CDs: FireAlarm (subscribed to by almost everyone but does
not have many updates) and CCNMailingList (subscribed to
by only a few people but with frequent updates). If we map
them both onto one IP Multicast group, this group will be
subscribed by almost everyone. This implies that the up-
dates in the CCNMailingList will be received and discarded
by almost every edge router, resulting in a large amount of
wasted traffic carried by the network.
According to the example above, a mapping function that
classifies CDs based on their subscribers and update fre-
quency would be preferred. However, in the true sense of a
Content-Centric Network, we assume that neither publishers
nor RPs know who or where the subscribers are. Predicting
the publication frequency of CDs is even more difficult since
anyone in the network could be a publisher. We suggest that
instead of predicting, it is better to dynamically adapt, by
having a re-map function based on various criteria to ensure
fair load distribution and reduction of wasteful traffic.
In our approach, every edge router calculates the wasted
amount of traffic delivered over an IP multicast group, us-
ing a sliding window. Waste is defined as a packet that is
received at a COPSS edge router, but for which there is no
outgoing face according to its own ST. When the amoun-
t of waste packets in a group exceeds a certain threshold,
the edge router reports the overhead (including the group
address and the waste packets for every CD) to the local
RP. Based on the total amount of wasteful traffic on ev-
ery IP multicast group address used, the local RP splits the
heterogeneous CDs and assigns them to a new IP multicast
group. In some other cases, the RP may also try to combine
several CDs into one multicast group when they have sim-
ilar behavior, although we have not explored this in detail
yet. When a new mapping is propagated to the whole net-
work (within a domain), all the edge routers rejoin the new
IP multicast group if there are subscriptions maintained by
them that would be affected. Notice that, since IP multi-
cast is used within a domain, such a re-mapping function
will not affect the other domains. Each domain can have its
own GroupCD according to their subscription status. Our
ongoing work is to examine the details of this mapping and
its effect.
6.2 Management of the RP Table
To limit the size of table containing the mapping of a CD
to an RP (RNCD = RP Table(CD)) at every edge router
and for ease of management, we use a broker to maintain
the complete database in each domain. The smaller table
for RNCD at the edge routers are treated as a cache. When
a router has a cache miss, it goes to the broker. Similar to
the NDN design, intermediate routers can also respond to
this request. The data structure of storing RNCD on the
router can be chosen from one of two options. The first is
a traditional CD to RP mapping table. The index of CDs
can be grouped into a tree structure to optimize search per-
formance. The router would only have to map the CD once
before it sends the packet. The second option is a bloom
filter based RNCD table. For every RP, there is a (count-
ing) bloom filter storing the hash of the CDs it serves. This
can compress the index greatly and reduce the cache miss
rate. However, since we can have false positives, the router
will have to test all the bloom filters before it can forward
the packet. This could result in packets being sent to the
wrong RPs (because of the false positives), thereby resulting
in wasted network traffic and also computation overhead in
the RPs to check if it indeed serves the CD in the packet.
Table 1: Avg. Forwarding Latency(95%CI)
(in µs) COPSS Hybrid-COPSS
1st Hop 2778.14(579.13) 2860.21(592.49)
Internal Unicast 2679.05(575.13) 34.71(3.04)
Rendezvous Point 2749.33(572.32) 2804.65(574.47)
Internal Multicast 82.76(5.60) 33.18(2.90)
Last Hop 83.26(6.10) 140.65(5.79)
7. EVALUATION
In this section, we microbenchmark a hybrid-COPSS im-
plementation on our test-bed compared with pure COPSS
for the forwarding efficiency and queuing. We then use an
online gaming trace and a Twitter trace to evaluate the per-
formance of these architectures under load with a simulation
parameterized by the microbenchmark results.
7.1 Microbenchmarking
We implemented hybrid-COPSS on our lab test-bed and
compare it to the implementation described in [8]. Similar
to [8], 62 players are used to load the test-bed implementa-
tion, but with a longer period (2min warm up and 10min
evaluation) from the gaming trace to get statistically signif-
icant results. We also traced every packet using Wireshark
and calculate the average processing time for different ac-
tions at every router by tracking the arrival and departure
time of that packet. Six different kinds of operations are
defined here. For the 1st hop router, the last hop router
and the RP, we do not breakdown the performance of in-
dividual encapsulation, decapsulation and forwarding func-
tions. These routers are treated as black boxes. However,
for internal routers, we separately measure the functional-
ity of unicast (Interest in COPSS; UDP unicast in hybrid-
COPSS) and multicast (Multicast in COPSS; UDP multi-
cast in hybrid-COPSS) forwarding.
Microbenchmarking Results
We show the average forwarding latency on different router-
s along with the 95% confidence intervals in Table 1. The
results confirmed the observation in [7] that CCN (especial-
ly NDN) forwarding is much more expensive than IP for-
warding. The 1st hop router and the RP in both COPSS
and hybrid-COPSS require FIB lookup functionality, as does
COPSS unicast forwarding even at the internal routers. With
hybrid-COPSS, the internal unicast is UDP/IP forwarding,
which is far more efficient. The last hop router and the in-
ternal multicast take less time due to the simpler ST lookup
in COPSS. With hybrid-COPSS, the internal multicast is
IP multicast forwarding, which is quick. In hybrid-COPSS,
although it incurs a slight overhead on the edge routers and
the RP (around 70µs), the internal routers even outperform
COPSS multicast since no name resolution is required there.
The average update latency in hybrid-COPSS is 6.95ms,
compared to 9.54ms in COPSS. Fig. 6 shows the CDF of
the total update latency. Observe that more than 94%
(compared to only 67% for COPSS) of the new updates/
publications in hybrid-COPSS incur a latency of less than
10ms while in COPSS the same 94% take 13.5ms. Since
we used a simple test-bed topology, with only 1-2 internal
routers between the RP and edge routers, we expect higher
performance gains in a typical network topology with more
intermediate hops.
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7.2 Large Scale Simulation
To further evaluate the performance of hybrid-COPSS in
a large scale environment with realistic network topologies,
we use trace-driven simulation, with two traces: one from
a multiplayer online game, and the second from Twitter.
The evaluations look at both single and multi-domain en-
vironments for the strategy for incremental deployment for
pub/sub and query/response. Note that in the case of the
Twitter trace evaluation, most subscribers are treated as
pure receivers with only 50 of them being treated as pub-
lishers. We do this to emulate scenarios where the ratio of
publishers to subscibers vary. On the other hand, for the
gaming evaluation, all players send as well as receive up-
dates. As the number of subscribers grows, additional load
is generated per-player, making it more challenging to sup-
port in the network.
Data Traces
Game Trace: We first modified a Counter-Strike (CS)
trace obtained on a busy CS server in a 7h05m25s peri-
od [26]. 414 unique players who published 10, 686, 950 pack-
ets (average publish frequency is around 2.39ms/packet)
were in the trace. We also created several subsets of the
trace (the # of players varied from 50 to 400) to evaluate
the scalability of our architecture. All the players share a
global hierarchically partitioned map divided into 5 regions.
Each region is further divided into 5 zones. A player is able
to see and modify objects based on his location in the game
and the hierarchy of the area he belongs to. So the RP will
actually be busier than the original server (where at most
22 players may share an instance of the game, based on the
CS server configuration). In hybrid-COPSS, GroupCD is
manually assigned: CDs in one region share an IP multicast
group (7 CDs in 1 group: Group/i/∗,/i = 224.0.0.i), and /0
uses a single group since
Twitter Trace: We used a Twitter trace on technical
topics obtained from the public Internet during a one-week
period in 2010. We identified and selected 25 popular key-
words such as iphone, ipad, blackberry, smartphone as 1st
level CDs and created a subset of the trace containing 41, 613
tweets from 22, 987 users that contain these keywords. These
25 key words are treated as the 1st level CDs. We further
identify secondary popular keywords (up to 25 keywords)
that are associated with these 1st level CD keywords. We
build a tree structure off of all these CDs. There are a a
total of 407 distinct leaf CDs. To have an adequate number
of tweets originating from each publisher in our system, we
assigned the 22, 987 users to 50 publishers. The individual
users were hashed to a publisher using a power-law. Every
1st level CD uses an IP multicast address. To have a suffi-
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Figure 8: Single Domain Performance: Twitter Trace
ciently large message for the query/response case, we scaled
the tweet size by a factor of 128. A publisher publishes the
original message size as a snippet first and then the sub-
scribers probabilistically query for the complete message on
receiving the initial snippet (tweet).
Single Domain: Pub/Sub
In single domain case, we use RocketFuel 3697 [27] (79 router-
s) as the core topology. A total of 200 edge routers are ran-
domly assigned to the core routers (1-3 edge router(s) per
core router). For the evaluation of hybrid-COPSS in this
case, we used both the Twitter and Gaming traces. The
subscribers or players are evenly distributed on the edge
routers. 3 routers with the minimum average shortest path
distance to all the edge routers are chosen as the RPs (in [8],
we showed that 3 RPs are sufficient to efficiently handle the
gaming trace and we use the same environment for the Twit-
ter trace). The IP multicast groups in hybrid-COPSS are
distributed on the 3 chosen RPs (an RP can serve several
multicast groups). Pure IP multicast is also compared using
the same RP and GroupCD settings.
In the Gaming trace, with cheaper IP forwarding, hybrid-
COPSS achieves an average update latency of around 73.7ms,
compared to 84.6ms with COPSS. However, because of an
insufficient # of IP multicast groups (we map 7 CDs onto
1 IP multicast group), hybrid-COPSS causes a larger load
in the network compared to COPSS, but less than pure IP
multicast, as shown in Fig. 7a when we vary the number of
players. This demonstrates that our solution can be inte-
grated into the current IP architecture without substantial
performance degradation.
With the same # of multicast groups, IP multicast and
hybrid-COPSS result in the same amount of traffic in the
network core. However at the edge with IP multicast, since
the last hop router does not do filtering, end hosts will have
to receive all the unnecessary packets and discard them if
they find them to be of no interest. The wastage on the edge
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Figure 9: Performance of Different Incremental Deploy-
ment Strategies
is shown in Fig. 7b. It causes substantial computational and
communication overhead on the end host as the number of
players increases. For instance, this could be a substantial
penalty on mobile devices with limited battery power. Since
hybrid-COPSS does not change the user behavior, the edge
traffic in hybrid-COPSS is the same as COPSS.
Fig. 8 illustrates the same trend for the Twitter trace, ex-
cept that the network load(Fig. 8a) and edge traffic(Fig. 8b)
grow sub-linearly. This is due to the fact that although there
is an increase in the # of subscribers, the network is able to
take advantage of multicast. The aggregation of subscribers
due to their common interests results in increased efficiency
for multicast.
Single Domain: Query/Response
We ran a simulation to compare the performance of the two
strategies. To understand the results better, we view the
topology in the abstract as a 8-level binary tree (composed
of 255 routers). The publishers are at the root of the tree and
the 256 subscribers are the leaves of the tree. The one-way
latency on the links is set to 10ms). We used the Twitter
trace, where snippets are sent as an announcement and the
subscribers then query for data they are interested in (e.g.,
video clips) [7]. The subscribers have a 50% probability of
querying for the data on receiving an announcement. The
delay before issuing the query ranges from 5sec to 1hr. The
total cache size in the network is set to 2.55GB, divided
equally among all the CCN enabled routers in the network.
The total published data size is around 4.5GB.
The results are shown in Fig. 9, where the x-axis level = n
denotes the number of levels of routers that have their CCN
cache enabled. Therefore level = 2 implies that 2 levels
of routers have their cache enabled, both in the top down
approach and bottom up approach. Note that the results (in
terms of response latency, cache hit rate and network load)
are the same for both top down and bottom up at level = 1
and 7. For level = 1, only the RP and the edge routers
are CCN enabled, and for level = 7, all the routers in the
network are CCN enabled.
There are multiple criteria interacting here that affect the
tradeoff of where and how many CCN routers to deploy: in-
dividual cache size, the cache locations and the strategy (top-
down or bottom-up). With the top-down strategy, when
level = 1 (RP and 128 edge CCN routers), with a per node
cache size of 20.24 MB, we see a lower overall cache hit rate
than with level = 2 (RP, 128 edge and 2 extra CCN router-
s) where the per node cache size is smaller at 19.93 MB.
The higher cache hit rate is because of the aggregation of
requests across uesrs at the second level in the tree that the
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Figure 10: Multi-domain Topology: RocketFuel 1221
2 extra CCN routers can respond to from their caches. The
latency also reduces as we increase the number of levels of
CCN routers. This improvement with the top-down strate-
gy continues up to a point (level = 5), reaching a peak in
the overall cache hits and reduced response latency. When
we go to level = 6 or level = 7, the cache hit rate reduces
because the individual cache sizes are now smaller than the
working set size. Correspondingly, the response latency goes
up, even though there are more CCN routers further down
the tree. When we look at the bottom-up strategy, we see
that the cache hit rate behaves quite differently. Going from
level = 1 to level = 2, the cache hit rate goes down, even
though the number of CCN routers goes up. This is because
the total cache is divided across more routers (RP, 128 edge
and 64 extra CCN routers), because the extra CCN routers
do not see a benefit of any aggregation of requests and do no
yield an increase in overall cache hits. As we go up the hi-
erarchy in the tree with the bottom-up strategy (going from
level = 2 to level = 3 and higher), the cache hit rate increas-
es, and also results in reducing the response latency. Finally,
when we compare the top-down vs. bottom-up strategy, the
cache hits for the top-down is consistently higher (better
aggregation of requests at the top levels of the tree). The
average response latency for the top-down strategy is also
consistently better, even though fewer CCN routers may be
used (e.g., top-down level = 2 has only 3 extra CCN routers,
bottom-up level = 2 has 64 extra CCN routers). This is be-
cause of the higher cache hit rate for the top-down strategy
as a result of better aggregation of requests. The network
load is also lower with the top-down strategy.
This result suggests that when an ISP has a fixed number
of CCN nodes to deploy in the network (i.e., building an
overlay network), it is better to take a top-down approach,
enabling the CCN functionality starting from the nodes di-
rectly linked to the RP, but make sure every router having
enough cache size compared to working set size. The top-
down strategy can achieve lower response latency with fewer
expensive CCN-enabled routers. This serves as an indica-
tion that the RP-based dissemination tree structure is bet-
ter than a publisher focused, source-based tree (see Fig. 2a)
solution. The source-based tree would have to inevitably
employ a bottom-up approach from the edge to the core.
Note that the strategy used here can be applied in the a
multi-domain scenario as well.
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Figure 11: Multi-Domain Performance: Game Trace
Multi-Domain Simulation
We then investigate hybrid-COPSS in a multi-domain sce-
nario using RocketFuel 1221 Australia, which has clear do-
main structure, as our core topology. According to [27],
Telstra has hubs in major cities (Sydney, Melbourne, Perth)
with spokes elsewhere. We consider every city as a domain
and the routers at these major cities as the core router-
s. The topology (Fig. 10) also shows the weights of the
inter-domain links between the 13 boundary routers (marked
bold). 3 (global) RPs are selected on the boundary routers
in Sydney, Canberra and Melbourne. We then add 207 edge
routers onto the core routers, based on the proportions of
the number of core routers in that city in the original topol-
ogy. Every edge router can have 1 or 2 link(s) to a core
router in the same city (but not to the boundary routers).
The latency from an edge to core router is a random value
between 2ms and 8ms. The subscribers or players are linked
to the 207 edge routers evenly. Both the Gaming trace and
the Twitter trace are used to compare the performance of
pure COPSS solution, a simpler, basic hybrid-COPSS so-
lution (that does not consider inter-domain properties) and
the hybrid-COPSS inter-domain solution with varying num-
ber of players.
Similar to the single domain, for the multi-domain Gam-
ing case, hybrid-COPSS achieves lower average update la-
tency (around 52.09ms compared to 61.13ms in pure COPSS)
but results in wasting network bandwidth because of the se-
vere shortage of IP multicast group addresses. Inter-domain
hybrid-COPSS, however, provides an alternative. Because
multicast routing can take advantage of shortcuts across do-
mains, a multicast packet doesn’t have to go all the way
to the global RP to be forwarded to subscribers. Our so-
lution reduces the average update latency by about 2.46ms.
Hybrid-COPSS also cuts the inter-domain traffic almost by
half (Fig. 11b), and reduces the aggregate network load s-
lightly compared to hybrid-COPSS (Fig. 11a). This means
the inter-domain solution is much “cheaper” for ISPs even
compared to a pure COPSS solution. Moreover, as described
previously, this solution does not need routers in different
domains to know each other’s IP multicast group mappings.
Thus, it becomes more practical than other solutions that
depend on inter-domain multicast.
With the multi-domain Twitter trace, hybrid-COPSS has
shorter response latency than pure COPSS (51.35ms vs.
59.05ms) and inter-domain solution reduces it by an addi-
tional 1ms. As for the inter-domain traffic, since subscribers
do not publish (in the Twitter model) and there is at least
one subscriber per domain in all the scenarios, the inter-
domain traffic does not vary with an increasing number of
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Figure 12: Multi-Domain Performance: Twitter Trace
subscribers (Fig. 12a). But, we can observe that the inter-
domain hybrid-COPSS solution reduces the traffic by almost
1/3 compared to a COPSS solution that is not aware of do-
main boundaries (Fig. 12b).
8. SUMMARY
In this paper, we present hybrid-COPSS, an architecture
to integrate CCN functionality with the current IP archi-
tecture. We present a detailed solution to integrate both
the pub/sub and the query/response based content-centric
architecture in an IP network. Hybrid-COPSS is designed
to be as generic as possible and is therefore applicable to
the query/response based NDN solution as well. In this pa-
per we have addressed the 3-way tradeoff that arises when
considering the incremental deployment of CCN, in terms of
traffic, latency and cost. There is a higher amount of packet
traffic (both within a domain as well as inter-domain) as we
go more towards a pure IP environment; there is increased
latency in a pure CCN environment because of the addition-
al per-hop processing; finally there is an increase in process-
ing cost for each CCN hop because of the additional com-
plexity. Our evaluations suggest that hybrid-COPSS strives
to achieve a proper balance in this trade-off by putting CCN
functionality at key points and hash-based forwarding at the
other routers. Moreover, we optimize the query/response di-
mension of hybrid-COPSS and show that an RP based top
down approach provides the best means for service provider-
s to incrementally deploy caching-capable CCN nodes. The
hybrid-COPSS inter-domain solution recognizes the current
challenges in having inter-domain IP multicast and over-
comes it with the use of CCN overlay nodes at the domain
edges. The inter-domain hybrid-COPSS cuts inter-domain
traffic almost by half even compared to our earlier CCN
proposal, COPSS.
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Abstract—Information-Centric Networking provides sub-
stantial flexibility for users to obtain information without
knowing the source of information or its current location. With
users increasingly focused on an online world, an emerging
challenge for the network infrastructure is to support Mas-
sively Multiplayer Online Role Playing Game (MMORPG).
Currently, MMORPG is built on IP infrastructure with the
primary responsibility resting on servers for disseminating
control messages and predicting/retrieving objects belonging to
each player’s view. Scale and timeliness are major challenges
of such a server-oriented gaming architecture. Limited server
resources significantly impair the user’s interactive experience,
requiring game implementations to limit the number of players
in a single game instance. We propose Gaming over COPSS (G-
COPSS), a distributed communication infrastructure using a
Content-Oriented Pub/Sub System (COPSS) to enable efficient
decentralized information dissemination in MMORPG, jointly
exploiting the network and end-systems for player management
and information dissemination. G-COPSS aims to scale well in
the number of players in a single game, while still meeting
users’ response time requirements.
We have implemented G-COPSS on top of the open-source
CCNx implementation. We use a simple game with a hierarchi-
cal map to carefully microbenchmark the implementation and
the processing involved in managing game dynamics. We have
also microbenchmarked the game based on NDN and a server
with an IP infrastructure. We emulate an application that is
particularly emblematic of MMORPG – Counter-Strike – but
one in which all players share a hierarchical structured map.
Using trace-driven simulation, we demonstrate that G-COPSS
can achieve high scalability and tight timeliness requirements
of MMORPG. The simulator is parameterized based on mi-
crobenchmarks of our implementation. Our evaluations show
that G-COPSS provides orders of magnitude improvement in
update latency and a factor of two reduction in aggregate
network load compared to a server-based implementation.
I. INTRODUCTION
Massively Multiplayer Online Role Playing Games
(MMORPG) are increasingly popular. This is not only
because of their attractive structuring and creative scenarios,
but also because they allow for a large number of players to
participate in the same game. World of Warcraft, Counter-
Strike and Second Life are examples of such games. Sup-
porting them at scale, however, is a significant challenge.
These games have high interactivity (and therefore need very
low network latency), since every action an individual player
performs needs to be communicated. A player also needs to
be informed of all the related players and their position-
s/actions. Players react based on the ‘current’ environment
and the cumulative actions of all the players.
These multi-player games require a persistent view of
the world and are usually managed by a dedicated server
(e.g., one that is hosted by the game’s publisher). The game
environment in many such server-based MMORPG is such
that it is divided into regions with different groups of players
having varying amounts of visibility. Players publish their
actions to a (centralized) server which then forwards the up-
dates to the relevant players based on the player’s visibility
region. The load on the server and communication needs for
player management can be significant. Processing and I/O
at the servers as well as the network bandwidth can be a
bottleneck. The communication structure for these games
requires the flexibility of supporting a very dynamically
changing set of participants. A player potentially needs to be
able to send to, and receive from a set of participants that it
does not even explicitly know of. Distributed approaches
that seek to overcome the performance bottlenecks in a
server-based MMORPG need to accommodate these needs.
Although P2P-solutions seek to relieve the servers from the
heavy computation workload, the need to provide the flexible
communication framework of sending and receiving to a
dynamic (and possibly unknown set) of participants poses
difficult challenges even for a P2P-oriented environment.
This communication requirement is eminently satisfied by
a content-centric networking (CCN) paradigm [1]: players
publish updates to an area/object without regard to who’s
supposed to see it; at the same time, players subscribe
to the areas/objects they can see, without knowing who
else is trying to modify them. Publish/subscribe (pub/sub)
systems are particularly suited for large scale information
dissemination, and provide the flexibility for users to only
subscribe to the information of interest to them. However, a
straight-forward pub/sub system will still depend on a server
for tracking the source of the information. But, a content-
oriented pub/sub further decouples the information delivered
to the subscribers from knowing the specific publishers that
publish a piece of information (e.g., in a game scenario,
related players’ positions/actions). With the use of an appro-
priate interface, users can select and filter the information
desired, irrespective of the publisher of this information.
Such a capability is eminently supported by a content
oriented pub/sub system such as COPSS [2]. COPSS is an
implementation of content-oriented pub/sub which exploits
multicast and a hierarchical Content Descriptor (CD) naming
framework. In this work, G-COPSS fine-tunes and optimizes
COPSS to support the specific needs of a game environment.
The key contribution of G-COPSS is to provide
an efficient, distributed communication infrastructure for
MMORPG. In more detail, our contributions include:
• G-COPSS is designed as a decentralized gaming plat-
form that leverages the content-centric pub/sub multi-
cast capability provided by COPSS, with added features
that both exploit the knowledge of and optimize for the
gaming environment.
• Current games use map partitioning to help scene ren-
dering and update dissemination. G-COPSS enhances
this with a “multi-layer hierarchical map” functionality.
Players can have different levels of visibility of the
game environment based on their position and altitude.
This allows them to only send/receive updates pertain-
ing to that vision.
• G-COPSS provides additional features to enhance the
experience for players moving between regions in the
game map and for offline players that come online.
• We evaluate the performance of G-COPSS by perform-
ing a micro-benchmark of our implementation of G-
COPSS and compare it to a NDN and an IP-server
based solution. Moreover, we use the data trace of
the Counter-Strike game to perform large scale tests
to demonstrate the performance gains in terms of ag-
gregate network load, server load and improved player
experience.
We review the related work in §II and present a brief
background of CCN and COPSS. We present the design of
the G-COPSS infrastructure in §III and the game specific
add-ons in §IV. Evaluation results are given in §V. We
conclude our work and outline future work in §VI.
II. RELATED WORK
Modern fast-paced action games run on a Client/Server
(C/S) architecture which limits the number of players who
can interact simultaneously, since the server needs to handle
the frequent updates and disseminate it. Feng et al. [3]
observed that due to this reason, Counter Strike (CS) was
configured up to 22 players per game in the gaming server,
and a CS server can support up to 32 simultaneous players.
Another popular MMORPG, Second Life (SL), has multiple
dedicated servers to support each of its 18,000 regions [4].
Studies such as [4]–[6] show that SL makes intensive use of
network resources and that an Avatar action consumes about
20Kbps in the downlink and a movement made by the avatar
could consume up to 110 Kbps on the downlink. Stenio et
al. [5] also show that the management of a region with only
5,000 rigid-body objects requires about 72% of the server
computational power. We believe that the communication
and computational overheads incurred in order to handle the
players’ update will increase super-linearly with the increase
in number of players, limiting the maximum number of
players in a game.
Peer-to-peer (P2P)-based approaches (e.g., [7]–[11]) pro-
vide an alternative to C/S-based gaming approaches. E.g.,
Varvello et al. [11], [12] propose a DHT-based architecture
for SL to overcome the limitations of the C/S architecture.
Donnybrook [10] is another system designed to handle
games without server support. The shortcomings of these
approaches are the high management overhead and network
overhead when players move, as all actions are related to
players’ identities, which are agnostic to the underlying
topology and require the server’s involvement. The above-
mentioned designs failed to exploit the fact that in multi-
player games, players are not interested in who sent the
related events (e.g., update, player online/offline, action etc)
and how the information is disseminated, but the information
itself. In pub/sub-based games (e.g., [13]), each player
delivers a set of subscriptions describing events matching
his interest. However, they did not use the predefined map
partitioning information. Instead, they subscribe to arbitrary
x and y ranges which is quite unrealistic in gaming scenario
(we could have mountains, walls etc., implying that players
are not looking at a square of area). At the same time,
it increases the computation overhead for forwarding since
every node will have to compare 4 (possibly floating-point)
values before it can decide where to forward.
The notion of Content Centric Networking (CCN) (for
which [14] is a popular example) can offer a new opportu-
nity, where content/information is looked up and delivered
according to its name without knowing the identity and loca-
tion of the sender. NDN uses two packet types, Interest and
Data. A consumer queries for named content by sending
an Interest packet; a provider in turn responds with a Data
packet which consumes this Interest packet. NDN requires
a new forwarding engine instead of IP, which contains the
FIB (Forwarding Information Base), Content Store (buffer
memory which caches content) and PIT (Pending Interest
Table). FIB is used to forward Interest packets toward po-
tential source(s) of matching Data. PIT keeps track of ‘bread
crumbs’ of Interest (i.e., reverse-path forwarding) which the
Data packets follow to reach the original requester(s). How-
ever NDN alone does not support an efficient pub/sub-way of
information dissemination, which is ideal for an MMORPG.
Content-Oriented Publish/Subscribe System (COPSS) was
designed to achieve communication efficiency for pub/sub
applications. In this paper we propose G-COPSS, which
extends COPSS, to address the unique needs of gaming
like applications such as sensitivity to latency and dynamic
traffic concentration (hot spots caused due to the increase in
popularity/action of a particular zone in a game). Note that
the architectural enhancements proposed in this paper can
also be integrated into COPSS to improve its performance.
III. G-COPSS: AN EFFICIENT COMMUNICATION
INFRASTRUCTURE FOR MMORPG
G-COPSS is designed as a decentralized content-centric
communication framework to support MMORPG. The fun-
damental capability of disseminating information based on
content – without the need of knowing who to send it
to or who to query for information – makes the content-
centric communication fabric very suitable for gaming ap-
plications. In [2] we proposed Content-Oriented Pub/Sub
System (COPSS) as a means to achieve an efficient pub-
lish/subscribe capability that predominantly uses multicast
for content-centric networks. G-COPSS builds on COPSS
to support the specific needs of a typical game environmen-
t. G-COPSS utilizes COPSS’s predominantly ‘push-based’
multicast framework to ensure that players receive timely
updates. Using a content-centric solution (which we envisage
will eventually be part of a general network layer) overcomes
many of the limitations of a server-based or a P2P-based
solution, in terms of scalability, responsiveness as well as
the need to know the identities of the players and objects
that an individual player has to communicate with.
A key challenge to information centric communication
is a content naming structure that is sufficiently general to
accommodate diverse needs. However, in the case of gaming
environments, we can take advantage of the typical schema
and the natural partitioning of a game map. We generalize
the game map by considering the notion of hierarchical
game maps. We formulate a naming hierarchy suitable for
even complex games that may include a hierarchical game
map partitioned in arbitrary ways. We then describe the
communication framework for G-COPSS in detail, including
the implementation of G-COPSS on top of the open source
CCNx code plus our enhancements to COPSS. Subsequently,
we will describe efficient gaming specific optimizations.
A. Gaming hierarchy and nomenclature
There are multiple reasons behind game designers parti-
tioning the online game map into distinct regions. One is
to have the natural representation of the game environment
and to manage/limit the visibility of the players. Also, for
reasons of implementation, such as efficient broadcast of
updates and load distribution on the servers, the game map
may be partitioned. In G-COPSS, we take that optimization
a step further by considering a multi-layer hierarchical
relationship between the various areas in the environment,
as shown in Fig. 1, where the game map is broken up with
the ‘map’ layer above the ‘region’ layer at the top and the
‘zone’ layer at the bottom of the figure. Figure 1a shows
(a) Map division.
/1/0 /1/1 /1/2 /1/3 /1/4 /2/0 /2/1 /2/2 /2/3 /2/4 
/1 /2 /0 
/ 
(b) Logical Hierarchy.
Satellite: 
 Location: 0 
 View: Map 
 Pub: /0 
 Sub: / 
Plane: 
 Location: 1/0 
 View: Region 1 
 Pub: /1/0 
 Sub: /1, /0 
Soldier: 
 Location: 1/2 
 View: Zone 1/2 
 Pub: /1/2 
 Sub: /1/2, /1/0, /0 
(c) Hierarchical subscription.
Figure 1. Hierarchical map partition.
a world map which is first divided into 2 regions (marked
1 and 2) and each region is further divided into 4 zones
(marked 1/1−2/4). Optimization tools for map partitioning
can be modified and used for partitioning the maps. The
game designer, on finishing the map definition and creating-
assigning objects to maps, can use such optimization tools
to calculate the hierarchical partitions based on the physical
features and the object heat level in each partition. The
final output of such tools can be used directly by the
user programs. To match the information generated by a
producer to the consumers interested, it is important to have
an easily understandable nomenclature. Here, we exploit
the concept of Content Descriptors (e.g., described in [15]).
Content Descriptors (CDs) can be used to represent elements
in a group or are part of a topic hierarchy. The schema used
for the partitioning of the map forms the schema for our
naming hierarchy as well, and the zones/areas in the game
map are mapped to hierarchical CDs.
Players subscribe to the groups that represent the areas
that they are currently involved or located in and are
therefore able to publish and subscribe to those areas. The
name hierarchy created for the map is shown in Fig. 1b.
Therefore a player who is flying above region 1 will have
subscribed to the CD /1 and will therefore be able to see the
updates sent from the players below in all the zones 1/1,
1/2, 1/3 and 1/4. G-COPSS in fact allows map designers
to divide the map into arbitrary layers, but for simplicity,
we only use 3 layers in this paper. CDs form the naming
framework corresponding to the hierarchical location map
for G-COPSS.
When a player at the lower zone layer wants to see the
updates sent by a person flying over the region above, it
would result in high overhead to subscribe to /1 since he
would then receive updates from all the players belonging to
the zone-layer of /1. To address this issue, we introduce the
concept of having every zone/area represented also as a leaf
node. This allows finer-grained publication and subscription.
To perform this, we create a /0 for every non-leaf CD in the
hierarchy, i.e., /0 for the top map layer (/) and /1/0 for the
region /1. These /0s are used to represent the areas above,
e.g., where planes are flying (shown in 3D partition Fig. 1c)
so that every area in the game world is represented by a
leaf node in the logical hierarchy. E.g., the green area above
1/1 to 1/4 is represented by /1/0, and the blue area above
1/0 and 2/0 is represented by /0. This therefore allows a
player to subscribe to /1/0 and receive updates sent by
the player flying above, like the plane. In G-COPSS, we
make the basic assumption that all players have access to the
common game-map via the game client that was downloaded
apriori and are therefore aware of the naming convention and
the grouping of the zones/areas.
B. Communication framework
The hierarchical CDs described above form the basis of
the multicast based communication model wherein virtual
Rendezvous Points (RPs) are assigned to act as the core
of the multicast treetowards the subscribers. Updates gener-
ated by players are forwarded along the subscription tree
to all players subscribed to receive content in the same
region/zone. The RPs handle one or more CDs based on
the expected load and G-COPSS is able to dynamically add
and delete RPs based on the demand (see Section IV). Every
G-COPSS-aware router maintains a subscription table (ST)
that consists of the various CDs and the outgoing interfaces
for those messages. Therefore, whenever this router receives
a message intended for the group /sports, it will look
at its ST entry and forward it to the appropriate interfaces
resulting in multicast based delivery.
Rendezvous Point Setup
We create prefix-free virtual RPs that are responsible
for forwarding updates from players to the other players
subscribed to the same or higher groups in the hierarchy.
The term “prefix-free” mandates that a prefix is served by
only one RP, e.g., if an RP is serving the prefix /1/1, this
same RP would also be serving /1/1/1 and no RP could
serve /1. However, another RP could serve /1/2 or /1/3.
This design ensures that messages will only be sent to one
RP for that CD and all the CDs below it in the naming
hierarchy. Therefore a player sending an update to /1/1/1
will forward it to this RP which in turns forwards it to not
only subscribers subscribed to /1/1/1, but also to those
subscribed to /1/1 thereby ensuring that hierarchy based
subscription is preserved. The absence of a CD /1 in this
example implies that a subscriber wishing to subscribe to
/1 must subscribe to those RPs serving /1/1, /1/2 and
so on. The aggregation of subscriptions at the subscription
table ensures that the subscriber wishing to subscribe to /1
is automatically subscribed to /1/1, /1/2, etc., till /1/n.
NDN 
pkt 
NDN 
pkt 
NDN 
pkt 
NDN Engine 
(FIB, PIT, Content Store) 
G-COPSS Engine 
(ST, Control, …) 
Face 1 Face 2 Face 3 
N N N 
Y Y Y 
IPC Port 1 IPC Port 2 IPC Port 3 
IPC Port 0 
? ? ? 
Figure 2. G-COPSS Router Architecture
Update Dissemination in Gaming
Using this naming hierarchy, a player can send an update
using a leaf CD representing the area that contains an object
(including himself) he has modified. The player can also
subscribe to the leaf CDs that represents the areas he/she
has visibility into (areas of interest (AoI)). Furthermore,
subscriptions to CDs can be aggregated to a higher level
in the hierarchy. According to [3], almost all of the packets
in a gaming application are under 200 bytes. Therefore the
one-step model of COPSS, where the data is directly pushed
to the subscribers, is used by G-COPSS to disseminate
update/control messages. Moreover, in a game, a player is
a publisher as well as a subscriber, and therefore G-COPSS
allows players to publish and subscribe using different CDs
according to the game semantics.
Hierarchical Publishing: Players need to publish the up-
dates they make to all interested-players (interested-players
are those that view the same AoI/objects) using a core-
based multicast tree structure, the RPs being responsible for
the groups associated with the corresponding CDs. E.g., If
a player moves a satellite in the blue area in Fig. 1c, he
will send the message to the RP serving the CD /0; if he
shoots at a plane in the green area, he will disseminate the
information using the CD /1/0; and if a soldier is moving
in the red area, he will disseminate it using the associated
CD /1/2.
Hierarchical Subscriptions: Assume that according to
the semantics of the hierarchical map, players are able to
see all the updates below and vice versa. Therefore, a player
will subscribe to the area he is in and all the /0s along the
hierarchy. E.g., a player standing on 1/2 should subscribe
to /0, /1/0 (the /0s along the hierarchy) and /1/2 (the
area he is in). This allows him to see the units standing on
1/2, the planes flying over zone 1, and the satellite at top
(so that he will not be shot without knowing who did that).
Likewise, a player flying over 1 will see the units standing
on 1/1− 1/4, those flying over 1 (area 1/0) and also those
on top (area 0). Note that the CDs of /1/1 to /1/4 and
/1/0 could be aggregated to /1 implying that the player
can therefore subscribe to /0 (the /0s along the hierarchy)
and /1 (the area he is in).
C. Design Details
In this section, we briefly explain the implementation of
our G-COPSS on top of a NDN [14] aware router. We ensure
that it is backward compatible with NDN, ensuring that the
query-response based applications also function seamlessly.
Pub/sub capability with multicast is provided by adding 3
packet types (Subscribe, Unsubscribe and Multicast) and
introducing a new data structure ST (Subscription Table)
to the CCNx forwarding engine. In addition, we use FIB
add/remove packets to directly deal with maintaining the
FIB. ST is a <Face, BloomFilter<CD>> table that
stores the subscriptions for each outgoing face, where the
Bloom Filter describes the CD set. Thus, a multicast packet
m will be forwarded to face f if m has CD(s) that find a
match in the Bloom Filter of f . If a packet arrives for a CD
/sports/football the Bloom Filter would be checked
for /sports and for /sports/football to identify
all the appropriate outgoing interfaces for both levels of
subscription. One possible optimization is to calculate the
hash values at the 1st hop router and the routers forward
hash values along with the names. So routers only need to
perform simple bit comparison in Bloom Filter to reduce the
latency.
Fig 2 shows the architecture of a G-COPSS router, where
each face is served by an Inter-Process Communication
(IPC) port. For original NDN packets (Interest, Data,
etc.), these faces work as a tunnel to continue to provide
the NDN functionality. E.g., if an Interest coming from
Face 1 passes the “is a NDN pkt?” check, it is
forwarded to NDN (localhost:9695) via IPC Port
1. On receiving the Interest, if NDN returns a Data
packet (content store/cache hit), it will send the Data to
the COPSS engine via IPC Port 1, which in turn will
send it out via Face 1.
On receiving a FIB add/removal packet from face f ,
we add/remove NDN FIB entries using the IPC port as-
sociated with f . For efficiency, each FIB add/removal
packet can contain multiple ContentNames. If Face 2
receives a FIB add packet requesting to add a name prefix
/sports/football, the NDN engine will add an FIB
{prefix=/sports/football, face=IPC Port 2}. On
receiving an Interest packet with the prefix from another face
(Face 1), G-COPSS will forward it to the NDN engine
via IPC Port 1. The NDN engine will then decide to
forward it to IPC Port 2. Since an IPC Port will forward
incoming packets to the corresponding face, Face 2 will
receive the Interest as needed.
A dedicated IPC tunnel (0) is introduced for the commu-
nication between G-COPSS and NDN engines. On receiving
a Multicast packet from an end host, the G-COPSS engine
will encapsulate it into an Interest packet and then send it
to the NDN engine via this port. When a router functions as
an RP (e.g., RPx), a FIB entry will be added to the NDN
engine: {prefix=/RPx, face=IPC Port 0}. When an en-
capsulated Multicast packet (an Interest) is forwarded to
RP, that router’s NDN engine will forward it to the special
port. On receiving an Interest from that port, G-COPSS
will try to decapsulate the packet and forward it using ST.
Some G-COPSS functionalities are achieved indepen-
dent of the NDN engine. For example, on receiving a
Subscribe/Unsubscribe packet, the router updates the local
ST and decides if it will join/leave some groups accord-
ing to the downstream subscription status. On receiving a
Multicast packet from another router, it will forward the
packet to the faces directly based on the ST.
D. Incremental deployment
COPSS+IP was introduced in [2] as an incremental de-
ployment step wherein the COPSS enabled routers at the
edge are used to provide content centric functionality while
the intermediate IP routers provide the forwarding efficiency.
In this section, we describe how G-COPSS can be designed
to function in a COPSS+IP environment.
The key to adopting G-COPSS in a COPSS+IP envi-
ronment (hybrid-G-COPSS) is to map the multitude of
hierarchical CDs to the limited IP multicast space. An ideal
scenario would be to perform a one-to-one mapping of the
leaf CDs. But taking into consideration the fact that billions
of CDs could exist in a content centric environment, this
could result in more than one CD being mapped to a single
IP multicast address. In G-COPSS, based on the available
IP multicast address space, the COPSS enabled edge routers
would hash the high level CDs on to a single IP multicast
address rather than directly hashing the leaf CDs. This
allows the mapping tables at the edge COPSS routers to
aggregate mapping entries. Moreover, this mechanism allows
a message received by /1/1/1 to be forwarded to the play-
ers subscribed to /1/1 and /1 too. Due to the mapping of
multiple CDs on to one IP multicast group, unwanted mes-
sages may be forwarded along branches of the network, too.
E.g, if /1 and /2 are mapped to one IP group, a message
to /1 would be sent to all the subscribers including those
subscribed to /2. The COPSS enabled router close to the
receiver side is then entrusted with the task of filtering out
the unwanted messages and forwarding only those messages
intended for the receiver. In §V, we evaluate the trade-off
between the G-COPSS and hybrid-G-COPSS approaches.
IV. GAME SPECIFIC ADD-ONS
A. Message Dissemination Upon Players Moving
It is natural for a player to move from one sub-world to an-
other as well as from being offline to coming online. Besides
the general pub/sub support provided in COPSS for offline
users, G-COPSS provides the following additional facility
to support effective dissemination for player movement.
When a player enters (or approaches) a new sub-world,
he should be able to see the current status i.e., the snapshot
of the sub-world. G-COPSS achieves this with the help
of a decentralized set of servers that behave as brokers
and maintain an up-to-date snapshot of the various zones
that they are responsible for by subscribing to them. The
broker is only required to manage the snapshot of the sub-
world instead of all the existing updates in the sub-world.
Therefore, it only subscribes to the leaf CDs representing its
serving area and calculates snapshots on receiving updates.
There are several options for a player to retrieve the latest
snapshot of the area he is interested in, e.g., a query-response
based approach and a cyclic-multicast based approach pre-
sented below:
Query-response based approach (QR): This approach
exploits the Query-Response functionality in NDN. When a
player moves/teleports to another subworld, he queries for
the snapshot of that sub-world (but only the part he hasn’t
seen prior to moving) according to the name of that area,
e.g., /snapshot/1/3. NDN will forward the query to the
responsible broker(s) which in turn return the snapshot.
Cyclic-multicast based: Instead of querying for the latest
snapshot, the new player subscribes to a multicast group
that disseminates the snapshot in a cyclic manner. The
responsible broker is the only publisher of this group. It
starts multicasting on receiving the first Subscribe packet
and stops on receiving the last Unsubscribe packet. This
alternative will be helpful when players move in a group, i.e.,
several players move into a new area at the same time. How-
ever, the multicast packets sent after the last player receives
the snapshot (between when the Unsubscribe packet is sent
from the player to when it is received by the broker) will be
wasted. In many game scenarios, it is quite common for a
team or group of players to move at roughly the same time
to a different area resulting in a flash or burst of requests for
snapshots. In such cases, the cyclic multicast is very effective
since it does not introduce additional query overhead and
also ensures that the broker does not become a bottleneck.
B. Handling Hot Spots and Traffic Concentration
It is common for a team of players to collaborate and
play in an area together thus resulting in some game zones
becoming very popular (or hot) in a short span of time.
The hot spots in some regions of the games are therefore
likely to be subjected to high loads due to frequent updates
from many players. The multicast capability in G-COPSS
permits scaling to a large number of players. Nevertheless,
like core-based tree approaches in IP multicast, if multiple
publishers send updates to CDs served by one RP, traffic
concentration will result on the links leading to that RP and
could also contribute to the load and queueing on the RP.
Since the RPs are responsible for handling a certain number
of CDs, it is difficult to predict the number of RPs required
or to perform predetermined load balancing during the initial
distribution of CDs. As shown in Fig. 5b, 2 RPs are adequate
for the first 70,000 packets of that trace. We then experience
high update latencies. By using 3 RPs we satisfy the needs
for this game trace (cf. Fig. 5a). However, a more general
solution is required.
G-COPSS has built-in mechanisms to address hot spots
including the resulting traffic concentration. It dynamically
adds and deletes RPs and also reassigns CDs based on the
popularity of a CD. When the packet queue at a router R
that serves as an RP is above a certain threshold, the creation
of a new RP is triggered automatically. The hierarchical
map formation allows seamless decentralization and load-
balancing of RPs. As the load on the RP increases, it can
offload some CDs to a new RP. Since players send multicast
packets associated with a CD (rather than the address of the
RP), users are not directly affected by the addition/removal
of RPs. The new RP only needs to indicate that it serves the
new CDs. G-COPSS modifies the FIB and ST accordingly.
Packets are redirected automatically to the new RP and a
new multicast tree is formed. We detail the steps.
New RP & related CDs selection: To decide which CDs
to move, the router monitors the traffic for each CD in
a sliding window fashion of the recent N packets. Since
the goal is to balance the load between the old and the
new RP, the CD selection function divides the CDs into
2 groups based on the capabilities of both the RPs. The
RP selection function is similar to that in IP multicast. It
may be performed by a network manager or calculated by
a Network Coordinate function like [16]. Here, we use a
random selection process to divide the load equally among
the RPs. It can be further optimized using prediction to
ensure that addition and deletion of RPs are not performed
frequently.
Reverse the FIB & ST entries between the old and
the new RP: We seek to efficiently create a new RP. After
selecting the new RP R′, the current RP R continues to
act as the core till the complete network is aware of the
new RP R′. R sends a packet containing the list of CDs
that R′ needs to handle. Once R′ receives it, it is ready to
behave as the RP for those CDs. R also propagates a FIB
add message to routers along the path to R′ to enable the
forwarding of messages that need to be multicast by R to
R′. This also results in the intermediate routers reversing
their ST entry so that R is in a subtree formed with R′ as
the root. This ensures all subscribers who are still attached
to R continue to receive messages. At the end of this stage,
published messages for the CDs will be sent to R′ and R′
forwards the multicast packets to R except for the new ST
entries on R′ and for those on the path between the two
RPs. It is easy to prove that no packets would be missed
during the dissemination (half an RTT between R and R′):
all the packets that arrive before the new R′ is created will
be multicast via R; all the packets arrive after the creation
of R′ will be sent to R′, and multicasted via R′; packets
that travel between R and R′ will be redirected to R′ due
to the change in FIB, and will finally be multicast by R′.
Propagate new RP information: In the final stage, R′
becomes an RP independent of R. First R′ propagates FIB
with the related CDs throughout the network, so that packets
that arrive via R can be forwarded directly according to
the network topology. A shortest path tree is created. On
receiving an FIB change packet, a normal router r in the
network will change the ST information according to the
new FIB (in COPSS, ST is built on the reverse FIB path).
However, an immediate change will cause packet loss during
this period, since upstream routers do not have the same ST
information. Our solution to this is similar to that adopted
in [17]. We put the new ST into a pending ST and send a
join message upstream. During this period, multicast packets
continue to arrive via the original upstream routers. On
receiving a join message downstream, a normal router will
check if it is already in the multicast tree, there will be 3
cases: 1) not in the tree, it will add a pending ST and send
a join packet upstream; 2) already in the tree, it will send a
confirm packet back; and 3) in the pending ST, it will wait
for the confirm upstream and send a leave to the original
upstream router and pass confirm downstream. In this step,
we can see that the router does not leave the original ST
branch until it is added to a new ST branch. So no packet
will be missed by the subscribers during this stage.
V. EXPERIMENTAL EVALUATION
We evaluate the performance of G-COPSS and compare
with that of the traditional IP server based solution and
the NDN solution in both test-bed and simulator. The test-
bed microbenchmarks real G-COPSS implementation on
the computation overhead and queuing effect. The effects
of bandwidth and congestion related latency issues are
not considered, since its effect would be felt by all the
candidate solutions. The simulator, which is parameterized
by microbenchmark results, uses real topology and larger
trace to demonstrate the capability of G-COPSS in a much
larger environment.
In both tests, players share a global game-map shown in
Fig. 3a. The game map is converted to a hierarchical map
as follows: first it is divided into 5 regions (marked 1–5);
second each region is further divided into 5 zones (1/1–
5/5). This results in 31 leaf CDs in the hierarchy: 25 in the
bottom layer (“zones”) marked 1/1–5/5, 5 in the middle
layer (“regions”) marked 1/0–5/0 and 1 in the the top layer
(“world”) marked 0. Each area is further divided into objects
representing things that could change. A player is able to see
and modify these objects depending on his location in the
game and the hierarchy of the area he belongs to as defined
in §III.
A. Microbenchmarking
We implemented and microbenchmarked G-COPSS on
our lab testbed to compare the three approaches, using the
game map depicted in Fig. 3a. 62 players participated in
the game with 2 players in every area. They can modify
any object in their AoI and all the updates are translated
into the respective CDs before being sent out. To make a
fair comparison, we generated a 1-minute trace composed of
publish records like {time, playerName, CD, Content}.
In this timeframe, the publishing frequency of every player
ranged from once every 100ms to 500ms which resulted in
a total of 12, 404 publish events. The publication size ranged
from 50 to 350 bytes.
In our test-bed, we use 6 Optiplex 755 SF systems as
routers, running Ubuntu 10.10 and using the public domain
CCNx code version 0.4.0. One PowerEdge T300 system
running Ubuntu Server 11.10 is used to run all the 62
clients and the server in an IP-server scenario. The network
topology is shown in Fig. 3b. R1 serves as the RP in G-
COPSS. The server is also linked to R1 in IP-server test.
Players are uniformly distributed across the routers in the
network.
NDN solution uses the method described in VoCCN [18]
and assumes that players are managed using the system pro-
posed in ACT [19], so that players know each other and their
current position. Every player queries all the possible players
for the updates in the AoI. Two optimizations are used:
pipelining and accumulated updates. For pipelining, we let
a player have a set of at most N (N = 3 in the benchmark)
queries outstanding at any time. For update accumulation,
instead of sending a response for each update/action, we
send a response every t ms. All the updates within the t ms
will be put into one packet. There is a tradeoff: if we set t
large enough, more updates are included which saves some
bandwidth, but the update latency will be longer. If we set t
too small, players can see the updates immediately but incur
a lot of overhead.
For a server-based solution, we created a data packet
containing the following fields: source address, destination
address and payload. All the machines use an application-
level forwarding engine for a fair comparison, forwarding
packets based on the destination address. All players send
updates to a server. On receiving an update, the server
decides whom to send it to, and sends the update using
unicast.
Microbenchmark Result
We show the update latency in Fig. 4. In the evaluation,
the average update latency experienced by players in G-
COPSS is 8.51ms, compared to 25.52ms in the IP server-
based solution. The latency here is smaller than the real
world situation because we do not incur much latency on
the wire; almost all the latency caused is due to the packet
processing at the routers. We can observe that all players
experience an update latency smaller than 55ms in G-
COPSS whereas about 8% of players experience an update
latency over 55ms in the IP server case. The server becomes
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the bottleneck of message dissemination although IP routers
are much more efficient than the G-COPSS routers.
For the NDN solution, even with the optimizations pro-
vided, we find that the average update latency is over 12s
and the largest latency experienced reaches 150s. This high
latency is due to the heavy workload on NDN routers caused
by huge amount of queries initiated by every player trying
to request for the next possible update in AoI (including the
refreshing of the queries). The packet loss caused by the
workload worsens the situation. Therefore, we conjecture
that the VoCCN based NDN solution might not work for
large-scale pub/sub systems like games.
B. Large Scale Trace-Driven Experiments
To further evaluate the performance of G-COPSS in large
scale scenarios, we developed a simulator, with a game
model derived from the data trace of the Counter-Strike (CS)
game [20]. Since the query/response-based NDN (which we
already optimized based on the state of the art [18], [19])
still experiences large delays (as shown in §V-A), the NDN
solution was omitted in the rest of the evaluation and G-
COPSS is compared to the IP server-based solution.
Data Trace and Experimental Setup
We use a CS data trace obtained during the peak period
of one day [20]. It consists of a Wireshark trace collected on
a busy CS server in a 7h05m25s period, which totaled 20
million packets sent to and from the server by 32, 765 dif-
ferent addresses (59, 294 different address:port pairs). Since
the packets headers captured did not contain game-related
information, and is for a server based game, we performed
the following operations to filter out packets that represent
a decentralized game: 1) discarded all packets sent from the
server since G-COPSS does not require a server, 2) discarded
packets with address:port that send less than 100 packets to
obtain the trace of established connections (for clients who
are really playing the game), excluding the many connection
attempts which were used for clients to measure the RTT to
the server, and 3) we used each unique address to represent
a unique player. This resulted in a data trace consisting
of 414 unique players and 10, 686, 950 packets (updates)
in the same period of time as the original trace. Fig. 3c
shows the number of updates performed by the different
players. The 414 unique players share a global game-map
shown in Fig. 3a with each area containing between 4 and
20 players. Furthermore, as shown in Fig. 3d, each area is
further divided into objects ranging from 80 to 120.
We use the Rocketfuel [21] backbone topology (id=3967)
for the core routers. We put 200 edge routers on the 79
core routers, and each core router is connected to 1-3 edge
router(s). We uniformly distributed the 414 players on the
edge routers. The link weights between the core routers
were obtained from the topology and interpreted as the delay
(ms). The delay between each edge router and its associated
core router is set to 5ms; the delay between each of the host
and its associated edge router is set to 10ms.
Update Message Dissemination for Online players
In this section, we evaluate the performance of G-COPSS
in disseminating game updates compared to the traditional
approach of using an IP network with servers. Initially, we
assume a case where all the players remain in their areas of
interest and the events (from the trace) generated relate to
actions within each AoI.
Traffic concentration elimination: We emulate the play-
ing of the game using the first 100,000 update packets from
the event trace to evaluate the average latency incurred in
delivering an update from the publisher (player performing
the update) to all the other subscribers (players subscribed
to the CDs) for different number of RPs and servers.
The average update frequency observed in the event trace
is about 2.40ms. In our simulations, an RP’s processing
time (including FIB lookup, packet decapsulation and ST
lookup) is set to 3.3ms (based on our previous benchmark
measurements),and the server processing time is around 6ms
(based on our microbenchmark result, factoring in some
additional processing for other game related function like
location translation and collision detection.)
Table I shows that the update latency for both the server
and the G-COPSS approach. In the case of 1 or 2 RPs,
it is high due congestion at the RPs. Adding another RP
mitigated the congestion: using 3 or more RPs, no conges-
tion is observed. Fig. 5a shows the minimum, maximum and
average update latencies of every update in the 3-RP case.
We observe that the update latency is below 1/5 second, well
below the generally considered acceptable latency for such
games (i.e., between 300ms and 1 second [22]).
Compared to the G-COPSS approach, the server based
approach is much worse, resulting in a very significant,
unacceptable update latency. It is also partly due to the need
for IP servers to disseminate the information via unicast to
all the individual subscribers whereas G-COPSS is able to
perform a hierarchical CD based multicast. Moreover, we
can see that multicast in G-COPSS reduces the network
traffic significantly.
We then looked into detail for the congested cases. With
2-RPs, the G-COPSS latency shown in Fig. 5b, indicates
that the RPs see congestion after 70, 000 packets and the
latency increases dramatically. This is because of traffic
concentration and queueing at the RP.
With 3 RPs or 3 Servers we examine scalability, varying
the number of players in the network from 50, ..., 350, 400.
Fig 6 shows the response latency and aggregate network
load. Note that 3 servers are sufficient to support about
200 players playing at the same time. Fig 6a shows that
the response latency observed in the G-COPSS remains low
regardless of the increase in players, reflecting the advantage
of a multicast based solution. However, in the case of the
IP-server solution, the response latency increases rapidly
beyond a threshold of the number of players (approximately
250 players) as the IP servers become a bottleneck.
However, even with G-COPSS, it is difficult to predict
how many RPs would be required. A hot spot in the
game (e.g., a lot of players in one area or a lot of player
activity) can result in traffic concentration and queueing. To
overcome this, we implemented the automatic RP balancing
and present simulation results. Fig. 5c shows the detail of the
update latency in a 414 player test. The latency for the first
2, 000 packets are enlarged to show the further detail. The
G-COPSS routers divided and moved the CDs to additional
RPs twice when queuing was detected at an RP. The auto-
mated RP balancing algorithm chose 3 RPs, and as shown
in Table I, the performance of the automatic RP balancing
is close to the manually selected 3RP solution. With an
increasing number of players, automatic RP balancing can
further split the CDs to avoid congestion.
The benefit of hybrid-G-COPSS: We run the whole
event trace to compare the performance of the IP-Server
(with 6 servers), G-COPSS (6 RPs) and the hybrid-G-
COPSS (6 IP multicast groups) approaches when there is
Table I
PERFORMANCE OF G-COPSS AND IP SERVER WITH DIFFERENT #
OF RP(S)/SERVER(S) (414 PLAYERS)
Type
# of Update Latency Network Load
RP/Server (ms) (GB)
G-COPSS
1 47,680.29 5.59
2 558.18 5.66
3 94.89 5.58
Auto 106.76 5.61
IP Server
1 249,679.70 9.74
2 71,991.92 10.00
3 21,448.17 9.62
(a) 3-RP Update Latency.
(b) 2-RP Update Latency.
(c) Auto-balancing Update Latency.
Figure 5. Traffic Concentration Elimination
no congestion. In Table II, we see that with the use of
hierarchical CD based multicast, G-COPSS (without the
hybrid mode) places the least network load among the three
solutions due to its use of multicast in a content-centric
manner all along the path. Hybrid-G-COPSS performs the
best in terms of update latency but introduces some more
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Figure 6. Performance of G-COPSS and IP server with different # of
players. (3 RPs/Servers)
Table II
PERFORMANCE OF IP-SERVER (6 SERVERS), G-COPSS (6 RPS)
AND HYBRID-G-COPSS (6 IP MULTICAST GROUPS)
Type Update Latency (ms) Network Load (GB)
IP Server 90.17 1,046.62
G-COPSS 104.41 594.09
hybrid-G-COPSS 78.16 953.24
network load because multiple CDs are mapped onto one IP
multicast group, which causes the dissemination of unwant-
ed messages in the network. But the network load of hybrid-
G-COPSS is still smaller than the server-based solution.
Message Dissemination for Players Moving
We evaluate the convergence time required for a player
who has moved from another area to obtain the current
snapshot at the new location. Due to the lack of a real
gaming environment that uses G-COPSS features, we did our
best to emulate the activity that is likely to be generated in a
real game. We perform the following operations to the data
trace: 1) every player moves after an interval ranging from
5min to 35min, and 2) for every movement, the player has a
10% chance of moving up, 10% chance for moving down if
possible and 80%-90% chance of moving in the same level.
To depict the results more precisely, we further categorize
the player movements into 6 types: 1) To a lower layer:
E.g. 1/0 → 1/1 (plane landing). No download is required
since he has the view already, 2) From a zone to a region:
E.g. 1/1 → 1/0 (plane take off). Snapshots of 4 leaf CDs
(/1/2 to /1/5) need to be downloaded, 3) A region to a
world: E.g. 1/0 → 0 (launching a satellite). Snapshots of
24 leaf CDs (all leaf CDs except /1/0 to /1/5 and /0)
need to be downloaded, 4) To a different zone in the same
region: E.g., 1/1→ 1/2 (soldier moving within the country).
Snapshot of a leaf CD (/1/2) needs to be downloaded. 5)
To a different zone in a different region: E.g., 2/3 → 3/2
(e.g.,soldier moving across country border). Snapshot of 2
leaf CDs (/3/0,/3/2) need to be downloaded, 6) One
region to another region: E.g. 1/0→ 2/0 (e.g.,plane moving
across country border). Snapshots of 6 leaf CDs (/2/0 to
/2/5) need to be downloaded.
We uniformly assign updates of a player to the objects
he can see at the time the update is performed. The 3, 197
objects share a different update rate based on their location.
E.g., the number of changes observed on the 87 top-layer
objects ranges from 27, 742 to 28, 587 (since every player
can see and modify them), whereas the number of changes
observed on the 483 middle-layer objects ranges from 4, 445
to 8, 460, and ranges from 1, 070 to 4, 073 on the 2, 627
bottom layer objects. When a player moves, the brokers need
to send him a snapshot of the area he has moved into. To
model the size of the area (since the objects in the area could
have been updated), we assume that the size of the objects in
an area changes according to the updates. Since the original
object (version 0) is downloaded with the map, the broker
does not send anything if the object has not changed. The
object size at version n is calculated by:
size(objvn) =
n∑
i=1
∆i−1 × size(updi), (1)
where size(updi) stands for the size of ith update packet.
For our trace, we set ∆ = 0.95. Therefore, the size of objects
at the last version (at the end of the simulation) ranges from
579 to 1, 074 bytes.
In Table III, we compare the two solutions proposed for
efficiently disseminating the current snapshot to players who
have just arrived at a new area. We measure the convergence
time as the time it takes for the player to receive an update
after he has moved into the area. There are 3 brokers to
disseminate the snapshot information.
We observe that the players in the cyclic multicast based
solution see an average of 851ms whereas the players using
the query response (QR) based solutions with a pipelining
window size of 15 face an average of 2, 600ms. We can see
that pipelining in QR solution optimizes the performance
when we increase the window size from 5 to 15. However,
there is no further benefit for a higher window size beyond
15, as we have approached the size of the pipe. Moreover,
the broker might be the bottleneck in a QR based solution,
as the number of players moving increases.
We observe that the convergence time grows (sub) linearly
with the CD count. In cyclic multicast, a player can get the
snapshot within 4 seconds even if he is moving to the top
layer. But note that during this period, if the objects are
disseminated in an intelligent manner, the most important
Table III
CONVERGENCE TIME FOR DIFFERENT TYPES OF MOVEMENT IN DIFFERENT PLAYER MOVING SOLUTIONS
Move Type
Move # of Leaf Convergence time (95% confidence interval) (ms)
Count CDs QR,window = 5 QR, window = 15 Cyclic-Multicast
Vertical
To lower layer 302 0 0 (0.00) 0 (0.00) 0 (0.00)
Zone→ region 297 4 9326.89 (266.97) 3441.83 (97.67) 1130.05 (54.92)
Region→ world 166 24 28346.41 (853.15) 11544.09 (248.84) 3191.00 (186.78)
Lateral
To a different zone [same region] 2,407 1 2454.54 (27.92) 1010.07 (11.28) 403.89 (16.75)
To a different zone [different region] 501 2 4690.62 (102.76) 1812.98 (40.17) 637.49 (29.70)
To a different region 1,297 6 14192.77 (192.40) 5124.74 (67.02) 1600.04 (31.32)
Total 4,970 3.3 6869.55 (191.74) 2600.58 (71.78) 851.53 (23.68)
objects could begin to show first and the finer details could
be downloaded after that.
We observe that the total number of objects sent by
the broker via cyclic multicast was 1, 689, 939, whereas in
the query response (QR) approach, the broker sent around
1, 700, 000 objects since it received those many queries
(queries can be aggregated at the routers). Though the total
number of objects sent out in both the solutions were roughly
the same, the QR solution consumes more than 26GB aggre-
gate network traffic compared with that of cyclic multicast’s
14GB. This is due to the QR solution incurring more control
overhead and the fact that the cache ages out quickly in a
gaming scenario. The frequent update also implies that a
packet goes to no more than 3 clients. However, we argue
that neither of these two solutions is optimal. The control
overhead of QR and the wasted transmissions in cyclic
multicast could be further optimized using existing but better
multimedia dissemination solutions (our ongoing work).
VI. SUMMARY
This work presents G-COPSS that functions as an efficient
decentralized communication infrastructure for a gaming
environment by leveraging the advantages of a content-
centric network. We have implemented G-COPSS both on a
testbed and a simulator. We obtained the micro-benchmark
results and compared the performance of G-COPSS (over
60 players on the testbed) to that of an IP-server and NDN
based approaches. We also show, using trace driven simula-
tions for a system (over 400 players) that G-COPSS is able
to outperform a pure IP-server based gaming environment
in regards to aggregated network traffic and update latency.
We also outperform the NDN approach, which depends
on a query-response model for such a gaming application.
We are currently working on algorithms for improving RP
selection and creating a gaming environment that uses G-
COPSS features to acquire real user behavior data and
gaming traces.
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ABSTRACT
Information dissemination applications (video, news, social
media, etc.) with large number of receivers need to be effi-
cient but also have limited loss tolerance. The Information-
Centric Networks (ICN) paradigm offers an alternative ap-
proach for reliably delivering data by naming content and
exploiting data available at any intermediate point (e.g.,
caches). However, receivers are often heterogeneous, with
widely varying receive rates. When using existing ICN con-
gestion control mechanisms with in-sequence delivery, a par-
ticularly thorny problem of receivers going out-of-synch re-
sults in inefficiency and unfairness with heterogeneous re-
ceivers. We argue that separating reliability from congestion
control leads to more scalable, efficient and fair data dissem-
ination, and propose SAID, a control protocol for Scalable
and Adaptive Information Dissemination in ICN. To max-
imize the amount of data transmitted at the first attempt,
receivers request any next packet (ANP) of a flow instead
of next-in-sequence packet, independent of the provider’s
transmit rate. This allows providers to transmit at an ap-
plication-efficient rate, without being limited by the slower
receivers. SAID ensures reliable delivery to all receivers
eventually, by cooperative repair, while preserving privacy
without unduly trusting other receivers.
CCS Concepts
•Networks → Network protocol design; Transport
protocols;
Keywords
ICN; Congestion Control; Reliability; Out-of-synch
1. INTRODUCTION
Large scale information dissemination applications like
video streaming (YouTube, Netflix, etc.), online social net-
works (Facebook, Twitter, etc.) and news/entertainment
(CNN, BBC, RSS feeds, etc.) have become common. Many
of these applications have limited loss tolerance and depend
on the network to provide efficient, fair and reliable content
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distribution. While IP multicast was designed for large-scale
information dissemination, the inability to have an effective
congestion control solution, especially in the presence of het-
erogeneous capacity to receivers, has been a limitation.
A key goal for publishers sending data at an application-
efficient rate across the entire receiver population is to be
not limited by the slower receivers. Due to the absence of a
network layer mechanism to control the delivery rate at the
receiver end, previous solutions have either sought to push
all the data onto the path, overlooking congestion and un-
fairness and using end-end unicast recovery, or seek to slow
down the sending rate to the slowest receiver [1]. Alterna-
tively, the use of unicast, with the associated inefficiencies,
has become the norm. The use of multicast at the appli-
cation layer (e.g., SCRIBE [2]) exploits TCP’s congestion
control mechanisms for ensuring loss-free delivery on an end-
end basis. However, such solutions are network topology un-
aware and achieve lower efficiency (caused by the end-hosts
replicating the packets rather than the routers) than what
an effective multicast solution could be expected to achieve.
The advent of Information-Centric Networks (ICN) of-
fers us an opportunity to take a fresh look at the potential
solution approaches. Content-Centric Networks (CCN [3])
or Named Data Networking (NDN [4]) is a representative
ICN approach. Although NDN does not mandate a conges-
tion control mechanism, most of the proposed solutions [5–7]
choose to use a TCP-like receiver-driven mechanism to limit
the number of requests (window) outstanding from a re-
ceiver. Since the network maintains flow balance, where one
Interest retrieves at most one Data packet, these mecha-
nisms adapt the window using the Additive Increase Mul-
tiplicative Decrease (AIMD) principle, much like TCP [8].
Compared to a sender-driven rate control approach, such a
receiver-driven approach has the benefit of the consumer1
being able to control the receive rate. When considering ef-
ficient large scale data dissemination where every piece of
data is consumed by a large number of receivers, TCP-like
mechanisms for receiver-driven multicast can have signifi-
cant shortcomings, especially with the path to the receivers
having different capacities. With such heterogeneity, a prob-
lem we observe is that of receivers being out-of-synch even
with optimal policies for managing the cache. The out-of-
synch problem can be briefly described as follows: NDN
routers cache contents as they are forwarded. When there
is temporal locality of requests from receivers, a router that
has the cached content can respond. However, with receiver
1Consumer/receiver, and provider/sender are used interchangeably in
this paper.
heterogeneity, the requests from receivers even for the same
data items can diverge over time. Requests from the faster
receivers can be well ahead of those from slower receivers.
Eventually, when the gap between the faster and slower re-
ceivers becomes too large, their requests can no longer be
aggregated at the intermediate routers or satisfied by the
cache. The slower receivers’ requests will have to be satisfied
by the content provider (via retransmissions) as a separate
flow. These retransmissions will compete for the bottleneck
bandwidth and the overall throughput can therefore dra-
matically reduce. This is a fundamental issue as long as
there are heterogeneous receivers and routers with limited
cache sizes. The problem can be exacerbated with scale,
thus occurring even more often in the core of the network.
In this paper, we propose a control protocol for Scalable
and Adaptive Information Dissemination (SAID) in ICN, a
novel mechanism enabling large scale efficient data dissemi-
nation. We leverage the receiver-driven framework of NDN
with enhancements to overcome the out-of-synch problem.
SAID achieves efficiency by separating reliability from con-
gestion control. While our design is framed in the context of
NDN, we believe SAID can also be used by other multicast
solutions. The contributions of this paper include:
• An analytical and emulation-based study on the out-of-
synch problem that shows it will occur in real networks
even with large in-network caches as long as there is re-
ceiver heterogeneity (see §2);
• A new reliable multicast framework that seeks to maxi-
mize the useful throughput, by consumers requesting for
Any Next Packet (see §3.1). Reliability is then achieved
via a repair mechanism that leverages NDN’s capability
for receivers to request contents from any network node,
while preserving privacy and data integrity (see §3.2);
• A receiver-driven congestion control mechanism tailored
for ANP delivery that enables each receiver to obtain its
fair2 share of the bottleneck link while maintaining an
application-efficient sending rate (see §4);
• Evaluations on our prototype and large scale simulations
illustrate the benefit of SAID compared to solutions such
as ICP and pgmcc (see §5).
2. PROBLEM WITH EXISTING CONGES-
TION CONTROL – OUT-OF-SYNCH
We first study the out-of-synch problem in NDN and show
how it reduces the benefit of in-network caches and the use of
pending interests. We demonstrate this with an emulation
using CCNx 0.8.0 along with a congestion control mecha-
nism similar to ICP [5]. We show through an analytical
model that our observations on the out-of-synch problem
is systemic with heterogeneous receivers, and should be ex-
pected even with other receiver-driven, in-sequence conges-
tion control mechanisms.
2.1 Demonstration of Out-of-Synch in An Em-
ulated Scenario
To clearly demonstrate the out-of-synch problem and its
cause, we use a simple emulation performed in Mini-CCNx.
The network topology and the link rates (in Mbps) are
shown in Fig. 1a. The latency on all the links is 2ms. Router
R has a 50 packets cache3. Consumers C1 and C2 start to
2In this paper, we define fairness as max-min fairness based on the
link capacity, which is not affected by the content popularity.
3We use a relatively small cache size to quickly demonstrate the out-
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Fig. 2: Out-of-synch: On larger dissemination tree.
request the same content (∼35MB in size, 8, 965pkts) from
provider P at the same time. The throughput of the end
hosts are shown in Fig. 1b. For the first 2.5 seconds, the PIT
and the network cache benefit both receivers. Requests from
C1 either get aggregated or get a cache hit at R. Overall
network throughput in this period is 3Mbps (sum of down-
stream link capacities of R). Subsequently, with heteroge-
neous receiver rates, the receivers’ requests deviate farther
apart. The requests from C1 can no longer be satisfied by the
cache and they are forwarded to P , to be treated as a distinct
flow. The response to these requests start to compete for the
bandwidth on the link from P to R and the receive rate of C2
is thus affected. Since the congestion control protocol tries
to achieve fairness between the receivers (flows), the receive
rate of the two consumers becomes 1Mbps each, and the
overall network throughput reduces to 2Mbps, thus under-
utilizing the bandwidth by 33%. For the entire transfer, we
observed that < 2% of the requests from C1 see a cache hit.
Similar results occur in more complex topologies (e.g.,
Fig. 10 without the dotted links). The consumers C11 –
C41 start to request the same content from provider P1 at
the same time (C51 is not active in this emulation). The
cache size is 100pkts and the content size is 10, 000 packets.
The receive rates at the consumers are shown in Fig. 2a and
the # of requests (transmissions) per packet observed by P1
is shown in Fig. 2b. We can see that, similar to the previous
simpler case, the consumers once again get out-of-synch soon
after the transmission sequence starts. The # of transmis-
sions increase and the receive rate drops. For the first 30 sec-
onds, the aggregate throughput is only around 4Mbps (the
ideal throughput is 9Mbps). During the intervals 30–36 and
40–55 seconds, the faster receivers get in-synch again, due to
the randomness in the network and cache occupancy. The
packet sequences between 2, 800–3, 950 and 4, 100–7, 100 are
transmitted twice and the throughput of C21 through C41
increases during these two time periods. But even during
this time, the aggregate throughput can only reach 7Mbps
rather than the 9Mbps achievable in the ideal case.
Through these emulations, we see that due to the hetero-
geneity of the receivers, the cache in the intermediate routers
might not be enough to absorb the difference in the request
rates of the fastest and slowest receivers. This is the occur-
rence of ‘out-of-synch’ problem. When the slower receivers
of-synch problem. However, this is fundamental and occurs even with
much bigger caches. Please see §2.2 for the relationship between the
cache size and the heterogeneity allowed among the receivers.
NUL UH
P
BL BH
BH
(a) Single-branching
model
Cache Size (C)
Ratio (
BL
BH
)
0
1
Out-of-Synch
In-Synch
File Size (F )
(b) Relationship between out-of-synch and re-
quest rate, cache size and flow size
Fig. 3: Out-of-synch in a single-branching model.
re-issue requests, these requests are seen as a different ‘new’
flow, since they can no longer be aggregated or be satisfied
from the cache at the routers. These ‘new’ flows will then
compete on the network links with packets of the original
flow. In some cases, this would even be with faster receivers
on the common links, and affect their download rate as well.
The out-of-synch problem can happen even when all the
receivers start their requests for the sequence of data packets
at the same time, even with the optimal cache replacement
policy. Note that the provider has to re-transmit packets
as long as the intermediate router drops the packets within
the gap (the difference in the sequence number of the packet
requested by the fastest and slowest receiver). When the gap
is larger than the available cache size for the flow, no matter
which packet the replacement policy chooses, an additional
transmission from the provider is required.
2.2 Analysis on Out-of-Synch Occurrence
Receiver-driven feedback-based in-sequence congestion con-
trol protocols (e.g., TCP) share the following features: 1) each
data consumer has a local view of the request as if he is the
only consumer in the network, 2) all the data consumers tend
to get a (statistically) fair-share of bandwidth, and 3) the
packets in a data object are requested in-sequence and out-
of-order is seen as an indication of congestion. We realize
that almost all the existing congestion control protocol pro-
posed for NDN fall into this category.
To show the universality of the problem, we generalize the
model for congestion control by assuming a best-case sce-
nario where each receiver is receiving a flow of data with a
constant bit rate which is exactly the fair-share that receiver
can get. We analyze the maximum heterogeneity that can
be supported given a certain cache and flow size while the re-
ceivers still remain in-synch till the end of the flow. Since we
are focusing on a single flow, we also assume a simpler case
that the network status (i.e., available bandwidth, cache size
and latency) does not change during the lifetime of the flow.
We start with a more precise definition of out-of-synch.
Definition 2.1 (Out-of-synch). Consider a network with
multiple routers interconnected in a tree topology and a flow
f that has a provider on the top and receivers at the leaves of
the tree. At a branching router N , where available bandwidth
to the downstream receivers is in the range [BL, BH ], the
out-of-synch occurs when the difference in the amount of
bytes received (the gap, G) between the fastest and slowest
receiver in the sub-tree below N is larger than the available
cache size C for flow f .
We then use a single-branch model to demonstrate the re-
lationship among the cache size, flow size and receiver het-
erogeneity in a simple scenario.
Lemma 2.1. For a branching router N with cache size C in
a dissemination tree, with the request rates of the immediate
downstream links in range [BL, BH ], to avoid out-of-synch,
the following condition should hold, i.e.:
BL/BH ≥ 1− C/F , (1)
where F is the size of the flow.
Proof. According to Def. 2.1, to avoid out-of-synch at N , it
is sufficient to consider 2 immediate downstream links with
the largest and smallest available bandwidth. That is, we
can consider the single-branching topology in Fig. 3a such
that the two data consumers (UL and UH) are requesting
for a same flow with size F and their available bandwidth
are BL and BH (BL≤BH).
When the receivers are in-synch, the request sent up-
stream by N targets a downstream rate of BH , matching
the receive rate of the faster receiver (this is true for all pro-
tocols where the network node does not perform an explicit
congestion control function and depends on the receivers to
generate an appropriate request rate). The download period
for UH is:
t = F/BH .
The maximum gap G between the UL and UH is therefore:
G = (BH −BL)× t = (1−BL/BH)× F
According to Def. 2.1, to keep the consumers in-synch, we
need:
G = (1−BL/BH)× F ≤ C. (2)
Equation (1) is equivalent to (2).
The requirement for clients in-synch (equation 1) is pre-
sented in Fig. 3b. We can see that the requirement for
being in-synch cannot be satisfied when the heterogeneity
(BH/BL) is larger, the flow size F is larger, and/or avail-
able cache size C is smaller.
Since the request and data paths in large scale data dis-
semination form a tree structure rooted at the data provider,
we study the in-synch requirements in a k level tree.
Theorem 2.1. For a dissemination tree with k levels and
every intermediate router having cache size C, all the re-
ceivers will be in-synch only when the available bandwidth
between the fastest receiver and the slowest receiver follow:
BL/BH ≥ (1− C/F )k. (3)
Proof. We prove this theorem by contradiction. Suppose
that the request rates of the highest and the lowest receivers
satisfy
BL/BH < (1− C/F )k, (4)
and all the receivers are in-synch.
Without loss of generality, we assume that the receiver
with the lowest rate BL is a downstream consumer of a
router Nt at level t ∈ [1, k]. Let BH,t be the highest re-
quest rate among the downstream consumers of the router
Nt. Note that the consumer with request rate BH does not
have to be the immediate next hop of Nt, the intermediate
routers will always forward requests according to the fastest
receiver. According to Lemma 2.1, we have
BL/BH,t ≥ 1− C/F . (5)
According to (4) and (5), it follows that
BH,t < BH × (1− C/F )k−1. (6)
The router Nt is a downstream consumer of a router Nt−1
at level t−1. Similarly, let BL,t−1, BH,t−1 be the lowest and
highest rates among the downstream consumers of the router
Nt−1 respectively. Since BH,t≥ BH,t−1≥BL,t−1, according
to Lemma 2.1, we have
BH,t/BH,t−1 ≥ BL,t−1/BH,t−1 ≥ 1− C/F . (7)
According to (6) and (7), it follows that
BH,t−1 < BH × (1− C/F )k−2.
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By the similar argument, we can show that
BH,t−2 < BH × (1− C/F )k−3,
BH,t−3 < BH × (1− C/F )k−4,
. . .
BH,1 < BH × (1− C/F )k−t ≤ BH .
Since the highest rate of downstream consumers of the
router at level 1 should be BH , i.e., BH,1=BH , we reach a
contradiction and the proof is completed.
From Theorem 2.1 we can see that with growth of k, the
gap between the fastest and the slowest receiver can become
larger. The design of the in-network cache helps in absorbing
the heterogeneity of the receivers.
Now we show that out-of-synch is difficult to avoid in a
NDN router deployment.
Remark. The problem of receivers going out-of-synch per-
sists with receiver-driven feedback-based in-sequence conges-
tion control protocols with heterogeneous receivers.
The cache size at a router will inevitably be much smaller
than the total amount of content available in the network.
According to [9], NDN requires a 25TB cache for a 50% hit
rate on Youtube data and 175TB cache for a 50% hit rate
on BitTorrent data. However, [10] suggests that deployable
NDN routers (with ∼$1,500 overall hardware cost) would
likely have around 100Gb of cache at current costs. Thus,
a router cache will be much smaller than the required cache
size for the kind of content accessed in current day networks.
For tractability, we assume that concurrent flows in a
router share the 100Gb cache size equally. The relationship
between the bandwidth ratio (BL/BH), file size (F ) and
number of flows is shown in Fig. 4a. The intersection of the
curve with XY plane is where C=F (# of flows=100Gb/F ).
The region behind the curve represents the region receivers
are out-of-synch. Note that both the X- and Y-axis are log-
scale, which means the area when the receivers are in-synch
is just a very small portion of the overall region.
Although a core router might have relatively larger cache,
the number of concurrent flows on that router is also corre-
spondingly large. The available proportion of cache for each
flow is therefore still quite small. If a set of receivers request
20M bytes of data through a core router with 100k concur-
rent flows, the ratio of rates should satisfy the following:
BL/BH ≥ 1− (100Gb/100k)/160Mb = 0.99375
If BH can reach 100Mbps, BL should be ≥99.3Mbps. When
we apply the hierarchical tree model in Theorem 2.1, the
minimum download rate vs. level is plotted in Fig. 4b. Even
with 50 levels in such a hierarchy, the minimum required
download rate is still >73Mbps. This is difficult to achieve
due to the number of flows multiplexed on a given link.
In this model, we assume that all the consumers start to
request a same piece of content at the same time. We argue
that this assumption is reasonable, especially considering
the set of popular content items. With a reasonably large
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library of content accessed by consumers, the working set
of popular content across consumers can potentially exceed
the cache size at routers. It has been observed in [11] that
there is a ‘fat middle’ with a large number of content items
having multiple users accessing content at around the same
time, even when unicast is used for VoD delivery (as is cur-
rently the case in the Internet with delivery of video over
HTTP, similar to the request/response paradigm of several
ICN protocols). Therefore, the best case scenario for normal
query/response (sequence-specific requests) to avoid out-of-
synch is when all the consumers request for the content at
the same time (our assumption) and it would only worsen
with the arrival of late-comers. Even with popular content,
as larger numbers of heterogeneous users access the content,
it will still result in cycling the cache (the symptom of ‘out-
of-synch’) since the cache size at a router is likely to be much
smaller compared to the working set size.
3. SAID FRAMEWORK
To address the out-of-synch issue at its root cause, SAID
slightly modifies the request paradigm – from request for a
specific-sequence to a request for any-next packet (ANP).
The consumer-driven, network-assisted ANP delivery is the
core of the SAID architecture (see Fig. 5). It intentionally
decouples reliability from congestion control because 1) the
need for reliability and in-order delivery varies across appli-
cations, and 2) the solutions that enforce in-sequence reli-
able delivery result in overheads (e.g., receivers being out-of-
synch, with NDN/ICP) or inefficiency (sending at the slow-
est receiver’s rate, with pgmcc). The new paradigm seeks
to retain consumers in-synch so as to maximize the utility
of the packets sent at the first attempt. ANP delivery also
ensures fairness on each branch of the dissemination tree,
independent of the content provider’s sending rate.
To satisfy applications that have different requirements on
reliability and efficiency, we add application-specific modules
to make SAID a general framework for multiparty informa-
tion delivery in the ICN/NDN context. The repair mecha-
nism (middle row in Fig. 5) fully utilizes name-based routing
to help recover missing packets from the original provider,
an in-network cache or neighbors, without sacrificing pri-
vacy or trust. For applications that have elastic bandwidth
requirements (e.g., file delivery), the rate adaptation mecha-
nism (bottom row in Fig. 5) allows applications to achieve a
tradeoff between network load and session completion time.
3.1 ANP Delivery Model
To overcome the case of heterogeneous receivers getting
out-of-synch, and maximize the likelihood of delivery of a
packet in the first transmission attempt, we propose a slight
modification to the existing communication model of re-
ceivers asking for a sequence-specific packet (as is currently
done by NDN and even TCP, etc.). Here, receivers ask
for any subsequent incoming packet. Therefore, while con-
sumers with higher available bandwidth (referred to as faster
consumers) can receive sequences 0, 1, 2, . . . , 100, consumers
with lower available bandwidth (slower consumers) might
get 0, 3, 6, . . . , 100. Further, consumers that join the group
later than the others (we refer to them as late-comers) might
get 66, 67, . . . , 100. We call this kind of delivery as in-synch
delivery since all the consumers reach packet 100 around the
same time. While it is true that the slower consumers still
have to get packets 1, 2, 4, 5, . . . , and the late-comers have
to get packets 0, 1, . . . , 65 (through repair, see §3.2), SAID
ensures that in these cases, 1/3 of the packets are delivered
in the first attempt, unlike sequence-specific requests that
require retransmission of many more packets when receivers
are out-of-synch. Thus we avoid cycling the cache.
An ANP request packet looks much like a normal Inter-
est packet, except that the Name in the packet is the prefix
of the file/flow instead of a sequence-specific content (i.e.,
such as a normal Interest which carries both prefix and seg-
ment ID). To retain the current framework of NDN as much
as possible, we reuse the existing Interest packet, since the
name in the packet can be used for both sequence-specific
and ANP requests. To distinguish between the two requests,
we place an extra field (flag) into the packet header.
A pure network-based congestion control solution that di-
vides the outgoing link bandwidth fairly for each flow going
to the next hop is unable to accommodate indications of
reduced demand from flows that have a limit downstream,
especially with heterogeneous receiver bandwidths. This re-
sults in inefficiency, as was suggested by [12], and we show
it in §5.1. Therefore, SAID chooses to use an end-system
assisted (receiver-driven) solution to avoid such inefficiency.
First, SAID retains the ‘flow balance’ property suggested
in NDN, in which every ANP request packet will have at
most one Data packet returned. Receivers then maintain
a window of unsatisfied ANP requests, reflecting the max-
imum number of packets that can be in flight towards this
receiver. We adapt this window using an AIMD scheme,
just like TCP, thus finding the capacity of the bottleneck in
the sender-receiver path.
The forwarding rules for ANP requests also need to be
modified. One critical difference is that the ANP requests
for a given flow would carry the same flow name (prefix).
Therefore, instead of creating an entry in the PIT for each
sequence-specific request, we add a counter in the PIT en-
tries (called the Pending Request counter, PR) to keep track
of the (maximum) window size of each downstream node.
On receiving an ANP request, the router would: 1) Skip the
usual check of the Content Store to avoid transmitting du-
plicate packets. 2) Check in the PIT if there is already an
entry with the same name (prefix) and incoming face. If the
entry does not exist in the PIT, add one entry with PR=1,
otherwise, increment the PR by 1. 3) If the PR value in
the last step (before increment) was already the maximum
PR for that prefix among all the incoming faces, an ANP
request will be sent upstream based on a FIB lookup. With
this mechanism, each consumer can propagate its window
size up until its branching point4, and the maximum window
size is accumulated at the provider. However, the provider
does not have to send at the rate of the maximum window
4We define the branching point of consumer C (BRC) as the router
closest to C that has another consumer that has bandwidth higher
than C. The branching point for the fastest consumer is up at the
first hop router of the provider.
(equivalent to aligning the sending rate at the fastest con-
sumer), since it might result in more traffic generated be-
cause of repair. We describe how the provider should adapt
its sending rate in §3.3. This modification to the forward-
ing rule for ANP requests is more space-efficient than the
sequence-specific requests. For n requests of the same flow,
SAID only needs 1 PIT entry and 1 counter compared to n
separate PIT entries with the existing NDN approach.
On receiving a Data packet of the flow (which satisfies
the ANP request), the router would: 1) Save the packet in
the Content Store for further (sequence-specific requests).
2) Find all the PIT entries the Data can satisfy and de-
cide the outgoing faces. For ANP request entries, the router
would decrease the PR of each outgoing face by 1, and dis-
card the PIT entry when PR becomes 0. 3) Replicate and
forward the Data to all the outgoing faces determined in
the previous step. With this subtle change, receivers in
SAID can receive data without getting out-of-synch, thus
enhancing network efficiency. Since the window size of each
consumer is propagated up to its branching point, we can
ensure that the consumers would 1) receive the flow at the
rate indicated by the window size if that is smaller than the
sending rate of the provider, or else 2) receive at the sending
rate of the provider. In §4, we describe how we control the
window size on the consumer to reflect the fair share on the
bottleneck between each consumer and its branching point,
and thus ensure the max-min fairness in the network.
3.2 Efficient Repair
For applications that need different degrees of reliability,
we depend on the application- (or transport-) layer interface
to retrieve missing packets. SAID allows the application to
decide which packets to repair and when the repair packets
are delivered, while the network helps to find where copies
of the needed packets. For applications like live-streaming,
they can start the repair during the time period when the
flow’s new packets are being sent for the first time, although
that might aggravate congestion at the bottleneck. The ben-
efit is that the user experience (in terms of stall time) will be
improved. This is a tradeoff that the application has to de-
cide, based on policy and/or periodically based on perceived
QoE. QoE is also influenced by repair being made through
other paths. For applications like file download, repair can
start after an ANP round to minimize the network conges-
tion while new packets are flowing. Applications can also
decide which packets need to be repaired, i.e. fetched. E.g.,
applications using Raptor Codes [13] can reduce the amount
of repair since the content of some missing packets might be
recovered by ANP delivery of future packets.
Once an application decides to repair a packet, SAID uses
NDN’s sequence-specific (normal) data retrieval capability
to retrieve the missing packets from the network. Since in-
network caches may have stored packets as they are for-
warded, some of the repair requests can be satisfied by the
caches. However, if the required packets are no longer in the
cache (have been replaced), consumers can still get the pack-
ets from the original provider. However, this repair has the
potential to aggravate the congestion at a bottleneck link
in the path from the provider to the receiver. Therefore,
we propose a peer repair mechanism (described below) that
can potentially mitigate the impact of repair on an already
congested link by making use of other paths.
With SAID, receivers who have received (some or all of
the packets) the flow can propagate FIB entries for the pre-
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Fig. 7: Result of window control at the receiver using state machine.
fix of the flow over a limited number of hops. E.g., in
Fig. 6, after receiving the packets, C1 propagates prefix
/ICN/SAID.pdf/_v1 over a 2 hop range. When C2 requests
for /ICN/SAID.pdf/_v1/_s20, R7 will forward the request to
R6 and will eventually get a response from C1. The repair
can then bypass the congested link R5–R7 and still increase
the overall useful throughput to C2. Note that propagating
FIB and the repair requests do not carry the identity of the
consumers. Thus, the solution can fully utilize the benefit of
NDN without sacrificing privacy and trust (the receivers and
senders do not have to reveal their identity to one another).
We believe multiple paths will continue to exist, just as we
see in current networks [14]. In such a case, repair requests
may be forwarded along the path that data was received suc-
cessfully before, so as to increase the probability of receiving
repair data (as proposed in [15]).
The simple mechanism we describe above might still be
inefficient. We know that whenever C1 propagates the pre-
fix, routers will forward repair requests from nearby nodes
to C1 (instead of going upstream). Therefore, for efficiency,
C1 can only propagate the prefix when he receives all the
packets in the flow, so as to be able to respond to the repair
requests. Such a propagation is however useless for applica-
tions like VoD that needs repair while packets of the flow are
still being delivered. An alternative solution for FIB prop-
agation is for C1 to propagate the exact ContentName of
each packet he receives. Requests from slower receivers can
then be redirected to C1 immediately. This solution benefits
applications that need ‘in-flow’ repair, but it places a large
overhead on the FIB since every packet will result in a FIB
entry in the nearby routers.
Therefore, to achieve a balance between the goals of repair
efficiency and reduced FIB size, we suggest that the data
provider should group n packets into a ‘chunk’ and replace
the segmentID in the ContentName with chunkID/segmentID.
E.g., if n=100, the name of the packet with segmentID=205
should be /ICN/SAID.pdf/_v1/_c2/_s205. This will not af-
fect the basic solution since every packet still has a globally
unique ContentName. Nonetheless, C1 can propagate /ICN/
SAID.pdf/_v1/_c2 after receiving packets 200-299 (i.e., FIB
entry for the chunk) either via the initial transmission or via
repair. FIB entries will be smaller and at the same time will
enable other receivers to get repairs from peers much earlier.
The chunk size can be specified by the data provider based
on the timeliness requirement for the flow.
3.3 Provider Rate Adaptation
ANP delivery ensures the fairness of a flow independent
of the transmit rate of the sender. However, different appli-
cations have different transmission rate requirements, and
the sender needs to adjust the sending rate accordingly.
Live streaming and conferencing applications need a certain
(minimum) sending rate based on desired video/audio qual-
ity. The sender can simply send data at that required rate.
Other applications may have more flexibility, but might
have a preference to either satisfy most of the receivers in
the first round of delivery or seek to satisfy the fastest re-
ceivers (e.g., BitTorrent). For such applications, the trans-
mission rate of the provider is a tradeoff between the (net-
work, provider) load and the content delivery completion
time. A higher sending rate could shorten the receiving in-
terval on the faster receivers, but also result in higher re-
transmission rate in the network to reliably deliver to the
other receivers. A lower sending rate may attempt to oper-
ate at the opposite end of the spectrum – sacrificing comple-
tion time for lower network load. As a selective component
at the application layer, SAID also accommodates a mech-
anism to enable data providers to determine this balance.
Instead of specifying a constant sending rate, we allow the
provider to pick an ACKer from among the receivers to pace
the flow similar to pgmcc [1]. The ACKer would send an
ACK (e.g., in the form of an Interest) back to the sender for
each Data it receives. A feedback loop would be established
between the ACKer and the sender like TCP and therefore
the rate of the sender is aligned to the available bandwidth
of the ACKer. However, unlike pgmcc, the ACKer does not
have to be the slowest receiver. Please refer to our technical
report [16] for details on ACKer selection.
4. CONGESTION CONTROL FOR ANP
With SAID, since the sending rate is not controlled by the
window of each receiver, the difference between the sending
and receiving rate can result in the receiver missing some of
the packets in the sequence (we use the term ‘holes in the
sequence’). With SAID, these holes should not be treated
as an indication of congestion (as conventional TCP does
with loss-based congestion indication), triggering a response
from the receivers. Instead, SAID uses REM [17] in a mod-
ified manner to indicate congestion appropriately. We also
make the important observation that because the sending
rate is not controlled by the receivers’ congestion windows,
receivers with an available bandwidth higher than the trans-
mission rate will not see congestion (or packet loss). Their
window will continue to grow (not unlike an uncongested
TCP flow’s window). This growth in the window essen-
tially causes a large pending request (PR) value at upstream
routers. A large PR value will allow a large number of pack-
ets to be delivered in a burst towards the receiver (e.g.,
when the provider decides to increase the transmit rate or
when upstream contention on the path disappears). This
large burst of Data that will be queued at the bottleneck
router (with consequent increase in feedback delay) causes
that router to indicate congestion (e.g., REM) on a large
burst of packets. This can cause the receiver to over-react
and reduce the window too much, thereby ceding more than
its fair share to a competing flow. Subsequently, the com-
peting flow would have a large PR, and now in turn ex-
perience a similar burst (a ‘bang-bang’ effect). Although
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Fig. 8: State machine for receiver window increase.
the AIMD mechanism will eventually converge, the time
it takes to converge will depend on the size of burst and
feedback-delay. This effect therefore has the potential to
under-utilize the network and/or cause unfairness between
flows for a subsequent interval. While an excessively large
window might cause inefficiency and unfairness, a very small
window might also lead to inefficiency because a short burst
caused by transient congestion might consume all the pend-
ing requests and result in unnecessary packet loss. Because
of these considerations, we develop additional mechanisms
to achieve congestion control and fairness.
4.1 Identifying Congestion
Since holes in the sequence are no longer an indication
of congestion, we depend on help from the network to indi-
cate congestion through Active Queue Management (AQM)
mechanisms. In particular, we use Random Early Detec-
tion (REM [17]) in our current implementation. The solu-
tion can also take advantage of other AQM mechanisms like
CoDel [18] that marks the packets on seeing congestion.
With REM, a simple AIMD mechanism on the receiver
side (additive increase on receiving data and multiplicative
decrease on seeing marks) works acceptably, especially on
receivers that have available bandwidth below the sending
rate of the provider. The introduction of AQM into NDN
can also simplify existing congestion control solutions and
help avoid any unnecessary bufferbloat [19].
4.2 Handling Additive Increase
In order to avoid the ‘bang-bang’ effect and optimize net-
work utilization, the optimal window size should be the
bandwidth-delay product of the path between the receiver
and its branching point. It can vary depending on the net-
work status, and can vary over time. Therefore, we propose
a dynamic mechanism that observes and reacts to the mini-
mum pending request count (MPR) on the path, with a goal
of keeping the window size close to the optimal value.
The network piggybacks the instantaneous MPR value
with data packets forwarded to receivers. Note that different
receivers can see different MPR values even when they re-
ceive the same data packet since MPR is set at the branching
point. A receiver observes the MPRs over a window so as to:
1) get the minimum MPR value in that window (MMPR),
thus avoiding excessive pending requests in the path, 2) en-
sure that MMPR is within a small value but larger than 0 to
avoid all pending requests being consumed by a future short
burst, and 3) smooth out variations. To simplify the cal-
culation, our approach decides whether the window should
increase based only on MMPR.
We use a state machine (depicted in Fig. 8) to decide
the growth of the window. When MMPR==0 (state G), it
implies that all the requests are consumed by the Data (in-
coming Data rate is less than the bandwidth-delay product
of the downstream path) and therefore the receiver should
increase the window size. With the growth of the window
size, the MMPR would grow above 0 (state C in figure). The
receiver should keep increasing the window size until he sees
MMPR>0 for Y times (state S), which means the window
size is big enough and stable. During the increase phase, if
the MMPR grows above X (state P ), it implies that there
is a sudden change in the network and that the window size
might be big enough already. The receiver would then stop
increasing the window size immediately and wait for the
status to either go back to G, C (increase again) or reach S
(stop increasing). MMPR might get back to 0 when the re-
ceiver is in state S due to the change in the network status,
and the receiver should increase the window again. However,
to prevent instability in the network, we decide to increase
the window only after seeing MMPR=0 for Y times (state
O). Note that no matter what state the consumer is in, once
it receives a marked packet (indicating a congestion), it will
reduce the window size by half, go back to state S and start
increasing the window. According to our experiments (in
both emulations and simulations), we find it reasonable to
have X=Y =5. We see that with these values for X and Y ,
the mechanism limits the window size properly and avoids
bursts when competitors arrive (the bang-bang effect).
We use an example to trace the MMPR and the window
increase decisions to aid in understanding how the scheme
works with the values for X and Y mentioned above. The
MPR, window size and the state transitions in Fig. 7 are
shown for a receiver with 2Mbps bandwidth. Every mark
represents the state of the state machine (corresponds to
Fig. 8) at the end of each window. The MMPR grows in ac-
cordance with the window size after 1sec. After 4 windows
(decisions), the MMPR reaches 5 and the receiver stops in-
creasing the window and MMPR stays around 5. Although
the MMPR reduces below 5 for several windows at around
4sec (due to transient changes) the window size is not in-
creased. When there is new contention at the bottleneck
link (an additional competing flow) occurring between 10sec
and 25sec, MMPR drops to 0 and the receiver then begins
to increase the window. When the receiver receives marked
packets (REM) at 12sec, it uses AIMD to respond to the
congestion introduced by the competing flow. We show how
this mechanism aids in achieving fairness in §5.1.
5. EVALUATION
We first present evaluations based on our prototype im-
plementation. We then present simulation results for two
applications (video streaming and large data file delivery) on
a small custom topology (shown in Fig. 10) as well as a large
RocketFuel Topology [20] with heterogeneous receiver band-
widths in our custom simulation environment (used in our
previous work [21]). We compare SAID with 1) An ICP [5]
solution enhanced to use REM (so as to provide a reasonable
comparison with SAID); and 2) pgmcc [1], a window-based
multicast congestion control protocol which aligns the data
sender’s transmission rate to the slowest receiver.
5.1 Emulation of ANP Delivery
We implemented the core components: 1) ANP delivery
(described in §3.1), and 2) congestion control (described
in §4) in Linux. The modified forwarding engine is im-
plemented in user space and packets are encapsulated in
UDP, as with CCNx. Our testbed consists of SAID enabled
routers, each running on a single machine (CCNx 0.4). All
the consumers and providers are run on a single machine so
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Fig. 9: Emulation result in competition scenario (using topology in Fig. 10, X=10Mbps).
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Fig. 10: Dissemination tree topology (bandwidth in Mbps).
as to have a synchronized clock for accurate result collec-
tion. The baseline topology consists of 8 routers (R0→R7),
7 consumers (Cij) and 2 providers (P1, P2) as illustrated
in Fig. 10. Per link latency is 2ms and the numbers on
the links represent link bandwidth in Mbps. The bottleneck
bandwidth for the consumers are marked in bold red.
• Efficiency of ANP Delivery Model
Fig. 11 illustrates the aggregate throughput achieved by
SAID and ICP in the presence of 4 consumers. pgmcc aligns
to the slowest subscriber, and its results are easily obtained
without needing simulations5. The experimental setup was
used in §2.2 with consumers C11, C21, C31 and C41, having
bottleneck bandwidths of 1, 2, 3 and 4 Mbps respectively
and the content provider sending at 3Mbps. SAID is able
to achieve an aggregate rate close to the maximum achiev-
able throughput (1Mbps (C11) + 2Mbps (C21) + 3Mbps * 2
(C31, C41)) of 9Mbps. ICP’s maximum throughput is about
4Mbps. With ICP, receivers go out-of-synch and compete
with one another on the link between P1 and R0. pgmcc
also achieves around 4Mbps (1Mbps * 4) throughput.
• Fairness in the Presence of Competition
The experimental setup is P1 with 5 consumers (named
Ci1 in Fig. 10) and P2 has 2 consumers (C32, C42). To eval-
uate SAID’s fairness when there is a competing flow from
another provider (P2), we configure P2 to start sending pack-
ets after approximately 10s, with a sending rate of 3Mbps
(i.e., as fast as it can) and study its influence in the net-
work under an extreme case. C31 and C32 are competing for
the bottleneck bandwidth between R2 and R5 (3Mbps) and
C41 and C42 are competing for the bottleneck bandwidth
between R2 and R6 (4Mbps). The bandwidth between R5
and C32, i.e. X, is set to 10Mbps so that the link between
R2 and R5 is the bottleneck link.
Fig. 9 illustrates the throughput achieved at each receiver.
As in Fig. 11, we observe in Fig. 9a that in SAID, each of
P1’s receiver is able to receive at the bottleneck capacity
until 10s. Once the competing flow arrives, the receivers
in SAID are able to receive at their (statistical) fair share
of the bottleneck bandwidth. In ICP, upon the arrival of
5We only implemented pgmcc in the simulation
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Fig. 11: Aggregate throughput in 4-consumer scenario.
a competing flow, the throughput achieved by each receiver
drops significantly, from an average of 4Mbps to just 1Mbps.
Fig. 9b–9c show that in SAID, both C31 and C41 are able
to receive at their individual fair share (1.5Mbps and 2Mbps)
in the presence of competition from P2’s flow. On the other
hand, with ICP, the consumer’s of both P1 and P2 are not
able to fully utilize their fair share of the bottleneck band-
width, resulting in an under-utilization of the bottleneck
bandwidths. This is due to the fact that both C31 and C41
are in fact competing with other consumer’s from P1 in the
P1 to R0 link and C32 and C42 are competing with each
other in the P2 to R0 link, due to the out-of-synch phenom-
ena. The peak at the start of the P2 flows in ICP, illustrate
that for a short period, flows to C32 and C42 are in-synch.
In Fig. 9d, the aggregate throughput achieved by P1’s and
P2’s consumers is close to the maximum achievable through-
put with SAID. Till the first 10s, when only P1 is active and
the total achievable throughput of the network is 12Mbps,
we observe that SAID is able to get closer to this rate. When
P2 starts at 10s, the ideal achievable aggregate throughput
increases to 13Mbps. SAID is able to get closer to this ideal
rate. With ICP however, it is approximately 5Mbps before
10s and 8Mbps afterwards. In pgmcc, in the absence of a
competitor (i.e., before 10s), P1 aligns to C11 (1mbps) and
therefore the total throughput is 5Mbps (all its 5 consumers
receive at 1Mbps each). In the presence of a competitor P2
(after 10s) who is sending at 2Mbps (aligned to C32), the
total throughput will increase to 9Mbps.
• Benefit of Receiver-Driven Mechanism
We now modify our experimental setup to a simple dumb-
bell topology where the link bandwidth between R5 and C32,
i.e., X is 0.3Mbps. Since C32 can receive only at 0.3Mbps
from P2, C31 is able to make use of the spare capacity of its
bottleneck link between R2 and R5 and receive at approxi-
mately 2.7Mbps (see Fig. 12a), thereby making optimal use
of that link (total usage is 2.7Mbps + 0.3Mbps). On the
other hand, a flow based fair queuing approach would only
achieve 1.8Mbps (1.5Mbps(C31)+ 0.3Mbps (C32)), since the
link between R2 and R5 would be shared equally between
flows from P1 and P2, only for P2’s packets to be dropped
at R5. This result highlights the benefit of using a receiver-
driven approach for SAID. In the case of ICP, C31 is only
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Table 1: Stall time (s) in streaming demo (video length=40s).
C11 C21 C31 C41 Rep.
Baseline 83.384 22.507 2.461 0.886 –%
ICP 90.530 33.965 33.821 33.820 –%
pgmcc 84.804 84.770 84.768 84.767 0.00%
SAID-F 83.821 40.062 39.569 1.131 12.44%
SAID-S 83.541 22.754 4.010 1.123 21.91%
SAID 44.304 1.271 1.151 1.131 12.44%
able to receive close to an equal share of the R2 and R5
link bandwidth (<1.5Mbps) because the receivers are out-
of-synch. ICP gets approx 1.8Mbps aggregate throughput
on that link. The total throughout for SAID (12 Mbps) and
ICP (8 Mbps) are shown in Fig. 12a. For pgmcc, in the
presence of a competitor, the total achievable throughput is
5.6Mbps (1Mbps * 5(C11-C51) + 0.3Mbps * 2(C32, C42)).
5.2 Simulation of different applications
• Video Streaming:
We consider a streaming video application with a play-
out rate of 3Mbps. We evaluate the effectiveness of the
approaches using the Stall time, which reflects the impact
on user experience. No stalls occur when there are no holes
in the sequence in the play out buffer for the next 1s of
video playback. For the baseline, we run the simulation 4
times with a single receiver requesting the video. SAID-F is
when repair is by the provider at the end of the flow (similar
to ‘download-and-play’). SAID-S is repair by the provider
while streaming the video. SAID is the peer-assisted repair
solution we propose here. These solutions are compared on
the tree topology (Fig. 10, with only C11-C41 activated) as
well as ICP and pgmcc.
Table 1 shows the stall time for each consumer and the
repair ratio (i.e., the percentage of the total number of pack-
ets received via repair over the total number of packets re-
ceived, shown as ‘Rep.’ in the Table) for a 40s video. In ICP,
when all receivers request the video simultaneously, they go
out-of-synch soon thereafter. The stall time becomes larger
than the baseline especially for faster receivers. With pgmcc,
since the provider has to align with the slowest receiver (C1),
the stall time for the rest of the receivers is up to 80s larger
compared to the baseline. The user experience for the faster
receivers therefore deteriorates considerably.
Although SAID-F achieves a relatively low repair rate, the
stall time for C1-C3 remains high, because the repair is per-
formed after the flow finishes. C3 also experiences loss, even
though its bandwidth is equal to the playout rate. This hap-
pens due to the variability in the network and the overhead
of packet headers. The exact receive rate for the application
can be a bit lower, despite C3 having a nominal 3Mbps avail-
able bandwidth. C2 and C3 benefit from the repair during
streaming in SAID-S, but this benefit comes at the cost of
higher network load. The repair ratio of SAID-S is higher
than SAID-F (∼22% vs. ∼12.5%) since the retransmission
has to go through the bottleneck link and affects the primary
‘any packet’ stream. Nonetheless, the retransmission rate
from the provider of SAID-S is still lower than ICP (∼1.9
vs. ∼3.4, not shown) which means SAID-S consumes less
network and provider resources. SAID (our proposal) how-
ever is superior as it is able to utilize the extra bandwidth
between end-hosts. The repair does not affect the multicast
session and the slower consumers can get twice the band-
width compared to SAID-F and SAID-S. Despite the re-
pair, the stall time for the slower receivers (C1−C3) is much
smaller than with the other solutions, even though they are
playing the video at the same rate of 3Mbps. We varied the
video length and observed that the stall time grows propor-
tionally with the video length but the pattern in Table 1
still holds.
• File Content Delivery:
We evaluated the complete SAID solution with the Rock-
etFuel topology (AS-3967). We randomly place 20-200 re-
ceivers on the 79 core routers. Since RocketFuel does not
have bandwidth information, we assign available bandwidths
in the range of 1-10Mbps for each link. The result of a trace
with 100 flows using ICP, SAID and pgmcc is in Fig. 13.
By decoupling reliability from congestion control, SAID
has lower network load compared to ICP (Fig. 13a), espe-
cially as the number of receivers increases, by up to 46% with
200 receivers. Since ∼60% of the data is delivered at the first
attempt, SAID has a much lower average # of transmissions
of each packet from the provider and average flow completion
time compared to ICP (Fig. 13c). However, SAID consumes
more network bandwidth (∼10%) compared to pgmcc since
it aligns to a faster receiver and uses repairs subsequently.
For the 10% additional network load, SAID achieves lower
average completion time (by ∼65%, Fig. 13b).
6. RELATED WORK
Many reliable multicast protocols have been proposed to
enable large scale reliable data dissemination. To maximize
the utility of multicast, cyclic- and scheduled-multicasts [22,
23] have been proposed to benefit the consumers that are not
starting at the same time. These solutions can be broadly
classified into two categories based on the chosen repair
mechanism: provider repair or peer-assisted repair. The
clients in provider-repair mechanisms like [24,25] send NAKs
to the provider (or the whole group to suppress duplicate
NAKs) and the provider retransmits the missing packets
specified in the NAKs. The data provider in such solutions
has to align the sending rate to the slowest receiver eventu-
ally. Peer-assisted approaches like [26,27] group receivers in
a hierarchical structure and the receivers ACK to the upper
level in the tree so that the ACKs can be aggregated. By
introducing such a relationship among receivers, these solu-
tions allow receivers to perform local repair and therefore,
the provider can align the sending rate to the majority of (or
the fastest) receivers based on the ACK strategy. Unfortu-
nately, in these proposals, the subscribers have to exchange
information in a peer-to-peer manner in the IP network to
perform repair as well as send ACKs. According to [28], in
these solutions the receivers have to reveal their identities
(IP addresses) to the peers, and thereby trust them as there
is no guarantee of data integrity during peer-repair.
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Fig. 13: Simulation result for file content delivery application.
Layered multicasts are also proposed to deal with hetero-
geneous consumers. In [29], the provider creates different
multicast groups that transmit different resolutions of the
data. The receivers can select appropriate groups accord-
ing to their link capacity. These solutions are applicable to
select applications. Nonetheless, having a reliable multicast
capability for a single rate stream is still fundamental for
broad-based use across all kinds of applications. Therefore,
the layered multicast solutions can be considered as orthog-
onal to the single-rate reliable multicast.
Pub/sub based large scale data dissemination solutions
such as [21, 30] lack an efficient mechanism to ensure relia-
bility and avoid congestion collapse in the network.
7. CONCLUSION
Designing a congestion control mechanism for efficient in-
formation delivery to large numbers of receivers is difficult,
particularly with heterogeneous receiver bandwidths. Through
emulation and an analytical model, we showed that hetero-
geneous receivers will get out-of-synch with existing receiver-
driven, in-sequence request-response approaches. To over-
come several of these limitations, we proposed SAID, a con-
trol protocol that allows receivers to request ‘any-next’ packet
instead of the ‘next in-sequence’. SAID retains network fair-
ness and delivers more packets on the first attempt. To
be a general-purpose control protocol that satisfies different
application requirements, SAID also provides application-
specific modules. The first is a repair module that exploits
content at peers and in-network caches to provide varying
degrees of reliability to match application need. The second
is a provider rate adaptation module that strikes a balance
between session completion time and network traffic.
Our evaluations show that SAID achieves efficiency and
fairness on each path between the provider and receivers.
From a large scale simulation we show SAID reduces the
aggregate network load (by ∼46%) and transmission com-
pletion times (by more than 50%) compared to ICP. SAID
also reduces average completion time by ∼40% while only
increasing network load by ∼10% (for repair) compared to
pgmcc, which aligns the sending rate to the slowest receiver.
Further, based on measurements on a prototype, SAID out-
performs ICP, getting 50% higher aggregate throughput and
almost twice the throughput of pgmcc. With the efficient re-
pair of SAID, streaming applications have a much smaller
stall time compared to other mechanisms.
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ABSTRACT
Disaster management critically depends on timely and effi-
cient communication. To better deal with an incident, au-
thorities from different services (e.g., fire, police) and juris-
dictions need to work together in a new dynamically created
team, different from their original organizational/administra-
tive hierarchy. Unfortunately, existing solutions (e.g., IP, or
traditional telephony) are not well-suited to deal with such
group communication due to the dynamic binding between
roles and individuals, and mobility. A significant burden
is placed on administrators to just establish and maintain
necessary channels, distracting them from restoring order.
To make things worse, since senders do not know which in-
dividual(s) to send to, information cannot reach the right
people, delaying rescue efforts.
We propose CNS, leveraging the benefits of ICN to pro-
vide the essential communication for efficiently managing
disasters. We first design a namespace enabling dynamic
creation and evolution of incident related (sub-)namespaces
to represent roles of first responders assigned to the disaster.
This allows first responders to receive the appropriate infor-
mation on a timely basis, with senders addressing the recip-
ients based on their roles. Predefined namespace templates
for disaster types minimize management overhead for estab-
lishing communication. We also find the need for a new en-
hanced forwarding rule to support such a recipient hierarchy.
We have developed a prototype demonstrating feasibil-
ity and efficiency. With the help of large-scale simulations
and real-world disaster traces, we compare CNS with an IP-
based solution. CNS can significantly reduce network load
and latency in addition to the qualitative benefits of simpli-
fied operations, appropriate prioritization and security.
CCS Concepts
•Networks → Application layer protocols; Naming
and addressing;
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1. INTRODUCTION
We have witnessed an increasing number of disaster events,
both natural events and ones caused by terrorists in the re-
cent past. Most of these events, such as the 2005 London
bombing (adversarial), the 2014 Kaohsiung gas explosion
(accidental), and the 2015 Nepal earthquake (natural) point
to a common trend in that these disasters often comprise
multiple incidents occurring in different places around the
same time. These events result in a massive need for first-
response teams to manage the aftermath of the disaster, in-
cluding rescue operations, dealing with emergencies and en-
suring people are safe and appropriately informed to prevent
panic. A detailed the report of London Bombing [1] empha-
sized the need for enhanced communication capabilities and
repeatedly recommended putting in place effective commu-
nications within and between the emergency services for such
incidents. There is a clear need for cross-functional cooper-
ation and collaboration across administrative and manage-
ment boundaries to manage the disaster. Special teams of
first-responders with different complementary expertise have
to be dynamically formed, with a management and organi-
zational structure that is different from their normal man-
agement and administrative hierarchy and responsibility. In
fact such dynamically formed teams responding to the inci-
dent might also include members who are not part of the tra-
ditional first response service team (e.g., the role of the un-
derground control center in the London Bombing incident).
However, we observe that it is difficult to achieve the ef-
fective communication in the aftermath of a disaster with
existing communication frameworks. The first difficulty lies
in the fact that in order to send a message (either call-
ing for help or providing information about disaster), the
sender needs to know the specific individual(s) (and their
phone numbers or eventually their IP addresses) who are
dealing with the incident. As a result, it often causes mes-
sages to not go to the right people and results in confu-
sion rather than deeper understanding of the disaster among
the first responders. The consequence of such confusion
is that the management of the event is inadequate, with
commanders erroneously dispatching or not allocating re-
sources appropriately. What make matters worse is that,
once the first-responders are mobilized, the lack of com-
munication among those dynamically formed groups results
in difficulty in correcting for errors (e.g., redeployment) or
sending them information in a timely, efficient manner as the
managers/commanders have to keep track of the position of
each unit and send messages to the individuals separately.
All these issues resulted in delayed response and poor out-
comes for disaster management.
Timely information dissemination to the right recipient
is important for disaster management. A communication
framework based on IP – a location-dependent protocol – has
inherent difficulties since the communication has to be based
on the individual’s address. On the other hand, Information-
Centric Networking (ICN) paradigms such as NDN [2], Mo-
bilityFirst [3] and XIA [4], among others, treat contents and
names as first class entities. These solutions enable the ac-
cess of information based on its name or identity, without
regard to location. The ability to access and disseminate
information with network support enables ICNs to deliver
the desired information in a timely manner. Some ICN ap-
proaches, such as [5], provide enhancements to ICN to get
efficiencies in delivering information using a “push” seman-
tic (publish/subscribme and multicast). With such an ap-
proach, establishment of a group is convenient without hav-
ing to first distribute group IP addresses before information
is exchanged. These capabilities of ICN are highly desirable
for communication in disaster management situations.
However, these approaches need to be further enhanced
to satisfy the communication needs of disaster management,
where context- and recipient-driven communication is needed.
Senders need to address recipients based on their roles/persona
(or context) rather than the individual(s) or their addresses.
E.g., a commander might want to send a command to all
firemen dealing with the London Bombing at Aldgate site
without the need to know each of them. Further, members
should have a way to dynamically form specific teams (in-
stantiate their roles) in order to send and receive messages
efficiently. Of course, they need to retain their original ad-
ministrative hierarchy for other purposes.
In this paper, we propose the introduction of two capa-
bilities in ICN to achieve this functionality. The first is a
flexible namespace that can represent the context (or orga-
nization) of the normal administrative hierarchy as well as
the special recipient hierarchy needed for incident response.
The namespace should be able to evolve (create, modify and
revoke elements) dynamically during the lifetime of disasters
to minimize the management and messaging required to just
manage the team. The second is a forwarding logic required
for supporting recipient hierarchy, in contrast to how ICN
routers forward traffic based on the typical name hierarchy
for content. For example, with the typical content hierar-
chy in (the COPSS enhancement to) NDN, when a recipient
subscribes to a name (e.g., /sports, indicating an interest in
messages related to all sports topics) he would receive mes-
sages that are sent to the names under it in the hierarchy
as well (e.g., /sports/football, indicating the message is
related to football under the sports category). Forwarding
based on a longest prefix match enables this quite simply.
However, with recipient hierarchies, a recipient subscrib-
ing to a name (e.g., /police/Aldgate, for the policemen in
Aldgate) should receive messages that are sent to the names
above it in the hierarchy (e.g., /police, for all policemen).
This new forwarding logic should be added to the network
to enable the efficient forwarding for disaster management.
Based on a careful study of different kinds of disasters
(using sometimes limited publicly available information), we
make the following specific contributions:
• We identify the requirements to an efficient communica-
tion platform in managing disasters;
• The design of a naming schema that can support both
communication within the normal administrative hierar-
chy as well as supporting cross-jurisdiction/cross-functional
communication in disaster situations;
• A plan-and-instantiate mechanism that allows the govern-
ment to plan the“roles”(namespace structure) beforehand
and dynamically instantiate the recovery plan for a disas-
ter, thus minimizing the management and messaging re-
quired in the first stage of the disaster recovery;
• A new forwarding logic (recipient-hierarchy) to meet the
need for communicating to dynamically formed groups
sets of recipients for efficient multicast/anycast; and
• Qualitative and quantitative studies that show the benefit
of CNS in terms of flexibility and efficiency in managing
the disaster.
2. RELATEDWORK
Here, we discuss the state of the art techniques that are,
and can be used by emergency services.
2.1 Legacy and IP-based Emergency Services
Existing, legacy emergency service infrastructures that
rely on circuit switched telephony (including mobile infras-
tructure such as MobileIP for voice calls) for emergency calls
is not suited for data communication and cannot enable en-
hanced (interactive) services including video, written mes-
sages and contextual information. Recently, an attempt is
being made to design and implement the next generation
emergency services (NG112, NG9-1-1) [6–9] by adapting the
IP infrastructure to meet the requirements of emergency ser-
vices. A goal of this work is to allow citizens/authorities
to contact emergency services with technologies they use
to communicate every day. E.g., work such as location-
identification [10] deals with identifying location of a SIP
caller, services such as LoST [8] map location to services
based on service boundary [11] (i.e., contact the closest
or administratively correct police station). However, most
of these work only focus on emergency calls from civilians
(e.g., [9]). Moreover, these design choices are affected by the
limitations of the legacy as well as the IP infrastructure and
cannot work out of the box in a fragmented scenario since
they depend heavily on end-to-end communication.
2.2 Location Independent Architectures
ICN, as we stated before, shifts the focus from location
dependent routing to forwarding messages based on the con-
tent identities. NDN [2,12] is a popular variant of ICN. The
current design of NDN adopts a URL-like scheme for content
names, e.g., this paper could have a name /ICN16/CNS.pdf.
Content providers register the availability of content by its
prefix. These prefixes are announced for global reachability
in the Forwarding Information Base (FIB) of routers. Two
kinds of packets are used: Interest and Data. An Interest
is sent by a consumer to query for data. When forwarding
an Interest, routers perform longest-prefix matching in FIB
and find proper outgoing (inter)face towards the provider.
Any data provider who receives the Interest can respond
with a Data packet. Data packets follow the reverse path
established by the Interest.
COPSS [5] extends NDN with push (or multicast) func-
tionality. Instead of using ContentNames to identify con-
tent, COPSS uses hierarchical Content Descriptors (CDs)
to describe content, i.e., a content can have multiple CDs
and a CD can identify multiple content items. CDs are also
in the form of URLs, e.g., the paper can have CDs /Net-
working/ICN, /UniGo¨ttingen/papers/CNS, etc. A consumer
interested in a CD can subscribe to the CD and will receive
all the contents with the CD and its descendants. COPSS
maintains a rendezvous point (RP) based subscription tree
in a new data structure in the routers called Subscription
Table (ST). As described in [13], it also allows the presence
of multiple RPs to avoid traffic concentration.
The commonality across these solutions is that they pro-
pose the use of name based forwarding which avoids the early
binding of forwarding messages to a specific location. CNS
leverages the benefits provided by these solutions, while pay-
ing particular attention to the requirements of name-based
communication in disaster situations to enhance their capa-
bility. Additionally, CNS can leverage LoST-like services to
map roles to location dependent authorities.
2.3 ICN-DTN
Some early work has proposed the use of ICN in De-
lay Tolerate Networks (DTN)/fragmented environments. In
[14], the authors present scenarios for using ICN in nat-
ural disasters. Work such as [15–18] deal with improving
data delivery in DTN environments by leveraging benefits
of ICN. [16] proposes a priority-based information dissem-
ination/flooding mechanism in DTN, where the priority is
based on the names; [17] proposes the use of ICN for vehicle
to vehicle communication; [15,18] propose to use ICN-based
mules to spread information in DTN; [19] proposes an energy
efficient message delivery mechanism that leverages collab-
orative communication in disasters.
CNS can make use of these solutions to perform data
delivery in fragmented/DTN scenarios (disasters). Addi-
tionally, our work complements these efforts by providing a
more comprehensive solution to handle the requirements of
all kinds of disasters (adversarial, accidental and natural),
both in fragmented and non-fragmented cases. Moreover,
CNS details a naming mechanism that allows authorities to
focus on the role instead of the individual that is performing
that role at a particular point of time.
3. STUDY OF DISASTER SCENARIOS
We explore several example disaster situations to help us
understand the requirements for the communication plat-
form. According to the US National Protection Framework
[20], disasters can be generally divided into 3 categories –
adversarial, natural and accidental. We first look at adver-
sarial disasters (with an example) which have the highest
requirements on the communication platform and then ex-
tend our view to accidental and natural disasters to build a
generic platform for all kinds of disasters.
3.1 Disaster Example – London Bombing 2005
At 8:50 am, July 7, 20051, a suicide bomb was detonated
on the eastbound Circle Line train #204 traveling from Liv-
erpool Street to Aldgate Station. Within 1 min, a second
explosion took place on a Circle line train #206, going west-
bound from Edgware Road to Paddington. Approximately
2 min later, a third bomb was detonated on a southbound
1This description of events is mainly based on [1].
Piccadilly Line train #311. At 9:47 am, a fourth bomb was
detonated on the top deck of a #30 bus at Tavistock Square.
The explosions resulted in 52 deaths, 700 people being phys-
ically injured and hundreds of people being directly affected.
The overall picture from 8:50 until about 9:15 was chaotic.
Multiple, often conflicting, reports were being made, some
to London Underground’s Network Control Centre, some to
the emergency services, and some to the media. It was not
clear what had happened, or indeed where. One major cause
for the chaos was that the messages could not reach the right
people (e.g., first responders, resource managers).
Under the circumstances where the situation was not clear,
first responders were unable to dispatch resources effectively.
The first fire engines were dispatched to Praed Street instead
of Edgware Road at 9:00 and it was not re-deployed until
9:37, nearly 40 minutes after the initial event. The survivors
spoke repeatedly of the apparent lack of ambulances, equip-
ment and supplies at the scenes, even an hour or more after
the explosions, to the event review committee. Dispersal of
patients to hospitals was also uneven because of a breakdown
of communications within the Ambulance Service.
The lack of proper communication among different ser-
vices hampered coordination. The London Emergency Ser-
vices Procedure Manual clearly states that a “major inci-
dent” can be declared by any of the emergency services,
the implication being that this will be done on behalf of
all the services. However, different first responding services
declared a major-incident separately, and at different time
periods (e.g., in Aldgate, the ambulance service realized it
19 minutes after the fire brigade did; in the case of King’s
Cross, fire brigades were dispatched to the wrong sites and
it is unclear when they realized that it was a site of a major
incident). This late realization also affects the involvement,
either directly or indirectly, of large numbers of people in-
cluding other agencies such as the Local Authorities, Na-
tional Health Service, Environment Agency, Military and
Voluntary agencies. Certain hospitals in the vicinity were
not aware of such an incident and did not participate in the
rescue efforts for a long time.
Other departments/individuals can also play an impor-
tant role in managing the disaster, which also needs proper
communication with other disaster managers. E.g., the Lon-
don Underground Network Control Center put in an emer-
gency services call to three sites (all correct places) at 8:59
am (only 9 min after the explosions). The records revealed
that these calls did not result in the immediate dispatch of
the emergency services to the scenes. For some reason, the
message did not seem to get through to the right people.
London Underground Emergency Response Unit – a small
and little-known team which does not even have the right to
use the blue light on the roads – played a crucial role in emer-
gency response in the absence of the Fire Brigade at Russel
Square. At Tavistock Square, there were no other ambu-
lances at the scene at that time, but the bus was located
outside the headquarters of the British Medical Association
and doctors and other trained first-aiders came out of the
building to care for the injured. If there was proper com-
munication to the hospitals and nearby services, the victims
could have be evacuated earlier.
All these issues demonstrate that the key to an effective
response to a major or catastrophic incident is communica-
tion. This includes effective communication within and be-
tween the emergency, health, transport and other services,
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Fig. 1: Content hierarchy vs. recipient hierarchy (hashed
nodes: receivers, bold: name prefix in packet).
and also with the individuals caught up in the incident, and
the public at large.
What happened in London on July 7, 2005 could happen
in any country, city, at any time, as we have witnessed over
the last decade. Anecdotal reports in newspapers indicate
the outcomes in many of these cases were impacted by lack
of timely and appropriate communication. Other than the
adversarial disasters, governments also have to deal with dis-
asters caused by accidents and nature, such as earthquakes,
tsunamis, nuclear reactor incidents, etc. Although the cause
and the scale of a disaster might differ, all major incidents
can be expected to share some typical characteristics: 1) the
involvement of numerous, different, agencies in the response,
2) the importance of effective communications within and
between those agencies, and 3) the crucial importance of
approaching each incident from the point of view of those
directly caught up in it, either as members of public or as
individuals involved in the response. The requirements on
the communication platform in terms of dynamic group for-
mation, and convenient role-based communication is similar
in many of these cases.
3.2 Communication Platform Requirements
Based on studying several of these events, we arrive at
the following common requirements for the communication
in managing disasters:
• Predefined roles & dynamically formed groups:
Governments usually have plans to manage different dis-
asters. However, these plans only consider the roles rather
than the individuals/identities that “instantiate” these roles.
This poses a challenge for current communication frame-
works since they mainly focus on identities of individuals
and reach them based on the communication devices they
have. It is preferable to have a mapping from the role to the
identity, with the mapping known to everyone authorized
to manage and help the disaster. Therefore, the platform
should be able to support communication based on such pre-
defined roles and support a dynamic mapping from roles to
identities without burdening individuals to manually main-
tain the mapping. Thus, when people are trying to provide
information, they can reach the proper receivers more easily.
• Efficient group communication:
To deal with disasters at different scales, governments usu-
ally need to mobilize varying numbers of first responders.
These responders should collectively be able to share infor-
mation and receive commands. They might follow a sep-
arate control hierarchy, e.g., a commander might want to
send commands to the police team that is responding to the
specific event, or even to all the first responders.
• Content hierarchy vs. recipient hierarchy:
The semantics for the recipient hierarchy, which is often
used in the command chain, is different from what is used
with content hierarchy in name oriented network architec-
tures, such as NDN/COPSS. With content hierarchy, if a
consumer sends an Interest to /Sports/Football (the bold
node in Fig. 1a), the interest will be sent to providers serving
(by propagated FIB entries) /Sports and /Sports/Football
(dotted nodes in Fig. 1a) according to the longest prefix
match rule. Providers serving /Sports/Football/Players
(or Teams) will not receive this request. Longest prefix match
is sufficient to handle content hierarchy.
However, in a command chain (we refer to as recipient hi-
erarchy), when a commander wants to send an interest to all
policemen dealing with London Bombing (with name /Lon-
donBombing/Police, the bold node in Fig. 1b), this message
should reach policemen serving the FIB entries /London-
Bombing/Police and its descendants like Aldgate, Bishops-
gate (dotted nodes in Fig. 1b). This is not achievable using
longest prefix match based forwarding. A similar challenge
arises in pub/sub as well, when forwarding based on the sub-
scription table entries. Therefore, we see a need to have a
recipient hierarchy in the network in order to send packets
to people serving names that are descendants of the prefix
contained in the packet.
• Priority-based communication:
Prioritization is important in disaster communication. Ex-
treme solutions like ACCess OverLoad Control (ACCOLC)
do allow authorities to have reasonable communication, but
at the cost of blocking all civilian traffic and at the risk of
causing public panic. Therefore, when civilian communi-
cation is still desired in such situations, the system should
not place a blanket block of all civilian communication (as
is often the case with current telephony-based solutions).
Instead, it should prioritize the communication among au-
thorities, enabling an efficient command chain for managing
the situation.
4. ARCHITECTURAL DESIGN
This section first provides an overview of CNS and then
focusses on design details such as naming, use of templates
and forwarding.
4.1 Architecture Overview
CNS holistically considers communication both for nor-
mal situations and for disaster scenarios, with a goal of us-
ing the same common infrastructure at all times. To find a
suitable naming schema for CNS, we studied the use of flat
names [3,21], hierarchical names [5,12] or even more compli-
cated namespaces [22, 23]. We observe that organizational
hierarchy is common, well understood and is often efficient
in managing human interactions. The hierarchical structure
is widely adopted in many situations, including managing
first responder services, the military, etc. In our architec-
ture, we try to represent what is already used in real world
communications, so that the users do not need to change the
organization or behavior they are already used to. We also
want to have the network exploit the namespace to repli-
cate and distribute the information efficiently to the group
of recipients defined by the names. Therefore, CNS adopts
hierarchical names for communication in disasters.
Fig. 2 shows an example namespace at a country level
(UK). For communication among authorities under normal
circumstances, CNS uses a naming structure to represent the
administrative/organizational hierarchy (left side in the fig-
ure). For dynamically-created and possibly transient teams
dealing with different incidents, a place holder /UK/Incidents
is created (right side). Each incident (from a small incident
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Fig. 2: Name Hierarchy in CNS.
such as a gas leak to a disaster such as a tsunami) will have a
sub-namespace created under this place holder. Templates
for different types of disasters can be planned beforehand
and instantiated on seeing the disaster in order to minimize
management and messaging overheads.
CNS is an application-layer design that helps the disaster
managers to decide what names they need to use and how
they are going to communicate when disaster strikes. It can
run on any Information-Centric Network like [3, 12, 21–23]
as long as there is a proper mapping from the hierarchical
application-layer names to the identities used in the net-
work. E.g., each node in the hierarchy can have a GUID in
MobilityFirst [3]. To send a message, the sender needs to
carry all the related GUIDs. However, the GUIDs in Mo-
bilityFirst do not have relationships. To send a message to
FireBrigade in the administrative hierarchy, the sender has
to carry the GUIDs of all the descendants of FireBrigade,
with associated traffic and computation overhead. CNS can
also use assertion-based networks (e.g., INS [22]) since it
is easy to map the hierarchical structure to (XML-based)
assertions. Nonetheless, each router in INS has to parse
complicated XML queries before forwarding the information.
While it is true that INS can provide similar functionality,
solutions such as NDN provides sufficient functionality at
a much lower cost. Therefore, we prefer to run CNS over
NDN/COPSS like networks since they provide native sup-
port for hierarchies at a lower cost, so that CNS can exploit
the network for efficient multicast/anycast, something that
is critical for efficient disaster management.
4.2 Administrative Hierarchy
To provide convenient and efficient communication among
people associated with various authorities as well as people
outside these groups, CNS uses a name-based solution – a
hierarchically structured name architecture to represent the
organizational command chain. This is convenient as they
only need to communicate with a “role” at the appropriate
position rather than considering the individual who “instan-
tiates” the role. As for mobility, since communication is
based on names, individuals, including first responders will
not have a new identity when they physically move from one
network “location” to another.
Fig. 2 shows a possible namespace for communication for
authorities in London, especially those responsible for safety,
law and order, etc. All authority-related roles are under the
prefix .../Authorities. We assume that there is central
control (called the GOLD coordinating group in London)
for all first responder services, but the division of responsi-
bility is different across departments. I.e., the distribution
of police stations is different from the distribution of am-
bulance pools, which is again different from the fire brigade
stations. Therefore, the namespace assignment should fol-
low the same organizational command chain as in the real
world. The figure shows a possible division of responsibility
for police services in London. Each sub-node can be further
divided to correspond to the real-world command chain.
The communication model for normal circumstances is
similar to what was proposed in [2] and [5]. The communi-
cating parties either send unicast (similar to VoCCN [24]),
multicast (similar to pub/sub in COPSS) or anycast (sim-
ilar to query/response in NDN). Following Fig. 2, when a
commander wants to send a message (multicast) to all fire-
men in London, he can simply send a message with name
.../London/FirstResponders/FireBrigade. All the fire fight-
ers listening (subscribed) to FireBrigade at WoodStreet, Bish-
opsgate, SnowHill, etc. would receive the message. With
this functionality, each message will only be sent once and
is replicated in the network. If a commander wants to talk to
any firemen in WoodStreet, he can simply initiate VoCCN
with callee=.../FireBrigade/WoodStreet. All the firemen
listening on the channel are serving this FIB (or its prefix)
and they will receive the Interest. Bi-directional communi-
cation can start after the basic handshake.
To deal with the duality between recipient hierarchies and
content hierarchies, CNS modifies the forwarding engine to
support the new semantics, and adds an extra bit in the
packet header indicating which forwarding strategy routers
should use (see §4.4). Namespace 112Operators is used to
receive emergency calls from civilians. It can be further
divided based on the requirement of the emergency call bu-
reau. The network does not place any limit on civilian emer-
gency calls, but in NDN, each data would have a signature
from the data provider to enable identification of callers.
Namespace .../London/Government could be established
for civilians to receive news from the government. The gov-
ernment can use this channel to broadcast alerts on disas-
ters, report progress on rescue efforts, etc.
With name-based communication, CNS allows emergency
management authorities to build up a hierarchy according
to their real-world command chain. Officers in different de-
partments can listen to (serve a prefix or subscribe) these
channels to “instantiate” these roles. When communicating,
authorities only need to communicate to the role rather than
to the the individual who is currently in that role. CNS can
provide convenience, flexibility and efficiency for communi-
cation among authorities even in non-disaster situations.
PerimeterEstablishment CommandPost
Evacuation TriageCommander . . .LocalRegional. . .
HospitalCommander Ambulance Police FireBrigade . . .
IncidentManageCenter
Fig. 3: Template for bomb incident management.
4.3 Incident Response Hierarchy
In this sub-section, we will walk through how a govern-
ment should prepare a disaster template beforehand, how
an authority instantiates a new namespace in the hierarchy
when it knows of a disaster, and how first responders listen
to the new namespace based on their duty assignment and
communicate with each other. Disaster relief of the London
bombing will be used as an example.
4.3.1 Disaster Templates
While it is true that first responders can still use the chan-
nels established for normal operations, temporary command
chains (different from the original organizational structure)
may need to be set up based on the magnitude of the disas-
ter. As a standard operation procedure (SOP), government
emergency management agencies prepare different plans for
different kinds of disasters [25]. These plans usually fo-
cus more on the roles/functions (e.g., communication/power
restoration, civilian relocation [26]) in the aftermath of a dis-
aster rather than the exact scale or location of the response
team, so that each plan can deal with a certain kind of dis-
aster. The assignment of the responders is performed during
the disaster based on the actual situation.
CNS allows emergency management agencies to prepare a
namespace template similar to their existing disaster man-
agement plans. Fig. 3 shows an example template for bomb
incident management based on the plan written by author-
ities in Marietta, Georgia, USA [27]. The root of the tem-
plate represents the management center. It will be renamed
with the event identity when the template is installed into
the existing namespace. Under the root, there are usually
the services that are involved in incident management, e.g.,
Ambulance, Police, Fire, etc. The sub-namespace under the
departments can be set up based on the responsibility of each
department. E.g., in [27], the responsibilities of the Mari-
etta police department after “actual bomb or explosive de-
vice detonated” include: triage the people on site, evacuate
civilians, search for explosives, etc. The planner can setup
sub-namespaces like Evacuation, Triage, Explosive Search
accordingly. These functions can be further divided and
sub-namespaces created as needed (e.g., PerimeterEstab-
lishment and CommandPost in the figure).
The disaster plan can also include Hospital in the names-
pace, although hospitals might not have a node in the orig-
inal administrative and organizational hierarchy. However,
when there is a disaster, the government would need hos-
pitals to stand by, wait for notifications and report their
status. The planner for disaster management can therefore
provide a namespace to the hospitals. The namespace can
also be sub-divided based on the functions (e.g., by distance
or speciality) in case the disaster management officers want
to send different messages to different kinds of hospitals.
Sometimes, disaster management officials may want to
send messages only to the manager/commander of a cer-
tain team rather than the whole group (e.g., a fire fighter
might need to report the situation to the on-site police su-
pervisor). To deal with this requirement, the planner can set
a Commander under each level of management (see the bold
nodes in Fig. 3). The fire fighter can now send messages to
namespace .../Police/Commander and only the police su-
pervisor(s) who listen to that name will receive the message.
4.3.2 Dynamic Group Formation
Once there is a template, the primary disaster manage-
ment commander can easily “instantiate” the template in
the namespace when a disaster occurs. In Fig. 2, there is
an “Incidents” sub-namespace. According to a disaster re-
sponse hierarchy, such a namespace can also be placed at a
departmental, state or national level to deal with disasters of
different scales. What the commander needs to do is to pro-
vide a name for the incident, and then “copy” the whole tree
of the template to the Incidents namespace. E.g., Aldgate-
Bombing20050707 can be seen as an example of instantiat-
ing the bomb incident management plan (Fig. 3). Note that
instantiating a template does not change anything in the
network. The routers do not store the namespace (no extra
state). Nor will new routes have to be created until the first
responders listen to the roles. However, the namespace ex-
ists in the application layer, and the first responders would
receive information about the name(s) they should listen to
and the name(s) they should communicate with. The form
of communication could range from query/response to any-
cast to multicast. This design helps to reduce the substan-
tial amount of control messages exchanged immediately after
instantiating a template. The network would build up the
FIB gradually when first responders listen to the names (by
propagating FIB/ST). Also, the roles that do not have peo-
ple responding to it (it can happen in many cases since the
template might consider a more complicated situation and
involve more people) will not have extra FIB entries. There-
fore, planners can feel free to instantiate a template, and/or
design a more detailed and complex template without wor-
rying about more state (control overhead) being used.
4.3.3 Role Instantiation & Authorization
The right to send/receive messages in a certain namespace
has to be authorized, similar to the capabilities in the real
world. Let us look at how an event may play out. When a
disaster occurs, the administrator/commander contacts the
departments in the administrative/organizational hierarchy.
The departments would dispatch units to deal with the inci-
dent. Similarly, in CNS, the incident commander has a key
to instantiate the incident namespace. He can use the key to
certify the departments that will be involved in the disaster
management. The keys can be provided to the departments,
by just using the department namespace. The departments
can use the key to further certify first responders. The keys
to the first responders may be given following the adminis-
trative hierarchy.
On receiving the new key to the disaster namespace, first
responders can serve prefixes or subscribe to CDs accord-
ingly. The network will build appropriate dissemination
paths based on the routing strategy. In Fig. 2, FireEngine2
(under Bishopsgate in the administrative hierarchy) is mo-
bilized for AldgateBombing. The commander can even add
a whole department into the disaster management names-
pace (e.g., SnowHill and all its units are added to deal with
Aldgate bombing).
The benefit of the new namespace is effective and conve-
nient communication. E.g., when an incident commander
wants to send instructions to the policemen who are estab-
lishing a perimeter, some of the policemen might come from
WoodStreet while others might come from Bishopsgate. If
the original administrative command chain were used, the
commander would have to send the instructions twice, and
the policemen from WoodStreet that are dealing with other
duties will also receive them. This is an unnecessary burden
and overhead on the commander, the network and the first
responders. Using the disaster namespace, the commander
only needs to send the instructions once and they will only
be disseminated to the appropriate officers.
The requirements for disaster management may change
according to the nature of the disaster and the judgement
of the management officers. CNS also allows the officers to
dynamically add sub namespaces as needed and new first
responders can join the new namespace to participate in the
disaster management. The procedure is similar to adding a
new disaster namespace and we omit the details here.
4.4 Supporting Recipient Hierarchies
With CNS, we observe that communication along the chain
of command for both the administrative and incident re-
sponse is based on the recipient hierarchy, which is quite
different from the content hierarchy.
Although it is possible to support recipient hierarchies
without modifying the forwarding logic in an NDN/COPSS
router, such a solution can result in inefficiency in the net-
work. E.g., consider the case where the police comman-
der in Fig. 1b needs to get multicast calls/messages meant
to reach all of the members dealing with London Bomb-
ing (group identified by the name /LB), or to the subset
who are the members of the police department (identified by
/LB/Police), but he does not need to get messages sent to a
specific individual (e.g., /LB/Police/Aldgate/PoliceA). To
avoid that with a content hierarchy, he has to create and
listen to a new name /LB/Police/Commander. This is equiv-
alent to using specific multicast “channels” without taking
advantage of the hierarchy. Then, upper-layer commanders
have to send copies of each message to multiple, separate
channels. This not only results in more traffic in the net-
work, it is also undesirable in the real world since it places
a considerable burden on the commanders to have to keep
track and send to each of the names in the namespace.
Because of these concerns, we propose an additional for-
warding logic for routers. A flag in the packet header can be
used to indicate if the packet should be forwarded based on
this recipient hierarchy or the usual content hierarchy. On
receiving such packets, based on whether it is unicast/anycast
(an Interest packet) or multicast (a Publication packet),
the router would choose to look into the FIB or ST ac-
cordingly (following the COPSS design). The new logic re-
quires the router to find a match in FIB/ST and forward
packets to any/all entries under the name that is a match.
E.g., [28] provides a mechanism to perform efficient lookups
in a data structure like the FIB and ST. On detecting a
match, the router would only have to get the outgoing faces
of any or all the descendants in the tree, and forward the
packet accordingly. E.g., on receiving an Interest with name
.../FireBrigade and the special flag (an initial packet for
a call to any responders in the fire brigade), the routers will
forward it to a responder who serves .../FireBrigade/*
(could be an engine group in SnowHill). On receiving a
Publication with CD .../FireBrigade and the special flag
(a multicast message sent to all the officers in the fire brigade
service), the routers will get all the outgoing faces of sub-
scribers who subscribe to .../FireBrigade/*, and forward
the packet accordingly. With this subtle change, we can
support the new recipient hierarchy. The feasibility and ef-
ficiency of the modification is evaluated in §5.
4.5 Attribute-based Prioritization
During the course of a disaster event, citizens seek to com-
municate with one another to convey and enquire about
their well-being and location. After the London bombing
incidents reported by BBC, Vodafone experienced a 250%
increase in the volume of calls and a doubling of the vol-
ume of text messages. Cable and Wireless handled 10 times
the normal call volume of the Vodafone and O2 networks.
This sudden burst of traffic severely affected information
exchange related to the incident, impacting: 1) commu-
nication between different services, which usually have to
go through the civilian network; 2) communication between
civilians and first responders for information updates; and
3) civilian calling for help, even among each other. Although
the ACCess OverLoad Control (ACCOLC) feature adopted
in telephony allows authorities with special devices to com-
municate on the civilian channel (by suppressing all other
civilian traffic), using it would have cause even more se-
vere issues: 1) authorities without special devices would not
be able to communicate; and 2) public panic since civil-
ians would lose communication at all. Therefore, a system
based on logical prioritization (rather than blocking) is de-
sirable, to allow the disaster-related communication to be
guaranteed while the traffic among civilians is supported in
a best-effort manner.
In NDN, a straightforward way is to use name-based prior-
itization. E.g., in Fig. 2, we can create a rule to prioritize all
the traffic with name .../Authorities and .../Incidents.
However, this solution has a significant drawback – it com-
plicates the namespace. Authorities might end up having
a whole name hierarchy for prioritized traffic and the same
(or very similar one) for non-prioritized traffic since for the
same set of receivers (destinations), the priority can vary
based on content. With multi-level prioritization, it would
result in having a hierarchy for each priority level, with more
states in the network in both FIB and ST. Even worse, first
responders have to listen (subscribe/propagate FIB) to mul-
tiple names, which will place additional burden on both the
network and the responders.
To decouple prioritization from the destination (receiver)
of a message, we use an attribute field in the packet to in-
dicate its priority level. Routers prioritize packets based on
this attribute field. This attribute can be added/suggested
by applications automatically. To prevent people from abus-
ing the prioritized attributes, we can use a signature to val-
idate if the sender can prioritize the message (and decide
the priority level)2. For communication among authorities,
we can verify if the (key of the) sender is signed (directly or
indirectly) by the key of authorities in the chain of trust. Of
course, authorities can also send non-prioritized messages
even with the same public key and the same destination.
When a civilian wants to provide important information to
authorities, he can also add the prioritized attribute. While
it is true that the validation of keys and signatures would
2Signature can be added to both Data and Interest packets [29] for
authentication.
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Fig. 5: Messages transformation Haiti 7→ San Francisco, on space and time.
cause overhead, we argue that it is an inevitable overhead ei-
ther in the network layer or in the application layer. We be-
lieve that in-network validation is a more appropriate choice
since it can prevent malicious content from even entering the
network (compared to the forward and eventually-discard
mechanism used by application-layer solutions). Efficiency-
wise, we can make access points and gateways (or some net-
work functions) perform the validation rather than having
every router perform it, so that forwarding in the network
does not suffer from the overhead.
The attribute field can also be used to alter the forwarding
rules for the packets. E.g., we can use an attribute to rep-
resent a civilian calling for help from nearby users. Routers
can broadcast this message within a limited scope of a few
hops, but with priority.
5. EVALUATION
With the help of a prototype of CNS deployed in our lab
testbed and a synthetic data trace, we demonstrate the fea-
sibility of implementing and deploying CNS and show the
efficiency of the proposed recipient hierarchy. A real-world
topology with a real-world trace is studied using our simu-
lator (widely used in previous work [5,13]) for a comparison
between CNS and MobileIP [30], the current state of the art
for communication based on location of individuals rather
than dynamically created groups. We omitted some detailed
data regarding the setting of parameters here (please see the
extended material [31] for a detailed description).
5.1 Lab Testbed Evaluation
We first evaluate the feasibility and efficiency of our pro-
posed recipient hierarchy (§ 4.4) in our testbed.
5.1.1 Data Set
Our lab testbed comprises 6 physical machines that are
used as routers and are connected by links with a 100Mbps
bandwidth and 10ms delay. We use a single server to em-
ulate 63 users and these users can dynamically link (with
50Mbps bandwidth and 5ms delay) to any of the six routers,
based on their movement pattern. The time interval between
movements of a user is probabilistic, uniformly distributed
between 2s to 120s. The users form a 3-level quad tree re-
cipient hierarchy, and each node in the tree has 3 users.
The total simulation duration is 70 minutes including 4,390
reconnections in total. The total # of messages exchanged
is 6, 300 and the size of each message ranges from 1-99 pack-
ets (1,500 bytes per packet). Each message is assigned to a
user (sender) and each sender can choose to multicast the
message either to his own department (a node he is listening
to) or to a subordinate department (a child node). Messages
are sent based on a uniform distribution over a total period
of 60 minutes (first message is sent at minute 5).
5.1.2 Evaluation Results
In Fig. 4, we compare the two variants of CNS (w/ and
w/o recipient hierarchy) in terms of the total traffic, delay
and # of packet lost, for varying # of messages. Message
queueing at a router’s busy outgoing face, can adversely im-
pact delivery delay, especially at the RPs. Message loss is
mainly caused by mobility. Nodes cannot receive messages
till the network state (in FIB/ST) is properly established.
Our results show that CNS with recipient hierarchy has:
1) lower total traffic since only one copy of the message is
sent from the sender while solution without recipient hier-
archy has to send the same data to each leaf node in the
hierarchy separately (see Fig. 4a); 2) lower delay since fewer
packets go through the RP, thereby facing a smaller queuing
delay (see Fig. 4b); and 3) lower packet loss rate since the
solution is able to better aggregate the subscriptions (see
Fig. 4c). Based on packets captured by Wireshark, we see
that the computation overhead for forwarding each packet
is <2%. The results show that the recipient hierarchy is a
cost-effective enhancement to ICN for information dissemi-
nation. However, note that this result does not mean that
content hierarchy is not efficient for the purpose it was de-
signed. The main take-away is that with a proper namespace
structure, and the new forwarding rule (recipient hierarchy),
CNS is better suited for the application scenario of disaster
management. Essentially, both approaches are needed for a
complete communication framework.
5.2 Trace Driven Simulation
In order to perform a realistic evaluation of a disaster sce-
nario, we needed a data set that consists of: 1) workload
(messages sent and received), and 2) communication infras-
tructure and mobility pattern in the disaster. Due to the
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lack of such a complete data set, we combined 2 real-world
data sets to emulate a city-level disaster, if that were to
happen, say e.g., in San-Francisco. We first make use of the
emergency messages that were sent in the aftermath of the
Haiti earthquake [32, 33] as the workload during a disaster.
We then used a San-Francisco topology [34] with cab move-
ment [35] to represent the communication environment first
responders could face during a disaster. We realize that this
is limiting, as mobility patterns are very likely to be differ-
ent, but it does demonstrate the effectiveness of CNS.
The topology (see [31] for detail) consists of 232 routers
distributed across 5 overlapping ISPs, and with each ISP
having 5 non-overlapping domains. With MobileIP, we set
up one home agent for each ISP at its root node. In the case
of CNS, we have just one rendezvous point (RP) in the whole
network. We used relatively low bandwidth links (100Mbps
per inter-ISP link) to reflect the use primarily for emergency
data. Router processing matches the link rate, while Home-
Agent processing for redirecting packets is 2ms and location
modification is 5ms. Although the data set is not large, our
solution can scale according to other real world needs.
Haiti’s message data set consisted of only a subset of the
actual messages sent, i.e. it had 3,131 messages of the to-
tal that were sent in the first month after the earthquake.
Therefore, in order to scale it up, we compressed the time for
sending the messages to 1 hour, to emulate the situation of a
large number of messages being sent in the immediate after-
math of a disaster. The CDF of messages vs. time is shown
in Fig. 5c. The CDF of messages used in our evaluation look
the same (but with different time scale of 1 hour) and there-
fore omitted in the figure. The # of packets (1500 bytes
each) per message were obtained by dividing the message
size by 50. The messages in the data set have the latitude
and longitude of their origin (see Fig. 5a, each dot represents
a message and the darker color means many messages are
sent at almost the same place). We mapped these messages
into the San Francisco map by performing a linear trans-
formation and scaling it (see Fig. 5b). Since the dataset is
small, we can imagine this to be a small-scale disaster (e.g.,
highway bomb). Each emergency message is sent by an end-
host linked to a router nearest to the messages’ origin (i.e.
based on the message’s latitude and longitude).
The movement of receivers is also based on the San Fran-
cisco cab data trace [35] on 2008/5/28 (Wednesday), with
the long trace showing a similar pattern on a daily basis.
There were 494 cabs in action on this day. Since our mes-
sage dataset is compacted to 1 hour, we divided the 1 day
cab movement into 24 sub-traces to study the effects of an
emergency (e.g., a bomb detonation) at different time peri-
ods to correspond to different movement patterns and load.
5.2.1 Communication using Content Hierarchy
The Haiti message dataset is already separated into a hi-
erarchy consisting of 8 major categories (e.g., urgencies, ur-
gency logistics, public health, etc.) with each category con-
sisting of several sub-categories. The total # of categories is
36, and each message can belong to multiple categories. We
configure each receiver to listen to 1 category, i.e. the cabs
are seen as first responders moving around to help people
and they could receive requests to answer emergency calls.
We compare CNS to MobileIP (Fig. 6) in terms of the
# of message losses, aggregate network load and latency.
Our results illustrate that CNS has a significantly lower loss
rate (Fig. 6a), lower network load (Fig. 6b) and lower delay
(Fig. 6c) as compared to MobileIP, regardless of which hour
the disaster occurs. This is due to the fact that MobileIP re-
lies on unicast, which results in more traffic, higher latency
(path stretch), and congestion at the 5 home-agents. More-
over, in the case of MobileIP, the end-host cannot fetch the
content from a neighbour who also received that data. Note
that MobileIP consumes 6 times the network load compared
to CNS and causes unacceptable delay (>200s).
On the other hand, CNS can aggregate subscriptions, lower
the probability of message loss (when you are near an au-
thority who also subscribed to the channel or a higher-level
channel, a subscription can succeed within 1 hop) and ensure
that there is less congestion on the RP even though there is
only one RP as compared to MobileIP’s 5 home-agents.
5.2.2 Communication with Recipient Hierarchies
Finally, we use the Haiti message dataset as a basis to em-
ulate the information exchange among authorities to study
the benefits of the proposed recipient hierarchy as compared
to using the content hierarchy approach. We build a recip-
ient hierarchy containing 6 levels and assign the messages
and cabs into the recipient hierarchy randomly (see [31] for
detailed subscription relationship).
In Fig. 7, we compare CNS vs. the case without recipient
hierarchy using the same metrics that we used to analyze
content hierarchy. We observe that CNS using the recipient
hierarchy has a slightly lower loss rate due to improved ag-
gregation. More importantly, CNS with recipient hierarchy
outperforms the other variant in terms of aggregate network
load (almost by half) and latency (by up to 80%) due to its
improved design. While we used just a single RP to highlight
the benefit of the proposed CNS with recipient hierarchy, so-
lutions such as those proposed in [13] can be used to increase
the number of RPs and load balance among them in order
to handle higher load. When the traditional NDN-content
query approach is used, we can achieve comparable perfor-
mance as CNS using the recipient hierarchy when users (first
responders) know exactly when and from whom a message is
being sent so that they can send an interest using NDN. Oth-
erwise, without the benefit of aggregation, such an approach
only performs as well as unicast. These results confirm the
lab testbed based results of §5.1.
6. CONCLUSION
We have proposed an approach using ICN to provide flex-
ible and timely communication during and after a disas-
ter. We identified the requirements for such an architec-
ture by performing an extensive study of official reports and
anecdotal reports in the aftermath of several actual disas-
ters (including terrorist attacks). Our proposed architec-
ture includes enhancements to the current ICN approaches
for communication among authorities, especially for dynam-
ically formed teams of first responders. A key contribution is
the dynamic creation and evolution of incident related (sub)
namespaces, recipient hierarchies, to represent the context
and roles of first responders assigned to the disaster. A new
enhanced forwarding strategy to support such recipient hi-
erarchies is very useful to minimize the amount of message
transmissions. With the help of a prototype and large scale
trace-driven simulations, we highlight the quantitative bene-
fits of CNS in terms of network load and latency as compared
to an IP based solution.
We believe it is important to shift the focus on disaster
communication from being an afterthought to being a first
class citizen, exploiting emerging network architectures. Ef-
fective, convenient and timely communication could result
in better outcomes, including fewer causalities.
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ABSTRACT
Networks are becoming increasingly complex and service
providers incorporate additional functionality in the network
to protect, manage and improve service performance. Soft-
ware Defined Networking (SDN) seeks to manage the net-
work with the help of a (logically) centralized control plane.
We observe that current SDN solutions pre-translate policy
(what) into forwarding rules at specific switches (where).
We argue that this choice limits the dynamicity, flexibility
and reliability that a software based network could provide.
Information Centric Networking (ICN) shifts the focus of
networks away from being predominantly location oriented
communication environments. We believe ICN can signifi-
cantly improve the flexibility for network management. In
this paper, we focus on one of the problems of network man-
agement – service chaining – the steering of flows through
the different network functions needed, before it is delivered
to the destination. We propose Function-Centric Service
Chaining (FCSC), a solution that exploits ICN to provide
flexibility in managing networks that utilize virtualization
to dynamically place functions in the network as required.
We use a real-world topology to compare the performance of
FCSC and a more “traditional” SDN solution. We show that
FCSC reacts to failures with fewer packet drops, adapts to
new middleboxes more quickly, and maintains less state in
the network.
Categories and Subject Descriptors
C.2.3 [Network Operations]: Network Management
General Terms
Design; Management
Keywords
ICN; Service Chaining; Network Management; SDN; Net-
work Function Virtualizaion; Middlebox
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1. INTRODUCTION
Service provider networks (and networks in general) are
becoming increasingly complex. Both network operators
and users require various additional functionalities in the
network for management and processing of data flows. Soft-
ware Defined Networking (SDN) aims to manage the net-
work and the functions provided by separating the control
plane from the data plane. The SDN controller(s) possess
a global view of the network and can therefore simplify the
network management as compared to the traditional dis-
tributed architectures typical of the Internet. However, even
in an SDN environment, management logic (“what”) is intri-
cately coupled with the node location (“where”). With the
use of virtualization and the prevalence of mobility the loca-
tion of a particular function in the network may no longer be
fixed. We envision that the performance of SDN would be
further improved by incorporating the ideas of information-
centricity that decouple the location of a particular network
function instance from the identity of the function it pro-
vides. In this work, we make a first attempt by incorporating
Information Centric capabilities into a common and impor-
tant problem of network management – Service Chaining.
The need to perform additional processing of packets of a
data flow in the network before it is delivered to the desti-
nation has become an integral element of providing Internet
services. These functions include the modification of the
packet header (e.g., NAT, proxy), discard packets (e.g., fire-
wall), collection of statistical information (e.g., Deep Packet
Inspection (DPI)) or even the modification of the payload
(e.g., optimization and compression). They are provided in
the form of Middleboxes [9, 19, 40] for policy control, secu-
rity and performance optimization. The middleboxes have
to be resident on the path of a flow, which implies that
the traffic has to be deviated from its “natural” IP shortest
path and forced through the middleboxes. We use the term
Service Chaining to describe the action of steering packets
through these middleboxes. For example, a network op-
erator might require flows that access dynamic web pages
such as Facebook, Twitter, FourSquare, Google Instant, or
MyYahoo to go through middleboxes like Content Delivery
Network (CDN), Dynamic Site Accelerator (DSA [1]), TCP
optimization over tunnel, etc., in order to improve the per-
ceived user experience [2].
The limited presence of middleboxes at specific locations
in the network often results in sub-optimal routing and lower
performance (e.g., increased latency, lower throughput, etc.).
This is especially true in environments like cellular networks
[15,16] where middlebox functions are restricted to be in the
“Network Data Center” and thus have a significant impact
on latency. The recent introduction of Network Function
Virtualization (NFV) [14, 20] promises to make it easier to
dynamically and flexibly deploy middleboxes. NFV allows
for middlebox functions to be virtualized and therefore be
present in greater number and positioned on-demand. We
envisage network service providers will increasingly adopt
NFV to provide network resident functionality, not only
for reducing CAPEX but also for offering more flexibility
to customers who would like customized processing of their
packets. However, managing such a network of dynamically
placed functions can be much more complex. Current rout-
ing protocols deployed in IP networks constrain how packets
can be deviated from well-defined path (e.g., shortest path)
and thus cannot take full advantage of the great flexibility
offered by NFV.
Recently proposed solutions for Service Chaining in Soft-
ware Defined Networking (SDN) [22,33,45] attempt to per-
form Network Management by making use of a (logically)
centralized controller that has the capability to setup flow-
based forwarding rules on the switches [18,27] of the desired
path. Such solutions provide greater control over the net-
work in order to steer packets of a flow more flexibly, without
being constrained by traditional routing such as OSPF and
BGP. But the controller has to keep track of the status of
the middleboxes and the network.
We argue that the existing approaches have a common
issue of unnecessarily coupling the routing with the policy.
I.e., when an SDN controller decides the functions a flow
needs, it also decides the path the flow has to go through and
setup state on the intermediate switches. These solutions
have limitations in scalability, dynamicity and flexibility and
therefore have difficulty in adapting to the requirements of a
large scale, dynamically changing middlebox set supported
by NFV (see §3.3 for detailed descriptions).
Information-Centric Network (ICN [4,21,44]) is a new net-
working paradigm that introduces ContentNames to decou-
ple the user interests from data location. Following this line
of thinking, we present Function-Centric Service Chaining
(FCSC), a novel approach that decouples the functions a
flow needs from the location of network function instances
(and thus routing) via a naming layer (see Fig. 1). Such a
decoupling facilitates the dynamic modification of the func-
tions needed by a flow on the controller or the middleboxes
(e.g., DPI, load balancer). This also enables switches to dy-
namically detect the load (popularity) of a certain function
and accordingly instantiate/dispose of network function in-
stances (co-resident with the switch or on some other node).
The enroute function-based routing allows more dynamic
use of the newly created instances and faster recovery from
node/link failures. FCSC intrinsically supports the pres-
ence of multiple instances for the same functionality and can
perform network-layer load-balancing among these nodes at
any time. By placing the flow state in the packet header,
FCSC helps to reduce the amount of state stored in the net-
work and results in much better scalability compared to the
per-flow state solutions like SDN. FCSC is therefore able to
provide a highly dynamic and adaptive Service Chaining ca-
pability and effectively exploit the promise of NFV in the
software-based network of the future.
The key contributions of this work are:
• We exploit the combination of ICN with SDN to meet
the dynamic requirements of service chaining. We pro-
pose FCSC, a scalable and flexible architecture, that
clearly separates the policy (required functions) from
the routing by introducing a light-weight (function)
naming layer.
• With the help of varying number of flows and dynamic
creation/deletion of virtual service instances on a syn-
thetic and a real-world Rocketfuel topology, we show
how FCSC compliments the current SDN solution in
terms of network state amount, packet drop rate on
node failure and overall latency.
The rest of the paper is organized as follows: §2 dis-
cusses previous work on service chaining and information-
centric network; §3 provides detailed description on the ser-
vice chaining scenario and the problems with the existing
solutions. §4 describes the design rational of FCSC and §5
details upon the solution. §6 illustrates simulation results
and conclusion is inferred in §7.
2. RELATEDWORK
In this section, we briefly present existing work on service
chaining, then present an overview of ICN and finally present
existing work that involves both SDN and ICN.
2.1 Existing Solutions for Service Chaining
Existing Service Chaining solutions can be broadly classi-
fied into 3 classes: indirection-based, policy-based and SDN-
based.
2.1.1 Indirection-based Service Chaining:
Several proposals for service chaining regard indirection
as an indispensable element for achieving high flexibility to
support various scenarios including node mobility, caching
and anycast. Works in [6,40] propose an architectural mod-
ification to TCP/IP networks in order to allow further in-
direction than what is supported by DNS, allowing simple
integration of middleboxes into the TCP/IP architecture. [6]
highlights the problem of having an IP address – location-
dependent element – as the identifier of end hosts, and pro-
poses the introduction of several levels of indirection. Other
similar works include [10, 17, 30, 31, 37, 39]. Unfortunately,
these solutions rely on predetermined nodes that provide
the service, thus becoming inflexible to react to node failure
as well as new instances of middlebox functionality.
2.1.2 Policy-Based Routing (PBR):
Cisco’s policy-based approach [13] allows the administra-
tor to specify adjunctive rules for routing, that are selec-
tively applied depending on the traffic characteristics (e.g.,
IP 5-tuple, rate, etc.). Since the rules must be manually
configured on each PBR router, the solution scales poorly
and cannot dynamically react to network condition changes.
2.1.3 SDN-based Service Chaining:
Several solutions have been presented that leverage SDN
[22, 33, 45]. The general idea is to have a logically central
controller that has a comprehensive view of the administered
network portion and of the networking elements present.
This controller can determine the best route for each flow
that traverses the network and can take into consideration
the potential need for this flow to go through one or more
middleboxes. To make its decision effective, the controller
must add forwarding rules to the involved switches, instruct-
ing them on the new next hop for each flow that deviate from
its standard IP path.
2.2 Information Centric Networking
Information Centric Networking (ICN) has been actively
studied in recent years [4, 5, 11, 12, 21, 24]. ICN shifts the
focus of the network from node location (IP, MAC, etc.)
to data names. Such design enables name-based routing
which forwards the requests of a specific name towards a best
source of the data in terms of latency, available bandwidth,
source load and etc. Named-Data Networking NDN [4, 21]
is one of the popular ICN solutions. NDN uses human-
readable, hierarchical names such as /thisroom/projector
or /icn/papers/FCSC. pdf. The forwarding engines per-
form the longest-prefix matching in the FIB to find the
next-hop router closer to the data provider. FCSC adopts
the idea of ICN since the naming layer focuses more on the
name of the functions rather than the location of the func-
tion instances. It is implemented on a model similar to NDN
(naming and routing) but with some changes (no Pending
Interest Table or reverse-path forwarding).
2.3 Works that Combine ICN and SDN
There are several works that try to explore the poten-
tial for combining ICN and SDN [29, 34, 38]. But most of
these works use SDN technology to enable incremental de-
ployment of ICN. To the best of our knowledge, this is the
first work that tries to improve the performance of SDN via
information-centric concept (ICN).
3. SCENARIO DESCRIPTION AND PROB-
LEM STATEMENT
In this section, we describe the scenarios we envision of
how network resident functionality of middleboxes could be
utilized and point out the shortcomings of the state-of-art
SDN solutions. We will use these as the basis to demonstrate
the benefits of our proposed approach.
3.1 Service Chaining Scenario
An Autonomous System (AS), for example an IP net-
work, data center or an information centric network, is typ-
ically composed of many edge routers and a set of core
routers/switches. Packets from users enter this AS from
one of the edge routers (Ingress). These packets categorized
into flows (either by 5-tuple in IP or“Interest”prefix in ICN)
need to go through a specified set of functions in the core in
a particular order, as required by policy. The functions may
include Deep Packet Inspection (DPI), policy, QoS, Network
Address Translation (NAT), Dynamic Site Accelator (DSA),
proxying, transparent caching, accounting and logging etc.
It is also possible that a subset of these functions may in fact
be provided by third parties, and possibly in a cloud-resident
platform [35].
3.2 Detailed Requirements
With the growth of the middleboxes and the network traf-
fic, we envision that an efficient service chaining network
should meet the following requirements:
3.2.1 Flexibility:
The outcome of packet processing by a middlebox may
change the set of function(s) to be applied on subsequent
packets of the flow. E.g., after a packet goes through DPI,
the policy or algorithm may determine the need for addi-
tional network resident functions like intrusion detection,
logging, etc., to be applied on the flow. It is also possi-
ble that functions can reduce/replace the functions a flow
needs to go through. E.g., after observing a set of packets
in a flow, the DPI can decide to remove the virus scan and
even DPI itself from the function list. Therefore, even if a
set of apriori service functions were specified, they might be
changed during the lifetime of the flow. An efficient service
chaining network should support such changes in a flexible
way – the middleboxes should be able to determine the func-
tions of a flow themselves and the changes should take effect
immediately.
3.2.2 Dynamicity:
The advent of NFV allows for network resident middle-
boxes to dynamically incorporate (additional) functionality
by spinning up additional virtual machines on demand. E.g.,
if there are many more flows that require firewall function-
ality but fewer flows require DPI functionality, the network
manager should be able to instantiate more firewall nodes
and reduce the number of DPI nodes. Since more func-
tions are running on virtualized platforms, these functions
can potentially be placed anywhere in the network instead
of on only a selected set of predefined nodes. This requires
the network to be able to apply these changes as soon as
possible while keeping the communication cost low. For the
functions having multiple instances, the network should also
be able to balance the load on these instances to optimize
performance.
3.2.3 Scalability:
The scalability requirement comes in three dimensions:
the number of functions, the number of flows and the size
of the network. With more customized services provided to
network users, it is envisioned that there would be an in-
crease in the number of network functions available. For the
networks that adopt NFV, the number of instances of net-
work functions can also grow to be large. A scalable service
chaining solution should not limit the number of users/flows,
the number of functions a flow should traverse, or the size
of the network due to the response latency or the number of
states stored in the network.
3.2.4 Reliability:
A productive service chaining solution should also take
reliability into consideration. The solution should be able
to dynamically react to the node (middleboxes, switches or
controllers) failures and the link failures within a threshold.
As suggested by [32], the recovery time of a failure should
be within 10s of milliseconds.
3.3 Limitations of Existing SDN Solutions
Current SDN solutions [22,33,45] perform better than pol-
icy based routing (PBR) and indirection based solutions.
However, they are still not able to meet the requirements
mentioned above, because:
Flexibility: When a middlebox like DPI needs to change
the functions a flow requires, it has to rely on the controller
to build a new path that goes through a certain instance
of each of these functions. This results in extra control
overhead in both communication and latency for every flow
whenever the set of functions are changed. This is not desir-
able since the controller in SDN design is supposed to gen-
erate the rules but not be involved in the real-time handling
of packets [43].
Dynamicity: It is difficult for SDN controllers to perform
real-time decisions on the path of a flow to balance the load
in the network and on the function instances. The problem
will become more severe when the number of flows grows
and NFV enables more dynamic instantiation/disposition
of function instances.
Scalability: SDN solutions place rules for every flow on
the switches. The number of rules stored in the network is
proportional to the number of flows, the functions the flows
require and the size of the network. It is very difficult to
scale when the network has larger number of flows or the
network itself grows larger.
Reliability: When a middlebox or a link fails, the switches
in the existing SDN solutions have to rely on the central con-
troller to build a new path for the flow. This increases the
convergence time while dealing with such failures and might
violate the typical 30-50ms convergence time target require-
ment typical in a large provider networks. Alternatively,
the controller has to setup backup paths proportional to the
number of hops for every flow to ensure quick convergence
time. But this exacerbates the scalability problem.
4. FCSC OVERVIEW
In this section, we start by reasoning the design choices we
have made and then describe the whole architecture based
on the design choices. Design details will be provided in §5.
4.1 Design Rationale
To achieve the requirements of flexibility, dynamicity and
reliability as described above, we propose to add a nam-
ing layer (similar to ICN) to the current SDN architecture.
Moreover, to improve the scalability of the system, we choose
to put flow-state in the packet header rather than in the
switches. But our solution is still backwards compatible with
existing SDN-based service chaining solutions.
4.1.1 Naming Layer
ICN provides flexibility to users – they only need to re-
quest the network with what they want rather than where
that data might reside. Such a shift in the focus of the net-
work also provides better dynamicity and reliability – a re-
quest can go to any of a set of possible data providers/caches
in the network.
We find a strong similarity between the fundamental needs
that drive service chaining and the capabilities offered by
ICN. Middleboxes that need to change the function list of
flow (e.g., DPI) require flexibility – they only need to care
about the functions the flow requires rather than asking the
SDN controller to build a path to where the flow should
go through. While forwarding a packet, the network can
forward the packet to any of the instances that provides the
same function. This allows the dynamic adoption of new
function instances and can also help fast recovery when a
function instance/link fails.
To achieve high performance (line-speed forwarding in the
network), we primarily incorporate the hierarchical naming
capabilities of an ICN environment like NDN, to represent
the function list and the longest-prefix matching in the FIB
to forward packets. The reverse-path forwarding (PIT) and
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Figure 1: Architectural design of FCSC vs. SDN.
caching (Content Store) capabilities that are used in an ICN
for information distribution is not key to this solution. Ac-
cording to [36, 42], line-speed (hashed) name forwarding is
achievable with existing hardware.
4.1.2 Flow State in the Packet Header
We note that the solutions of existing SDN-based service
chaining incorporate flow state in the switches – the switches
maintain state on how to forward a specific packet based on
the 5-tuple (or other header features) of that packet. Such
a design results in the number of rules in the network to
be proportional to the number of flows and the number of
functions these flows require. It does not scale well with the
growth of clients (flows) and the adoption of new functions
in the network.
Therefore, we choose to put the flow state – the functions
the packet still need to traverse through – in the packet
header. The function list of a packet (in the form of an ICN
name) is tagged to the packet header when it enters the
network. After traversing through a middlebox, the name
of the applied function is removed from the header and the
network will forward the packet to the next function it re-
quires.
In our solution, the network only needs to maintain for-
warding information on a per-function basis rather than a
per-flow basis. The amount of state stored is therefore pro-
portional to the functions in the network but not the flows,
and thus our solution can scale much better than existing
solutions.
4.1.3 Compatibility with existing SDN solutions
Network management, as exemplified by service chaining,
needs SDN for flexible placement of functions and more pow-
erful routing, and achieves this because it has a (logically)
centralized view of the whole network. The purpose of our
solution is not to replace these ideas in SDN solutions or
to remove the existence of the (logically) central controllers,
but to make them more flexible by the modifications pro-
posed in our paper: namely the naming layer and the use
of flow state in the packet header. Our solution can also be
backwards compatible with the existing SDN solutions by
naming all the intermediate switches (in the form of IP or
MAC addresses) and setup a separate forwarding table on
every switch in a hop-by hop manner. But that will result
in the loss of the benefits mentioned above.
4.2 Architecture Description
Fig. 1 illustrates the logical separation of the architecture
of FCSC compared to existing SDN solutions. As described
above, we add a Naming Layer in the architecture that sep-
arates the policy module (the module that manages what
functions should be applied to a flow) from the routing mod-
ule (the module that manages where the function instances
reside). The representation of the naming layer (the func-
tion list a packet should go through) resides in the packet
header to scale the network better. To help understand the
figure, we describe the differences between the two solutions
in the following 4 scenarios (following the marking on the
figure):
a. Flow initiation:
In SDN, on seeing a new flow, the ingress sends the flow
feature (e.g., 5-tuple) to the controller. In this case, the con-
troller has the function module and routing module coupled.
The controller determines the result, a set of forwarding
rules (e.g., 5-tuple7→NextHop) that are then incorporated
on different switches on the path.
In FCSC, the controller determines which functions the
flow needs and return the result only to the ingress. The
ingress then tags the packets of the flow with the function
list. On seeing the functions carried in the packet header,
switches in the network will look into their FIB (in the form
of Function7→NextHop) and decide the outgoing“face”of the
packet. The FIB of the switches are controlled by the Rout-
ing Module. The Routing Module can either be distributed
(e.g., OSPFN [41], IS-IS [8]) or logically centralized (e.g.,
SDN).
b. Proactive rules:
The controller can also setup wildcard proactive rules on
every ingress. An SDN controller essentially has to build a
path for every flow from each ingress. This increases com-
plexity since almost every edge router can be an ingress and
there might exist O(N2) src-dst paths where N is the num-
ber of edge routers even without considering different paths
for a same src-dst pair.
In FCSC, the controller only needs to flood the wild card
rules (FlowFeature7→FunctionList) to all the ingress. The
core of the network does not have to keep any state on a per
flow basis any more.
c. Policy change by middleboxes:
When certain middleboxes need to change the policy (func-
tion list) of a flow, in SDN the middleboxes have to request
the controller to build a new path for the flow. This might
result in even more state in the network and also higher la-
tency, just like what we would experience at the beginning
of a flow.
FCSC allows middleboxes to determine the new policy,
without having to request the controller to change forward-
ing rules at specific switches. These middleboxes change
the function list in the packet header and the network will
forward it towards the next middlebox automatically. Addi-
tionally, they may notify the ingress to change the function
list for the future packets of the flow. This solution there-
fore only requires a change in the state of the packet header
and the ingress as opposed to every switch on the old and
new path. Therefore, unlike existing solutions, it does not
require additional set up time while a middlebox like DPI
tries to modify the policy. It is thus able to quickly enforce
the policy on the newly arriving packets.
d. Dynamic routing:
With existing SDN solutions, the functions a flow requires
is represented by the path it follows. Whenever a middlebox
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Figure 2: Example of the name changing of a packet
in FCSC.
fails, the failure notification has to be reported to the con-
troller before the new path that includes another instance
of the function is built for the flow. Approach in [32] pre-
computes backup paths to shorten the recovery time on such
failures, but this results in exponential complexity due to the
permutations and function combinations. When a new in-
stance of a function is adopted, it is also difficult to use it
for existing flows for purposes of load balancing.
FCSC separates the routing of flows from the policy. The
switches can decide (an alternate) outgoing face based on
its own FIB. This shortens the response time for node/link
failures and can make use of new instances of functions on
the fly (as long as the FIB is updated based on the Routing
module).
5. DESIGN DETAILS
In this section, we describe in detail how we design the
architecture to ensure a highly efficient and scalable service
delivery network.
5.1 Naming Strategy
We extend the ICN principle of naming content to naming
function. Every instance that provides the same function is
referred to by the same name, e.g., /DPI, /Firewall, etc.
When the network policy requires a flow to go through
a sequence of functions, the policy executor (the controller
or the ingress) will encapsulate each packet of the flow with
a header containing a name that represents the sequence of
functions to be executed, in a FCFS manner. E.g., a packet
header with name chain:/DPI/Cache/R5 implies that DPI
and cache function must be applied to that packet before
it exits the network from the egress R5. Here, we use the
scheme identifier (as per URI Generic Syntax [7]) “chain”
to represent the packets for service chaining. We can use
other identifies like “monitor”, “ctrl”, etc., to represent pack-
ets meant for other purposes (e.g. monitoring and control-
ling, etc.)
The switch fronting a middlebox (SxFM) will pop the first
part of name (prefix) in the packet header before it forwards
the packet to a middlebox function associated with it. Some
policy nodes can also change the name to redirect the packet
towards other functions.
Prefix popping is a simple and stateless task. It can be
separated from the switching and the middlebox functions.
If necessary, we can include a designated hardware compo-
nent for acceleration,or instantiate a virtual prefix popping
function, on the SxFM (although we believe it is a sim-
ple task). Since it is a stateless task, the SxFM can also
have multiple of these components (either hardware-based
or software-based) that run in parallel to ensure line-speed
forwarding is achieved on the SxFM.
Fig. 2 illustrates the lifetime of a packet in our network.
The ingress encapsulates the incoming packet with a header
chain:/DPI/Cache/R5 as desired by policy. The network for-
wards the packet to the SxFM of the “best” DPI function
(in terms of relative location, latency or other criteria). The
prefix /DPI is removed when passing through the prefix pop-
ping function (represented by a green box) before entering
the DPI box. The DPI function decides the packet should
also go through a firewall and since there is a load balancer
for the two firewalls in the network, the DPI adds a prefix
/LB/_FW to the header. The prefix is replaced with /Fire-
wall/_B by the load balancer since it decides that the flow
should go through Firewall B. The remaining prefixes are
popped one by one when going through the Firewall B and
Cache. On reaching R5, the egress sees its own name and
therefore it decapsulates the packet and forwards the origi-
nal packet out of the network.
5.2 Routing Strategy
Middleboxes need to advertise their existence before they
can be used by the flows. A middlebox offering a certain
service (e.g., Firewall) advertises the name of the service
as prefix (e.g., /Firewall). Packets whose names have the
prefix /Firewall can be routed towards this middlebox as a
consequence of the normal name based routing. A packet in
FCSC is only forwarded to one middlebox even when mul-
tiple middleboxes exist for the same function (prefix). The
intermediate switches can monitor the popularity of a func-
tion based on these prefixes, and they can create additional
instances where needed with NFV support.
The decision of which exact instance of the function a
packet should traverse is determined by the routing mod-
ule. FCSC does not limit the routing module that can be
adopted. To better support different routing strategies, we
provide a simple standard interface for the routing module to
control the forwarding decision. We add a “cost” field in the
FIB and thus the data structure looks like Function7→{Next-
Hop, Cost}. If multiple “NextHop”s exist for the same func-
tion, the switch will always forward the packet to the next
hop with the lowest cost. The routing module can have dif-
ferent interpretations of the “cost”, e.g., link latency, policy,
energy/work-load considerations, etc.
The choice of the routing scheme can affect the dynamicity
and reliability of the whole solution. We discuss the bene-
fits and issues of some possible routing solutions – generally
categorized into centralized and distributed schemes. But,
it should be noted that regardless of which routing scheme
is used, FCSC is able to achieve better scalability since we
only maintain function state.
Centralized/SDN solutions (e.g., [33]) have better con-
trol over the node state including what is maintained at
switches and middleboxes. They provide more flexible con-
trol in determining where middleboxes should be placed and
monitoring node state. Routing based on names of function
instances may offer better real-time load balancing capabil-
ity, faster failure recovery and utilization of new function
instances.
Distributed routing solutions (e.g., [41]) allow every switch
to have the intelligence to make routing decisions on its own.
This would enable dynamicity in routing to a newly created
instance or avoiding a failed link/middlebox. But these solu-
tions might incur higher control overhead for synchronizing
the network state on every switch, especially when auto-
matic load balancing is required for different instances of
the same function.
We realize that both the centralized and the distributed
routing methods face the difficulty of achieving real-time
load balancing similar to [3]. A compromise is for the net-
work to incorporate a load balancer to dynamically dis-
tribute the load on the servers/middleboxes that have the
same functionality. Our architecture can fully support such
load balancers (see the example in §5.1).
5.3 Stateful Middleboxes
There might be some functions in the network that need
to maintain state. In such a case, all the packets of a flow
should go through the same instance, even though they may
not care which actual instance they might use. This implies
that the different instances for the same function cannot
be treated equivalently. The two firewalls in Fig. 2 could
be an example of this kind. FCSC adopts the hierarchical
name in ICN to meet this requirement. Instead of using the
same name, the multiple instances share a common prefix
(function name), but they have function-level unique ID.
E.g., the firewalls in Fig. 2 are called /Firewall/_A and
/Firewall/_B respectively.
While advertising the prefix, the middleboxes advertise
the whole name instead of the function name itself. If a
packet can go through any of the instances for a function,
it just puts the function name in the header (e.g., chain:
/Firewall/Cache). Otherwise, it will use the full name (e.g.,
chain:/Firewall/_A/Cache). This can be determined by the
policy executor or on the fly. ICN switches perform the
longest-prefix match, and therefore the packet can be for-
warded to the required function instance, if specified. While
popping the name from the packet header, we can also per-
form “longest-prefix popping” of the full instance name from
the name list. To avoid ambiguity, this solution requires
that the instance ID space should not overlap the function
name space. E.g., Firewall B pops both the /Firewall and
/_B prefixes from the packet header in Fig. 2.
For the functions that require visibility of the bidirectional
packets of a flow, the policy module can also specify the
function instance via its full name and create a function (in-
stance) list in the reverse order. E.g., if say the firewall func-
tion (only) requires packets from both directions, the policy
layer can create name chain:/DPI/Firewall/_A/Cache for
one direction and chain:/Cache/Firewall/_A/DPI for the
other.
5.4 Security
Security is another big concern in service chaining. The
users of the network should not have any chance to infiltrate
the network and steer the packets through paths that are not
allowed by the policy.
FCSC encapsulates each packet at the point they enter the
network and decapsulates them on egress. Therefore, the
service provider network is essentially transparent to users.
We do not provide any user interfaces to the clients and
therefore there should be no way a user can interact with the
encapsulation/decapsulation function or the other function
modules in the network. No client of FCSC can violate this
policy by altering the packet in some way.
6. EVALUATION
In this section, we evaluate on a custom simulator (widely
used in previous works [12] [11]) the dynamicity, reliability
and scalability of FCSC with a distributed routing module
and compare it to a relatively simple (physically) central-
ized SDN solution that is conceptually similar to [33, 45].
These approaches use the basic OpenFlow protocol con-
structs that is a controller interacting with network forward-
ing elements [28].
We recognize that there are approaches for decentralized
SDN solutions like [23, 43], but the results from [25] show
that the inconsistent SDN control state can significantly
degrade performance of logically centralized control appli-
cations that are agnostic of the underlying state distribu-
tion. In addition, the communication overhead for keeping
all the controllers synchronized has to be addressed. More-
over, even if there exists multiple controllers, it is still fair
to assume that each of these controllers is in charge of a set
of routers (a portion of the network). Therefore, the cen-
tralized solution we use here can also be viewed as such a
portion.
We first demonstrate the benefits of FCSC on a small
synthetic topology (shown in Fig. 3a). Subsequently, we run
a large-scale simulation on a real world topology to evaluate
the scalability and the efficiency of our solution in a more
realistic environment.
6.1 Study of FCSC Behavior
Fig. 3a shows a simple topology with multiple middle-
boxes. R1-R6 are FCSC capable switches. N1-N4 and DPI
provide functions A and B and DPI as noted in the fig-
ure. Src and Dst are the source and destination of a flow
of interest. Ctrl is the central controller in an SDN solu-
tion. The link latency between switches is 2ms and the
latency between switches and the end-systems (middlebox,
src, dst, control) is 10ms. The bandwidth on the link is
100Mbps (large enough to support the flow). The process-
ing latency on all the middleboxes (including Ctrl) is 1ms,
or 1000pps (packets per second). The sending rate at src is
also 1000pps.
We use several scenarios to compare the behavior of FCSC
with the simple SDN solution:
6.1.1 Proactive rules for flow initiation:
We first compare the initiation phase for both solutions.
We compare FCSC with an SDN solution without proactive
rules set up in the switches.
Fig. 3b shows the overall latency (the amount of time
spent from Src to Dst in the network) of every packet in
the initiation phase of a flow that requires DPI and B func-
tion. Because FCSC does not make a request to the central
controller, it can achieve significantly lower latency for the
first 30 packets of a flow compared to the SDN solution.
This reduction may be critical for small flows that require
timely processing of middlebox functions (e.g., games).
We recognize that with proactive rules set up in the switches,
SDN solutions can achieve lower latencies, as good as FCSC.
However, we believe it still requires a lot more effort to pre-
calculate the paths for different permutations as compared
to our solution.
6.1.2 Dynamic Policy change on Middleboxes:
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Figure 3: Behavior of FCSC: Topology and Results.
In the second experiment, the default policy requires a
flow to go through DPI and B functions (represented as a
chain:/DPI/B). But the DPI then decides to add function A
and also removes itself from the function list (the name then
becomes chain:/A/B) after it examines the first packet of the
flow (this is a typical dynamic function processing required
in service provider networks for actions such as mobile video
processing etc.). In the SDN solution, DPI requests Ctrl to
create a new path for the flow and block the packets from
being forwarded before the new path is built. In contrast,
with FCSC, DPI directly renames the packets that continue
to arrive and notifies the ingress (R6) to change the policy.
There is no need to block the packets at the DPI.
Fig. 3c shows the latency of the first 90 packets in the flow.
In FCSC, only the first 29 packets go through DPI with less
than 75ms overall latency . However, in SDN, 73 packets
flow into DPI before Ctrl can setup a new rule for the later
packets. The overall latency of the first packet grows up to
165ms. Another 4 packets experienced a loop since the rules
are not setup atomically.
From the result, we see that FCSC responds faster to the
dynamic policy changes, this results in lower packet latency
and also lower DPI load (process & modify 29 headers vs.
process & buffer 73 packets in this example).
6.1.3 Dynamic failure recovery:
In the third trace, the flow is required to go through
functions A and B (represented as chain:/A/B). The initial
shortest path routing in both SDN and FCSC choose to go
through N3 for A and N2 for B. We dispose N3 at 150s
and N2 at 240s and see the packet loss and recovery time in
FCSC and SDN.
Fig. 3d shows the overall latency of the packets that reach
Dst. The packets in the outgoing buffer of SxFM and on the
link to a failed middlebox (∼ 10 pkts) have to be dropped in
both solutions. Since the intermediate switches can redirect
the packets without going to the central controller, FCSC
can have around 25 more successful deliveries every time
a node fails. This value can increase when the network is
becoming more complex or the controller is farther away
from the failure.
6.1.4 Dynamic adaption to new instances:
The last trace has a flow that goes through functions A
and B. At the beginning of the trace, only N1 and N4 are
instantiated. N3 is created at 150s and N2 is created at
240s.
Fig. 3e shows the overall latency of the packets in the
flow. The SDN solution does not modify the path of the
ongoing flows due to the complexity (the problem is simi-
lar to a warehouse location problem and is NP-complete).
Therefore, the latency does not change even when the new
instances are created for the functions. FCSC enables the
middleboxes to advertise their function prefix to the net-
work and the switches can redirect flows based on that in-
formation and therefore this solution can adapt to the new
instances and the latency is lowered. Note that when N3
is instantiated at 150s, the flow is redirected to N3 for the
shorter distance from the ingress, but the overall latency
is not changed because the same number of hops are tra-
versed. However, adding N2 reduces the latency in FCSC as
the packets do not have to flow to N4.
6.2 Large Scale Evaluation
We adopt a slightly modified Rocketfuel topology [26] (Ex-
odus, AS-3967, see Fig. 5) to evaluate FCSC in a real world
environment. The 18 cities present in this topology is used
as the core network. The latency between every pair of these
core switches is determined by the average of the latency on
the links between the two cities. We eventually get 30 links
with latency ranging from 2ms to 21ms and a mean value of
6.6ms. The latency between the core switches and the end-
hosts, middleboxes and the controller is set to 6ms. Since
the original topology only contains latency information, we
assign 100Mbps bandwidth to all the links.
We assume that there exist 11 different functions in the
network. One of them is unique in that the DPI-like function
rewrites the function list as needed. The flows belong to one
of the 100 different applications. Every application requires
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Figure 4: Benefit of increasing # of instances per function.
a range of different network functions varying in number
from 1 to 4. DPI can dynamically change the functions a
flow that needs.
6.2.1 Varying number of function instances
We first study the benefits of adopting FCSC in a net-
work that dynamically creates virtual instances at random
switches. We study 100 long-lasting (5min) flows starting
at 0s with different sending rate (ranging from 120kbps to
1.05Mbps).
At the beginning of the simulation, we have 1 instance for
each function initialized. Then, we start a new randomly
located instance for each function every half a minute until
the maximum number of instances is reached (the maximum
number of instances for each run is shown in the x-axis in
Fig. 4). In the first run, only the initial middleboxes are
used for the entire 5 minutes; in the second run, in addition
to the initial functions, another one instance per available
function is randomly placed on a switch in the network at
time 30s and lasts until the end of the simulation. In the
third run, a third instance is put into the network at time
60s and so on.
Fig. 4 shows the average latency vs. the number of in-
stances eventually initiated for that simulation run. We see
that FCSC can automatically adapt by making use of new
instances that are closer, even for the ongoing flows and
the average latency drops from 100.75ms to 91.66ms when
adding a second instance. The latency is further reduced
to around 85ms when we have 5 instances created. This is
beneficial for long flows compared to the alternative SDN
solution where the ongoing flows are unaffected by dynamic
addition of functions in the network, unless the controller
resets the rules.
The results illustrate that FCSC is able to seamlessly take
advantage of new instances of virtual middleboxes that have
the same functionality, even when the network is not over-
loaded. We can also observe that the higher the number of
instances, the lower the incremental benefit. In our scenario
consisting of 18 switches, more than 8 instances do not yield
additional benefit. Ignoring the absolute numbers, since it
is topology dependent, one can nevertheless envision that
there is a tradeoff between user-experience and the cost of
the deployment. Another way to reduce the latency is to
pick an optimal location to instantiate the middlebox. This
is an additional optimization that can complement our ar-
chitectural proposal, and is part of our future work.
6.2.2 Varying number of flows & function instances
We now load the simulation with a varying number of
flows (50, 100, 150, . . . , 500). Each flow has its own arrival
time (within the first 5min), a sending rate in the range
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Figure 6: Results for varying-flow simulation.
Figure 5: RocketFuel topology (Exodus, AS-3967).
(1.2Mbps - 11.9Mbps) and duration (0.05s to 91.24s). We
also randomly generated 1, 151 middlebox creation/failure
events during the simulation period. We run the trace on
both the FCSC and SDN solutions and compare the aver-
age latency for the flows, packet loss caused by middlebox
failure, and the number of rules stored on the switches.
Fig. 6a shows the average latency along with 95% confi-
dence interval (CI) for the different flows. FCSC provides
lower average latency and less variability compared to the
SDN solution, since the flows are able to take advantage of
new instances that are closer.
The overall percent of packet lost in Fig. 6b shows that
with the dynamic failure recovery, FCSC helps to deliver
more packets to the destination. Lower loss rate usually
means lower re-transmission rate and also lower overall net-
work cost.
FCSC capable switches only maintain rules on a per avail-
able instance of a function, unlike the SDN solution that
keeps rules for each flow type (defined by a n-tuple, poten-
tially with wild-cards). Therefore, the number of rules do
not change when we vary the number of flows (as shown in
Fig. 6c). However the number of rules in SDN grows with
the number of flows. We argue that our solution can be
more scalable especially in a large network with millions of
concurrent flows.
7. SUMMARY
Existing SDN-based network management solutions pre-
translate the policy (what) into the forwarding rules at spe-
cific switches (where). Such a design choice limits the ben-
efits that a truly software-based network could provide. By
proposing FCSC, we explore the potential of using information-
centric concepts within an SDN-based network management
environment, especially focusing on service chaining. Using
both synthetic and realistic topologies, we show that FCSC
is able to provide policy makers simpler interfaces to con-
trol a flow (flexibility), is able to react to middlebox failures
with fewer packet drops (reliability), is able to more quickly
adapt to new instances of middlebox functionality (dynamic-
ity), and requires less state to be maintained in the network
(scalability). For our future work, we will explore better
routing mechanisms that can fully exploit the benefits pro-
vided by FCSC.
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8 Conclusion and Outlook
In this last chapter, I provide a summary of all the work done in this thesis and also list
some possible research items that could extend this work and/or are currently at a very early
stage.
8.1 Summary
8.1.1 Content Oriented Publish Subscribe System
In this work, we presented and evaluated COPSS, an efficient pub/sub-based content deliv-
ery system exploiting the fundamental capability of CCN for efficient information dissemi-
nation. COPSS builds on existing proposals for CCN/NDN to provide pub/sub functionality.
COPSS is designed to be scalable to a large number of publishers, subscribers and CDs. We
recognize that a pub/sub platform needs to be able to accommodate users going offline, and
allow them to retrieve content that has been published during the time the subscriber was
offline. We also explicitly address the need for incremental deployment of CCN capability
in traditional IP networks. We use trace-driven simulations to evaluate the COPSS archi-
tecture. COPSS reduces the aggregate network load and the publisher load significantly.
The additional CCN layer processing with COPSS compared to IP multicast is relatively
small, achieved by considerable efficiency in avoiding duplicate and unnecessary delivery
of content to subscribers. COPSS is substantially more efficient than existing pull-based
CCN proposals (such as NDN) because of its inherent pub/sub capability.
8.1.2 Hybrid Content Oriented Publish Subscribe System
In this work, we present Hybrid-Content Oriented Publish Subscribe System (Hybrid-COPSS),
an architecture to integrate CCN functionality with the current IP architecture. We present a
detailed solution to integrate both the pub/sub and the query/response based content-centric
architecture in an IP network. Hybrid-COPSS is designed to be as generic as possible and
is therefore applicable to the query/response based NDN solution as well. In this work, we
have addressed the 3-way tradeoff that arises when considering the incremental deployment
of CCN, in terms of traffic, latency and cost. There is a higher amount of packet traffic (both
within a domain as well as inter-domain) as we go more towards a pure IP environment;
there is increased latency in a pure CCN environment because of the additional per-hop
processing; finally there is an increase in processing cost for each CCN hop because of
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the additional complexity. Our evaluations suggest that Hybrid-COPSS strives to achieve a
proper balance in this trade-off by putting CCN functionality at key points and hash-based
forwarding at the other routers. Moreover, we optimize the query/response dimension of
Hybrid-COPSS and show that an RP based top down approach provides the best means for
service providers to incrementally deploy caching-capable CCN nodes. The Hybrid-COPSS
inter-domain solution recognizes the current challenges in having inter-domain IP multicast
and overcomes it with the use of CCN overlay nodes at the domain edges. The inter-domain
Hybrid-COPSS cuts inter-domain traffic almost by half even compared to our earlier CCN
proposal, COPSS.
8.1.3 Gaming Over Content Oriented Publish Subscribe System
This work presents G-COPSS that functions as an efficient decentralized communication
infrastructure for a gaming environment by leveraging the advantages of a content-centric
network. We have implemented G-COPSS both on a testbed and a simulator. We obtained
the micro-benchmark results and compared the performance of G-COPSS (over 60 players
on the testbed) to that of an IP-server and NDN based approaches. We also show, using trace
driven simulations for a system (over 400 players) that G-COPSS is able to outperform
a pure IP-server based gaming environment in regards to aggregated network traffic and
update latency. We also outperform the NDN approach, which depends on a query-response
model for such a gaming application. We are currently working on algorithms for improving
RP selection and creating a gaming environment that uses G-COPSS features to acquire real
user behavior data and gaming traces.
8.1.4 Name Based Multicast Congestion Control Framework
Designing a congestion control mechanism for information delivery to large numbers of
receivers is difficult, particularly with heterogeneous receiver bandwidths. It continues to
be a challenge also with Information Centric Networks. Through emulation and an ana-
lytical model, we showed that heterogeneous receivers will get out-of-sync with existing
receiver-driven, in-sequence congestion control mechanisms. To overcome the resulting in-
efficiencies, we proposed Scalable and Adaptive Information Dissemination (SAID). SAID
allows receivers to request “any-next” packet, instead of the “next in-sequence” and thus
delivers more packets on the first attempt. For missing packets, other receivers can provide
“repair” packets even if the in-network caches no longer hold the content. Privacy and trust
is maintained during the repair phase.
The evaluations show that SAID achieves efficiency and fairness on each path between
the information provider and receivers. From a large scale simulation, SAID can reduce
aggregate network load (by up to ∼46%) and transmission completion times (by more than
50%) compared to existing congestion control mechanisms. SAID also reduces completion
time by ∼40% while only increasing network load by ∼10% compared to pgmcc, which
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aligns the sending rate to the slowest receiver. Based on measurements on a prototype, SAID
outperforms ICP, getting 50% higher aggregate throughput and almost twice the throughput
of pgmcc. With the efficient repair of SAID, streaming applications have a much smaller
stall time compared to the other mechanisms.
8.1.5 Name Based Disaster Communication Framework
We have proposed an approach using ICN to provide flexible and timely communication
during and after a disaster. We identified the requirements for such an architecture by per-
forming an extensive study of official reports and anecdotal reports in the aftermath of
several actual disasters (including terrorist attacks). The proposed architecture includes en-
hancements to the current ICN approaches for communication among authorities, especially
for dynamically formed teams of first responders. A key contribution is the dynamic cre-
ation and evolution of incident related (sub-)namespaces, recipient hierarchies, to represent
the context and roles of first responders assigned to the disaster. A new enhanced forward-
ing strategy to support such recipient hierarchies is very useful to minimize the amount of
message transmissions. With the help of a prototype and large scale trace-driven simula-
tions, we highlight the quantitative benefits of Content Notification System (CNS) in terms
of network load and latency as compared to an IP based solution.
We believe it is important to shift the focus on disaster communication from being an
afterthought to being a first class citizen, exploiting emerging network architectures. Effec-
tive, convenient and timely communication could result in better outcomes, including fewer
causalities.
Early stage work on how ICN could support DTN, i.e. fragmented environments, can be
found in [32, 33, 34, 35, 36, 37, 38, 39, 40].
8.1.6 Name Based Enhancement For Network Management
Existing SDN-based network management solutions pre-translate the policy (what) into the
forwarding rules at specific switches (where). Such a design choice limits the benefits that a
truly software-based network could provide. By proposing FCSC, we explore the potential
of using information-centric concepts within an SDN-based network management environ-
ment, especially focusing on service chaining. Using both synthetic and realistic topologies,
we show that FCSC is able to provide policy makers simpler interfaces to control a flow
(flexibility), is able to react to middlebox failures with fewer packet drops (reliability), is
able to more quickly adapt to new instances of middlebox functionality (dynamicity), and
requires less state to be maintained in the network (scalability).
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8.2 Outlook
This dissertation work started at a time when ICN was at a nascent state with many open is-
sues. The work undertaken in this thesis contributed solutions to many of these open issues.
However, a lot more work is required to make ICN a reality and my team is continuing to
contribute by participating in research, prototyping, large scale testing, real testbed based
testing [44, 45, 46, 47]. Below, I list some of the existing/ongoing work and highlight how
it could be extended.
8.2.1 Application and Service advances
8.2.1.1 Video Delivery
Video distribution will be one of the most important application in the future Internet. Due
to its in-network caching and stateful forwarding, ICN technology is deemed to cope with
the distribution of video content at scale, like and better than HTTP-based CDN. Accord-
ingly, Bhat et al. [48] show preliminary results on the load balancing in ICN realized by
utilizing multiple producers and in-network caching. Among the video streaming technolo-
gies, Dynamic Adaptive Streaming over HTTP (DASH) will surely be used in the future,
while considering that Video Distribution majors like YouTube are already using it. This
technique has also been introduced in the context of ICN [49, 50, 51]. Several proofs of
concept have been examined, e.g., NetInf-enabled live video streaming [52] demonstrated
at FIS Nordic Ski World Championship in 2015; Peer to Peer Live video streaming for
cellular network [53]. These proofs of concepts clarified ICN’s outstanding performance
on the streaming latency and its great scalability in the real field test. Further work is re-
quired to study how ICN could support issues such as new forms of multimedia interactive
features (e.g. multiple camera angles, augmented reality, interaction with sensors [54]),
region access control, congestion-avoidance route/source selection, support of future 5G
network and realistic Subscription Video OnDemand (S-VoD) platform with support for
multi-region, multi-domain and multi-player video delivery.
8.2.1.2 Social Network
Social Network Applications like Facebook and WhatsApp are increasingly used for ex-
changing multimedia contents, like photos or videos. To support at scale the group-based
multimedia delivery that these applications require, related companies are using CDNs. For
instance Facebook is an Akamai customer, and it is also placing its own servers inside points
of presence owned by ISPs to speed up delivery of its content to users in places around the
world. In this framework, since an ICN could provide services similar to CDN one, it is
worth to explore the possibility of using ICN also to support social network applications.
For instance, [55] shows how an Internet Service Provider (ISP) can capitalize on ICN by
deploying a social network messaging system at a fraction of the complexity of today’s
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systems. [56] presents a social network platform based on ICN. [57] uses ICN to deliver so-
cial contents and design a content caching policy related with the social behaviors. Further
work is required to study how ICN could support social networks in areas such as context-
awareness, geo-referencing, high quality multimedia contents, backend services, cloud and
5G/NFV network.
8.2.1.3 IoT
Big data analysis services based on data collected from IoT devices are promising applica-
tions and many IoT infrastructures for collecting sensed data from a huge number of IoT
devices are proposed in [58]. However, most IoT infrastructures are cloud-based and IoT
devices upload sensed data to pre-determined servers in clouds. These cloud-based infras-
tructures lack flexibility in choosing suitable IoT devices in dynamic environments. Since
adopting ICN as a basis of the IoT infrastructure is promising in terms of flexibility of nam-
ing, traffic reduction by caching and content based security, many studies address research
issues on designing ICN based IoT infrastructures. One issue is light-weight implementa-
tion on tiny devices and Bacelli et al. implemented tiny CCN code and evaluate the code in
testbeds [59]. Another important issue is the scheme for collecting sensed data from a set
of IoT devices which have interested attributes. Amadeo et al. [60] develop a mechanism
for sending an Interest packet to multiple sources, but the mechanism is only applicable in
single hop environments. Further work is required to study how ICN could support IoT
in areas such as context/attribute based naming/communication, multi-source data retrieval
coupled with content-based security, data-retrieval without specifying the exact names of
IoT devices and how to manage a large number of IoT devices.
8.2.1.4 Resolution and Mapping
Although name resolution and routing in ICN is performed on the network layer, [61] suc-
cessfully showed that there is a need for object resolution that maps the user inputs into
the name of the object that network can use for retrieving the data. [61] proposed an ar-
chitecture for object resolution system and also showed the feasibility of the solution with
a prototype [62]. Similarly, as shown in the MobilityFirst [20] work on a Global Name
Resolution Service (GNRS) [63], name resolution services could be very useful for ICN
like architectures since they reduce the amount of routing updates required at routers and
instead support as late a binding as feasible and are able to support mobility very well.
8.2.1.5 ICN and Virtualization
Nowadays, information centric routers, e.g. NDN and CCNx, are mainly software based and
there are some initial literature studies on the use of ICN over virtualization infrastructures.
Syrivelis et al. [64] propose a software defined information-centric network based in the
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PURSUIT framework, whereas in [65], the authors make attempts to combine CCN/NDN
with OPENFLOW to improve cache and content routing efficiency. In [66], a flexible tran-
sition solution between legacy IP network and ICN network is proposed with the help of
SDN. Finally, in [67], an efficient integration of SDN and ICN is proposed based on a re-
cently proposed future Internet architecture, named CoLoR [68]. Such infrastructures (ICN
over virtualization) could make possible the deployment of ICN functions in a cloud data
center, at the network edge (a.k.a. fog computing) [69], in a 5G network supporting resource
slicing [70], etc. The dominant standard for deploying virtual network functions is the ETSI
NFV [71], whose main implementation is OpenNFV, aka OPNFV [72]. FCSC [41] propose
the use of ICN to complement SDN by providing a naming layer to support function name
based forwarding and optimization. Currently, literature on the topic of ICN “over" virtual-
ization infrastructure is not very extended and mostly concerns possible benefits, use cases,
and applications (e.g. [69, 73, 74]). Further work to explore the issue from a point of view
much more closer to the current NFV standardization activities is required.
8.2.2 Infrastructural advances
8.2.2.1 5G
5G (5th generation mobile networks) is the next major phase of mobile networks, which
aims to further advance the performance of mobile communication considering the market
conditions and the requirements in 2020 or later [75, 76]. 5G networks have a number of
special requirements, e.g., the guarantee of user throughput of 1 Gbps everywhere, a user-
plane latency of less than 1ms and a 1000-fold system capacity per km2 compared to LTE. In
order to meet these requirements, 5G systems have a number of new features, e.g., the mil-
limetre wave utilization, the software-defined mobile core network and the device-to-device
communication (D2D). ICN has the potential to utilize these features more effectively. ITU-
T FG IMT-2020 [77] analysed ICN as one of the networking innovations required to support
the development of 5G systems. Carofiglio at el. [78] quantified the opportunities of ICN
for mobile backhaul network evolutions by analysing how much bandwidth can be saved.
Tagami et al. [79] proposed a novel content delivery scheme that aggregates macro networks
and small-area networks provided by base stations of the millimetre wave communication.
8.2.2.2 Congestion-aware Routing and Traffic Management
While literature provides several papers about ICN multipath forwarding and congestion
control (e.g. [80, 81, 82, 83]), caching adds a new dimension to the network optimization
problem. By accounting for path-level congestion in terms of bandwidth share at the bot-
tleneck link, in [84] combine caching and congestion control. Similarly, in [85] authors
use congestion feedback for the purpose of caching and demonstrate the benefit of such
congestion caching to reduce network congestion and to increase user-centric performance.
In [86], authors look at in-network caching from a different angle and question whether
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caches can take on alternative roles and assist with the control of network congestion and
in-network resource management. The VIP framework [87] jointly optimizes caching and
multipath forwarding with a back-pressure algorithm. Finally, the impact of caching to fair-
ness in resource allocation has been studied in [88] where it shows that LRU caching and
AIMD congestion control discriminates against flows of unpopular content.
Traffic management was traditionally carried out as a distributed optimization algorithm
to solve a network utility maximization problem [89, 90, 91] for elastic traffic. Video
streaming traffic management is receiving an increased attention; with recent work focus-
ing on HTTP adaptive streaming (HAS) or, in particular, dynamic adaptive streaming over
HTTP (DASH) [92]. The challenge here is to adapt streaming representation at the ap-
plication layer with limited feedback from lower layers and to overcome streaming buffer
underrun problems [93, 94, 95]. While most of the recent works on streaming adaptation
have focused on techniques to improve each streaming flow separately, [96] makes an effort
to optimize HAS in a scenario where there are multiple streaming flows competing for band-
width. Preliminary results on streaming over ICN are presented in [97, 49], where HAS is
adapted to the context of ICN. Finally, the effect of caching to HAS streaming is considered
in [50, 98, 99]. Given caching is a vital inherent component of ICN, it is important to fully
integrate it with the other existing network functions.
8.2.2.3 Mobility
ICN is a promising architecture for the forthcoming 5G networks and naturally resolves var-
ious scalability problems of the centralized mobile architectures, such as the EPC (Evolved
Packet Core) and the MobileIP in terms of mobility management. A centralized mobility
management scheme, such as the MobileIP indirection, incurs large signalling overheads
to send devices’ location updates to an anchor. On the contrary, the request-response style
of NDN communication naturally supports consumer mobility by allowing routers record
the state of such a pair of request and response. However, naive ICN does not natively
support producer mobility at-scale, which is needed for real-time communication among
users. One possible approach to producer mobility is to introduce indirection into ICN/NDN
[100, 101, 102] like EPC and MobileIP, but this inherits all the drawbacks of indirection.
Another promising approach is an anchor-less approach such that a device’s location is
recorded at edge routers without using any anchor [103, 104, 105]. The anchor-less mobil-
ity management mechanism is designed by [104] by averaging state-full forwarding [106],
where a device‘s location is recorded at all edge routers which it is connected.
However, the existing anchor-less mobility studies fail to address important issues raised
by mobility management of cellular networks, despite being among the main parts of 5G
networks. To name a few issues: i) how do we harmonize anchor-less mobility management
and indirection of cellular networks; ii) signalling overheads caused by a paging mechanism
of cellular networks are not negligible.
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8.2.2.4 Caching
Caching of content has been a research topic for a long time, including for instance the area
of web caching [107, 108] and P2P file sharing [109]. Content caching is one of the key
features in ICN, which enables not only content-based caching but also chunk (or packet)
level caching [110]. Chunk level caching achieves more flexibility [111], efficiency, and dy-
namism [112] in the network. The effectiveness of various in-network caching mechanisms
in ICN has been thoroughly investigated in [113, 114, 115, 116]. A cooperative caching ar-
chitecture that takes the lifetime of content into consideration is proposed in [117, 118, 119].
A multicast based packet caching architecture is designed in [120]. The impact of in-
network caching to the content mobility is addressed in [121]. A performance analysis of
partial caching is discussed in [122], whereas the effectiveness of content caching in mul-
timedia applications is investigated in [123]. [124] exploits in-network caching to support
collaborative downloading of content and offload traffic from a cellular to a cellular-assisted
device-to-device network scenario. This is done by extending the ICN functionality with
the usage of fountain coding. Finally, [125] exploits in-network caching in a way to pre-
serve content over time in the case of disrupted networks in order to enable the usage of
functional parts of the infrastructure, even when these are disconnected from the rest of the
network.
Outside the caching mechanisms, the caching functionality of ICN itself has been com-
pared with the content delivery networks (CDNs) as a competitor since both of them were
designed to realize efficient content distribution over the network. On the other hand, the
interconnection of ICNs and CDNs have been considered [44, 126] since the CDNs have
already been vital network services.
There are still open issues in caching strategies in any-to-any group communications, es-
pecially in social content sharing, supporting producer mobility, and efficient video stream-
ing. Also, caching scheme specialized for disaster and accident management is challenging
to improve the reliability and dependability. On the other hand, CDNs can be viewed as
multi-source content delivery mechanisms since they locate multiple points of presences
(PoPs) as content repositories.
8.2.3 Prototying and experiments of real-world and large-scale tesbeds
In order to facilitate the deployment of ICN and to design and develop the key elements
(framework, protocol, tools, APIs), a research-design-prototype-experiment driven ap-
proach is required. A lot of focus should therefore be put on prototyping and performing
large scale experiments. Global testbeds such as the NDN testbed [127] and CUTEi
[128] could be made use of to perform realistic tests. However, these testbeds are not
suitable by itself to widely evaluate performance or to deploy new/early-stage experimental
functionality (e.g., a new routing protocol). Therefore, local testbeds could be used to
perform complementary experiments such as to test ICN functionality under heavy load,
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having a large number of connections, supporting different qualities of video, etc. and
to analyze ICN performance in varying network conditions, in a controlled environment.
These testbeds need to be complimented with realistic experiments in order to obtain an
understanding of ICN’s performance in large scale and/or real-world scenarios. As part of
our EU-Japan ICN2020 project [46] that I am currently leading, we are contributing to the
development and experimentation process.
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