The aim of this paper is to present the recent advances in the development of an object-oriented software system for water-quality management, and discuss the results from its application to the study of the Upper Mersey river system in the United Kingdom. The software has been extended and includes tools for the construction of flow duration and low-flow frequency curves using different methods, the sensitivity analysis and parameter estimation of the water-quality model, and the stochastic simulation of the mass balance at the discharge points of point-source effluents. The application of object-orientation has facilitated the extension of the software, and supported the integration of different models in it. The results of the case study are in general agreement with published values. They also include low flow estimates at the ungauged river sites based on actual data for the artificial sources, and water-quality simulation results, which have not been presented earlier in the literature for the Upper Mersey system.
INTRODUCTION
The application of hydroinformatics to the hydrological and water-quality modelling and management of river systems can provide efficient decision-support tools to the engineers and managers of water resources (Abbott 1999) .
Within the last decade object-oriented methods have been increasingly employed for the development of such tools, as they facilitate the integration of models, their modification and extension, and the interactive incorporation of changes related to the physical systems under study and their management schemes (Fedra & Jamieson 1996; Reitsma & Carron 1997) .
A research effort to deliver the above benefits has been undertaken by the authors during the development of a comprehensive object-oriented framework for the performance of low-flow analysis, the simulation of water quality, and the control of point-source pollution in river basins (Spanou 2000) . The resulting software, SMILE, provides a range of mathematical and statistical models for the above operations, includes a graphical user interface and a data management component, and communicates with the Microsoft Wordy and Excely systems for the tabular and graphical presentation of the results generated ( Figure 1 ). The analysis and design of the system are based on the object-oriented paradigm, and have been implemented with the object-oriented programming environment Smalltalk Expressy. A significant part of the object model and the analytical tools that were included in the software at an earlier stage of development have been presented elsewhere (Spanou & Chen 1998 , 2000 . During the continuation of that work the software has been extended to include additional tools for low-flow studies, and to assist in the identification of the water-quality model and the stochastic calculation of the discharge consents of the point-source effluents.
that has a past of being one of the bases for the industrial revolution and has now suffered from the environmental pollution consequences. The river catchment includes areas of diverse land use such as urban development and agricultural land. The major sources of pollution are the continuous discharges of sewage treatment works (STW) and trade effluents, and the intermittent discharges from the combined sewer overflows (CSO) and the sewerage network. These discharges, the reservoirs, and the abstractions influence significantly the river flows. The improvement of water quality in the Upper Mersey river system is of current interest to the Environment Agency, the Mersey Basin Campaign, North West Water Ltd., and other pollution control authorities. Results for several aspects of the management study have also been presented in the literature during the last decade. These include (a) lowflow estimates at major river flow stations, (b) estimates of the natural mean and low flows at ungauged river sites, (c) the chemical grading of water quality for the year 1994, and (d) proposals for short-term and long-term River Quality Objectives (RQOs) which have been expressed in terms of the River Ecosystem (RE) classification scheme (Bullock et al. 1989; Gustard et al. 1992 The literature survey revealed that there were no estimates of the residual low flows at the ungauged river sites since the presentation of the residual flow diagrams for the four main rivers of the system from the North West Water Authority (1978) . In addition, it suggests that there is a need for the simulation of river water quality and the detailed planning of point-source pollution control in the system (e.g., through the review of the corresponding discharge consents). The above parts of the management study, as well as those for which recent results are available, have been conducted using the developed software system.
For the performance of the study, data were provided by the Environment Agency North West Region, North West Water Ltd., and the National Water Archive Data Centre of the former Institute of Hydrology (IH), which is now the Centre for Ecology and Hydrology at Wallingford (CEH Wallingford) (Marsh 1997) . Data were also retrieved from published reports, and were extracted from the Water Information System (WIS) of the IH (Tindall & Moore 1997) . The collected data were subject to quality control, and were organised into an integrated data set.
Indicative results of the case study that were obtained using the earlier version of the software have been presented in Spanou & Chen (1998 , 2000 . Improved results have been obtained thereafter for several aspects of the case study, using the added functionality of the software, as well as data that were recently provided and that were estimated in the past based on default values or other literature sources. This paper summarises the mathematical analysis employed in the software and the object-oriented analysis that was followed for its development, describes in more detail the recently added methods and the extension of the object model, and presents thoroughly the software application to the case study. 
METHODS
The mathematical model employed consists of five components: (i) the flow analysis at gauged river sites,
(ii) the estimation of flows at ungauged river sites, (iii) the modelling of river water quality, (iv) the assessment of water quality of the point-source effluents and receiving rivers, and (iv) the management of water quality in the river basin. Each component allows the performance of several tasks, as shown in the flowchart in Figure 2 , and also integrates alternative methods for each task.
Flow analysis at gauged river sites
This component comprises methods for the calculation of the mean daily flow, the low-flow frequency analysis, and the flow duration analysis at a river flow station. The input to all methods is the record of daily flow data at the station.
The mean daily flow is calculated considering the whole period of record or a user-defined part of it.
Annual, seasonal or daily low-flow frequency curves of user-specified duration are derived applying parametric and non-parametric methods. The theoretical curves are prepared by fitting the three-parameter, asymptotic type III extreme-value probability distribution of smallest values EX III,s (e,u,k) to the data (Spanou & Chen 2000) . where i is the rank number of a flow datum and n the total number of data.
Both the theoretical and sample-based curves are optionally plotted on linear graph paper. The latter are also plotted on probability paper of the Weibull distribution with parameters e = 0 and k = 4.0; if the low flows follow the corresponding distribution, then these curves are approximately straight lines (Gustard et al. 1992; Johnson et al. 1994) . The low flows with a specific return period (typically 2, 10 or 20 years) are finally estimated.
Annual or seasonal flow duration curves of userspecified duration are prepared applying non-parametric methods. They are derived through the estimation initially of the percentage frequency distribution, and subsequently of the percentage exceedence cumulative frequency distribution, using linear or logarithmic flow intervals within a user-defined range of flows. Alternatively, they are based on the estimation of the quantile values of the flow data.
The resulting sample-based curves are plotted on linear or lognormal probability paper (Institute of Hydrology 1980).
The flows exceeded for a specific percentage of time (e.g., 95%) are then estimated.
Flow estimation at ungauged river sites
The applied methods allow the estimation of mean or low flows at the ungauged river sites of natural and artificially influenced catchments, and the subsequent estimation of travel times in the river systems. The results are presented in detail in the output of the methods. Plots of the flow and travel time variation along a user-specified river are also provided.
More specifically, the river flows for natural catchments are derived applying a linear, drainage area-flow relationship. The proportionality constant (called the catchment contribution coefficient) is calculated from the data of a single downstream flow station or from a regional analysis among all stations; this value is then accepted or edited by the user (Spanou & Chen 2000) .
For artificially influenced catchments, the river flows are estimated through the construction of residual flow diagrams. Their natural component is calculated as above, considering however the naturalised flows at the river flow stations. Their artificial component is derived using the licensed or actual flows of the surface-water abstractions, the STW and trade effluents, and the compensation reservoirs (Spanou & Chen 2000) .
It is noted that the software system allows the user to select one or more data types to be used in the estimation of flows for each artificial source. The flows of the STW effluents, for example, can be set based on the design DWF, the discharge-consent flowrates, the actual DWF, and/or the actual flows to full treatment. When there are no data of a selected type for the time period under study, the user is informed about the methods that can be applied for their estimation, and about the data availability for other time periods. He can then specify interactively either the values of the parameters that are required for the calculations or the actual flow or volume estimates. For example, if the actual volume of water that is abstracted from a specific river location is not known for the year of study, it can be set equal to the volume of the previous or following year. Alternatively it can be calculated through the annual licensed abstraction volume and the userdefined value of the uptake factor (i.e., the ratio of the actual to the licensed volume). The software provides further suggestions and default values: for example, when an abstraction licence has been granted for cooling purposes and a trade-effluent discharge consent is not associated with it, the user is advised to apply a return factor (of 0.95) to quantify the volume of water returned to the river (Bullock et al. 1994) .
The estimated flows at the river sites are used in velocity-flow relationships of power type to provide the cross-sectional velocities at the sites. The coefficients of the relationships are entered by the user or derived from a regression analysis of the corresponding measurements at a downstream river flow station. The travel time at a reach between two successive river sites is then estimated from the length of the reach and the velocity at the upstream site.
Modelling of river water quality
This component allows the simulation of water quality in a river system, the assessment of performance of the applied model, and the identification of the model through the sensitivity analysis and calibration.
The simulation of river water quality is performed for a specific year or a shorter time period, applying a deterministic, steady-state, node-reach model of dissolved oxygen deficit DOD, carbonaceous biochemical oxygen demand CBOD, total ammonia (NH 3 ) tot , and un-ionised ammonia (NH 3 ) u . The river system is described through a network of head and junction nodes, waste-discharge points, surface-water abstraction points, compensation reservoirs, reaches that connect the above sites, and as well as through the calculation of the sum of squares of residuals (res i ) S, the chi-squared statistics c 2 , and the efficiency factor E. When more than one variable is considered, S is defined as the weighted sum of squares of residuals . The analysis output includes detailed results for all state variables studied, and graphs with the variation of S Var j, p i along the nodes of the selected reaches.
The model parameters are finally calibrated combining the subjective assessment of the model performance, and the application of the equal-interval search and Levenberg-Marquardt optimisation methods (Fletcher 1980; Press et al. 1986) . The objective of the optimisation can be the minimisation of S or c 2 , or the maximisation of the E value. During a 'calibration run', the software user has to select the state variables of the model, the calibration parameters, and the data points (i.e., the waterquality sampling points) that will be considered in the formulation of the objective function. He can also specify the values of the calibration parameters for one or more river reaches or edit the values that were entered for them in previous 'runs'. The optimisation is then confined to the river reaches where the selected sampling points are, and to the upstream ones up to the head nodes of the river system, with the exception of those reaches for which optimum parameter values have been defined by the user.
In that way the calibration can be performed for different river parts and eventually for the whole river system, having reach-dependent parameter values. Alternatively, it can be performed directly for the whole system considering uniform values for all reaches. In both cases, the user also specifies the values of the parameters that control the optimisation (e.g., the l of the first iteration or the number of successive successful iterations, which are required by the Levenberg-Marquardt method). The output from the above procedure includes optionally detailed results for each iteration, and summary tables with the variation of the calibration parameters and the objective function throughout the optimisation.
Assessment of river and point-source effluent water quality
The monitored water quality at the sampling points of the river system and the point-source effluents is assessed considering relevant classification schemes and standards.
More specifically, the river water quality is classified according to the River Ecosystem scheme. The compliance with objectives, which are expressed as RE classes or absolute in-stream standards, is also evaluated. The compliance of the point-source effluents with the percentile and/or absolute limits that are specified in their discharge consents is finally assessed (National River Authority 1994a, b). The above methods are described in more detail in Spanou & Chen (1998 , 2000 .
Management of river water quality
The available methods include the formulation of an optimisation scheme for the improvement of river water quality, the stochastic calculation of concentration limits for the point-source effluents, and the stochastic estimation of river water quality downstream of the effluent discharges.
The optimisation procedure is applied when absolute in-stream standards have to be met. It uses the simulation model of river water quality and a heuristic algorithm that combines the waste-load relocation and the upgrade of the effluent-treatment facilities (Spanou & Chen 2000) .
When percentile standards of effluent or river water quality are considered, the mass balance equation at the discharge points of the effluents is used in Monte Carlo simulations (Warn & Brew 1980) . The mass balance equation has the form:
where Q w and C w are the flow and concentration of the effluent, Q r,us and C r,us are the river flow and concentration upstream of the discharge, and Q r,ds and C r,ds are the corresponding features of the river downstream of the discharge.
Equation (6) is used to assess the impact of the discharges on the RQOs for the river systems, by estimating the C r,ds that results from the current or from a suggested consent C w . Inversely, it is used to calculate the dischargeconsent conditions which are required for the achievement of the current or proposed RQOs, by estimating the C w that allows a target C r,ds to be met (National Rivers Authority 1995).
During the Monte Carlo simulations, the software user specifies whether the functionally independent variables will be treated as statistically independent or statistically correlated variables. In the first case he selects for each variable a univariate distribution, which can be the uniform, normal or lognormal one, while in the second case he assigns to the vector of all variables the multivariate normal or lognormal distribution (Johnson & Kotz 1972; Johnson et al. 1994) . The user may further enter the parameters of the distributions or specify the methods for their estimation. The parameters of the univariate distributions can be derived from the mean and the variance, the mean and a percentile value, or the coefficient of variation and a percentile value of the corresponding random variable. Furthermore, the above statistics can be calculated using different types of data for the variable.
For example, the mean and variance of the C w can be entered by the user or estimated based on actual data, effluent limits, or typical values for the specific type of effluent treatment. Finally, the user enters the values of the parameters which are required by the random variate generators or control the Monte Carlo procedure, such as the seed number for the uniform variate generator or the number of realisations that will be performed (Fishman 1996) . The analysis output includes optionally the values of the variates for each realisation, user-specified statistics for the derived distribution of the functionally dependent variable, and graphs with the histograms for all variables.
Object-oriented approach
The software system that allows the performance of the above tasks has been developed using the object-oriented methodology throughout its analysis, design, and implementation. For the first two stages the Coad/Yourdon/ Nicola (C/Y/N) and several other methods were considered (Graham 1994; Hutt 1994; Coad et al. 1995 , Pree 1995 . The derived object model was implemented in the Smalltalk Expressy programming environment.
The present model includes a large number of objects that are grouped into distinct subjects. All objects know how to perform certain functions, using their attributes, and collaborating with other associated or composite objects. The Watershed subject is responsible for the representation of the river basin, and includes objects such as the RiverNode or WastewaterTreatmentPlant. Similar objects have been used in other models presented in the literature: however, there are differences in their names or structure (Behrens & Loucks 1993; Fedra & Jamieson 1996 ).
An additional subject integrates objects that describe the mathematical and statistical tools required in the calculations, such as the ProbabilityDistribution or the MonteCarloMethod.
Five more subjects describe the components of the employed mathematical model that was discussed earlier.
The methods of flow and water-quality analysis, and the objects with other 'method', and/or 'river-basin' objects. It is noted that controller objects have been similarly used by Shane et al. (1996) during the development of PRYSM, a software package for the planning of optimal hydro-energy production from reservoirs in river basins.
Finally, five subjects have been defined to handle: The present analysis allows the integration of many mathematical or statistical models that perform different tasks. The application of object-orientation for the integration of models has been similarly followed during the development of WaterWare, a comprehensive information and decision-support system for integrated river-basin management (Fedra & Jamieson 1996) . However, in that case the attributes of the river-basin objects are provided as input data or are updated by the output of models, which are external software systems and not objects themselves.
A detailed description of the analysis can be found elsewhere (Spanou 2000) . The object model that corresponds to the earlier version of the software has been also summarised in Spanou & Chen (2000) . Object (a) has been presented in Spanou & Chen (2000) . point that will achieve this purpose. The objectiveFunction has been defined as a distinct object. It knows its formulationBlock, the firstDerivativeBlock, and the secondDerivativeBlock, and can implement these blocks (i.e., the pieces of code) in order to calculate respectively its value, and the elements of its gradientVector and hessian Matrix using the current values of the associated optimisationVariables.
From the above it can be realised that the operations required for the calibration of the model are distributed to many cohesive objects and this facilitates the reuse and extension of each object. In addition, it shows the significance of the well-defined interfaces of the objects. For example, the model of the ModelCalibrationController is specified through the attribute simulationModelController. So it is not restricted to be a RiverWaterQualitySimulation object but it can be any other object that describes a model (such as a RiverFlowSimulation). It is noted that the model calibration is also performed in AQUASIM, an object-oriented software system that provides enhanced flexibility in the formulation and assessment of alternative water-quality models. However, in that system it is handled by a single, overloaded object, and can be performed by applying only the weighted least squares technique (Reichert 1995) .
RESULTS AND DISCUSSION
Benefits from the application of object-orientation
The application of the object-oriented method is advisable for the development of complex and user-friendly software The ExcelSI object can also handle the interaction between the software and different versions of the Excely application.
The Upper Mersey river system
The Upper Mersey river system that was studied with the 
14-31
Brunwood Hull Br.
Stockport STW

R. Mersey
Cringle Br. 
15-11
Stretford
R. Tame
Hull Br.
12-18
Diggle Br.
12-48
Chew Br.
12-73
Carr Br.
Acre Br. The points of the curve have been plotted on Weibull probability paper with e=0 and k=4. 1970-1996 (1971-1975, 1978-1979) 1975-1996 (1994-1995) and data are usually lacking for one or more influences (Bullock et al. 1994) . Due to the above, the data availability and the assumptions that were made in the study of the Upper Mersey system will be presented in detail.
12-30
The flowrates of the STW effluents were set based on (i) the design and (ii) the actual DWF. The rates of the surface-water abstractions were calculated using (i) the licensed and (ii) the actual annual volumes of abstraction.
In both cases the flowrates of the trade effluents and the reservoirs were calculated based on the annual discharge- ideally it should be derived using data of a drier year, e.g., of 1996 (Marsh & Sanderson 1997) .
During the application of the first approach (i), a return factor of 0.95 was used for 7 abstractions that have been licensed for cooling purposes. The effluent volume of Firth Rixson Ltd. was not available, and was assumed to be equal to 105% of the annual licensed volume of the associated 10-25 abstraction.
In the second case (ii), the volumes of 20 of the 58 abstractions were unknown for the year 1994, and were estimated based on data of subsequent years. The resulting volumes were a small percentage (less than 4%) of the total volumes abstracted from the Etherow, Tame, and upper-Mersey river systems. This percentage was more significant (15%) only for the Goyt system, mainly due to the volume of abstraction 9-163 from the Black Brook that was estimated using data from 1996. In addition, uptake factors were used for 5 abstractions with no actual data.
The factors were estimated based on the available actual When they were calculated using actual rather than licensed data, they were 5% and 1% smaller for the first two rivers respectively. However, they were 45% and 17%
higher for the last two rivers, because the corresponding actual abstraction volumes were around 40% of the licensed abstraction volumes.
The approach that was followed can be refined by including the groundwater abstractions in the artificial influences under consideration (Bullock et al. 1994) . However, in the Upper Mersey river system they correspond to the 10% of the total abstracted volume, so they are not expected to alter the results significantly.
The natural Q95(1) flows were then calculated using the average catchment contribution coefficient of 0.0023 m 3 /(s km 2 ), and the catchment area of each point that was extracted using the WIS system. Improved estimates can be obtained by applying the regional equations that have been developed by the IH and relate the flow with the area, slope, rainfall, and geology of the catchment (Gustard et al. 1992 ).
The residual flows were finally derived. The estimated flows had negative values for nine abstraction points, which are located on tributaries of the river systems and have a small drainage area (less than 9 km 2 ). For five of those points (the 10-25, 14-31, 12-73, 12-18, and 12-48) , negative flows were estimated in both sets (i) and (ii) It is noted that the corresponding license (9-79) has been granted for cooling, manufacturing, and boiler feeding purposes: however, a discharge consent has also been granted to the license holder, so a zero return factor was used for this abstraction in the calculations. Based on the above the license 9-79 should be reviewed, considering the reduction of the abstracted volume of water or the specification of a return factor.
Simulation of river flow and water quality
Simulations of flow and water quality along the four river systems have been undertaken for the year 1994. The artificial flows were calculated using actual data as in approach (ii) of the previous section: however, the STWeffluent rates were set based on the actual flows to full treatment rather than the DWF data. The natural flows were estimated using the catchment contribution coefficient of 0.0258 m 3 /(s km 2 ) (i.e., the average value that was derived over the four river systems based on the mean gauged flows and the artificial-flow estimates for the simulation period).
Velocity-discharge and stage-discharge equations of the form v = c 1v Q c2v and h = c 1h Q c2h were developed for the flow stations of the four main rivers, applying a regression analysis to monthly data for the year 1994 that were provided by the Environment Agency. The derived equations were used to provide velocity and stage estimates for all ungauged sites of interest on the corresponding river systems (Table 3 ). The travel times along the river reaches were subsequently estimated. The cumulative An upper limit (ul) was used for the collection of Q data in 1994. Any flows exceeding that limit, as well as the corresponding v and h measurements were excluded from the regression analysis. The applied water-quality model does not describe the variation of temperature and pH along a river system.
Hence these water-quality parameters were assumed to be the same for all river reaches, and were estimated by averaging the available data over all sampling points for the year 1994 (e.g., for the Etherow system they were found equal to 10.57°C and 7.273 respectively). The (Brown & Barnwell 1987) . The values of the first two factors are also the same as those used in the QUASAR model .
The model was initially calibrated assuming uniform parameter values and including in the objective function all the state variables and parameters that were described above. Reach-dependent parameters and 'sequential' calibration were subsequently considered . The CBOD increases even more at site 050 after node E, although there is no additional waste discharge.
It then decreases at site 070 to a value lower than that of site 020, although the river receives the high load of the Glossop STW effluent at node E1. To match the was applied to the reaches between nodes E and 10-7. If a high C d was also used for the 'E E1' reach (to match the CBOD at point 050), then the required k BODrem, 20 would exceed the values reported in the literature. The measured (NH 3 ) tot increases similarly at site 050, and even more at site 070 after the Glossop STW discharge.
The model cannot predict the value of (NH 3 ) tot at site 050: however, it approaches the value at site 070 using an increased (NH 3 ) tot C d (4.5 mg/l) for the 'E E1' reach.
The CBOD decreases further at site 080 although a small load is discharged from the Charlesworth and Low were used for the reaches between nodes E and D. Overall, the model predicts well the DOD at the nine sites along the Etherow River and its tributaries, the CBOD and (NH 3 ) tot at seven of those sites, and the (NH 3 ) u at six of them. The E value is small for the CBOD due to the residual at the 050 site: however, it is higher than 0.99 for the DOD and (NH 3 ) tot .
The calibrated model was not validated mainly due to the absence of flow data for the point-source effluents in another year. Apart from these data, information is needed about the weirs of the river system to describe their impact on the DO variation. The applied water-quality model can be further developed to run in a stochastic framework, and include additional constituents and processes. It can also interact with more complex models of diffuse pollution.
Advanced methods of sensitivity analysis and parameter estimation can be similarly applied (Young 1993) .
Assessment of water quality
The monitored water quality along the four river systems was classified for the year 1994 using the RE scheme and the monthly measurements of DO, BOD[ATU], (NH 3 ) tot , (NH 3 ) u , and pH that were provided by the Environment Agency (Spanou & Chen 1998 , 2000 
Management of river water quality
Monte Carlo simulations of the mass balance were performed for the discharge points of the STW and trade effluents, considering the BOD and (NH 3 ) tot constituents which, as was noted above, determine the RE class at most river sites.
In all simulations, the functionally independent variables were assumed to follow the multivariate lognormal distribution, the correlation coefficient between the upstream river flow Q r,us and the discharge flow Q w was set equal to 0.6, and the distribution of the functionally dependent variable was considered to be defined after 500
shots. The above are in agreement with the assumptions adopted by the Environment Agency during routine discharge-consent calculations (National Rivers Authority
1995).
In addition, the Q r,us variable was described through the mean and the 5 percentile flow upstream of each discharge point. The 5 percentile flow was set equal to the residual Q95(1) flow, and was calculated using the coefficient of 0.0023 m 3 /(s km 2 ) and licensed data of the artificial sources. The residual mean flow was calculated using the coefficient of 0.02301 m 3 /(s km 2 ), and assuming that the artificially influenced flow is the same for both mean and low-flow conditions.
The Q w distribution was described by the mean and standard deviation. Due to the absence of detailed Q w data, it was assumed that the mean flow is 25% higher than the design DWF, and the standard deviation is equal to 1/3 of the mean flow.
The remaining variables were described in different ways, depending on our knowledge about the effluent and river water quality. The procedure that was followed and the results obtained will be presented in more detail for the discharge points of 7 STW effluents with monitored upstream river water quality.
Initially, the C r,us and C w for these points were Further research is required in order to check the validity of the adopted assumptions for the specific catchment, and perform the calculations with a stochastic catchment model.
CONCLUSIONS
An object-oriented framework for the management of river water quality has been extended to provide tools for RQOs to be met.
The object-oriented approach that has been followed for the development of the software has facilitated its extension, and supported the integration of several methods/models for each one of the tasks of the study. It also resulted in a user-friendly environment that applies efficient data management. Finally, it enhances the potential of reusing the object model and the code within a software system for integrated river-basin management.
Future directions of work include the linking of the framework with external databases and GIS, the application of advanced methods of model identification, and the stochastic, dynamic simulation of river water quality. 
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