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Variational hybrid quantum-classical algorithms (VHQCAs) have the potential to be useful in
the era of near-term quantum computing. However, recently there has been concern regarding the
number of measurements needed for convergence of VHQCAs. Here, we address this concern by
investigating the classical optimizer in VHQCAs. We introduce a novel optimizer called individual
Coupled Adaptive Number of Shots (iCANS). This adaptive optimizer frugally selects the number of
measurements (i.e., number of shots) both for a given iteration and for a given partial derivative in a
stochastic gradient descent. We numerically simulate the performance of iCANS for the variational
quantum eigensolver and for variational quantum compiling, with and without noise. In all cases, and
especially in the noisy case, iCANS tends to out-perform state-of-the-art optimizers for VHQCAs.
We therefore believe this adaptive optimizer will be useful for realistic VHQCA implementations,
where the number of measurements is limited.
I. INTRODUCTION
There are various strategies to make use of noisy
intermediate-scale quantum (NISQ) computers [1]. One
particularly promising strategy is to push most of the
algorithmic complexity onto a classical computer while
running only a small portion of the computation on the
NISQ device. This is the idea behind variational hy-
brid quantum-classical algorithms (VHQCAs) [2]. VHQ-
CAs employ a quantum computer to efficiently estimate a
cost function that depends on the parameters of a quan-
tum gate sequence, and then leverage a classical opti-
mizer to minimize this cost. VHQCAs intend to achieve
a quantum advantage with NISQ computers by finding
short-depth quantum circuits that at least approximately
solve some problem. VHQCAs have been proposed for
many applications including ground-state preparation,
optimization, data compression, simulation, compiling,
factoring, diagonalization, and others [3–20].
A concern about VHQCAs is that they might require
prohibitively many quantum measurements (shots) in or-
der to achieve convergence of the cost function [21], es-
pecially for applications like quantum chemistry that re-
quire chemical accuracy [22, 23]. In response to this con-
cern, there has been an recent explosion of papers looking
to improve the measurement frugality of VHQCAs by si-
multaneously measuring commuting subsets of the Pauli
operators needed for the cost function [24–30].
Here, we approach the problem from a different direc-
tion by aiming to improve the classical optimizer. There
have been several recent efforts to improve optimizers for
VHQCAs [31–35]. Our approach is different from these
works in that the optimizer we propose is specifically con-
structed to achieve measurement frugality. In particular,
we develop an adaptive optimizer that is adaptive in two
senses: it frugally adjusts the number of shots for a given
iteration and for a given partial derivative.
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Our method is inspired by the classical machine
learning algorithm named Coupled Adaptive Batch Size
(CABS) [36]. For pedagogical reasons, we first directly
adapt the CABS algorithm to VHQCA applications and
call the resulting algorithm Coupled Adaptive Number
of Shots (CANS). In order to achieve greater measure-
ment frugality, we go beyond direct adaptation and mod-
ify the optimizer to account for differences in the num-
ber of shots needed to estimate individual components
of the gradient. We call this method individual-CANS
(iCANS).
While iCANS is conceptually simple, it nevertheless
performs very well. Using IBM’s simulator [37], we imple-
ment iCANS and other state-of-the-art optimizers such
as Adam [38], SPSA [39], and sequential gate optimiza-
tion [33, 34] for both the variational quantum eigen-
solver [3] and variational quantum compiling [14–17]. We
find that iCANS on average performs the best. This is
especially true for our implementations in the presence
of noise, i.e., with IBM’s simulator of their NISQ device.
This is encouraging since VHQCAs must be able to run
in the presence of noise to be practically useful.
Ultimately, one can take a multi-pronged approach to
reducing measurements in VHQCAs, e.g., by combining
our measurement-frugal classical optimizer with the re-
cent advances on Pauli operator sets in Refs. [24–30].
However, one can apply our optimizer to VHQCAs that
do not involve the measurement of Pauli operator sets
(e.g., the VHQCAs in [7–9]). In this sense, our work is
relevant to all VHQCAs.
In what follows, we first give a detailed review of vari-
ous optimizers used in the classical machine learning and
quantum circuit learning literature. We remark that this
lengthy review aims to assist readers who may not have
a background in classical optimization, as this article is
intended for a quantum-computing audience. (Experi-
enced readers can skip to Section III.) We then present
our adaptive optimizer, followed by the results of our nu-
merical implementations.
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2II. BACKGROUND
A. Gradient Descent
One standard approach to minimization problems is
gradient descent, where the optimizer iteratively steps
along the direction in parameter space that is locally
“downhill” (i.e., decreasing) for some function f(θ).
Mathematically, we can phrase the step at the t-th it-
eration as
θ(t+1) = θ(t) − α∇f(θ(t)), (1)
where α is called the learning rate. If one takes a large
learning rate, one cannot be sure that one will not go
too far and possibly end up at a higher point. For a
small learning rate one is more guaranteed to keep mak-
ing incremental progress (assuming the change in slope is
bounded), but it will take much longer to get to a mini-
mum. Knowing an upper bound on the slope is therefore
very helpful in determining the appropriate learning rate.
To formalize this discussion, we review the notion of
Lipschitz continuous gradients. The gradient of a func-
tion f is Lipschitz continuous if there exists some L
(called the Lipschitz constant) such that
‖∇f(θ(t+1) −∇f(θ(t))‖ 6 L‖θ(t+1) − θ(t)‖, (2)
for all θ(t+1) and θ(t). (We note that in our notation
the ‖ · ‖ without a subscript denotes the `2 or Euclidean
norm.) When this holds, we can see that the fractional
change in the gradient over the course of one step is
bounded by αL, meaning that for sufficiently small α we
can be sure that we are following the gradient. In fact,
the convergence of the basic gradient descent method is
guaranteed for deterministic gradient evaluations so long
as α < 2/L [36]. In machine learning contexts L is usu-
ally unknown, but for VHQCAs it is often possible to
determine a good bound. We discuss this alongside an
analytic formula for estimating gradients for VHQCAs in
the next subsection.
B. Gradient Estimation
Working with the exact gradient is often difficult for
two reasons. First the gradient can depend on quanti-
ties that are expensive to estimate with high precision.
Second, it might be that no analytic form for the gradi-
ent formula is accessible, and hence the gradient must be
approximated by finite differences. In the following we
discuss the two scenarios in more detail.
1. Analytic gradients
If one has sufficient knowledge of the structure of the
optimization problem under consideration, it might be
possible to find analytic expressions for the gradient of
the function. In deep learning this is what is provided
via the backpropagation algorithm, which allows one to
take analytic derivatives with respect to all parameters
[40]. However these formulas are usually expressed as an
average over the full sample one has available in a learn-
ing task. To decrease the cost of evaluating the gradient
often only a subset of the full sample, a so-called mini-
batch, is used to get an unbiased estimate of the gradient
[40]. This introduces a trade-off between the cost of the
gradient estimation and its achieved precision.
In VHQCAs there exist similar scenarios where it is
possible to analytically compute the gradients [41–43].
For example if the parameters describe rotation angles
of single-qubit rotations and the cost function is the ex-
pectation value of some operator A, f = 〈A〉, partial
derivatives can be computed as
∂θif(θ) =
f(θ + pi2 eˆi)− f(θ − pi2 eˆi)
2
, (3)
i.e., the partial derivative is determined by the value of
the cost function if one changes the i-th component by
±pi/2. However, the value of the cost function can only be
estimated from a finite number of measurements, and this
number of measurements as well as the noise level of the
computation itself determine the precision of the gradient
estimates. Therefore it is important to understand how
to choose the number of shots, and keep in mind that for
VHQCAs the gradient estimate is always noisy to some
extent, even though it is referred to as analytical.
An immediate extension of this is that (3) can be used
recursively to define higher derivatives. This result then
allows one to determine a usefully small upper bound
on L in (2). In particular, we note for operators with
bounded eigenspectra, the largest magnitude of a deriva-
tive of any order we can find with (3) is precisely half the
difference between the largest and smallest eigenvalues
λmax and λmin, respectively. Thus,
L 6 λmax − λmin
2
. (4)
For the common case where the eigenspectrum is un-
known but we know how to decompose A into a weighted
sum over tensor products of Pauli matrices, A =∑
i aiσi, we can bound the highest and lowest eigenval-
ues in turn by
∑
i |ai| and −
∑
i |ai|, respectively, which
gives
L 6
∑
i
|ai|. (5)
By setting equality in (5) (or (4) when we have more in-
formation), we therefore find a useful Lipschitz constant.
2. Finite Differencing
If one does not have access to analytical gradients, one
way to approximate the partial derivatives is by taking a
3finite δ step in parameter space
∂θif(θ) ≈
f(θ + δeˆi)− f(θ − δeˆi)
2δ
. (6)
Again, as in the analytical case, the function values need
to be estimated by a finite number of shots introduc-
ing statistical noise. However, as opposed to the analytic
case, the estimate (6) is systematically wrong, with an er-
ror that scales with δ2. Therefore, one might want to de-
crease the parameter δ during an optimization procedure
using such a gradient estimate. Intuitively this makes
the optimization harder, and was recently discussed in
the context of VHQCAs [44].
C. Noisy Gradient Descent
For the case where one has noise in one’s measurement
of the gradient, the analysis of a gradient descent pro-
cedure becomes more complicated as the best one can
achieve are statements about the behavior that can be
expected on average. However, so long as one’s esti-
mates are unbiased (i.e., repeated estimates average to
the true gradient) one should still end up near a mini-
mum. This idea is at the heart of all stochastic gradient
descent methods which we discuss now.
1. Stochastic/Mini-Batch Gradient Descent
In cases such as VHQCAs (as well as some machine
learning applications), we cannot access the gradients di-
rectly and therefore need to estimate the the gradients by
sampling from some distribution. A standard approach
to this case is to choose some number of samples that
are needed to achieve a desired precision. This method
is known as either stochastic or mini-batch gradient de-
scent. (A mini-batch here refers to a collection of sam-
ples, usually much smaller than the total population.)
The number of samples as well as the learning rate are
usually set heuristically, in order to balance competing
interests of efficiency and precision. First, when collect-
ing samples is computationally expensive, it can some-
times be more efficient to take less accurate gradient es-
timates in order to converge faster, though doing so can
be detrimental if it means that one ends up needing to
perform an inordinate number iterations [45]. Second, it
does not make sense to attempt to achieve a precision
greater than intrinsic accuracy of the distribution from
which one samples. If there is some error expected in the
representation of the distribution one samples the gra-
dients from, there is therefore an upper bound on the
number of samples that it is sensible to take based on
that accuracy [45]. For the case of VHQCAs, this often
means that the upper limit on the number of samples,
smax depends on the (usually unknown) bias bnoise intro-
duced to the gradient measurements by the noise of the
physical quantum device:
smax ' Var(f(θ))
b2noise(θ))
. (7)
Since for VHQCAs this bias is a function of the unknown,
time varying device noise for the specific gate sequence,
often the best one can do is to make a rough estimate
about its order of magnitude and use that in the denom-
inator.
Typically, the number of samples as well as the learning
rate are heuristically adjusted based on the structure of
the cost landscape as well as the error level. When little
information is known about the optimization problem,
the minimization process is optimized either by manual
trial and error until an acceptable choice is found or using
a hyper-parameter optimization strategy [46].
For a stochastic gradient approach to converge quickly,
it is often helpful to decrease the error in the optimiza-
tion steps during the run of the optimization. This can
be done by either decreasing the learning rate α, or min-
imizing the noise in the gradient estimates. The follow-
ing two subsections introduce two methods from machine
learning that respectively take these two strategies.
2. Adam
Adam is a variant of stochastic gradient in which the
step that is taken along each search direction is adapted
based on the first and second moment of the gradient [38].
To do this, one takes an exponential decaying average of
the first and second moment (mt and vt, respectively) for
each component of the gradient individually
mt = β1mt−1 + (1− β1)gt (8)
vt = β2vt−1 + (1− β2)g2t , (9)
where the square is understood element-wise, gt is the
gradient estimate at step t, and β1, β2 are the constants
that determine how slowly the variables are updated.
The parameters are then updated with the following rule:
θ(t+1) = θ(t) − α mˆt√
vˆt + 
, (10)
where mˆt (vˆt) is an initialization-bias-corrected version
of mt (vt), and  is a small constant to ensure stability
[38]. One particular feature of Adam is that the adap-
tation happens individually for each component of the
gradient. We also briefly mention that there is a recent
modification to Adam that looks promising, called Recti-
fied Adam (RAdam) [47]. RAdam essentially selectively
turns on the adaptive learning rate once the variance in
the estimated gradient becomes small enough.
While Adam has made a large impact in deep learning,
to our knowledge it has not been widely considered in the
context of VHQCAs.
43. CABS
Balles et al. analyzed the problem of choosing the sam-
ple size in the context of optimizing neural networks by
stochastic gradient descent [36]. Their approach is to find
the number of samples s that maximizes the expected
gain per sample at each iteration.
In the following we denote the i-th component of the
estimated gradient by gi, the empirical variance of the
estimate gi by Si, the actual gradient by ∇f , and the ac-
tual covariance matrix (in the limit of infinite samples or
shots) of the gradient estimation by Σ. Balles et al. in-
troduce a lower bound G on the gain (improvement in
the cost function) per iteration. Accounting for the fi-
nite sampling error, they find that the average value of
G is [36]
E [G] =
(
α− Lα
2
2
)
‖∇f‖2 − Lα
2
2s
Tr(Σ). (11)
As an immediate consequence, they then find that the
expected gain at any step has a positive lower bound if
α 6 2‖∇f‖
2
L (‖∇f‖2 + Tr(Σ)/s) . (12)
By taking a small but fixed α, Balles et al. then max-
imize the lower bound on the expected gain per sample
by taking
s =
2Lα
2− Lα
Tr(Σ)
‖∇f‖2 (13)
samples [36]. Unfortunately, this formula depends on
quantities Σ and ∇f that are not accessible. There-
fore in CABS, Σ is replaced by an estimator Σˆ and,
specializing to the case where the minimum value of f
is known to be zero, ‖∇f‖2 is replaced by f/α as the
gradient estimator is biased. Since the Lipschitz con-
stant is also often unknown in the machine learning prob-
lems they were considering, they also drop the factor of
2Lα/(2− Lα) [36]. CABS then proceeds as a stochastic
gradient descent with a fixed learning rate and a number
of samples that is selected at each iteration based on (13)
with the quantities measured at the previous point, mak-
ing the assumption that the new point will be similar to
the old point.
As discussed in the next section, our adaptive opti-
mizer for VHQCAs is built upon the ideas behind CABS
(particularly (13)), although our approach differs some-
what.
D. SPSA Algorithm
The simultaneous perturbation stochastic approxima-
tion (SPSA) algorithm [39] is explicitly designed for a
setting with only noisy evaluation of the cost function,
where no analytic formulas for the gradients are avail-
able. It is also a descent method, however, instead of
estimating the full gradient, a random direction is picked
and the slope in this direction is estimated. Based on
this estimate a downhill step in the sampled direction is
taken:
θ(t+1) = θ(t) − αtg(θ(t)). (14)
Here g(θ(t)) is the estimated slope in the random direc-
tion and estimated as [48]:
g(θ(t)) =
f(θ(t) + ct∆t)− f(θ(t) − ct∆t)
2ct
∆−1t , (15)
where ∆t is the random direction sampled for the t-th
step and ∆−1t simply denotes the vector with its element-
wise inverses. In order to ensure convergence the finite
difference parameter ct as well as the learning rate αt
have to be decreased over the optimization run. This is
commonly done by using a prefixed schedule [48]. In the
original formulation, the idea is usually to estimate the
cost function in (15) by a single measurement. However,
in a quantum setting it seems intuitive to take a larger
number of measurements for the estimation, as was done
in [49].
E. Sequential Subspace Search
Another approach to optimizing a multivariate cost
function is to break the problem into sub-parts which
are independently easier to handle. The generic idea is
to define a sequence of subspaces of parameter space to
consider independently. These methods then approach a
local minimum by iteratively optimizing the cost func-
tion on each subspace in the sequence. Now we dis-
cuss two instances of this approach: the famous Powell
method [50] as well as a recently proposed method spe-
cialized to VHCQAs [33, 34].
1. Powell Algorithm
The Powell algorithm [50] is a very useful gradient-
free optimizer that specializes the subspace search to the
case of sequential line searches. Specifically, starting with
some input set of search vectors V = {vi} (often the coor-
dinate basis vectors of the parameter space) this method
sequentially finds the set of displacements {ai} along each
search vector that minimizes the cost function. Next, the
method finds the vj associated with the greatest displace-
ment, aj = max(ai). This vj is then replaced with the
total displacement vector for this iteration, namely:
vj →
∑
i
aivi, (16)
and then the next iteration begins with this updated set
of search vectors. This replacement scheme accelerates
5the convergence and prevents the optimizer from being
trapped in a cyclic pattern. In practice, the displace-
ments ai are typically found using Brent’s method [51],
but in principle any gradient-free scalar optimizer could
work. (Gradient-based scalar optimizers would make
Powell’s method no longer “gradient-free.”)
2. Sequential Optimization by Function Fitting
In the special case of VHQCAs where the cost func-
tion is expressed as an expectation value of some Her-
mitian operator and the quantum circuit is expressed as
fixed two-qubit gates and variable single-qubit rotations,
it is possible to determine the functional form of the cost
function along a coordinate axis [33]. After fitting a few
parameters, it becomes possible to compute where the
analytic minimum should be in order to find the opti-
mal displacement along any given search direction. This
can be scaled up to finding the analytic minimum (ex-
act up to distortions from noise) on some subspace that
is the Cartesian product of coordinate axes, though this
is hampered by the fact that the number of parameters
that must be fit scales exponentially with the dimension
of the subspace [33]. We will refer to this algorithm as
the Sequential Optimization by Function Fitting (SOFF)
algorithm. We note that a very similar method was pub-
lished shortly after SOFF [34]. The primary difference
was the incorporation of the Anderson and Pulay con-
vergence acceleration procedures used in computational
chemistry [? ? ].
We note that, though SOFF and Powell are closely
related, due to the limitation to only searching along co-
ordinate axes, it is not possible to take arbitrary search
directions, thus SOFF is not quite a special case of Pow-
ell’s method. For VHQCA problems where it is appli-
cable, SOFF has been demonstrated to be highly com-
petitive with or better than other standard optimization
schemes like Powell’s method [33, 34].
III. ADAPTIVE SHOT NOISE OPTIMIZER
As mentioned above, the basic idea behind our ap-
proach is similar to that of CABS [36], but we imple-
ment those ideas in a different way. Specifically, by im-
plementing different estimates for the inaccessible quan-
tities in (13) that are suitable to the number of shots in a
VHQCA (rather than the batch size in a machine learn-
ing method), we arrive at a variant of CABS we name
Coupled Adaptive Number of Shots (CANS). Recogniz-
ing that a different number of shots might be optimal for
estimating each component of the gradient in VHQCAs,
we further develop this variation into individual-CANS
(iCANS), which is our main result. For pedagogical pur-
poses, we first introduce CANS and then present iCANS.
A. CANS
We now discuss our adaptation of CABS to the setting
of VHQCAs. In order to use the number of shots recom-
mended by the CABS method, we need to rewrite (13)
using only quantities that are accessible. An unbiased
estimate of Tr(Σ) is given by
∑l
i=1 Si = ‖S‖1, i.e., by
the empirical variances of the gradient components. The
naive estimate of ‖∇f‖2 is ‖g‖2, with g := (g1, ..., gl)T
the estimated gradient. This estimator is biased (see
Equation (17) of [36]), however using a bias-corrected
version is numerically unstable. With these choices, we
then define CANS as the CABS algorithm with (13) re-
placed by
s =
2Lα
2− Lα
‖S‖1
‖g‖2 . (17)
The CANS algorithm is included in Appendix A for com-
pleteness. For the remainder of the paper we will focus
on iCANS, which we introduce next.
B. iCANS
The CANS algorithm is inspired by CABS [36], which
was designed for applications in deep learning. Therein
for each data point the full gradient is evaluated, and
noise arises by considering only a minibatch of the full
sample. In VHCQAs, however, each individual partial
derivative is estimated independently on its own. This
gives us the freedom to distribute measurements over
the estimation of the partial derivatives more effectively.
This is the idea behind iCANS, which is shown in Algo-
rithm 1 and described below.
iCANS prioritizes the individual partial derivatives
rather than the gradient magnitude as in (11). For this
purpose, we define Gi as our lower bound on the gain
(i.e., the improvement in the cost function) associated
with the change in parameter θi for a given optimization
step. Furthermore, we define γi as the expected gain
per shot (i.e., the expectation value of Gi divided by the
number of shots) as follows:
γi :=
E [Gi]
si
=
1
si
[(
α− Lα
2
2
)
g2i −
Lα2
2si
Si
]
, (18)
where si is the suggested number of shots for the estima-
tion of the i-th partial derivative. Note that (18) is an
adaptation of (11) to our setting.
In analogy with the CANS approach (see (17)), we
estimate the number of shots that maximizes (18) with
si =
2Lα
2− Lα
Si
g2i
. (19)
The idea now is to update each parameter with a
gradient-descent step, where each partial derivative is
estimated with its individual optimal number of shots.
6Algorithm 1 Stochastic gradient descent with
iCANS1/2. The function iEvaluate(θ, s) eval-
uates the gradient at θ using si shots for
the i-th derivative. This function returns
the estimated gradient vector g as well as
the vector S whose components are the vari-
ances of the estimates of the partial derivatives.
Input: Learning rate α, starting point θ0, min number
of shots per estimation smin, number of shots that can be
used in total N , Lipschitz constant L, running average
constant µ, bias for gradient norm b
1: initialize: θ ← θ0, stot ← 0, s ← (smin, ..., smin)T , χ ←
(0, ..., 0)T , ξ ← (0, ..., 0)T , k ← 0
2: while stot < N do
3: g,S ← iEvaluate(θ, s)
4: stot ← stot + 2∑i si
5: ξ ← µξ + (1− µ)S
6: χ← µχ+ (1− µ)g
7: for i ∈ [1, ..., d] do
8: if iCANS1 then
9: θi ← θi − αgi
10: else if iCANS2 then
11: if α 6 χ
2
i
L(χ2i+ξi/si)
then
12: θi ← θi − αgi
13: else
14: α′ ← χ2i
L(χ2i+ξi/si)
15: θi ← θi − α′gi
16: end if
17: end if
18: si ←
⌈
2Lα
2−Lα
ξi
χ2i+bµ
k
⌉
19: γi ← 1si
[(
α− Lα2
2
)
χ2i − Lα
2
2si
ξi
]
20: end for
21: smax ← sargmaxi γi
22: s← clip(s, smin, smax)
23: k ← k + 1
24: end while
However, empirically those parameters that are close to
a local optimal value (hence have a small expected gain)
require a large number of shots, while parameters that are
far from convergence (and hence usually have a large ex-
pected gain) require a small number of shots. We there-
fore restrict our algorithm to not take more shots for any
partial derivative than a cap we will call smax. We take
smax to be the number of shots needed in order to esti-
mate the partial derivative for the parameter θimax , where
imax is the index associated with highest expected gain
per shot. In other words:
imax = arg max
i
(γi) , (20)
smax = simax , (21)
and we impose si 6 smax for all partial derivatives.
We note that the introduction of this cap on the num-
ber of shots is a heuristic choice which we find to often
be beneficial to shot frugality, but which removes the
Figure 1. The quantum circuit diagram for the ansatz we
used to construct the unitary operator U(θ). We note that
this is the same ansatz used in Ref. [33].
guarantee that γi will be maximized or even positive. In
order to preserve this frugality while retaining the guar-
antee of positive expected gains, one can also introduce
a step that verifies that the learning rate to be used is
appropriate after the measurements are taken and adapts
it if it is not. Motivated by (12), we check the following
condition for each component of the gradient:
α 6 g
2
i
L (g2i + Si/si)
. (22)
When this condition fails to hold for the i-th partial
derivative, we temporarily replace α with the right hand
side of (22) for the update along that direction. Adding
in this check results in a more conservative procedure
as it takes smaller steps when needed in order to en-
force that γi > 0, and thus restores the guarantee that
E [G] > 0. Below, we will refer to iCANS without this
learning rate check as iCANS1 and with it as iCANS2.
The distinction between iCANS1 and iCANS2 is made
in Algorithm 1 with the conditional statements on lines
8 and 10.
IV. IMPLEMENTATIONS
In order to compare the performance of iCANS1 and
iCANS2 to established methods, we consider two opti-
mization tasks: variational quantum compiling with a
fixed input state [14–17] and a variational quantum eigen-
solver (VQE) [3] for a Heisenberg spin chain.
In the iCANS implementations (see Algorithm 1) we
use exponential moving averages for the estimates of the
gradients and the variance. To ensure numerical stability,
we add a bias b to the norm of the components of the
gradient, which is then decayed exponentially. For our
experiments we set the hyperparameters as α = 0.1, µ =
0.99, and b = 10−6.
For the other algorithms we compare to, we will de-
note the number of shots per operator measurement as
s. We will denote algorithm A with s shots per opera-
tor measurement as A-s (e.g., SOFF with s = 1000 is
denoted SOFF-1000). We also note that in the figures
7Figure 2. Cumulative probability distributions of the cost function values obtained while performing the fixed input state
compilation optimization task with n=3 qubits and various optimizers after different numbers of shots. Note that the further
to the left a curve is, the better the optimizer has minimized the cost. The top row shows the results for the case of no noise
while the bottom row shows the noisy case. Each optimizer was given the same set of one hundred random seeds to allow for
a more direct comparison. Note that we do not show the optimizers with s = 1000 on the plots with N = 1000 total shots.
Figure 3. Cumulative probability distribution of the energy obtained while running a VQE procedure on a Heisenberg spin
chain with n=3 qubits and various optimizers after different numbers of shots. Note that the further to the left a curve is, the
better the optimizer has minimized the energy. The x axis shows the difference between the energy achieved by the optimizer
and the exact ground state energy. The top row shows the the optimizer results for the case of no noise while the bottom
row shows the noisy case. Each optimizer was given the same set of one hundred random seeds to allow for a more direct
comparison. Note that we do not show the optimizers with s = 1000 on the plots with N = 1000 total shots.
and tables below we show the analytical cost and ener-
gies that one could achieve with the parameters that the
optimizers output. The optimizers did have to contend
with finite statistics and, where indicated, machine noise
to find those parameters.
A. Variational Compiling with a Fixed Input State
For our first optimization task, we follow [33] and con-
sider as a benchmark the optimization of the following
cost function:
C = 1− ∣∣〈0|U(θ∗)†U(θ) |0〉∣∣2 (23)
where θ∗ is a vector of fixed, randomly selected angles
and θ is the vector of angles to be optimized over. For
8TABLE I. Noiseless Compilation Average Cost Values
# Shots 103 104 105 106 107
iCANS1 0.8339 0.2453 0.0122 0.0012 0.0002
iCANS2 0.8370 0.2458 0.0097 0.0047 0.0006
SOFF-1000 X 0.7767 0.2669 0.0048 0.0023
SOFF-100 0.7797 0.2987 0.0201 0.0174 0.0171
Adam-100 0.8814 0.8814 0.8801 0.8250 0.4548
Adam-10 0.8814 0.8801 0.8250 0.0306 0.0114
SPSA-1000 X 0.8763 0.8652 0.8122 0.6564
SPSA-100 0.8814 0.8679 0.8160 0.6610 0.2981
TABLE II. Noisy Compilation Average Cost Values
# Shots 103 104 105 106 107
iCANS1 0.8764 0.8331 0.3437 0.0673 0.0282
iCANS2 0.8608 0.8125 0.5424 0.4333 0.0500
SOFF-1000 X 0.8656 0.8252 0.7902 0.7883
SOFF-100 0.8698 0.8589 0.8437 0.8372 0.8315
Adam-100 0.8817 0.8817 0.8815 0.8765 0.8437
Adam-10 0.8814 0.8812 0.8762 0.2636 0.1060
SPSA-1000 X 0.8775 0.8764 0.8719 0.8608
SPSA-100 0.8769 0.8755 0.8708 0.8604 0.8313
TABLE III. Noiseless VQE Average Energies
# Shots 103 104 105 106 107
iCANS1 -4.2268 -4.5290 -5.7427 -5.9711 -5.9966
iCANS2 -4.0245 -4.6283 -5.9201 -5.9872 -5.9983
SOFF-1000 X -1.8999 -5.3178 -5.9802 -5.9797
SOFF-100 -1.8013 -5.1212 -5.8455 -5.8330 -5.8833
Adam-100 -0.0151 -0.0151 -0.3762 -4.6837 -5.5616
Adam-10 -0.0151 -0.3658 -4.6110 -5.9469 -5.9271
SPSA-1000 X -0.8063 -3.4978 -5.5041 -5.9574
SPSA-100 -0.0151 -2.7699 -5.4132 -5.9529 -5.9948
TABLE IV. Noisy VQE Average Energies
# Shots 103 104 105 106 107
iCANS1 -1.8798 -2.3862 -5.2142 -5.9436 -5.9914
iCANS2 -1.9218 -2.6916 -5.5267 -5.9229 -5.9861
SOFF-1000 X -1.7415 -4.8854 -5.8191 -5.9227
SOFF-100 -1.2649 -3.8564 -4.8639 -5.5079 -5.6107
Adam-100 -0.0151 -0.0151 -0.1432 -3.3485 -5.3066
Adam-10 -0.0151 -0.1380 -2.9449 -5.8343 -5.8826
SPSA-1000 X -0.3714 -1.6866 -3.7244 -5.3794
SPSA-100 -0.0151 -1.2780 -3.4964 -5.2658 -5.8326
this problem, we construct the parametrized unitary op-
erator U(θ) with the ansatz described in Fig. 1, setting
n = 3 qubits and D = 6. We then simulate the opti-
mization procedure with one hundred different random
seeds and a collection of different optimizers. The results
for both the case of a noiseless simulator and the case of
a simulator using the noise profile of IBM’s Melbourne
processor [52] are shown in Fig. 2. For the latter, we em-
phasize that this noise profile reflects the properties of
real, currently available quantum hardware. In addition,
the average costs obtained for each optimizer are listed in
Tables I and II with the best value found for each number
of shots shown in bold.
B. VQE
For our second optimization task, we follow [49] in con-
sidering the Heisenberg spin chain with wrapped bound-
ary conditions and the Hamiltonian:
H = J
∑
<ij>
(XiXj + YiYj + ZiZj) +B
∑
i
Zi, (24)
where the <> bracket denotes nearest-neighbor pairs.
For the purpose of our comparison, we fix J = 1 and
B = 3 and again consider the ansatz described in Fig. 1.
Running the comparison with n = 3 qubits in a triangle
and D = 6 for the ansatz, we simulate running VQE with
one hundred different random seeds and the same set of
optimizers as in the benchmark case above. As before,
the results for the both a noiseless and a noisy simula-
tor (also using the IBM Melbourne processor’s noise pro-
file [52]) are shown in Fig. 3. Again, the average energies
obtained for each optimizer are listed in Tables III and
IV with the best value found for each number of shots
shown in bold.
V. DISCUSSION
For the fixed-input compilation task (Fig. 2), it ap-
pears that both iCANS1 and iCANS2 performed com-
parably or better than the other optimizers considered
for any given number of shots (see Tables I and II). We
note that the SOFF algorithm also performed well in the
noiseless case, and was the best forN = 103 with s = 100.
When s = 1000, the SOFF algorithm appears to have ap-
proached a steady distribution for N = 106 and N = 107
which includes some probability of achieving essentially
zero cost, though in these cases iCANS still performed
better on average. It is worth noting that when going
from N = 106 to N = 107 the cost distribution for SOFF
did not change while iCANS continued to improve.
iCANS1 and iCANS2 stood out more strongly in the
noisy case as, other than Adam, the other optimizers
did not improve significantly as N increased. Adam was
competitive up to N = 106 but then did not continue im-
proving, showing that the iCANS methods were the most
noise resilient for this task. We emphasize that since the
circuit depth for the compilation is roughly double the
depth for the VQE case (as we have two repetitions of the
unitary structure in Fig. 1), this task was our strongest
9test of noise resilience. We also note that in both the
noisy and noiseless cases of this task, the more aggres-
sive variant, iCANS1, seems to have outperformed the
more conservative iCANS2.
Looking to the VQE case we studied (Fig. 3), we again
find both iCANS1 and iCANS2 to be comparable or bet-
ter to the other optimizers considered (see Tables III and
IV). Again, we find the SOFF algorithm in particular also
performed fairly well for the noiseless case and note that
it does not seem to have struggled in the noisy case the
way it did for the compilation example. In fact, SOFF
with s = 100 for N = 104 total shots performed the best
for both the noisy and noiseless cases (with the iCANS
algorithms in second and third) and came in between
iCANS2 and iCANS1 for N = 105 total shots for the
noiseless case. We also note that for the noiseless case
with N = 106 shots, SOFF given s = 1000 performed
slightly better than iCANS1, though iCANS2 (the more
conservative algorithm) did the best.
Taking together all of the data in Tables I – IV, the
iCANS algorithms performed the best on average. In
addition, comparing iCANS1 and iCANS2 we find that
the more aggressive iCANS1 often performed better for
the compilation task, but that for the VQE task the per-
formance of these two optimizers was comparable. We
expect that the better of the two will be highly problem
dependent, but note that iCANS2 usually seems to be a
safe choice.
We remark that while we do not report full results for
RAdam [47], we found with preliminary results that it
did not seem to provide a substantial improvement over
the simpler Adam algorithm for our use cases. The latter
was always out-performed by, e.g., iCANS1. Similarly, we
found that SOFF with the Anderson acceleration step
proposed in [34] did not noticeably improve upon the
performance of basic SOFF, and therefore the curves for
this method are not shown.
We also note that we found the SPSA results to be
highly dependent on the values chosen for the hyperpa-
rameters and have made an effort to ensure that we have
chosen good values for our comparison here. If one finely
tunes the hyperparameters, we find that SPSA does have
the potential to sometimes be competitive. For example,
for the noiseless VQE case with s = 100 and N = 107,
SPSA with the hyperparameters we chose performed al-
most as well as the iCANS optimizers.
VI. CONCLUSIONS
In order to bring about the promise of VHQCAs solv-
ing usefully large and complex problems on NISQ devices,
one needs a way to perform the requisite optimizations
efficiently. As the rate-limiting step of these optimiza-
tions will likely be the number of times one must pre-
pare and measure quantum states, it will be important
to have optimizers that are frugal in the number of times
physical measurements must be performed on a quantum
computer.
In this work we introduced two versions of a
measurement-frugal, noise-resilient optimizer tailored for
VHQCAs. Both of the strategies we propose, iCANS1
and iCANS2, address measurement frugality by dynam-
ically determining the number of measurements needed
for each partial derivative of each step in a gradient de-
scent. iCANS1 is the more aggressive version, always
taking the same learning rate, while iCANS2 is more cau-
tious and limits the learning rate for steps so that the
expected gain is always guaranteed to be positive. Our
numerical results indicate that these optimizers typically
perform comparably or better than other state-of-the-art
optimizers. The performance compares especially well in
the presence of realistic hardware noise.
One potential direction for future work is exploring the
possibility of extending our frugal adaptive approach to
non-gradient methods, such as SPSA.
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Appendix A: CANS Algorithm
For the interested reader, we present the algorithm
for CANS (Coupled Adaptive Number of Shots) in Algo-
rithm 2, which is an adaptation of the CABS algorithm
[36] to the VHQCA setting.
Algorithm 2 Stochastic gradient descent with
CANS. The function Evaluate(θ, s) evaluates
the gradient at θ using s measurements for
each component of the derivative and returns
the estimated gradient vector g as well as
the vector S with the variances of the in-
dividual estimates of the partial derivatives.
Input: Learning rate α, starting point θ0, min number
of shots per estimation smin, number of shots that can be
used in total N , Lipschitz constant L, running average
constant µ, bias for gradient norm b
1: initialize: θ ← θ0, stot ← 0, s ← smin, χ ← (0, ..., 0)T ,
ξ ← 0, k ← 0
2: while stot < N do
3: g,S ← Evaluate(θ, s)
4: stot ← stot + 2s
5: θ ← θ − αθ
6: ξ ← µξ + (1− µ)‖S‖1
7: χ← µχ+ (1− µ)g
8: s←
⌈
2Lα
2−Lα
ξ
‖χ‖2+bµk
⌉
9: s← max(s, smin)
10: k ← k + 1
11: end while
