Abstract This study deals with interoperability testing of protocol implementations. The objective is to define a method for automatic test derivation based on formal definitions. First, the notion of interoperability criteria is introduced. They formally describes the conditions that two implementations must verify in order to be considered interoperable. Then, based on the equivalence of two of the defined interoperability criteria, we propose a method to derive automatically interoperability test cases that avoids the state-space explosion problem.
Introduction
In the domain of network, specifications are written by standardization organisms in order to describe which protocol must provide which service(s). Then, protocol implementations are developed by different manufacturers based on these specifications. Thus, implementations must be tested to ensure that they will work correctly in an operational environment.
Different kinds of tests exist. Among these tests, conformance and interoperability testing considers the behaviour of these implementations at their interfaces. The aim of conformance tests is to verify that a single implementation behaves as described in its specification. Interoperability testing has A. Desmoulin (B) · C. Viho IRISA/Université de Rennes 1, Campus de Beaulieu, 35042 Rennes Cedex, France e-mail: adesmoul@irisa.fr; alexandra.desmoulin@univ-lr.fr C. Viho e-mail: viho@irisa.fr multiple purposes: the implementations must communicate correctly, must behave during their interaction as described in their specifications and must provide the expected services.
Conformance testing has been formalized [1] with testing architectures and conformance relations (as in [2] ), leading to automatic test generation methods and tools (see e.g. [3, 4] ). This is not the case for interoperability testing. Only few attempts of formal definitions [5, 6] or methods [7] [8] [9] in interoperability context exist. But there is no precise characterization of interoperability for the moment, and consequently no method based on formal definitions.
In this paper, we give interoperability formal definitions called interoperability criteria that give conditions to be verified by implementations to be considered interoperable. Based on these criteria, we describe a method to generate automatically interoperability test cases which avoids the well-known state-space explosion problem. This paper is structured as follows. First, Sect. 2 describes notions used in the paper including interoperability testing architectures and formal models. Interoperability criteria are defined in Sect. 3. Then, Sect. 4 focus on the method for interoperability test generation defined based on the interoperability criteria. An example illustrates this method in Sect. 5. Conclusion and future work are in Sect. 6.
Preliminaries

Motivation
Interoperability testing is a kind of test used to verify the behaviour of protocol implementations. As in conformance testing, an implementation is seen as a black-box. It means that its behaviours is only known by the events observed at its interfaces with others systems. Interoperability testing has two goals. It verifies that different implementations can communicate correctly, and that they provide the services described in their respective specification while communicating.
Contrary to conformance testing which is precisely characterized with testing architectures, formal definitions [1, 2] and tools for generating automatically tests [3, 4] , interoperability is not formally defined. Indeed, the notion of interoperability is not precisely defined: different definitions of interoperability may be used by different testers. Moreover, interoperability test cases are written "by hand" and this is an error-prone task. All this lead to non-interoperability of implementations in practice.
In this paper, our objectives are both to gives formal definitions to precise the notion of interoperability and to propose a method to automatically generate interoperability test cases based on these definitions
Interoperability testing architectures
We will consider the one-to-one interoperability context (cf. Fig. 1 ): the System Under Test (SUT) is composed of two Implementations Under Test (IUT). This context is the most used in practice. It is used both for testing the interoperability of two implementations and for testing the interoperability of an implementation with another system (already working) composed of N implementations. As we consider protocol implementations, the interaction between the two IUTs is asynchronous (cf. Sect. 2.4).
In interoperability testing, we can differentiate two kinds of interfaces for the IUTs: the Lower Interfaces L I i and the Upper Interfaces U I i . The interfaces L I i , used for the interaction of the IUTs, are only observable but not controllable: the tester LT i can not send a stimulus to them. The interfaces U I i , through which the IUT communicates with its environment, are observable and controllable by the tester U T i .
Depending on the access to the interfaces, different architectures can be distinguished. The architecture is called lower (resp. upper) (resp. total) if only the lower (resp. upper) 
• Q M is the set of states and q M 0 ∈ Q M the initial state.
• Σ M is the set of observable (input and/or output) events.
We note p?m for an input and p!m for an output with p as an interface on which the event is executed and m the message.
where τ ∈ Σ M denotes an internal event.
Σ M can be decomposed as follow: 
• T races(q) [resp. T races(M)] is the set of possible traces from q (resp. q M 0 ). Out (M, σ ) the set of executable outputs (by M) after the trace σ .
• let l be a link between two IUT i and j,μ=
Three situations lead to quiescence of a system : deadlock (a state after which no event is possible), outputlock (a state after which only transitions labelled with input exist) and livelock (a loop of internal events). Quiescence is modelled by δ and treated as an observable output event (in practice using timers). The obtained IOLTS is noted ∆(M). Figure 2 gives specification examples with quiescence modelled.
Operations on IOLTS: interaction and projection
Interoperability testing concerns the interaction of two or more implementations. To provide a formal definition of interoperability and considering the testing architecture of Fig. 1 , we need to model an asynchronous interaction with quiescence. The asynchronous communication between systems is modelled via FIFO queues in each sens of communication, as in [10] : see [11] for complete definition of asynchronous interaction. Quiescence is modelled in the interaction, and noted δ(1) for quiescence of M 1 , δ(2) for quiescence of M 2 and δ when both systems are quiescent. The asynchronous interaction (with quiescence) is noted
In interoperability testing, we usually need to observe specific events among the possible traces of a SUT. These traces, reduced to the expected messages, can be obtained by a projection. The projection of a trace σ on a set (of events) X , noted σ/ X , is defined by:
In the same way, M/ X is the projection of the IOLTS M on the set X .
Model for an implementation
In the testing architecture ( Fig. 1) , testers are connected to the IUT lower interfaces to observe events. But they can not differentiate events "received" by an IUT (in its input FIFO queue) from events effectively treated. For this reason, we complete implementations with inputs corresponding to the output alphabet of the other IUT specification. These transitions lead the IOLTS into an error (deadlock) state. In the following, IUT are considered iop-input completed with quiescence modelled.
State of the art in automatic test generation
Some methods for generating automatically interoperability tests exists in [7] [8] [9] [12] [13] [14] . However, these methods are not based on formal definitions. On the contrary, conformance testing is a kind of test for which a formal framework was developed. It determines to what extent a single implementation of a standard conforms to its requirements. Conformance testing architectures and formal definitions [1, 2] were described. Among these formal definitions, the ioco conformance relation [2] says that an implementation I is ioco-conformant to a specification S if I can never produce an output which could not be produced by its specification S after the same trace. Moreover, I may be quiescent only if S can do so. Formally:
. This relation is the most used in practice for conformance tests. Defining formally conformance also allows automatic test generation: conformance test generation tools like TGV [3] or TorX [4] are based on ioco-theory.
Interoperability (iop) criteria
Compatibility of the considered specifications
As we are concerned with interoperability testing, the considered specifications must allow interaction. We call this property the iop-compatibility property. Two specifications are iop-compatible iff, for each possible output on the interfaces used for the interaction after any trace of the interaction, the corresponding input is foreseen in the other specification.
In the following, specifications are supposed to be compatible.
Definition of the iop criteria
We consider here the global interoperability testing architecture which is the most commonly used in practice. An interoperability (iop) criterion formally describes conditions that have to be verified by two IUT (I 1 and I 2 implementing S 1 and S 2 ) to be considered interoperable. In this section, we define two iop criteria considering a context where tester(s) have access to all the interfaces of the IUTs. These iop criteria can be used for verifying that outputs and quiescence observed during the interaction of the IUTs are foreseen in their specification.
The global iop criterion iop G considers both interacted systems with a global view. It says that two implementations are considered interoperable iff, after a suspensive trace of the specification interaction, all outputs and quiescence observed during the IUT interaction are foreseen in the specifications.
Definition 2 (Global iop criterion iop G
The bilateral iop criterion iop B considers both interacted systems separately during their interaction. It says that after a suspensive trace of S 1 observed during the implementation interaction, all outputs and quiescence observed in I 1 are foreseen in S 1 , and the same in the point of view of I 2 implementing S 2 .
Definition 3 (Bilateral iop criterion iop B
The most important result here is the following Theorem 1. It says that the global iop criterion iop G is equivalent to the the so-called bilateral iop criterion iop B , in terms of noninteroperability detection. We will examine in next Section how to use this result for interoperability test generation.
The proof of these theorem needs the lemmas defined in the following.
Lemma 1 Let us consider two IOLTS M 1 and M 2 , and let
According to the interaction definition:
In the other sense and based on the definition of the asynchronous interaction (see [11] and Sect. 2.4), we have that
Proof of Theorem 1 1) Let us prove first that
2) Let us prove now that
. And using the fact that iop G is symmetrical, we have also
In the next Section, we study how this equivalence can help interoperability test generation.
Interoperability test generation
General principles for interoperability test generation
The goal of an interoperability test generation algorithm is to generate interoperability test cases (TC) executable on the SUT (System Under Test) composed by the two IUTs (Implementations Under Test). The following entities are involved in the test generation.
Iop test purpose
In practice, interoperability test derivation is done based on test purposes. These test purposes are used by testers to describe the properties they want to test. An iop test purpose is an informal description of behaviours to be tested, in general an incomplete sequence of actions.
Iop test cases
During interoperability tests, three kinds of events are possible: sending of stimuli to the upper interfaces of the IUTs, reception of inputs from these interfaces, and observation of events (input and output) on the lower interfaces. Thus, an iop test case T C can be represented by
L }. ?(µ) denotes the observation of the message µ on a lower interface. 
Iop verdicts
The execution of the iop test case T C on the system composed of the two IUTs gives an iop verdict: PASS, FAIL or INC. The meanings of the possible iop verdicts are PASS: no interoperability error was detected during the tests, FAIL: the iop criterion is not verified and INC (for Inconclusive): the behaviour of the SUT seems valid but it is not the purpose of the test case.
Interoperability test generation based on iop G
To build iop test cases based on the global iop criterion iop G (see Fig. 3a ), we first need to construct the asynchronous interaction S 1 A S 2 . Then S 1 A S 2 is composed with T P. This operation gives two main results: validation of T P (it must contain events observable in the specification interaction) and the different ways to observe/execute T P on the SUT. The problem is that building S 1 A S 2 can cause statespace explosion. Indeed, this construction is exponential in the state number of S 1 and S 2 and the FIFO queue size.
Using the equivalence between iop B and iop G
The equivalence, in terms of non-interoperability detection, of iop B and iop G (cf. Theorem 1) suggests to study a method for iop test case generation based on the bilateral criterion. The different steps of this method are described in Fig. 3b . In the following, we describe these different steps. 
Unilateral test purpose derivation
The objective of this step is to derive two unilateral test purposes T P S i from a global iop test purpose T P. Each unilateral test purposes T P S i represents T P in the point of view of S i . This step is described in the algorithm of Fig. 4 . This algorithm is based on dependencies between events. Let us consider an event µ of the iop test purpose T P and the construction of T P S i . If µ is an event of the specification S i , µ is added to the unilateral iop test purpose T P S i . If µ is an event from the specification S j , there are two possibilities. If the event is an event executed on lower interfaces (case µ ∈ Σ S j L ), the mirror eventμ is added to T P S i . Indeed, there is a dependence between the sending and reception of a message transmitted between the two IUTs. If the event is an event executed on the upper interfaces, the algorithm searches a predecessor of µ, such that this predecessor is an event to be executed on lower interfaces. This part of the algorithm uses the dependence between the predecessor and the event µ. Then, the algorithm adds the mirror of this predecessor to the unilateral iop test purpose T P S i . Notice that this search of predecessor is bound by the initial state of the specification S j to have a unilateral test purpose T P S i coherent with T P.
Unilateral test case generation
The second step is used to generate two unilateral iop test cases T C 1 and T C 2 from respectively S 1 and T P S 1 , and S 2 and T P S 2 . For this, we use an existing conformance test generation tool as TGV [3] . This tool is used to search in the specification the different possible paths to execute the test purpose. The obtained test cases are modified in order to take into account the differences between upper and lower interfaces in interoperability testing. For example, an event l!m (resp. l?m) in the conformance test case will be replaced by ?(l?m) [resp. ?(l!m)] in the iop test case. This means that the unilateral interoperability tester observes that a message m is received from (resp. sent to) the other IUT on the lower interface l. No changes are made for events on the upper interfaces.
Each of the unilateral iop test case T C 1 and T C 2 will return a local iop verdict. The final verdict is obtained by combining these local verdicts with the following rules: P ASS ∧ P ASS = P ASS, P ASS ∧ I NC = I NC, I NC ∧ I NC = I NC, and
According to Theorem 1, this final verdict is the same as the verdict that would be obtained with a global iop test case derived by global method from the same test purpose.
Execution of the generated iop test cases
The iop test cases obtained by the bilateral method are distributed iop test cases. Thus, these test cases are designed to be executed using a distributed interoperability testing architecture. This architecture considers two parallel testers (or PTC for parallel test component) PT C 1 and PT C 2 . Each of them is connected to the interfaces of the corresponding implementation, respectively I U T 1 and I U T 2 , and will execute the corresponding unilateral iop test case (T C 1 and T C 2 , respectively). The third (and last) component of the test system is the MTC (Main Test Component). The MTC is in charge of managing the whole execution: it launches the two PTCs and collects the local verdicts to compute the final iop verdict. During the execution, no explicit message coordination are sent between testers.
Applying the test generation algorithm to an example
In this Section, we give results of the application of the bilateral method. First, we compare the iop test cases generated by both bilateral method and global method. To be able to generate a global test case to compare with the bilateral iop test case (without state-space explosion problem), we used a very simple example. We also describe the distributed execution of the generated bilateral test case. Then, we give some figures obtained by experiments on more complex examples.
A simple example
Let us consider the specifications S 1 and S 2 of Fig. 2 and a global test purpose T P = U 1?A.l2!b. T P S 1 is easy to derive: ing T P S 2 from T P is more complex due to the presence in T P of an event on the upper interface of S 1 . Thus, for the event µ 1 = U 1?A, the algorithm will try to find a predecessor. But there is no predecessor in S 1 (this search is stopped when the algorithm arrives in state 0, initial state of S 1 ). Consequently, no event is derived in T P S 2 for µ 1 of T P.
T C 1 and T C 2 are given in Fig. 5 . (P ASS) is a temporary verdict and P ASS the definitive verdict. Verifying Theorem 1, the verdict obtained with these test cases are the same as the verdict that would be obtained with TC. Moreover, T C 1 A T C 2 = T C. Figure 6 represents (using an MSC) the execution of the bilateral iop test case composed of T C 1 and T C 2 and two implementations I U T 1 and I U T 2 such that I U T 1 = S 1 and I U T 2 = S 2 . We can remark that two timeouts are received by the testers. These timeouts correspond to outputlock (the IUT is waiting to message from the other IUT). They are used by the tester for the implicit synchronization: the tester knows that the IUT is waiting for a message from the other IUT (outputlock). Then, the tester knows that the reception of message a (resp. b) means that I U T 1 (resp. I U T 2 ) have sent this message. In the case of explicit synchronization, PT C 1 would have sent to PT C 2 a message of synchronization saying that a has been sent. In the same way, after the execution of l2!b by I U T 2 , PT C 2 would have sent to PT C 1 a message of synchronization saying that b was sent and that this is the turn of PT C 1 to execute some events. These synchronization messages add traffic during the tests but, as each PTC is waiting from this synchronization messages to continue its execution, they also suppress some parallelism in the execution of the parallel iop test cases.
Other experiments
In this section, we give some results of the application of our method on a more complex example. The specification describes a connection request protocol where both entities can be client or server. The specification (S used as S 1 and S 2 ) has only six states and nine transitions but we face state-space explosion problem when trying to compute the interaction. The model of the asynchronous interaction is dependent of the FIFO queues between both IUTs and is infinite if the size of these queues is not finite. Indeed, a state of this interaction is composed by the information about the current states of S 1 and S 2 but also about the messages waiting in the queues: state (0, 0, , ) is different from state (0, 0, , b) . The interaction S A S, calculated for global approach, is composed of 454 states and 1,026 transitions with input queues of each system bounded to one message.
Let us consider an iop test test purpose T P 1 . For this test purpose, T C 1 and T C 2 are respectively composed of 9 states and 17 transitions and of 12 states and 22 transitions. But when we applied the global approach, we faced state-space explosion problem for a queue size of 4 places. For a queue size of 3, the generated specification interaction has 47,546 states and 114,158 transitions. However, we were still able to verify the equivalence between test cases by writing global test case on-the-fly "by hand".
Conclusion
We apply both global and bilateral methods on different examples. We observe that we can generate iop test cases by the bilateral method even for specifications that produce state space explosion problem when using global approach. We also verify practically the equivalence, in terms of non-interoperability detection, between both approaches. Moreover, iop test cases generated by bilateral method are distributed iop test cases that do not need explicit synchronization during the execution.
In this paper, we propose formal interoperability definitions called iop criteria. The equivalence between two criteria (the global iop criterion iop G and the bilateral iop criterion iop B ) leads to a new method to generate interoperability test cases that avoids the classical state-space explosion problem. This bilateral method can also be used to generate directly interoperability test cases.
Future work will study the generalization of these iop criteria to a context with more than two IUTs. The generated iop test cases are abstract are they are described by a succession of states and transitions. We will also study the different steps (as compilation) needed to generate Executable Test Cases from the obtained Abstract Test Cases.
