Abstract
INTRODUCTION
Face recognition is an active research topic and popular issues in the field of pattern recognition, computer vision, and machine learning. There are many methods to solve facial recognition problems especially to overcome the lighting conditions so that the normalization of illumination becomes an important but challenging research issue to improve facial recognition performance. Various lighting effects such as shadows, backwardness, and over exposure can cause images too dark or too bright, then bias the face recognition algorithm. It's well known that image are more variations of lighting changes is more significant than that due to different personal identity [1] . The degree of intensity variation on the face image may depend on the lighting conditions during image capture. For face images acquired under uncontrolled illumination conditions, non-uniform illumination problems arises [2] . The illumination correction approaches that correct for illumination problem and also retain the image feature characteristics in its original form are the illumination normalization approaches [3] . A number of preprocessing algorithms [4] to minimize the effect of illumination changes for face recognition have been developed, and many developments and advantages have occurred within the face model training stages. Illumination variation is the main obstacle for face recognition because face image appearances of the same person change under different illuminations. Sometimes, the changes of different illuminations among the same person are greater than those of different persons among the same illumination [5] . The Preprocessing method removes lighting effects without additional knowledge. Preprocessing based on image processing techniques transform images directly without assumptions or prior knowledge. Therefore, the preprocessing method can be used directly in the practical system for simplicity and efficiency [6] . Some of preprocessing method the widely used, due to their simplicity, such as histogram equalization (HE) [7] , histogram specification (HS), logarithm transformation (LOG), logarithm transform (LT), self-quotient image (SQI) [8] , new methods belonging to this category such as Gamma Intensity Correction (GC) [9] have been proposed recently with impressive performance improvement for illumination problem.
Besides special algorithms are designed to overcome above difficulties, to obtain more face samples is another important way to improve the performance of face recognition [10] . For example, symmetrical face images proposed in [11] are very helpful to overcome the problem of varying poses and illuminations. Few methods take the facial geometry into account when generating more available face samples. When humans recognize faces, they often exploit the facial geometry information. A general property of most faces is that they have a symmetrically geometric structure. In other words, the right-half face is almost always the "mirror image" of the left-half face. This encourage to explore to exploit the symmetrical faces for face recognition algorithms [12] .
In this paper, we propose a face image preprocessing method that use symmetrical face function and passes gamma correction to affect the brightness of images that have dark lighting. The data used is Yale Face Database B, there is have face images of the same person under different conditions. One is taken in a controlled light while the other is captured in uncontrolled illumination conditions and from different angle. After preprocessing, In addition to this in this paper we classify of robust face recognition by formulating pattern recognition tasks as a problem of robust estimation. By using the basic concept that in general, the patterns from a single object class lie on a linear subspace to develop a linear model representing a probe as a linear combination of class specific galleries [13] . For the classification of methods used is Robust Linear Regression Classification (RLRC) algorithm is extensively evaluated for two important cases of robustness i.e. illumination variations and random pixel corruption [14] .
SYMMETRICAL FACE IMAGES
We have followed a simple mathematical model for finding the symmetry. We have assumed face as a square depends on the dimension. In our experiment we have taken them as square. If we vertically bisect the square, it will be divided into two identical parts [15] . The proposed method to find the symmetry face is given below.
Step 1. Original matrix from image Yale Face Database B 50x50
Step 2. Center point analysis based on x axis
Step 
GAMMA CORRECTION
Gamma correction (GC) is a technique commonly used in the field of Computer Graphics. Gamma correction is a nonlinear operation used to control the overall brightness of a given image [2] . Images that are not properly corrected can look either bleached out, or too dark. Gamma correction can control the overall brightness of an image by changing the Gamma parameter [9] . At this point that the problem of the GC is due to the direction of light source on the illuminated object. And studies have shown that illumination effect due to changes in light direction can be addressed in the color domain when the source color is known and constant over a scene [2] . Gamma correction is defined as:
(1) Gamma Correction is a gray level transformation that replaces each pixel with intensity I in figure I γ . Where is Gamma. Gamma value can be between the range 0 ≤ ≥ 1.
ROBUST REGRESSION CLASSIFICATION
Face recognition by formulating pattern recognition using linear regression. Basic concept using linear regression is that the class patterns of a set of face images resides in a linear subspace, then a linear model of the test image is to be recognized as a linear combination of the training images [14] . This problem is solved by using the Robust Linear Regression method and the class determination is set based on Huber Estimation. Consider a linear model
Variable a is the epen ent or response the regressor or pre i tor varia le X the ve tor of parameters an error term e The pro lem of ro ust estimation is to estimate the ve tor of parameters so as to minimize the residual
̂ is the predicted response variable. In statistics the error term e is conventionally taken as a noise. Some approaches to robust estimation have been proposed such as Restimators and L-estimators. However, Mestimators have shown superiority due to their generality and high breakdown point. Primarily M-estimators are based on minimizing a function of residuals
Where ρ( ) is a symmetric function with a unique minimum at zero [14] :
is a tuning constant called the Huber threshold. Many algorithms have been developed for calculating the Huber M-estimate in Eq. (5).
This method uses linear regression to solve facial recognition problems. The concept of this method is to have a class model of a set of facial images in a linear subspace. The linear model of the test image should be recognized as a linear combination of the training image. This problem is solved by using the Robust Regression Classification. To specify the class in a set of images then used Huber estimation. The face image will be represented as a smalldimensional vector in space a x b. Small dimension vectors must be able to represent the face of each subject well. Two different facial images come from the same person [12] . The training phase in this method will produce a predictor for each class. For the dimension images a x b modified the grayscale process. The grayscale image will be converted to a down-sample process to produce a smaller size. The down-sample result is converted into a vector w (i, m). Each vector image will be normalized so that the maximum value of pixels is 1. Each class i joins the vectors w (i, m) to X (i), as seen in Eq (6) . (6) where p (i) is the amount of image data trained for class i. So it will produce a predictor for each class of X (i). The second stage is called testing process shown in Figure 2 . Using the X predictor (i) of each class from the training stage results, a predictor matrix regression with the vector imaging test was performed using Huber estimation. For each class i, we will predict the response vector by using the predicted image ypred (i) = X (i) * β (i). For each class i, estimate the value of β (i) using the Huber parameter. This step aims to produce prediction image for image testing. After the prediction, then the predicted ypred (i) image will be calculated by the distance between the y input image and the predicted image ypred (i) for each class i produced d (i) = || y-ypred (i) ||. This predictive image which will predict the testing image class with the smallest distance. This step aims to generate prediction classes for testing images, based on the smallest distance between the vector images testing with a particular class prediction vector. So we will get the prediction of the image class y with the smallest distance arg min i (d (i)). There are several different scenarios to be done using this database. The Yale Face Database B 50x50 test scenario is based on the illuminated image angle shown in Table 1 . Of the scenario in Table 1 , before the step of image classification with Robust Linear Regression will be done pre-processing with the proposed method by utilizing the symmetrical faces performed after mirroring. From the results of the new face image is done HE and GC. The results of the proposed preprocessing will be compared with the symmetry and HE.
RESULT AND DISCUSSION
The results of the experiment shown in Table 2 . That shows that there is an increase in accuracy of facial recognition process using robust method that begins with pre-processing using the proposed method. Where the accuracy result from this research can be seen that the facial image with variation of illumination of the corners from Lighting Angle (degree) 51 -77 and >77 using this method look better. An increase of accuracy can be seen in subset 4 and 5 where with the proposed method and using gamma correction parameter γ = 0 3 improved accuracy. Increased accuracy shown in Table 2 , increased accuracy using the proposed method at illumination angle 51-77 has an accuracy of 93.57% and 83.68% with angle >77. The average accuracy of all the subset tests using the proposed method has a better accuracy of 94.31% compared to the original image classification which has an accuracy of 89.27%. Table 3 shows that the proposed method can improve face recognition results in straight and symmetrical facial data. Gamma correction helps increase the local dynamic range of images in the dark and compresses in bright areas. In experiments can be seen by adding gamma correction will affect the accuracy level. The proposed method consistently has high accuracy results for all experiments.
CONCLUSION
Based on the results of experiments that have been performed using Yale Face Database B 50x50 the proposed pre-processing method has an accuracy of increasing accuracy on subset 4 and 5 with a gamma correction parameter γ = 0 3 From this experiment, increased accuracy using proposed method preprocessing at illumination angle 51-77 has an accuracy 93.57% and 83.68% with angle >77 degree.
