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Pour les études d'écologie microbienne, on utîlise souvent diverses méthodes
de comptar,e ayant pour résulta~des nocbres entiers: nombre de bactéries par
boîte de Pétri, nombre de bactéries par champ microscopique, etc ... Afin d'uti-
liser au mieux ces résultats, il est indispensable, avant de commencer le travail
et d'être confronté aux nombres, de définir claire~ent l'objectif de l'étude et
le milieu qui sera échantillonné. La fréquence et la maille des prélèvements, donc
en définitive la quantité d'information dont on disposera, dépendent en effet des
objectifs de l'étude.
Compte tenu du nombre de résultats attendus, il est ensuite nécessaire, dans un
premier temps de l'étude, de déterminer la fidélité et la précision des résultats.
Cet exposé a pour objet de sensibiliser de futurs microbiologistes à ces problèmes
mais ne prétend nullement apporter toutes les réponses par des recettes toutes
faites.
1. - PETITS RAPPELS DE STATISTIQUE, INDISpnlSABLES ....
Les résultats des comptages de microorganismes (nombres entiers) c~rrespondent
aux variations d'une variable discontinue, et peuvent être rangés par ordre de
grandeur, en général par classes (qui ne doivent pas se recouper, par exemple :
de 1 à la, de Il à 20, de 21 à 30 etc ... ). En regard de chaque classe fîgure donc
le nombre de fois (F) où on l'a rencontrée: F est la fréquence de la classe.
L'ensecble des classes affectées de leurs fréquences respectives constitue la
distribution des fréquences, et peut être figuré par un histogramme
Plusieurs lois mathématiques peuvent être utilisées pour décrire la distribution
des fréquences : si un ajustement avec la distribution observée est possible,
alors :
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- la précision des comptages peut être estimée
les modifications de la densité microbienne dans l'espace (distribution spa-
tiale dans un biotope ou comparaison de plusieurs biotopes) et dans le temps
(dynamique de la population) peuvent être mises en évidence.
Deux paramètres principaux sont utilisables pour rechercher un modèle convenable.
la moyenne arithmétique, X, qui est la somme rapportée à leur nombre, n, des
valeurs :
'1
."-
x =
n
. ..+x
n = LX
n
la variance, s2, qu~ caractérise la dispersion des valeurs autour de la moyenne
arithmétique. A chaque valeur, x., correspond un écart à la moyenne, (x. - x).
~ ~
Pour que les écarts positifs et négatifs ne se compensent pas, on utilise leur
carré (x. - x)2. La var~ance est la somme, divisée par leur nombre, de tous les
~
écarts à la moyenne
2
s =
n
n - 2
L (x, - x)
1 ~
La variance est donc la moyenne arithmétique des carrés des écarts.
Soit p la probabilité pour qu'un événement se produise, et q la probabilité pour
que son contraire se produise (p + q = 1). Quatre types de modèles mathématiques
conviennent le plus souvent pour décrire les distributions observées, ils corres-
pondent à diverses relations entre moyenne et variance d'une part, entre p et q
d'autre part.
Loi binomiale positive, correspond au développement de (q + p)k, si la variance
s2 est inférieure à la moyenne (s2 < ~). Lorsque le nombre d'échantillons n est
suffisamment grand, cette famille donne naissance à deux types de distribution :
- Distribution Normale, pour laquelle p
de la moyenne.
q = 0.5 et la variance est indépendante
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- Distribution de Poisson: pour laquelle la probabilité d'un des évènements
est très faible (p ~ 0). Alors s2 =~.
- La distribution binomiale négative,
à 1 . 2 ~. , 1et a var1ance s super1eure a a
correspond au déveloPPe!!lent de (q _ p) -k,
2 -
moyenne (s > x).
Deux de ces modèles permettent de traiter les informations à l'aide de tests dits
"paramétriques", ils sont donc plus particulièrement étudiés.
1.1. Série de Poisson
---------------
La série de Poisson correspond à des évènements se produisant au hasard, soit dans
le temps (nombre d'événements par unité de temps) soit dans l'espace (répartition
au hasard de la densité microbienne, par exe~ple). On cherche donc souvent à tester
l'accord entre la distribution observ~e et la série de Poisson qui correspond à la
dispersion au hasard. En fait les tes~ statistiques utilisables pe~ettent éventuel-
lement de rejeter l'hypothès~ nulle (accord avec série de poisson). Ceci n'établit
pas que les organismes soient bien répartis au hasard mais seulement que le ~iais
éventuel est trop faible pour être mis en évidence.
Quatre conditions doivent être satisfaites pour que la série de Poisson soit un
modèle mathématique utilisable
(1) - La probabilité pour qu'un organisme donné occupe un site quelconque est
constante (il n'y a pas de site privilégié). On voit immédiatement que cette
condition est rarement remplie à l'échelle microscopique, où les microar.régats
du sol ou les particules en suspension dans l'eau sont autant de sites privi-
légiés. Nous verrons plus loin que cette condition dépend de façon étroite de
la taille de l'échantillon.
(2) - Le nombre d'individus par échantillon est très inférieur au maximum possible.
Cette condition est pratiquement toujours satisfaite dans les milieux naturels à
l'échelle centimétrique, mais pou~ait ne pas l'être à l'échelle microscopique
(bactéries fixées sur des particules, par ex~ple).
(3) - La présence d'un individu n'influe pas sur la probabilité de la présence d'un
autre dans un même échantillon. Condition qui dépend là encore de la taille de
l'échantillon et de la nature des oicroorganisrnes étudiés (phénomènes de synergie,
.. / ..
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antogonisme, etc ... ).
(4) - Les échantillons doivent être petits par rapport à la population totale
condition satisfaite le plus souvent.
est supérieur à la valeur lue dans la table, alors l'hypothèseSi (n-1)
Le test le plus utilisé pour tester l'accord entre la distribution observée et
la série de Poisson utilise le rapport de la variance à la moyenne (s2 / x), qu~
est le coefficient de surdispersion de FISCHER : Ce coefficient est nul pour une
distribution totalement régulière, égal à l'unité pour une distribution au hasard,
et supérieur à pour une distribution "contagieuse". La valeur calculée
2(n-l)~ (n = nombre d'échantillons) est comparée pour le risque admis (par
x V?
exemple 5%) à la valeur lue dans une table du~ - pour (n-l) degrés de liberté.
s2
x
nulle (accord avec la série de Poisson) doit être rejetée. Si la valeur est infé-
rieure, cette hypothèse ne peut pas être rejetée et les méthodes statistiques asso-
ciées à la série de Poisson peuvent être utilisées.
1.2. - Loi Normale
De nombreux tests statistiques (comparaison de moyennes, analyse de la variance,
coefficients de corrélation, etc ... ) sont associés à la loi normale et ne peuvent
être appliqués sans risques d'erreur que si :
- les résultats se répartissent en accord avec la loi Normale
- la variance est indépendante de la moyenne
- les divers composants de la variance sont additifs.
Les caractéristiques de la loi Normale sont étudiées en détail dans les livres
classiques de statistique. Rappelons simplement que :
- la distribution est symétrique par rapport à la moyenne
- elle est plus ou moins étalée suivant que l'écart-type, s, est plus ou mo~ns
grand
68%, 95% et 99% des valeurs sont compr~ses respectivement dans les intervalles
x ± 5, x ~ 2s et x ± 2,6 s. Il n'y a donc que 5 chances sur 100 d'observer un
écart à la moyenne supérieur à 2 s, et 1 chance sur 100 supérieur à 2,6 s •
../ ..
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Les propriétés remarquables de la loi normale sont utilisées dans les tests
classiques.
La première condition d'utilisation de ces tests (normalité des données) est
approximativement remplie :
pour la distribution binomiale positive,si le nombre d'échantillons est grand
(> 30), et la variance supérieure à 3. Ceci est le plus souvent le cas des
comptages microbiens
pour la série de Poisson (qui est très dissymétrique, quand x est petit)
quand x > 20
pour la distribution binomiale négative quand x > 20 et
dispersion k (qui peut être calculé approximativement =
est également assez grand (k> 10).
quand l'indice de
- 2 2
x - (s ln) )
2
s - x
Cependant, pour ces 3 modèles mathématiques, la variance et la moyenne tendent à
augmenter simultanément: la 2ème condition d'emploi d~s tests (indépendance entre
moyenne est variance) n'est donc pas remplie.
Cette difficulté est levée en remplaçant les "données brutes" par des "données
transformées" suivant une transformation adaptée. La transformation doit norma-
liser la distribution des résultats (c'est-à-dire la rendre symétrique), rendre
la variance indépendante de la moyenne et assurer l'additivité des composants de
la variance.
Plusieurs transformations classiques existent [y =~ y = log x, y = log (x + k/2)]
mais la loi de Taylor permet de déterminer la mieux adaptée.
Cette loi indique que la variance s2, est proportionnelle à une puissance de la
moyenne x
2 -b
s a. x
... / ...
donc log s2 "" log a + b log X
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Le paramètre a dépend surtout de la taille de l'échantillon. Le paramètre b, qui
correspond à un indice de dispersion, varie de 0 (distribution régulière) à l pour
une distribution au hasarà et à des valeurs supérieures à l pour des distributions
contagieuses.
Ces paramètres a et b peuvent être facilement estimés si l'on dispose de plusieurs
groupes de résultats correspondant au même biotope et aux mêmes espèces dénombrées.
L'ajustement linéaire log s2/ log x est soit calculé par un programme àe calculatrice
soit même graphiquement estimé (sur papier log/log ou en prenant les log. des
variances et des moyennes sur papier millimétrique linéaire).
1)La transformation y '" x·, où p '" l-b/2, assure l'indépendance entre moyenne et
variance. On constate que pour la loi de Poisson (b l , p '" 0,5) la transformation
normalisante est y "" YX, pour la loi log-normale (b 2, p "" 0) la transformation
normalisante est y '" log x.
Les valeurs de b communément rencontrées dans les études d'écologie microbienne
se situent au voisinage de 2 : la transformation normalisante est donc y = log x,
on constate que la distribution de log x est approximativement gaussienne.
Cette observation peut recevoir une explication biologique. En admettant que les
réponses des variables biologiques (par exemple nombre d'individus par unité de
volume) aux petites variations des paramètres physicochimiques sont de type
exponentiel, alors si ces paramètres physicochimiques ont eux-mêmes une distribution
au hasard dans l'environnement, il en sera de même des logarithmes des variables
biologiques.
2Ce raisonnement rend compte des cas où la pente de la droite log s = a + b log x
est égale à 2. Une pente comprise entre et 2, qui est également rencontrée dans
les comptages de microorganismes totaux par exemple, décrit une situation inter-
médiaire entre la loi log-normale et la loi de Poisson. Il s'agit peut être alors
d'un état d'équilibre entre des processus biologiques tendant à induire des distri-
butions log-normales et à une homogénéisation du milieu par diffusion ou mouvements
turbulents. Comme indiqué plus haut, la valeur b dépend donc de la maille de l'échan-
tillonnage.
../ ..
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2. - EVALUATION DE LA PRECISION DES METHODES DE COMPTAGE
. Il faut distinguer 4 types de méthodes
- ~';!le~!!,;~ur_~~Ite~_~~_~ét!! ou inoculation en tubes "vanille". Après incubation
dans les conditions convenables, on compte directement les colonies formées sur les
boîtes ou dans les tubes étroits.
On doit admettre que chaque colonie ne correspond qu'à un seul microorganisme, et
que tous les microorganismes pouvant se développer dans le milieu ont effectivement
donné une colonie visible. Ce postulat est rarement acceptable pour les numérations
de microorganismes dans les milieux naturels. Cependant pour des études qualitatives
qui supposent l'identification des espèces, il est nécessaire de recourir à des
étalements sur boites : cette méthode reste donc très utile.
inoculations de tubes de dilutions successives
----------------------------------------------
Après incubation, on compte pour chaque dilution le nombre de tubes "positifs",
révélés soit par le trouble du milieu soit par un indicateur coloré (changement
de pH, de potentiel redox).
Là encore, on suppose que chaque tube de la dernière dilution positive n'a reçu
qu'un seul microorganisme qui a pu se multiplier jusqu'à donner un résultat
visible.
Malgré cette restriction, la méthode des dilutions successives (Most Probable
Number) est utilisée pour les numérations de certains "groupes physiologiques"
particuliers (bactéries anaérobies produisant tel ou tel métabolite) en associa-
tion avec la recherche d'un composé par analyse chimique.
A l'aide de colorants, fluorescents ou non, associés ou non à une reconnaissance
sérologique, les comptages directs sont souvent indispensables pour estimer le
nombre ou la biomasse de tel ou tel groupe bactérien. C'est la seule méthode
.. / ..
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permettant d'évaluer la biomasse bactérienne totale, puisque seul un très faible
pourcentage (0,1 % à 5 %) des bactéries d'un milieu naturel forment des colonies
sur milieu "riche". La difficulté consiste à distinguer les bactéries à compter
des objets de même taille •..
Supposons qu'une espèce bactérienne (ou un groupe d'espèce) produise pendant sa
croissance dans un milieu spécifique un métabolite (m) avec un taux de production
(~) proportionnel au nombre de microor~anismes présents dans le milieu (n), alors
~
dt = A. n
le nombre de microorganismes (n) présent au temps t est lié au nombre initial (n )
o
au moment de l'inoculation par l'équation de Monod:
n = n .
o
où k est le taux exponentiel de croissance, que nous supposons constant.
alors m
Mais la quantité M de métabolite nécessaire pour estimer la croissance positive
(changement de pH, production de gaz, etc ... ) est constante. Alors:
ktlog2 no = A' - log2 (2 - 1)
Le second terme log2 (2kt - 1) peut être assimilé à kt si 2kt » l, ce qui est le
cas pour la plupart des bactéries. On constate donc que le log du nombre initial
de bactéries est approximativement une fonction linéaire du temps t nécessaire pour
produire une quantité M de métabolite. Cette hypothèse est vérifiée expérimentale-
ment pour divers groupes bactéries (notamment bactéries du cycle du soufre) et
cette propriété est utilisée pour leur dénombrement.
En pratique, on prépare un milieu sélectif dans lequel la croissance du groupe
recherché provoque une modification de couleur, ou une production de gaz repérable
sans destruction du tube ou de la boite. On note le temps t d'incubation nécessaire
.. / ..
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à ce test positif.
A partir du tube ou de la boîte positif, on prépare une culture d'enrichissement
dans un ballon (500 ml) du même milieu. Quand la croissance est suffisante, on
évalue la densité bactérienne dans le ballon maintenu alors au froid, et on réalise
immédiatement des dilutions (dans l'eau physiologique ou dans du milieu frais) ayant
une gamme de densité assez large: par exemple 109 , 5.108 , 108,5.107, etc .•. 102
par ml. Ces dilutions servent alors à inoculer le même type de tubes ou boîtes que ceux
ayant servi à la numération: on note après incubation le temps nécessaire à l'appari-
tion du test de croissance positive.
Sur papier semi-log., les temps d'incubation nécessaires (abscisse, échelle linéaire)
sont reportés pour chaque quantité d'inoculum (ordonnée, échelle log.). Cette quali-
bration reste valable pour chaque type de microorganisme dans un milieu naturel, il
convient souvent de la refaire quand on change d'environnement. Le nombre de bactéries
contenu dans l'inoculum provenant de l'échantillon est alors lu sur la droite de
calibration. Malgré la longueur de cet exposé, la méthode indiquée ici est en général
plus rapide d'emploi que les étalements sur boîtes ou les tubes de MPN. Mais son
intérêt principal vient du fait qu'une grande quantité (10 8 par exemple) de bactéries
sont inoculées: nous verrons plus loin que sa précision est très supérieure.
Pour toutes ces méthodes, les manipulations nécessaires sont toujours
Comme il est pratique de travailler en phase liquide, il est nécessaire pour l'étude
des milieux pâteux ou solides de préparer tme "suspension - dilution". Pour que
cette étape ne comporte pas elle aussi d'échantillonnage, il est préférable de traiter
la totalité de l'échantillon initialement solide, l'échantillon traité ainsi obtenu
contient toute l'information de l'échantillon brut. En pratique le sous-échantillon-
nage se fait donc dans l'échantillon brut lui-même s'il est liquide: la taille de
l'échantillon brut est alors théoriquement illimitée. Pour des milieux pâteux ou
solides, il est difficile au laboratoire de préparer des suspensions à partir de
1 d 1 ~d' . f ~ . '1 3 ~ . , 1 d 3vo umes e so ou se 1ment 1n er1eurs a que ques mm ou super1eurs a que ques m
l'échantillon traité qui sera lui-même 10 ou 20 fois plus volumineux a donc une
taille limitée.
../ .·
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La taille du sous-échantillon dépend de la méthode de numération : pour les
étalements et les tubes de MPN, de 1 à 0,1 ml. Pour les comptages directs au
microscope ou les comptages indirects par production de métabolites, de plus
grands volumes sont utilisés : si le milieu est liquide, il se peut que cette
étape de sous-échantillonnage ne soit pas nécessaire, tout l'échantillon brut
est effectivement compté.
les dilutions successives
-------------------------
Malgré sa taille réduite (0.1 ml ou moins) le sous-échantillon contient quelque-
fois lui-même trop de microorganismes pour être directement compté, en particu-
lier par les méthodes d'étalement sur boîtes ou sur tubes de M.P.N.
Il est alors nécessaire de diluer, ce qui se fait le plus souvent par étape. Cha-
que étape correspond là encore à un sous-échantillonnage.
Comment évaluer les erreurs dues à ces différentes manipulations ? Cette évalua-
tion est cependant nécessaire pour connaître l'intervalle de confiance, au ris-
que admis, des résultats obtenus. Ce travail fastidieux doit être fait pour cha-
que méthode puisque les processus opératoires sont différents, mais les indica-
tions obtenues pour une étape (par exemple dilution 1/10, étalement de 0,2 ml
sur une boîte, etc •.. ) peuvent servir à calculer les erreurs associées à d'au-
tres méthodes si les mêmes étapes s'y retrouvent.
On établit donc un diagramme, décomposant le mode opératoire en plusieurs étapes,
pour chacune on estimera les erreurs systématiques. L'optimisation de la méthode
est alors possible, en tenant compte pour chaque étape à la fois de l'erreur re-
lative et du coût (en matériel et en temps de travail) qui sont tous deux fonc-
tion du nombre de répétition. Deux exemples illustrent cette recherche d'optimi-
sation.
Le schéma opérationnel est le suivant
.. / ..
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Sous-échantillonnage de 1 ml
et dilutions successives
Etalement sur boites de Pêtri
à partir de la dernière dilution
Dans un tube de 10 ml d'une dilution convenable (par exemple 10-5) on pipette
30 fois 0,2 ml (en agitant le tube au Vortex entre chaque pipettage) que l'on
étale donc sur 30 boîtes de Pétri. Bien que la suspension soit supposêe homo-
gène, le tirage n'est pas au hasard: en effet les paramètres statistiques
correspondant sont
effectif total n = 30
moyenne arithmétique x 67
variance s2 = 300
indice de surdispersion k = 19
estimation de
2 2 (n - 1) 2s
X = X = 130
x
Cette valeur est très supérieure à la valeur lue dans la table pour n - 1 =29 de-
grés de liberté=les comptages ne sont donc pas distribués au hasard et l'accord
avec une distribution de Poisson doit être rejeté. Une transformation normalisante
est nécessaire.
Pour sa recherche, on utilise la loi de Taylor appliquée à tous les groupes de don-
nées provenant de tous les comptages de dilutions du même ordre: il est en effet
possible d'utiliser des résultats d'expériences différentes si les conditions opé-
ratoires sont similaires.
89 groupes de 5 boîtes, chaque groupe étant étalé à partir d'une dilution, nous
fournissent donc 89 couples de moyennes et variances. La régression log s2/ log i
est calculée à partir de ces 89 points par un programme d'ajustement linéaire sur
une calculatrice HP 97.
.12
On obtient
2log s a - 0,14 + 1,24 log x, avec r = 0,69 (coefficient de corrélation, signi-
1 24ficatif à 1% pour 89 points). Donc b = 1,24 et p = 1 - ~ = 0,38. La trans-
formation normalisante est donc y = xO. 38 . Elle est appliquée (en utilisant un
petit prograume de la HP 97) à chaque donnée brute. On peut alors vérifier(test
X2 par· exemple) que les données transformées sont bien normalement distribuées.
Le test de F (analyse de la variance) est appliqué aux données transformées cor-
respondant à 6 groupes de 5 boîtes provenant de la même suspension-dilution.
5
F24 = 2.17 est inférieur à la valeur lue dans la table pour le point 5%, ce qui
signifie que l'on a 95% de chances de se tromper en rejetant l'hypothèse nulle
qui est que les 6 groupes de résultats proviennent de la même population normale
par tirage au hasard.
La moyenne des données transformées, y, peut donc être calculée ainsi que son
erreur standard
2
ou s
Y
est la variance des données transformées.
On préfère souvent estimer l'intervalle de confiance au risque admis (par exemple
95%), en le rapportant à la moyenne~
D = intervalle de confiance en % de la moyenne 100t.
où t est le coefficient de STUDENT, donné dans les tables en fonction du risque
admis. Pour 95%, t"" 2.
On revient alors aux données réelles (nombre de colonies) par la transformation
inverse appliquée à la moyenne des données transformées
-,
x (moyenne dérivée) = e
LN Y/0.38
Il convient théoriquement de corriger les évaluations de l'erreur standard et de
l'intervalle de confiance à 95% puisqu'ils ont été évalués sur les données trans-
.. / .·
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formées. Les limites de ces intervalles sont dissymétriques par rapport à la
moyenne. En fait pour la transformation considérée y = xO•38 les limites de
l'intervalle de confiance ne sont que très peu modifiées par la transformation,
le calcul fastidieux des limites exactes ne se justifie pas.
Dans notre exemple, on trouve que l'intervalle de confiance à 95% autour de la
moyenne de 5 boîtes est de ± 12%, et autour de la moyenne de la boîtes de ± 7%
si la moyenne (nombre de colonies par boîtes) est d'environ 50.
erreurs dues aux dilutions successives.
Pour obtenir la dernière dilution utile la-S, nous avons utilisé le protocole
habituel des dilutions successives. 1 ml de l'échantillon traité (voir plus
haut) est ajouté à 9 ml d'une solution saline stérile dans un tube à essai,
après agitation au Vortex, 1 ml de cette dilution 10-1 est dilué dans 9 ml
dans le 2ème tube, etc ..• Quelle est l'erreur associée à ce protocole? Il est
nécessaire pour l'estimer de préparer plusieurs séries de dilutions à partir
du même échantillon. Nombre de séries, n = 24, pour chaque série on étale 5
boîtes de la dernière dilution (10-5) et on calcule la moyenne après la trans-
formation y = xO• 38 (voir plus haut). On dispose donc de 24 résultats. Les pa-
ramètres de la distribution de ces 24 résultats sont :
n = 24
-1
x = 128
5 2= 108
k + ~
On constate que i - s2, donc que les 24 moyennes peuvent être issues par tirage
au hasard dans une même population normale. ~2= s2 (n-l) = 1,94 est inférieur
x
à la valeur lue dans la table, donc l'accord avec une série de Poisson ne peut
pas être rejeté •.Comme i > 30, la distribution de Poisson est assimilable à une
loi normale, pour laquelle (voir plus haut) 95% des valeurs estimant la moyenne
réelle sont comprises dans l'intervalle ± 1.96 s (loi normale) avec s2 = i (loi
de Poisson). L'intervalle de confiance à 95% autour du résultat d'une seule série
-,de dilution est donc d'environ 1,96.100, x étant la moyenne dérivée unique cor-
respondant aux 5 boîtes étalées.
Si i - 100, l'intervalle de confiance à 95% est donc d'environ + 20% pour une
seule série de dilutions.
../ ..
Il faut remarquer que l'erreur est proportionnelle à ~
'x'
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par conséquent dans une
série de dilutions successives les erreurs associées aux premières dilutions
(10-1 et 10-2) sont négligeables puisque le nombre d'organismes présent est alors
très important (de l'ordre de 105 au moins).
Le schéma du protocole expérimental est le suivant
o
~
o
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Sous-échantillonnage et filtration
après traitement à l'Acridine-Orange
Tirage au hasard des champs
microscopiques comptés
Pour estimer le nombre total de bactéries dans un échantillon traité (voir plus haut)
on filtre un certain volume de cet échantillon, soit directement, soit après une
dilution convenable, sur une membrane de porosité suffisamment faible pour retenir
toutes les bactéries (par exemple 0,1 ~). Après traitement par un fluorochrome
(par exemple Acridine - Orange) on observe le filtre montré en l'éclairant en lumière
incidente aux faibles longueurs d'onde (U.V.). Les bactéries, comme d'ailleurs toutes
les cellules, ont retenu le colorant et fluorescent en vert ou jaune, ce qui
permet de mieux les distinguer des particules inertes. Le comptage se fait en dénom-
brant les bactéries dispersées dans une aire délimitée dans le champs microscopique
par une grille de l'oculaire.
si l'échantillon provient d'un milieu naturel et n'a pas été vigoureusement agité,
on observera sur la préparation 3 types d'associations entre les microorganismes:
.. / .·
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- Des bactéries isolées, réparties dans tout le champ
- Des petits agrégats, formés de 5 à 50 bactéries, correspondent à des microcolonies
ou à des bactéries adsorbées sur des particules solides
- Quelques rares agrégats très importants (500 bactéries) qui sont toujours de
grosses particules organiques couvertes de bactéries.
Dans l'étude considérée, il était important de connaître la proportion entre bactérieE
"libres" et bactéries "fixées", cette proportion ayant une signification biologique.
C'est pourquoi l'échantillon n'était pas agité violemment avant le sous-échantillon-
nage.
Si l'on compte 34 champs microscopiques sur un même filtre provenant d'un même
échantillon, les résultats ne sont pas distribués suivant une loi normale
n = 34
x = 134
s2 = 344
k = 86
X2 = 85, valeur très supérieure à la valeur lue dans la
table. On a alors testé l'effet d'une transformation logarithmique y = log x.
On peut, pour ce faire,utiliser une méthode graphique simple = la droite de Henri.
En effet, si l'on établit le tableau des fréquences observées pour chaque classe
de données transformées (voir plus haut) et que Iton calcule pour chaque classe dans
l'ordre croissant les "fréquences cumulées", On associe à chaque fréquence cumulée
la valeur correspondant au centre de la classe, et l'on reporte sur un papier
gausso-logarithmique (papier "probit tt ) les couples de points obtenus :
- en abscisse et en échelle logarithmique les centres des classes
- en ordonnée et en échelle gaussienne les fréquences cumulées.
La distribution log-normale correspond alors à une droite, appelée droite de
Henri. Les points expérimentaux peuvent donc être graphiquement rapprochés de
cette droite théorique, ou mieux encore l'adéquation peut être testée avec un
programme d'ajustement linéaire.
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On vérifie ainsi que la distribution log-normale ne peut pas être rejetée comme un
modèle mathématique de la distribution des 34 comptages provenant d'un même
fil tre.
La transformation y = log x est donc appliquée à chaque résultat, la moyenne
transformée y est calculée, puis la moyenne dérivée i' = anti10g (y).
Le calcul des limites de l'intervalle de confiance (à 95 i.) autour de la moyenne
dérivée est plus complexe, car cet intervalle est tout de même assez dissymétrique
dans le cas de la loi log-normale. Il e~t pourtant indispensable de connaître ces
limites pour comparer des séries de comptages entre elles. Ce problème a été étudié
par différents auteurs et un programme pour HP 97 a été mis au point (voir annexe).
Si l'on ne dispose pas de ces moyens de calcul, on peut estimer l'intervalle de
confiance à 95 i. par la formule
fi 1 1D = 100 x t ri ( i + k) (en %)
Dans l'exemple donné ici, le calcul montre que l'intervalle de confiance est de Il %
et 8 i. autour de la moyenne de la champs microscopiques contenant respectivement 50
et 350 bactéries. On constate que le surcroit de travail correspondant au comptage
d'une suspension dense (3500 bactéries dénombrées) ne diminue que faiblement la
précision par rapport à une suspension moins dense (500 bactéries comptées).
En filtrant le sous-échantillon sans agitation violente, on a donc mis en évidence
une distribution contagieuse à l'échelle millimétrique mais on a bien entendu dimi-
nué fortement la précision du comptage.
Si le pourcentage de bactéries agrégées n'est pas un paramètre intéressant, on aura
intérêt au contraire à agiter fortement l'échantillon traité avant le sous-échantil-
lonnage, on retrouvera alors une distribution de Poisson correspondant au tirage au
hasard dans une population normale.
si l'on prépare 31 filtres à partir du même échantillon traité, les 31 moyennes
dérivées (après la transformation log) seront distribuées suivant une loi de
.. / ..
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Poisson. Comme x > 30, la normalité est admise et il est facile de calculer
l'intervalle de confiance autour des moyennes suivant le nombre de filtres
préparés et le nombre de bactéries comptées dans chaque champ (on compte
10 champs par filtre). Le calcul montre que l'intervalle de confiance à
95 i. est de + 40 i. et : 28 i. si l'on prépare respectivement l"et 2 filtres.
Remarquons au passage que l'échantillon n'était pas agité violemment avant le
prélèvement: aucune agrégation à l'échelle centimétrique n'a donc pu être
décelée en sous-échantillonnant 5 ml.
3. - HETEROGENEITE SPATIALE ET PRECISION DES COMPTAGES
Nous avons travaillé sur des échantillons traités, correspondant soit à des
prélèvements liquides (eaux douces, eaux de mer, etc ... ) soit à des prélève-
ments solides (par carottier) qui sont dilués dans leur totalité en général
au 1/IOème (voir plus haut).
Quelle signification donner aux résultats ainsi obtenus ?
Tout dépendra de la maille de l'échantillonnage (rapport entre le volume échan-
tillonné et le volume total) et du volume échantillonné. Il n'est pas possible
d'examiner tous les cas possibles, nous donnerons 2 exemples significatifs.
Cette étude avait pour objectif de mettre en évidence les fluctuations éventuelles
de la biomasse bactérienne dans la lame d'eau (15 cm) au-dessus d'une rizière en
fonction des variations de certains paramètres physicochimiques et biologiques.
Ces paramètres sont principalement dépendants de l'alternance nuit-jour (rythme
nycthéméral) et de la croissance de riz au cours de la saison. Comme l'étude
qualitative de la microflore bactérienne était également envisagée, 2 méthodes
de numération ont été simultanément utilisées : comptages microscopiques après
traitement Acridine - Orange, comptages des colonies formées sur boîtes de milieu
riche incubées en aérobiose.
Nous avons déjà détecté dans cette lame d'eau une hétérogénéité à l'échelle milli-
métrique lors de l'évaluation de la précision des comptages microscopiques, mais
des sous-échantillons de 5 ml sont homogènes.
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Existe t-i1 dans une parcelle dont la surface est généralement voisine de 1 ha.
une hétérogénéité spatiale à l'échelle ~étrique ? Dans l'affirmative, quelle
densité d'échantillonnage est nécessaire pour oètenir une précision donnée?
La réponse dépend en premier lieu du volume de l'échantillon. Pour des raisons
pratiques, ce volume peut difficilement dépasser 1 1, car il faudra transporter
au moins 30 échantillons au labo pour étudier la dispersion spatiale de la population.
On a choisi des flacons de 60 ml, chaque prélèvement étant effectué de la même
manière au même niveau de la lame d'eau pour chaque site.
On peut a priori craindre que des gradients (de salinité, de texture du sol, etc ••• )
ne créent dans une parcelle de 1 ha. une zonation à l'échelle des 10 m qui agi~se
également sur les paramètres dont on souhaite étudier l'influence dans le temps. Le
premier réflexe est donc d'échantillonner dans toute la rizière, suivant un tirage
"au hasard". Après avoir éliminé des bordures de 10 m de chaque côté, il convient
de s'assurer qu'un tirage entièrement au hasard ne biaise en fait les résultats, en
aboutissant par exemple à situer la plupart des sites dans une même portion. Le
tirage "stratifié" permet d'éliminer ce risque: sur un plan la rizière est divisée
en strates (42) d'égale surface et c'est dans chacune de ces strates que l'on
effectue le tirage au sort du site de prélèvement. Pour éviter que 2 sites ne soient
confondus s'ils sont tirés tous deux à la lisière entre 2 strates adjacentes, on
élimine encore une bordure de 1 m autour de chaque strate. De cette manière 2 points
consécutifs de prélèvements ne p~uvent pas être distants de moins de 2 m et de plus
de 32 m.
Les 42 échantillons sont individuellement traités et les résultats suivants ont été
obtenus :
(1) - Comptages microscopiques (2 filtres préparés par échantillon, 10 champs
comptés par filtres)
n = 40 (2 échantillons perdus)
x = 313
2 18 524s =
k
-
5
2 -On constate que s »x, la population n'est visiblement pas répartie de façon
homogène dans toute la rizière.
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La transformation y = log x assure la normalisation des résultats (ce qui est
vérifié sur papier t1 probittl ). Le calcul montre que pour réduire l'intervalle de
confiance (au risque 95 %) à : 25 % autour de la moyenne dérivée il faut traiter
individuellement 15 échantillons (provenant de 15 sites différents).
Ce processus est malheureusement beaucoup trop coûteux en temps (préparation des
filtres, comptage de 15 x 2 x 10 z 300 champs microscopiques pour chaque série).
Que faire ? Se rappeler de la remarque faite ci-dessus que les premières étapes
de dilution induisent des erreurs négligeables étant donné le nombre de microorga-
nismes présents.
En mélangeant les 15 échantillons individuels de 60 ml on prépare un échantillon
moyen de 60 x 15 = 900 ml que l'on agite. Le tirage à partir de cet échantillon
moyen correspond au tirage au hasard dans une suspension homogène (loi normale)
avec x très grand: l'erreur autour d'un tirage unique y est négligeable.
Sous-échantillonner dans l'échantillon moyen correspond donc à ajouter à l'hétéro-
généité entre les 15 échantillons individuels une très faible erreur méthodologique,
en fait tout à fait négligeable à ce stade de dilution (puisque proportionnelle à
1
Ir=: ).
'x'
On peut donc prélever des échantillons représentatifs de toute la rizière pour
rendre compte de son hétérogénéité mais ne traiter que l'échantillon moyen.
Pour le choix du processus expérimental final, on doit réaliser un compromis
entre la nécessité de diminuer à la fois la variance totale associée au protocole
et le coût opérationnel.
La variance totale peut se calculer si l'on connait les variances associées à
chaque étape
2 2 2
2 s sb sa n
St = -- + + ..... +n na' ~ na' ~... na n
s; et ~étant les variances et nombre de répétition pour la 1ère étape de la mani-
2pulation (prélèvement), sb et ~ pour la 2ème étape (sous-échantillonnage et filtra-
tion) , etc •••
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Le Tableau ci-dessous est un exemple. de recherche d' obtimisation ; il indique l' in-
tervalle de confiance à 95 % autour de la'~oyenne des comptages en fonction du nombre
d'échantillons prélevés et du nombre moyen de bactéries dans chaque champ.
Nombre
d' gchan-
tillons
Nombre ~oyen
de bactéries
par chacp
Nombre total
de bactéries
cooptées
Intervalle de
confiance à 95 %
(i. de la moyenne)
1 350 3500 + 40 %
-
15 50 7500 + 26 DI10
-
15 150 22500 + 25 %
-
15 350 52500 + 25 %
40 50 20000 + 15 %
-
40 150 60000 + 14 %
40 350 140000 + 14 %
On constate que l'intervalle de confiance à 95 % n'est pratiquement pas réduit, pour
40 échantillons prélevés et mélangés, si l'on compte en moyenne 350 bactéries par
champ microscopique au lieu de 50 : cela correspond pourtant à 7 fois plus de temps
de comptage ! Pour 15 échantillons seulement, même remarque : On a donc tout intérêt
à multiplier le nombre d'échantillons, de filtres préparés, ou de champs comptés en
ne filtrant qu'un volume permettant d'obtenir environ 50 objets par champ. Il ne faut
par contre pas descendre en-dessous de cette valeur, car l'adéquation loi de Poisson
- loi normale ne serait plus acceptable.
Le protocole expérimental choisi a donc été le suivant
- prélèvement de 15 échantillons de 60 ml dans des sites tirés au hasard sur plan
(tirage stratifié, voir plus haut) ~ intervalle de confiance = + 25 i.
- mélange pour obtenir un échantillon moyen (erreur négligeable)
... / ..
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- filtration de 2 sous-échantillons d'environ 5 ml de l'échantillon moyen ~ intervalle
de confiance + 28 %
- Comptage des bactéries dans la champs microscopiques de chaque filtre ~ intervalle
de confiance = + 8 %.
Total : 25 + 28 + 8 = + 61 % autour de la moyenne dérivée pour environ 1000 objets
comptés.
Cette faible précision est due, rappelons-le, au fait que l'échantillon moyen conser-
vait sa structure agrégée à l'échelle millimétrique.
(2) - Comptages des colonies sur boîtes
On peut s'attendre à retrouver à peu près la même hétérogénéité spatiale à l'échelle
de la parcelle.
36 échantillons de 60 ml ont été prélevés, pOltr cha cun 1 série de dilution permet
d'obtenir finalement la boîtes de Pétri. Les colonies sont dénombrées après 20 jours
d'incubation à 30°.
n = 36
x = 57
s2 = 479
k::l 8
X2 294, très supérieur à la valeur lue dans la table. L'accord
avec une distribution de Poisson doit être rejeté :
La transformation y = log x est normalisante (vérification graphique sur papier
"probit"), les intervalles de confiance à 95 % peuvent alors être calculés par le
programme HP 97. On trouve respectivement! 12 % et ! 20 % autour de la moyenne
dérivée pour 36 échantillons et 15 échantillons respectivement.
Le choix du protocole expérimental est maintenant possible, puisque l'on connait les
variances associées à chaque étape : le tableau ci-dessous montre que la diminution
de la variance totale est bien supérieure, pour un même nombre de boîtes, en augmentant
le nombre d'échantillons prélevés plutôt que le nombre de boîtes étalées pour la
dernière dilution.
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Nombre Nombre de Nombre de Nombre total Variance diminution par
d'échan- séries de groupes de de bottes totale rapport à la
tillons dilutions 5 boîtes- comptées -vën' i ance r.ax:il:nrr
"1 "2 "3 N
s2 (%)t
1
1
1
15
1
1
15
1
1
15
1
1
5
75
75
75
700
610
606
233
a %
12 %
13 %
66 %
L'idéal serait en fait de prélever 75 échantillons et de n'étaler qu'une boîte pour
chacune des 75 dilutions finales ainsi obtenues. Mais il est évident que le coût en
temps opératoire serait beaucoup trop important. Le compromis suivant a été adopté :
_ prélèvement de 15 échantillons et mélange pour former un échantillon moyen ~ inter-
valle de confiance = + 20 %
-4
_ sous-échantillonnage d'l ml et dilutions successives (jusqu'à 10 par exemple)
~ intervalle de confiance + 20 %.
- étalement de 10 boîtes de Pétri et comptage d'environ 50 colonies par boite
~ intervalle de confiance + 7 %.
Total 20 + 20 + 7 = + 47 % pour 500 objets comptés.
La précision des comptages sur boîtes semble donc meilleure, mais pour cela il a été
nécessaire de briser la structure spatiale de la population en agitant fortement les
tubes pendant les dilutions: on a donc perdu de l'information.
De plus les numérations pratiqués sur les mêmes échantillons ont montré que 7 %
seulement des bactéries totales dénombrées au microscope forment des colonies sur
un milieu riche: l'estimation de la biomasse ne peut donc se faire que par comptage
microscopique.
Il a donc été possible de connaître les variations significatives de la population
bactérienne totale dans la lame d'eau au cours de l'alternance nuit - jour à différentes
périodes de la saison culturale. ~~is on peut se demander a posteriori si la stratégie
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de l'échantillonnage était bien la meilleure. Parcourir la parcelle d'l ha. dans
sa totalité pour y récolter 15 échantillons présente des inconvénients : perte de
temps et surtout piétinements répétés pouvant disturber le biotope si les prélèvements
sont trop rapprochés dans le temps.
Serait-il possible par exemple d'installer sur une passerelle 15 stations fixes aussi
représentatives de l'ensemble de la parcelle? La distance séparant 2 stations conti-
guës serait alors plus petite. Pourrait-on rendre compte dans ces conditions de
l'héterogénéité à l'échelle de la parcelle?
La réponse à cette question pourrait être donnée par une étude de l'influence de la
distance entre les prélèvements sur la variance (pour des échantillons de même
taille). si les échantillons sont très proches, l'hétérogénéité à l'échelle de la
parcelle n'est pas appréhendée et les échantillons sont distribués suivant une loi
2 - -
normale s = x (si x > 30).
A partir à'une certaine distance s2 augmente avec la distance, mais jusqu'à une
certaine limite qui rend compte totalement de l'hétérogénéité du milieu.
2
s
x
D
lU
D = Distance minimum
m
distance entre
échantillons
La distance minimum à adopter correspond à cette limite. si une étude de longue
durée est prévue dans un biotope, la détermination de cette distance minimum
(fonction de la taille de l'échantillon) peut être rentable.
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Cet exemple illustrera l'influence de la taille de l'échantillon sur la mise en
évidence de la structure de la population.
On prélève dans le système racinaire d'un même pied de riz Il échantillons de sol
de 10 ml, avec un carottier en métal. Chaque échantillon est amené à une suspension
homogène de 100 ml (échantillon traité). A chaque échantillon traité correspond
10 boîtes d'étalement de la dilution finale utile (10-5), on a donc Il moyennes qui
sont distribuées suivant une loi dont les paramètres sont
n = Il
-1
x = 23
s2 = 19
k-+ oo
2 2X = s (n - 1) : 8,2, ce qui est inférieur à la valeur lue dans
la table
x
la distribution de Poisson ne peut pas être rejetée.
Les échantillons de 10 ml de sol n'ont donc pas mis en évidence une hétérogénéité
spatiale dans le système racinaire du riz.
si au contraire on échantillonne des très petits volumes (en pratique on pèse des
microagrégats d'environ 10 mg récoltés au contact des racines) on obtient:
n = 29
i': 41
s2 = 82
k = 41
2~ = 56, très supérieur à la valeur lue dans la table. L'hypothèsf
d'une distribution au hasard doit donc être rejetée, et l'hétérogénéité spatiale
apparait avec des échantillons petits.
Une distribution agrégée (ou contagieuse) peut donc être masquée par une taille trop
grande de l'échantillon: on constate dans la figure suivante que le rapport s2/x
caractérisant la population schématisée à gauche varie avec la taille de l'échantillon
figuré à droite.
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2-Pour une distribution parfaitement au hasard, le rapport s lx reste égal à 1 quelque
soit la taille de l'échantillon.
Il Y a bien entendu une limite inférieure pratique à la taille d'un échantillon, là
encore la taille optimale est un compromis entre le souci de mettre en évidence la
structure de la population et les problèmes pratiques,
o
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1 et 2
3
4
EJ
. 0.38 1 1· /.Effet de la transformat10n y = x sur a re at10n moyenne var1ance pour
89 groupes de 5 boîtes de Pétri étalées à partir d'une même dilution.
Effet de la transformation y = log x sur l'histogramme des fréquences de la
distribution des 40 moyennes dérivées correspondants à 40 prélèvements de
60 ml dans l'eau de la rizière.
Vérification graphique de la normalité après transformation y = log x sur
papier "probit" (droite de Henri). Même exenp1e que ci-dessus.
5 et 6 : Instructions et listing du programme de calcul de l'inter-
valle de confiance autour de la moyenne , loi normale et
loi log-normale , avec calculatrice HP 97" 0
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ANNEXE 5 User Instruetions B.P. 97
..... CALCUL DE L 1 INTERVALLE DE CONFIANCE AU RISQUE lIll..~1 CHOISI AUTOUR DE LA MOYENNE DE DONNEES DISTRIBUlŒi,..
~ SUIVANT UNE LOI NORMALE ET UNE LOI LOG-NORMALE
~
STEP INSTRUCTIONS INPUT KEYS OUTPUTDATA/UNITS DATA/UNITS
"'11 Â VANT LE PREMIER CALCUL. VIDER LES CL] Ci] 0.0000
REGISTRES c::=:J c=J
2 1 N ....H~ CHAOUE DONNEE EN A x~ c:::AJ c=J
(FRAPPER A APRES CHAQUE) c:=J [==:J
~ OTT A 1'J'n '( T;F.S S ON'l' 'RTE [=:iJ c=J n-ll
INTRODUITES • FRAPPER B. LA MACHINE c::=:J c=J
IMPRIME LE NOMBRE DE DEGRES DE LIBERTE c::=:J c=J
,. INTRODUIRE EN C LA VALEUR DE 1; +. c=o:J c=J of:
(~. IJ";N' '1 CORRESPONDANT A n-l1 ET c::=:J CJ
AU RISQUE CHOISI • LA. MACHINE IMPRIME c=J [==:J
• 'l CJc=J
T 1 CJc=J 1_
-~ c::=:J c=J -MOYENNE x ~
. T Ml'I"H: 1 • c:=J c=J 1.1N WH:""
... CJc=JPOUR LA LOI NORMALE • PUIS
T . 1 MI'''; L_ CJc=J L_
CJc=J -MOY:F.NN'F. vI
.'
T 1 H: I ....H~ T .•. c:=J [==:J Loi
'POTm LA. T.OT T"'''' 'OT"' ....."U;-'F. _ PTTTS CJc=J
MN 04 nF.2 ,,,;,.-,,. IIl~NTS OUT c=Jc=J ('. 1 / ('.
DOIT ETRE COMPRIS ENTRE 0.66 ET c:=J [==:J
1 . 'l 'l POTT"R OHF. T.A Tl) ANS '\'1'TON CJc=J
y=1eg x SOIT VALABLE CJc=J
LES REGISTRES SONT ENSUITE VIDES. c:=J [==:J
LA MACHINE IMPRIME 0.0000 • ET POUR CJc=J 0.0000
UN NOUVEAU CAS ALLER EN 2. 0 c::=J c=J
c::=:J c=J
c::::::::J c=J
.. .
-
c::::::::J c=J
--- -~
c:=J [==:J
c::::::::J CJ
CJCJ
c::=:J c::=:J
c::=:J c=J
c::::::::J c=J
c::=:J c=J
[==:J [==:J
c::=:J c=J
CJr=J
• ~ "',' ~ ""•."9 .. ~. ~
ANNEXE , LISTING DU PROGRAMME DE CALCUL DE
L'INTERVALLE DE CONFIANCE AUTOUR DE LA MOYENNE, H.P. 91 •
..~.
.~
1
",
R~LI
1
2
x
ReL0
+
ReL9
x
DSP5
GSBI>
ReL!
D5PB
RCL9
5
eHS
lex
X~Y?
GT09
ReLS
DSP4
RCLS
PRTX
CLRG
P:S
CLRG
CL>:
PRn:
spe
RTN
fLBLb
5T09"
5T+8
RTN
R/S
*LBL9
ISZr
RCL1
RCLI
, ?~
"iv
176
1 ~?( 1
178
f7Q
.i. J .0
188
181
182
183
184
185
186
187
188
189
198
191
192
193
...."'"'"' 159
168
161
162
163
164
165
1 ~~
• toto
167
168
169
178
171
172
173
174
2
1
o
LN
xr
RCt.(
RCL3,
P:S .'_oC
RCL9 :
x
STO!
ENTt,
ReLJ
DSP8"': ._~:~ ~~.;,
STOP.
t
x 151
p~n; lS2
ReL'5 .;,-......:,,;=~_.. 153
fNTt 154
ReL4 l'55
x 156
PRTX 157
SPC 158
RCLZ
RCL3-,·q'~':
ENTt·
ReLJ '
GSBi-,
DSpe
e
STOl
SToa
x~
DSP5
RCL9
x''
"ReLS ,.;
x
ReLA__ ,.:;;o.;'-~ ,
119
125
124
122
Hj~
1134
105
166
lB?
1138
1139
118
111
112
113
114
115
116
il?
118
126
127
128
129
134
135
136
137
138
139
148
141
142
143
H4
145
146
147
148
149
158
"
.'.
1,RCL3
ReLl
PH~
RetZ
ST02
S
ENTt
RCi..2
x
sTor
x
ReL!
+
le~o
ST02·
j/X
Reu
ReL9
PRTX
SPC
x
x:y
1/};
EHTt
ReLZ
x
".'4.-\
1BX
ST04
x
x:r
ENTt
ENTt
~'CL2
x
PRTx.
RCt.5
STOS
[,,-, ~
l''!'.;.. ~;.
872
e5!
[152
135J
054
d55
8'56
057
8S8
eS9
86B
861
862
a6J
864
865
066
067
868
069
071.1
e?l
873
074
0?5
f376
078
679
&88
381
eez
&83
e84
e85
886
887
088
MS
~ge
091
052
093
e~4
~95
['96
t337
898
0,
f'
~, -.
..
....•"""",_.-~~ ~ .....
P:S
i"" 1";."'"~._J\~
RCL9
P:5
,[g
1/X
peu
x .
STD2· "
S
x:y
ENTt
RCL2 1",
LOG
5r02
PRiX;
1 ,~
.. t
x
x
x:y ~
RCL2
+
PRTX
0, x-
x:v
PRTX
p.eL9
EUH
1
P:S
+;
P"C' i,.. ,.,~. ~.
IUN
:t:LBLC
PRTX
SPC
STOl
D"C'
j "~I
cu.:
PRrx~:,
SP~ .
Rffr' --_0 --
*:"BU~
ENTt ~.__
,LBLe
eLPb
! t.'P ..... ~~.._..;.. .._
RTN
,LBLB
881
11t12
033
e94
8e5
B86
e~?
Bes
0i39
i:!!8
811
812
813
814
815
316
Bl?
818
f19
920
1321
e22
en
024
02'5
826
el?
028
029
939
eJl
02'2
832'
03~
835
836
flJ7
038
039
1148
841
042
843
844
845
84b
fJ47
848
849
€Ise
