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Abstract
Psychiatric disorders can be characterized as behavioral or mental states that cause signif-
icant distress and impaired personal functioning. Such disorders may occur as a single episode
or persistent, relapsing, and perhaps leading to suicidal behaviours. The exact causes of psy-
chiatric disorders are hard to determine but easy access to health care services can help to
reduce the severity of the states. Inpatient psychiatric hospitalization is not only an expen-
sive mode of treatment but also may represent the quality of health care system. The aim of
this study was to investigate the factors associated with repeated hospitalizations among the
patients with psychiatric illness, which may help the policy makers to target the high-risk
groups in a more focused manner.
The count of hospitalizations for psychiatric patients may be zero during a period of
time for the huge majority of patients rather than a positive count. A common strategy to
handle excessive zeros is to use zero-inflated models or hurdle models. In the field of health
services research of mental health, very little literature is available comparing the relative fits
of zero-inflated distributions and other count distributions to empirical data. A large linked
administrative database consisting of 200,537 patients with psychiatric diagnosis in the years
of 2008-2012 was used in this thesis. Various counts regression models were considered
for analyzing the hospitalization rate among patients with psychiatric disorders within 3, 6
and 9 months follow-up since index visit date. The covariates for this study consist of socio-
demographic and clinical characteristics of the patients. According to the Akaike Information
Criteria, Vuong’s test and randomized quantile residuals, the hurdle negative binomial model
was the best model.
Our results showed that hospitalization rate depends on the patients’ socio-demographic
characteristics and also on disease types. It also showed that having previously visited a
general physician served a protective role for psychiatric hospitalization during our study
period. Patients who had seen an outpatient psychiatrist were more likely to have a higher
number of psychiatric hospitalizations. This may indicate that psychiatrists tend to see
patients with more severe illnesses, who require hospital-based care for managing their illness.
Having earlier and greater access to outpatient psychiatrist and community-based mental
iii
health care may alleviate the need for hospital-based psychiatric care.
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1. Introduction
1.1 Background and Rationale
Mental illness causes suffering for as many as 450 million people worldwide at any given period
of their life time [1]. One in five Canadians will live with a mental illness in their lifetimes
[2]. The increased demand for health care for mental health concerns has been identified
as an important public health topic all over the world and in Canada as well. Timely and
easy access to care are an essential aspects of mental health care quality. However, it is
possible that most mental health patients can not receive timely outpatient care which may
contribute to increased demand for acute hospital care. The aim of our study was to make
a significant contribution in the context of health care utilization research in mental health,
since few research studies have been conducted to study the factors associated with inpatient
mental health hospitalizations in Saskatchewan.
Inpatient mental health hospitalizations represent a fraction of the spectrum of services
in place for those who seek treatment for mental illness [3]. Inpatient hospitalization is often
resorted to when a mental condition worsens and treatment in an outpatient setting is in-
sufficient. In health services research, inpatient psychiatric hospitalizations are an expensive
mode of treatment and readmission within a short period of time is a negative performance
indicator [3–5] and a major driver of cost. Densen et al. [6] call individuals who account
for a large portion (50-70%) of health spending high-cost users and Taube et al. [7] demon-
strated that individuals with mental disorders are responsible for a disproportionate amount
of outpatient expenses. Several recent Canadian studies have focused on high-cost users and
patients with mental health and addiction (MHA) issues. De Oliveira et al. [8] demonstrated
that high-cost MHA patients incur 30% more healthcare costs per capita compared to high-
cost users with no mental health conditions. Likewise, a subsequent study demonstrated that
MHA high-cost patients (i.e. individuals whose MHA services accounted for more than 50%
of their total healthcare costs) had healthcare costs 40% higher than those with no MHA-
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related costs [9]. Adopting a combination of mood, substance use, psychotic and anxiety
disorders as a definition of mental illness, Hensel et al. [10] found that the prevalence of
mental illness was 39.3% in the top 1% of users by cost (compared to 21.3% in the lowest
cost group). Among MHA high-cost users, people with schizophrenia are common, largely
driven by their need for frequent hospitalizations [10–12].
Aside from being costly, frequent inpatient mental health care may also reflect the un-
derlying deficiencies in the availability or access to outpatient care services for pre- and
post-discharge treatment [13] and further a negative indicator of the quality of hospital
care [14, 15]. Several strategies have been developed for reducing readmission rates [16].
These include enhanced patient education, more intensive post-discharge follow-up care, and
increased coordination with outpatient providers [17]. A study based in Saskatchewan re-
ported that having a good connection to a primary care provider decreased the probability of
being a high-cost health service user [18]. Nevertheless, lack of access to outpatient mental
health care may not be the only factor contributing to increased demand for inpatient care.
Elucidating factors that contribute to inpatient mental health hospitalizations is essential
for further understanding the population heterogeneity of mental health seeking behaviors.
Identification of population subgroups with frequent hospitalization for mental health con-
cerns may help public health policymakers to target those sub- populations in a more focused
and efficient manner.
Previous research indicated that inpatient hospitalizations for patients with psychiatric
disorders may reflect both the severity and type of illness [19]. Inpatient readmission is
common for individuals with severe mental illness (SMI) (e.g., schizophrenia, mood disorders,
bipolar disorder and psychoses) with estimates in the range of 40% to 54% [20–23]. It was
found in England that the life expectancy of SMI patients is 10 to 15 years shorter than
the general population [24]. A recent global morbidity study attributed 3.5 % of total Years
Lost to Disability to two types of diseases: schizophrenia and bipolar disorder combined [25].
These two diseases alone are estimated to constitute 1.1% of the total Disability Adjusted
Life Year burden of disease in 21 regions worldwide [26]. People with SMI are at higher
risk of hospitalizations compared to the general population [27, 28] partly because medical
comorbidities are more common [29, 30]. SMI is associated with increased treatment costs and
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hospitalizations may represent a significant proportion of their health care costs. Predicting
inpatient hospitalization is difficult due to the complex interplay between systemic, clinical,
and sociodemographic factors. Many studies have focused on patient risk factors for inpatient
hospitalization, including severity of psychotic symptoms, substance use, suicidal behavior,
and current manic symptoms [31–35].
In addition to clinical factors, demographic and socio-economic factors have been shown
to be associated with mental health services utilization. Recent studies indicated that mental
health problems and mental health service utilization among children and youth have been
increasing over the last three decades [36, 37]. A survey conducted in Ontario by Offord et
al. [38] showed that about one in five (18.1%) children between the ages of 4 and 16 years
experience at least one of the following psychiatric disorders (conduct disorder, hyperactivity,
emotional disorder, and somatization). The prevalence rates of mental disorders among
children and youth in Canada was estimated to be about 14% [39]. Mason and Gibbs [40]
examined hospitalization patterns among adolescents and found that younger children were
significantly more likely to experience a longer hospitalization than the older ones. Fontanella
[41] conducted a 1-year longitudinal study on children and youth discharged from psychiatric
hospital care and found that the lack of parental involvement and use of corporal punishment
predicted psychiatric readmission. Also, in a 2.5-year longitudinal study by James et al.
[42], the researchers found that availability of post-discharge services reduced the risk of
rehospitalization among children and youth. Other research (e.g. [43]) found that American
children and youth in state custody who were living in group homes or youth emergency
shelters were more likely to have been readmitted. However, studies of elderly populations
have reported equivocal findings regarding the associations between depressive symptoms
and hospitalization episodes, with some reporting a lack of association [44–46], and others
reporting a positive association, but only among subgroups of elderly men [47]. CIHI [48]
reported that older individuals are more likely to be rehospitalized. This study was based
on the patterns of one-year readmissions to acute care hospitals in Canada among patients
who had a mental illness as the most responsible diagnosis in their index admission during
2002-2003.
Carriere et al. [49] found that hospitalization rates for mental illness were almost in-
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variably higher for First Nations living on and off reserve, Metis, and Inuit than for the
non-Aboriginal population, regardless of disease category. One possible explanation of this
situation provided by Carrier and Pong [49, 50], was that on-reserve First Nations people
primarily live in rural areas and may have less access to primary care services. Females were
found to be higher users of high-cost health facility users for psychiatric illness more than
males [18]. WHO [51] claimed that depression is two times more common among females
than males.
Residential locations may also play an important role in hospitalization with geographical
characteristics such as population and service location being considered as important factors
in several studies. The most commonly used procedures included area level variables like
rural or urban areas, or the availability of community care in that area as predictors or
compared different geographical areas [14, 15]. Nevertheless, the research findings are mixed.
Some studies reported that readmission rates were lower in urban regions [52, 53]; whereas,
positive associations between readmission rates and population density were reported in other
studies [52].
1.2 Review of Methodology
Hospitalization rates (i.e. number of hospitalizations per unit time) are a measure of disease
burden and a key driver of health care costs. Many studies have focused on the population
with at least one hospitalization admission without considering the relatively healthy sub-
population who had no hospitalizations within a certain study period. A comparison between
readmitted versus not readmitted patients was typically performed using logistic regression.
Priebe [54] considered the readmission rate per person-year, while in other cases separate anal-
yses were performed for psychiatric and non-psychiatric reasons [55]. Various comparisons
involved patients readmitted during a given time period vs a control group of non-readmitted
patients [56], early vs late readmission vs control patients [57, 58], or readmitted vs several
groups of non-readmitted [59] (community and nursing home). Several studies have simply
compared those patients who have been readmitted versus not readmitted–ignoring number
of readmissions. The resulting two groups were then compared using basic statistical tech-
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niques such as the chi-squared test [60], or by more sophisticated techniques such as logistic
regression [61, 62]. However, the use of such dichotomization leads to pertinent information
being ignored, such as the distribution of readmissions. To address this weakness, other
studies [63, 64] resorted to using linear regression to model the number of readmissions. It
is well-known that applying linear regression to count data, such as number of readmissions,
is problematic[65]. In particular, the significance tests and confidence intervals employed in
linear regression assume equal variance, which are typically violated by count data.
Poisson regression is commonly used for analyzing counts data [66–69]. However, the
Poisson distribution assumes that the mean and variance are equal conditional on a given
set of covariate values, [70–72]. Poisson regression may not perform well when the condi-
tional variance is greater than the conditional mean [73]. Such a phenomenon is known as
overdispersion. Eaton [74] analysed 2316 hospital admissions for schizophrenia, based upon
all the psychiatric hospitals in the state of Maryland. It was found that the readmission
data were fitted poorly by the Poisson distribution. Similar results were found by Smeeton
[75] who analysed 59,546 episodes of psychiatric illness recorded by general practitioners in
England and Wales. In both cases, the conditional variance for the number of readmissions
or episodes was higher than the conditional mean, indicating the presence of overdispersion.
The negative binomial (NB) distribution could serve as the basis for modeling data with
overdispersion [65]. The NB distribution was originally applied to the study of multiple ac-
cidents or illnesses [76] but has also been applied to the study of health service and resource
utilization including visits to clinics [77], intervals between suicides [78] and acts of violence
by psychiatric outpatients [65]. Eaton [74] and Smeeton [75] both found that the NB dis-
tribution fit the data well. Moreover, in a general hospital study, a study analysed 458,563
admissions of New England residents aged 65 or older [79] and found that the NB regression
model fit the data far better than did the Poisson model. Using the latter distribution led to
results that were too liberal or optimistic, in that the confidence intervals [80] for the regres-
sion parameters were 25% to 50% smaller than those obtained using the NB distribution. In
other words, the inappropriate use of Poisson regression could lead to unjustifiably precise
(narrow) confidence intervals for the regression parameters.
In situations when a large number of patients are not hospitalized during the study
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period, neither Poisson or NB regressions may fit the data well [81]. Alternative modeling
techniques have been proposed in literature to accommodate the excess zeros, including
hurdle and zero-inflated models. A hurdle model [82] is a two-component model in which
one component models the probability of zero counts and the other component uses a zero-
truncated Poisson or zero-truncated NB distribution that is modified by conditioning on a
positive outcome. Another way to deal with excessive zeros is to use a zero-inflated model
[83], which is a mixture of a regular count regression model such as Poisson or NB model
and a component that accommodates the excessive zeros. The difference between hurdle
and zero-inflated models is that a hurdle model considers the zeros to be separate from the
non-zeros, whereas for a zero-inflated model, there are two distinct processes by which the
zeros arise: sampling zeros which occur by chance and structural zeros or true zeros which
are inevitable and are part of the counting process.
Modeling hospitalization rate requires defining a study period. The literature on this
subject is difficult to interpret as it is composed of studies examining readmission within
periods ranging from 1 month to 1 year conducted in a wide variety of settings with different
patient populations, different models of inpatient care and community care, and these dif-
ferences may have led to contradictory conclusions [21]. In a study by Lyons et al. [84], the
success of a hospital intervention, assessed by the improvement in psychiatric symptoms, had
no influence on readmission in the 30 days or 6 months following discharge. This was true
for a wide range of psychiatric disorders. Lyons et al.[84] focused on short-term readmission
(i.e. 30 days and 6 months) which is based on the premise that a particular hospitalization
decreases its impact on readmission relative to other variables such as environmental stressors
[85]. We will therefore conduct a sensitivity analysis by varying the follow-up time from 3,
6, to 9 months to test the robustness of our findings.
1.3 Study Motivation
For modeling counts data, the choice of underlying distribution is crucial for valid statis-
tical inference, which commonly depends on the percentage of zeros, the underlying data
generating processes by which zeros arise and dispersion of the positive data. In the field of
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mental health services research of mental health, very little literature is available comparing
the relative fits of zero-inflated distributions and other count distributions to empirical data.
In this thesis, two important questions were addressed, relating to the choice of statis-
tical models: Do Poisson, NB, zero-inflated and hurdle models yield different model fits for
modeling repeated hospitalization rate? And, what factors are significantly associated with
hospitalization rate?
Model fits are compared in terms of:
• Relative fits measures: Akaike’s information criterion (AIC) [86]. Vuong’s test [87], a
likelihood-ratio-based test for model selection.
• Absolute fits measures: Random quantile residuals (RQR) [88], and, the fitted values
vs observed values.
Our study aimed to identify the significant socio-demographic and clinical characteristics
for the individuals associated with the inpatient hospitalizations. In particular, our objective
was to assess whether access to primary care and psychiatric outpatient services protects
against mental health hospitalization. Mental health services outside of the hospital may
reduce the need for hospitalizations, so this study would provide valuable information for
policymakers and planners. For example, planners would be able to identify health regions
with higher hospitalization rates and take proper steps to address modifiable risks for hospi-
talization.
1.4 Organization of the Thesis
Different modeling methods for counts data are reviewed in Chapter 2. In Chapter 3, model
comparison and diagnosis methods for counts regression models are discussed. Chapter 4
presents the analysis of the inpatient hospital care use for psychiatric patients data using
various counts regression models. Model fits are compared using various model comparison
and goodness of fit criteria. Finally, Chapter 5 presents the concluding remarks of this thesis.
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2. Methodology
In this Chapter, we briefly review some commonly used regression models for count data,
including Poisson and negative binomial (NB), zero-inflated Poisson (ZIP), zero-inflated neg-
ative binomial (ZINB), hurdle Poisson (HP) and hurdle negative binomial (HNB) models.
2.1 Statistical Models for Modeling Counts Data
2.1.1 Poisson Model
Poisson distribution is often employed for analyzing count data [66–69]. One of the important
assumptions of the Poisson distribution is that the mean and variance have to be equal, which
is very restrictive [70–72]. Overdispersion occurs if the variance is greater than the mean [89].
Let Yi, i = 1, ..., n be a discrete random variable which follows a Poisson distribution with
parameter µi, and n be the sample size. The probability mass function (PMF) for a Poisson
distribution is
f(Yi = yi;µi) =
(e−µi)(µyii )
yi!
, yi = 0, 1, ..., n. (2.1)
The expected mean and variance of Yi are as follows:
E(Yi) = µi (2.2)
V (Yi) = µi. (2.3)
Typically, a logarithm is used to link µi to a linear predictor of Xi
log(µi) = X
T
i β, (2.4)
where Xi represents a vector of explanatory variables for the ith subject (1, Xi1, Xi2, ..., Xip)
T
and β =(β0, β1, β2, ..., βp)
T is a vector of regression coefficients.
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2.1.2 Negative Binomial Model
Negative binomial (NB) distribution is an extension of the Poisson distribution, where the
Poisson mean µi is distributed as a gamma distribution. Detailed discussions can be found
in [90, 91].
Suppose Yi has a NB distribution with mean µi and shape parameter k. The shape
parameter k controls overdispersion.
The probability mass function can be written as,
f(Yi = yi;µi, k) =
Γ(µi + k)
Γ(k)Γ(µi)
(
µi
µi + k
)yi(
k
µi + k
)k, yi = 0, 1, ..., n. (2.5)
The mean and variance of yi are
E(Yi) = µi (2.6)
V (Yi) = µi +
µ2i
k
. (2.7)
If k tends to infinity, the NB is reduced to the Poisson distribution. If k > 0 then V (Yi) >
E(Yi). Typically a logarithm is used to link µi to a linear predictor of Xi
log(µi) = X
T
i β, (2.8)
where Xi represents a vector of explanatory variables for the ith subject (1, Xi1, Xi2, ..., Xip)
T
and β =(β0, β1, β2, ..., βp)
T is a vector of regression coefficients.
2.1.3 Zero-Inflated Model
The zero-inflated model was firstly proposed by Lambert [92] with an application to defects
in a manufacturing process. One assumption of this model is that structural zeros occur with
probability pi, and sampling zeros with probability (1− pi). Thus, the occurrence of yi from
a zero-inflated Poisson (ZIP) model follows the following distribution:
P (Yi = yi) =
 pi + (1− pi)e−µi if yi = 0(1− pi) (e−µi )(µyii )yi! if yi > 0 , (2.9)
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The mean and variance of ZIP distribution are
E(Yi) = (1− pi)µi (2.10)
V (Yi) = (1− pi)(µi + piµ2i ). (2.11)
This distribution approaches to Poisson(µi) as pi→ 0.
The ZIP model with log link function is: log(µi) = XTi βlogit(pi) = log( pi1−pi ) = X˜Ti β˜, (2.12)
where 0 ≤ pi ≤ 1 and 0 < µi <∞. X˜i represents a set of covariates related to the binary
outcome and β˜ represents the respective estimates.
Zero-inflated negative binomial (ZINB) distribution is a mixture distribution, similar to
ZIP distribution, where pi denotes the probability that an individual belongs to the excess
zero component and with probability (1−pi), the rest of the counts follow a NB distribution.
The ZINB distribution is given by:
P (Yi = yi;µi, k) =
 pi + (1− pi)(1 +
µi
k
) −k , yi = 0
(1− pi) Γ(yi+k)Γ(k)Γ(yi)(
µi
µi+k
)yi( k
µi+k
)k , yi = 1, 2, ...
(2.13)
The mean and variance of ZINB distribution are
E(Yi) = (1− pi)µi (2.14)
V (Yi) = (1− pi)µi(1− piµi + µi
k
). (2.15)
Note that this distribution approaches the ZIP distribution and the NB distribution as k →∞
and pi → 0, respectively. If both 1k and pi ≈ 0 then ZINB distribution reduces to Poisson
distribution. The ZINB mixed effects model can be written similarly as equation (2.12) for
a ZIP model.
2.1.4 Hurdle Model
In a hurdle model, the first part is a binary response model and the second part is usually
a truncated-at-zero count model [93]. Hence, a hurdle model is a modified count model in
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which separate processes generating the zeroes and positive counts are not constrained to be
the same. This allows us to interpret the positive outcomes (>0) that result from passing the
zero hurdle (threshold). The hurdle portion of the two-part model estimates the probability
that the threshold is crossed. Theoretically, the threshold could be any value, but it is usually
set equal to zero because this is most often meaningful in the context of the study objectives.
Mullahy [82] laid out the basic form of hurdle count models.
The unconditional PMF for Y is given by
Pr(Yj = yi) =
pii if yi = 0(1− pii) f1(yi)1− f1(0) if yi > 0. (2.16)
where pii is the probability of zeroes. The mean and variance for the hurdle Poisson (HP)
model are:
E(Yi) =
1− pii
1− e−µi × µi (2.17)
V (Yi) =
1− pii
1− e−µi ×
(
µi + µ
2
i
)− ( 1− pii
1− e−µi × µi
)2
. (2.18)
The HP model with the log link function for the truncated Poisson component and the
binomial component with the logit link function are then written as: log(µi) = XTi βlogit(pii) = log( pii1−pii ) = X˜Ti β˜, (2.19)
HNB model can be defined analogously [94].
2.1.5 Counts Regressions for Modeling Event Rate
For longitudinal follow-up data, study participants may be subject to loss to follow-up.
Therefore, it is important to model the number of repeated hospitalizations accounting for
varying follow-up times. For example, the number of repeated hospitalizations could be much
higher for those participants who had 9 months of follow up as compared to those who had 3
months of follow up due to the longer observational period. In this study, we use the follow
up time (τi) as the offset term which is random. The response variable (i.e., the number of
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repeated hospitalizations) was divided by the offset variable as the adjustment, which is the
hospitalization rate.
For a Poisson or NB model, we then model the “event rate”, which is the expected number
of events per unit time as,
θi =
µi
τi
, (2.20)
Therefore, a Poisson or NB model can be written as:
log(µi) = log(τi) + log(θi) = log(τi) +X
T
i β. (2.21)
A ZI model for modeling the “event rate” is then written as: log(µi) = log(τi) +XTi βlogit(pi) = log(τi) + X˜Ti β˜. (2.22)
Similarly, a hurdle model for modeling the “event rate” can be formulated as:
 log(µi) = log(τi) +XTi βlogit(pii) = log(τi) + X˜Ti β˜, (2.23)
where log(τi) is the “offset” term to account for varying exposure/follow-up times among the
study participants.
2.2 Estimation Procedure
There are a few methods for estimating the parameters of a generalized linear model (GLM).
Maximum likelihood estimation technique is easily applicable to estimate the parameters
of a GLM. Moreover, maximum likelihood estimates can be used to estimate the variance
components from the second derivative of the log likelihood. Newton-Raphson, Nelder-Maid
and similar algorithms are available to maximize the complete data loglikelihood function.
Package glmmTMB can be used for fitting generalized linear models and extensions. This is
an R package built on the Template Model Builder automatic differentiation engine. The
distributions for the response variable that are considered in glmmTMB include: Poisson, bino-
mial, negative binomial, Gamma, Beta, Gaussian, zero-truncated Poisson and zero-truncated
negative binomial. This package also allows to add offset in the models.
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The general likelihood function of HP model can be written as:
L(β, β˜) =
∏
(yi=0)
[P (yi = 0)]
∏
(yi>0)
[P (yi > 0)f1(yi)]
=
[∏
(yi=0)
1
1+ex
T
i
β
] [∏
(yi>0)
ex
T
i β
1+ex
T
i
β
e−e
˜
xT
i
β˜
eyi
˜
xT
i
β˜
(1−e−e
˜
xT
i
β˜
)yi!
]
=
[∏
(yi>0)
ex
T
i β
∏n
i=1
1
1+ex
T
i
β
] [∏
(yi>0)
e−e
˜
xT
i
β˜
eyi
˜
xT
i
β˜
(1−e−e
˜
xT
i
β˜
)yi!
] (2.24)
The likelihood function for HNB can also be written in the same way as HP.
The likelihood function for ZIP can be written as:
L(β, β˜) =
∏
I(yi=0)
[
pi + (1− pi)e−µi
]
I(yi>0)
[
(1− pi)(e
−µi)(µyii )
yi!
]
=
∏[( ex˜Ti β˜
1 + ex˜
T
i β˜
+
e−e
xTi β
1 + ex˜
T
i β˜
)
+
e−e
xTi β(ex
T
i β)yi
(1 + ex˜
T
i β˜)yi!
] (2.25)
where, I(.) =1 if the condition is true, 0 otherwise. The likelihood function for ZINB can
also be written in same manner as ZIP.
2.3 Hypothesis Testing
The very first step in conducting a study is to specify a proper research hypothesis. A null
hypothesis (H0), which is a theoretical statement that no relationship exists between the
exposure or intervention and the outcome of interest, i.e. it is the hypothesis of no difference.
If there is a significant departure in the data from what would be expected under H0 , the
investigator is able to reject the hypothesis in favour of an alternative hypothesis (HA), that
an association exists between the exposure or intervention and the outcome.
There are three standard ways to use the likelihood function to perform large-sample
inference [95].
Wald Test
Let us consider β be an arbitrary parameter and H0 : β = β0. If the βˆ is the unrestricted
Maximum likelihood (ML) estimates of β, then we can write the test statistics under the H0
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as [95]:
z = (βˆ − β0)/SE(βˆ), (2.26)
where SE(βˆ) denotes the standard error of βˆ.
This statistic has an approximate standard normal distribution under the H0. z is referred
to the standard normal table to obtain one or two-sided P -values [95]. Equivalently, for the
two-sided alternatives, z2 has an approximate chi-squared null distribution with df=1; the
P -value is then the right-tailed chi-squared probability above the observed value. This type
of statistic, is called a Wald statistic [96].
Likelihood Ratio Test
A second general-purpose method uses the likelihood function through the ratio of two max-
imizations: (1) the maximum over the possible parameter values under H0, and (2) the
maximum over the larger set of parameter values permitting H0 or an alternative Ha to be
true [95]. Let l0 denote the maximized value of the likelihood function under H0, and let l1
denote maximized value generally. For instance, for parameters β = (β0, β1) and H0 : β0 = 0,
l1 is the likelihood function calculated at the β value for which the data would have been most
likely; l0 is the likelihood function calculated at the β1 value for which the data would have
been most likely, when β0 = 0. Wilks showed that -2log(l0/l1) has a limiting null chi-squared
distribution, as n→∞ [95]. The likelihood-ratio test statistic equals:
−2log(l0/l1) = −2(L0 − L1), (2.27)
where L0 and L1 denote the maximized log-likelihood functions.
Score Test
The third method uses the score statistic. The score test is based on the slope and expected
curvature of the log-likelihood function L(β) at the null value β0 [95]. It utilizes the size of
the score function
U(β) = ∂L(β)/∂(β). (2.28)
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Let I(β) denote the Fisher information −E[∂2L(β)/∂β2] [95]. The chi-squared form of the
score statistic is defined as:
[U(β0)]
2
I(β0)
=
[∂L(β0)/∂β0]
2
−E[∂2L(β0)/∂β20 ]
, (2.29)
which has an asymptotic distribution of χ21 when β = β0.
Confidence Interval
For any of the three tests mentioned earlier, a confidence interval can be constructed by
inverting the test. For instance, a 95% confidence interval for β is the set of β0 for which the
test of H0 : β = β0 has P -value exceeding 0.05 [95].
Let zα denote the z -score from the standard normal distribution having right-tailed prob-
ability α; this is the 100(1-α) percentile of that distribution [95]. A 100(1-α)% confidence
interval based on asymptotic normality uses zα/2. The Wald confidence interval is the set of
β0 for which
∣∣∣βˆ − β0∣∣∣/SE(βˆ) < zα/2. This gives the interval βˆ ± zα/2SE(βˆ) [95].
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3. Model Selection and Goodness-of-Fit
In this Chapter, we introduce model selection methods and goodness-of-fit tests for com-
paring and diagnosing count regression models discussed in Chapter 2.
3.1 Model Selection
3.1.1 Information Criteria
Akaike information criterion (AIC) was first proposed by Akaike [86], which is used for
comparing nested or non-nested models. AIC is given by:
AIC = −2logL(θˆ) + 2c, (3.1)
where L(θˆ) is the maximized likelihood function of a candidate model given the data when
evaluated at the maximum likelihood estimate of θ and −logL(θˆ) offers summary information
on how much discrepancy exists between the candidate model and the data, where c is the
number of estimated parameters in the candidate model. AIC indicates goodness of fit and
penalizes the number of parameters at the same time to avoid overfitting. The model with
the lowest AIC value is preferred compared to other models.
A few modifications to AIC have been proposed. They impose different penalties for the
number of parameters.
3.1.2 Vuong’s Test
Vuong’s test [87] is a likelihood-ratio-based test for model comparison in which the null
hypothesis sets the two models equal to one another. The test statistic is given by
V =
m¯
√
n
Sm
(3.2)
with
mi = log
[
Pˆ1(Yi|Xi)
Pˆ2(Yi|Xi)
]
, (3.3)
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where mi is the log-likehood ratio between two models with Pˆ1(Yi|Xi) and Pˆ2(Yi|Xi) denoting
the likelihood of two models. The statistic mi has a mean m¯ and standard deviation Sm and
n is the sample size. The statistic V asymptotically follows a standard normal distribution.
V greater than 1.96 supports Pˆ1(Yi|Xi) and V less than -1.96 supports the Pˆ2(Yi|Xi) at 5%
level of significance.
3.2 Model Diagnosis
3.2.1 Randomized Quantile Residual (RQR)
To overcome the difficulties of using traditional residuals for diagnosing regression models
for discrete outcomes, randomized quantile residual (RQR) [88] was proposed by inverting
the fitted distribution function for each response value and finding the equivalent standard
normal quantile. Let F(yi;µi,φ) denote the cumulative distribution function (CDF) for ran-
dom variable y. If the CDF is continuous, F(yi; µi,φ) is uniformly distributed on the unit
interval. RQRs can then be defined as
qi = Φ
−1[ F (yi; µˆi, φˆi)] , (3.4)
where Φ−1() is the quantile function of a standard normal distribution. However, if the CDF
is discrete, randomization is added to make it continuous. To be more specific, let p(yi;µi, φ)
denote the PMF of yi. The CDF can be redefined as:
F ∗(yi;µi, φ, ui) =
 F (yi;µi, φ), F is continuousF (y−i ;µi, φ) + ui p(yi;µi, φ), F is discrete (3.5)
where ui is a uniform random variable on [0, 1], and F (Y
−
i ;µi, φ) is the lower limit of F
in yi. When F is discrete, we let ai = limy→y−i F (y; µˆi, φˆi) and bi = F (yi; µˆi, φˆi), then the
randomized quantile residual is
qi = Φ
−1( F ∗i ), (3.6)
where F ∗i is a uniform random variable on the interval (ai, bi], and qi ∼ N(0, 1). Therefore,
the only information that is required for calculating RQRs is the CDF of the response variable.
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3.2.2 Area Under the ROC Curve (AUC)
For a hurdle model, the logistic component can be diagnosed by the Receiver Operating
Characteristics (ROC) curve, which is a standard technique for summarizing classifier per-
formance over a range of trade-offs between true positive and false positive error rates [97].
A ROC curve is constructed by plotting the true positive rate (TPR) against the false posi-
tive rate (FPR). For example, in the context of our motivating study, the true positive rate
is the proportion of observations that were correctly predicted to be hospitalized out of all
hospitalized patients (TP/(TP + FN)). False positive rate is the proportion of patients that
are incorrectly predicted to be hospitalized out of all non-hospitalized patients (FP/(TN +
FP)). The Area Under the Curve (AUC) measures the area under the ROC curve [98]. The
maximum AUC=1 means that the model is perfect for distinguishing between the hospi-
talized and non-hospitalized patients. The minimum AUC should be considered a chance
level, i.e. AUC=0.5. AUC can also represent the sensitivity and specificity of the analysis.
Sensitivity is also known as the true positive rate, the recall, or probability of detection [99]
in some fields. It measures the proportion of actual positives that are correctly identified as
such (e.g., the probability of a patient being hospitalized can be correctly identified as being
hospitalized). Specificity is also called the true negative rate. It measures the proportion of
actual negatives that are correctly identified as such (e.g., the probability of a patient not
being hospitalized can be correctly identified as not being hospitalized).
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4. Data Analysis
4.1 Data Sources and Description
Data Source: The dataset consists of medical records for patients with psychiatric disorders
from Jauary 1, 2008 to December 31, 2012. The sole criterion for inclusion into this cohort was
a single medical services claim submitted to the Saskatchewan Medical Services Plan between
January 1, 2010 and December 31, 2011 with an ICD-9 code from the mental disorders chapter
(i.e., 290-319) reported in the diagnosis field. Past (January 1, 2008 to December 31, 2009)
and future (2010-2012) hospital seperation records were then extracted for cohort members.
The data was provided by Saskatchewan’s Ministry of Health.
Person registry database : Each patient was assigned with a study ID number. The
person registry information consists of the patients gender, year of birth, study entry date,
study index date, study exit date, reason for exit, their registered Indian flag and residence
at index date (defined below). The entry date is January 1, 2008 or coverage initiation
with the Saskatchewan Ministry of Health. The index date is the date of the first physician
service claim on the Medical Services Plan (MSP) database between January 1, 2010 and
December 31, 2011 reporting a psychiatric diagnosis (ICD-9 codes 290-319). The exit date
is the earliest of December 31, 2012, death, or coverage termination with the Saskatchewan
Ministry of Health. Aboriginal identity was indicated by Treaty status and the patient’s
residence was determined by residence at the index date.
Hospital separation database : The hospital separation database contains information
about admission date, discharge date, diagnosis codes and diagnosis type, type of the hospital,
designated psychiatry bed, and information about day surgery procedures. The type of
hospital was recorded as whether the hospital was categorized as provincial, regional or any
other acute care facility in Saskatchewan. The variable psychiatry bed indicated if the patient
was admitted to a psychiatric unit if the hospital had one.
Physician services database : The physician services database includes the following
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information: date of visit, diagnosis, doctor ID and referring doctor ID. Visit records were
created by collapsing service-based claim records submitted to the Medical Services Plan
on the following variables: unique identifier, diagnosis, date of service, practitioner number,
clinic number, and location of service. That is, all services delivered to a single person by a
single physician for the same diagnosis on the same day at the same clinic and same location
of service are reduced to a single visit record.
Physician mobility database : Physician mobility information included the doctors
ID number, and their medical specialty. Doctor’s ID is a sequential unique study reference
number assigned by the Ministry of Health and bears no resemblance to a provider’s Medical
Services Plan (MSP) billing number. The medical specialty of physicians was classified into
general practitioner, fee-for-service (FFS) psychiatrist, pediatrician, and any other medical
specialists or other non physician providers.
The physician mobility database and physician services database were linked by doctor’s
ID and then it was linked with the other databases by unique patient ID.
4.2 Outcome Variable
The outcome of interest in this study is the number of hospitalizations among the patients
with psychiatric disorders within the first 3, 6, and 9 months of their index dates. We
considered those patients who did not have any hospitalizations within 2 years prior to their
index dates. The rationale for doing so was to rule out prior hospitalizations as a confounding
variable. Patients’ visits to general practitioners (GP) and FFS psychiatrists were traced back
for two years for mental-health related diagnoses (ICD 10 codes: F00-F99). Demographic
characteristics at index date were also extracted. Out of the 200,537 eligible patients, nearly
98% of the patients did not have any hospitalization during these three follow-up periods, as
shown in Table 4.1.
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4.3 Covariates
The covariates considered include: age of the patients that was calculated from their birth
year to the index year and it was grouped by quartiles, registered Indian status (ever/never),
gender (male/female), outpatient FFS psychiatrist visit (yes/no) which indicates if there was
any FFS psychiatric visits within two years prior to the index date, outpatient general physi-
cian (GP) visit (yes/no) which indicates if there was any visit to general physicians within two
years prior to their index dates, and disease categories: anxiety, mood disorders, substance
use, behavioral disorders and schizophrenia. Table 4.1 presents the descriptive information
of the variables, that were classified as clinical characteristics and social-demographic char-
acteristics of the patients over different study periods. Table 4.2 presents summary statistics
for the demographic characteristics of the patients before dividing them into three follow up
periods. In Table 4.3, some examples of diseases along with the ICD codes are reported for
each disease category.
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Table 4.2: Descriptive statistics for demographic characteristics of patients with age
more than 5 years, before dividing them into different follow-up period
Demographic Characteristics Summary statistics
Full data no hospitalization hospitalizations
Age (in years) Mean (45.70) Mean (45.83) Mean (43.01)
Stdev (20.78) Stdev (20.78) Stdev (22.10)
Gender
Male n=82064 n=80196 n=2061
Female n=118473 n=116160 n=2537
Registered Indian status
Never n=178724 n=175267 n=3851
Ever n=21813 n=21089 n=747
Table 4.3: Categorization of the Diseases
Categories Examples of diseases
Schizophrenia Simple/acute type of schizophrenia,
Paranoid states
(ICD code: 295, 297, 298)
Anxiety Phobic states, Neurotic depressive states,
Obsessive-compulsive disorders
(ICD code: 300,308, 309)
Behavioral disorder Autism, psychoses with origin specific to childhood,
Disturbance of emotions specific
to childhood and adolescence.
(ICD code: 299, 312-315)
Mood disorder Manic-depressive psychosis, Any kind of depressive disorder
(ICD code: 296, 311)
Substance use Alcoholic/drug psychosis, Paranoid or hallucinatory states induced by drugs,
Dependent/Non-dependent tobacco/cocaine use disorder.
(ICD code: 291, 292, 303)
Others Dementia, Acute confusional state, Non-alcoholic psychosis,
Gender deviations disorders, Predominant disturbance of emotions,
Cyclical vomiting/sleep disorder/hair plucking.
(ICD code: 290, 293, 294)
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4.4 Study Design
For this study, we created a relatively healthy cohort of psychiatric patients, who have not
experienced any psychiatric hospitalizations, as an electronic prospective cohort to follow
them up. Although some research have found an association between history of previous
hospitalizations and repeated hospitalization [100, 101], we implemented wash-out period of
two years prior to the index date for following reasons: Hospitalizations due to any psychiatric
illness may reflect a severe condition and people with prior hospitalizations would be at
greater risk for succeeding ones. Excluding them would be in accord with the principle
and practice in analyzing cohort studies. In doing so, all members of our cohort were not
previously hospitalized, and therefore a hospitalization would reflect a worsening of their
condition.
For this study, we considered three different follow up periods: 3, 6 and 9 months from a
study participant’s index date. The reason behind choosing three follow-up study periods is
to check the consistency of performance of the best model over all the study periods. Again,
we wanted to check which variables were consistently significant over the three study periods,
which would be an indication that the associations were not spurious or coincidental.
4.5 Results
Poisson, NB, ZIP, ZINB, HP and HNB models were each fit to the data. We also checked
possible interaction effects between outpatient psychiatric visit or GP visit and disease cat-
egory to assess whether outpatient health service use can reduce the hospitalizations for
certain type of diseases. No significant interaction effect was identified between outpatient
GP visit and disease categories. However, outpatient psychiatric visit and disease category
had a significant interaction for the logistic component of the HNB model.
In Tables 4.4-4.6, the results of model comparison are provided on the basis of their AIC
and Vuong’s test scores. For every study period, HNB had the lowest AIC and −2 log-
likelihood. All the models were compared to each other according to Vuong’s test results
as well. Table 4.4 shows that the result of Vuong’s test supports HNB over Poisson as it
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produces the score of -5.9581 which is lower than -1.96. The results also support HNB over
Poisson, NB, ZIP and HP. Although this test result does not show much difference between
the performance of ZINB and HNB but the results of AIC and −2 log-likelihood supports
HNB as performing better. The results are also similar for the 6 months and 9 months
follow-up period as well and are represented in the tables 4.5 and 4.6. Considering all the
results of model comparison tests, we can say that HNB yielded the best model fit among
the considered competing models.
To examine how well the models fit the data, the results of RQR tests are provided.
The QQ plots of the RQRs, as shown in Figures 4.1-4.3 represent how much each model
deviated from normal. Over the three study periods, HNB better satisfied the assumption
of normality. The scatter plots of RQRs indicate that the RQRs for the ZINB and HNB are
mostly distributed between -4 and 4 as compared with RQRs for other models, which had
some RQRs exceeding the limit. Therefore, although all models present some degrees of lack
of fit to the data, HNB provides a more satisfactory fit to the data as compared to the other
competing models.
In Table 4.7, the estimated area under the ROC curve (AUC) is represented. Each time
a single variable was dropped from the full model to assess the predictive power of that
single variable on the model. This table shows that our full model has approximately 70%
predictive power. Dropping registered Indian status, age, gender, and outpatient GP visit
did not affect the predictive power in a significant way. Dropping disease category reduces
the AUC to 68% for three and six months follow up period whereas 67% for nine months
study period. Dropping residential area of the patients and outpatient FFS psychiatric visit
reduces the AUC to 69% .
We further compared the predictive ability of all the models by comparing the observed
frequencies versus predicted frequencies for each unique value of the response variable. The
results are presented in Table A.1-A.3 for the three study periods, respectively. To ease the
comparison, we also present the results in Figures A.1-A.3 to visually compare the predictive
ability for all the models. In each of the study periods, the prediction power of HNB outper-
forms all the other models with predicted frequencies aligning more closely to the observed
frequencies as compared to the other competing models.
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Table 4.4: Model comparison for the 3 months follow-up study period (p-values for
Vuong’s test are given in the parentheses).
Model AIC -2 Log likelihood Vuong’s test
NB ZIP ZINB HP HNB
Poisson 16839 16807 -5.812 -6.164 -6.035 -6.004 -5.958
(<0.001) (<0.001) (<0.001) (0.009) (<0.001)
NB 15689 15655 -1.477 -4.852 -0.764 -4.236
(<0.069) (<0.001) (0.222) (<0.001)
ZIP 15664 15590 -3.823 2.346 -3.269
(<0.001) (0.009) (<0.001)
ZINB 15572 15496 4.615 -0.178
(<0.001) (0.4292)
HP 15644 15570 -4.444
(<0.001)
HNB 15534 15458
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Table 4.5: Model comparison for the 6 months follow-up study period (p-values for
Vuong’s test are given in the parentheses).
Model AIC -2 Log likelihood Vuong’s test
NB ZIP ZINB HP HNB
Poisson 24140 24108 -7.116 -7.993 -7.473 -7.712 -7.268
(<0.001) (<0.001) (<0.001) (<0.001) (<0.001)
NB 22092 22058 -0.465 -6.032 0.523 -4.832
(<0.320) (<0.001) (0.300) (<0.001)
ZIP 22084 22010 -3.572 3.741 -2.815
(<0.001) (0.009) (0.002)
ZINB 21893 21817 4.737 -0.967
(<0.001) (0.166)
HP 22073 21999 -4.013
(<0.001)
HNB 21829 21753
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Table 4.6: Model comparison for the 9 months follow-up study period (p-values for
Vuong’s test are given in the parentheses).
Model AIC -2 Log likelihood Vuong’s test
NB ZIP ZINB HP HNB
Poisson 30179 30147 -8.269 -9.527 -8.726 -9.527 -8.491
(<0.001) (<0.001) (<0.001) (<0.001) (<0.001)
NB 26863 26829 0.715 -6.431 1.704 -5.439
(<0.237) (<0.001) (0.044) (<0.001)
ZIP 26948 26874 -4.220 4.410 -3.438
(<0.001) (<0.001) (<0.001)
ZINB 26578 26502 5.310 -1.355
(<0.001) (0.087)
HP 26984 26910 -4.539
(<0.001)
HNB 26555 26479
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Figure 4.1: QQ normality plots of RQRs for all the competing models for the 3 months
follow-up study period.
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Figure 4.2: QQ normality plots of RQRs for all the competing models for the 6 months
follow-up study period.
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Figure 4.3: QQ normality plots of RQRs for all the competing models for the 9 months
follow-up study period.
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(a) Poisson (b) NB
(c) ZIP (d) ZINB
(e) HP (f) HNB
Figure 4.4: Scatter plots of RQRs for all the competing models for the 3 months
follow-up study period.
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(a) Poisson (b) NB
(c) ZIP (d) ZINB
(e) HP (f) HNB
Figure 4.5: Scatter plots of RQRs for all the competing models for the 6 months
follow-up study period
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(a) Poisson (b) NB
(c) ZIP (d) ZINB
(e) HP (f) HNB
Figure 4.6: Scatter plots of RQRs for all the competing models for the 9 months
follow-up study period.
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Table 4.7: Area under ROC curve (AUC) of the logistic component of the HNB model
for the 3, 6, and 9 months follow-up periods.
AUC
3 Months 6 Months 9 months
Full Model 0.7143 0.7128 0.6941
Dropped covariate
Gender 0.7125 0.7113 0.6928
Outpatient GP visit 0.7119 0.7107 0.6924
Registered Indian Status 0.7114 0.7109 0.6933
Age 0.7084 0.707 0.6877
Outpatient Psychiatric visit 0.6979 0.6923 0.6747
Residence 0.6903 0.69 0.6743
Disease Category 0.6894 0.6844 0.6645
Tables 4.8-4.10 present the estimated regression coefficients of the best model considered,
i.e., HNB model, for the 3, 6 and 9 months follow-up periods, respectively. In this study, the
factors that explain hospitalization were grouped into: clinical factors and socio-demographic
factors. The results consist of two separate parts: one is for the positive counts or the
number of hospitalizations for those who had at least one hospitalization and the other one
is for hospitalization vs no hospitalization. The results are also shown in Figures 4.7-4.9
in terms of 95% confidence interval for odds ratio and risk ratio for the main effects. For
the logistic model, Table 4.8 shows that for patients who are registered Indian, the odds of
being hospitalized due to psychiatric disorder is 1.59 (95% CI: 1.36, 1.86) times higher than
those who are not registered Indian. The odds of being hospitalized for those patients who
visited GP prior to their index dates are 0.63 (95% CI: 0.53, 0.75) times lower than those
patients who did not visit GP for psychiatric concerns. Patients from Lloydminster, Regina
and the rest of Saskatchewan are respectively 1.93 (95% CI: 1.58, 2.34), 1.64 (95% CI: 1.37,
1.97) and 2.38 (95% CI: 2.03, 2.78) times more likely to be hospitalized than patients from
Saskatoon. The odds of getting hospitalized for the patients aged between 6 to 29 years and
30 to 45 years old are 2.15 (95% CI: 1.81, 2.56) and 1.22 (95%CI: 1.01, 1.46) times higher
than those who are aged between 61 to 86. Males are 1.22 (95% CI: 1.09, 1.37) times more
likely to be hospitalized than females. The interaction effects between disease category and
outpatient psychiatric visits over 3, 6 and 9 months follow-up periods are presented in the
Tables 4.11-4.13 and Figure 4.10 in terms of odds ratio and 95% confidence interval for odds
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ratio. Table 4.11 shows that patients who suffers from Schizophrenia and have visited any FFS
psychiatrist are 2.005 (95% CI: 1.355, 2.965) times more likely to be hospitalized comparing to
those patients who suffers from “others” disease category. Again, those patients who suffers
from Schizophrenia and did not visit any FFS psychiatrist are 4.9 (95% CI: 3.806, 6.473)
times more likely to be hospitalized comparing to those who suffers from “others” category
of diseases. This indicates that for patients suffering from Schizophrenia previous visits to
any FFS psychiatrist can play as a protective factor against hospitalization in comparison to
the “others” disease category. For the patients who suffered from Anxiety, Mental disorder
due to substance use and Mood disorder have higher odds i.e, respectively 1.205 (95% CI:
0.948, 1.531), 1.670 (95% CI: 1.278, 2.181), 2.370 (95% CI: 1.871, 3.001) times more likely to
be hospitalized comparing to the patients who suffered from “others” category of diseases.
Whereas, the odds of getting hospitalized for the patients suffering from Behavioral disorder
is 0.877 (95% CI: 0.636, 1.209) times lower than the patients suffering from “others” category
of diseases. The results are quite similar for the rest of the study periods.
The count part of the model shows that the rate for patients who previously visited
psychiatrists are 1.99 (95% CI: 1.33, 2.97) times more likely to have multiple hospitalizations
comparing to those who did not visit any psychiatrist. The risk of multiple hospitalizations is
0.58 (95% CI: 0.31, 1.08), 0.37 (95% CI: 0.20,0.68) and 0.84 (95% CI: 0.53, 1.31) times lower
for the patients from Lloydminster, Regina and Rest of Saskatchewan respectively than the
patients from Saskatoon. Younger patients aged between 6 to 29 years old have 0.61 (95%
CI: 0.38, 1.00) times lower risk of multiple hospitalizations than the patients aged between
61 to 86. No significant effects for the disease category were observed for the count part of
the HNB model. The results are quite similar for the 6 months and 9 months study periods
as well.
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Table 4.8: Parameter estimates of the best fitted model (HNB model) for the 3 months
follow up period (n=200,537). OR: odds ratio, RR: risk ratio.
logit[P (Yi > 0)]
ˆ˜
β SE P-value OR 95% CI of OR
Lower Upper
Registered Indian (Yes vs No) 0.463 0.080 <0.001* 1.59 1.36 1.86
GP visit (Yes vs No) -0.468 0.089 <0.001* 0.63 0.53 0.75
Lloydminster vs Saskatoon 0.655 0.099 <0.001* 1.93 1.58 2.34
Regina vs Saskatoon 0.866 0.093 <0.001* 1.64 1.37 1.97
Rest of Saskatchewan vs Saskatoon 0.866 0.080 <0.001* 2.38 2.03 2.78
Age [6,29] vs Age [61,86] 0.766 0.079 <0.001* 2.15 1.81 2.56
Age [30,45] vs Age [61,86] 0.201 0.089 0.041* 1.22 1.01 1.46
Age [46,60] vs Age [61,86] -0.01 0.101 0.941 0.99 0.82 1.20
Gender (Male vs Female) 0.198 0.058 <0.001* 1.22 1.09 1.37
log[E(Yi|Yi > 0)] βˆ SE P-value RR 95% CI of RR
Lower Upper
Psychiatric visit (Yes vs No) 0.689 0.203 <0.001* 1.99 1.33 2.97
Lloydminster vs Saskatoon -0.541 0.319 0.090 0.58 0.31 1.08
Regina vs Saskatoon -0.991 0.314 0.001* 0.37 0.20 0.68
Rest of Saskatchewan vs Saskatoon -0.174 0.227 0.444 0.84 0.53 1.31
Age [6,29] vs Age [61,86] -0.481 0.246 0.050* 0.61 0.38 1.00
Age [30,45] vs Age [61,86] 0.040 0.251 0.862 1.04 0.63 1.71
Age [46,60] vs Age [61,86] 0.171 0.260 0.521 1.18 0.70 1.97
Anxiety vs Others 0.067 0.484 0.888 1.07 0.41 2.76
Behavioral disorder vs Others 0.362 0.603 0.548 1.43 0.43 4.69
Substance use vs Others 0.104 0.552 0.849 1.11 0.37 3.28
Mood disorder vs Others 0.749 0.459 0.102 2.11 0.85 5.20
Schizophrenia vs Others 0.245 0.496 0.621 1.27 0.48 3.38
Psychiatric visit: Outpatient Psychiatric visit prior to index date.
GP visit: Outpatient GP visit prior to index date.
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Table 4.9: Parameter estimates of the best fitted model (HNB model) for 6 months
follow up period (n=200,537). OR: odds ratio, RR: risk ratio.
logit[P (Yi > 0)]
ˆ˜
β SE P-value OR 95% CI of OR
Lower Upper
Registered Indian (Yes vs No) 0.445 0.066 <0.001* 1.56 1.37 1.78
GP visit (Yes vs No) -0.392 0.073 <0.001* 0.68 0.58 0.78
Lloydminster vs Saskatoon 0.640 0.079 <0.001* 1.90 1.62 2.22
Regina vs Saskatoon 0.385 0.076 <0.001* 1.47 1.27 1.71
Rest of Saskatchewan vs Saskatoon 0.755 0.064 <0.001* 2.13 1.88 2.42
Age [6,29] vs Age [61,86] 0.776 0.074 <0.001* 2.17 1.88 2.52
Age [30,45] vs Age [61,86] 0.222 0.078 <0.001* 1.25 1.07 1.46
Age [46,60] vs Age [61,86] 0.098 0.079 <0.001* 1.10 0.94 1.29
Gender (Male vs Female) 0.149 0.048 <0.001* 1.16 1.06 1.28
log[E(Yi|Yi > 0)] βˆ SE P-value RR 95% CI of RR
Lower Upper
Psychiatric visit (Yes vs No) 0.315 0.204 0.122 1.37 0.92 2.05
GP visit (Yes vs No) -0.464 0.203 0.022* 0.63 0.42 0.94
Lloydminster vs Saskatoon -0.289 0.221 0.190 0.75 0.48 1.15
Regina vs Saskatoon -0.631 0.218 0.003* 0.53 0.35 0.82
Rest of Saskatchewan vs Saskatoon -0.130 0.168 0.436 0.88 0.63 1.22
Age [6,29] vs Age [61,86] -0.251 0.178 0.174 0.78 0.54 1.11
Age [30,45] vs Age [61,86] -0.091 0.183 0.640 0.91 0.62 1.34
Age [46,60] vs Age [61,86] 0.002 0.194 0.170 1.00 0.68 1.48
Gender (Male vs Female) 0.147 0.129 0.253 1.16 0.90 1.49
Anxiety vs Others -0.187 0.335 0.575 0.83 0.43 1.60
Behavioral disorder vs Others -0.142 0.417 0.733 0.87 0.38 1.97
Substance use vs Others 0.136 0.371 0.712 1.15 0.55 2.38
Mood disorder vs Others 0.501 0.317 0.114 1.65 0.89 3.07
Schizophrenia vs Others -0.204 0.346 0.555 0.81 0.41 1.61
Psychiatric visit: Outpatient Psychiatric visit prior to index date.
GP visit: Outpatient GP visit prior to index date.
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Table 4.10: Parameter estimates of the best fitted model (HNB model) for the 9
months follow up period (n=200,537). OR: odds ratio, RR: risk ratio.
logit[P (Yi > 0)]
ˆ˜
β SE P-value OR 95% CI of OR
Lower Upper
Registered Indian (Yes vs No) 0.401 0.060 <0.001* 1.49 1.33 1.68
GP visit (Yes vs No) -0.345 0.067 <0.001* 0.71 0.62 0.81
Lloydminster vs Saskatoon 0.681 0.071 <0.001* 1.98 1.72 2.28
Regina vs Saskatoon 0.381 0.069 <0.001* 1.46 1.28 1.68
Rest of Saskatchewan vs Saskatoon 0.771 0.058 <0.001* 2.16 1.93 2.43
Age [6,29] vs Age [61,86] 0.780 0.071 <0.001* 2.19 1.92 2.50
Age [30,45] vs Age [61,86] 0.290 0.071 <0.001* 1.33 1.16 1.53
Age [46,60] vs Age [61,86] 0.111 0.069 0.120 1.12 0.97 1.29
Gender (Male vs Female) 0.146 0.043 <0.001* 1.16 1.06 1.26
log[E(Yi|Yi > 0)] βˆ SE P-value RR 95% CI of RR
Lower Upper
Psychiatric visit (Yes vs No) 0.483 0.170 <0.001* 1.62 1.16 2.27
GP visit (Yes vs No) -0.411 0.171 0.016* 0.66 0.47 0.93
Lloydminster vs Saskatoon -0.340 0.181 0.060 0.71 0.50 1.02
Regina vs Saskatoon -0.652 0.182 <0.001* 0.52 0.36 0.74
Rest of Saskatchewan vs Saskatoon -0.208 0.141 0.142 0.81 0.62 1.07
Age [6,29] vs Age [61,86] 0.031 0.157 0.841 1.03 0.76 1.40
Age [30,45] vs Age [61,86] 0.167 0.165 0.313 1.18 0.85 1.64
Age [46,60] vs Age [61,86] 0.199 0.171 0.245 1.22 0.87 1.71
Anxiety vs Others -0.037 0.268 0.889 0.96 0.57 1.63
Behavioral disorder vs Others -0.163 0.333 0.624 0.85 0.44 1.63
Substance use vs Others -0.047 0.303 0.874 0.95 0.53 1.73
Mood disorder vs Others 0.293 0.255 0.250 1.34 0.81 2.21
Schizophrenia vs Others -0.316 0.284 0.266 0.73 0.42 1.27
Psychiatric visit: Outpatient Psychiatric visit prior to index date.
GP visit: Outpatient GP visit prior to index date.
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Table 4.11: Odds ratio for the interaction effects between disease category and FFS
psychiatric visits over 3 months.
FFS psychiatric visits Disease category Odds ratio
Estimate 95% Lower 95% Upper
confidence limit confidence limit
Yes Anxiety vs Others 0.647 0.434 0.963
Behavioral disorder vs Others 0.392 0.256 0.602
Substance use vs Others 1.193 0.741 1.922
Mood disorder vs Others 0.917 0.635 1.324
Schizophrenia vs Others 2.005 1.355 2.965
No Anxiety vs Others 1.205 0.948 1.531
Behavioral disorder vs Others 0.877 0.636 1.209
Substance use vs Others 1.670 1.278 2.181
Mood disorder vs Others 2.370 1.871 3.001
Schizophrenia vs Others 4.963 3.806 6.473
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Table 4.12: Odds ratio for the interaction effects between disease category and FFS
psychiatric visits over 6 months.
FFS psychiatric visits Disease category Odds ratio
Estimate 95% Lower 95% Upper
confidence limit confidence limit
Yes Anxiety vs Others 0.698 0.450 1.084
Behavioral disorder vs Others 0.442 0.277 0.704
Substance use vs Others 1.184 0.696 2.015
Mood disorder vs Others 0.968 0.644 1.455
Schizophrenia vs Others 2.110 1.369 3.253
No Anxiety vs Others 1.316 0.998 1.734
Behavioral disorder vs Others 0.833 0.574 1.211
Substance use vs Others 1.703 1.252 2.316
Mood disorder vs Others 2.560 1.950 3.359
Schizophrenia vs Others 5.754 4.257 7.776
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Table 4.13: Odds ratio for the interaction effects between disease category and FFS
psychiatric visits over 9 months.
FFS psychiatric visits Disease category Odds ratio
Estimate 95% Lower 95% Upper
confidence limit confidence limit
Yes Anxiety vs Others 0.674 0.434 0.963
Behavioral disorder vs Others 0.392 0.256 0.602
Substance use vs Others 1.193 0.741 1.922
Mood disorder vs Others 0.917 0.635 1.324
Schizophrenia vs Others 2.005 1.355 2.965
No Anxiety vs Others 1.205 0.948 1.531
Behavioral disorder vs Others 0.877 0.636 1.209
Substance use vs Others 1.670 1.278 2.181
Mood disorder vs Others 2.370 1.871 3.001
Schizophrenia vs Others 4.963 3.806 6.473
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Figure 4.7: Odds ratio (OR) and Risk ratio (RR) plots for the best fitted model, i.e,
HNB for the 3 months follow-up study.
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Figure 4.8: Odds ratio (OR) and Risk ratio (RR) plots for the best fitted model, i.e,
HNB for the 6 months follow-up study.
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Figure 4.9: Odds ratio (OR) and Risk ratio (RR) plots for the best fitted model, i.e,
HNB for the 9 months follow-up study.
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Figure 4.10: Odds ratios of being hospitalized for disease categories (Anxiety, Behav-
ioral disorder, Mental disorder due to substance use, Mood disorder and Schizophrenia
vs others) by outpatient FFS psychiatric visits status (Yes. vs. No) for the logis-
tic component of the best-fitting model, i.e., HNB model at the 3, 6 and 9 months
follow-ups.
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5. Discussion
Our results (Tables 4.8-4.10) indicate that the odds of having at least one hospitalization
vs. no hospitalization for mental disorders were significantly higher among Aboriginal than
non-Aboriginal people, but no significant difference was detected in the hospital readmission
rate between Aboriginal vs. non-Aboriginal people based on the conditional counts com-
ponent in the HNB models. This demonstrates the potential advantage of HNB models to
provide a more precise interpretation of the data when the process that generates zero values
differs from the process that generates positive counts.
Previous literature suggested a number of factors which may contribute to the higher
hospitalization rates for mental or behavioural disorders among Aboriginal people. Those
factors include the trauma and disempowerment caused by residential schools; the forced
relocation of communities; and the forced removal of children away from their families. Those
issues may have placed Aboriginal people at a higher risk of mental illnesses [102–106] such
as depression and psychological distress [107–109]. Inequalities in the social determinants of
health may also influence hospitalization rate disparities. In many First Nations communities,
educational and employment opportunities are limited and the prevalence of low income is
high [110]. It is also possible that they may encounter barriers when they seek primary health
care [108, 109, 111] or perceive discrimination as patients [112].
Over the past decade, the prevalence of mental health diagnoses has been rising among
young patients seeking acute medical care [113]. A recent comprehensive review of the field
of child psychiatric epidemiology [114] noted that the number of observations with mental
health issues in community surveys of children and adolescents has risen from 10,000 in studies
published between 1980 and 1993 to nearly 40,000 from 21 studies published between 1993
and 2002 [115]. The results of these studies indicate that about one out of every three to four
youths is estimated to meet lifetime criteria for a Diagnostic and Statistical Manual of Mental
Disorders (DSM) mental disorder [114]. However, a small proportion of these youth actually
have sufficiently severe distress or impairment to warrant intervention [116]. About one out
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of every ten youths is estimated to meet the Substance Abuse and Mental Health Services
Administration (SAMHSA) criteria for a Serious Emotional Disturbance (SED) [115, 116].
Our results support this finding, as the logistic components of the HNB models indicate
that age is negatively associated with propensity of hospitalization, i.e., younger people ages
from 6 to 29 are more likely to be hospitalized for mental health concerns (Figures 4.7-
4.9). Nevertheless, as shown in the results for the counts components of the HNB models, no
significant association between the number of repeated hospitalizations and age was identified
for those patients who had at least one hospitalization during the study period for mental
health concerns. We speculate that younger people are more likely to be hospitalized for
urgent help for mental illnesses, which might imply that young people who were dealing with
serious anxiety or depression had lack of access to counseling services or outpatient FFS
psychiatric care. This suggests that younger population are a priority population for the
development of a standard approach to ensure adequate resources for this population with
mental health conditions.
According to World Health Organization (WHO) [51], sex/gender differences are common
in the rates of common mental disorders - depression, anxiety and somatic complaints. These
disorders, which have higher prevalence among women, affect approximately 1 in 3 people
in the community and constitute a serious public health problem. Some studies reported
that although females have a higher prevalence rate, burden of illness, and likelihood of seek-
ing outpatient treatment for psychiatric disorders; they are less likely than males to receive
formal mental health care services, and more likely to receive pharmacological prescriptions
from primary care providers [117–120]. Some of the possible reasons of the gender differences
in access to mental health care may be because of women’s autonomy, child bearing respon-
sibilities or health literacy regarding psychiatric illness. Our results based on the logistic
regression part of the HNB model indicate that males are more likely to be hospitalized.
This result is consistent over the three study periods. On the other hand, for the counts
regression component of the HNB model, gender did not play any significant role over three
follow-up periods. Further investigation is needed to understand the inconsistency of our
finding with the literature.
In several previous research studies, significant area differences in readmission rates were
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found. Studies including area/region/country variables, or comparing different areas, may
capture system level differences related both to regulation, financing and governance, ca-
pacity, organization and structure, as well as environmental factors, but do not directly
investigate specific system variables. However, some studies that include area level vari-
ables provide an explicit motivation/discussion that relates to health care system differences.
Lower readmission rates in urban regions were found in two studies [52, 53]. Ruesch et al.[52]
also found a positive association between readmission rates and population density, i.e. com-
bined, the results of the two variables seem to capture non-linearity in the effect of density.
Other studies, however, did not find any association between population density [121, 122]
or distance to services [123] and readmission rates. In our study, the results from count
regression show that the readmission rate in Regina is lower than Saskatoon, which could
be possibly due to the difference in population density in those areas. There could be some
other underlying reasons as well, like distance to the nearest inpatient service, availability
of community health services and factors that are likely to affect service use and aggregate
service needs. However, based on the logistic component of the model, patients of Saska-
toon are less likely to be hospitalized due to their mental conditions compared to Regina,
Lloydminster and the rest of Saskatchewan.
For the primary variables of interest for this study, i.e., outpatient psychiatric or general
physician mental health care, our results based on the counts regression component of the
HNB models indicate that visiting a general physician prior to the index date protects patients
from having multiple hospitalizations. The results from logistic component show that visiting
a general physician in the two years prior to the index visit plays a protective role in case
of hospitalization. One possible interpretation of these results could be that visits to general
physician may reflect a clinical assessment of lower risk or severity as compared with patients
referred to acute services. Referral to more specialized services (e.g. FFS psychiatrist vs.
other mental health professional, community mental health teams vs. outpatient follow-up)
also seems to increase the readmission risk. This may indicate that patients are not seen by
psychiatrists until they are very seriously ill. It is assumed that people who are referred to
a psychiatrist usually have a more serious condition that is better handled by a specialist in
mental health, rather than a general physician. The association between visit to any FFS
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psychiatrist and higher admission rate could also indicate that those patients were in the
psychiatric waiting list for sometime but as they had a severe issue, had to end up in a
hospital. It was found in a study of hospitalization due to mental health diseases [124] that,
most patients had a diagnosis of psychosis (60%) and the most common reason for admission
was for risk containment. This might reflect the fact that public mental health services
mainly provide services to people with severe mental illness and a psychiatric admission
is often preceded by behavioural disturbance that could not be managed in the community.
Community based resources of psychiatric services are more resourced and skilled in providing
services to these patients in the modern era of mental health service delivery in developed
countries [125–127].
The “others” category in the disease type consists of diseases like: dementias, personality
disorders, sexual and gender identity disorders, physiological malfunction arising from mental
factors, specific nonpsychotic mental disorders due to brain damage, intellectual disabilities.
This is a heterogeneous category with regard to severity, and future work should use a
more homogeneous grouping. Controlling for the situation where the patients visited any
FFS psychiatrist in the previous two years prior to their index date, our result shows that
patients suffering from anxiety disorder, substance use, schizophrenia and mood disorder
have a higher chance of getting hospitalized comparing to those who suffer from “others”
diseases. One possible interpretation for this result could be some of those disease types can
not be treated properly without any acute care facilities. Whereas, if treated early, diseases
like anxiety disorder or mood disorder can be managed by outpatient psychiatrists or by any
community based mental health services.
Predictors interacting in the model, i.e, outpatient psychiatric visits and disease categories
are depicted in Figure 4.10. The odds of having at least one hospitalization are consistently
higher among the patients who did not receive outpatient psychiatrist care prior to the index
date compared to those who did. However, differences in the odds of getting hospitalized
are more evident for patients with schizophrenia, mood disorder and mental disorder due
to substance use comparing to the patients suffering from “others” category of diseases .
Narrower gaps between those with or without any prior psychiatric visits were observed for
patients with behavioral disorders and anxiety disorder. Among patients without previous
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outpatient psychiatric visits, and those having schizophrenia had the highest odds of having
hospitalization. Schizophrenia patients who had any prior visits to psychiatrists are less
likely to be hospitalized than those who did not visit any outpatient psychiatrist; however,
there is no significant difference in the odds of getting hospitalized for the patients with
anxiety, mental disorders due to substance use and behavioral disorders and have ever received
outpatient psychiatrist care previously comparing to those who did not. These findings add
to a growing literature on the inpatient hospitalization utilization research, highlighting the
need for future investigation of interacting effect between outpatient psychiatric visit and
disease types in relation to inpatient hospitalization rate for psychiatric conditions.
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6. Conclusions
In this thesis, various counts models including Poisson, negative binomial, zero-inflated
Poisson, zero-inflated negative binomial, hurdle Poisson, hurdle negative binomial were con-
sidered for analyzing inpatient hospitalization data. We fit each of these models to the
data based on large sets of linked administrative health data, in which the outcome variable
was the count of repeated hospitalizations for psychiatric conditions. The negative binomial
distribution better accounts for overdispersion in the outcome data compared to Poisson dis-
tribution. Hurdle and zero-inflated models account for excessive zero counts in the outcome
variable. Examining the observed data, as well as fit statistics (AIC, Vuong’s test as well
as randomized quantile residuals), suggested that the distribution of the outcome variable
was both overdispersed and zero-inflated. Models using the negative binomial distribution
fit better than their corresponding models using the Poisson distribution, while zero-inflated
and hurdle models fit better than their respective counterparts (Poisson, negative binomial).
The fit statistics for the models (Tables 4.4-4.6) indicated that the hurdle negative binomial
model provided the best fit. In the existing literature, comparison between zero-inflated and
hurdle models remains understudied. In comparison to hurdle models, zero-inflated models
consist of two sources of zero observations, “structural zeros” or non- at risk group that
cannot score anything other than zero and “sampling zeros” that are part of the underlying
sampling distribution (Poisson, or negative binomial). In the present study, all the study
participants had at least one diagnosis of mental health condition and therefore could be at
risk of being hospitalized. Taken together, our findings highlight the importance of account-
ing for both over-dispersion and zero-inflation, as well as considering and comparing both
zero-inflated and hurdle models in modeling the count outcome data.
This thesis also leads to a better understanding of factors contributing to increased in-
patient hospitalizations among patients with mental health conditions. The prevention of
unnecessary hospitalizations has an impact on patients and caregivers–avoiding interruption
in their lives and work activities, and saves cost for the health authority, as admissions are
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the most expensive component of mental health budgets. Socio-demographic and clinical
characteristics of the patients have been studied as possible influencing factors of readmis-
sion. Knowing the likely effect of these factors is useful for health professionals in order to
detect high risk populations for prevention.
Our results are subject to some limitations. The index date in this study is the date
of the first physician service claim on the Medical Services Plan (MSP) database between
January 1, 2010 and December 31, 2011 reporting a psychiatric diagnosis (i.e., ICD-9 code
290-319). The codes that were used for this study to classify the diseases are based on the
records of the index date, which can be somewhat different from the diagnosis code at the
discharge. Moreover, while considering admissions over different study periods, we did not
have the date of referral from a general physician and for which reason we could not estimate
the waiting time.
The registered Indian status here was classified as ever declared as registered Indian or
not. Registered Indians are Saskatchewan Health beneficiaries registered under Section 6 of
the Indian Act and assigned a ten-digit number in the Indian Registry and have self-identified
to the Saskatchewan Ministry of Health. Registered Indians are not eligible for Saskatchewan
prescription drug benefits because they receive these benefits from the federal government
for this reason self-declaration to the Ministry of Health as a registered Indian appears to be
declining over time. Metis are not included in the registered Indian category. That missing
information is one of the limitations of this study. The subject’s residence is determined at
the index date and reported using the categories listed above. There were no information
whether those patients moved out from their place of residence at index date.
For this study, we could not consider some possible confounders like the socio-economic
status of the patients, their income level and sources. The other possible confounders could
be if the admitted patients were given psychiatric beds or not. As, admissions to any psy-
chiatric bed could mean that patient was severely ill and had to stay longer time than usual.
Again, the unavailability of psychiatric beds can lead to a premature discharge for some
patients and increases the risk for a future readmission. Another possible confounder could
be the information about the availability of mental health services at the community where
the hospital is situated. Easy access to the community health services could prevent some
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hospitalization for non-severe cases.
The “others” category consists of heterogenous group of diseases like: eating disorder,
sextual preference disorder. Since this category was considered as the baseline category,
comparing diseases with this heterogenous group could lead to incorrect conclusions. We
used this categorization of disorders following a similar study among children by Rosychuk
and colleagues [128].
Another limitation of our current study is that we could not consider the recurrent events
for the hospitalizations. For recurrent events, there is intrinsic correlation between those
events occurring in the same subject. The consequences of ignoring the recurrent nature of
the data includes, the confidence intervals (CI) for the estimated rates could be artificially
narrow and the null hypothesis is rejected more often than it should be [129]. To avoid this
type of error, adjustments for within-individual correlation must be done. Our future work
will include studying the within-subject correlations by applying the recurrent event data
analysis appraoches.
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A. Observed vs. Predicted Frequencies
Table A.1: Observed vs. Predicted frequencies of the number of repeated inpatient
hospitalizations for the 3 months follow-up period.
Observed Predicted frequencies
Unique y Frequencies HNB HP ZINB ZIP NB Poisson
0 199271 199271 199271 199279.3 199274.4 199272.2 199064
1 1124 1100.11 1077.46 1076.34 1068.52 1094.99 1460.30
2 118 131.06 159.92 143.05 164.14 126.14 12.52
3 10 25.28 23.92 28.01 25.08 27.36 0.20
4 1 6.41 3.88 7.02 4.04 8.72 0
5 2 1.96 0.67 2.08 0.67 3.54 0
6 4 0.68 0.11 0.70 0.11 1.68 0
7 2 0.26 0.01 0.25 0.01 0.88 0
8 2 0.11 0 0.10 0 0.05 0
9 2 0.04 0 0.04 0 0.03 0
10 1 0.02 0 0 0 0.01 0
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Table A.2: Observed vs. Predicted frequencies of the number of repeated inpatient
hospitalizations for the 6 months follow-up period.
Observed Predicted frequencies
Unique y Frequencies HNB HP ZINB ZIP NB Poisson
0 198673 198673 198673 198688.8 198678.7 198674.8 198283
1 1597 1555.02 1508.17 1515.54 1497.78 1564.81 222.38
2 208 233.60 295.73 254.85 299.19 211.83 29.43
3 35 52.56 50.10 56.15 51.25 51.22 0.72
4 7 14.78 8.30 14.79 8.43 17.55 0.02
5 1 4.86 1.39 4.46 1.37 7.52 0
6 6 1.80 0.23 1.49 0.22 3.72 0
7 2 0.73 0.03 0.54 0.03 2.02 0
8 2 0.32 0 0.21 0 1.18 0
9 3 0.14 0 0.08 0 0.72 0
10 1 0.07 0 0.03 0 0.46 0
12 1 0.01 0 0 0 0.21 0
19 1 0 0 0 0 0 0
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Table A.3: Observed vs. Predicted frequencies of the number of repeated inpatient
hospitalizations for the 9 months follow-up period.
Observed Predicted frequencies
Unique y Frequencies HNB HP ZINB ZIP NB Poisson
0 198170 198170 198170 198191.62 198177.23 198172.45 197559.65
1 1913 1844.77 1764.15 1794.52 1754.48 1865.71 2861.24
2 282 326.73 427.84 352.28 430.40 294.70 47.63
3 60 84.41 86.92 89.66 87.41 78.46 1.41
4 20 26.73 16.97 26.86 16.66 28.58 0.06
5 4 9.78 3.33 9.12 3.12 12.80 0
6 5 4 0.64 3.42 0.57 6.58 0
7 4 1.78 0.12 1.39 0.10 3.71 0
8 2 0.85 0.02 0.60 0.02 2.24 0
9 4 0.43 0 0.27 0 1.42 0
11 1 0.12 0 0.06 0 0.64 0
12 1 0.07 0 0.03 0 0.44 0
15 1 0.01 0 0 0 0.17 0
16 1 0.01 0 0 0 0.13 0
19 1 0 0 0 0 0.06 0
21 1 0 0 0 0 0.04 0
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(a) Poisson (b) NB
(c) ZIP (d) ZINB
(e) HP (f) HNB
Figure A.1: Observed vs. Predicted frequencies of the number of repeated inpatient
hospitalizations for the 3 months follow-up period.
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(a) Poisson (b) NB
(c) ZIP (d) ZINB
(e) HP (f) HNB
Figure A.2: Observed vs. Predicted frequencies of the number of repeated inpatient
hospitalizations for the 6 months follow-up period.
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(a) Poisson (b) NB
(c) ZIP (d) ZINB
(e) HP (f) HNB
Figure A.3: Observed vs. Predicted frequencies of the number of repeated inpatient
hospitalizations for the 9 months follow-up period.
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