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ABSTRACT
Traditional GPS receivers track the code and carrier of individual satellite
signals and estimate the position and velocity of the receiver using trilatera-
tion. Different from this two-step approach, direct maximum likelihood esti-
mation of position has proved to be beneficial in weak signal and multipath
environments. In this thesis, an architecture of a direct position tracking loop
that maximizes an approximation to the maximum likelihood cost function
is presented. The unscented Kalman filter is used for direct position tracking
using the vector correlator sum. This technique of maximizing the vector
correlation sum proves to be beneficial in certain kinds of multipath environ-
ments. Further, the tracking loop architecture is validated using experiments
with a software receiver.
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CHAPTER 1
INTRODUCTION
Traditional techniques for positioning in GPS receivers use scalar acquisition
and tracking. Each satellite signal is processed in a separate channel. Initial
acquisition is obtained by performing a two-dimensional search in doppler
and code phase of each satellite signal. The code phase and doppler of each
satellite are then tracked using a delay lock loop (DLL) and a phase lock
loop (PLL) respectively. Vector tracking is another approach that has been
fairly well studied in the literature.
Spilker [1] invented the vector tracking loop in the eighties. Since then, the
VDLL and VFLL/VPLL have gathered a lot of attention. Vector tracking is
more robust to momentary blockages of a single satellite signal. It reduces the
noise in the weaker channels, thus preventing instability. Other advantages
of vector tracking include resistance to jamming and multipath effects and
better performance under dynamics. Related to vector tracking is the work
on direct positioning in [2]. In [3] and [4], the same authors show that
direct position tracking is superior to traditional tracking in weak signal
and multipath environments. The wide variety of vector tracking loops that
have been studied in the literature are listed in the thesis work by James
Brewer [5]. Liu et al. [6] propose different designs of the vector tracking
loop and show using simulations that vector tracking is superior to scalar
tracking under dynamics. Their work on the direct position tracking loop
[7] discriminates using raw baseband signal samples and uses an extended
Kalman filter (EKF) for tracking.
Collective detection of signals by searching in the position domain for the
vector correlation peak is another topic that has gained attention in recent
years. In [8], a grid-based search method (SECA) that efficiently searches for
the peak in the navigation domain is proposed. In [9], the authors outline
a method for integrating collective detection with A-GPS and introduce the
Coarse Time Error (CTE) as an additional dimension to search. They present
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a dichotomous search algorithm that requires lesser evaluations for locating
the peak.
These two directions of research are closely related. There has not been
a lot of work in the past that explicitly uses the inherent relationship. One
exception is the work by Nunes et al. [10] that performs a grid-based search
at each time to track. In [11] as well, a search is performed at each step to
locate the peak. Closas et al. propose the use of sequential Monte Carlo
(SMC) methods for direct positioning in [12] and space alternating general-
ized expectation maximization (SAGE) in [13]. In this thesis, an architecture
of the direct position tracking loop using the vector correlator is proposed.
The unscented Kalman filter (UKF) is used for tracking instead of searching
at each step. Experimental results are provided to validate this tracking loop
in different scenarios.
1.1 Vector Correlation
In this thesis, the vector correlation is defined as the sum of the correlation
outputs of the individual channels. Based on the hypothesized position, the
expected code phase of each satellite C/A code is back-calculated. Replica
signals composed of both the C/A code and the carrier are correlated with the
incoming data samples. The correlator outputs from each of the individual
channels are added together to form the vector correlation sum.
The GPS received signal can be specified as:
s (t) =
ns∑
i=1
√
2P icDC/A,i
(
t− τ i)xC/A,i (t− τ i) cos (2pif ict+ δθi)
+
ns∑
i=1
√
2P iyDP(Y),i
(
t− τ i)xP(Y),i (t− τ i) sin (2pif ict+ δθi)+ n (t)
(1.1)
where P ic , P
i
y are the average powers of the C/A code and the P(Y) code
signals from the ith satellite, DC/A,i, DP(Y),i are the data bits embedded on the
top of the C/A codes and P(Y) codes of the ith satellite, xC/A,i, xP(Y),i represent
the C/A codes and the P(Y) codes of the ith satellite in a functional form, f ic
is the carrier frequency of the signal from the ith satellite, τ i is the code delay
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of the signal from the ith satellite, δθi is the carrier phase of the signal from
the ith satellite and ns is the number of satellites. With this signal model,
the vector correlation function h (t,−→p ) can be shown to be:
h (t,−→p ) ≈
ns∑
i=1
KP icT
2
(
1− |τˆ
i (−→p )− τ i|
Tc
)2
(1.2)
where −→p = [x, y, z, tub]T is the hypothesized position and user clock bias,
τˆ i (−→p ) is the back-computed code delay as a function of hypothesized po-
sition, Tc is the chipping period, T is the integration interval and K is a
proportionality constant dependent on the sampling rate and quantization
of the receiver. A short derivation of this equation is presented in Appendix
A.
For a simulated constellation with 8 visible satellites, the projection of
h (t,−→p ) on to the ECEF X and ECEF Y coordinate frame is shown in Figure
1.1. The projection of the vector correlation sum for field data collected using
a SiGe front-end [14] with eleven visible satellites is shown in Figures 1.2
and 1.3. This data was collected at a sampling rate of 5.456 MHz with 8-bit
quantization. From the figures, it can be observed that the vector correlation
sum descends more slowly along directions perpendicular to the line of sight
to the satellites.
The goal of the direct position tracking loop developed in this thesis is to
track the peak of the vector correlation function. At each point of time, the
desired position estimate −→pt = [x, y, z, tub]T is given by:
−→p topt = arg max−→p h (t,
−→p )
There are several advantages of maximizing this vector correlation sum in-
stead of the scalar correlation sum. The tracking loop will be more robust to
signal outages from a few satellites. Noisy signals from a few satellites will
affect the stability of the tracking loop to a small extent. In Chapter 3, we
shall see that this tracking loop is more robust to multipath errors. In the
next chapter, a design of the tracking loop using the UKF is presented.
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Figure 1.1: Projection of the vector correlation function on to ECEF x and
ECEF y dimensions for a simulated constellation with 8 visible satellites.
The above plot was obtained using the expression for the vector correlation
from Equation 1.2 with carrier residual and noise effects ignored.
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Figure 1.2: Projection of the vector correlation function on to ECEF x and
y dimensions with field data collected using SiGe front-end at a sampling
rate of 5.456 MHz with 8 bit quantization. The above plot was obtained by
correlating the baseband samples with replica signals generated according
to the calculated code delays for each hypothesized position.
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Figure 1.3: Projection of the vector correlation function on to ECEF x and
clock bias dimensions with field data collected using SiGe front-end at a
sampling rate of 5.456 MHz with 8 bit quantization. The above plot was
obtained by correlating the baseband samples with replica signals generated
according to the back-computed code delays for each hypothesized position
and clock bias.
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CHAPTER 2
TRACKING USING THE UNSCENTED
KALMAN FILTER
In a typical GPS receiver, signal tracking commences after the acquisition
stage. During the acquisition stage, the receiver searches for the code phase
and doppler of each satellite. From this point, the receiver just tracks the
code phase and doppler of each satellite signal. The doppler is tracked using
a carrier tracking loop. A wide variety of discriminators have been explored
in the literature for obtaining the carrier phase residual. The carrier-wipeoff
is performed based on the current estimate of the carrier frequency and car-
rier phase. Subsequently, the code phase update is performed using a code
tracking loop. In the code tracking loop, the goal is to maximize the cor-
relation Ris (τ
i) of the baseband signal with the corresponding satellite C/A
code. The code tracking loop operates by driving
∂Ris(τ i)
∂τ i
to 0 by using an
early-late approximation. The code phase residual is approximated as:
δτ i ≈ kg
(
Ris
(
τ i − d)−Ris (τ i + d))
where d is the early-late spacing in the discriminator and kg is the gain
depending on the filter. Various other forms of this code phase discriminator
exist for obtaining the code phase residual. The different discriminators for
code and carrier tracking are compared in [15]. The discriminator outputs
from the code and carrier tracking loops are usually filtered using a first,
second or third-order loop filter before performing the update. Using the
estimated code phase and doppler, the pseudorange and pseudorange rate
are calculated. These are subsequently used for estimating the position and
velocity of the receiver using a least squares procedure.
Vector tracking operates by finding the residuals directly in the navigation
domain. However, the outputs from each of the individual correlators are
still individually discriminated. These discriminator outputs are combined
to obtain the residuals in the navigation domain parameters using the line-
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of-sight vectors to the satellites. In a VPLL/VFLL [5,16,17], the navigation
domain parameters are used to back-calculate the carrier frequency and car-
rier phase. The carrier tracking loop is closed using this estimate. Similarly,
in a VDLL [1, 6, 18, 19], the code phase and code frequency calculated using
the navigation domain parameters are used to close the code tracking loop.
The residual in the navigation domain parameter x is computed as:
δx ≈ kg
ns∑
i=1
∂τ i
∂x
(
Ris
(
τ i − d)−Ris (τ i + d))
where ns denotes the number of satellites. The other navigation domain
residuals are computed in a similar fashion.
The direct position tracking loop in this thesis is inspired by the work
in [2]. The maximum likelihood cost function specified in [2] reduces to the
vector correlation sum in Equation 1.2 if the satellite signals are orthogonal
to each other. Further, the tracking loop discriminates the vector correlation
directly in the navigation domain. The residual in the navigation domain
parameter x is computed as:
δx ≈ kg (h (t,−→p − deˆx)− h (t,−→p + deˆx))
where eˆx denotes the unit vector along the parameter x and h (t,
−→p ) is as
specified in Equation 1.2. However, instead of computing this early-late
difference explicitly, the unscented transform is used for estimating the non-
linearities and computing the residuals. By using the UKF, the need for
estimating the amplitude of each satellite signal is removed. As a result, the
dimension of the state space in the Kalman filter is reduced. The unaug-
mented UKF with additive process and measurement noise is used for direct
position tracking with the vector correlation sum as measurement.
2.1 Unscented Transform
The unscented transformation (UT) [20, 21] operates on the principle that
it is easier to estimate a probability distribution than a non-linearity. In
order to estimate a non-linear function y = h (x) locally, a set of sigma
points χi for i = 0, . . . , 2nx are generated and passed through the non-linear
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transformation. The mean and covariance of x are denoted by X and Cx
respectively. The dimension of the state x is given by nx. The sigma points
are chosen as:
χ0 = X
χi = X +
√
(nx + λ)
(√
Cx
)
i
, i = 1, ..., nx
χi = X −
√
(nx + λ)
(√
Cx
)
i
, i = nx + 1, ...., 2nx
where
(√
Cx
)
i
is the ith column of
√
Cx. The corresponding weights of each
of the sigma points are given by:
W
(m)
0 =
λ
nx + λ
W
(c)
0 =
λ
nx + λ
+ 1− α2 + β
W
(m)
i = W
c
i =
1
2 (nx + λ)
where λ = α2 (nx + κ) − nx is a scaling parameter. The weights are chosen
as to encompass the effect of higher order terms in the estimates of mean
and covariance. α controls the spread of the sigma points around the initial
estimate, κ is a secondary scaling parameter and β is used to incorporate
prior knowledge of the distribution of x. Each of the sigma points is passed
through the non-linear transformation g to generate Yi.
Yi = g (χi) , i = 0, . . . , 2nx
The mean y¯ and covariance Py of the transformed random variable y are
given by:
y¯ =
2nx∑
i=0
W
(m)
i Yi
Py =
2nx∑
i=0
W
(c)
i (Yi − y¯) (Yi − y¯)T
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For a Gaussian distribution, β = 2 is optimal [20]. The scaled unscented
transform (SUT) presented above is accurate to the second-order for non-
Gaussian prior distributions and can be accurate to the fourth-order for a
Gaussian prior distribution.
The SUT is mainly used to estimate the vector correlator function h (t,−→p ).
While adapting the SUT for GPS position estimation, several changes can
be made to the choice of sigma points. For example, the sigma points can
be chosen along the line of sight directions as:
χ0 = X
χi = X +
(√
(nx + λ) eˆTi Cxeˆi
)
eˆi , i = 1, ..., ns
χi = X −
(√
(nx + λ) eˆTi Cxeˆi
)
eˆi , i = ns + 1, ...., 2ns
where eˆi represents the line-of-sight vector to the i
th satellite and ns denotes
the number of satellites. The weights of the sigma points are scaled appro-
priately. Further, GPS signals are engulfed in noise. In order to prevent the
measurements from becoming too noisy, more points can be chosen in a small
region around the sigma points. The mean function outputs from the cluster
of points around the sigma point can be chosen as the function output at the
sigma point.
2.2 Unscented Kalman Filter for Direct Position
Tracking
In this thesis, carrier tracking is performed in a traditional fashion and is
independent of the position tracking loop. Optionally, the carrier frequency
can be back-computed by using the satellite velocity, satellite clock drift,
estimate of user velocity and user clock drift. However, this would lead to
some SNR loss. The state vector x is chosen as −→p which comprises of the
position and clock bias of the receiver.
The unscented Kalman filter [22] operates as follows. At each time update
step with iteration number denoted by k, all the sigma points obtained using
the current state estimate are passed through the dynamics transformation
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f . Therefore,
Yi = f (k, χi) , i = 0, . . . , 2nx
The mean and covariance of the state after the time update are given by:
Xˆk+1|k =
2nx∑
i=0
W
(m)
i Yi
Cov
(
Xˆk+1|k
)
=
2nx∑
i=0
W
(c)
i
(
Yi − Xˆk+1|k
)(
Yi − Xˆk+1|k
)T
+Qk
where Qk is the additive process noise. Similarly, during the measurement
update, the vector correlation sum h (t,−→p ) in Equation 1.2 is computed at
all the sigma points and the unscented transform is used to estimate the
mean and covariance of the measurement as shown below:
Zˆik+1|k = h (k, Yi) , i = 0, . . . , 2nx
Zˆk+1|k =
2nx∑
i=0
Wmi Zˆ
i
k+1|k
Cov
(
Zˆk+1|k
)
=
2nx∑
i=0
W
(c)
i
(
Zˆik+1|k − Zˆk+1|k
)(
Zˆik+1|k − Zˆk+1|k
)T
+Rk
Rk is the additive measurement noise. The Kalman gain is computed nu-
merically using the sigma points by:
Cov
(
Zk+1|k, Xˆk+1|k
)
=
2nx∑
i=0
W
(c)
i
(
Zˆik+1|k − Zˆk+1|k
)(
Yi − Xˆk+1|k
)T
Kk = Cov
(
Zk+1|k, Xˆk+1|k
)
Cov
(
Zˆk+1|k
)−1
Xˆk+1|k+1 = Xˆk+1|k +Kk
(
Zˆ0k+1|k − Zˆk+1|k
)
Cov
(
Xˆk+1|k+1
)
= Cov
(
Xˆk+1|k
)
−KkCov
(
Zˆk+1|k
)
KTk
The update to the state estimate based on the measurements is propagated to
the next time update step. Note that the measurement noise is not additive
for the vector correlation sum chosen as the measurement. However, the
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Figure 2.1: Architecture of the direct position tracking loop using the UKF
noise is assumed to be additive for speed and simplicity. The architecture of
the direct position tracking loop using the UKF is shown in Figure 2.1.
Alternatively, the process noise and measurement noise can be augmented
on to the state vector to form a bigger state vector. In this case, the state is
initialized as x = [ −→p T 0 0]T and the covariance is initialized as:
 Cx
(0) 0 0
0 Q(0) 0
0 0 R(0)

where Cx
(0) is the initial covariance of the state. By using such a model,
the odd-order moment information from the time update is captured [23].
However, in our tracking loop, the dynamics step is linear. Further, using an
augmented UKF increases the number of sigma points, thereby increasing the
computational complexity. As a result, the unaugmented UKF with additive
process and measurement noise is used.
11
CHAPTER 3
MULTIPATH MITIGATION USING THE
VECTOR CORRELATION
The errors in GPS positioning are contributed by a variety of factors including
ionospheric delay, tropospheric delay, thermal noise, multiple access noise
etc. A major source of error in GPS positioning is caused by multipath
propagation. In an urban environment, the satellite signals get reflected off
various objects in the surrounding environment. Multipath propagation of
GPS signals would be quite different from other communication systems as
the signals are coming from an overhead transmitter at a long distance. In
effect, satellite signals can be modelled as a bunch of parallel rays, that get
reflected by flat and curved objects. Multipath propagation of GPS signals
and its effect on the correlation function has been studied in [24]. The effect
of multipath errors on code phase in dynamic environments is shown in [25].
Unlike atmospheric errors, multipath errors cannot be eliminated by Differ-
ential GPS (DGPS) as it is local to the receiver. Various multipath mitigation
techniques have been proposed in the literature. In [26] and [27], modified
discriminators, which are less susceptible to multipath errors are proposed.
On the other hand, [28–30] use the repeating nature of multipath signatures
after every sidereal day to eradicate multipath errors in stationary receivers.
In this chapter, we shall observe the advantage of using the vector correlation
for tracking in certain kinds of multipath environments.
3.1 Multipath Analysis
For simplicity, we shall use the two-ray multipath model as shown in Figure
3.1 for analysis. The transmitted C/A code signal from the ith satellite can
be specified as:
siT (t) = R{
√
2Ptu
i (t) exp (j2pifL1t) }
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Figure 3.1: Two-ray multipath model depicted for a single satellite signal
where Pt is the average power of the transmitted signal, u
i (t) comprises
of the C/A code, xiC/A (t), and the databits, D
i
C/A (t), fL1 is the GPS L1
frequency and R denotes the real part. Using the free space path loss model
and two-ray model for multipath, the received signal from the ith satellite is
given by:
siR(t) = R
{
λ
4pi
[√
2Plosu
i (t− τ ilos) exp
(−j2pil
λ
)
l
+
ηR
√
2Pmpu
i
(
t− τ imp
)
exp
(
−j2pi
(
t+t
′)
λ
)
t+ t′
]
exp (j2pifL1t)
} (3.1)
where λ is the wavelength of the L1 carrier, Plos is the power in the line-
of-sight signal, Pmp is the power in the multipath signal, ηR is the reflection
coefficient, τ ilos is the line-of-sight code delay, τ
i
mp is the code delay of the
multipath signal, l is the line-of-sight distance to the satellite and t+ t
′
is the
distance traversed by the multipath component. τ ilos and τ
i
mp are expressed in
absolute terms and therefore are just the transmit times of the line-of-sight
and multipath components.
Let vilos be the relative velocity between the i
th satellite and the receiver
along the line-of-sight direction and fˆ iD be the current estimate of doppler
of the ith satellite. Clearly, l = vilost + d0, where d0 is a constant. We can
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approximate Equation 3.1 as:
siR(t) ≈ R
{
λ
4pi
[√2Plosui (t− τ ilos) exp(−j2pi(vilost+d0)λ )
l
+
ηR
√
2Pmpu
i
(
t− τ imp
)
exp
(
−j2pi
(
vilost+d0+t
′)
λ
)
l
]
exp (j2pifL1t)
}
≈ R
{
λ
4pi
[√2Plosui (t− τ ilos) exp(j2pifˆ iDt+ jδθilos)
l
+
ηR
√
2Pmpu
i
(
t− τ imp
)
exp
(
j2pifˆ iDt+ jδθ
i
mp
)
l
]
exp (j2pifL1t)
}
After removing the carrier frequency using in-phase and quadrature-phase
sampling [31], we are left with baseband samples of the form:
sib (t) = (a
i
losD
i
C/A
(
t− τ ilos
)
xiC/A
(
t− τ ilos
)
cos
(
δθilos
)
+aimpD
i
C/A
(
t− τ imp
)
xiC/A
(
t− τ imp
)
cos
(
δθimp
)
)
+j(ailosD
i
C/A
(
t− τ ilos
)
xiC/A
(
t− τ ilos
)
sin
(
δθilos
)
+
aimpD
i
C/A
(
t− τ imp
)
xiC/A
(
t− τ imp
)
sin
(
δθimp
)
)
where ailos, a
i
mp, δθ
i
los, δθ
i
mp are the baseband amplitudes and remnant carrier
phases of the line-of-sight and multipath components. With non-coherent
integration, the scalar code correlation Ris as a function of hypothesized code
delay τˆ i, if τ imp − τ ilos ≤ 2Tc, is given by:
Ris
(
τˆ i
)
=

Ailos
(
1− |τˆ
i−τ ilos|
Tc
)2
if τ ilos − Tc < τˆ i ≤ τ imp − Tc
Ailos
(
1− |τˆ
i−τ ilos|
Tc
)2
+Aimp
(
1− |τˆ
i−τ imp|
Tc
)2
+2
√
AilosA
i
mp
(
1− |τˆ
i−τ ilos|
Tc
)
×
(
1− |τˆ
i−τ imp|
Tc
)
× cos (δθilos − δθimp) if τ imp − Tc < τˆ i ≤ τ ilos + Tc
Aimp
(
1− |τˆ
i−τ imp|
Tc
)2
if τ ilos + Tc < τˆ
i ≤ τ imp + Tc
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where Ailos = (a
i
los)
2
> 0, Aimp =
(
aimp
)2
> 0 and Tc is the chipping period.
While performing non-coherent integration with sb (t), the boundaries are
chosen carefully so as to not to integrate over data-bit boundaries. For
τˆ i < τ ilos and τˆ
i > τ imp, R
i
s (τˆ
i) is decreasing. For τ ilos < τˆ
i < τ imp,
∂2Ris
∂ (τˆ i)2
= 2
((√
Ailos
)2
+
(√
Aimp
)2
− 2
√
AilosA
i
mp cos
(
δθilos − δθimp
))
> 0
Therefore, the maximum of Ris (τˆ
i) has to occur either at τ ilos or τ
i
mp.
Noise effects are ignored in this analysis. The ratio of the correlator value at
the true code phase and at the multipath affected code phase is given by:
χn,scalar =

Ailos
Aimp
if τ imp > τ
i
los + Tc
Ailos+A
i
mp
(
1− |τilos−τimp|
Tc
)2
Ailos
(
1− |τilos−τimp|
Tc
)2
+Aimp
if τ imp < τ
i
los + Tc
The line-of-sight component in itself would be the superposition of multiple
reflected waves with varying phase, but nearly the same path length. As a
result, Ailos and A
i
mp are usually modelled as random variables.
One way to compare scalar correlation and vector correlation would be to
look at the expression:
P (χn < 1)
This is sensible as pseudorange error can be expressed as
E [τlos − τopt]s =
∣∣τ ilos − τ imp∣∣P (χn,scalar < 1)
=
∣∣τ ilos − τ imp∣∣P (Ailos < Aimp)
The effective error in position with scalar correlation is given by
E
[−→p serror] = cE [τlos − τopt] eˆi
= c
∣∣τ ilos − τ imp∣∣P (Ailos < Aimp) eˆi
where eˆi is the line-of-sight vector to the i
th satellite. We do not assume any
probability density function for Ailos and A
i
mp in this analysis. Now, we shall
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perform the same analysis with the vector correlation function in order to
understand the advantage offered.
With all the satellites, the vector correlation using non-coherent integration
with multiple multipath signals is given by:
Rvc (
−→p ) =
ns∑
i=1
Ailos
(
1− |τˆ
i (−→p )− τ ilos|
Tc
)2
+
ns∑
i=1
N∑
j=1
δijA
i
mp,j
(
1−
∣∣τˆ i (−→p )− τ imp,j∣∣
Tc
)2
where δij = 1 if the j
th multipath component is present for the ith satellite
and is 0 otherwise, Aimp,j =
(
aimp,j
)2
is the square of the baseband signal
amplitude of the jth multipath component from the ith satellite, τ imp,j is the
code delay of the jth multipath component from the ith satellite, τˆ i (−→p ) is
the back-computed code delay for a given position −→p , ns is the number of
visible satellites and N is the number of multipath components. The above
expression introduces multiple multipath components for each satellite signal
and also generalizes to the scenario where the same reflector reflects multiple
satellite signals. With the two-ray model and assuming that there is only a
reflected signal for one satellite, we can express the vector correlation as:
Rvc (
−→p ) =
ns∑
i=1
Ailos
(
1− |τˆ
i (−→p )− τ ilos|
Tc
)2
+ A1mp
(
1−
∣∣τˆ 1 (−→p )− τ 1mp∣∣
Tc
)2
= Rlos (
−→p ) +Rmp (−→p )
With vector correlation, we can use:
−→p opt = arg maxRvc (−→p )
Also, let
−→p true = arg maxRlos (−→p )
The bias in the estimate due to multipath is given by−→p error = E
[−→p opt −−→p true].
The vector correlation sum Rvc (
−→p ) is not differentiable at all points. Hence,
we have to consider all possible candidates and chose the maximum in order
to find −→p opt.
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If
∣∣τ 1los − τ 1mp∣∣ ≤ 2Tc,
Rvc (
−→p ) =

∑ns
i=1A
i
los
(
1−
∣∣∣τˆ i(−→p )−τ ilos∣∣∣
Tc
)2
if τ 1los − Tc < τˆ 1 (−→p ) ≤ τ 1mp − Tc
∑ns
i=1A
i
los
(
1−
∣∣∣τˆ i(−→p )−τ ilos∣∣∣
Tc
)2
+A1mp
(
1−
∣∣∣τˆ1(−→p )−τ1mp∣∣∣
Tc
)2
+2
√
A1losA
1
mp
(
1−
∣∣∣τˆ1(−→p )−τ1los∣∣∣
Tc
)
×
(
1−
∣∣∣τˆ1(−→p )−τ1mp∣∣∣
Tc
)
× cos (δθ1los − δθ1mp) if τ 1mp − Tc < τˆ 1 (−→p ) ≤ τ 1los + Tc
∑ns
i=2A
i
los
(
1−
∣∣∣τˆ i(−→p )−τ ilos∣∣∣
Tc
)2
+A1mp
(
1−
∣∣∣τˆ1(−→p )−τ1mp∣∣∣
Tc
)2
if τ 1los + Tc < τˆ
1 (−→p ) ≤ τ 1mp + Tc
This can be rewritten as:
Rvc (
−→p ) =

∑ns
i=1A
i
los
(
1−
∣∣∣eˆi.(−→p −−→p true)∣∣∣
c.Tc
)2
−1 < eˆ1.
(−→p −−→p true)
c.Tc
≤ β
c.Tc
− 1
∑ns
i=1A
i
los
(
1−
∣∣∣eˆi.(−→p −−→p true)∣∣∣
c.Tc
)2
+A1mp
(
1−
∣∣∣eˆ1.(−→p −−→p true−βeˆ1)∣∣∣
c.Tc
)2
+2
√
A1losA
1
mp
(
1−
∣∣∣eˆi.(−→p −−→p true)∣∣∣
c.Tc
)
×
(
1−
∣∣∣eˆ1.(−→p −−→p true−βeˆ1)∣∣∣
c.Tc
)
× cos (δθilos − δθimp) βc.Tc − 1 < eˆ1.
(−→p −−→p true)
c.Tc
≤ 1
∑ns
i=2A
i
los
(
1−
∣∣∣eˆi.(−→p −−→p true)∣∣∣
c.Tc
)2
+A1mp
(
1−
∣∣∣eˆ1.(−→p −−→p true−βeˆ1)∣∣∣
c.Tc
)2
1 <
eˆ1.
(−→p −−→p true)
c.Tc
≤ β
c.Tc
+ 1
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where β = c.
(
τ 1mp − τ 1los
)
. Let G be the standard line-of-sight matrix used in
GPS and eˆi be the line-of-sight vector to the i
th satellite. It can be shown
that,
∇2Rvc (−→p ) = GT∇2Rs (−→τ )G > 0
where −→τ = [τˆ 1 (−→p ) , τˆ 2 (−→p ) , . . . , τˆns (−→p )]T and Rs (−→τ ) = [R1s (τˆ 1 (−→p )) ,
R2s (τˆ
2 (−→p )) , . . . , Rnss (τˆns (−→p ))]T . Hence, we can again say that the global
maximum has to occur either at −→p true or −→p true + βeˆ1. Let β ′ = βc.Tc .
Thus,
χn,vector =
∑ns
i=1A
i
los + A
1
mp
(
1−min (β ′ , 1))2
A1mp +
∑ns
i=1A
i
los (1−min (β ′ |eˆi.eˆ1| , 1))2
Also, let κ0 = 0 and κj =
1
eˆj .eˆ1
.
P (χn,vector < 1) = Eβ′
[
P
(
χn,vector < 1 | β ′
)]
=
ns−1∑
j=0
P
(
κj ≤ β ′ < κj+1
)
×P
(∑ns
i=1A
i
los + A
1
mp
(
1−min (β ′ , 1))2
A1mp +
∑ns
i=j+1A
i
los (1− β ′ |eˆi.eˆ1|)2
< 1
∣∣∣∣β ′
)
=
ns−1∑
j=0
P
(
κj ≤ β ′ < κj+1
)
P
(
A1los − A1mp
+A1mp
(
1−min
(
β
′
, 1
))2
+
ns∑
i=2
Ailos
−
ns∑
i=j+1
Ailos
(
1− β ′ |eˆi.eˆ1|
)2
< 0
∣∣∣∣β ′)
= E
[ ns−1∑
j=1
P
(
κj ≤ β ′ < κj+1
)
P
(
A1los − A1mp <
−A1mp
(
1−min
(
β
′
, 1
))2
−
j∑
i=2
Ailos +
ns∑
i=j+1
Ailos
((
1− β ′ |eˆi.eˆ1|
)2
− 1
) ∣∣∣∣β ′ , Ailos, i = 2, . . . , ns)]
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P (χn,vector < 1) ≤ E
[(
ns−1∑
j=0
P
(
κj ≤ β ′ < κj+1
))
P
(
A1los < A
1
mp
)]
≤ P (A1los < A1mp)
The above inequality holds because Ailos and A
1
mp are non-negative random
variables. Thus,
E
[−→p verror] = c ∣∣τ ilos − τ imp∣∣P (χn,vector < 1)
≤ c ∣∣τ ilos − τ imp∣∣P (A1los < A1mp)
≤ c ∣∣τ ilos − τ imp∣∣P (χn,scalar < 1)
≤ E [−→p serror]
Even though we have averaged P (χn,vector < 1) over all possible values of β
′
,
we can easily see that the above inequality holds for every possible value of
β
′
as well. Thus, we have seen in a simple and effective manner that vector
correlation can be advantageous in certain kinds of multipath environments.
Even though the proof applies for a corner-case scenario, it gives the necessary
intuition to understand the advantage of using the vector correlation. The
signal power from the other satellite signals negates the effect of the multipath
signal. If there are multiple multipath signals, then the vector correlator
would still be advantageous if the path delays are uncorrelated, i.e. if the
source of multipath signals is different. If the multipath signals are correlated,
then the advantage offered by using the vector correlation is nullified.
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CHAPTER 4
EXPERIMENTAL RESULTS
The direct position tracking loop was validated using experiments performed
on several data sets. Raw signal data were collected either using an Antcom
active GNSS antenna or a passive patch antenna. The front-end signal pro-
cessing was performed by the universal software radio peripheral (USRP-
N210) with a Symmetricom SA-45s Chip-Scale Atomic Clock (CSAC) for
maintaining a stable clock. The USRP has a dynamic range of 86 dB with
saturation voltage around 5−10 dBm. The CSAC, USRP and the Ashtec an-
tennas are shown in Figure 4.1. The raw signal samples are processed using
the Python scalar tracking receiver [32] and the results are compared with
direct position tracking using a traditional UKF. The scalar tracking noise
bandwidth for code and carrier are set to 0.03 Hz and 40 Hz respectively. In
all the datasets, the direct position tracking loop was initialized using the
navigation solution obtained from scalar tracking. An integration interval of
10 ms was used for the vector correlation.
4.1 Results with Stationary Data
The comparison of the results from direct position tracking and scalar track-
ing obtained using the USRP at a sampling rate of 5 MHz with 16 bit I/Q
quantization is presented in Figure 4.2. The active antenna was situated on
the roof of Talbot Lab, Urbana, IL. For this dataset, the SUT parameters
are set as α = 0.1, κ = 0.1 and β = 0. The covariance was initialized as
30000×DOP m2 , the process noise matrix was set as 15× I m2 and the mea-
surement noise covariance was set as 3×1031. After taking into consideration
the scaling factor of the USRP front-end, the sampling rate and integration
interval, this corresponds to a noise level of around −54.08 dBW. For this
dataset, a high measurement covariance was necessary to get an accurate
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Figure 4.1: The USRP, CSAC and Antcomm antenna primarily used for
data collection
estimate of altitude.
4.2 Results with Moving Data
Subsequently, data were collected with the antenna placed on top of a car and
the USRP front-end. These datasets were collected at a 5 MHz sampling rate
with 16 bit I/Q quantization. For both the datasets with a moving antenna,
the SUT parameters are set as α = 1, κ = 0.1 and β = 0. The covariance
was initialized as 2500×DOP m2 , the process noise matrix was set as 0.1×
I m2 and the measurement noise was set as 3× 1020 which corresponds to a
noise level of around −122 dBW with the two datasets presented below. The
comparison of the results from direct position tracking and scalar tracking
along a drive in Urbana, IL with open sky is presented in Figure 4.3.
Further, the comparison of the results from direct position tracking and
scalar tracking along a drive through Green street, Champaign, IL is pre-
sented in Figure 4.4. This data is expected to be affected by multipath as
the road was surrounded by buildings on both sides. While no hard conclu-
sions can be drawn from the results, it does look like the altitude from direct
position tracking is more resistant to noise/multipath effects. However, these
errors occur in the East and North dimensions.
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Figure 4.2: Comparison of navigation solutions obtained using direct
position tracking and scalar tracking for the dataset collected on the roof of
Talbot Lab, Urbana, IL. This dataset was collected using the USRP at a
sampling rate of 5 MHz with 16 bit I/Q quantization. Eleven satellites were
acquired and tracked with this dataset.
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Figure 4.3: Comparison of navigation solutions obtained using direct
position tracking and scalar tracking for the dataset collected with open sky
in a car. This dataset was collected using the USRP at a sampling rate of 5
MHz with 16 bit I/Q quantization. 9 satellites were acquired and tracked
with this dataset.
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Figure 4.4: Comparison of navigation solutions obtained using direct
position tracking and scalar tracking for the dataset collected during a
drive in Champaign, IL in a multipath environment. This dataset was
collected using the USRP at a sampling rate of 5 MHz with 16 bit I/Q
quantization. 5 satellites were acquired and tracked with this dataset.
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SNR of satellite signals
Mean navigation
solution ENU (m)
Standard deviation
of
navigation solutions (m2)
Scalar
Tracking
DPT
Scalar
Tracking
DPT
No
Additional
Noise
24.4 dB, 36.5 dB, 32.2 dB,
28.6 dB, 31.7 dB, 34.5 dB,
32.7 dB, 33.6 dB, 28.5 dB,
32.3 dB
(8.9,20.5,-20.0) (8.5,20.0,-24.4) (2.0,1.5,4.9) (0.6,0.8,2.0)
Noise
Level
1
21.4 dB, 31.3 dB, 27.2 dB,
23.9 dB, 26.9 dB, 29.4 dB,
27.8 dB, 28.4 dB, 23.8 dB,
27.2 dB
(9.4,20.0,-19.2) (8.7,19.8,-27.9) (6.3,4.8,15.5) (1.6,1.3,1.5)
Noise
Level
2
20.9 dB, 26.7 dB, 23.1 dB,
22.6 dB, 22.7 dB, 25.3 dB,
23.2 dB, 24.9 dB, 21.3 dB,
23.2 dB
(84.8,-26.2,-218.8) (8.8,18.9,-31.4) (142.9,82.6,394.3) (6.6,5.6,6.6)
Table 4.1: Direct position tracking vs. scalar tracking with additional noise
added. Additional WGN was added to the baseband samples of the dataset
collected on the roof of Talbot Lab, IL after 25 s. The SNR values of the 11
satellite signals before and after the addition of noise are reported.
4.3 Robustness to Noise
In order to verify that the direct position tracking loop is robust to sudden
outages/infusion of noise, the following experiment was performed. Midway
through the data collected on the roof, additional white Gaussian noise was
added to the baseband samples. It was found that the direct position tracking
loop continues to keep track whereas the scalar tracking loop lost lock and
diverged at the point where the additional noise was added. The results
obtained with the direct position tracking loop and scalar tracking loop with
increasing levels of noise are shown in Figure 4.5. The SUT parameters
are set as α = 0.1, κ = 0.1 and β = 0. The covariance was initialized as
30000 × DOP m2 , the process noise matrix was set as 15 × I m2 and the
measurement noise covariance was set as 3 × 1031, which corresponds to a
noise level of around −54.08 dBW. The SNR of the signals from the 11 visible
satellites after the addition of noise is specified in Table 4.1. From the results,
it can be clearly seen that direct position tracking is less sensitive to noise.
This claim is also corroborated to some extent by the results in Figures 4.3
and 4.4. It is seen that direct position tracking does not track the sudden
shifts in altitude like scalar tracking even though this error partially leaks
into the other dimensions.
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Figure 4.5: Direct position tracking vs. scalar tracking with additional
noise added. Additional WGN was added to the baseband samples of the
dataset collected on the roof of Talbot Lab, IL after 25 s as indicated by
the dashed line. Direct position tracking is found to be less sensitive to
sudden infusion of noise
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
More recently, direct estimation of position has been proved to be more ben-
eficial as compared to the traditional two-step approach to positioning in
GPS receivers. The Cramer-Rao bound of error is found to be lesser for the
direct positioning approach in weak signal and multipath environments. In
this thesis, the vector correlation sum, which is an approximation to the ML
cost function is maximized in order to estimate position. In Chapter 3, it is
shown that the usage of the vector correlation sum aids in mitigating multi-
path errors. In Chapter 2, an architecture for tracking the vector correlation
peak using the UKF is proposed. This architecture is validated using exper-
iments and it is observed that the direct position tracking loop is robust to
sudden infusion of noise and performs better in certain kinds of multipath
environments.
Adding the amplitude and phase to the state space obviates the need to
use the unscented transform to estimate the non-linearities. However, such
an approach will increase the size of the state space, thus increasing the
computational complexity. Further, errors in amplitude estimation could
possibly increase positioning errors as well. Also, the UKF is accurate only
up to the third order in estimating the mean and covariance of the state
distribution. In this regard, using a particle filter [33] can possibly improve
accuracy. Another major problem with using Kalman-type filters is the need
to set the tuning parameters properly to get precise and accurate navigation
solutions. The particle filter is relatively easier to use even though it in-
creases the computational complexity. The feedback particle filter [34] is an
interesting alternative that is optimal for non-linear non-Gaussian systems.
With the increasing GNSS signal diversity, the direct positioning approach,
which is computationally less intensive due to dimensionality reduction and
performs better in weak signal and multipath environments, is expected to
be used widely in commercial receivers in the near future.
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APPENDIX A
THEORETICAL APPROXIMATION OF
VECTOR CORRELATION
The GPS L1 signal model as specified in 1.1 is given by:
s (t) =
ns∑
i=1
√
2P icDC/A,i
(
t− τ i)xC/A,i (t− τ i) cos (2pif ict+ δθi)
+
ns∑
i=1
√
2P iyDP(Y),i
(
t− τ i)xP(Y),i (t− τ i) sin (2pif ict+ δθi)+ n (t)
(A.1)
This thesis restricts itself to use of the C/A codes at the GPA L1 frequency
for computing the correlation. The replica signal to be correlated is generated
with an estimate of the carrier frequency fˆ ic and code delay τˆ
i (−→p ). Hence,
h (t,−→p ) =
ns∑
i=1
∣∣∣∣∫ t+T
t
s(t)rC/A,i
(
t− τˆ i (−→p )) dt∣∣∣∣2
=
ns∑
i=1
∣∣∣∣∫ t+T
t
s(t) exp
(
−j2pifˆ ict
)
xC/A,i
(
t− τˆ i (−→p )) dt∣∣∣∣2
=
ns∑
i=1
∣∣∣∣ ∫ t+T
t
ns∑
j=1
√
2P jc (t)DC/A,j
(
t− τ j)xC/A,j (t− τ j) cos (2pif jc t+ δθj)
exp
(
−j2pifˆ ict
)
xC/A,i
(
t− τˆ i (−→p )) ∣∣∣∣2
Note that the effect of the cross correlation terms in the summation will be
negligible due to carrier and code mismatch. Let Ris be the autocorrelation
function of the GPS C/A code from the ith satellite. Since the C/A codes
are BPSK modulated and pseudorandom, the autocorrelation function is ap-
proximated to be triangular in shape with width, the chipping period, Tc [31].
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Assuming that we avoid integrating over data bit boundaries and fˆ ic = f
i
c ,
h (t,−→p ) ≈
ns∑
i=1
∣∣∣∣∣√2P icRis (τ i (−→p )− τˆ i) cos (δθi)
−j
√
2P icR
i
s
(
τ i (−→p )− τˆ i) sin (δθi) ∣∣∣∣∣
2
Therefore,
h (t,−→p ) ≈
ns∑
i=1
KP icT
2
(
1− |τˆ
i (−→p )− τ i|
Tc
)2
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