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PERIODIC DIRAC OPERATOR WITH DISLOCATION
EVGENY KOROTYAEV AND DMITRII MOKEEV
Abstract. We consider a Dirac operator with a dislocation potential on the real line. The
dislocation potential is a fixed periodic potential on the negative half-line and the same
potential but shifted by real parameter t on the positive half-line. Its spectrum has an
absolutely continuous part (the union of bands separated by gaps) plus at most two eigenvalues
in each non-empty gap. Its resolvent admits a meromorphic continuation onto a two-sheeted
Riemann surface. We prove that it has only two simple poles on each open gap: on the first
sheet (an eigenvalue) or on the second sheet (a resonance). These poles are called states
and there are no other poles. We prove: 1) each state is a continuous function of t, and we
obtain its local asymptotic; 2) for each t states in the gap are distinct; 3) in general, a state
is non-monotone function of t but it can be monotone for specific potentials; 4) we construct
examples of operators, which have: a) one eigenvalue and one resonance in any finite number
of gaps; b) two eigenvalues or two resonances in any finite number of gaps; c) two static virtual
states in one gap.
1. Introduction
1.1. Dirac operator. We consider a Dirac operator Ht with a dislocation potential Vt(x) on
L2(R,C2) given by
Htf = Jf
′ + Vtf, f =
(
f1
f2
)
, J =
(
0 1
−1 0
)
,
and
Vt(x) = V (x)χ−(x) + V (x+ t)χ+(x), x ∈ R.
where t ∈ R is a dislocation parameter. Here χ± are characteristic functions of R± and V is a
2× 2 matrix-valued 1-periodic function, which belongs to the real Hilbert space P defined by
P =
{
V =
(
q1 q2
q2 −q1
) ∣∣∣∣ q1, q2 ∈ L2real(T)}, T = R/Z,
equipped with the norm ‖V ‖2P = 12
∫
T
Tr V 2(x)dx. Below we show that the operator Ht is self-
adjoint and its spectrum consists of an absolutely continuous part σac(Ht) = σ(H0) = ∪n∈Zσn
plus at most two eigenvalues in each non-empty gap γn, where the bands σn and gaps γn are
given by
σn = [α
+
n−1, α
−
n ], γn = (α
−
n , α
+
n ), satisfying α
+
n−1 < α
−
n 6 α
+
n ∀n ∈ Z.
The sequence α±n , n ∈ Z, is the spectrum of the equation Jy′ + V y = λy with the condition
of 2-periodicity, y(x + 2) = y(x) (x ∈ R). If some gap degenerates, i.e. γn = ∅, then the
corresponding bands σn and σn+1 touch. This happens when α
−
n = α
+
n is a double eigenvalue
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of the 2-periodic problem. Generally, the eigenfunctions corresponding to the eigenvalues α±2n
are 1-periodic, those for α±2n+1 are anti-periodic, i.e. y(x+ 1) = −y(x) (x ∈ R).
For the Dirac operator Ht we introduce the two-sheeted Riemann surface Λ obtained by
joining the upper and lower rims of two copies of the cut plane C \ σ(H0) in the usual
(crosswise) way (see Fig. 1). We denote the n-th gap on the first, physical, sheet Λ1 by γ
(1)
n
and its counterpart on the second, nonphysical, sheet Λ2 by γ
(2)
n , and we set a circle gap
γcn = γ
(1)
n ∪ γ(2)n (see Fig. 2).
γ
(2)
n−1 γ
(2)
n γ
(2)
n+1
Λ2
σn σn+1
γ
(1)
n−1 γ
(1)
n γ
(1)
n+1
Λ1
σn+1σn
Figure 1. Structure of the Riemann surface Λ. Crosses and triangles show
how rims on Λ1 and Λ2 are joined together.
We also introduce the following notation: if λ ∈ Λ1, then λ∗ ∈ Λ2 is projection of λ on
the other sheet. Conversely, if λ ∈ Λ2, then we introduce λ∗ ∈ Λ1. We denote a clockwise
oriented arc on any open circle gap γcn between α, β ∈ γcn by 〈α, β〉 (see Fig. 2 and definition
in Section 3).
α
γ
(2)
n
β
γ
(1)
n
α+nα
−
n
Figure 2. The circle gap γcn for some n ∈ Z. The thick line denotes the
clockwise oriented arc 〈α, β〉 and the thin line denotes the clockwise oriented
arc 〈β, α〉.
Let η ∈ C∞o (R,C2). We introduce fη(λ, t) = ((Ht − λ)−1η, η), (λ, t) ∈ C+ × R. Below
we show that each function fη(·, t), t ∈ R, is analytic on C+ and admits a meromorphic
continuation from C+ ⊂ Λ1 onto the Riemann surface Λ with at most two simple poles on
each open circle gap γcn. Moreover, their positions depend on t and there are no other poles.
Definition. Let Ht be a Dirac operator with dislocation t ∈ R. Then
i) if fη(·, t) has a pole λ ∈ Λ1 for some η ∈ C∞o (R,C2), then λ is an eigenvalue of Ht;
ii) if fη(·, t) has a pole λ ∈ Λ2 for some η ∈ C∞o (R,C2), then λ is called a resonance of Ht;
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iii) if λ = α+n or λ = α
−
n for some n ∈ Z and the function z 7→ fη(α±n ∓ z2) has a pole at 0
for some η ∈ C∞o (R,C2), then λ is called a virtual state of Ht.
If λ is an eigenvalue, a resonance or a virtual state, then λ is called a state of Ht.
1.2. Schro¨dinger operator. In our paper about Dirac operators with dislocation potentials
we use the methods from the paper [K00], where the same problem for the Schro¨dinger operator
on the line was considered. The main difference between them is the following:
i) The periodic potential for Dirac operators consists of two functions q1, q2.
ii) Roughly speaking, the spectral problem for Dirac operators corresponds to Schro¨dinger
operator with distributions.
iii) The Dubrovin equation for Dirac operators is more complicated than for Schro¨dinger
operator (see e.g. [KM19]). Maybe it is the main point.
In order to explain these differences we describe the results from [K00] about the dislocation
problem for the Schro¨dinger operator on the line. We introduce a operator ht with a dislocation
potential pt on L
2(R) given by
htf = −f ′′ + ptf, pt = pχ− + p(·+ t)χ+,
where the potential p ∈ L2(T). The operator ht has only absolutely continuous spectrum (the
union of bands sn separated by gaps gn) plus at most two eigenvalues in each open gap. The
bands sn and the gaps gn are given by
sn = [a
+
n−1, a
−
n ], gn = (a
−
n , a
+
n ), satisfying a
+
n−1 < a
−
n 6 a
+
n ∀n > 1.
The sequence a+0 , a
±
n , n > 1, is the spectrum of the equation −y′′ + py = λy with 2-periodic
boundary conditions, i.e. y(x+ 2) = y(x), x ∈ R. If some gap degenerates, i.e. gn = ∅, then
the corresponding bands sn and sn+1 touch. This happens when the number a
−
n = a
+
n is a
double eigenvalue of the 2-periodic problem. Generally, the eigenfunctions corresponding to
eigenvalues a±2n are 1-periodic, those for a
±
2n+1 are anti-periodic, i.e. y(x+ 1) = −y(x), x ∈ R.
We shortly recall the main properties of the operator h+t y = −y′′ + p(· + t)y, y(0) = 0 on
L2(R+), see e.g. [Du75, K99, Tr77, Z69]. The operator h
+
t has only the absolutely continuous
spectrum σac(h
+
t ) = σac(ht) and at most one eigenvalue in each open gap gn, n > 1.
The operators h+t , ht have the same two-sheeted Riemann surface L, which is obtained by
joining the upper and lower rims of two copies of the cut plane C\σ(h0) in the usual (crosswise)
way. We denote the n-th gap on the first, physical, sheet L1 by g(1)n and its counterpart on
the second, nonphysical, sheet L2 by g(2)n , and we set a circle gap gcn = g(1)n ∪ g(2)n . As above,
if λ ∈ L, then λ∗ ∈ L is projection of λ on the other sheet.
For the operators h+t , ht we define eigenvalues, resonances and virtual states, and arcs as
we have defined them for the Dirac operator. The positions of these states depend on t. In
each open circle gap gcn, n > 1, the operator h
+
t has the unique state ̺n(t), and its projection
on the complex plane coincides with the n-th Dirichlet eigenvalue on the unit interval, i.e.
−y′′ + q(x + t)y = ̺n(t)y, y(0) = y(1) = 0. The function ̺n(·) belongs to C1(T), and ̺n(t)
changes sheets when it hits a+n or a
−
n and makes n complete revolutions around the circle gap
gcn when t runs through [0, 1]. It is important that the point ̺n(t) changes the direction of
motion when it hits the gap end. In [K00] it is proved that each operator ht, t ∈ R, has
exactly two distinct states ξ±n (t) in any open circle gap g
c
n, n > 1, and they satisfy:
i) The mappings R ∋ t 7→ ξ±n (t) ∈ γcn are continuous, 2-periodic, and satisfy
ξ±n (0) = a
±
n , ξ
±
2n(t+ 1) = ξ
±
2n(t), ξ
±
2n+1(t+ 1) = ξ
∓
2n+1(t), t ∈ R;
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ii) ξ±n (t) changes sheets when it hits a
+
n or a
−
n and makes
n
2
complete revolutions around the
circle gap gcn when t runs through [0, 1];
iii) ̺n(t) is a state of ht if and only if ̺n(t) = ̺n(0)∗;
iv) ξ±n (t) ∈ 〈̺n(t), ̺n(0)∗〉 if and only if ξ∓n (t) ∈ 〈̺n(0)∗, ̺n(t)〉.
It is important that states ̺n(t) and ̺n(0)∗ control the dynamics of ξ
±
n (t).
1.3. Literature survey. The Schro¨dinger operator with dislocation was studied in [K00],
where the different properties were obtained. In other cases, the various dislocation problems
were discussed in the papers [DPR09, Dr18, DFW18, K00, K05b, HK11a, HK11b, HKSV15]
(see a good review in [Dr18]). Below we show that, the dynamics of the states of Ht is
controlled by states of Dirac operator on the half-line, as in case of Schro¨dinger operator.
Thus, we need results for the Dirac operator on the half-line with the Dirichlet boundary
condition at zero. This operator was studied in [K01, KM19] (see also reference therein).
Note that the states of the operator Ht are less smooth as function of t than the states ξ
±(t)
of the operator ht. Thus we need a specific version of the implicit function theorem from
[KM19] to eliminate arising problems and to use arguments from [K00].
The Dirac and the Schro¨dinger operators with dislocation of a periodic potential are exam-
ples of the operators such that the potential has different asymptotics at positive and negative
infinity. In general, such operators have the form A = A0 +W , where A0 is a free operator
acting on L2(R) and the potential W coincides in some sense with the model potentials W±
at ±∞. Thus, spectral properties of the operator A are related to spectral properties of the
operators A± = A0+W
± acting on L2(R±). For a more detailed description of such operators,
see [DS78, K05b]. In case of dislocation W− is a periodic potential, and W+(x) =W−(x+ t).
In general, a periodic potential with a dislocation has a step discontinuity at zero. But adding
a small local perturbation to a dislocation potential, we obtain a continuous potential with a
different asymptotics. We also note that we can rewrite the potential Vt as follows
Vt(x) = V (x) + χ+(x)(V (x+ t)− V (x)), x ∈ R,
where χ+(x)(V (x+ t)−V (x)) is a periodic potential (a perturbation) on the positive half-line.
Moreover, this perturbation is not small for some t ∈ R. These facts imply that we cannot
use the standard perturbation theory.
Operators with different asymptotics at positive and negative infinity have various physical
and mathematical applications. Many of them arise from solid state physics, where such a
model describes contact of two crystals, contact of crystal and vacuum, and also describes
some irregularity within a crystal structure. See the papers [Dr18, DFW18, HK11b] about
applications of these models to solid state physics. Applications also arise from the connection
of operators with nonlinear equations (see e.g. [EGT09, BKS11]).
Scattering theory for Schro¨dinger operator on the line with different spatial asymptotics
was considered in the papers [DS78, GNP97]. The scattering theory for Dirac operator with
different spatial asymptotics was investigated in the article [RB77] in connection with the
Klein paradox. Multi-dimensional Schro¨dinger operators periodic in all but one dimension
was considered in the papers [DS78, HK11b].
Our paper is organized as follows:
In Section 2 we present our main results.
In Section 3 we describe notations and facts about the periodic Dirac operator.
In Section 4 we study properties of the Weyl-Titchmarsh function.
In Section 5 we consider the Dirac operator with dislocation.
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In Section 6 we prove the main theorems.
In Section 7 (Appendix) we give technical lemmas and the specific implicit function theorem.
2. Main results
In order to formulate main theorem we introduce a Dirac operator H+t , t ∈ R, acting on
L2(R+,C
2) and given by
H+t f(x) = Jf
′(x) + V (x+ t)f(x), x ∈ R+, f(x) =
(
f1(x)
f2(x)
)
, f1(0) = 0.
Its spectrum consists of an absolutely continuous part σac(H
+
t ) = σ(H0) = ∪n∈Zσn plus at
most one eigenvalue in each non-empty gap γn (see [W87, KM19]). For this operator we
introduce states (eigenvalues, resonances and virtual states) as we have defined them above
for Ht. In [KM19] it is proved that the operator H
+
t has exactly one state µn(t) in each open
circle gap γcn for any t ∈ R and there are no other states. Its projection on the complex plane
coincides with the Dirichlet eigenvalue on the unit interval, i.e. Jy′ + V (· + t)y = µn(t)y,
y1(0) = y1(1) = 0, where y =
(
y1 y2
)⊤
. Moreover, µn(·) ∈ H1(T, γcn), where H1(T, γcn) is the
Sobolev space of 1-periodic functions u : R→ γcn, which will be defined in Section 3.
There exists a simple correspondence between resonances and eigenvalues of Ht.
Proposition 2.1. Let Ht be the Dirac operator with the potential
Vt(x) = V (x)χ−(x) + V (x+ t)χ+(x), x ∈ R
for some (t, V ) ∈ R×P, and let H˜t be the Dirac operator with the potential
V˜t(x) = V (x+ t)χ−(x) + V (x)χ+(x), x ∈ R.
Then λ ∈ Λ is an eigenvalue (a resonance) of Ht if and only if λ∗ is a resonance (an eigen-
value) of H˜t, where λ∗ is the projection of λ on the other sheet of Λ.
Remark. It is easy to see that V˜t is also a dislocation potential, i.e. V˜t(x) = Qτ (x), x ∈ R,
where Q(x) = V (x+ t), x ∈ R, and τ = −t. Thus we can study the motion of resonances of a
Dirac operator with dislocation as the motion of eigenvalues of another Dirac operator with
dislocation.
We present our main theorem, about existence and smoothness of the states.
Theorem 2.2. Let (t, V ) ∈ R×P and let a gap γn be open for some n ∈ Z. Then the operator
Ht has exactly two distinct states λ
±
n (t) ∈ γcn such that λ±n (·) ∈ H1(2T, γcn), λ±n (0) = α±n , and
they satisfy:
i) λ±n (t) ∈ 〈µn(t), µn(0)∗〉 if and only if λ∓n (t) ∈ 〈µn(0)∗, µn(t)〉, where 〈·, ·〉 is the arc on
γcn defined above.
ii) λ+n (t) = µn(t) or λ
−
n (t) = µn(t) if and only if µn(t) = µn(0)∗.
iii) if µn(t) makes r(n) revolutions around γ
c
n when t runs through [0, 1], then λ
+
n (t) and
λ−n (t) make r(n)/2 revolutions around γ
c
n.
iv) λ±n (t + 1) = λ
±
n (t) if r(n) is even; λ
±
n (t+ 1) = λ
∓
n (t) if r(n) is odd.
Remark. Results of Theorem 2.2 are similar to the case of the Schro¨dinger operator from
[K00]. The difference is that there is no control of r(n), since the motion of the Dirichlet
eigenvalue µn(t) is non-monotone and more complicated for the Dirac operator than for the
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Schro¨dinger operator (see [KM19]). However, Theorem 2.2 associates the number of revolu-
tions of the µn(t) and λ
±
n (t) as well as for the Schro¨dinger operator.
We describe the number of the revolutions for specific case.
Theorem 2.3. Let V ∈ P and let a gap γn be open for some n ∈ Z. Suppose that
sign(q1(t) + α
−
n ) = sign(q1(t) + α
+
n ) = const 6= 0 for almost all t ∈ [0, 1]. (2.1)
Then each state of Ht in γ
c
n makes |n| /2 complete revolutions when t runs through [0, 1].
Remark. 1) As an example, if q1 = 0, then condition (2.1) is satisfied for any n ∈ Z, in this
case the Dirac operator is a supersymmetry charge (see Chapter 5 in [T92]).
2) If q1 ∈ L∞(T), then condition (2.1) holds true for large enough n ∈ Z.
By Theorem 2.2, Ht at t = 0 has exactly two virtual states λ
±
n (0) = α
±
n in each open circle
gap γcn, n ∈ Z. In order to describe the motion of states, we determine their local asymptotics
as t→ 0. We introduce the following functions
g±n (z, t) = z
2(q1(t) + α
±
n )− 2zq2(t)− (q1(t)− α±n ), Q±n (t) =
∫ t
0
∣∣q1(τ) + α±n ∣∣ dτ,
G±n (t) =
∫ t
0
∣∣g±n (m+(α±n , 0), τ)∣∣ dτ, W±n (t) = |t|1/2 ∣∣∣∣∫ t
0
∣∣V (τ) + α±n 1 2∣∣2 dτ ∣∣∣∣1/2 ,
κ±n (t) =
∓ |2M±n |1/2
2 ‖ϕ(·, α±n , t)‖2
, κ±n =
(−1)nϕ1(1, α±n , 0)
2 |2M±n |1/2
,
(2.2)
where (n, t, z) ∈ Z × R × C, and 1 2 is the identity matrix 2 × 2. We define the norms and
introduce the fundamental solution ϕ(x, λ, t), the Weyl-Titchmarsh function m+(λ, t), and
the effective masses ±M±n > 0 in Section 3.
Theorem 2.4. Let V ∈ P and let a gap γn be open for some n ∈ Z. Then there exist
z±n ∈ H1([−ε, ε]) for some ε > 0 such that z±n (0) = 0 and:
i) λ±n (t) = α
±
n ∓ (z±n (t))2 are states of Ht in γcn for any t ∈ [−ε, ε];
ii) λ±n (t) ∈ Λj if and only if (−1)jz±n (t) < 0 for any t ∈ [−ε, ε] and j = 1, 2;
and for t→ 0 the following asymptotics hold true:
z±n (t) = κ
±
n (0)
∫ t
0
(q1(τ) + α
±
n )dτ +O(Q
±
n (t)W
±
n (t)), α
±
n = µn(0), (2.3)
z±n (t) = κ
±
n
∫ t
0
g±n (m+(α
±
n , 0), τ)dτ +O(G
±
n (t)W
±
n (t)), α
±
n 6= µn(0). (2.4)
Remark. 1) In Theorem 2.4 the states λ±n (t) ∈ γcn, and z±n (t) are local coordinates on the
Riemann surface Λ in neighborhoods of α±n .
2) Theorem 6.1 describes similar asymptotics as t→ to for any to ∈ R.
3) If a gap γn is open for some n ∈ Z, then ∓κ±n (0) > 0, and ∓κ±n > 0 (see Lemma 5.8).
It follows from (2.3-4) that if the integrands do not change their sign, then the states of
Ht are localy monotone functions of t. Using this fact, we prove that high-energy states are
globally monotone if the potential is bounded. We introduce the following notation
‖V ‖∞ = ess sup
x∈T
Tr V 2(x), V ∈ P.
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Theorem 2.5. Let V ∈ P and let a gap γn be open for some n ∈ Z. Suppose that ‖V ‖∞ <
2 |α±n |. Then λ+n (t) and λ−n (t) run strictly monotonically and in one direction around γcn,
changing sheets when they hit α+n or α
−
n and making |n| /2 complete revolutions when t runs
through [0, 1]. Moreover, λ±n (·) run clockwise (counterclockwise) around γcn if α±n > 0 (α±n < 0).
Remark. Under the conditions of Theorem 2.5 µn(t) also runs strictly monotonically around
γcn, changing sheets when it hits α
+
n or α
−
n and making |n| complete revolutions when t runs
through [0, 1] (see Theorem 2.3 in [KM19]).
Now we describe low-energy states of Ht for specific potentials with small dislocation. We
introduce the Neumann eigenvalues νn, n ∈ Z, as eigenvalues of the equation Jy′ + V y = λy,
y2(0) = y2(1) = 0, where y =
(
y1 y2
)⊤
. Note that in each interval [α−n , α
+
n ] there exists a
unique Neumann eigenvalue and there are no other (see e.g. [LS91]). We also introduce the
subspace of ”even” potentials Pe by
Pe =
{
V =
(
q1 q2
q2 −q1
)
∈ P
∣∣∣∣ q1(x) = q1(1− x), q2(x) = −q2(1− x), x ∈ T}.
If V ∈ Pe, then µn = αjn, and νn = α−jn for some j = ± and for any n ∈ Z. Note also
that if q1 = 0, then the spectrum of Ht is symmetric with respect to zero, i.e. α
±
n = −α∓−n,
µn(t) = −µ−n(t), νn(t) = −ν−n(t) for any (n, t) ∈ Z× R.
Theorem 2.6. Let V ∈ Pe such that q1 = 0, and let N ∈ N. Then there exists ε > 0 such
that each Ht, t ∈ (0, ε), has exactly one eigenvalue and one resonance in each open circle gap
γcn, 1 6 |n| 6 N . Moreover, in this case γc0 = ∅.
λ−n (t)
γ
(1)
n
λ+n (t)
γ
(2)
n
α+nα
−
n
Figure 3. The position of the states λ±n (t) in γ
c
n for some n > 0, and t ∈ (0, ε)
under the conditions of Theorem 2.6.
Using Theorem 2.6, we can construct the operator Ht with exactly one eigenvalue in a finite
number of gaps.
Corollary 2.7. For any N > 1 there exist a potential V ∈ Pe and ε > 0 such that q1 = 0,
each gap γn is open and each Ht, t ∈ (0, ε), has exactly one eigenvalue in γn, 1 6 |n| 6 N ,
and γ0 = ∅.
Remark. 1) If q1 = 0, then the following identity holds true
H2t = h
(1)
t ⊕ h(2)t ,
where h
(j)
t = − d2dx2 + p(j)t , j = 1, 2, are the Schro¨dinger operators acting on L2(R) and the
potentials p
(j)
t have the form
p
(j)
t (x) = v
2
t (x)− (−1)jv′t(x), vt(x) = q2(x) + (q2(x+ t)− q2(x))χ+(x), x ∈ R.
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It is well known that the spectra of h
(1)
t and h
(2)
t coincide away from zero (see [D78]). Thus,
using this identity, one can obtain similar result for the Schro¨dinger operator with dislocation
of a singular periodic potential.
2) Suppose in addition that q2 ∈ H1(T). We introduce the Schro¨dinger operators h˜(j)t =
− d2
dx2
+ p˜
(j)
t , j = 1, 2, acting on L
2(R), where the potentials p˜
(j)
t have the form
p˜
(j)
t (x) = u(x) + (u(x+ t)− u(x))χ+(x), u(x) = q22(x)− (−1)jq′2(x), x ∈ R.
Note that u ∈ L2(T) and h˜(j)t is the operator, which was considered in [K00]. It is easy to see
that in this case we have for any t ∈ R
h˜
(j)
t = h
(j)
t + (q2(0)− q2(t))δ(·),
where δ is the Dirac delta function. So that one need take into consideration this singular
point perturbation to obtain results for h˜
(j)
t from Ht (see a good review about such operators
in [KoM13]). Thus, the results of Theorem 2.6, 2.7 cannot be obtained directly from the
results of paper [K00].
Note that in Theorem 2.5, 2.6 the states move in one direction. Now we prove that there
exist the operator Ht such that its states move in opposite direction, i.e. it has exactly two
eigenvalues or two resonance in any finite number of gaps.
Theorem 2.8. Let V ∈ Pe such that q1 = cχ[0,δ]∪[1−δ,1] for some c ∈ R and δ > 0. Then
for any N ∈ N there exist c ∈ R, δ > 0, ε > 0, and io ∈ Z such that each Ht, t ∈ (0, ε),
has exactly two eigenvalues if µn(0) < νn(0) or two resonances if µn(0) > νn(0) in each open
circle gap γcn, |n+ io| 6 N .
Remark. The constants c and δ depend only on the norm ‖q2‖, and N . One can choose the
constant io as the number of the gap closest to zero (see details in the proof of the theorem).
λ−n (t)
γ
(1)
n λ+n (t)
γ
(2)
n
νn(0)µn(0)
λ−n (t)
γ
(1)
n
λ+n (t)
γ
(2)
n
µn(0)νn(0)
Figure 4. The position of the states λ±n (t) in γ
c
n for some n ∈ Z, and t ∈ (0, ε)
under the conditions of Theorem 2.8.
Using the gap length mapping from [K05a], we can construct a potential V ∈ Pe such that
µn − νn have a given sign for any n ∈ Z. Thus, we can construct the operator Ht, which has
exactly two eigenvalues in any finite number of gaps.
Theorem 2.9. For any N > 1 there exist a potential V ∈ Pe and ε > 0 such that each gap
γn is open and each Ht, t ∈ (0, ε), has exactly two eigenvalues in γn, |n| 6 N .
Remark. Due to Proposition 2.1, we can swap eigenvalues and resonances of a Dirac operator
with dislocation. So that we can construct the Dirac operator H˜t, which does not have an
eigenvalue and has exactly two resonances in γcn, |n| 6 N , for any t ∈ (0, ε).
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Finally we consider a Dirac operator H with mass m > 0 given by
Hy = Jy′ +
(
m q2
q2 m
)
y, y =
(
y1
y2
)
, q2 ∈ L2(T), q2(x) = −q2(1− x), x ∈ [0, 1].
In this case H describes a particle with mass m and with an anomalous magnetic moment in
an external field given by q2 (see e.g. Chapter 4 in [T92]). We show that the spectrum of H
is symmetric with respect to zero and there exists a mass gap in the spectrum γ0 = (−m,m).
We consider a dislocation problem for such operator. We prove that Ht has exactly two virtual
states ±m in the mass gap γc0 for any t ∈ R, i.e. it does not have an eigenvalue or a resonance
in the mass gap.
Theorem 2.10. Let V ∈ Pe such that q1 = m for some m > 0. Then each Ht, t ∈ R, has
two virtual states ±m in γc0, and for any t ∈ R we have
α±n = −α∓−n, µn(t) = −µ−n(t), νn(t) = −ν−n(t), n ∈ Z \ {0};
α±0 = ±m, µ0(t) = −m, ν0(t) = m.
Remark. Due to the fact that ±m are virtual states of Ht in the mass gap γc0 for any t ∈ R, it
follows that adding sufficiently small local perturbation toHt, t ∈ R, we obtain two resonances,
or two eigenvalues, or one eigenvalue and one resonance in the mass gap close to ±m. But we
have not such effect in other open gaps.
3. Periodic Dirac operator
3.1. Notations. Now we introduce definitions and notations used in our paper. Let Λ be the
Riemann surface constructed as above for some Dirac operator with dislocation Ht, t ∈ R.
We introduce the following mappings: pr : Λ → C is a projection mapping on the complex
plane, and prj : C \ σac(Ht) → Λ, j = 1, 2, are embeddings of C \ σac(Ht) on the first and
second sheets of Λ respectively. Note that pr prj z = z for any z ∈ C \ σac(Ht), and j = 1, 2.
We also have the following identities for any open gap γn, n ∈ Z
pr γcn = γn, prj γn = γ
(j)
n , j = 1, 2.
Using these mapping, we introduce the projection of any λ ∈ Λ on the other sheet of Λ by
λ∗ =

pr2 pr λ if λ ∈ Λ1, λ 6= α±n for any n ∈ Z,
pr1 pr λ if λ ∈ Λ2, λ 6= α±n for any n ∈ Z,
λ if λ = α±n for some n ∈ Z.
We give the definition of the clockwise oriented arc 〈α, β〉.
Definition. Let Λ be the Riemann surface constructed as above for some Dirac operator with
dislocation. Let a gap γn in the spectrum of this operator be open for some n ∈ Z. Then a
clockwise oriented arc 〈α, β〉 for any α, β ∈ γcn is a subset of the circle gap γcn given by
〈α, β〉 =

pr1(prα, prβ) if α, β ∈ γ(1)n , prα− pr β 6 0,
pr2(pr β, prα) if α, β ∈ γ(2)n , pr β − prα 6 0,
〈α, α+n 〉 ∪ {α+n } ∪ 〈α+n , β〉 if α ∈ {α−n } ∪ γ(1)n , β ∈ {α−n } ∪ γ(2)n , α 6= β,
〈α, α−n 〉 ∪ {α−n } ∪ 〈α−n , β〉 if α ∈ {α+n } ∪ γ(2)n , β ∈ {α+n } ∪ γ(1)n , α 6= β,
〈α, α∗〉 ∪ {α∗} ∪ 〈α∗, β〉 if α, β ∈ γ(j)n , (−1)j(prβ − prα) > 0, j = 1, 2.
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We introduce the Hilbert space M2(C) of 2× 2 matrix with complex entries equipped with
the norm |A|2 = TrA∗A, A ∈ M2(C). Let p ∈ [1,∞], I ⊂ R, and B is a Banach space
equipped with the norm ‖ · ‖B. Then Lp(I, B) is the standard Lebesgue space of functions
f : I → B such that for p 6= ∞ the norm ‖f‖Lp(I,B) =
(∫
I
‖f(x)‖pBdx
)1/p
is finite and for
p = ∞ the norm ‖f‖L∞(I,B) = ess sup
x∈I
‖f(x)‖B is finite. We also introduce the Banach space
L2loc,u(R, B) of functions f : R→ B such that the norm ‖f‖loc,u = sups∈R
(∫ s+1
s
‖f(x)‖2Bdx
)1/2
is finite. We introduce the following abbreviations for the norms often used in our paper
‖f‖2 =
∫ 1
0
(|f1(x)|2 + |f2(x)|2) dx for any f ∈ L2([0, 1],C2),
‖f‖2
R
=
∫
R
(|f1(x)|2 + |f2(x)|2) dx for any f ∈ L2(R,C2),
‖f‖∞ = ess sup
x∈[0,1]
|f(x)| for any f ∈ L∞([0, 1],M2(C)),
and for any bounded linear operator A : L2(R,C2)→ L2(R,C2)
‖A‖2,2 = sup
u∈L2(R,C2),‖u‖
2
=1
‖Au‖2 .
Let I ⊂ R, and let l > 0. By Hl(I), we denote the Sobolev space of functions f : I → C
such that f (i) ∈ L2(I,C) for each 0 6 i 6 l. Note that if a gap in the spectrum of some Dirac
operator with dislocation γn is open for some n ∈ Z, then the corresponding circle γcn is a
1-dimensional smooth manifold and it is diffeomorphic to 1-dimensional sphere S1 ⊂ R2. In
order to construct an atlas for γcn we consider the following maps: in a neighborhood of α
±
n
we set a coordinate map R ∋ z 7→ λ = prh(z)(α±n ∓ z2) ∈ γcn, where h(z) = 1χ+(z) + 2χ−(z),
i.e. λ ∈ γ(1)n if z > 0, and λ ∈ γ(2)n if z < 0; in a neighborhood of λ ∈ γ(j)n , j = 1, 2, we set a
coordinate map R ∋ z 7→ prj z ∈ γ(j)n .
Definition. Let I ⊂ R, l > 0, and let γn be open gap in the spectrum of some Dirac operator
with dislocation for some n ∈ Z. We denote by Hl(I, γcn) the set of all continuous functions
f : I → γcn such that a composition of f with any inverse coordinate map belongs to Hl(U)
for some open non-empty U ⊂ I.
Finally, we introduce the following class of functions.
Definition. Let I1, I2 ⊂ R be open bounded intervals. We denote by H (I1, I2) the set of all
functions F : I1 × I2 → R satisfying the following conditions
i) F (x, ·) ∈ C1(I2) for each fixed x ∈ I1,
ii) F (·, y) ∈ H1(I1) for each fixed y ∈ I2,
iii) |F ′x(x, y)| 6 g(x) for each (x, y) ∈ I1 × I2, for some g ∈ L2(I1).
Note that for any open bounded intervals I1, I2 ⊂ R we get C1(I1 × I2) ⊂ H (I1, I2) ⊂
C(I1 × I2).
3.2. Dirac equation. We introduce the 2× 2 matrix-valued fundamental solution ψ(x, λ) of
the Dirac equation
Jy′(x) + V (x)y(x) = λy(x), (x, λ) ∈ R× C, (3.1)
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satisfying the initial condition ψ(0, λ) = I2, where I2 is the identity matrix 2× 2. Any matrix
solution of equation (3.1) is expressed in terms of ψ by multiplying on the right by the initial
data. The matrix ψ(1, λ) is called the monodromy matrix and satisfied
ψ(1 + x, λ) = ψ(x, λ)ψ(1, λ), (x, λ) ∈ R× C. (3.2)
We introduce the vector-valued fundamental solutions ϑ(x, λ) and ϕ(x, λ) of equation (3.1)
satisfying the initial conditions
ϑ(0, λ) =
(
1
0
)
, ϕ(0, λ) =
(
0
1
)
. (3.3)
Moreover, ψ is expressed in terms of ϕ and ϑ by ψ = (ϑ, ϕ). We define the Wronskian of two
vector-valued functions u = ( u1u2 ) and v = (
v1
v2 ) by
W (u, v) = u1v2 − u2v1.
It is known (see e.g. [LS91]) that Wronskian of ϑ and ϕ does not depend at x and satisfies
W (ϑ, ϕ) = detψ = ϑ1ϕ2 − ϕ1ϑ2 = 1. (3.4)
We recall the known results about ψ in the following theorem (see e.g. [K01]).
Theorem 3.1. Let V ∈ P. Then for each λ ∈ C there exists a unique solution ψ of equation
(3.1). For each x ∈ [0, 1] the function ψ(x, ·) is entire. For each λ ∈ C the function ψ(·, λ) ∈
H1([0, 1]) and satisfies
|ψ(x, λ)| 6 e‖V ‖P+|Imλ|x, ∀ (x, λ) ∈ [0, 1]× C. (3.5)
Above we have introduced the Dirichlet eigenvalues µn, n ∈ Z, for the Dirac equation (3.1)
with the Dirichlet boundary conditions y1(0) = y1(1) = 0 and the Neumann eigenvalues νn,
n ∈ Z, for the Dirac equation (3.1) with the Neumann boundary conditions y2(0) = y2(1) = 0,
where y =
(
y1 y2
)⊤
. It is well known (see e.g. [LS91]) that µn, νn ∈ [α−n , α+n ], n ∈ Z. If the
gap γn degenerates, then µn = νn. It follows from (3.3) that eigenvalues µn are zeros of an
entire function ϕ1(1, ·), i.e. ϕ1(1, µn) = 0 for all n ∈ Z. Thus, ϕ(x, µn) is the eigenfunction
for the eigenvalue µn for each n ∈ Z. Below we need the following identity (see e.g. [K01])
‖ϕ(·, µn)‖2 = −ϕ2(1, µn) ∂λϕ1(1, λ)|λ=µn , (3.6)
where n ∈ Z and ∂λu = u′λ = ∂u∂λ , and ‖·‖ was defined above. Note also that each Dirichlet
eigenvalue is simple, i.e. ∂λϕ1(1, µn) 6= 0 for any n ∈ Z.
3.3. Periodic Dirac operator. For equation (3.1) we introduce the Lyapunov function by
∆(λ) =
1
2
Trψ(1, λ) =
1
2
(ϕ2(1, λ) + ϑ1(1, λ)), λ ∈ C. (3.7)
Due to Theorem 3.1 the function ∆ is entire and describes the spectrum of a periodic Dirac
operator on the line by:
∆(α±n ) = (−1)n; |∆(λ)| 6 1, λ ∈ σn; |∆(λ)| > 1, λ ∈ γn, n ∈ Z.
We define the Weyl-Titchmarsh functions m± and the Bloch solutions ψ
± of equation (3.1)
as follows
m±(λ) =
a(λ)∓ b(λ)
ϕ1(1, λ)
, ψ±(x, λ) = ϑ(x, λ) +m±(λ)ϕ(x, λ), (x, λ) ∈ R× C+, (3.8)
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where the functions a(·) and b(·) have the forms:
a(λ) =
ϕ2(1, λ)− ϑ1(1, λ)
2
, b(λ) =
√
∆(λ)2 − 1, λ ∈ C+, (3.9)
and the branch of the square root is defined by (−1)ni√∆(λ+ i0)2 − 1 6 0 for λ ∈ σn. The
function a(·) is entire and it is easy to see that b(·) admits an analytic continuation from C+
onto the Riemann surface Λ introduced above. In addition, the following identity holds in
each open circle gap γcn = γ
(1)
n ∪ γ(2)n ⊂ Λ:
b(λ) = (−1)n+j+1 ∣∣∆2(λ)− 1∣∣1/2 , λ ∈ γ(j)n , j = 1, 2. (3.10)
Due to (3.8),m±(·) and ψ±(x, ·) admit a meromorphic continuation from C+ onto the Riemann
surface Λ. It follows from definition of b(·) that b(λ∗) = −b(λ) for any λ ∈ Λ, which yields
m±(λ∗) = m∓(λ), ψ
±(x, λ∗) = ψ
∓(x, λ), (x, λ) ∈ R× Λ. (3.11)
If λ ∈ Λ is not a pole ofm±(·), then e∓ik(λ)xψ±(x, λ) is 1-periodic as function of x, where k(λ) is
quasimomentum defined by ∆(λ) = cos k(λ). One can introduce quasimomentum as conformal
mapping (see [M78, K96, KK95]). We introduce the effective masses M±n = 1/λ
′′(α±n ), where
λ(k) is the inverse function for k(λ). In [KK95] it was shown that M±n = −∆(α±n )∆′(α±n ) and
±M±n > 0. Note that quasimomentum is real-valued on the spectral bands and k(α±n ) = πn,
n ∈ Z. This implies that if λ = α+n or α−n and if λ is not a pole of m±(·), then ψ+(·, λ) =
ψ−(·, λ) is periodic or antiperiodic solutions of the Dirac equation. For any λ ∈ (α+n , α−n+1),
n ∈ Z, the solutions ψ+(·, λ) and ψ−(·, λ) are linearly independent, uniformly bounded on the
line, and do not decrease at infinity. On the other hand, if λ ∈ γ(1)n is not a pole of m±(·),
then ψ±(x, λ) decrease exponentially as x → ±∞ and increase exponentially as x → ∓∞,
which yields ψ±(·, λ) ∈ L2(R±,C2). If λ = µn 6= α±n , i.e. λ is a pole of m+(·), then ϕ(·, λ) and
ϑ(·, λ) belong to L2(R+,C2) or L2(R−,C2). We need the following lemma (see e.g. Lemma
3.2 in [KM19]).
Lemma 3.2. i) In any open gap γcn, n ∈ Z, the following asymptotic holds true:
b(α±n ∓ z2) = (−1)nz
√
2 |M±n |+O(z3) (3.12)
as z → 0. Moreover, if in addition µn = α±n , then we get
2(−1)nM±n = ϑ2(1, α±n )
∥∥ϕ(·, α±n )∥∥2 . (3.13)
ii) For any λ ∈ Λ the following identities hold true:
a2(λ)− b2(λ) = −ϕ1(1, λ)ϑ2(1, λ),
m+(λ)m−(λ) = −ϑ2(1, λ)
ϕ1(1, λ)
.
(3.14)
Note that (3.14) implies that µn = α
j
n or νn = α
j
n for some n ∈ Z, and j = ± if and only if
a(αjn) = 0. The second identity in (3.14) allows us to compare m+ and m− on the circle gaps.
We also need the following simple lemma.
Lemma 3.3. If λ ∈ Λ is a pole of m+(·), and λ 6= α±n , n ∈ Z, then a(λ) = −b(λ).
Proof. Since λ is a pole of m+(·), it follows that ϕ1(1, λ) = 0 and a(λ)− b(λ) 6= 0. Using the
first identity in (3.14), we get a(λ) + b(λ) = 0. 
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3.4. Shifted Dirac equation. We consider the shifted Dirac equation
Jy′(x) + V (x+ t)y(x) = λy(x), (x, λ) ∈ R× C, (3.15)
where t ∈ R is the shift parameter. The potential V (·+ t) ∈ P for any (t, V ) ∈ R×P. Hence
for equation (3.15) there are all objects introduced for (3.1). We add the dependence on t to
these objects if they do not constant as function of t.
Note that if y(x, λ) is a solution of equation (3.1), then y˜(x, λ, t) = y(x+ t, λ) is a solution
of equation (3.15). Thus using (3.2) and detψ(x, λ) = 1 for any (x, λ) ∈ R× C, we get
ψ(x, λ, t) = ψ(x+ t, λ)ψ−1(t, λ),
ψ(1, λ, t) = ψ(t, λ)ψ(1, λ)ψ−1(t, λ),
(3.16)
where (x, λ, t) ∈ R×C×R. Using (3.7), (3.16), and the fact that the traces of similar matrices
are equal, we get for any (λ, t) ∈ C× R
∆(λ, t) =
1
2
Tr
(
ψ(t, λ)ψ(1, λ)ψ−1(t, λ)
)
=
1
2
Trψ(1, λ) = ∆(λ, 0).
It gives that b(λ), k(λ), M±n also does not depend on t and we do not write the argument t of
these functions.
4. Weyl-Titchmarsh functions
In this section we describe properties of the Weyl-Titchmarsh functions m±(λ, t). Above we
show that m±(·, t) are meromorphic functions on Λ for any t ∈ R. Moreover, it follows from
[KM19] that m+(·, t) has exactly one pole µn(t) in each open gap γcn, which is a state of H+t ,
and there are no other poles.
Lemma 4.1. Let a gap γn be open for some n ∈ Z and let t ∈ R. Then we have
i) ∂λm+(λ, t) < 0 for any λ ∈ γ(1)n , λ 6= µn(t);
ii) ∂λm−(λ, t) > 0 for any λ ∈ γ(1)n , λ 6= µn(t)∗.
Proof. It is well known that ∓m±(·, t) are the Herglotz functions on C+. Each Herglotz
function u admits a representation
u(z) = a+ bz +
∫
R
1 + tz
t− z d̺(t), z ∈ C+
where a, b ∈ R, b > 0, and ̺ : R→ R is nondecreasing function (see e.g. Section 59, Theorem
2 in [AG93]). Differentiating this representation by z, we get
u′(z) = b+
∫
R
1 + t2
(t− z)2d̺(t), z ∈ C+,
which yields that if a Herglotz function admits a continuation on an interval I ⊂ R from C+,
then it is strictly increase on I. The function m+(·, t) has only one pole µn(t) on γcn and it
admit a continuation on γ(1)n \ {µn(t)}. Since m+(λ, t) = m−(λ∗, t) it follows that m−(·, t) has
only one pole µn(t)∗ on γ
c
n and it admit a continuation on γ
(1)
n \ {µn(t)∗}. 
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Now we discuss properties of m+(λ, t) as function of t. We introduce the following functions
gλ(z, t) = z
2(q1(t) + λ)− 2zq2(t)− (q1(t)− λ), Qλ(t0, t) =
∫ t
t0
|q1(τ) + λ| dτ,
Gλ(t0, t) =
∫ t
t0
|gλ(m+(λ, t0), τ)| dτ, Wλ(t0, t) = |t− t0|1/2
∣∣∣∣∫ t
t0
|V (τ) + λ1 2|2 dτ
∣∣∣∣1/2 ,
(4.1)
where t, t0 ∈ R, z, λ ∈ C, and 1 2 is the identity matrix 2× 2.
Lemma 4.2. i) Let λ ∈ Λ not be a pole of m+(·, t0) for some t0 ∈ R. Then there exists
m˙+(λ, t) for almost all t in a sufficiently small neighborhood of t0 and
m˙+(λ, t) = gλ(m+(λ, t), t), (4.2)
m+(λ, t) = m+(λ, t0) +
∫ t
t0
gλ(m+(λ, t0), τ)dτ +O(Gλ(t0, t)Wλ(t0, t)) as t→ t0. (4.3)
ii) Let λ ∈ Λ be a pole of m+(·, t0) for some t0 ∈ R and let u(λ, t) = 1/m+(λ, t). Then
there exists u˙(λ, t) for almost all t in a sufficiently small neighborhood of t0 and
u˙(λ, t) = −gλ(m+(λ, t), t)
m+(λ, t)2
, (4.4)
u(λ, t) = −
∫ t
t0
(q1(τ) + λ)dτ +O(Qλ(t0, t)Wλ(t0, t)) as t→ t0. (4.5)
Proof. i) Differentiating m+(λ, t) by t and using (7.3), we get
m˙+(λ, t) = −(q1(t)− λ)− 2m+(λ, t)q2(t) + ϑ2(1, λ, t) + 2m+(λ, t)a(λ, t)
ϕ1(1, λ, t)
(q1(t) + λ) (4.6)
for any (λ, t) ∈ Λ×R such that λ is not a pole of m+(·, t). Using (3.14), we get the following
identity
ϑ2(1, λ, t) + 2m+(λ, t)a(λ, t)
ϕ1(1, λ, t)
= m+(λ, t)
2. (4.7)
Substituting (4.7) in (4.6), we obtain (4.2).
We introduce the notationm0+ = m+(λ, t0). By Lemma 7.5 and 7.2, m+(λ, ·) is an absolutely
continuous function. Integrating (4.2), we get
m+(λ, t)−m0+ =
∫ t
t0
gλ(m
0
+, τ)dτ +
∫ t
t0
(gλ(m+(λ, τ), τ)− gλ(m0+, τ))dτ. (4.8)
We introduce the following functions for any t, t0 ∈ R, λ ∈ C
Mλ(t0, t) = max
τ∈[t0,t]
∣∣m+(λ, τ)−m0+∣∣ , Sλ(t0, t) = max
x∈[m+(λ,t),m0+]
|∂xgλ(x, t)| .
Using the definition of gλ, we get |∂xgλ(x, τ)| 6 2 |q1(τ) + λ| |x|+ 2 |q2(τ)|, which yields∫ t
t0
Sλ(t0, τ)dτ = 2
∫ t
t0
|q1(τ) + λ| max
x∈[m+(λ,τ),m0+]
|x| dτ + 2
∫ t
t0
|q2(τ)| dτ
6 2C
∫ t
t0
|q1(τ) + λ| dτ + 2
∫ t
t0
|q2(τ)| dτ = O(Wλ(t0, t))
(4.9)
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as t→ t0. Here we used the fact that m+(λ, ·) is absolutely continuous in some neighborhood
of t0 and thus it follows that
max
τ∈[t0,t]
max
x∈[m+(λ,τ),m0+]
|x| = max
τ∈[t0,t]
|m+(λ, τ)| 6 C,
for some constant C > 0 and t in some neighborhood of t0. The application of the mean value
theorem yields∫ t
t0
∣∣gλ(m+(λ, τ), τ)− gλ(m0+, τ)∣∣ dτ = ∫ t
t0
∣∣m+(λ, τ)−m0+∣∣Sλ(t0, τ)dτ
6Mλ(t0, t)
∫ t
t0
Sλ(t0, τ)dτ.
(4.10)
Then estimating Mλ(t0, t) from (4.8) and using (4.9), (4.10), we get for t→ t0
Mλ(t0, t) = Gλ(t0, t) +Mλ(t0, t)O(Wλ(t0, t)),
which yields Mλ(t0, t) = O(Gλ(t0, t)) as t → t0. Substituting this asymptotic and (4.9) in
(4.10), we prove (4.3).
ii) If λ is a pole of m+(·, t0), then u(λ, t0) = 1/m+(λ, t0) = 0. Using (4.2), we obtain (4.4).
Integrating (4.4), we get
u(λ, t) = −
∫ t
t0
(q1(τ) + λ)dτ +
∫ t
t0
(q1(τ)− λ)u(λ, τ)2dτ + 2
∫ t
t0
q2(τ)u(λ, τ)dτ. (4.11)
We introduce the following function
Mλ(t0, t) = max
τ∈[t0,t]
|u(λ, τ)| , t0, t ∈ R.
It follows from the definition of Wλ that for any t0, t ∈ R and λ ∈ C∫ t
t0
|q1(τ)− λ| dτ 6Wλ(t0, t),
∫ t
t0
|q2(τ)| dτ 6Wλ(t0, t).
Using this inequality and estimating Mλ(t0, t) from (4.11), we get
Mλ(t0, t) 6 Qλ(t0, t) +Mλ(t0, t)
2Wλ(t0, t) + 2Mλ(t0, t)Wλ(t0, t)
which yields Mλ(t0, t) = O(Qλ(t0, t)) as t → t0. Substitution of this asymptotic in (4.11)
yields (4.5). 
5. Dirac operator with dislocation
5.1. Dirac equation with dislocation. Consider the Dirac equation with a dislocated po-
tential Vt, where (t, V ) ∈ R× P
Jy′(x) + Vt(x)y(x) = λy(x), (x, λ, t) ∈ R× C× R. (5.1)
Let Φ(x, λ, t) =
(
Φ1
Φ2
)
(x, λ, t) and Θ(x, λ, t) =
(
Θ1
Θ2
)
(x, λ, t) be vector-valued fundamental
solutions of equation (5.1) satisfying the initial conditions:
Φ1(0, λ, t) = Θ2(0, λ, t) = 0, Φ2(0, λ, t) = Θ1(0, λ, t) = 1.
We introduce a fundamental 2× 2 matrix-valued solution Ψ = (Θ,Φ) of equation (5.1). Note
that equation (5.1) coincides with equation (3.15) on the half-lines. Hence a solution of (5.1)
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coincides with a solution of (3.15) on the half-lines. Therefore, we get for any (x, λ, t) ∈
R× C× R
Φ(x, λ, t) =
{
ϕ(x, λ, 0), if x 6 0,
ϕ(x, λ, t), if x > 0,
Θ(x, λ, t) =
{
ϑ(x, λ, 0), if x 6 0,
ϑ(x, λ, t), if x > 0,
(5.2)
where ϕ(x, λ, t) and ϑ(x, λ, t) are solutions of (3.15). Let us define exponentially decreasing
solutions as x → ±∞. Let Ψ±(·, λ, t), (λ, t) ∈ C+ × R, be a solution of equation (5.1) such
that
Ψ+(x, λ, t) = ψ+(x, λ, t), if x > 0,
Ψ−(x, λ, t) = ψ−(x, λ, 0), if x < 0,
where ψ±(·, λ, t) are the Bloch solutions of equation (3.15). It follows from this definition that
Ψ±(x, λ, t) are exponentially decrease as x → ±∞ for any (λ, t) ∈ C+ × R. Using (3.8), we
obtain for any (x, λ, t) ∈ R× C+ × R
Ψ+(x, λ, t) = Θ(x, λ, t) +m+(λ, t)Φ(x, λ, t),
Ψ−(x, λ, t) = Θ(x, λ, t) +m−(λ, 0)Φ(x, λ, t).
(5.3)
Now using (5.3), we compute the Wronskian of Ψ− and Ψ+ and introduce a function w by
w(λ, t) =W (Ψ−(·, λ, t),Ψ+(·, λ, t)) = m+(λ, t)−m−(λ, 0), (λ, t) ∈ C+ × R. (5.4)
We also introduce the following function
Γ(λ, t) =
w(λ, t)
m+(λ, t)m−(λ, 0)
, (λ, t) ∈ C+ × R. (5.5)
The resolvent (Ht − λ)−1 is an analytic on C+ operator-valued function of λ and for any
λ ∈ C+ it is an integral operator with the kernel given by
R(x, y, λ, t) =
−1
w(λ, t)
{
Ψ+(x, λ, t)⊗Ψ−(y, λ, t), if x > y,
Ψ−(x, λ, t)⊗Ψ+(y, λ, t), if x < y, (5.6)
where x, y ∈ R, (λ, t) ∈ C+ × R, and ⊗ means the tensor product of vectors, i.e.
A⊗ B =
(
A1B1 A1B2
A2B1 A2B2
)
, A =
(
A1
A2
)
, B =
(
B1
B2
)
, A, B ∈ C2.
We describe analytical properties of these functions.
Lemma 5.1. Functions Ψ±(x, ·, t), w(·, t), Γ(·, t) and R(x, y, ·, t) admit a meromorphic con-
tinuation from C+ ⊂ Λ1 onto Λ for any x, y, t ∈ R and satisfy
w(λ∗, t) = m−(λ, t)−m+(λ, 0), Γ(λ∗, t) = m−(λ, t)−m+(λ, 0)
m−(λ, t)m+(λ, 0)
,
Ψ+(x, λ∗, t) =
{
ψ−(x, λ, t) if x > 0,
ψ+(x, λ, t) + w(λ, t)ϕ(x, λ, 0) if x < 0,
Ψ−(x, λ∗, t) =
{
ψ−(x, λ, t) + w(λ, 0)ϕ(x, λ, t) if x > 0,
ψ+(x, λ, 0) if x 6 0,
(5.7)
where λ∗ ∈ Λ2 is projection of λ ∈ Λ1 on the second sheet.
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Proof. Since ψ(x, ·, t) is entire and m±(·, t), ψ±(x, ·, t) are meromorphic on Λ for any x, t ∈ R,
it follows that the functions from statement of the lemma admit a meromorphic continua-
tion from C+ onto Λ as rational functions of ψ, m±, and ψ
±. Using identities (3.11) and
ψ(x, λ∗, t) = ψ(x, λ, t), for any (x, λ, t) ∈ R× Λ× R, we obtain (5.7). 
Now we show that the resolvent admits a meromorphic continuation from C+ onto Λ in
weak sense .
Lemma 5.2. Let η ∈ C∞o (R,C2), and let t ∈ R. Then fη(λ, t) =
(
(Ht − λ)−1 η, η
)
admits
a meromorphic continuation from C+ ⊂ Λ1 onto the Riemann surface Λ as function of λ.
Moreover, λ ∈ Λ is a state of Ht if and only if it is a pole of (v(x), R(x, y, ·, t)v(y)) for some
v ∈ C∞o (R,C2) and for each (x, y) ∈ U , where U ⊂ R2 is some set of nonzero measure.
Proof. In Lemma 5.4 we show independently that Ht is self-adjoint for any t ∈ R, which
yields that fη(·, t) is an analytic function on C+ for any t ∈ R and η ∈ C∞o (R,C2). Since the
resolvent is an integral operator, it follows that
fη(λ, t) =
∫
R
∫
R
(η(x), R(x, y, λ, t)η(y))dxdy =
∫
R
∫
R
Rη(x, y, λ, t)dxdy, (5.8)
where we introduce Rη(x, y, λ, t) = (η(x), R(x, y, λ, t)η(y)) for any x, y, t ∈ R and λ ∈ C+.
By Lemma 5.1, Rη(x, y, ·, t) admits a meromorphic continuation from C+ onto the Riemann
surface Λ for any x, y, t ∈ R. For any (λ, t) ∈ Λ×R such that λ is not a pole of Rη(x, y, ·, t), the
function Rη(x, y, λ, t) is a continuous function of x, y with compact support. Thus, fη(λ, t) is
correctly defined for such (λ, t), which yields that fη(·, t) admits a meromorphic continuation
from C+ onto Λ.
By definition, a state of Ht is a pole of fv(·, t) for some v ∈ C∞o (R,C2). It follows from
integral representation (5.8), that λ is a pole of fv(·, t) for some t ∈ R and v ∈ C∞o (R,C2) if
and only if it is a pole of Rv(x, y, λ, t) for any (x, y) ∈ U , where U ⊂ R2 is some set of nonzero
measure. 
5.2. Spectrum. We introduce a free Dirac operator H0 = J d
dx
acting on L2(R,C2). This
operator is self-adjoint on the domain D(H0) = H1(R,C2).
Lemma 5.3. Let V ∈ L2loc,u(R,M2(C)) and ε > 0. Then for any u ∈ D(H0) we get
‖V u‖2
R
6 ‖V ‖2loc,u
(
2ε
∥∥H0u∥∥2
R
+
16
ε
‖u‖2
R
)
.
Proof. Let V = ( v11 v12v21 v22 ) ∈ L2loc,u(R,M2(C)) and u = ( u1u2 ) ∈ D(H0). Then we get
‖V u‖2
R
6 ‖v11u1‖2L2(R) + ‖v12u2‖2L2(R) + ‖v21u1‖2L2(R) + ‖v22u2‖2L2(R) .
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Each vij ∈ L2loc,u(R) and ui ∈ H1(R), where i, j ∈ {1, 2}. Consider one of the components,
where the indices are omitted. We have for any ε > 0
‖vu‖2L2(R) =
∫
R
|v(x)u(x)|2 dx =
∑
n∈Z
∫ 1
0
|v(x+ n)u(x+ n)|2 dx
6
∑
n∈Z
max
s∈[0,1)
|u(s+ n)|2
∫ 1
0
|v(x+ n)|2 dx
6 ‖v‖2loc,u
∑
n∈Z
(
ε
∫ 1
0
|u′(x+ n)|2 dx+ 8
ε
∫ 1
0
|u(x+ n)|2 dx
)
= ‖v‖2loc,u
(
ε ‖u′‖2L2(R) +
8
ε
‖u‖2L2(R)
)
.
Here we used the following inequality for u ∈ H1(R) and ε > 0 (see e.g. Theorem IX.28 in
[RS75])
max
s∈[0,1)
|u(s)|2 6 ε
∫ 1
0
|u′(x)|2 dx+ 8
ε
∫ 1
0
|u(x)|2 dx.
Since ‖vij‖loc,u 6 ‖V ‖loc,u and ‖u‖2R = ‖u1‖2L2(R) + ‖u2‖2L2(R), we get for any ε > 0
‖V u‖2
R
6 ‖V ‖2loc,u
(
2ε
∥∥H0u∥∥2
R
+
16
ε
‖u‖2
R
)
.

Now we describe spectrum of the Dirac operator with dislocation.
Theorem 5.4. Let (t, V ) ∈ R× P. Then the operator Ht is self-adjoint and satisfies:
i) σ(Ht) = σac(Ht) ∪ σdisc(Ht), σac(Ht) ∩ σdisc(Ht) = ∅,
ii) σac(Ht) = σac(H0) =
⋃
n∈Z σn,
iii) σdisc(Ht) ⊂
⋃
n∈Z γn.
Proof. It follows from Lemma 5.3 and the Kato-Rellich theorem (see e.g. Theorem X.12 in
[RS75]) thatHt = H
0+Vt is a self-adjoint operator onD(Ht) = D(H0). We define a symmetric
operator A by
Af = Htf, f ∈ D(A) = { f ∈ D(H0) | f1(0) = 0}.
The operator Ht is a self-adjoint extension of the operator A. The operator A also admits a
self-adjoint extension Ae = H
−
0 ⊕H+t . Since the spectra of H±t are known, we get
σ(Ae) = σac(Ae) ∪ σdisc(Ae) = σac(H0) ∪ σdisc(H−0 ) ∪ σdisc(H+t ).
Operators Ht and Ae are self-adjoint extensions of the symmetric operator A and the defect
indices of A are n±(A) = 1. So it follows from [Kr47] (see formula (6.15)) that
dimRan
(
(Ht − λ)−1 − (Ae − λ)−1
)
= 1, λ ∈ C+.
Using the Weyl’s theorem on the stability of the essential spectrum, we get
σess(Ht) = σess(Ae) = σ(H0). (5.9)
By Lemma 5.2, for each η ∈ C∞o (R,C2) and t ∈ R the function fη(·, t) is meromorphic
on Λ. Using (5.6) and (3.8), we get that there exists limε↓0 Im fη(λ + iε, t) < ∞ for any
λ ∈ σess(Ht) ⊂ Λ1, λ 6= µn(t) for any n ∈ Z. Thus, Theorem XIII.20 from [RS78] yields
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that singular continuous spectrum of Ht is absent and it follows from (5.9) that σac(Ht) =
σess(Ht) = σ(H0). If λ ∈ σ(H0), then we get |∆(λ)| 6 1 and then any solution of the Dirac
equation does not belong to L2(R±,C
2). It follows that there are no eigenvalues embedded
into the absolutely continuous spectrum. 
We need the following lemma to prove the smoothness of eigenvalues.
Lemma 5.5. Let t0 ∈ R. Then Ht → Ht0 in the norm resolvent sense as t→ t0.
Proof. By Theorem VIII.19 in [RS72], it is needed to show that for t→ t0∥∥(Ht + i)−1 − (Ht0 + i)−1∥∥2,2 → 0.
Using the second resolvent identity and D(Ht0) = D(H0), we get for any t, t0 ∈ R
(Ht + i)
−1 − (Ht0 + i)−1 = (Ht + i)−1 (Vt0 − Vt)
(
H0 + i
)−1 (
H0 + i
)
(Ht0 + i)
−1 . (5.10)
It is well known that
∥∥(Ht + i)−1∥∥2,2 6 1 for any t ∈ R. If ‖Vt0 − Vt‖loc,u → 0 as t → t0,
then it follows from Lemma 5.3 that
∥∥∥(Vt0 − Vt) (H0 + i)−1∥∥∥
2,2
→ 0. We prove the required
condition for each scalar component of the matrix-valued function Vt0 − Vt. For any scalar
function h ∈ L2(T) and t ∈ R we introduce ht(x) = h(x)χ−(x) + h(x + t)χ+(x), x ∈ R. Let
v ∈ L2(T) and ε > 0. Then there exists g ∈ C∞o (T) such that ‖v − g‖ < ε. Since v, g ∈ L2(T),
it follows that ‖vt − gt‖loc,u = ‖v − g‖loc,u = ‖v − g‖ for any t ∈ R. Let τ = t − t0. Then we
have for τ → 0
‖gt0 − gt‖2loc,u = ‖gτ − g‖2 =
∫ 1
0
|g(τ + x)− g(x)|2 dx =
∫ 1
0
∣∣τg′(x) +O (τ 2)∣∣2 dx.
Since g ∈ C∞o (T), there exists C > 0 such that maxx∈T |g′(x)| < C and then there exists
δ > 0 depending on g such that ‖gt0 − gt‖2loc,u 6 ε2 when |t− t0| < δ. Thus, one can estimate
‖vt − vt0‖loc,u when |t− t0| < δ as follows
‖vt − vt0‖loc,u 6 ‖vt − gt‖loc,u + ‖vt0 − gt0‖loc,u + ‖gt − gt0‖loc,u 6 3ε.
Finally, we show that (H0 + i) (Ht0 + i)
−1 is a bounded operator. It is easy to see that(
H0 + i
)
(Ht0 + i)
−1 = I − Vt0 (Ht0 + i)−1 .
By Lemma 5.3 the operator Vt0 is H
0-bounded with any positive relative-bound, i.e. for any
a > 0 there exists b > 0 such that for each u ∈ D(H0) we get
‖Vt0u‖R 6 a
∥∥H0u+ Vt0u− Vt0u∥∥R + b ‖u‖R 6 a ‖Ht0u‖R + a ‖Vt0u‖R + b ‖u‖R .
Expressed ‖Vt0u‖R from this inequality, we obtain
‖Vt0u‖R 6
a
1− a ‖Ht0u‖R +
b
1− a ‖u‖R ,
which yields that Vt0 (Ht0 + i)
−1 is bounded operator on L2(R,C2). This completes the proof
of the lemma. 
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5.3. States. Now we prove that states of Ht are zeros of some analytic function. Moreover,
µn(t) is a state of Ht only in the case of µn(t) = µn(0)∗. First, we need the following technical
lemma about solutions of dislocated Dirac equation (5.1).
Lemma 5.6. Let (t, λ, V ) ∈ R×C×P, and let Ψ±, Φ be solutions of (5.1) defined in (5.2-3).
Then there exist η ∈ C∞o (R,C2) and U ⊂ R2 of nonzero measure such that for any (x, y) ∈ U
we get
(η(x),Ψ±(x, λ, t)⊗Ψ∓(y, λ, t)η(y)) 6= 0 if λ 6= µn(t), λ 6= µn(0)∗ for any n ∈ Z;
(η(x),Φ(x, λ, t)⊗ Φ(y, λ, t)η(y)) 6= 0 if λ = µn(t) = µn(0)∗ for some n ∈ Z.
Proof. Let λ 6= µn(t), λ 6= µn(0)∗ for any n ∈ Z. We prove the statement by contradiction. Let
(η(x),Ψ±(x, λ, t)⊗Ψ∓(y, λ, t)η(y)) = 0 for almost all (x, y) ∈ R2 and for any η ∈ C∞o (R,C2).
Choosing η ∈ C∞o (R,C2) such that η(x) = η(y) = ( 10 ) or η(x) = η(y) = ( 01 ) for some x, y ∈ R,
we get Ψ±1 (x, λ, t)Ψ
∓
1 (y, λ, t) = 0, Ψ
±
2 (x, λ, t)Ψ
∓
2 (y, λ, t) = 0. Since we can choose such η for
any x, y ∈ R, it follows that Ψ±1 (x, λ, t) = Ψ∓2 (x, λ, t) = 0 for any x ∈ R and for some sign ±.
Thus, Ψ+(x, λ, t) or Ψ−(x, λ, t) satisfies the Dirichlet boundary conditions and λ = µn(t) for
some n ∈ Z. So we have a contradiction. The second statement is proved similarly. 
Second, we prove the needed lemma.
Lemma 5.7. i) Let λ ∈ Λ, and let λ 6= µn(t), λ 6= µn(0)∗ for each n ∈ Z and for some
t ∈ R. Then λ is a state of Ht if and only if w(λ, t) = 0.
ii) Let λ ∈ Λ, and let λ = µn(t) or λ = µn(0)∗ for some n ∈ Z and t ∈ R. Then λ is a state
of Ht if and only if Γ(λ, t) = 0, moreover, in this case µn(t) = µn(0)∗.
Proof. First, we prove that each state of Ht, t ∈ R, is a zero of corresponding function. It
follows from Lemma 5.2 that a state of Ht is a pole of Rη(x, y, ·, t) on the Riemann surface Λ
for some η ∈ C∞o (R,C2) and for any (x, y) ∈ U , where U ⊂ R2 is some set of nonzero measure.
Substituting (5.3) in (5.6) for |x| > |y|, we get
R(x, y, λ, t) =
−1
w(λ, t)
Ψ+(x, λ, t)⊗Ψ−(y, λ, t)
=
−1
w(λ, t)
(
Θ(x, λ, t)⊗Θ(y, λ, t) +m−(λ, 0)Θ(x, λ, t)⊗ Φ(y, λ, t)
+m+(λ, t)m−(λ, 0)Φ(x, λ, t)⊗ Φ(y, λ, t) +m+(λ, t)Φ(x, λ, t)⊗Θ(y, λ, t)
)
.
(5.11)
i) Since λ 6= µn(t) and λ 6= µn(0)∗ for each n ∈ Z, it follows that λ is not a pole of m+(·, t)
and m−(·, 0). Using (5.11), we deduce that λ is a pole of Rη(x, y, ·, t) only if w(λ, t) = 0.
ii) Let λ = µn(t) 6= µn(0)∗ for some n ∈ Z. Then 1/w(λ, t) = 0, m+(λ, t)/w(λ, t) = 1 and
m−(λ, 0)/w(λ, t) = 0. Substituting these identities in (5.11), we conclude that λ is not a pole
of Rη(x, y, ·, t). The case λ = µn(0)∗ 6= µn(t) is considered similarly.
Let λ = µn(t) = µn(0)∗ for some n ∈ Z. Then we have
Γ(λ, t) =
w(λ, t)
m+(λ, t)m−(λ, 0)
=
1
m−(λ, 0)
− 1
m+(λ, t)
= 0
and it follows from (5.11) that λ is a pole of Rη(x, y, ·, t) in this case.
Second, we prove that each zero of the corresponding functions is a state of Ht, t ∈ R.
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i) Let λ 6= µn(t), λ 6= µn(0)∗ for any n ∈ Z and let w(λ, t) = 0. Then, by Lemma 5.6,
there exist η ∈ C∞o (R,C2) and U ⊂ R2 of nonzero measure such that (η(x),Ψ±(x, λ, t) ⊗
Ψ∓(y, λ, t)η(y)) 6= 0 for any (x, y) ∈ U . It follows that
Rη(x, y, ·, t) = −1
w(·, t)(η(x),Ψ
±(x, ·, t)⊗Ψ∓(y, ·, t)η(y))
has a pole λ for any (x, y) ∈ U . Thus, by Lemma 5.2, Ht has a state λ.
ii) Let λ = µn(t) = µn(0)∗ for some n ∈ Z. Then we get Γ(λ, t) = 0 and, by Lemma
5.6, there exist η ∈ C∞o (R,C2) and U ⊂ R2 of nonzero measure such that (η(x),Φ(x, λ, t) ⊗
Φ(y, λ, t)η(y)) 6= 0 for any (x, y) ∈ U . As above, Rη(x, y, ·, t) has a pole λ for any (x, y) ∈ U
and, by Lemma 5.2, Ht has a state λ. 
Remark. Let λ 6= µn(t) 6= µn(0)∗ and m+(λ, t) 6= 0, m−(λ, 0) 6= 0. Then we have Γ(λ, t) = 0
if and only if w(λ, t) = 0. If λ0 = µn(t0) = µn(0)∗ for some t0 ∈ R, then we get m+(λ, t) 6= 0,
m−(λ, 0) 6= 0 for (λ, t) in some punctured neighbourhood of (λ0, t0). It now follows that one
can use the equation Γ(λ, t) = 0 instead of w(λ, t) = 0 in this neighborhood.
Proposition 2.1 shows that the resonances ofHt are the eigenvalues of another Dirac operator
with dislocation. We use this proposition to analyse the motion of resonances of Ht.
Proof of Proposition 2.1. Note that the operator H˜t is the Dirac operator with the dislo-
cation τ = −t and the potential Q(x) = V (x+ t). Indeed, we get
Qτ (x) = Q(x)χ−(x) +Q(x+ τ)χ+(x) = V (x+ t)χ−(x) + V (x)χ+(x) = V˜t(x).
Thus, by Lemma 5.7, λ is a state of H˜t if and only if λ is a zero of w˜(·, τ) or Γ˜(·, τ), where
the tilde indicates that the object corresponds to the operator H˜t. Since Q(x) = V (x+ t) for
any x, t ∈ R, it follows that m˜±(λ, s) = m±(λ, s + t) for any λ ∈ Λ and s, t ∈ R. Using this
fact and (5.7), we get
w˜(λ∗, τ) = m˜−(λ, τ)− m˜+(λ, 0) = m−(λ, 0)−m+(λ, t) = −w(λ, t),
Γ˜(λ∗, τ) =
1
m˜+(λ, 0)
− 1
m˜−(λ, τ)
=
1
m+(λ, t)
− 1
m−(λ, 0)
= −Γ(λ, t). (5.12)
Note also that µ˜n(τ) = µn(0), and µ˜n(0) = µn(t). Thus, we get that µn(t) = µn(0)∗ if and
only if µ˜n(τ) = µ˜n(0)∗. This fact and (5.12) prove the proposition. 
Remark. It follows from this proposition and Theorem 5.4 that each state of Ht belongs to
γcn for some n ∈ Z. Indeed, each eigenvalue of Ht belongs to γ(1)n for some n ∈ Z and each
resonance of Ht is an eigenvalue of H˜t, which also belongs to γ
(1)
n for some n ∈ Z.
Now we show that each state is a simple zero of w or Γ. We introduce the following functions
S0(λ, t) =
ϕ1
ϕ1 + ϕ
0
1
, S1(λ, t) =
∂λϕ1
∂λϕ1 + ∂λϕ
0
1
, Ω(λ, t) =
1− (ϕ2)2
‖ϕ‖2 , (5.13)
where (λ, t) ∈ C × R, and ϕi = ϕi(1, λ, t), ϕ0i = ϕi(1, λ, 0), i = 1, 2, ϕ = ϕ(·, λ, t). It
is easy to see that if λ 6= µn(t), µn(t)∗, µn(0), µn(0)∗ is real, then we get S0(λ, t) ∈ (0, 1)
and if λ = µn(t) = µn(0)∗, then we get S1(λ, t) ∈ (0, 1). Lemma 3.5 from [KM19] implies
signΩ(µn(t), t) = −(−1)j when µn(t) ∈ γ(j)n for some n ∈ Z, j = 1, 2.
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Lemma 5.8. Let a gap γn be open for some n ∈ Z and let λ ∈ Λ be a state of Ht for some
t ∈ R. Then for any j = 1, 2 and any choose of sign ± we get
signw′λ(λ, t) = (−1)j, if λ 6= µn(t), λ ∈ γ(j)n ,
Γ′λ(λ, t) = −(Ω(λ, t)S1(λ, t))−1, sign Γ′λ(λ, t) = (−1)j, if λ = µn(t), λ ∈ γ(j)n ,
w′z(λ, t) = −(2κ±n S0(λ, t))−1, signw′z(λ, t) = ±, if λ 6= µn(t), λ = α±n ,
Γ′z(λ, t) = −(2κ±n (t)S1(λ, t))−1, sign Γ′z(λ, t) = ±, if λ = µn(t), λ = α±n ,
(5.14)
where w′z(α
±
n , t) = w
′
z(α
±
n ∓ z2, t)|z=0, and Γ′z(α±n , t) = Γ′z(α±n ∓ z2, t)|z=0.
Proof. If λ 6= µn(t), then it follows from Lemma 5.7 that λ 6= µn(0)∗ and thus, by Lemma 4.1,
sign ∂λm+(λ, t) = − sign ∂λm−(λ, 0) = (−1)j if λ ∈ γ(j)n . Using the definition of w, we get the
first line in (5.14).
Let λ = µn(t) and λ ∈ γ(j)n , j = 1, 2. Then Lemma 5.7 implies that λ = µn(0)∗. Using the
definition of Γ, we get
Γ′λ(λ, t) =
∂λϕ1(1, λ, t) + ∂λϕ1(1, λ, t)
2b(λ)
=
1
S1(λ, t)
∂λϕ1(1, λ, t)
2b(λ)
=
−1
S1(λ, t)Ω(λ, t)
.
Here we used (3.6) and a(λ, t) = −b(λ), which holds true by Lemma 3.3. Now using
signΩ(µn(t), t) = −(−1)j , µn(t) ∈ γ(j)n and S1(λ, t) ∈ (0, 1), we get the second line in (5.14).
Let λ = α±n 6= µn(t). Then, by Lemma 5.7, we have λ 6= µn(t)∗, µn(0), µn(0)∗. Note that if
f is analytic in a neighborhood of 0, then ∂zf(z
2)|z=0 = 0. Using these facts and asymptotic
(3.12), we get
w′z(α
±
n ∓ z2, t)
∣∣
z=0
= −(−1)n
√
|2M±n |
(
1
ϕ1(1, α±n , t)
+
1
ϕ1(1, α±n , 0)
)
=
−1
2κ±n S0(λ, t)
.
Since λ 6= µn(t), µn(t)∗, µn(0), µn(0)∗, we get S0(λ, t) ∈ (0, 1). Let β(x, λ) be the Pru¨fer angle
of ϕ(x, λ, 0), i.e.
ϕ(x, λ, 0) = ̺(x, λ)
(
sin β(x, λ)
cos β(x, λ)
)
, (x, λ) ∈ R× C,
where ̺(x, λ) > 0 for any x ∈ R, β(0, λ) = 0, and β(·, λ) is a continuous function for any λ ∈ C
(see e.g. Section 16 in [W87] about Pru¨fer transformation). Thus we get signϕ1(1, λ, 0) =
sign sin β(1, λ). Moreover, for any n ∈ Z we have β(1, µn(0)) = −πn and ∂λβ(1, λ) < 0 (see e.g.
Section 5.3 in [KM19]). It follows that if µn(0) 6= α−n , then β(1, α−n ) ∈ (−πn,−π(n− 1)) and
if µn(0) 6= α+n , then β(1, α+n ) ∈ (−π(n + 1),−πn). Then we obtain signϕ1(1, λ, 0) = ∓(−1)n
if λ = α±n 6= µn(t), which yields signκ±n = ∓.
Let λ = α±n = µn(t) = µn(0)∗. Then a(λ, t) = a(λ, 0) = 0 and ∆(λ) = (−1)n im-
ply that ϕ2(1, λ, t) = ϕ2(1, λ, 0) = (−1)n. Combining (3.6) and (3.13), and substituting
ϕ2(1, λ, t) = ϕ2(1, λ, 0) = (−1)n, we obtain ϑ2(1, λ, t) = −2M±n /∂λϕ1(1, λ, t) and ϑ2(1, λ, 0) =
−2M±n /∂λϕ1(1, λ, 0). Using these facts and (3.12), we get
Γ′z(α
±
n ∓ z2, t)
∣∣
z=0
= (−1)n
√
|2M±n |
(
1
ϑ2(1, α±n , t)
+
1
ϑ2(1, α±n , 0)
)
=
−1
2κ±n (t)S1(λ, t)
.
Substituting ϕ2(1, λ, t) = (−1)n in (3.6), we get sign κ±n (t) = ∓, which yields with S1(λ, t) ∈
(0, 1) the fourth line in (5.14). 
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5.4. Continuity of states. Now we describe local properties of the states. Let a gap γn be
open for some n ∈ Z and let λ ∈ Λ be a state of Ht for some t ∈ R. We introduce a function
Fλ,t(x, y) defined on some open neighborhood I1 × I2 ⊂ R2 of (0, 0) by
Fλ,t(x, y) =

w(λ+ y, t+ x) if λ 6= α±n , λ 6= µn(t),
w(λ∓ y2, t+ x) if λ = α±n , λ 6= µn(t),
Γ(λ+ y, t+ x) if λ 6= α±n , λ = µn(t),
Γ(λ∓ y2, t+ x) if λ = α±n , λ = µn(t).
(5.15)
Recall that the class H (I1, I2) has been defined in Section 3.
Lemma 5.9. Let a gap γn be open for some n ∈ Z, and let λ ∈ Λ be a state of Ht for some
t ∈ R. Then there exist an open neighborhood I1 × I2 ⊂ R2 of (0, 0) such that for Fλ,t defined
on I1 × I2 by (5.15) we get Fλ,t, ∂yFλ,t ∈ H (I1, I2), Fλ,t(0, 0) = 0, and ∂yFλ,t(0, 0) 6= 0.
Proof. In order to prove that Fλ,t, ∂yFλ,t ∈ H (I1, I2) for some I1, I2 we need the following
properties. Since ψ(1, ·, 0) and b(·) are analytic functions on Λ, it follows that ψ(1, λ + y, 0)
and b(λ + y) (if λ 6= α±n ) or ψ(1, λ ∓ y2, 0) and b(λ ∓ y2) (if λ = α±n ) are analytic functions
of y in some open neighborhood of 0. Thus, it follows from Lemma 7.1 that they and their
partial derivatives with respect to y as functions of (x, y) belong to H (I1, I2) for some open
neighborhood I1 × I2 ⊂ R2 of (0, 0).
Using Lemma 7.5, we get that ψ(1, λ+ y, t+x) (if λ 6= α±n ) or ψ(1, λ∓ y2, t+x) (if λ = α±n )
as functions of (x, y) belong to H (I1, I2) for some open neighborhood I1 × I2 ⊂ R2 of (0, 0).
Moreover, their partial derivatives with respect to y also belong to H (I1, I2).
Let λ 6= µn(t). From Lemma 5.7 it follows that λ 6= µn(0)∗. Then we get ϕ1(1, λ, t) 6= 0
and ϕ1(1, λ, 0) 6= 0. Using the above properties, definition of w and Lemma 7.2, we have
Fλ,t, ∂yFλ,t ∈ H (I1, I2) for some I1, I2.
Let λ = µn(t). Then, by Lemma 5.7, we get λ = µn(0)∗. It follows from Lemma 3.3 that
a(λ, t) − b(λ) 6= 0 and a(λ, 0) + b(λ) 6= 0. Using the above properties, definition of Γ and
Lemma 7.2, we have Fλ,t, ∂yFλ,t ∈ H (I1, I2) for some I1, I2.
Let I1× I2 be some open neighborhood of (0, 0) and let Fλ,t be defined on I1× I2 by (5.15).
Since λ is a state of Ht, it follows from (5.15) and Lemma 5.7 that Fλ,t(0, 0) = 0 and Lemma
5.8 implies that ∂yFλ,t(0, 0) 6= 0. 
The following lemma is the main result of this section and it describes the motion of the
states locally in neighborhood of α±n . We prove that a state is a solution of some nonlinear
ordinary differential equation which is an analogue of the Dubrovin equation for the Dirichlet
eigenvalues.
Lemma 5.10. Let a gap γn be open for some n ∈ Z and let α±n be a state of Ht0 for some
t0 ∈ R and one of the signs ±. Then there exists a unique function z±n ∈ H1(I), where
I = (t0 − ε, t0 + ε) for some ε > 0, such that z±n (t0) = 0, and:
i) λ±n (t) = α
±
n ∓ z±n (t)2 is a state of Ht in γcn for any t ∈ I;
ii) λ±n (t) ∈ Λj if and only if (−1)jz±n (t) < 0 for any t ∈ I and j = 1, 2;
iii) z±n = 0 if and only if I = R.
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Moreover, for almost all t ∈ I we have
z˙±n =
1
w′z
(
(q1 − λ±n ) + 2m+q2 −m2+(q1 + λ±n )
)
, if µn(t0) 6= α±n ,
z˙±n =
1
Γ′z
(
q1 − λ±n
m2+
+
2q2
m+
− (q1 + λ±n )
)
, if µn(t0) = α
±
n ,
(5.16)
where
z±n = z
±
n (t), λ
±
n = λ
±
n (t), w
′
z = w
′
z(α
±
n ∓ z2, t)
∣∣
z=z±n (t)
,
m+ = m+(λ
±
n (t), t), Γ
′
z = Γ
′
z(α
±
n ∓ z2, t)
∣∣
z=z±n (t)
.
Proof. Let λ0 = α
±
n be a state of Ht0 for some t0 ∈ R and the sign ±. If λ0 6= µn(t0), then, by
Lemma 5.7, λ±n (t) is a state of Ht in some neighborhood of λ0 if and only if λ
±
n (t) is a solution
of the equation w(λ±n (t), t) = 0. If λ0 = µn(t0), then, by Lemma 5.7, λ
±
n (t) is a state of Ht in
some neighborhood of λ0 if and only if λ
±
n (t) is a solution of the equation Γ(λ
±
n (t), t) = 0.
We introduce a local coordinate z±n (t) ∈ R on Λ by λ±n (t) = α±n ∓ z±n (t)2, where λ±n (t) ∈ Λj
if and only if (−1)jz±n (t) < 0, j = 1, 2.
Using (5.15), we get that the equations w(λ±n (t), t) = 0 (if λ0 6= µn(t0)) and Γ(λ±n (t), t) = 0
(if λ0 = µn(t0)) are equivalent to Fλ0,t0(t − t0, z±n (t)) = 0. Since λ0 is a state of Ht0 , by
Lemma 5.9, Fλ0,t0 is correctly defined on some open neighborhood of (0, 0) and the conditions
of Theorem 7.4 are satisfied for Fλ0,t0 . Thus there exist an open neighborhood I of t0 and a
unique function z±n ∈ H1(I) such that z±n (t0) = 0 and Fλ0,t0(t − t0, z±n (t)) = 0 for each t ∈ I.
Therefore, λ±n (t) = α
±
n ∓ z±n (t)2 is a state of Ht for any t ∈ I.
Differentiating w(λ±n (t), t) = 0 and Γ(λ
±
n (t), t) = 0 by t, and using (4.2), (4.4), we get (5.16)
for almost all t ∈ I.
It remains to prove that z±n = 0 iff I = R. Let for simplicity µn(0) 6= α±n , otherwise, the proof
is similar but it is needed to use 1/m+(λ, t) instead of m+(λ, t) in the proof. Let z
±
n (t) = 0 for
each t ∈ I. Then using Lemma 5.7 and the definition of w, we get m+(α±n , t) = m−(α±n , 0) for
each t ∈ I. We introduce f(t) = m+(α±n , t). It is easy to see that there exist t1, t2 ∈ R such that
f ∈ C(t1, t2) and t1 < t0 < t2. We determine t2 by t2 = inf{τ > t0 | µn(τ) = α±n } or t2 = +∞
if there is no τ > t0 such that µn(τ) = α
±
n . Similarly, we have t1 = sup{τ < t0 | µn(τ) = α±n }
or t2 = −∞ if there is no τ < t0 such that µn(τ) = α±n . Since f ∈ C(t1, t2), it follows
that f−1(m−(α
±
n , 0)) is a closed set. Let I1 ⊂ (t1, t2) be the connected component of t0 in
f−1(m−(α
±
n , 0)). By Lemma 5.7, α
±
n is a state of Ht for each t ∈ I1. If I1 6= R, then there
exist t3 ∈ ∂I1 such that t3 6= ±∞, where ∂I1 is boundary of I1. We can apply the first part
of the lemma to the point t3. Thus there exists an open neighborhood I2 of t3 such that
z±n ∈ H1(I2) and so on. Moreover, since t3 ∈ ∂I1, it follows that I2 \ f−1(m−(α±n , 0)) 6= ∅. It
now follows that there exists t4 ∈ I2 such that m+(α±n , t4) 6= m−(α±n , 0) and hence z±n (t4) 6= 0.
Let I = int(I1) ∪ I2. Then I is an open neighborhood of t0 such that z±n (I) 6= {0} and other
statements of the lemma are satisfied. 
Now we prove the similar lemma when a state is not in some neighborhood of α±n .
Lemma 5.11. Let a gap γn be open for some n ∈ Z and let λ0 ∈ γcn, λ0 6= α±n , be a state of
Ht0 for some t0 ∈ R. Then there exists a unique function λn ∈ H1(I), where I = (t0−ε, t0+ε)
for some ε > 0, such that λn(t0) = λ0, and λn(t) is a state of Ht in γ
c
n for any t ∈ I.
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Moreover, for almost all t ∈ I we have
λ˙n =
1
w′λ
(
(q1 − λn) + 2m+q2 −m2+(q1 + λn)
)
, if µn(t0) 6= α±n ,
λ˙n =
1
Γ′λ
(
q1 − λn
m2+
+
2q2
m+
− (q1 + λn)
)
, if µn(t0) = α
±
n ,
(5.17)
where
λn = λn(t), m+ = m+(λn(t), t), w
′
λ = w
′
λ(λ, t)|λ=λn(t) , Γ′λ = Γ′λ(λ, t)|λ=λn(t) .
Proof. Let λ0 6= α±n be a state of Ht0 for some t0 ∈ R. If λ0 6= µn(t0), then, by Lemma 5.7,
λn(t) is a state of Ht in some open neighborhood of λ0 if and only if λn(t) is a solution of the
equation w(λn(t), t) = 0. If λ0 = µn(t0), then, by Lemma 5.7, λn(t) is a state of Ht in some
neighborhood of λ0 if and only if λn(t) is a solution of the equation Γ(λn(t), t) = 0.
Using (5.15), we get that the equations w(λn(t), t) = 0 (if λ0 6= µn(t0)), and Γ(λn(t), t) = 0
(if λ0 = µn(t0)) are equivalent to Fλ0,t0(t − t0, λn(t) − λ0) = 0. Since λ0 is a state of Ht0 , by
Lemma 5.9, Fλ0,t0 is correctly defined on some open neighborhood of (0, 0) and the conditions
of Theorem 7.4 are satisfied for Fλ0,t0 . Thus there exist an open neighborhood I of t0 and a
unique function λn ∈ H1(I) such that λn(t0) = λ0 and Fλ0,t0(t − t0, λn(t) − λ0) = 0 for each
t ∈ I. Therefore, λn(t) is a state of Ht for any t ∈ I.
Differentiating w(λn(t), t) = 0 and Γ(λn(t), t) = 0 by t, and using (4.2), (4.4), we get (5.17)
for almost all t ∈ I. 
Now we show that if a state of Ht is close to µn(t), then they move synchronously.
Lemma 5.12. Let a gap γn be open for some n ∈ Z and let λ0 = µn(t0) be a state of Ht0 for
some t0 ∈ R. Let λn(·) ∈ H1(I, γcn) be a state of Ht, and µn(·) ∈ H1(I, γcn) be a state of H+t
for each t ∈ I, where µn(t0) = λn(t0) = λ0 and I = (t0 − ε, t0 + ε) for some ε > 0.
i) Let λ0 6= α±n . Then there exists ε˜ > 0 such that for each t ∈ (t0 − ε˜, t0 + ε˜) we have
λn(t) ∈ 〈µn(t0), µn(t)〉 if and only if µn(t) ∈ 〈µn(t0), µn(t0)∗〉,
λn(t) ∈ 〈µn(t), µn(t0)〉 if and only if µn(t) ∈ 〈µn(t0)∗, µn(t0)〉,
where 〈·, ·〉 is the clockwise oriented arc on γcn.
ii) Let λ0 = α
±
n and let µn(t), λn(t) have the following form for any t ∈ I
µn(t) = α
±
n ∓ ζn(t)2, ζn(t0) = 0, µn(t) ∈ Λj iff (−1)jζn(t) < 0, j = 1, 2,
λn(t) = α
±
n ∓ zn(t)2, zn(t0) = 0, λn(t) ∈ Λj iff (−1)jzn(t) < 0, j = 1, 2.
Then there exists ε˜ > 0 such that for each t ∈ (t0 − ε˜, t0 + ε˜) we have
zn(t) ∈ (0, ζn(t)) if and only if ζn(t) > 0,
zn(t) ∈ (ζn(t), 0) if and only if ζn(t) < 0.
Proof. Since λn(t0) = µn(t0) is a state of Ht, it follows from Lemma 5.7 that µn(t0) = µn(0)∗,
and λn(t) is a solution of the equation Γ(λn(t), t) = 0. We show that a solution of this equation
is between µn(t) and µn(t0) for each t in some neighborhood of t0. Since Γ(·, t) is continuous,
it is enough to show sign Γ(µn(t0), t) = − sign Γ(µn(t), t) 6= 0. Using the definition of Γ, we
get
sign
Γ(µn(t0), t)
Γ(µn(t), t)
= − sign ϕ1(1, µn(t0), t)
ϕ1(1, µn(t), 0)
a(µn(t0), t)− b(µn(t0))
a(µn(t), 0) + b(µn(t))
. (5.18)
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Since ϕ1(1, ·, t) is an entire function, it follows that for any t ∈ R
ϕ1(1, µn(t0), t) =
∫ µn(t0)
µn(t)
∂λϕ1(1, λ, t)dλ. (5.19)
Note that we have ∂λϕ1(1, µn(t), t) 6= 0 and ∂λϕ1(1, µn(t0), 0) 6= 0. By Lemma 7.5, ∂λϕ1(1, λ, t),
and ∂λϕ1(1, λ, 0) belong to H (I1, I2) ⊂ C(I1 × I2) as functions (λ, t), so that there exist an
open neighborhood I1 × I2 ⊂ R2 of (t0, µn(t0)) such that they do not change their sign for
(t, λ) ∈ I1 × I2. Recall that µn(·) ∈ H1(I, γcn), so that choosing a smaller I1, if necessary, we
get µn(t) ∈ I2 for each t ∈ I1. It now follows from (5.19) that
signϕ1(1, µn(t0), t) = sign(µn(t)− µn(t0))∂λϕ1(1, µn(t), t). (5.20)
Similarly we obtain
signϕ1(1, µn(t), 0) = sign(µn(t0)− µn(t))∂λϕ1(1, µn(0), 0), (5.21)
where we used ϕ1(1, µn(0), 0) = ϕ1(1, µn(t0), 0). By Lemma 7.5, 7.3, ∂λϕ1(1, µn(t), t) is a
continuous function of t and, by (3.6), it never vanishes. Thus, we get sign ∂λϕ1(1, µn(t), t) =
sign ∂λϕ1(1, µn(0), 0) 6= 0. Using this fact and combining (5.20), (5.21), we get
signϕ1(1, µn(t0), t) = − signϕ1(1, µn(t), 0).
Substituting this identity in (5.18), we see that it suffices to prove that
sign(a(µn(t0), t)− b(µn(t0))) = − sign(a(µn(t), 0) + b(µn(t))). (5.22)
i) Let µn(t0) 6= α±n . Since a(·, t) and b(·) are analytic in a neighborhood of µn(t0), we get
a(µn(t0), t)− b(µn(t0)) = a(µn(t), t)− b(µn(t)) +
∫ µn(t0)
µn(t)
∂λ(a(λ, t)− b(λ))dλ,
a(µn(t), 0) + b(µn(t)) = a(µn(t0), 0) + b(µn(t0)) +
∫ µn(t)
µn(t0)
∂λ(a(λ, 0) + b(λ))dλ.
(5.23)
By Lemma 3.3, we have a(µn(t), t)− b(µn(t)) = −2b(µn(t)) 6= 0 and a(µn(t0), 0)+ b(µn(t0)) =
2b(µn(t0)) 6= 0. As above, using Lemma 7.5, 7.1, and 7.2, we get that ∂λ(a(λ, t)− b(λ)), and
∂λ(a(λ, 0) + b(λ)) are continuous function on I1 × I2 and hence they are bounded on I1 × I2.
Using these facts and reducing I1 × I2, if necessary, we get from (5.23)
sign(a(µn(t0), t)− b(µn(t0))) = − sign b(µn(t)),
sign(a(µn(t), 0) + b(µn(t))) = sign b(µn(t0)).
(5.24)
Since µn(t) 6= α±n and µn(t0) 6= α±n belong to one sheet of Λ, it follows that sign b(µn(t)) =
sign b(µn(t0)) 6= 0. Substituting this identity in (5.24), we obtain (5.22), which proves i).
ii) Now let µn(t0) = α
±
n and µn(t), λn(t) have the form as in the statement of the lemma.
The functions a(α±n ∓ z2, 0) and b(α±n ∓ z2) are analytic functions of z in a neighborhood of 0
and a(λ, t) is an analytic function of λ. Since b(µn(t0)) = 0 and a(µn(t0), 0) = 0, we get
a(µn(t0), t) = a(µn(t), t) +
∫ µn(t0)
µn(t)
∂λa(λ, t)dλ,
a(µn(t), 0) + b(µn(t)) =
∫ ζ±n (t)
0
∂z(a(µn(t0)∓ z2, 0) + b(µn(t0)∓ z2))dz.
(5.25)
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As in previous case one can prove that ∂λa(λ, t) is bounded on I1 × I2 and a(µn(t), t) =
−b(µn(t)). It follows that
a(µn(t0), t) = −b(µn(t))(1 +O(ζ±n (t))) as ζ±n (t)→ 0.
Moreover, using (3.12) and ∂zf(z
2)|z=0 = 0, where f(λ) is an analytic function of λ in an
open neighborhood of 0, we get sign ∂z(a(µn(t0)∓ z2, 0)+ b(µn(t0)∓ z2)) = (−1)n and it does
not change sign for any z in some open neighborhood of 0. Thus, we get from (5.25)
sign(a(µn(t0), t)− b(µn(t0))) = − sign b(µn(t)) = −(−1)n sign ζ±n (t),
sign(a(µn(t), 0) + b(µn(t))) = (−1)n sign ζ±n (t),
which yields (5.22) and proves ii). 
6. Proofs of the main theorems
Proof of Theorem 2.2. In order to prove the theorem we show that there exist exactly two
continuous states in some open neighborhood of t = 0. After that, we show that a state is
a continuous function of t and it cannot appear or disappear, wherever it is. Thus, we can
continuously propagate two initial states for all t ∈ R without getting any other states.
Let a gap γn be open for some n ∈ Z. It is easy to see that w(α±n , 0) = 0 (if µn(0) 6= α±n )
or Γ(α±n , 0) = 0 (if µn(0) = α
±
n ) and w(λ, 0) 6= 0, Γ(λ, 0) 6= 0 for any λ ∈ γcn, λ 6= α±n . Thus,
by Lemma 5.7, there exist only two states α±n of H0 in γ
c
n. From Lemma 5.10, it follows that
there exist an open neighborhood I of 0 and λ±n ∈ H1(I) such that λ±n (0) = α±n , λ±n (t) are
states of Ht for each t ∈ I, and λ±n (t0) 6= α±n for some t0 ∈ I.
Since Lemma 5.5 holds true, it follows from Theorem VIII.23 in [RS72] that each eigenvalue
of Ht can not appear or disappear inside the gap, moreover, it is a continuous function of t.
By Proposition 2.1, this also holds true for each resonance of Ht.
We prove that a state cannot disappear at α±n . Let λn(t) be a state of Ht for each t < t0 for
some t0 ∈ R, and let λn(t)→ α±n as t→ t0 for some sign ±. We will prove that α±n is a state
of Ht0 . Let for simplicity α
±
n 6= µn(0)∗, in the case α±n = µn(0)∗ the proof is similar. First, by
Lemma 5.9, the mapping (x, y) 7→ w(α±n ∓ y2, t0 + x) belongs to H (I1, I2) ⊂ C(I1 × I2) for
some neighborhood I1 × I2 of (0, 0). Since λn(t) → α±n as t → t0, it follows that w(α±n , t0) =
limt→t0 w(λn(t), t) = 0. Thus, by Lemma 5.7, λ0 is a state of Ht0 . Now using Lemma 5.7,
we continuously propagate this state for t in some neighborhood of t0. Moreover, there exists
t1 > t0 such that λn(t1) 6= α±n and then we can propagate the state as above. The proof that
a state cannot appear is similar.
It now follows that we can continuously propagate two initial states for all t ∈ R without
getting any other states. Thus, there exist exactly two states λ±n (t) of Ht in γ
c
n for each t ∈ R
such that λ±n : R→ γcn are continuous mappings and λ±n (0) = α±n .
Since the potential V ∈ P, we have Vt+1 = Vt and either λ±n (1 + t) = λ±n (t) or λ±n (1 + t) =
λ∓n (t) for any t ∈ R. In the first case we have λ±n (2+ t) = λ±n (1+ t) = λ±n (t) and in the second
case λ±n (2 + t) = λ
∓
n (1 + t) = λ
±
n (t). Hence λ
±
n (2 + t) = λ
±
n (t) for any t ∈ R, i.e. λ±n (·) is
2-periodic.
Using Lemma 5.10 and 5.11, we get that for each t0 ∈ R there exist an open neighborhood
I of t0 such that λ
±
n (·) ∈ H1(I), or λ±n (τ) = α±n ∓ (z±n (τ))2, τ ∈ I, and z±n (·) ∈ H1(I). It now
follows from the definition of H1(2T, γcn) that λ±n ∈ H1(2T, γcn).
i) We consider the case when µn(0) 6= α±n and µn(0) ∈ Λ1. In the other cases the proof
is similar. Then λ+n (0) = α
+
n ∈ 〈µn(0), µn(0)∗〉 and λ−n (0) = α−n ∈ 〈µn(0)∗, µn(0)〉. It is
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easy to see that λ±n (t0) can leave the required arc only if it collide with µn(t0) or µn(0)∗ for
some t0 ∈ R. By Lemma 5.7, this is possible if and only if µn(t0) = µn(0)∗. It follows from
Lemma 5.12 that in this case λ+n (t) and λ
−
n (t) also lie on the different arcs 〈µn(t), µn(0)∗〉 and
〈µn(0)∗, µn(t)〉 for t in a neighborhood of t0.
ii) The statement follows from Lemma 5.7.
iii) It follows from i) of this theorem that λ±n (t) are between µn(t) and µn(0)∗ and change
places when µn(t) makes one revolution around γ
c
n. This imply that if µn(t) makes r(n)
revolutions when t runs through [0, 1), then λ±n (t) make r(n)/2 revolutions.
iv) The statement follows from iii). 
Proof of Theorem 2.3. Let V ∈ P and let a gap γn be open for some n ∈ Z. Suppose that
sign(q1(t) + α
−
n ) = sign(q1(t) + α
+
n ) = const 6= 0 for almost all t ∈ [0, 1].
Then the conditions of Theorem 2.3 from [KM19] are satisfied and it follows that µn(t) makes
exactly |n| complete revolutions around γcn when t runs through [0, 1]. Then Theorem 2.2, iii)
implies that λ±n (t) make |n| /2 revolutions when t runs through [0, 1]. 
Proof of Theorem 2.4. Let a gap γn be open for some n ∈ Z and let λ0 = µn(0) = α±n .
Then it follows from Lemma 5.10 that there exists z ∈ H1((−ε, ε)) for some ε > 0 such that
z(0) = 0, λ(t) = λ0∓ z2(t) is a state of Ht and λ(t) ∈ Λj if and only if (−1)jz(t) < 0, j = 1, 2
for any t ∈ (−ε, ε). Let ε˜ < ε. Then these properties hold for any t ∈ [−ε˜, ε˜]. Now we prove
that asymptotic (2.3) holds true. We denote Γ′z(λ0 ∓ z2, t1)|z=z(t2) by Γ′z(λ(t2), t1). Integrating
(5.16), we get
z(t) = − 1
Γ′z(λ0, 0)
∫ t
0
(q1(τ) + λ0)dτ + η1(t), (6.1)
where
η1(t) =
1
Γ′z(λ0, 0)
∫ t
0
(
q1(τ)− λ0
m+(λ(τ), τ)2
+
2q2(τ)
m+(λ(τ), τ)
− (λ(τ)− λ0)
(
1 +
1
m+(λ(τ), τ)2
))
dτ
−
∫ t
0
gλ(m+(λ(τ), τ), τ)
m+(λ(τ), τ)2
(
1
Γ′z(λ(τ), τ)
− 1
Γ′z(λ0, 0)
)
dτ.
It follows from Lemma 5.8 that −1/Γ′z(λ0, 0) = κ±n (0). In order to get (2.4), we prove that
η1(t) = O(Q
±
n (t)W
±
n (t)) as t → 0. In the proof we consider all asymptotics when t → 0. We
introduce
Z(t) = max
τ∈[0,t]
|z(τ)| , t ∈ R.
As in proof of Lemma 5.9, one can show that F (t, z) = ∂2zΓ(λ0∓ z2, t) ∈ H (I, I) ⊂ C(I × I),
where I × I is some open neighborhood (0, 0). This fact and Γ′z(λ0, 0) 6= 0 yield that there
exists a constant C > 0 such that
∣∣∣∂z (Γ′z(λ0 ∓ z2, t))−1∣∣∣ 6 C for each (z, t) ∈ I × I. Then the
application of the mean value theorem yields
max
τ∈[0,t]
∣∣∣∣ 1Γ′z(λ(τ), τ) − 1Γ′z(λ0, τ)
∣∣∣∣ = O(Z(t)). (6.2)
Using Lemma 7.5, one can find ∂t(Γ
′
z(λ0, t)
−1). Integrating this derivative, we get
max
τ∈[0,t]
∣∣∣∣ 1Γ′z(λ0, τ) − 1Γ′z(λ0, 0)
∣∣∣∣ = O(W±n (t)). (6.3)
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Thus, combining (6.2) and (6.3), we get
max
τ∈[0,t]
∣∣∣∣ 1Γ′z(λ(τ), τ) − 1Γ′z(λ0, 0)
∣∣∣∣ = O(Z(t) +W±n (t)). (6.4)
Using Lemma 7.2, 7.5, it is easy to see that F (t, z) = 1/m+(λ0∓ z2, t) ∈ H (I, I), where I× I
is some open neighborhood of (0, 0). Thus in the same way as we proved (6.2) one can prove
that
max
τ∈[0,t]
∣∣∣∣ 1m+(λ(τ), τ) − 1m+(λ0, τ)
∣∣∣∣ = O(Z(t)). (6.5)
Combining (6.5) and (4.5), we obtain
max
τ∈[0,t]
∣∣∣∣ 1m+(λ(τ), τ)
∣∣∣∣ = O(Z(t) +Q±n (t)), (6.6)
which yields ∫ t
0
(
q1(τ)− λ0
m+(λ(τ), τ)2
+
2q2(τ)
m+(λ(τ), τ)
)
dτ = O((Z(t) +Q±n (t))W
±
n (t)). (6.7)
Using (6.6) and λ(τ)− λ0 = ∓z(τ)2, we get∫ t
0
∣∣(λ(τ)− λ0)(1 +m+(λ(τ), τ)−2)∣∣ dτ = O(Z(t)2(Z(t) + Q±n (t)) |t|). (6.8)
It follows from (4.4) that∫ t
0
gλ(m+(λ(τ), τ), τ)
m+(λ(τ), τ)2
dτ = −
∫ t
0
(
q1(τ)− λ0
m+(λ(τ), τ)2
+
2q2(τ)
m+(λ(τ), τ)
− (q1(τ) + λ0)
)
dτ
+
∫ t
0
(λ(τ)− λ0)
(
1 +m+(λ(τ), τ)
−2
)
dτ.
Substituting (6.7) and (6.8) in this formula, we get∫ t
0
∣∣∣∣gλ(m+(λ(τ), τ), τ)m+(λ(τ), τ)2
∣∣∣∣ dτ = O(Q±n (t)) +O((Z(t) +Q±n (t))W±n (t))
+O(Z(t)2(Z(t) +Q±n (t)) |t|).
(6.9)
Estimating Z(t) from (6.1), and using (6.4), (6.7-9), we obtain
Z(t) = Q±n (t) +O((Z(t) +Q
±
n (t))W
±
n (t)) +O(Z(t)
2(Z(t) +Q±n (t)) |t|)
+ (O(Q±n (t)) +O((Z(t) +Q
±
n (t))W
±
n (t)) +O(Z(t)
2(Z(t) +Q±n (t)) |t|))O(Z(t) +W±n (t)),
which yields Z(t) = O(Q±n (t)). Recall that Q
±
n (t) 6W
±
n (t). Substituting Z(t) = O(Q
±
n (t)) in
(6.4), (6.7-9) and estimating η1(t), we get η1(t) = O(Q
±
n (t)W
±
n (t)).
Let now λ0 = α
±
n 6= µn(0), and let λ(t) = λ0 ∓ z(t)2 ∈ γcn be a state of Ht for t in some
neighborhood of 0 given by Lemma 5.10. Using the definition of gλ and g
±
n , we get
gλ(x, t) = g
±
n (x, t)− (λ− λ0)(1 + x2). (6.10)
We denote w′z(λ0 ∓ z2, t1)|z=z(t2) by w′z(λ(t2), t1) and m+(λ0, 0) by m0+. Integrating (5.17) and
using (6.10), we get
z(t) = − 1
w′z(λ0, 0)
∫ t
0
g±n (m
0
+, τ)dτ + η2(t), (6.11)
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where
η2(t) =
∫ t
0
g±n (m
0
+, τ)− g±n (m+(λ(τ), τ), τ)
w′z(λ0, 0)
dτ −
∫ t
0
(λ(τ)− λ0)(1 +m+(λ(τ), τ)2)
w′z(λ0, 0)
dτ
−
∫ t
0
gλ(τ)(m+(λ(τ), τ), τ)
(
1
w′z(λ(τ), τ)
− 1
w′z(λ0, 0)
)
dτ.
It follows from Lemma 5.8 that −1/w′z(λ0, 0) = κ±n . In order to get (2.4), we prove that
η2(t) = O(G
±
n (t)W
±
n (t)) as t → 0. As above we consider all asymptotics when t → 0 and
introduce Z(t). Similarly, one can prove that
max
τ∈[0,t]
∣∣∣∣ 1w′z(λ(τ), τ) − 1w′z(λ0, 0)
∣∣∣∣ = O(Z(t) +W±n (t)), (6.12)
and
max
τ∈[0,t]
|m+(λ(τ), τ)−m+(λ0, τ)| = O(Z(t)). (6.13)
Combining (6.13) and (4.3), we obtain
max
τ∈[0,t]
∣∣m+(λ(τ), τ)−m0+∣∣ = O(Z(t) +G±n (t)). (6.14)
Using the mean value theorem, we get∫ t
0
∣∣g±n (m0+, τ)− g±n (m+(λ(τ), τ), τ)∣∣ dτ 6
max
τ∈[0,t]
∣∣m+(λ(τ), τ)−m0+∣∣ ∫ t
0
max
x∈[m+(λ(τ),τ),m0+]
∣∣∂xg±n (x, τ)∣∣ dτ. (6.15)
Substituting (6.14) and (4.9) in (6.15), we have∫ t
0
∣∣g±n (m+(λ(τ), τ), τ)− g±n (m0+, τ)∣∣ dτ = O((Z(t) +G±n (t))W±n (t)). (6.16)
Above we have proved that m+(α
±
n ∓z2, t0+ τ) belongs to H 1(I, I) for some open I and then
it follows from Lemma 7.3 that m+(λ(τ), τ) is an absolutely continuous function of τ , which
yields ∫ t
0
∣∣(λ(τ)− λ0)(1 +m+(λ(τ), τ)2)∣∣ dτ = O(Z(t)2 |t|). (6.17)
Substituting (6.16) and (6.17) in (6.10), we get∫ t
0
∣∣gλ(τ)(m+(λ(τ), τ), τ)∣∣ dτ = O(G±n (t)) +O((Z(t) +G±n (t))W±n (t)) +O(Z(t)2 |t|). (6.18)
Estimating Z(t) from (6.11), and using (6.12), (6.16-18), we obtain
Z(t) = G±n (t) +O((Z(t) +G
±
n (t))W
±
n (t)) +O(Z(t)
2 |t|)
+ (O(G±n (t)) +O((Z(t) +G
±
n (t))W
±
n (t)) +O(Z(t)
2 |t|))O(Z(t) +W±n (t)),
which yields Z(t) = O(G±n (t)). Since |ax2 + bx+ c| 6 max{1, x2}(|a| + |b| + |c|) for any
a, b, c, x ∈ R, it follows that G±n (t) = O(W±n (t)). Substituting these asymptotics in (6.12),
(6.16-18) and estimating η2(t), we get η2(t) = O(G
±
n (t)W
±
n (t)). 
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Now we get the asymptotics of λ±n (t) or z
±
n (t) as t→ t0 for any t0 ∈ R. Recall that we have
defined gλ, Gλ, Qλ, and Wλ in (4.1). We introduce also Uλ(t0, t) = |t− t0|+Wλ(t0, t) for any
λ ∈ Λ, t, t0 ∈ R.
Theorem 6.1. Let V ∈ P and let a gap γn be open for some n ∈ Z. Let λ0 ∈ γcn be a state
of Ht0 for some t0 ∈ R.
i) If λ0 6= α±n , then there exists λ ∈ H1([t0 − ε, t0 + ε]) for some ε > 0 such that λ(t0) = λ0,
λ(t) is a state of Ht in γ
c
n for any t ∈ [t0 − ε, t0 + ε], and we get for t→ t0
λ(t) = λ0 + Ω(λ0, t0)S1(λ0, t0)
∫ t
t0
(q1(τ) + λ0)dτ +O(Qλ0(t0, t)Uλ0(t0, t)), if λ0 = µn(t0),
λ(t) = λ0 − 1
w′λ(λ0, t0)
∫ t
t0
gλ0(m+(λ0, t0), τ)dτ +O(Gλ0(t0, t)Uλ0(t0, t)), if λ0 6= µn(t0).
ii) If λ0 = α
±
n , then there exist z ∈ H1([−ε, ε]) for some ε > 0 such that z(0) = 0 and:
1) λ(t) = α±n ∓ (z(t))2 are states of Ht in γcn for any t ∈ [−ε, ε];
2) λ(t) ∈ Λj if and only if (−1)jz(t) < 0 for any t ∈ [−ε, ε] and j = 1, 2.
Moreover, we get for t→ t0
z(t) = 2κ±n (t)S1(λ0, t0)
∫ t
t0
(q1(τ) + λ0)dτ +O(Qλ0(t0, t)Wλ0(t0, t)), if λ0 = µn(t0),
z(t) = 2κ±n S0(λ0, t0)
∫ t
t0
gλ0(m+(λ0, t0), τ)dτ +O(Gλ0(t0, t)Wλ0(t0, t)), if λ0 6= µn(t0).
Proof. Acting as in the proof of Theorem 2.4, we prove this theorem. 
Proof of Theorem 2.5. Let V ∈ P and let a gap γn be open for some n ∈ Z. Suppose that
‖V ‖∞ < 2 |α±n |, i.e. q1(t)2 + q2(t)2 < (αjn)2 for almost all t ∈ R and for any j = ±. It follows
that sign(q1(t) +α
±
n ) = signα
±
n for almost all t ∈ R. Using the definition of gλ, we get for any
λ, x, t ∈ R
gλ(x, t) = (q1(t) + λ)
((
x− q2(t)
q1(t) + λ
)2
+
λ2 − q1(t)2 − q2(t)2
(q1(t) + λ)2
)
,
which yields that sign gλ(x, t) = signα
±
n for any x ∈ R, λ ∈ γcn and for almost all t ∈ R. Thus
for any t, t0 ∈ R and λ0 ∈ γcn we get∣∣∣∣∫ t
t0
gλ0(m+(λ0, t0), τ)dτ
∣∣∣∣ = Gλ0(t0, t), ∣∣∣∣∫ t
t0
(q1(τ) + λ0)dτ
∣∣∣∣ = Qλ0(t0, t). (6.19)
Substituting (6.19) in asymptotics from Theorem 6.1, it is easy to see that each state λ(t) ∈ γcn
of Ht is strictly monotone function of t in neighborhood of any t0 ∈ R and λ(t) changes the
sheets when λ(t0) = α
±
n . Using Lemma 5.8 and asymptotics from Theorem 6.1, we get
that λ(t) runs clockwise around γcn if α
±
n > 0 and runs counterclockwise if α
±
n < 0. Since
sign(q1(t) + α
±
n ) = signα
±
n for almost all t ∈ R, it follows from Theorem 2.3 that λ(t) makes
|n| /2 complete revolutions around γcn when t runs through [0, 1]. 
Proof of Theorem 2.6. Since V ∈ Pe, it follows that µn(0) = αjn and νn(0) = α−jn for some
n ∈ Z, and j = + or −. It is easy to see that in this case m+(α−jn , 0) = 0. Using this identity,
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and q1 = 0, we get q1(t) +α
j
n = α
j
n and g
−j
n (m+(α
−j
n , 0), t) = α
−j
n for any t ∈ R, n ∈ Z, j = ±.
Using this identities and asymptotics (2.3-4), we get for t→ 0
sign zjn(t) = sign(κ
j
n(0)α
j
nt) = −j sign(αjnt),
sign z−jn (t) = sign(κ
−j
n α
−j
n t) = j sign(α
−j
n t).
(6.20)
Since q1 = 0, it follows that signα
−
n = signα
+
n if n 6= 0. Using (6.20), we get that there exists
ε > 0 such that sign z−n (t) = − sign z+n (t) for any 1 6 |n| 6 N , and t ∈ (0, ε), i.e. there exist
one eigenvalue and one resonance if γn 6= ∅.
Now we prove that in this case γ0 = ∅. It is easy to see that if q1 = 0, and λ = 0, then the
solutions of (3.15) for λ = 0 have the form
ϑ(x, 0, t) =
(
e
∫
x
0
q2(t+τ)dτ
0
)
, ϕ(x, 0, t) =
(
0
e−
∫
x
0
q2(t+τ)dτ
)
, x, t ∈ R.
Since V ∈ Pe, it follows that
∫ 1
0
q2(τ)dτ = 0. Thus, ϑ(·, 0, t) and ϕ(·, 0, t) are 1-periodic, which
yields α+0 = α
−
n = 0, i.e. γ0 = ∅. 
Proof of Corollary 2.7. Using the gap length mapping for the Hill operator from [K99],
we construct a potential p ∈ C1(T) such that p(x) = p(1 − x), x ∈ T, and the operator
hy = −y′′ + py acting on L2(R) has N first open gaps in the spectrum. Using the Riccati
mapping (see e.g. [K03]), we construct q ∈ C2(T) such that p = q′+ q2, and q(x) = −q(1−x),
x ∈ T. If follows from the remark after Corollary 2.7, that if H is the Dirac operator with the
potentials q1 = 0 and q2 = q, then σ(H
2) = σ(h). Thus, for the operator H we have γn 6= ∅,
1 6 |n| 6 N . By Theorem 2.6, there exists ε > 0 such that each Ht, t ∈ (0, ε), has exactly
one eigenvalue in γn, 1 6 |n| 6 N , and γ0 = ∅. 
Proof of Theorem 2.8. Let V ∈ Pe such that q1(x) = cχ(0,δ)∪(1−δ,1)(x), x ∈ [0, 1), for some
c, δ > 0, where χI(x) is a characteristic function of the set I. Since V ∈ Pe, it follows that
µn(0) = α
j
n, νn(0) = α
−j
n for any n ∈ Z and for some j = ±. As in proof of Theorem 2.6
we get q1(t) + α
j
n = c + α
j
n and g
−j
n (m+(α
−j
n , 0), t) = −c + α−jn for any n ∈ Z, j = ± and for
almost all t ∈ R. Using this identities and asymptotics (2.3-4), we get for t→ 0
sign zjn(t) = sign(κ
j
n(0)(c+ α
j
n)t) = −j sign t sign(c+ αjn),
sign z−jn (t) = sign(−κ−jn (c− α−jn )t) = −j sign t sign(c− α−jn ).
Thus if |α±n | < c for some n ∈ Z, then we get sign zjn(t) = sign z−jn (t) = −j for sufficiently
small t > 0, i.e. if the gap γn 6= ∅, then we have two eigenvalues if µn(0) < νn(0) (j = −) and
two resonances if µn(0) < νn(0) (j = +).
Now we show that for any N > 0 there exists c, δ > 0 such that there exist at least 2N + 1
gaps on the interval (−c, c). We introduce the Hilbert space ℓ 2 of a sequence y = (yn)n∈Z
equipped with the norm ‖y‖2ℓ 2 =
∑
n∈Z |yn|2 <∞. Now we introduce the gap length mapping
G : P → ℓ 2 ⊕ ℓ 2 by V 7→ G(V ), where Gn = (Gn1,Gn2) ∈ R2, with the length |Gn|2 =
G2n1 + G2n2 = |γn|/2 and the components are given by
Gn1 = α
−
n + α
+
n
2
− µn, Gn2 = −(−1)j
∣∣|Gn|2 − G2n1∣∣1/2 , µn ∈ Λj, j = 1, 2.
Now we need the following theorem.
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Theorem 6.2 (Theorem 1.1 from [K05a]). The mapping G : P → ℓ 2 ⊕ ℓ 2 is a real analytic
isomorphism between H and ℓ 2 ⊕ ℓ 2 and the following estimates are fulfilled:
1√
2
‖G(V )‖ℓ 2 6 ‖V ‖P 6 2‖G(V )‖ℓ 2 (1 + ‖G(V )‖ℓ 2) . (6.21)
Using (6.21), we get for any io ∈ Z
io+N∑
i=io
|γi| 6
√
N
∣∣∣∣io+N∑
i=io
|γi|2
∣∣∣∣1/2 6 2√N‖G(V )‖ℓ 2 6 2√2N(2δc2 + ‖q2‖2). (6.22)
It follows from Theorem 3.2 in [KK95] that |σn| 6 π for any n ∈ Z. Using this estimate and
(6.22), we get for any io ∈ Z
io+N∑
i=io
(|γi|+ |σi|) 6 A = 2
√
2N(2δc2 + ‖q2‖2) + πN.
Now we consider inequality A < c, which yields
c > πN, 2δc2 + ‖q2‖2 < (c− πN)
2
8N
.
It is easy to see that for sufficiently large c and sufficiently small δ > 0 these inequalities are
holds true. Thus, we have (−A,A) ⊂ (−c, c), which yields that γn ⊂ (−c, c) for any n ∈ Z
such that |n+ io| 6 N , where io is a number of the gap closest to zero. 
Proof of Theorem 2.9. Let N > 0 and let (yn)n∈Z ∈ ℓ 2 be a sequence such that
yn > 0, n ∈ Z;
∑
n∈Z
y2nn
2 <∞; 2πN + 2 <
∑
n∈Z
yn <∞. (6.23)
Using Theorem 6.2, we construct a potential V˜ ∈ Pe such that for H˜ = H0 + V˜ we have
|γn(H˜)| = yn, µn(H˜) = α−n (H˜), νn(H˜) = α+n (H˜), n ∈ Z. (6.24)
Moreover, V˜ ∈ H1(T,M2(R)) since |γn| decrease fast enough as n→∞ (see e.g. Theorem 11
in [DM05]). Thus, we can use the trace formula to calculate q˜1(0) (see e.g. Theorem 3.3 in
[GG93]). Substituting (6.24) in the trace formula, and using (6.23), we obtain
q˜1(0) =
1
2
∑
n∈Z
(α+n (H˜) + α
−
n (H˜)− 2µn(H˜)) =
1
2
∑
n∈Z
yn > πN + 1. (6.25)
It is well known that α±n = πn+ o(1) as n→∞ (see e.g. Lemma 3.2 in [K05a]). So that there
exists M > 0 such that
γn(H˜) ⊂ (πn− 1, πn+ 1), |n| > M. (6.26)
We introduce a unitary operator U : L2(R,C2) → L2(R,C2) given by (Uf)(x) = eπxJf(x),
x ∈ R. We need the following properties of U (see Theorem 1.1 in [K01]) :
i) UPe ⊂ Pe, U(0) = U∗(0) = I2;
ii) Let H1 = H0 + V , H2 = H0 + UV U∗ for some V ∈ P.
Then for each n ∈ Z:
µn(H
2) = µn−1(H
1) + π, νn(H
2) = νn−1(H
1) + π, γn(H
2) = γn−1(H
1) + π. (6.27)
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Let V = UM+N+1V˜ (U∗)M+N+1 ∈ Pe and H = H0 + V . Then it follows from (6.26-27) that
γn(H) = γn−N−M−1(H˜) + π(N +M + 1) ⊂ (πn− 1, πn+ 1), |n| 6 N. (6.28)
Due to (6.25), and V (0) = V˜ (0), we have q1(0) > πN + 1, which yields from (6.28) that
γn(H) ⊂ (−q1(0), q1(0)), |n| 6 N . It follows from (6.24), and (6.27) that µn(H) < νn(H).
Now using arguments from the proof of Theorem 2.8, we get ε > 0 such that each Ht, t ∈ (0, ε),
has exactly two eigenvalues in γn(H), |n| 6 N . 
Proof of Theorem 2.10. Let q1 = m > 0. Then the solution ψ(x, λ, t) of equation (3.15)
satisfies:
ψ(x,−λ, t) = M(λ)ψ(x, λ, t)M−1(λ), M(λ) =
(
m− λ 0
0 m+ λ
)
for each (x, λ, t) ∈ R× C× R. Thus we have for each (λ, t) ∈ C× R
∆(−λ) = ∆(λ), ϕ1(1,−λ, t) = m− λ
m+ λ
ϕ1(1, λ, t), ϑ2(1,−λ, t) = m+ λ
m− λϑ2(1, λ, t),
which yields α±n = −α∓−n, n ∈ Z, and if µn(t) 6= ±m (νn(t) 6= ±m) for some n ∈ Z and t ∈ R,
then µn(t) = −µ−n(t) (νn(t) = −ν−n(t)). If q1 = m and λ = m, then equation (3.15) have the
form {
y′2(x, λ, t) + q2(x+ t)y2(x, λ, t) = 0
−y′1(x, λ, t) + q2(x+ t)y1(x, λ, t) = 2my2(x, λ, t).
If λ = −m, then the equation has the similar form. Thus, we can explicitly integrate the
equation, and then the solution ψ(x, λ, t) of equation (3.15) for λ = ±m has the following
form
ψ(·, m, t) =
(
F+ G+
0 F+
)
, ψ(·,−m, t) =
(
F− 0
G− F−
)
, (6.29)
where F±(x) = e∓
∫
x
0
q2(t+τ)dτ and G±(x) = −2mF∓(x) ∫ x
0
F±2(τ)dτ , x ∈ R. Due to V ∈ Pe,
we get
∫ 1
0
q2(t + τ)dτ = 0, which yields that F (·) is 1-periodic. Thus, it follows from (6.29)
that ±m = α±±2n or ±m = α∓±2n for some n > 0. Moreover, by (6.29), ϕ1(1,−m, t) = 0 and
ϑ2(1, m, t) = 0, so that −m = µ−n(t) and m = νn(t) for any t ∈ R. At last, using (6.29), we
see that the winding number of the curve [0, 1] ∋ x 7→ ϕ(x,−m, τ) ∈ R2 \ {0} equals zero,
which yields that n = 0 (see e.g. Proposition 7.3 in [GK14]). Due to −α−0 = α+0 it follows
that j = +. Thus, we obtain −m = µ0(t), m = ν0(t) for any t ∈ R, and ±m = α±0 . 
7. Appendix
We need the following simple lemmas. Recall that H (I1, I2) has been defined in Section 3.
Lemma 7.1. Let f be real-analytic on I = [−1, 1] and a function G be defined on I × I by
G(x, y) = f(y), (x, y) ∈ I × I. Then we get G,G′y ∈ H (I, I).
Lemma 7.2. Let G,G′y, H,H
′
y ∈ H (I, I), where I = [−1, 1], and let c ∈ R. Then G+H, GH,
cG, and their partial derivatives with respect to y belongs to H (I, I). Moreover, if H(0, 0) 6= 0,
then there exists J × J an open bounded neighborhood of (0, 0) such that G/H, ∂y (G/H) ∈
H (J, J).
Lemma 7.3. Let F, F ′y ∈ H (I, I), where I = [−1, 1], and let f ∈ H1(I) such that f(I) ⊂ I.
Then F (·, f(·)) ∈ H1(I).
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Now we give the specific implicit function theorem.
Theorem 7.4 (Theorem 5.5 in [KM19]). Let F, F ′y ∈ H (I, I), where I = [−1, 1], and let
i) F (0, 0) = 0,
ii) F ′y(0, 0) 6= 0.
Then there exist an open neighborhood U1 × U2 ⊂ I × I of (0, 0) and a unique f ∈ H1(U1)
such that f(U1) ⊂ U2 and for any point (x, y) ∈ U1 × U2
F (x, y) = 0 if and only if y = f(x).
In order to apply the implicit function theorem, we need specific properties of solutions of the
Dirac equation. Recall that ψ(x, λ, t) is the fundamental solution of the shifted Dirac equation
(3.15) and ψ(x, λ) = ψ(x, λ, 0) is the fundamental solution of the Dirac equation (3.1).
We say that a matrix-valued function is from H1(I) or H (I1, I2) if each of its components
belongs to H1(I) or H (I1, I2). Recall that the dot denotes the derivative with respect to t,
i.e. u˙ = du/dt. Let [A,B] = AB −BA be the commutator of two matrices.
Lemma 7.5. Let I1, I2 ⊂ R be open bounded intervals and let F : I1 × I2 → R be defined by
F (t, λ) = ψ(1, λ, t), (t, λ) ∈ I1 × I2. Then we have F, F ′λ ∈ H (I1, I2). Moreover, for almost
all t ∈ R and for each λ ∈ C we get
ψ˙(1, λ, t) = [J(V (t)− λ), ψ(1, λ, t)] , (7.1)
∂tψ
′
λ(1, λ, t) = [J(V (t)− λ), ψ′λ(1, λ, t)]− [J, ψ(1, λ, t)] . (7.2)
Substituting the potential V in (7.1), we obtain the following explicit formula
ψ˙(1, λ, t) =
(
ϑ˙1 ϕ˙1
ϑ˙2 ϕ˙2
)
=
(
ϕ1(q1 − λ)− ϑ2(q1 + λ) 2ϕ1q2 − 2a (q1 + λ)
−2ϑ2q2 + 2a (q1 − λ) −ϕ1(q1 − λ) + ϑ2(q1 + λ)
)
, (7.3)
where a = a(λ, t), qi = qi(t), ϑi = ϑi(1, λ, t), and ϕi = ϕi(1, λ, t), i = 1, 2.
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