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Abstract
In 1982, Dieter Jungnickel showed that the existence of an (a, A)-transitive finite projective plane with
a nonincident point-line pair (a, A) is equivalent to the existence of a generalized conference matrix of
index 1 over the group of all (a, A)-homologies. I will further investigate this equivalence with respect to
projective planes of Lenz–Barlotti classes I.2, I.3, I.4, and II.2. As an application, I will obtain a short proof
of the following result: if a finite projective plane of even order is (a, A)- and (b, B)-transitive with B = ab
and b = AB and if the group of all (a, A)-homologies is abelian, then the group of all (b, B)-elations is
elementary abelian and therefore the order of the plane is a power of 2.
c© 2006 Elsevier Ltd. All rights reserved.
1. Preliminaries
In this paper, we explore relations between finite projective planes and generalized conference
matrices of index 1.
A projective plane is an incidence structure Π = (P,L) where P is a set (of points) and
L is a set of subsets of Π called lines satisfying the following conditions: (i) any two distinct
points x and y are on a unique line, denoted as xy; (ii) any two distinct lines A and B are on a
unique point, denoted as AB; and (iii) there exists a quadrangle, that is, a set of four points no
three of which are collinear. If the point set P is finite, then there exists an integer n ≥ 2, the
order of Π , such that every line consists of n + 1 points, every point lies on n + 1 lines, and
|P| = |L| = n2 + n + 1. The Prime Power Conjecture states that the order of any projective
plane is a prime power.
A collineation of a projective planeΠ = (P,L) is a bijection f : P → P such that f (L) ∈ L
for every L ∈ L. For a point c and a line A, a collineation f is a central collineation with center
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c and axis A if f (x) = x for every point x on A and f (L) = L for every line L on c. If c ∈ A,
then f is called a (c, A)-homology. All (c, A)-homologies of a projective plane of order n form
a group whose order divides n − 1. If c ∈ A, then f is called a (c, A)-elation. All (c, A)-elations
of a projective plane of order n form a group whose order divides n. A projective plane of order
n is said to be (c, A)-transitive if the order of the group of all central collineations with center
c and axis A equals n − 1 or n, or, equivalently, the action of this group is sharply transitive on
every set L \ (A ∪ {c}) where L is a line on c.
For these and other basic results on projective planes, we refer to Ionin and Shrikhande [7]. For
a comprehensive treatment of projective planes, see Dembowski [3] and Hughes and Piper [6].
A conference matrix is a square matrix whose rows are pairwise orthogonal, all the diagonal
entries equal 0, and all off-diagonal entries equal ±1. If one thinks of ±1 as the elements of
a multiplicative group of order 2, then the following definition introduces a generalization of
conference matrices.
Definition 1.1. Let H be a multiplicatively written finite group and let H = H ∪ {0}, with the
convention that 0 · x = x · 0 = 0 for all x ∈ H . Let λ be a positive integer. A generalized
conference matrix of index λ over H or a GC(H ; λ) is a square matrix W = [wi j ] such that
wii = 0 for all i and, for any distinct row indices i and h, wih = 0 and the multiset
{wi j w−1h j : j = i, j = h}
contains precisely λ copies of every element of H .
Thus, a conference matrix of order 2n, n ≥ 2, is a generalized conference matrix of index
n − 1 over the group {1,−1} of order 2.
In general, the order of a GC(H ; λ) is λ|H | + 2.
If W is a GC(H ; λ), then applying the same permutation to the rows and columns of W ,
multiplying all entries of a row of W by the same element of H on the left, or multiplying
all entries of a column by the same element of H on the right yields a monomially equivalent
GC(H ; λ). Every generalized conference matrix is monomially equivalent to a matrix with all
nonzero entries in the first row equal to 1 and all nonzero entries in the first column equal to
each other. Such a matrix is called normalized. Removing the first row and the first column of a
normalized generalized conference matrix W yields the core of W .
Note also that if W = [wi j ] is a GC(H ; λ), then so is the matrix W∗ = [w∗i j ] with w∗ii = 0
and w∗i j = w−1j i whenever i = j .
For these and further results on generalized conference matrices, we refer to Ionin and
Shrikhande [7].
Throughout this paper, we will be interested mostly in the cores of generalized conference
matrices of index 1. A matrix C = [ci j ] is the core of a GC(H ; 1) if and only if each row (and
therefore each column) of C is a permutation of the set H = H ∪ {0} and, for any distinct row
indices i and h, the set {ci j c−1h j : j = i, j = h} equals the set of all nonidentity elements of H .
It will be convenient to consider square matrices whose rows and columns are indexed by
elements of a finite set that is not necessarily a set of consecutive integers.
Definition 1.2. Let M be a matrix of order n. If N is a set of cardinality n and ϕ: N →
{1, 2, . . . , n} is a fixed bijection, we will write M = [M(x, y)] where M(x, y) denotes the
entry of M whose row and column indices are ϕ(x) and ϕ(y), respectively. We will say that the
matrix M = [M(x, y)] is indexed by the set N . The diagonal entries of M are those of the form
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M(x, x), x ∈ N . If the set N is a group and M(xz, yz) = M(x, y) for all x, y, z ∈ N , we will
say that the matrix M is N-invariant.
In order to describe all known generalized conference matrices of index 1, we need the notion
of a nearfield.
Definition 1.3. A nearfield is an algebraic structure (F,+, ·) such that (F,+) is an abelian
group, (F∗, ·) is a group, (x + y)z = xz + yz for all x, y, z ∈ F , and x · 0 = 0 for all x ∈ F .
(As usual, F∗ = F \ {0}.)
We refer to [7] for the complete list of finite nearfields. For a more comprehensive treatment
of nearfields, see [12,15], or [17]. Note that the order of every finite nearfield is a prime power
and that the multiplicative group of a nearfield is nonabelian, unless the nearfield is a field.
Example 1.4. Let F be a finite field or nearfield and let F∗ and F+ be the multiplicative and
the additive group of F , respectively. Then the matrix M = [M(x, y)], indexed by F+, with
M(x, y) = x − y is the core of a GC(F∗; 1). This matrix is F+-invariant: M(x + z, y + z) =
M(x, y) for all x, y, z ∈ F+.
Remark 1.5. No matrix GC(H ; 1) is known where H is not isomorphic to the multiplicative
group of a field or nearfield. Thus, for all known matrices GC(H ; 1), the order of H equals q −1
where q is a prime power, and, if H is abelian, it is cyclic. The first construction of generalized
conference matrices over nonabelian groups is due to Mavron et al. [13].
2. Symmetric and skew-symmetric GC-matrices
In the paper [2], Delsarte, Goethals, and Seidel used linear algebra techniques to show that
any conference matrix of order n is monomially equivalent to a symmetric or a skew-symmetric
matrix according as n satisfies n ≡ 2 (mod 4) or n ≡ 0 (mod 4). In this section, we will obtain a
more general result applicable to all generalized conference matrices over abelian groups.
It is clear what a symmetric GC-matrix is. In order to define skew-symmetric generalized
conference matrices, note that if W is a GC(H ; λ), where H is a subgroup of the multiplicative
group of finite nearfield of odd order, then the equality W
 = −W implies that −1 ∈ H . Note
also that −1 in this case is the only element of order 2 in H . (If, for x ∈ H , x2 = 1 and x = 1,
then (x − 1)x = 1 − x and therefore, x = −1.) This motivates the following definition.
Definition 2.1. Let H be a multiplicatively written finite group and let H = H ∪ {0}. A matrix
W over H is said to be skew-symmetric if H has a unique involution π and W
 = πW .
The next theorem shows that the cores of normalized generalized conference matrices over
abelian groups are either symmetric or skew-symmetric. We begin with a group theory lemma.
Lemma 2.2. Let π be the product of all elements of a finite abelian group H . If H has a unique
involution, then π is this involution. Otherwise, π = 1.
Proof. Let K be the set of all elements of H of order 1 or 2. Then K is a subgroup of H and
the set H \ K can be partitioned into 2-subsets of the form {x, x−1}. Thus, the product of all
elements of H \ K is 1, and therefore π is the product of all elements of K . Hence, π ∈ K .
If H has a unique involution ε, then |K | = 2, K = {1, ε}, and therefore, π = ε.
1946 Y.J. Ionin / European Journal of Combinatorics 28 (2007) 1943–1954
Suppose that |K | = k = 2 and that π = 1. Then k ≥ 3. Let a ∈ K \{1, π}. Then the subgroup
〈π, a〉 of K is of order 4, and therefore, k ≡ 0 (mod 4). The group K can be partitioned into 2-
subsets of the form {x, πx}. Since the product of the elements of such a 2-subset is π and since
the product of all elements of K equals π , we obtain that π = πk/2. Since k/2 is even, this
implies that π = 1. The proof is now complete. 
Theorem 2.3. Let H be a finite abelian group and let C be the core of a normalized GC(H ; λ).
If H has a unique involution and λ is odd, then C is skew-symmetric. Otherwise, C is symmetric.
Proof. Let C = [ci j ] be of order n and let s, t ∈ {1, 2, . . . , n}, s = t . Let π denote the product
of all elements of H . Since each row of C contains exactly λ copies of every element of H , we
obtain that∏
j =s,t
cs j = πλc−1st ,
∏
j =s,t
ct j = πλc−1t s .
Since the multiset {cs j c−1t j : j = s, j = t} contains exactly λ copies of every nonidentity element
of H , we have∏
j =s,t
cs j c−1t j = πλ.
Therefore, c−1st cts = πλ, cts = cstπλ, and we apply Lemma 2.2 to obtain the desired result. 
The following matrix is a generalized conference matrix of index 1 over the quaternion group
of order 8 (the multiplicative group of a nearfield of order 9). Its core is neither symmetric nor
skew-symmetric. Thus, the result of Theorem 2.3 does not hold for nonabelian groups.
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 1 1 1 1 1 1
1 0 −i − j −k −1 1 i k j
1 i 0 k j − j −k −i −1 1
1 j k 0 i −k −i −1 1 − j
1 k j i 0 −i − j 1 −k −1
1 1 − j −k −i 0 −1 k j i
1 −1 −k −i − j 1 0 j i k
1 −i i −1 1 k j 0 − j −k
1 −k −1 1 k j i − j 0 −i
1 − j 1 j −1 i k −k −i 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
However, every known generalized conference matrix of index 1 is monomially equivalent to
a symmetric or a skew-symmetric matrix. (One can “renormalize” the above matrix so that all
nonzero entries of the second row and second column are equal to 1 and then make them the first
row and column. The core of the resulting matrix is skew-symmetric.)
If a matrix GC(H ; 1) is skew-symmetric, then, of course, the order of H is even. The next
proposition is a bit less obvious, and it is true for both abelian and nonabelian groups.
Proposition 2.4. If there exists a normalized GC(H ; 1) whose core is symmetric, then the order
of H is odd.
Proof. Let a symmetric matrix C = [ci j ] of order n be the core of a GC(H ; 1). Since each row
of C contains exactly one entry equal to 1, the matrix has n such entries. On the other hand, since
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Fig. 1.
C is symmetric, it has as many entries equal to 1 above the diagonal as below. Therefore, n is
even and |H | = n − 1 is odd. 
3. Finite projective planes of Lenz–Barlotti class at least I.2
For a projective plane Π , we will denote by F(Π ) the set of all point-line pairs (c, A) such
that Π is (c, A)-transitive. In the papers [11,1], all possible sets F(Π ) were determined, and that
led to the famous Lenz–Barlotti classification of projective planes. For the entire classification,
we refer to Dembowski [3]. We are interested in a few classes which will be described below.
The class I.2 of the Lenz–Barlotti classification is formed by the planes Π such that F(Π )
consists of a single nonincident point-line pair (c, A). Though there are infinite projective planes
in this class, it is not known whether there exists a finite projective plane of class I.2. We will say
that a projective plane Π is in Lenz–Barlotti class at least I.2 if F(Π ) contains a nonincident
point-line pair.
In the paper [8], Jungnickel showed that the existence of a (c, A)-transitive finite projective
plane with c ∈ A is equivalent to the existence of a GC(H ; 1) where H is the group of
all (c, A)-homologies. In this section, we will repeat this result and simultaneously introduce
a coordinatization of such a projective plane by the set H ∪ {0,∞}. We will use this
coordinatization in the subsequent sections.
Let Π be a projective plane of order n in the Lenz–Barlotti class at least I.2, so Π is transitive
with respect to a nonincident point-line pair which we denote as ((0), [0]). Let H be the group
of all ((0), [0])-homologies, so |H | = n − 1.
Let H = H ∪ {0} and let a · 0 = 0 · a = 0 for all a ∈ H . We will use the set H ∪ {∞}
of cardinality n + 1 to coordinatize Π . In this coordinatization, which we will call an H -
coordinatization, the points of Π will be represented as (a, b), (a), or (∞) and the lines as
[a, b], [a], or [∞] with a, b ∈ H .
We begin the coordinatization by choosing a quadrangle in Π (we will call it the initial
quadrangle) with (0) as a vertex, two other vertices, denoted as (∞) and (0, 0), on the line [0],
and an arbitrary fourth vertex, denoted as (1, 1), where 1 is the identity element of H . Let [∞] be
the line through (0) and (∞), i.e., [∞] = (0)(∞). Let [0, 0] = (0)(0, 0). Let [1] = (∞)(1, 1),
[0, 1] = (0)(1, 1), and [1, 0] = (0, 0)(1, 1). Let (1) be the intersection point of lines [1, 0] and
[∞], i.e., (1) = [1, 0][∞]. Let (1, 0) = [1][0, 0] and (0, 1) = [0][0, 1]. (See Fig. 1.)
For each a ∈ H , let (a) be the image of (1) under the homology a, i.e., (a) = a(1). Let
(a, 0) = a−1(1, 0), [a] = (∞)(a, 0), [a, 0] = (a)(0, 0), (a, a) = [a][1, 0], [0, a] = (0)(a, a),
and (0, a) = [0][0, a].
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Fig. 2.
Finally, for a, b ∈ H , let (a, b) = [a][0, b] and [a, b] = (a)(0, b).
Now
P = {(x, y): x, y ∈ H} ∪ {(x): x ∈ H } ∪ {(∞)} (1)
is the point set of Π and
L = {[x, y]: x, y ∈ H} ∪ {[x]: x ∈ H} ∪ {[∞]} (2)
is the line set of Π .
The next proposition describes the action of H on Π .
Proposition 3.1. Let a ∈ H and x, y ∈ H. Then: (i) a(∞) = (∞) and a[∞] =
[∞], (ii) a(x) = (ax) and a[x, 0] = [ax, 0], (iii) a(x, 0) = (xa−1, 0) and a[x] =
[xa−1]; (iv) a(x, y) = (xa−1, y) and a[x, y] = [ax, y].
Proof. (i) is immediate.
(ii) We have a(0) = (0). For x ∈ H , a(x) = a(x(1)) = ax(1) = (ax). Since a(0, 0) = (0, 0),
we obtain that a[x, 0] = [ax, 0].
(iii) For x ∈ H , a(x, 0) = a(x−1(1, 0)) = ax−1(1, 0) = (xa−1, 0). Since a(∞) = ∞, we
obtain that a[x] = [xa−1].
(iv) We have a(0, y) = (0, y) and a[0, y] = [0, y]. For x ∈ H , a(x, y) = a([x][0, y]) =
[xa−1][0, y] = (xa−1, y) and a[x, y] = a((x)(0, y)) = (ax)(0, y) = [ax, y]. 
We will now define a matrix C = [C(x, y)] of order n indexed by H and with entries from
H . For x, y, z ∈ H ,
C(x, y) = z if and only if (z, x) ∈ [1, y]. (3)
Since lines [1, y] and [0, x] meet in a unique point, the matrix C is well-defined. (See Fig. 2.)
Note that C depends on the choice of the initial quadrangle for the H -coordinatization of Π .
Proposition 3.2. The matrix C defined by (3) is the core of a GC(H ; 1). Furthermore, for
x ∈ H, C(x, 0) = x.
Proof. Let x, y, z, w ∈ H . Since (x, x) ∈ [1, 0] and (0, x) ∈ [1, x], we obtain that C(x, x) = 0
and C(x, 0) = x . If C(x, z) = C(y, z) = u, then (u, x) and (u, y) are incident with [1, z]. Since
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(u, x) and (u, y) are also incident with [u], we obtain that x = y. Therefore, each column of C
is a permutation of H . This implies that C(x, y) = 0 whenever x = y.
Suppose z, w ∈ {x, y}, so a = C(x, z), b = C(x, w), c = C(y, z), and d = C(y, w) are
elements of H . Suppose further that a−1b = c−1d = u. By Proposition 3.1, a−1b(b, x) = (a, x)
and c−1d(d, y) = (c, y). Since (a, x) and (c, y) are incident with [1, z] and (b, x) and (d, y)
are incident with [1, w], we obtain that u[1, w] = [1, z]. Since u[0] = [0], we obtain that
u(0, w) = (0, z). Thus, z = w and then a = b and c = d . This proves that the matrix C∗ is the
core of a GC(H ; 1), and then so is C . 
We can now describe lines of Π in terms of the matrix C . The definition of C immediately
implies that, for b ∈ H , [1, b] = {(C(y, b), y): y ∈ H } ∪ {(1)}. By Proposition 3.1, for a ∈ H ,
a[1, b] = [a, b], a(1) = a, and a(C(y, b), y) = (C(y, b)a−1, y). Therefore,
[a, b] = {(C(y, b)a−1, y): y ∈ H} ∪ {(a)} (a ∈ H, b ∈ H). (4)
Observe also that
[0, b] = {(x, b): x ∈ H} ∪ {(0)} (b ∈ H), (5)
[a] = {(a, y): y ∈ H} ∪ {(∞)} (a ∈ H), (6)
and
[∞] = {(x): x ∈ H} ∪ {(∞)}. (7)
Conversely, given a group H of order n − 1 and the core C of a GC(H ; 1), we will index the
matrix C by the set H = H ∪ {0} so that C(x, 0) = x for all x ∈ H . Let P be the set defined
by (1) and let L be the set of all subsets of P defined by equations (4)–(7). It is straightforward
to verify that the incidence structure Π = (P,L) is a projective plane of order n. For a ∈ H
and x, y ∈ H , we define a(x) = (ax), a(x, y) = (xa−1, y), and a(∞) = (∞) and verify that
each a ∈ H is a ((0), [0])-homology of Π . Since |H | = n − 1, the group H is the group of all
((0), [0])-homologies of Π , so Π is ((0), [0])-transitive.
Note that (4) and (5) imply that, for all a, b, x, y ∈ H ,
(x, y) ∈ [a, b] if and only if C(y, b) = xa. (8)
We will now obtain a strong restriction on an abelian group of (c, A)-homologies of a (c, A)-
transitive plane of odd order.
Theorem 3.3. Let Π be a (c, A)-transitive projective plane of odd order with c ∈ A and let
H be the group of all (c, A)-homologies of Π . If the group H is abelian, then it has a unique
involution, i.e., its Sylow 2-subgroup is cyclic.
Proof. Suppose the group H is abelian and let C be the corresponding core of a GC(H ; 1).
Since |H | is even, Theorem 2.3 and Proposition 2.4 imply that the matrix C is skew-symmetric
and therefore H has a unique involution. 
Remark 3.4. The result of Theorem 3.3 was obtained by Pott [16] for projective planes of the
Lenz–Barlotti class at least II.2 (see also [9]) and by Paige [14] for projective planes of the
Lenz–Barlotti class at least I.3 (see also [5]). These classes are described in the next two sections.
They are contained in the the Lenz–Barlotti class at least I.2.
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We conclude this section with a geometric description of projective planes of Lenz–Barlotti
class at least I.2 for which the corresponding GC-matrix is symmetric.
Theorem 3.5. Let Π be a finite (c, A)-transitive projective plane with c ∈ A. Let H be the group
of all (c, A)-homologies of Π .
(i) If the order of Π is even and the group H is abelian, then, for every quadrangle {a, b, c, d}
with a, b ∈ A, the points (ab)(cd), (ac)(bd), and (ad)(bc) are collinear.
(ii) If, for every quadrangle {a, b, c, d} with a, b ∈ A, the points (ab)(cd), (ac)(bd), and
(ad)(bc) are collinear, then the order of Π is even.
Proof. We will assume that the plane Π is coordinatized by H ∪ {∞} as is described in the
beginning of this section and denote by C the corresponding core of a GC(H ; 1). Recall that we
may choose the H -coordinatization with any initial quadrangle having c as a vertex and having
two other vertices on A.
(i) Let the order of Π be even and let the group H be abelian. Theorem 2.3 implies that the
matrix C is symmetric for any choice of the initial quadrangle. Given a quadrangle {a, b, c, d}
with a, b ∈ A, we assume it is the initial quadrangle. Specifically, we assume that c = (0),
a = (∞), b = (0, 0), and d = (1, 1). Then (ab)(cd) = [0][0, 1] = (0, 1), (ac)(bd) =
[∞][1, 0] = (1), and (ad)(bc) = [1][0, 0] = (1, 0).
Since C is symmetric, we have C(0, 1) = C(1, 0) = 1. From (8), we derive that (1, 0) ∈
[1, 1], i.e., (ad)(bc) is on the line through (ab)(cd) and (ac)(bd).
(ii) Suppose now that the plane Π satisfies the condition of (ii). Let x, y ∈ H , x = y, and let
C(x, y) = z and C(y, x) = w. Then (z, x) ∈ [1, y] and (w, y) ∈ [1, x]. Consider the following
quadrangle {a, b, c, d}: c = (0), a = (0, x), b = (0, y), and d = (1). Then (ab)(cd) =
[0][∞] = (∞), (ac)(bd) = [0, x][1, y] = (z, x), and (ad)(bc) = [1, x][0, y] = (w, y). Thus,
points (∞), (z, x), and (w, y) are collinear which means that (z, x) and (w, y) have the same first
coordinate, i.e., z = w. Therefore, the matrix C is symmetric, and then Proposition 2.4 implies
that the order of Π is even. 
4. Finite projective planes of Lenz–Barlotti class at least II.2
A projective plane Π is in the Lenz–Barlotti class II.2 if F(Π ) = {(c, A), (c′, A′)} with
c ∈ A, c′ ∈ A, and A′ = cc′. No example of a finite projective plane in this class is known. If the
set F(Π ) contains the above pairs (c, A) and (c′, A′), we will say that Π is in the Lenz–Barlotti
class at least II.2. If this is the case, we will assume that c = (0), c′ = (∞), A = [0], and
A′ = [∞]. The next theorem characterizes finite projective planes of this class with an abelian
group of all ((0), [0])-homologies in terms of GC-matrices.
Theorem 4.1. Let Π be a ((0), [0])-transitive projective plane of order n and let H be the
group of all ((0), [0])-homologies. Let C be the core of a GC(H ; 1) corresponding to an H -
coordinatization of Π . Suppose there exists π ∈ H such that C(y, x) = πC(x, y) for all
x, y ∈ H. Define the following operation of addition on the set H: x + y = C(x, πy). Then the
following statements are equivalent:
(i) the plane Π is ((∞), [∞])-transitive;
(ii) H = (H ,+) is a group and the matrix C is H-invariant.
If these conditions are satisfied, then the group (H ,+) is isomorphic to the group of all
((∞), [∞])-elations of Π .
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Proof. We have C(x, y) = πC(y, x) = π2C(x, y), so π2 = 1. Note that x + 0 = C(x, 0) = x
and 0 + x = C(0, πx) = πC(πx, 0) = π2x = x . Furthermore, x + πx = C(x, x) = 0 and
πx +x = C(πx, πx) = 0, so we let −x = πx and x −y = x +(−y) = C(x, y) for all x, y ∈ H .
Then −(x + y) = πC(x, πy) = C(πy, x) = C(πy, π2x) = πy + πx = (−y) + (−x).
(i) ⇒ (ii). Let Π be ((∞), [∞])-transitive and let E be the group of all ((∞), [∞])-
elations. For each a ∈ H , let ea be the unique element of E such that ea(0, a) = (0, 0).
Then ea(∞) = (∞), ea(x) = (x), and ea[x] = [x] for all x ∈ H . Therefore, ea[0, a] =
ea((0)(0, a)) = (0)(0, 0) = [0, 0] and ea(x, a) = ea([x][0, a]) = [x][0, 0] = (x, 0). We claim
that ea(x, y) = (x, y − a) for all x, y ∈ H .
For any t ∈ H , (4) implies that (C(a, t), a) ∈ [1, t]. Therefore, (C(a, t), 0) ∈ ea[1, t]. Since
ea(1) = (1), we obtain that ea[1, t] = [1, u], for some u ∈ H . Then (C(a, t), 0) ∈ [1, u], and (8)
implies that C(0, u) = C(a, t), so u = C(u, 0) = πC(0, u) = πC(a, t) = −(a+(−t)) = t −a.
Thus, for any t ∈ H , ea[1, t] = [1, t − a]. This implies that ea(0, t) = ea([1, t][0]) = (0, t − a)
and then ea[0, t] = [0, t − a] for all t ∈ H . Now, for all x, y ∈ H , ea(x, y) = ea([x][0, y]) =
[x][0, y − a] = (x, y − a).
The map a → ea is a bijection from the set H to the group E . Furthermore,
eaeb(0, 0) = ea(0,−b) = (0,−b − a) = (0,−(a + b)) = ea+b(0, 0).
Therefore, ea+b = eaeb, i.e., (H ,+) is a group isomorphic to the group E . Now, for all
x, y, z ∈ H ,
C(x + z, y + z) = (x + z) − (y + z) = x − y = C(x, y),
i.e., C is H -invariant.
(ii) ⇒ (i). Suppose that (H ,+) is a group and that C is H -invariant. For each a ∈ H ,
define a permutation ea of the point set of Π : ea(∞) = (∞), ea(x) = (x) for all x ∈ H ,
and ea(x, y) = (x, y − a) for all x, y ∈ H . We claim that ea is an ((∞), [∞])-elation of Π .
Since ea[x] = {(x, y − a): y ∈ H} ∪ {(∞)} = [x], it suffices to show that ea is a collineation.
For t ∈ H ,
ea[0, t] = {ea(x, t): x ∈ H } ∪ {(0)} = {(x, t − a): x ∈ H} ∪ {(0)} = [0, t − a].
If s = 0, then we apply (4) and the H -invariance of C to obtain that
ea[s, t] = {ea(C(y, t)s−1, y): y ∈ H} ∪ {(s)} = {(C(y, t)s−1, y − a): y ∈ H } ∪ {(s)}
= {(C(y − a, t − a)s−1, y − a): y ∈ H} ∪ {(s)} = [s, t − a].
Thus, ea is a collineation. Since ea+b = eaeb, the group H is isomorphic to a group of
((∞), [∞])-elations. Since |H | = n, the plane Π is ((∞), [∞])-invariant. 
If the conditions of Theorem 4.1 are satisfied with a symmetric matrix C , i.e., with π = 1,
then, for all x ∈ H , x = C(x, 0) = C(0, x) = −x . Thus, every nonidentity element of the group
(H ,+) is of order 2. This implies that this group is an elementary abelian group and its order is
a power of 2. Therefore, we obtain the following case of the Prime Power Conjecture.
Theorem 4.2. Let Π be a finite (c, A)- and (c′, A′)-transitive projective plane with c ∈ A,
c′ ∈ A and A′ = cc′. Let H be the group of all (c, A)-homologies of Π and let C be the core
of a GC(H ; 1) corresponding to an H -coordinatization of Π . If the matrix C is symmetric, then
the group of all (c′, A′)-elations is elementary abelian, and therefore, the order of Π is a power
of 2.
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Theorem 2.3 immediately implies the following result.
Corollary 4.3. Let Π be a finite (c, A)- and (c′, A′)-transitive projective plane with c ∈ A,
c′ ∈ A and A′ = cc′. If the order of Π is even and the group of all (c, A)-homologies is abelian,
then the group of all (c′, A′)-elations is elementary abelian, and therefore, the order of Π is a
power of 2.
Remark 4.4. This result was first obtained by Ganley [4]. However, his proof and later proofs by
Pott [16] and by Jungnickel and de Resmini [9] require both the group of all (c, A)-homologies
and the group of all (c′, A′)-elations to be abelian.
5. Finite projective planes of Lenz–Barlotti class at least I.3
A projective plane Π is in the Lenz–Barlotti class I.3 if F(Π ) = {(c, A), (c′, A′)} with
c ∈ A′ \ A and c′ ∈ A \ A′. No example of a finite projective plane in this class is known. If the
set F(Π ) contains the above pairs (c, A) and (c′, A′), we will say that Π is in the Lenz–Barlotti
class at least I.3. If this is the case, we will assume that c = (0), c′ = (0, 0), A = [0], and
A′ = [∞]. For the detailed investigation of these planes, we refer to Ghinelli and Jungnickel [5].
The next theorem characterizes finite projective planes of this class in terms of GC-matrices.
Theorem 5.1. Let Π be a finite ((0), [0])-transitive projective plane and let H be the group of all
((0), [0])-homologies. Let C be the core of a GC(H ; 1) corresponding to an H -coordinatization
of Π . Then the following statements are equivalent:
(i) the plane Π is ((0, 0), [∞])-transitive;
(ii) for all a, x, y ∈ H, C(ax, ay) = aC(x, y).
If these conditions are satisfied, then the group of all ((0, 0), [∞])-homologies of Π is
isomorphic to H .
Proof. (i) ⇒ (ii). Let Π be ((0, 0), [∞])-transitive and let H ′ be the group of all ((0, 0), [∞])-
homologies. Define a map a → σa from H to H ′ where σa is the unique element of H ′ such
that σa(1, 0) = (a, 0). Since both H and H ′ are sharply transitive on the set [0, 0] \ {(0), (0, 0)},
this map is well-defined and is a bijection. We will show that it is in fact an isomorphism. Let
a ∈ H . Since σa is a ((0, 0), [∞])-homology, we have σa(x) = (x) and σa[x, 0] = [x, 0]
for all x ∈ H . We also have σa(∞) = (∞) and σa[∞] = [∞]. We further have σa[1] =
σa((∞)(1, 0)) = (∞)(a, 0) = [a]. For y ∈ H , (8) implies that (1, y) ∈ [y, 0]. Therefore,
σa(1, y) = σa([1][y, 0]) = [a][y, 0] = (a, t), for some t ∈ H . Since (a, t) ∈ [y, 0], (8)
implies that t = C(t, 0) = ay, so σa(1, y) = (a, ay). Now σa[0, y] = σa((0)(1, y)) =
(0)(a, ay) = [0, ay]. Therefore, σa(0, y) = σa([0][0, y]) = [0][0, ay] = (0, ay). Thus, for
any a, b ∈ H , σaσb(0, 1) = σa(0, b) = (0, ab) = σab(0, 1). Therefore, the bijection a → σa is
an isomorphism from H to H ′.
We further have σa(y, y) = σa([0, y][1, 0]) = [0, ay][1, 0] = (ay, ay). Therefore, σa[y] =
σa((∞)(y, y)) = (∞)(ay, ay) = [ay] and then σa(x, y) = σa([x][0, y]) = [ax][0, ay] =
(ax, ay).
For u ∈ H and y ∈ H ,
[u, y] = {(C(x, y)u−1, x): x ∈ H } ∪ {(u)},
[u, ay] = {(C(z, ay)u−1, z): z ∈ H} ∪ {(u)},
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and
σa[u, y] = {(aC(x, y)u−1, ax): x ∈ H } ∪ {(u)}.
Since σa[u, y] = σa((u)(0, y)) = (u)(0, ay) = [u, ay], we obtain that C(ax, ay)u−1 =
aC(x, y)u−1, and therefore C(ax, ay) = aC(x, y).
(ii) ⇒ (i). Suppose C(ax, ay) = aC(x, y) for all a, x, y ∈ H . For each a ∈ H define a
permutation σa of the point set ofΠ as follows: σa(∞) = (∞) and, for all x, y ∈ H , σa(x) = (x)
and σa(x, y) = (ax, ay). Then σa[∞] = [∞], σa[x] = [ax], and σa[0, y] = [0, ay]. Let u ∈ H
and v ∈ H . Then (4) implies:
σa[u, v] = {(aC(y, v)u−1, ay): y ∈ H} ∪ {(u)}
= {(C(ay, av)u−1, ay): y ∈ H} ∪ {(u)} = [u, av].
Thus, σa is a ((0, 0), [∞])-homology of Π . For a, b ∈ H , σaσb = σab, and therefore, the
set H ′ = {σa: a ∈ H } is a group of ((0, 0), [∞])-homologies isomorphic to H . Hence, Π is
((0, 0), [∞])-invariant. 
The proof of the next theorem is similar.
Theorem 5.2. LetΠ be a finite ((0), [0])-transitive projective plane and let H be the group of all
((0), [0])-homologies. Let C be the core of a GC(H ; 1) corresponding to an H -coordinatization
of Π . Then the following statements are equivalent:
(i) the plane Π is ((∞), [0, 0])-transitive;
(ii) For all a, x, y ∈ H, C(xa, ya) = C(x, y)a.
If these conditions are satisfied, then the group of all ((∞), [0, 0])-homologies of Π is
isomorphic to H .
A projective plane Π is in the Lenz–Barlotti class I.4 if F(Π ) = {(a, A), (b, B), (c, C)}
where a, b, and c are noncollinear points, A = bc, B = ca, and C = ab. No example of a finite
projective plane in this class is known. If the set F(Π ) contains the above pairs, we will say that
Π is in the Lenz–Barlotti class at least I.4. If this is the case, we will assume that a = (∞),
b = (0, 0), and c = (0), and then A = [0, 0], B = [∞], and C = [0]. Theorems 5.1 and 5.2
allow us to obtain a characterization of finite projective planes of the Lenz–Barlotti class at least
I.4 in terms of the group H of ((0), [0])-homologies.
Theorem 5.3. LetΠ be a finite ((0), [0])-transitive projective plane and let H be the group of all
((0), [0])-homologies. Let C be the core of a GC(H ; 1) corresponding to an H -coordinatization
of Π . Then the following statements are equivalent:
(i) the plane Π is ((0, 0), [∞])- and ((∞), [0, 0])-transitive;
(ii) For all a, x, y ∈ H, C(ax, ay) = aC(x, y) and C(xa, ya) = C(x, y)a.
Remark 5.4. Kantor and Pankin [10] showed that the group H of the above theorem is abelian.
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