Abstract-Power-and bandwidth-efficient differentially encoded transmission over slowly time-varying fading channels with noncoherent reception and without channel state information is considered. For high bandwidth efficiencies, combined phase and amplitude modulation is used. For increased power efficiency, channel coding and multiple-symbol differential detection are applied, i.e., interleaving and detection are based on blocks of 2 consecutive symbols. The presented concepts are directly applicable to transmission over flat fading channels. However, concentrating on the situation of frequency-selective channels, we consider their application to multicarrier transmission using orthogonal frequency-division multiplexing (OFDM). When coding across subcarriers, OFDM transforms the actual frequency-selective channel into a slowly time-varying frequency-nonselective fading channel. This paper presents a design for multilevel coding schemes to approach theoretical limits for power-and bandwidth-efficient noncoherent transmission over the equivalent fading channel. It is shown that bit-interleaved coded modulation, which relies on Gray labeling, is competitive only in the case of conventional differential detection with = 2. The theoretic considerations are well approved by simulation results, where turbo codes are applied as component codes.
I. INTRODUCTION
I N MANY transmission scenarios, e.g., for wireless communications, transmission systems have to cope with timevarying frequency-selective channels due to multipath propagation. If, as usual, the channel is slowly time-varying compared to the transmitted symbol time, multicarrier modulation, which is often denoted as orthogonal frequency-division multiplexing (OFDM) [1] , [2] , is an attractive transmission technique. By use of OFDM, the actual dispersive channel is partitioned into frequency-non-selective narrow-band channels, the so-called tones or subcarriers. If channel state information is not available at the transmitter, error correction coding is favorably performed across these tones to provide diversity in frequency direction. Then, the transmission channel is represented by a slowly time-varying frequency-nonselective fading channel, where the current channel state is given by the respective value of the transfer function of the underlying channel. Publisher Item Identifier S 0018-9545(01)06047-9.
Since reliable estimation of channel state information (CSI) is often not practical, noncoherent detection at the receiver is advantageous. To avoid the problem of phase ambiguity in noncoherent receivers, classical differential phase-shift keying (DPSK) is performed at the transmitter. On the one hand, in state-of-the-art noncoherent receivers, the decision variables are based on several received symbols within an observation interval of symbols in order to take the dependences among the received symbols into account (see, e.g., [3] - [7] ). On the other hand, for increased reliability, channel coding is required. Here, interleaving of decision variables is necessary in order to mitigate the effects of fading [8] . Both requirements can be met by performing multiple-symbol differential detection (MSDD), where blocks of received symbols are independently evaluated to provide decision variables on 1 information symbols [3] , [9] - [11] . Thereby, the blocks overlap by one symbol. Moreover, if transmission with high bandwidth efficiency is desired, the straightforward extension of differential phase encoding is to transmit the information both in phase and in amplitude changes, which is known as differential amplitude and phase-shift keying (DAPSK), e.g., [12] and [13] .
In this paper, coded modulation schemes employing differential encoding of APSK constellations across the OFDM subchannels and MSDD reception without CSI for transmission over time-varying frequency-selective channels are discussed. We focus on the application of multilevel coding (MLC) [14] , [15] and bit-interleaved coded modulation (BICM) [16] , [17] as competing coded modulation techniques. In particular, the design of MLC and the issue of Gray labeling, which BICM relies on, are treated in detail. Based on information theoretic arguments and by means of simulations, we show that BICM is not well suited for differentially encoded transmission and MSDD, whereas properly designed MLC schemes make powerand bandwidth-efficient digital transmission close to theoretical limits possible. As we employ turbo codes [18] as component codes, and we aim at approaching the ultimate limits as closely as possible, channel capacity is considered as reference for performance evaluation.
This paper is organized as follows: In Section II, the system model is presented and the associated capacity is calculated. In Section III the coded modulation schemes are given. The design of MLC according to the capacity rule and the achievable transmission rates when applying MLC and BICM are shown in Section IV for examples most relevant in practice. Simulation results also presented in Section IV are in great accordance 0018-9545/01$10.00 © 2001 IEEE Fig. 1 . Discrete-time system model for OFDM transmission with differential encoding and the resulting equivalent fading channel and vector channel. P/S: parallel-to-serial conversion; S/P: serial-to-parallel conversion.
with the effects predicted from information theory. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL AND CAPACITY
The discrete-time system model applied throughout the paper is sketched in Fig. 1 . The channel and all signals are given in the equivalent low-pass domain, i.e., all quantities are complexvalued (see, e.g., [19] ).
A. Fading Channel Model of OFDM
We consider the situation where a number of distinctively delayed and attenuated versions of the transmitted signal are seen at the receiver side, which is typical for many applications, e.g., in wireless and powerline communications. Furthermore, we assume the communication channel to be time-varying but (almost) static over a period of one OFDM symbol. Then, this multipath transmission can be represented by a discrete-time channel impulse response , , of finite length 1. The coefficients are mutually independent zero-mean complex Gaussian distributed random variables with variances according to a given channel power-delay profile. This model is often used for realistic scenarios (see, e.g., [20] ).
Multicarrier transmission using OFDM has attracted a lot of attention because of its ability to combat effectively the problems with multipath propagation (see, e.g., [21] ). The transmitted symbols are denoted by ( : discrete-time index of the actual channel). In OFDM, each block of symbols is prefixed with the last samples, the so-called guard interval [2] , of the same block at the transmitter, and out of received symbols are further processed at the receiver. Thereby, if the length of the guard interval is chosen such that , the linear convolution of transmitted signal and channel impulse response is converted into a cyclic convolution. Subsequently, we always assume that holds. The inverse discrete Fourier transform (IDFT)/DFT pair of OFDM resolves this cyclic convolution such that the transmission between the IDFT input and the DFT output is performed in parallel independent subchannels. For coding across these subchannels, a frequency-nonselective (flat) fading channel between and (see Fig. 1 ;
: discrete-time index of the equivalent fading channel) with complex fading gains equal to samples of the underlying channel transfer function is obtained (1) where denotes independent additive white Gaussian noise (AWGN) with variance .
By virtue of the DFT, the fading gains are correlated zero-mean complex Gaussian random variables. For differential encoding and noncoherent reception as described in Section II-B, the correlation of fading samples corresponding to subchannels of one OFDM symbol has to be considered. The autocorrelation function is given by the DFT of the power-delay profile ( denotes expectation with respect to , denotes the random variable corresponding to ) 1
Given a particular communication environment, the values of , , and can be quantified and introduced in (2) (see, e.g., [22] and [23] ). Here, we focus on the discussion of coded modulation applied to noncoherent OFDM transmission in general. Consequently, the relation of the transmission parameters is specified rather than their actual quantities. In particular, we assume the channel length to be significantly shorter than the DFT size -i.e., adjacent OFDM subchannels, and thus consecutive channel gains, are highly correlated [see (2) ]. More specifically, as a very simple model of correlation, we expect the channel state to be constant over a block of consecutive symbols. This block fading model is convenient for the discussion of modulation and coding applied to noncoherent OFDM, since the number of adjustable parameters is limited. Of course, the incorporation of other correlation models is also possible.
B. Differential Encoding and MSDD
In order not to require knowledge on the actual channel state, we employ differential encoding across the OFDM subchannels at the transmitter and MSDD at the receiver. Hence, information is represented in the transitions between consecutive fading channel input symbols rather than in the symbols themselves (see, e.g., [1] , [24] , and [3] ).
Moreover, if high bandwidth efficiency ( 2 bit/s/Hz) is required, it is advantageous not to solely modulate the phase but also represent information in the amplitude of the transmitted signal. Signal constellations for the transmitted signal suited for differential encoding are presented in [25] . These constellations consist of points arranged in distinct concentric rings with radii taken from , and uniformly spaced phases. To avoid ambiguities, we denote these constellations by A PSK. As usual for DPSK, we restrict the "differential symbols" to be taken from the same signal set as the transmit signal, i.e.,
. Then, a simple formulation for the differential encoding results. Given and , the encoder outputs
Here, and are the index sequences of the radii and , are the respective index sequences of the phases. Since we assume the fading channel to be (almost) constant for symbols, and additional information about the fading statistics is generally not available, it is reasonable to base the metric computation on the observation of consecutively received symbols. In MSDD, symbols are grouped and composed into vectors ( : vector symbol time index) , which are overlapping by one symbol (see [11, Fig. 3] ). To enable standard coding techniques and to combat the effects of fading, sufficient deinterleaving of is performed. Of course, at the transmitter side interleaving of vector symbols is necessary, where the vector corresponds to . The respective noninterleaved versions of the vector symbols are denoted by and (see Fig. 1 ), where . With respect to the underlying OFDM transmission, interleaving is basically performed in the frequency domain (across subchannels). For further increase of diversity, i.e., to accomplish sufficient decorrelation of the decoder input, time-domain interleaving, frequency hopping, and/or the use multiple transmitter/receiver antennas might be applied (see [21] and [26] and references therein).
C. Vector Channel and Capacity
By the application of OFDM and differential encoding with MSDD, a vector channel between and is obtained (see Fig. 1 ), which due to the interleaving can be regarded to be memoryless. For an optimum metric calculation in the decoder, the complex -dimensional probability density function (pdf) of for given is required, which is independent of the index . Defining the -dimensional vector of transmitted symbols corresponding to the received vector , is obtained by averaging over all possible reference symbols (4) where for flat Rayleigh fading with unit variance, the pdf reads [27] ( 5) It is noteworthy that the case of PSK constellations does not depend on , and thus averaging in (4) can be omitted.
The metric computation based on and the implementation of encoder and mapper are discussed in detail in Section III. Here, we use to give an upper bound for the performance applying powerful channel coding in the system of Fig. 1 .
We consider the capacity of the memoryless vector channel with discrete input and continuous complex-valued output. The average mutual information , measured in bits per vector symbol, is obtained by [28] ( 6) where is the average pdf of the channel output. It is well known that for capacity calculation, an optimization over all free parameters has to be performed. On the one hand, the ring ratios , of the APSK constellation have to be chosen. On the other hand, the probabilities of the rings have to be regarded. Due to the rotational invariance of APSK constellations, uniformly distributed phases are optimal. Because of averaging for differential encoding of the amplitudes, uniformly distributed amplitudes result regardless of the probabilities of the differential signal points . For these reasons, we fix the symbols to be uniformly, independently, and identically distributed, maximizing the throughput of the channel.
It should be noted that uniformly distributed APSK constellations already exhibit some kind of signal shaping. Since inner points are closer to each other than points at the perimeter of the constellation, a nonuniform density is present. Hence, by selecting and optimizing the ring ratio, this density can be adjusted. Note that this procedure is comparable to the way of approaching AWGN channel capacity in [29] and has similarities with warping [30] , where regularly spaced signal constellations are nonlinearly distorted.
Consequently, we will use the term "capacity" for the mutual information given the uniformly distributed constellation and normalized with respect to the number 1 of differential symbols (7) Clearly, if the time variance of the Rayleigh-fading channel (coherence bandwidth of the actual channel) allows a longer observation interval , increases. If approaches infinity, the channel is static (the actual channel is frequency nonselective) and thus its state can be exactly estimated, e.g., by means of pilot symbols. Hence, converges to the capacity for the case of perfect CSI and coherent reception, which upper bounds (see, e.g., [31] and [6] ).
III. CODED MODULATION
This section shows the application of MLC [14] , [15] and BICM [16] , [17] as powerful coded modulation schemes for transmission over the vector channel described in the previous section. Here, we restrict the discussion to binary component codes. As symbols are comprised in the vector, 2 and each component is taken from an -ary set, binary symbols are required to address . Thus, from vectors of binary symbols , , the mapping generates vectors of differential symbols, i.e., labeling is done with respect to amplitude and phase changes.
A. Multilevel Coding/Multistage Decoding
The capacity of a modulation scheme can be achieved by multilevel encoding and MSD if and only if the individual rates of the component codes are properly chosen (see, e.g., [32] , [15] , and [33] ). Applying this procedure to the present vector fading channel, we arrive at a scheme, optimal in the sense of information theory.
Since the mapping is bijective and using the mutual information chain rule [28] , we can rewrite (7) as ( denotes the random variable corresponding to ) (8) with (9) Transmission of vectors of binary digits , over the physical channel is separated into the parallel transmission of individual digits over equivalent channels with capacity , provided that are known (see [14] and [15] ). In MLC, the digits , result from independent encoding of the data symbols; see Fig. 2(a) .
According to [15] , [32] , and [33] , we chose the individual rates to be equal to the capacities of the equivalent channels: (capacity rule). Noteworthy, this procedure is optimum for capacity approaching codes [15] . For short to medium code lengths, other design rules, e.g., based on error exponent or on the error rate of the individual levels, are imaginable. Thereby, heuristically, also the error propagation from level to level can 2 In this section, time indexes are omitted for clarity. be taken into account. We emphasize that "classical" design parameters such as minimum squared Euclidean distance, minimum Hamming distance, or product distance are not regarded.
From the chain rule of information theory, it follows that the component codes can be successively decoded by the corresponding decoders starting at level 0. At stage , the decoder processes not only the received signal but also decisions of previous decoding stages . Regarding (4), and taking into account that all differential symbols are equally likely, the metric for maximum-likelihood (ML) decoding of code at level is derived from the pdf (10) Thereby, estimates , of the binary symbols at previous decoding stages are known and the set comprises all differential symbols , which represent the given binary symbols through and
Additionally, regarding , e.g., the log-likelihood ratio for at level , reads (12) In [15] , it is shown that MLC can approach capacity with any labeling. For finite code length and coherent reception on the AWGN channel Ungerböck labeling [34] has some advantage. Thus, also here we use Ungerböck labeling in combination with MLC. Optimally, in combination with multiple symbol differential detection, a multidimensional set partitioning should be performed. Because up to now no optimal partitioning for the present situation is known, we partition the two-dimensional constituent constellation and simply take the Cartesian product (separation of the transitions). In terms of capacity, this is still an optimal approach; for finite code length, we conjecture that no significant differences are noticeable.
B. Bit-Interleaved Coded Modulation
In BICM, only one binary code in combination with bit-interleaving is applied, and encoded bits are grouped to select the current symbol; see Fig. 2(b) . At the decoder, the dependences between address bits of one vector symbol are neglected. Hence (13) is the usable capacity at level .
The metric for the th address bit for ML decoding is calculated similar as above. Here, because no preselection is done, the sets have to be replaced by (14) and the respective pdf for deriving the decoding metrics reads (15) Whereas MLC/MSD approaches capacity , and thus its performance for is bounded by , for BICM, based on the metric expression (15), another upper bound can be found. For symbol-interleaved -ary DPSK over the noncoherent AWGN channel, it is shown in [35] that MSDD with observation interval cannot outperform the ML detector using only two consecutive symbols, but with the initial phase given with ambiguity of 2 (differentially coherent DPSK with ). The derivation in [35] gives immediately the upper bound for our situation (16) where , since consists of two consecutively received symbols only.
For several applications it has been shown [16] , [17] that BICM suffers only a marginal capacity loss compared to MLC, provided Gray labeling is applied. On the one hand, in practice, the advantage of BICM is its simple implementation, i.e., only one binary code is required compared to , in general different, codes in MLC. On the other hand, BICM strongly relies on Gray labeling.
A mapping of binary address vectors to symbols in the signal space is Gray labeled if the most likely error events result in the wrong decision of only a single binary digit. A suitable criterion is the pairwise error probability PEP . The (differential) signal point will be denoted as nearest neighbor of if and only if PEP PEP . For DPSK and Rayleigh fading, the pairwise error probabilities are evaluated in [11] . From the results therein, it is apparent that the maximum of PEP corresponds to the minimum of the noncoherent distance [36] (see also [37] and [38] ) (17) where is related to via differential encoding. In the Appendix, we prove that a DPSK constellation can be Gray labeled if and only if . The maximum number of pairs of nearest neighbors is Gray labeled when quasi-Gray labeling (see the Appendix) based on the Euclidean distance of the signal points is employed. Though quasi-Gray labeling is the best possible solution, the number of exceptions to Gray labeling with respect to noncoherent distance is given by if if (18) i.e., increases exponentially with . For DAPSK, numerical evaluations show that for the usual values of ring ratios , both phase and amplitude transitions must be considered in order to identify the nearest neighbors. A similar and independent behavior for nearest neighbors in amplitude and phase can be observed. Since the subset of nearest neighbors corresponding only to phase transitions coincides with the set of nearest neighbors of a DPSK constellation, we conclude that no Gray labeling is possible when . We conjecture that the best practical solution is to separate the mapping and apply (quasi-)Gray labeling for the amplitude bits and quasi-Gray labeling for the phase bits.
IV. RESULTS

A. Capacity and Rate Design
In this section, the code design rules and the associated channel capacity for transmission over a frequency-selective channel when applying OFDM and differential encoding across the subchannels are presented. For it, (7), (9) , and (13) using the pdfs from (4), (10) , and (15), respectively, are numerically evaluated. In all examples for MLC with MSD, Ungerböck labeling (UL) is employed, whereas BICM implies the use of (quasi-)Gray labeling (GL).
1) Differential Phase Modulation:
First, we consider 8-ary differential PSK (D8PSK). In Fig. 3 , the overall capacity and the capacities of the equivalent channels are sketched over ( : average receive energy per symbol neglecting the cyclic prefix, : one-sided noise power spectral density). For the solid lines, MLC and are assumed. The address bits of the differential symbols are first sorted according to the significance and then according to the position of the component within . Thus, the order of the bits, from the least significant to the most significant, is bit 0 of the label of the first transition, bit 0 of the label of the second transition, bit 1 of the label of the first transition, and so on. Following the ca- pacity rule, an example for the rate design of the component codes is given (dashed line). The target rate 1.5 bit/(channel use) divides optimally into the individual rates , with . To compare MLC and BICM, the capacity of BICM ( ) is also displayed in Fig. 3 (dash-dotted line) . Apparently, there is a loss of about 1 dB in capacity compared to MLC.
A similar procedure for (without figure) results in the rate design with for the three levels of MLC. In BICM, for the same transmission rate, always a single code with rate 1/2 has to be used.
The influence of the block size of MSDD, for which the equivalent flat Rayleigh-fading channel is assumed to be constant, on the normalized capacity is illustrated in Fig. 4 . Additionally, as references, the capacity for coherent reception with perfect CSI and the bound for BICM capacity are shown. As expected (see Section II-C), with enlarging the capacity increases. But the convergence of to as goes to infinity is rather slow. Remarkably, the capacity of BICM for is almost the same as for . This is caused by the fact that for , no real Gray labeling exists. Correspondingly, the values of indicate that the improvement possible with MSDD compared to conventional differential detection is rather limited (see [35] ). Thus, for a given , we expect differentially encoded transmission using BICM with quasi-Gray labeling to be inferior to MLC.
2) Differential Amplitude/Phase Modulation: Second, we consider differential transmission schemes that modulate phase and amplitude. We restrict ourselves to D2A8PSK, consisting of two concentric rings with eight signal points each and a ring ratio , which was found to be advantageous for the Rayleigh-fading channel in [39] . For , in Fig. 5 the overall capacity and the capacities of the equivalent channels are sketched over . An example for the optimal rate design of the component codes of MLC is given (dashed line). For the target rate 2.5 bit/(channel use), the rates of the eight equivalent channels are given by (level 6 and 7: amplitude transitions). The capacity curve of BICM ( ), which is also plotted in Fig. 5 (dash-dotted line), indicates a loss in power efficiency of about 1 dB compared to MLC. For (without figure) , the rate design is obtained by (level 3: amplitude transition). In BICM, in each case, a single rate-5/8 code has to be applied.
The effect of an increased observation interval on the capacity is shown in Fig. 6 . Like for D8PSK, the convergence of the normalized capacity of MLC to the capacity can be observed for increasing . Again, for BICM, the gains are negligible or at least very small, and the improvement over is bounded to about 1 dB.
B. Simulation Results
As already noted in Section II, we do not focus on a particular OFDM system but aim at a general discussion on coded modulation for noncoherent OFDM. Therefore, system parameters are only specified qualitatively. We assume the coherence time of the frequency-selective channel to be on the order of at least one OFDM symbol. The channel coherence bandwidth and the spacing of OFDM subchannels are such that the channel state of the equivalent frequency-nonselective fading channel can be expected to be constant over a block of consecutive symbols. For example, regarding typical digital broadcasting systems for mobile receivers (see [21] , [40] , and [41] ), these conditions are satisfied. Furthermore, by means of interleaving and further diversity techniques [21] , [26] , the decoder input is sufficiently decorrelated. For these reasons, in the simulations the overall OFDM transmission system is replaced by simply regarding the transmission over the equivalent vector channel.
To assess the performance of the proposed coded modulation schemes, numerical simulations using 8PSK and 2A8PSK constellations are performed. MLC in combination with Ungerböck's (natural) labeling and MSD is compared to BICM using (quasi-)Graylabeling.Ineachcase,turbocodes [18] (parallelconcatenated convolutional codes with 16 states each) are employed as component codes. Rate is adjusted by symmetric puncturing of parity symbols (see [42] ). The systematical decoder concept according to [42] is used. For decoding of component codes, maximum a posteriori symbol-by-symbol estimation according to [43] is applied. The noncoherent decoding metrics are based on (10) and (15), respectively, and (12) . The interleavers of the turbo codes are randomly generated, i.e., no optimization has been performed. This leads to some flattening of the error curve at moderate to low error rates (error floor). The decoders perform Left-hand side: respective rate-distortion capacity limits. six iterations. For a fair comparison, the code length of the binary (component) codes is chosen such that the overall delay is equal for all strategies.
1) Differential Phase Modulation: First, we consider D8PSK over Rayleigh-fading channel. We fix the target rate to 1.5 bits/symbol, which provides the required redundancy per complex dimension for Rayleigh fading (see [44] ).
In Fig. 7 , D8PSK using MLC and BICM is compared for a fixed channel delay of 6000 transmitted symbols. For , the corresponding lengths of the three binary codes are 6000 for MLC and 18 000 for the single code of BICM, respectively. With , the lengths of the six binary codes are 3000 for MLC and still 18 000 for BICM, respectively. The rates of the components turbo codes are designed according to capacity of the individual levels (see Section IV-A1).
As reference, using the numerical results from Section IV-A, the capacity limits taking the finite error rate into account (rate-distortion capacities) 3 for MLC and BICM are shown. In the case of and for low (bit error rates above : average received energy per information bit neglecting the cyclic prefix) MLC outperforms BICM. Only for large (very low error rates) does BICM turn out to be superior, because it takes advantage of the greater blocklength. Here, the error floor of the turbo codes is much lower than for the shorter codes used in MLC.
For , despite the shorter codes, a clear superiority of MLC over BICM is visible, as predicted from the capacity gap in Fig. 4 . This is due to the fact that for and DPSK, no exact Gray labeling is possible. But Gray mapping is the key point in BICM.
Noteworthy, an increase of the admissible data delay is extremely rewarding in the case of MLC, where only rather short component codes can be applied. Moreover, the error floor is lowered considerably. For BICM, an increase in data delay is almost ineffective because of the already very large code length.
2) Differential Amplitude/Phase Modulation: Next, D2A8PSK over Rayleigh-fading channel is discussed. The ring ratio is chosen equal to 2.0 and a target rate of 2.5 bits/symbol is desired. For labeling, the most significant bit is assigned to the amplitude transition. The results in Fig. 8 refer to a channel delay equal to 6000 transmit symbols.
In the case of , the code length of the binary (component) codes is 6000 for MLC and 24 000 for BICM, respectively. For , the lengths of the binary codes are 3000 for MLC and 24 000 for BICM, respectively. Again, in MLC, rate design according to capacity is applied (see Section IV-A2).
Only for is BICM superior compared to MLC. In the case where , despite the much shorter block length, MLC clearly outperforms BICM. Again, this is due to BICM's relying on Gray labeling, which does not exist for D(A)PSK and . In some applications, the shorter block length in the MLC scheme is advantageous with respect to complexity.
To summarize, the simulation results appear to be in great accordance with the results predicted from information theory shown in Section IV-A. As already accepted for coherent communication, the capacity rule again turns out to be an appropriate criterion for the choice of the component codes in noncoherent MLC schemes.
In combination with OFDM using differential encoding, both MLC and BICM prove to be very effective methods to transfer the power efficiency of turbo codes into bandwidth-efficient noncoherent transmission schemes over frequency-selective channels. For moderate transmission delays and BERs around 10 , a signal-to-noise ratio gap between 1.4 and 1.8 dB to capacity limit results. For fixed short-to-medium transmission delays, when , BICM is slightly superior to MLC, because it employs binary codes of larger lengths. In turn, MLC is indispensable to exploit the potential of multiple-symbol 3 Let U ;Û ; 1 i k, be the binary source symbols and estimated symbols, respectively, with bit error rate. We consider an (n; k) binary block code of rate R = k=n and a channel with capacity C . Then, regarding the data processing theorem, the expansion of mutual information, and Fano's inequality, we have n 1 C k 1 I (U ;Û ) = k 1 (1 0 H (U jÛ)) k 1 (1 0 H (BER)), where H denotes entropy and H (p) = 0plog (p) 0 (1 0 p) log (1 0 p) is the binary entropy function. Hence, C R 1 ( 1 0 H (BER) ). Substituting inequality with equality gives the desired relationship between C and BER. differential detection. For , BICM seems to be inappropriate because it is strongly tied to Gray labeling, which does not exist for D(A)PSK and .
V. CONCLUSION
In this paper, the application of coded modulation for OFDM transmission over slowly time-varying frequency-selective channels is considered. Assuming OFDM combined with diversity and interleaving, the actual transmission channel is transformed into a stationary, slowly time-varying, flat Rayleigh-fading channel. In order not to require channel information at the receiver side, differential encoding across OFDM subchannels and multiple-symbol differential detection is performed. Block interleaving is used as an appropriate means to combat the effects of faded tones.
Multilevel coding and bit-interleaved coded modulation are applied as potential coded modulation techniques for the current situation. For the case of MLC and MSD, the capacity rule, already well established for coherent transmission over the AWGN channel [15] , is again verified. Results obtained with a proper design of the component code rates for 8PSK and 2A8PSK constellations are presented. By these MLC/MSD schemes, the associated channel capacities can be approached.
Unfortunately, the simple BICM undergoes a significant shortcoming compared to multilevel coding when the time-variance of the fading channel allows multiple-symbol differential detection with , because no Gray labeling exists. For such situations, more complex iterative decoding of BICM with MSDD, as proposed in, e.g., [45] and [46] (see also [47] ), or other iterative decoding structures that allow for interleaving, e.g., [48] - [51] , might be advantageous. There, regarding error correction coding and modulation as a serially concatenated coding scheme, BICM does not require Gray labeling.
The theoretical results derived from information theory are confirmed by means of numerical simulations for D8PSK and D2A8PSK.
We believe that the use of MLC and MSDD in combination with OFDM and differential encoding across OFDM subchannels is an attractive method for bandwidth-efficient transmission over frequency-selective channels.
APPENDIX PROOF OF THEOREM 1
We show that for DPSK and MSDD, Gray labeling exists if and only if . For it, it is convenient to introduce the equivalent data vector with components obtained from the original data vector by (19) Clearly, there is a bijective relation between and , and its components stem from the same PSK constellation. 4 Therefore, it is sufficient to consider and the noncoherent distance (20) 4 If binary information is directly mapped onto a a a , instead of usual "accumulated" differential encoding, "parallel" encoding is performed. Furthermore, since is invariant under component-wise simultaneous rotations of the vectors and , we can restrict to the vector as reference.
It is easy to verify that the list of the nearest neighbors is constituted by 1) all the permutations of the components of and 2) the point , together with their complex conjugates if . The points of the first kind are all thenearestneighborswithrespecttotheEuclideandistance,while the further points arise from differential encoding and are present only when . Hence,if ,the usual Euclidean-distance Gray labeling is also a differential Gray labeling.
If , let us define the differential vectors with and , such that all the components of are equal to , with the exception of subsequent components, starting from index and ending at index . All these components are set to . Obviously, this definition implies that be . It is clear that , is a nearest neighbor for and with respect to both the Euclidean and the noncoherent distance. Moreover, is also a nearest neighbor for according to the noncoherent distance only.
These relations can be graphically displayed. Each differential vector will be represented as a point, and each pair of points will be connected with a branch if and only if the corresponding vectors are nearest neighbors. Such a graph will be called an adjacency diagram. In Fig. 9 , we illustrate the corresponding adjacency diagram for the case of . Let us suppose, without any restriction, that corresponds to the all-zero label and that the binary label of has a unique "1" in position . In order to fulfill the requirements of Gray labeling, the label of each point , is constrained by the labels of and to have only bits 1 in the positions from to . Specifically, the label of must have 1 bits 1. From a comparison with the label of its nearest neighbor , it is clear that a Gray labeling is not obtained.
As a consequence, we have to renounce to Gray label at least one pair of nearest neighbors in this fragment of the adjacency diagram; the most obvious (but not the only possible) choice is to exclude the pair . If we repeat such a consideration for any possible choice of the point and we neglect all the pairs of vectors that are nearest neighbors only with respect to the noncoherent distance, we can maximize the number of Gray-labeled pairs employing the usual Gray labeling based solely on the Euclidean distance. We denote this strategy as quasi-Gray labeling.
