We consider functional sliced inverse regression (FSIR) when the functional indices are assumed to be elements of a reproducing kernel Hilbert space. This work is motivated by the corresponding study in functional linear regression (FLR) in Cai and Yuan (2012), where a penalty involving the RKHS norm is used.
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Introduction: functional sliced inverse regression and functional linear regression
Dimension reduction for regression aims at reducing the dimension of a multivariate predictor X while preserving its predictive capability on a realvalued response Y 1991; Cook and Weisberg; 1991; Zhu and Fang; 1996; Cook and Lee; Yin and Cook; 2002; Cook and Ni; . This class of approaches has been extended to the area of functional data analysis about which this article is concerned.
In the functional regression problem, let X be a square integrable random process indexed by t ∈ [0, 1] which is denoted simply by X ∈ L 2 [0, 1], and let Y be a scalar random response. As always assumed in the functional linear regression (FLR) literature Cai and Hall; Hall and Horowitz; , we assume E X 4 < ∞ where X = ( 1 0 X 2 ) 1/2 is the L 2 norm of X. Without loss of generality, we also assume the predictor is centered with EX = 0. Functional dimension reduction seeks a set of square integrable functions, denoted by β 1 , . . . , β M , such that Y depends on X only through the M inner products β 1 , X , . . . , β M , X , where the inner product f, g = 1 0
f g for f, g ∈ L 2 [0, 1]. Mathematically, this can be formulated as Y ⊥X|( β 1 , X , . . . , β M , X ).
That is, Y is independent of X given the M indices β 1 , X , . . . , β M , X ,
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which means all information about Y in the process X is contained in the M -dimensional vector. Another way to formulate the problem is to pose it as a semiparametric regression problem Y = g( β 1 , X , . . . , β M , X , ), where g is an unknown nonparametric link function and represents the noise in the regression problem. The M -dimensional subspace spanned by β 1 , . . . , β M (assuming they are linearly independent) is called the sufficient dimension reduction (sdr) space and denoted by S Y |X . The main objective is to estimate this space (instead of each specific direction which is unidentifiable in general). Note that the model above is very similar to the multiple index model. The difference is mainly that the former is more general while the latter imposes the more concrete additive error structure with Y = g( β 1 , X , . . . , β M , X ) + . For example, in the model assumed for sufficient dimension reduction, the indices can affect both the mean and the variance. The multiple-index models are often estimated via more traditional approaches including kernels or series estimation, while sliced inverse regression only uses simple moment estimators. Sliced inverse regression (SIR), being the most commonly used dimension reduction estimator, has been extended to functional data 2003; Li and Hsing; 2015) .
The most popular method to obtain an estimator for either functional SIR (FSIR) or FLR is to use functional principal component analysis (F-PCA) which we now explain in this introduction. By Mercer's theorem, the covariance operator of the random process X, Γ = E[X ⊗ X], can be expressed as
where λ 1 ≥ λ 2 ≥ · · · ≥ 0 are the eigenvalues and ϕ j ∈ L 2 [0, 1], j = 1, 2, . . ., are the orthonormal set of eigenfunctions. Remember that for
. Correspondingly, we have the Karhunen-Loève expansion X = ∞ j=1 χ j ϕ j with Eχ j χ k = λ j δ jk where δ jk = 1 if j = k and δ jk = 0 if j = k. We assume all the eigenvalues are strictly positive and distinct as usually imposed in the FLR and FSIR literature, which makes the estimation problem identifiable. Empirically, the eigenvalues and eigenfunctions can be estimated by the spectral decomposition of Γ n := n i=1 X i ⊗ X i /n for i.i.d. data. To make the arguments slightly simpler, throughout the paper we also assumeX := i X i /n = 0, otherwise we should define
The estimated eigenvalues and eigenfunctions will be denoted by {λ j ,φ j }.
Illustrating the FPCA approach using FLR, one minimizes the ob-
2 over all β that can be written as β = k j=1 b jφj for some coefficients b j . Note that the expansion is truncated at some finite integer k. It can be shown that the minimizer iŝ The rest of the article is organized as follows. In Section 2, we present the methodology of FSIR estimation in RKHS by making an informal connection to FLR, after a review of FSIR. We then present the asymptotic theory of our estimator for sdr space, which also relaxes some assumptions used in Cai and Yuan (2012) . The proofs in the Appendix uncover a close relationship between FSIR and FLR which is key for proving the convergence rate of FSIR. In Section 4, simulations and a real dataset is used to show that the RKHS-based approach can provide improvements on the FPCA-based method for FSIR. Conclusion with discussions are made in Section 5. The technical proofs are relegated to the Appendix.
METHODOLOGY
Methodology
FSIR based on FPCA
We herein review the basics of FSIR, mainly drawing results from Ferré and Yao (2003) . Let ΓS Y |X be the space spanned by Γβ 1 , . . . , Γβ M . The principle of FSIR is based on the following result with proofs omitted, which is a direct extension of the multivariate case. Proposition 1. 2003) 
The linearity condition in the proposition above constrains the marginal distribution of the predictors, not the conditional distribution of Y |X as is typical in regression. It holds when X is a Gaussian process, although Gaussianity is not necessary.
The name of sliced inverse regression obviously originates from its use 
whereX h is the sample average of the predictors whose associated response is in the hth slice.
From the descriptions above, it is suspected there is some connection between FLR and FSIR that makes it possible to transfer the asymptotic results proved on FLR to FSIR. In both cases, the functional PCA is used
while in FSIR the object of interest is the eigenfunction of (
making the connection unclear.
FSIR in a RKHS
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FSIR in a RKHS
Following Wahba (1990) , a RKHS H is a Hilbert space of real-valued functions defined on, say, the interval [0, 1], with inner product . H , in which the point evaluation operator
The corresponding norm induced by the inner product is denoted by . H .
By Riesz representation theorem, this definition implies the existence of a nonnegative definite, square integrable, bivariate function K(s, t) such that
To make the dependence on K explicit, the RKHS is denoted by H K with the RKHS norm · H K . With abuse of notation, K also denotes the linear
For later use, we note that H K is identical to the range of K 1/2 .
For FLR, Cai and Yuan (2012) assumed that β is in a RKHS H K and estimate β byβ = arg min
where . H K is the RKHS norm and λ is a tuning parameter for the penalty.
It was demonstrated that when the covariance kernel Γ does not align with the reproducing kernel K, the estimate obtained in RKHS can be much more accurate.
As mentioned in the introduction, the covariance operator is Γ = EX ⊗ X and we also use Γ to denote the covariance kernel Γ(s, t) = EX(s)X(t).
Perfect alignment between K and Γ means that the eigenfunctions ordered by the magnitudes of the eigenvalues are exactly the same for the two kernels/operators. Without assuming the two are aligned, Cai and Yuan (2012) used (2.1) to find the estimator of β. Noting that β ∈ H K is equivalent
, and using the property β
and I is the identity operator. For the population version, the solution
Informally, the above displayed equation means that we can simply replace X by K 1/2 X and focus on estimation of f = K −1/2 β ∈ L 2 [0, 1] and the estimation of f does not involve consideration of RKHS any more.
Based on this observation, we can construct FSIR estimator in a RKHS by replacing X with K 1/2 X. Assume that elements in S Y |X are contained 
, and the eigenfunctions of
associated with its nonzero eigenvalues are inside S * 
which can thus be estimated by
whereX h is the average of X i in the hth slice defined by
Convergence rate of FSIR estimator in a RKHS
Given the FSIR estimator constructed in the previous section simply by replacing X with K 1/2 X, it is still unclear that FSIR can achieve the same rate of convergence as FLR in a RKHS. Letf j , j = 1, . . . , M (with f = 1) be the eigenfunctions of (T n + λI) (A4) The operator
(with f j = 1) associated with the distinct eigenvalues
. . , f M and thus S Y |X is spanned by
Assumption (A1) imposes a mild moment condition on the predictor typically assumed in the FLR and FSIR literature. Assumption of positive definiteness of Γ is necessary for identifiability (otherwise we can only estimate the component of β inside the space orthogonal to the kernel space of Γ. As in Cai and Yuan (2012) , positive definiteness of K is mainly used for theoretical convenience. Assumption (A2) is similar to that assumed in Hall and Horowitz (2007); Cardot et al. (2007) . Cai and Yuan (2012) assumed that E( X(t)f (t)dt)
This assumption implies (A2) which can be seen by choosing f = K 1/2 ψ j .
Assumption (A3) also appeared in Cardot et al. (2007). Cai and Yuan
(2012) considered a much more restrictive polynomial decay assumption The risk measure we consider is the prediction risk
where X * is a copy of X independent of the training data and E * is the expectation taken over X * . This risk is more natural than β j − β j since in FSIR typically we use X iβj either to plot them against Y i for data exploration, or to treat them as the new predictors in multivariate regres-
j and β j = K 1/2 f j , this risk can also be written as
is the square root of T (that is T 1/2 T 1/2 = T ).
Theorem 1. Under assumptions (A1)-(A4)
, and taking λ to be the solution of nλ = φ −1 (λ), then for each j ∈ {1, . . . , M }, there exists c j ∈ {−1, 1}
such that
uniformly for models with β ∈ H K , β H K = 1. More specifically, the uniform upper bound by definition means that
Since the eigenfunctions are only identifiable up to a sign change, c j is necessary in the above to show the convergence rate.
Roughly speaking, in the convergence rate, λ represents the squared bias is actually chosen to trade off these two terms to make them of the same order. Thus the convergence rate is actually O p (λ) for this λ. We leave both two terms in the statement of the theorem to make the bias and variance more explicit. To see that this λ balances the two terms in the rate above, let J = φ −1 (λ) be the integer part of φ −1 (λ). By splitting the sum over j into j ≤ J and j > J, we have
Since λ is the solution to the equation
we have
where we used that j≥J+1 s j ≤ (J + 2)s J+1 obtained from Lemma 1 of Cardot et al. (2007) , and that s J+1 = φ(J + 1) ≤ φ(φ −1 (λ)) = λ by the definition of J. Thus we have
with λ defined by (3.2), which characterizes the optimal convergence rate.
In the special case φ(x) = x −2r , λ = n −2r/(2r+1) , which is the same as the rate obtained in Cai and Yuan (2012) for FLR. On the other hand, if φ(x) = e −x , we can easily show that loglogn/n < λ < logn/n, an almost parametric rate. Finally, for future reference, we note that by the property assumed for φ, it is easy to see that λ obtained from (3.2) satisfies λ → 0, λn → ∞.
CONVERGENCE RATE OF FSIR ESTIMATOR IN A RKHS
We now establish the lower bound. Obviously the lower bound for the special case that the true model is FLR with Y = β, X + where X is a Gaussian process with a positive definite kernel Γ, Thus S Y |X is spanned by a single element β and
has one nonzero eigenvalue with the corresponding eigenfunction exactly convex, decreasing function φ and let λ be defined by (3.2). Then, for any
where the infimum is taken over all possible estimators based on the training data (X i , Y i ), i = 1, . . . , n. If the response Y i is discretized to generateỸ i , the lower bound of course still holds for any estimator based on (X i ,Ỹ i )
since an estimator based on (X i ,Ỹ i ) is also an estimator based on (X i , Y i ).
Numerical Results
Simulations
The purpose of this simulation is to compare the FPCA method of Ferré and Yao (2003) and the RKHS method for FSIR. A main message is that the methodological transfer from FLR to FSIR result in a very similar improvement to the FPCA-based approach. We use two simulation examples.
The first simulation setup is similar to that used in Cai and Yuan (2012) .
We consider the RKHS with kernel K(s, t) = j≥1 2 (jπ) 4 cos(jπs) cos(jπt), and thus H K consists of functions of the form
In this case, we actually have f
We generate the data from the model
where
2 ) cos(jπt) and β 2 (t) = −2 √ 2 cos(πt) − 4 √ 2 cos(2πt) + 9 √ 2 cos(3πt). The noises are generated from N (0, σ 2 ).
For the covariance kernel, we use Γ(s, t) = j≥1 2θ j cos(jπs) cos(jπt),
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where θ j = (|j − j 0 | + 1) −2 . When j 0 = 1, the two kernels are perfectly aligned, in the sense that they have the same sequence of eigenfunctions when ordered according to the eigenvalues. As j 0 increases, the level of mis-alignment also increases and we expect that the performances of the FPCA approach deteriorate with j 0 . We set n = 100, 200 and σ = 1, 3, resulting in a total of four scenarios for each j 0 . For values of j 0 , we use j 0 ∈ {1, 2, 3, 4, 5}. For the FPCA approach, the tuning parameter is the truncation point which we consider in the range from 2 to 25. For the RKHS approach, the tuning parameter is λ and we consider λ ∈ exp{−20, −19, . . . , 0}. In the simulations, we assume the true sdr dimension 2 is known. The experiment for each scenario was repeated 100
times. In all situations the number of slices is set to be 10.
In this simulation, the tuning parameters are chosen to yield the smallest error to reflect the best achievable performance for both methods. Let P and P be the orthogonal projection operators onto the true sdr space and the estimated sdr space respectively, the error is measured by the operator norm of P − P , denoted by P − P op with smaller values indicating better estimation performance. This distance is used in some previous works on sufficient dimension reduction such as Zhu et al. (2010) . By Theorem I.5.5
of Stewart (1990) , P −P op is equal to the sine of the largest canonical
angle between the true and the estimated sufficient dimension reduction spaces. We also tried using the prediction risk as used in the theoretical analysis in the previous section and the results are similar and thus not reported.
Simulation results are summarized in Figure 1 , which shows the error for both methods. Each panel corresponds to a pair of values of (n, σ), and the curves show the averaged error over 100 replications for both methods as j 0 increases (red curve for the FPCA approach and black curve for the RKHS approach). The vertical bar shows ±2 standard errors computed from the 100 replications.
It is clearly seen that the performance of the RKHS approach is similar to that of the FPCA approach for j 0 = 1. As j 0 increases, the performance of the FPCA approach becomes much worse, while the errors for the RKHS approach remain at the same level. The difference in performance between these two methods generally increases with j 0 .
In the second set of simulations, we investigate the case eigenfunctions of covariance and reproducing kernels are totally different. The data are generated from Y i = β 1 , X i 3 + β 2 , X i + i , β 1 (t) = sin(πt + 1), β 2 (t) = cos(πt + 1), ∼ N (0, 0. 
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For the RKHS approach, we set H K to be the second-order Sobolev space W 2 as defined on page 7 of Wahba (1990) with the reproducing kernel given by K(s, t) = 1 + st + 1 0
We set the sample sizes to be n = 50, 100, 150, 200. Simulation results are shown in Figure 2 . We see that again the RKHS approach is better than PCA-based approach.
In general, selection of tuning parameter λ is a difficult task. When the ultimate goal is prediction, we can use cross-validation to select λ.
More specifically, since we estimate two indices, two-dimensional Gaussian process regression is fitted (with the tgp package (Gramacy; in R) and 10-fold cross-validation is used to choose λ. The results are shown as the green curve in Figure 2 . We see that cross-validation does a reasonably good job and the errors are close to the errors using the optimal λ.
Real data
We now turn to the prediction performance of the proposed method on a real dataset.
Canadian weather data. The daily weather data consists of dai- Table 1 and show that the correlations for the RKHS based approach are larger, suggesting better performance.
The four estimated index function β 1 , . . . , β 4 are shown in Figure 3 based on the proposed RKHS approach. Based on the shapes, we see that β 1 and β 3 focus on the contrast between temperature for the first half and the second half of a year, while β 2 concentrates on the summer months. β 4 has a periodic nature taking larger values in both very hot and very cold months.
Conclusion
In this paper, we established the minimax rate of convergence for estimation in functional sliced inverse regression in the general setting where the We compared the results mainly with the method of Ferré and Yao (2003) which used the slicing estimator for the conditional expectation E[X|Y ]. Ferré and Yao (2005) proposed to use the kernel estimator to estimate E[X|Y ]. For the RKHS approach proposed here, we could also develop our methodology use the kernel estimator, parallel to Ferré and Yao (2005) . It is interesting to see the performance of the kernel estimator based approach which we leave as a future work.
The choice of smoothing parameter λ is generally hard. Thus in most of the simulations we choose the parameter that results in the smallest error. This is fine if the purpose is to get the best achievable performance in the simulations. This difficulty is not specific to the proposed method, and similar difficulty exists FPCA-based approach of Ferré and Yao (2003) since one needs to choose the truncation level k. On the other hand, if the prediction is the ultimate goal, one can use cross-validation to choose the parameter, as is done for both the simulation and the real data.
Given the well-known problem that FSIR sometimes cannot cover the entire sdr, it is natural to consider functional version of other sufficient dimension reduction approaches such as sliced average variance estimation (Cook and Weisberg; 1991) or directional regression (Li and Wang; .
We expect the method and theory developed in this paper can be extended to these estimation methods. However, given the more complicated form of these estimators, it may be challenging to demonstrate the convergence rate. Also, FSIR is not posed in an optimization framework, unlike the linear model (2.1). In the literature, optimization approach was sometimes used for sparse sufficient dimension reduction Chen et al.;  
