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Abstract
Sensors for remote sensing have improved
enormously over the past few years and now deliver
high resolution multispectral data on an operational
basis. Most Land-use/Land-cover (LULC)
classifications of high spatial resolution imagery,
however, still rely on basic image processing concepts
(i.e., image classification using single pixel-based
classifiers) developed in the 1970s. This study
developed the methodology using an object-based
classifier to characterize the LULC for the Buffalo
River sub-basin and surrounding areas with a 0.81-
hectare (2-acre) minimum mapping unit (MMU). Base
imagery for the 11-county classification was
orthorectified color-infrared aerial photographs taken
from 2000 to 2002 with a one-meter spatial resolution.
The object-based classification was conducted using
Feature Analyst®, Imagine®, and ArcGIS® software.
Feature Analyst® employs hierarchical machine-
learning techniques to extract the feature class
information from the imagery using both spectral and
inherent spatial relationships of objects. The
methodology developed for the 7-class classification
involved both automated and manual interpretation of
objects. The overall accuracy of this LULC
classification method, which identified more than
146,000 features, was 87.8% for the Buffalo River sub-
basin and surrounding areas.
Introduction
Land-use/Land-cover is a distinct concept applied to
the classification of the earth’s land surface (Estes et
al. 1982). Land-cover is defined as visible features on
the landscape and land-use is defined as human activity
on the landscape. For our classification of the Buffalo
River sub-basin, we did not distinguish between land-
use and land-cover because of the difficulty of
identifying land-use of the landscape.
Numerous uses exist for digital LULC classification
maps. For example, LULC classification maps provide
insight into a region’s soils and geology (Ustin et al.
1999, Gupta 2003). Land-use/Land-cover classification
maps are used extensively in conservation planning
(Turner et al. 2003, Kerr 2003), informing land
development decisions in metropolitan areas (Ridd
1995, Weber and Puissant 2003), planning and
implementing large-scale inventories of natural
resources (Anderson 1982, Volgelmann et al. 1998),
and monitoring change in ecosystem/landscape
condition over time (Frohn 1998, Lambin 1996, Weng
2002). Land-use/Land-Cover data, particularly when
used in conjunction with other data such as terrain
maps available from Digital Elevation Models
(DEMs), can be useful in identifying areas more or less
suited to specific land management practices and
thereby aid in the assessment of appropriate practices
for use in a specific area to attain certain goals (Bonner
et al. 1982).
Traditional methods of mapping vegetation for use
in natural resource management/research and
conservation planning consist of field surveying and
manual mapping using aerial photography or medium
to coarse resolution satellite imagery. These
techniques, however, do not typically provide the level
of resolution and spatial scales required by many
natural resource applications. Many wildlife
management and research applications, including
resource selection modeling, require fine resolution
data (<10 m) at large spatial scales (>10,000 ha). Until
recently, such data were unavailable or impractical to
obtain using field-based techniques and medium to
coarse resolution satellite imagery.
Remotely sensed imagery, i.e., satellite and aerial
photography, has become a cost efficient, accurate, and
precise tool for developing LULC classifications
(McRoberts and Tomppo 2007). This study
summarizes a novel approach, using an object-based
classifier instead of a pixel based classifier, to develop
a highly delineated LULC classification map of the
Buffalo River sub-basin in North-central Arkansas.
Materials and Methods
Our study area was located in the Ozark Plateau
province (Boston Mountains; Bailey 1995) and
included the entire Buffalo River sub-basin and
surrounding area (Figure 1). The study area consisted
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of 788,474 ha and included most of Newton and
Searcy counties as well as portions of Baxter, Boone,
Carroll, Johnston, Madison, Marion, Pope, Stone, and
Van Buren counties. Of the total area, 38,447 ha
(4.9%) were managed by the National Park Service
under the National Scenic Rivers Act of 1972.
Figure 1. Location of the Buffalo River sub-basin and study area in
north-central Arkansas.
The Boston Mountains are erosional remnants of a
plateau that were dissected into rough terrain
characterized by steep-slopes with flat ridge tops.
Elevations range from 240 to 610 m. Our study area
was predominately forested, consisting of oak
(Quercus spp.), hickory (Carya spp.), and other
hardwoods. Pine (Pinus spp.) and cedar (Juniperus
virginiana) also occurred on selected sites (Bailey
1995). The area is important both ecologically and
economically as it contains the states only elk herd.
We developed our LULC classification as part of our
research into the space use ecology of male elk (White
et al. 2005).
The imagery used for the LULC classification was
color Infrared (CIR) imagery. The CIR digital
orthophoto quadrangle (DOQ) images used in the
classification were acquired between May 2000 and
January 2002, with most of the images acquired in late
January and February 2001. The DOQ images had a
pixel resolution of one meter. These images, acquired
by the state of Arkansas, were obtained from the
Natural State Digital Database (NSDD)
(http://sal.uamont.edu) maintained by the Spatial
Analysis Laboratory (SAL) at the University of
Arkansas at Monticello (UAM).
Pixel-based image classification includes supervised
and unsupervised methods (Enderle and Weih 2005).
Supervised methods involve classification of pixels of
unknown identity by means of a classification
algorithm using spectral characteristics of pixels of
known identity. Unsupervised methods involve the
separation of image pixels into natural groupings based
upon similar spectral characteristics by means of a
classification algorithm and assignment of groupings
into classes.
Marceau et al. (1990) and Hsieh et al. (2001) found
that increasing spatial resolution does not necessarily
increase classification accuracies because single pixels
fail to capture the entire spectral signature of the object
being classified. To circumvent this problem, we
analyzed not only the individual pixel being classified
but also neighboring pixels, resulting in the analysis of
both the spectral and spatial structure of objects.
Figure 2 illustrates the essential difference between
pixel-based and object-based classifiers.
While the idea of using object-based classification
to replace pixel-based methods has existed since the
early 1970’s, the first practical object-based
classification model was not developed until 1984
when the Machineseg program was developed.
Machineseg was an image-analysis technique that used
object shapes, sizes, and spectral signatures obtained
from aerial photographs (Flanders et al. 2003). Then in
the late 1980’s, a “road finder” program was developed
that used a segmentation process to identify linear
features such as roads, rivers, and field boundaries
(Flanders et al. 2003). These early object-based
classification models had difficulty combining
information from multi-level analyses, validating
classifications, reconciling conflicting results, attaining
reasonable processing time, and automating analyses
(Flanders et al. 2003). Pixel-based methods, which did
not suffer from these problems, provided reasonably
accurate classifications, and therefore maintained their
position as the industry standard (Flanders et al. 2003).
While a fully automated object-based classification
process was highly desired, early efforts to develop
such models failed due to limitations in hardware,
software, image quality (poor resolution), and
interpretation theories (Flanders et al. 2003). By the
mid-1990’s, however, these limitations were being
resolved by the development of computers with large
memory capacities, fast processing speeds, and the
availability of images from high spatial resolution
satellite sensors with increased spectral variability
(Flanders et al. 2003). Advances in image-
segmentation algorithms and intelligent machine -
learning algorithms have led to “off-the-shelf”
software packages such as Feature Analyst® and
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Figure 2. Pixel-based classifiers (A) classify objects within a single pixel using all layers. Object-based classifiers (B) classify objects within a
defined region, including the focal pixel (the central-most pixel) using all layers.
eCognition capable of object-based classification
methods that equal and often exceed the accuracy of
pixel-based classification methods.
Feature Analyst®, which has been designed for use
with ArcGIS®, GeoMedia®, SOCET SET®, and
ERDAS Imagine® software, is a practical tool for use
in LULC classification mapping (Visual Learning
Systems 2004a). Feature Analyst® uses a machine-
learning algorithm to achieve automated feature
extraction (Visual Learning Systems 2004a). Once the
software is given user-specified examples (training
data sets), it utilizes software agent technology to
“learn” to find similar landscape features and appoint a
user-defined classification (Visual Learning Systems
2004a). If a series of images of the same area over
time are correctly registered to each other, Feature
Analyst® can extract changes that may have occurred
in the features of the image by creating a change
detection raster (Visual Learning Systems 2004b).
O’Brien (2003) at the National Imagery and
Mapping Agency (NIMA) compiled a report on a
series of tests that compared Feature Analyst® with
manual methods currently employed for mapping
operations. Feature Analyst® increased production
over hand digitization, while at the same time achieved
more accurate and consistent results (O’Brien 2003).
Results from a questionnaire and discussions with
participants of the test indicated a high level of
enthusiasm for the Feature Analyst® system. Analysts
agreed that the system was easy to learn and easy to
use (O’Brien 2003).
The object-based LULC classification workflow
used in our study involved 8 steps (Figure 3). The first
step was to develop a training data set for the 7 LULC
classifications of interest. The study area was divided
into 17 approximately equal-area tiles to organize and
facilitate the processing of such a large image data set.
We developed more than 25 training polygons for each
tile for each of our 7 LULC classes (hardwoods,
agriculture, conifers, roads, rivers, water (other than
river), and urban.
Figure 3. Workflow for developing the Land-use/Land-cover Map
Layer using an object based classifier.
Step 2 was to determine the spatial context of
neighbors for each LULC class being extracted.
A B
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Figure 4 shows an example of the geometric pattern of
pixels used to define neighboring pixels that were used
to classify a focal (or central) pixel. The geometric
pattern of pixels was different for each of the classes.
The characteristics of a LULC class can be better
represented by an organized group of pixels (spatial
feature representation) than single pixels as used in
traditional pixel based classifiers for high spatial
resolution images. In this step we ran the object-based
classifier (Feature Analyst®) and visually examined the
results.
Figure 4. Spatial pattern of an object-based classifier used to
classify a single pixel (black square).
Third, we examined the results and identified the
features correctly and incorrectly classified. This is a
function of Feature Analyst® to assist it in the learning
process to classify a feature class. The MMU for the
classification was 0.81 ha (2-acres) except for water
(other than river), which was 0.04 ha (0.1 acre). The
MMU determines the minimum size any feature must
be to be considered a separate feature.
Fourth, we repeated steps 1 and 2 with correct and
incorrect classified features. In the fifth step, the
process was started over for the next LULC class
(Figure 3).
For sixth step of the process, after all classes were
extracted from the images on each tile, they were
merged based on a model that prioritizes the LULC
classes. This was done for each of the 17 image tiles in
ERDAS Imagine. In the seventh step, we merged all
tiles and produced a single LULC classification map
for the study area (Figure 5).
In the eighth and last step, we conducted an
accuracy assessment of our map by randomly selecting
795 reference data points in the study area (Congalton
and Green 1999). The selection of a proper and
efficient sample design to collect valid reference data
is an important component of any accuracy assessment
because the design will determine both the cost and the
statistical rigor of the assessment (Congalton and
Green 1999). Congalton and Green (1999) list five
common sampling schemes for acquiring reference
data: simple random sampling, systemic sampling,
stratified random sampling, cluster sampling, and
stratified systemic unaligned sampling. They
recommend stratified random sampling, where a
minimum number of samples are selected from each
stratum (i.e., map category) (Congalton and Green
1999). This study used this sampling technique in an
attempt to collect representative samples from all the
LULC classes in the study area. Each reference point
was then identified as one of our 7 land-cover classes
by an individual not associated with the construction of
the classification.
What constitutes an acceptable level of
classification accuracy is debatable. Foody (2002)
recommended an 85% target for user’s, producer’s, and
overall accuracies derived from the error matrix.
While this level may exist as a de facto standard,
accuracy assessments of Geographic Information
System (GIS)-produced maps often fail to meet this
criterion (Anderson et al. 1976, Foody 2002). This is
probably due to the fact that for each component of
accuracy there is a set of accuracy measures that may
be calculated to express it (Foody 2002). In reality, it
is probably impossible to specify a single, all-purpose
measure of classification accuracy, because it depends
on the application and the level of comfort the
practitioner has with the classification.
When evaluating an image classification, there are
two forms of accuracy that can be considered. Non-
site-specific accuracy (NSSA) considers the overall
agreement between the classified image and the
reference data without examination of the agreement
between them at specific locations. For example,
NSSA involves the examination of the percent Mature
Pine Forest in the classified image and the comparison
of it to the percent Mature Pine Forest in the reference
data. Relying solely on non-site-specific accuracy to
evaluate a classification can hide errors resulting from
disagreement in the placement of classes between the
classified image and the reference data.
The second form of accuracy is site-specific
accuracy (SSA), which examines the agreement
between classes at specific locations on the classified
image and in the reference data. This examination is
done by means of an error matrix (also known as a
confusion matrix or contingency table) to compare, for
specific locations, what LULC class is the reference
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Figure 5. Buffalo River sub-basin Land-use/Land-cover classification.
data versus how that area was classified. The error
matrix helps to identify instances of classification error
for specific classes
There are two types of classification errors: errors
of omission and errors of commission. Errors of
omission are instances in which site has been excluded
from a class to which it actually belongs. Errors of
commission are instances in which a site is included in
an incorrect class. Campbell (2007) noted that these
errors tend to balance each other, as an error of
omission for one class will also be tabulated in the
error matrix as an error of commission in another class.
Given the characteristics of these errors, it is best to
examine them on a class-by-class basis before
assuming the errors in one class reflect the errors found
in all classes.
For SSA assessment using the error matrix, there
are three primary measures of classification accuracy:
overall classification accuracy, producer’s accuracy,
and user’s accuracy. Overall classification accuracy is
a measure of how much area was correctly classified
for the entire area classified. From the error matrix,
overall classification accuracy is the sum of the
diagonals divided by the total.
Producer’s accuracy is calculated for each class and
provides an indication of how well a particular class
has been classified by the producer of that
classification. This accuracy is most often used by the
producer as a means to assess how well the classifier
performed. From the error matrix, the producer’s
accuracy for each class is the result of dividing the
correctly classified pixels by the number of reference
data pixels in that class.
User’s accuracy is also calculated for each class and
provides an indication of how often the areas assigned
to a given class on the image classification actually
belong to that class on the landscape. This accuracy is
of greater importance to the users of the classification
because this indicates how true the classified image is
to the actual situation on the ground. From the error
matrix, the user’s accuracy for each class is the result
of dividing correctly classified pixels in a given class
by the total number of pixels in that class for the
classified image. We report all three primary measures
of classification accuracy in this study.
The area of each class in the study area was clipped
using the watershed boundary of the Buffalo River in a
GIS. The Buffalo River sub-basin boundary was
calculated using a 5-m DEM in a GIS.
Results and Discussion
Number of features classified, area, and percentage
of study area for each classification in the study area is
summarized in Table 1. Almost 82% of the study area
(282,967.10 ha) was forested. The two most common
land-cover types in the study area were hardwoods
(73.43%) and agriculture (16.49%). More than 6,000
129
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Table 1. Number of features classified, area, and percentage of total study area by Land-use/Land-cover type.
Land Cover Number of Features Acres Hectares Percentage
Agriculture 21,243 141,068.0 57,072.9 16.49%
Roads 430 9,063.5 3,667.7 1.06%
Conifer 28,863 71,183.5 28,770.8 8.31%
Hardwoods 88,748 628,615.8 254,196.3 73.43%
Rivers 724 4,247.2 1,717.9 0.50%
Urban 149 873.7 353.2 0.10%
Water (non-river) 6,463 1,129.4 404.3 0.12%
Total 146,620 856,181.1 346,183.1
water structures (mostly ponds) were identified and
1.06% of the study area was covered by roads.
Although classification accuracy varied by LULC
type, the overall accuracy of our map was 87.8%
(Table 2), which is the percentage of correct ground
reference points for the LULC map. Producer and user
accuracies varied from 46.6% to 100% and 79% to
100%, respectively (Table 2). Water (other than river)
was accurately classified 100% of the time by both
producers and users and linear features, such as rivers
and roads, were correctly classified >97% of the time
by both producers and users.
Table 2. Producer’s and user’s accuracy by Land-use/Land-cover
type.
Land Cover
Producer’s
Accuracy
User’s
Accuracy
Rivers 97.2% 100.0%
Roads 97.0% 98.5%
Water (non-river) 100.0% 100.0%
Urban 48.5% 100.0%
Conifer 46.6% 80.4%
Agriculture 88.3% 79.0%
Hardwood 95.6% 86.6%
Overall Accuracy 87.8%
As previously stated, producer's accuracy relates to
the probability that a reference sample point will be
correctly mapped and measures the errors of omission
and producer’s accuracy indicates the probability that a
sample from LULC map actually matches the reference
sample data and measures the error of commission.
Users of the LULC map are interested in user’s
accuracy.
Producers misclassified conifers and urban features
most frequently, whereas users misclassified
agriculture most frequently. Conifers and urban
features were correctly classified <46% of the time by
producers but correctly classified >80% of the time by
users. Although only 2.3% of 432 hardwood reference
points were misclassified as conifer, 52.3% of 88
conifer reference points were misclassified as
hardwood. This led to the low classification accuracy
for conifers by producers (Table 2). It was easier to
accurately identify hardwoods than it was conifers in
our study area. This is probably explained by the
criteria we set to designate an area as conifer (i.e., an
area must be >50% conifer to be designated conifer).
In our study area, conifers do not typically occur in
large, dense stands but occur at relatively low basal
areas mixed with hardwoods. Visually estimating
percent coverage of a sparely distributed land-cover
type is difficult and error prone.
The classifier classified 11.7% of 94 agriculture
reference points as hardwood, which lowered the
accuracy of this LULC class (Table 2). Typically, an
agricultural field in the study area contained
hardwoods, which complicated classification efforts
for the same reason conifers were difficult to
distinguish from hardwoods.
All urban areas in the classified image were
classified correctly, 100% User’s Accuracy (Table 2),
but some urban area field data points were classified as
agriculture and hardwood. This is reflected in the
48.5% producer’s accuracy.
In summary, Feature Analyst® processes are similar
to the way human interpreters identify objects, which
involves: association, color, pattern, shadow, shape,
size, and texture (Caylor 1998). A pixel based
classifier might only look at color (spectral signature)
and possibility texture or pattern in an advanced
classification process workflow. The methodology
developed for this study showed that an object-based
classifier can produce accurate LULC classifications
with high spatial resolutions.
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