The stellar obliquity of a transiting planetary system can be constrained by combining measurements of the star's rotation period, radius, and projected rotational velocity. Here we present a hierarchical Bayesian technique for recovering the obliquity distribution of a population of transiting planetary systems, and apply it to a sample of 70 Kepler Objects of Interest. With ≈95% confidence we find that the obliquities of stars with only a single detected transiting planet are systematically larger than those with multiple detected transiting planets. This suggests that a substantial fraction of Kepler 's single-transiting systems represent dynamically hotter, less orderly systems than the "pancake-flat" multiple-transiting systems.
INTRODUCTION
At least half of Sun-like stars have a planet with a period shorter than Mercury's 88-day period (Mayor et al. 2011; Fressin et al. 2013) , and in many cases there is more than one such planet. It would be interesting to know whether these compact multiplanet systems formed in a fundamentally different way from that of other types of planetary systems, such as hot Jupiters or the Solar System. Clues can be obtained by comparing the systems' geometrical parameters. For example, there is growing evidence that compact multiplanet systems generally have coplanar orbits, similar to the Solar System (Fang & Margot 2012; Figueira et al. 2012; Johansen et al. 2012; Tremaine & Dong 2012; Fabrycky et al. 2012) .
Another geometric parameter is the stellar obliquity, the angle between the angular momentum vectors of the host star's rotation and the orbit of one of its planets. The Sun's obliquity is 7
• relative to the ecliptic. Obliquities have been measured for dozens of exoplanet host stars, and have been found to range widely from smaller than a few degrees to nearly 180
• [see, e.g., Winn et al. (2010) ; Triaud et al. (2010) ; Albrecht et al. (2012) , or the online compilation by R. Heller 4 ]. Most of these measurements have been for hot Jupiters and were based on the Rossiter-McLaughlin effect, the distortion of stellar absorption lines that appears during a planetary transit. Because this technique relies on precise spectroscopy of transits, it is harder to apply to the known population of compact multiplanet systems, which tend to involve fainter stars, smaller transit depths, and less frequent transits. Other techniques are being developed, such as the analysis of starspot-crossing anomalies and asteroseismology, which have enabled a few obliquity measurements for multiplanet systems (Sanchis-Ojeda et al. 2012; Hirano et al. 2012a; Albrecht et al. 2013; Chaplin et al. 2013; Huber et al. 2013; Van Eylen et al. 2014) .
This paper presents a statistical technique for compar-ing the stellar obliquity distributions of different samples of exoplanetary systems, based on measurements of the stars' sky-projected rotation velocities (V sin I ). The idea is that transit-hosting stars with anomalously low values of V sin I are likely to have high obliquities, because the star is likely to have low sin I whereas the orbits of transiting planets necessarily have high sin I P . The advantage of this technique is that it less observationally demanding, requiring only a single and non-timecritical spectrum to obtain V sin I . The disadvantage is that it provides relatively coarse statistical information rather than precise individual measurements. This method was put into practice by Schlaufman (2010) , who applied it to hot Jupiter systems, and by Hirano et al. (2012b Hirano et al. ( , 2014 and Walkowicz & Basri (2013) , who applied it to Kepler systems. Kepler systems have the advantage that the stellar rotation period P rot can sometimes be measured from quasiperiodic flux variations, allowing the V in V sin I to be estimated directly as 2πR /P rot rather than using gyrochronology or other indirect means to predict V . In particular, Hirano et al. (2014) performed the most sophisticated analysis of Kepler systems to date. They calculated posterior probability distributions for I on a star-by-star basis, and used the results to demonstrate that their sample of 25 stars is inconsistent with an isotropic obliquity distribution; there is a tendency toward spin-orbit alignment. However, based on several other statistical tests, they did not find strong evidence for any difference in the obliquity distributions of stars with single and multiple transiting planets.
Here we describe a potentially more powerful statistical framework for comparing obliquity distributions of different samples of exoplanetary systems ( § 2), test it on simulated data ( § 3) and apply it to a larger sample than was considered previously ( § 4). We find evidence that stars with multiple transiting planets have systematically lower obliquities than stars with only a single transiting planet, which further suggests that the compact multiple-transiting systems are a separate group that formed through a different mechanism ( § 5).
FORMALISM
We assume the planet's orbit has sin I P ≈ 1, and denote the stellar obliquity by θ. Following Fabrycky & Winn (2009) we model the obliquity distribution as a Fisher distribution 5 ,
Tremaine & Dong (2012) also used this distributionanalogous to a zero-mean normal distribution on a sphere-to model the mutual inclination distribution of exoplanetary systems. The parameter κ gives the degree of concentration of the distribution; for large κ, the distribution becomes a Rayleigh distribution with width σ = κ −1/2 , and as κ → 0, the distribution becomes isotropic.
We consider N stars for which V sin I , P rot and R have been measured, resulting in N posterior probability distributions {I }. The knowledge of each posterior probability distribution may take the form of K samples. We wish to calculate the posterior probability distribution for κ. For reasons that will become clear, we express this in terms of cos I rather than I itself:
where L κ is the likelihood function for κ conditioned on the data, and π κ is the prior. We adopt the same uninformative prior that was proposed and justified by Fabrycky & Winn (2009) :
Our framework for testing for differences between obliquity distributions is based on that of Hogg et al. (2010) , who gave a hierarchical Bayesian prescription for inferring the parameters of the underlying population distribution of a desired quantity, given a set of posterior samplings of that quantity. An excellent and succinct pedagogical description of this technique was given recently by Foreman-Mackey et al. (2014) . Based on Eqn. (9) of Hogg et al. (2010) , the likelihood function for κ may be approximated as
Here, the product is over the N stellar inclination measurements, and the sums inside the product are over K posterior samplings. To cast this equation in a form similar to that of Hogg et al. (2010) , we have used c nk as an abbreviation for the kth sample of the nth posterior for cos I . Likewise, f κ is an abbreviation for f cos I (cos I |κ), the probability density for cos I given a value of κ. Finally, the function π 0 is the original uninformative prior on cos I upon which the posterior samplings were based. Therefore, to calculate this likelihood, the required ingredients are (i) the function representing the prior on cos I , (ii) the probability distribution function for cos I given κ, and (iii) posterior samplings for the cosines of each of N different stellar inclinations. We now discuss these in turn.
For the prior on cos I we make the simple choice of a uniform distribution from 0 to 1, corresponding to an 5 Eqn. (1 is a special case (p = 3) of the more general von MisesFisher distribution, which was studied in detail by Fisher (1953) . isotropic distribution on a sphere. This is the π 0 function in the denominator of Equation (4).
To derive f κ , the probability distribution for cos I given κ, the first step is to relate the obliquity θ to the cosine of the line-of-sight stellar rotation inclination angle I :
where φ is the azimuthal angle of the stellar rotation axis, using a polar coordinate system for which the planet's orbital axis is the z-axis and φ = 0 along the line of sight. We recognize the form of Eqn. (5) as
with Z = cos I , X = sin θ and Y = cos φ. If the probability distributions for X and Y are known to be f X and f Y , then the probability distribution for Z is (Rohatgi 1976 )
In our case we do not begin with expressions for f X or f Y , but rather with the fact that f θ is a Fisher distribution (Eqn. 1) and f φ = 1/(2π). To obtain the distributions for f sin θ and f cos φ , we use the following equation for the distribution of Y = g(X) given that f X is known:
where the indexing is over the different solutions to y = g(x) [which in this case are the two solutions for g(x) = sin x]. We are now in the position to write down the probability distributions for sin θ and cos φ. The distribution of the sine of an angle that is Fisher-distributed turns out to be
See, e.g., http://en.wikipedia.org/wiki/Probability_ density_function The posterior probability distribution for cos I for a star with V sin I = V = 10 ± 0.5 km s −1 , using Equations 12 and 13 (thick curve). The histogram shows the faulty results of the intuitively appealing but incorrect procedure of generating posterior samples for sin I by dividing samples from the V sin I and V posteriors and then converting to cos I . In the histogram, the pile-up at cos I = 0 (containing ∼50% of the samples) corresponds to the cases when the ratio of V sin I and V exceeded unity and was clipped to unity.
The distribution of cosine of the uniformly distributed angle φ is
For simplicity, both of these distributions are normalized to be valid on the interval [0,1), rather than (−1,1). Combining these ingredients, we have an expression for the probability distribution for cos I given a value of κ:
(11) This is the function we abbreviated as f κ in Equation (4). The integral ranges from z to 1 rather than −∞ to ∞ because both X and Y are defined only from 0 to 1. This integral does not have an analytic solution and must be evaluated numerically. We confirmed the accuracy of this equation through direct Monte Carlo simulations, as shown in Figure 1 . Now we can explain why we chose to express this problem in terms of cos I rather than I or sin I . Eqn. (11) might appear complex, but it is actually simple in comparison to the equations that are obtained for the probability distributions of I = cos −1 (sin θ cos φ) or sin I = 1 − (sin θ cos φ) 2 in terms of κ. Finally, for each star we need samples from the posterior probability distributions for cos I , at which the f κ and π 0 functions are evaluated. The simplest way to obtain these samples is to derive the posterior probability distribution for cos I for each star, and then sample from those distributions. We suppose the data D takes the form of probability distributions for V sin I and equatorial rotational velocity V = 2πR /P rot . Then the posterior probability distribution for cos I can be computed using
We have omitted the prior for cos I on the right-hand side of this equation, because it is taken to be a constant. If the probability distribution for V sin I is p V s and the probability distribution for V is p V , we may write the likelihood function as follows:
For each star, this posterior can be constructed and then sampled to provide the samples at which to evaluate Eqn. (4). The thick curve in Figure 2 shows an example of the posterior for cos I , for a case in which both V sin I and V are 10 ± 0.5 km s −1 with Gaussian distributions. The posterior is flat for cos I < ∼ 0.2 and declines sharply for values larger than 0.4. The results are consistent with perfect alignment (cos I = 0, sin I = 1) as expected.
This figure also illustrates why Bayesian posterior estimation is important in this case. One might imagine obtaining samples from the cos I posterior by dividing a set of Monte Carlo samples from the V sin I posterior by a set of samples from the V posterior to get a sampling of sin I . The question would arise on what to do when this division gives a result exceeding unity; it would seem intuitive to simply set such samples equal to unity. Then, the samples of sin I could be converted into samples of cos I . This was the procedure used by Hirano et al. (2014) and perhaps others in the past. However, we find that the results of this intuitively appealing procedure match the true posterior poorly. The histogram in Figure 2 shows the results of this incorrect procedure for our example with V sin I = V = 10 ± 0.5 km s −1 , which falsely suggest that the posterior for cos I has a peak near 0.3 and a delta-function at cos I = 0.
APPLICATION TO SIMULATED DATA
To test and demonstrate this formalism we apply it to a variety of simulated measurements of stellar inclination angles, using the following procedure:
1. Select N stars randomly from the SPOCS catalog (Valenti & Fischer 2005) , which gives values of T eff , log g, and R , among other properties. We imagine each star has a transiting planet with sin I = 1.
2. Assign a rotation period to each star appropriate for its effective temperature and surface gravity, based to the rotational evolution models of van Saders & Pinsonneault (2013) .
3. Determining each star's rotation velocity, V = 2πR /P rot .
4. Draw an obliquity θ for each star from a Fisher distribution with a given κ; draw an azimuthal angle φ from a uniform distribution from 0 to 2π; and calculate the stellar inclination I = cos −1 (sin θ cos φ).
5. Calculate V sin I based on the previously determined values of V and sin I . 6. Simulate measurements of each system: V sin I , R , and P rot are all assumed to have Gaussian uncertainty distributions. We test different choices for the 1σ uncertainties in each parameter.
7. Calculate the posterior for cos I for each star, using Eqn. (13).
8. Sample these posteriors 1000 times each, and derive the posterior distribution for κ using Equations (2) and (4). Figure 3 shows how well we can recover the true value of κ from a sample of N = 70 stars, depending on the precision with which V sin I , R , and P rot are measured. As expected, for very high precision (left panel) the true value is recovered well, and for more realistic assumptions about the measurement precision (right panel) the posteriors for κ are broader.
For the κ = 20 and κ = 50 tests with realistic uncertainties, the derived posteriors seem to give systematically low results for κ compared to the input values. We believe the primary reason for this behavior is the choice of prior for κ, given by Eqn. (3). This function is peaked at small values, so as not to give undue prior weight to models with well-aligned distributions. To support this statement we repeated our Monte Carlo calculations using a uniform prior in κ, and did not find the same type of bias. Specifically we found that for κ = 20, six of the ten simulations have maximum-posterior values of κ < 20, and four have κ > 20; and for the κ = 50 simulations, five have maximum-posterior values <50 and five >50. (We also note that the apparent systematic bias of the posteriors seems to be exaggerated by an optical illusion: the posteriors with significant weight at larger κ are more spread out and have lower amplitudes, whereas those centered at smaller κ values appear much more prominent.)
The conclusions of these test simulations are (a) our inference apparatus is working properly, and (b) given the prior we are using, values of κ 20 can sometimes be mistaken for smaller κ, whereas the reverse is not true.
APPLICATION TO REAL DATA
4.1. Sample selection Hirano et al. (2012b) presented measurements of P rot , R , and V sin I for 10 Kepler objects of interest (KOIs). Three of the 10 were problematic cases: two of them (KOI-42 and KOI-279) have stellar companions which may have contaminated the spectra, and another one (KOI-1463) is likely a stellar eclipsing binary. This left 7 reliable inclination determinations which we include in our sample. Hirano et al. (2014) presented similar results for an additional 25 KOIs. Most of these KOIs are still "candidates" rather than confirmed planets. For each of these candidates we calculated the probability that it is an astrophysical false positive using the method of Morton (2012) . We found that KOI-1615, one of the singletransiting systems from Hirano et al. (2014) , is a likely false positive, and consequently we did not include it in our sample. In addition, we dropped KOI-1835 because the radius is poorly constrained; Hirano et al. (2014) quote the radius as 0.832 In addition, we found an additional 41 KOIs for which both the spectroscopic parameters and the rotation period have been reported in the literature (Buchhave et al. 2012; Walkowicz & Basri 2013; McQuillan et al. 2014) , and which are not likely to be false positives. One special case was KOI-975, for which Buchhave et al. (2012) reported V sin I of 11.3 km s −1 , while the Kepler Community Follow-up Observing Program 7 reports several spectroscopic measurements of this star with a much lower value of 7.5 km s −1 . Since the estimated V for this star is also about 7.5 km s −1 , we assumed that the Buchhave et al. (2012) result was in error and the actual V sin I for this star is 7.5 ± 1.0 km s −1 . Another system, KOI-244, has a measured V sin I of 9.5 km s −1 (Albrecht et al. 2013 ) and 2πR /P rot = 2.9 km s −1 which is physically impossible. We suspect the rotation period measurement is in error, perhaps due to a blended stellar companion; we omitted this star from our sample. This left a total of 70 KOIs in our sample, for which the salient properties are given in Table 1 .
Of these stars, 45 host only a single transiting planet, and 25 host multiple transiting planets. This includes several cases that were treated as single-transiting systems by Hirano et al. (2014) , but for which additional transiting planets have since been detected. For the stellar radii, we adopt the values reported by Hirano et al. (2012b) or Hirano et al. (2014) for the stars taken from those studies, and we adopt the values reported by Huber et al. (2014) for the remainder. The properties of this sample are illustrated in Figure 4 . Importantly for our comparative study, the host star properties of the single and multiple systems are very similar, apart from the number of transit candidates; they span the same range of effective temperature, V sin I , and P rot . The planet properties, however, do show differences apart from multiplicity: planets in multiple systems tend to be systematically smaller than planets in single systems, a trend which has been noted by Lissauer et al. (2011); Latham et al. (2011) and Johansen et al. (2012) , among others. We proceed to investigate the probability distribution of κ for the single-KOI and multiple-KOI stars, and to see if there is a discernible difference in the stellar obliquity distributions of these two populations.
Results
The first step was to calculate the cos I distribution for each star, which requires probability distributions for V and V sin I (Equation 13). While V may be simply determined as 2πR /P rot as we have said earlier, small corrections are needed due to differential rotation. If a star is differentially rotating and the spots are not on the equator, then the photometric variations will represent the rotation period at some nonzero latitude, which is probably longer than the equatorial rotation period (as is the case for the Sun). Hirano et al. (2012b) and Hirano et al. (2014) addressed this complication this by adding an additional term into the error budget for V , assuming the differential rotation prescription as a function of latitude ,
taken from Collier Cameron (2007). They further assumed that the spot latitudes are = 20
• ± 20
• and that the strength of differential rotation is α = 0.23, as in the Sun. We adopted these same assumptions regarding differential rotation, but rather than trying to quantify the uncertainty by adding a systematic error term, we instead used a Monte Carlo simulation for each star: we populated the star with spots according to the assumed latitude distribution, drew rotation periods and stellar radii according to the measurements and their uncertainties (i.e., taking into account the actual posterior for the stellar radius), and calculated the equatorial rotational velocity implied by each trial, under the given assumptions regarding differential rotation. We used the resulting distribution for V as the posterior for V in Equation (13).
A similar complication arises in the measurement of V sin I based on spectral line profiles. Using mock data, Hirano et al. (2014) demonstrated that models of spectral line profiles that ignore differential rotation will typically result in V sin I values that underestimate the true values by a factor of ≈ 1 − α/2. We therefore corrected the V sin I values of Buchhave et al. (2012) by dividing by this factor, to accord with the already-corrected values we took from Hirano et al. (2012b) and Hirano et al. (2014) . We adopted the same uncertainties in V sin I that were reported in the literature.
With probability distributions for V and V sin I in hand, we calculated the cos I posterior for each KOI. Table 1 gives the 95%-confidence upper limit on I , based on the posterior. The dozen systems that have the most constraining upper limits are highlighted in bold, for the convenience of observers who may want to follow up with additional observations. These include 11 single-transiting systems and one multi-transiting sytsem (KOI 2261).
We then proceeded to infer the posterior probability distribution for κ, using 1000 samples 8 generated from each cos I distribution. Figure 6 shows the results for the entire sample (black), and for the single-transit 8 Hogg et al. (2010) demonstrated that K ∼ 50 samples was sufficient for reliably inferring the exoplanet eccentricity distribution, and Foreman-Mackey et al. (2014) used K = 256 samples in their application of this prescription. We confirm that repeating our analysis multiple times using K = 1000 yields negligibly different results due to sampling variance.
(blue) and multiple-transit (red) subsamples. There is a significant difference between the two subsamples: the stars with multiple transiting candidates have a higher κ (maximum-posterior κ = 19.1) and are therefore more concentrated toward low obliquities. The stars with only one transiting candidate show a broader obliquity distribution (maximum-posterior κ = 4.8).
Significance test
While the above analysis indicates that the multitransit systems in our sample have lower obliquities than the single-transit systems, we would like to understand the statistical significance of the differnece. How likely is this difference to have originated simply by chance, rather than reflecting intrinsic differences between the two populations?
To address this question, we repeated the analysis of §4.2 1000 times. In each iteration we randomly assigned 45 of the 70 stars in our sample to "group A" and 25 to "group B" (to match the sample sizes of the single-and multi-transiting systems) and calculated the κ posterior distributions for each group. We then calculated how often these A and B κ posteriors are "as different" as the actual single-and multi-transiting samples.
For the precise meaning of "as different", we used two different metrics of the distance between probability density functions, calculating each metric both for the single/multi subsets shown in Figure 6 and for each of the A/B subsets. The metrics we used are the total variation distance 9 and the squared Hellinger distance 10 , defined as follows:
and Figure 6 . The posterior probability distribution of the Fisher concentration parameter κ, conditioned on the measurements of V sin I , R , and Prot. The black curve uses data from all 70 KOIs considered in this study. The red curve is the subset that host multiple transiting candidates. The blue curve is the subset with only one detected transiting candidate. The multis have a significantly higher κ, corresponding to lower obliquities (a distribution more concentrated around zero). The inset plot shows the obliquity distributions for the singles and multis corresponding to the median κ values from each posterior.
Of the 1000 randomized A/B trials, only 15 have a larger δ TVD than the single/multi split, and 36 have a larger δ H 2 . These results are summarized in Figure 7 . The impliciation of this experiment is that if the observed obliquity variation between the two sets of systems were simply a statistical fluke and had nothing to do with being a single-or multi-transiting system, the chance of observing the two sets to be as different as actually observed is approximately 1.5% or 3.6%, depending on the chosen metric for differences between probability distributions. While this null-hypothesis probability is not completely negligible, it does suggest a true distinction between the two populations that should be studied further with a larger sample size.
Multiplicity, or Planet Radius?
We chose to divide the systems into singles and multis, but as noted previously, the observed multiplicity is also correlated with planet radius: multiple-transiting systems tend to harbor smaller planets. This makes it difficult to ascertain whether the key difference between the two samples is multiplicity, or planet radius. For this reason we explored whether we could control for planet radius while also assessing differences in κ.
To this end, we repeated the analysis of §4.2 for the subset of stars for which the minimum planet radius obeys 1.3 < R p < 10R . The results of analyzing this subset (39 single-transiting and 15 multi-transiting systems) are qualitatively similar to the full-sample results: the maximum-posterior values of κ for the single-and multi-transiting systems are 4.2 and 9.1, respectively. As before, the multis appear to be more well-aligned, even after controlling for planet radius. However, the difference between the two distributions for these subsets is less significant than in the full sample. The nullhypothesis probability is 3.3% using δ TVD as the metric for differences between probability distributions, and 16% using δ H 2 . For this reason we cannot draw any significant conclusions from this investigation. Instead, we simply acknowledge that disentangling the effects of planet size and multiplicity will be an important goal of future studies with a larger sample size.
DISCUSSION AND CONCLUSIONS
We have presented a framework for characterizing the obliquity distribution of a population of stars with transiting planets, based on measurements of V sin I , R , and P rot . The obliquities are assumed to obey a Fisher distribution, and hierarchical Bayesian inference is used to derive the posterior for the Fisher concentration parameter κ. Application of this framework to 70 Kepler systems implies that systems in which Kepler sees multiple transiting planets tend to have lower obliquities than systems in which Kepler sees only a single planet. This is one of only few constraints that have been obtained for the obliquities of planet-hosting stars, apart from stars with hot Jupiters. It also adds to other suggestions that the Kepler singles and Kepler multis cannot be simultaneously explained by a single underlying population. For example, Lissauer et al. (2011) and Johansen et al. (2012) concluded that there is an excess of single-candidate systems over what would be expected from simple extrapolation from the numbers of multiple systems. In particular, Johansen et al. (2012) show that while the relative numbers of double-and triplecandidate systems can be well explained by typical mutual inclinations of ∼5
• , this same distribution can explain only about one-third of the single systems. This suggests that single-transiting systems should be considered as a separate population from the multiples, a proposition that they called the "Kepler dichotomy." Johansen et al. (2012) also proposed an explanation for this dichotomy: many of the single-transiting systems harbor a large planet in the sub-AU regime which inhibited the formation of additional close-in planets. This suggestion was also put forward by Latham et al. (2011) . However, an alternative scenario is that single-transiting systems are a separate population of compact multipleplanet systems that have significantly larger mutual inclinations. Such "dynamically hot" systems would also be likely to have high stellar obliquities, and in that sense our finding that the singles have a broader obliquity distribution is compatible with this alternative scenario. Thus, we regard the results as tentative evidence for a population of more highly mutually inclined planetary systems, distinct from the "pancake-flat" compact multis that have received wide attention (Fang & Margot 2012) .
Though our findings are suggestive, the statistical significance is relatively modest, and there remains a ≈1-4% chance that the results we observe could have occurred by chance, even if obliquity variations were not related to whether systems were single-or multi-transiting. We also note that our conclusions are predicated on parametrizing the obliquity distributions as Fisher, or spherical-normal, distributions. This seems like a natural starting point for this type of investigation but there is no physical reason why the Fisher model must be correct. If, for example, the obliquity distribution of singletransiting systems were bi-modal (or a superposition of two Fisher-like distributions), then a single-Fisher model . Probability density function distance metrics evaluated on the κ distributions calculated from two subsets of the stars in this study, for both 1000 randomized trials (histogram) and the single-/multi-transiting subsets from Figure 6 (vertical dashed line). The more different the two κ probability distributions, the larger the value of the distance metric. There is a ∼1-3% chance that splitting the 70 stars in our study into two random subsets of 45 and 25 could result in κ distributions as different as we measure for the single-/multi-transiting split. If there is indeed a true distinction between the obliquity distributions of single-and multitransiting KOIs, we expect this probability to decrease to <1% with a larger sample size.
would poorly characterize the situation. It would therefore be desirable to analyze the obliquity distributions non-parametrically, without the need to assume a functional form. However, due to the nature of this analysis, where the only available data delivers broad and typically asymmetric posteriors for each system, two-sample tests such as the Kolmogorov-Smirnov or Anderson-Darling tests-which are often used to quantify whether two observed data sets originate from the same or different underlying distributions-are not applicable. Extension of the concept of the two-sample test to this particular scenario would be a desirable goal, but is beyond the scope of this work. Furthermore, given the present small sample, we are unable to divide the sample further to see if the difference between the two subsamples is related to any particular stellar or planetary property. We note in particular that it would be desirable to disentagle the effects of planet radius from whether a system is single-or multitransiting, given the correlation between these two properties. Projects are underway to analyze high-resolution spectra for much larger samples of KOIs (E. Petigura, priv. comm. 2014) . These large samples will greatly increase the power of this technique and enable further investigation into obliquity differences between different subsamples of planetary systems. 
