Abstract-We provide algorithms for reorienting linked rigid bodies floating in space. The dynamics of these systems conserve both linear and angular momentum. The conservation of angular momentum is a nonintegrable or nonholonomic constraint. We derive this constraint by applying Noether's theorem to the Lagrangian of the system. When the total angular momentum is zero, we may dualize the constraint to a control system. The problem of reorienting the satellite becomes a steering problem for a drift free control system. We give explicit solutions for steering a planar skater and a satellite with two rotors. The planar skater has been simulated and animated on a graphics workstation. We also discuss the hardware setup which we built to verify the theoretical results.
I. INTRODUCTION
This paper focuses on the problem of reorienting three linked rigid bodies floating in space. Since the system floats in space, total angular momentum is conserved. This constraint is nonintegrable or nonholonomic. It is now well understood in the literature that systems with nonintegrable velocity constraints, called nonholonomic, cannot be stabilized to a point using smooth state feedback [l]. Feedback control is, however, still a subject of great interest. For example, robot satellites will have less complicated velocity constraints [19] , if one is not concerned with controlling the orientation of the body as well as the position of the end-effector. If control of the orientation of the body is desired as well, extra difficulties are encountered [17] . Here we investigate problems with nonholonomic velocity constraints, but we will not address the problem in terms of feedback control. In particular, we will address the problem of finding feasible trajectories for systems of rigid linked bodies floating in space. Specifically, we will examine two systems, a two-dimensional restriction of the general case called the planar skater and a satellite with two rotors.
First we will develop the kinematics for a general system of three linked rigid bodies. From these, we will find the kinematic equations for the example systems. For each case we will find a solution to the path planning problem. Finally, the last section will discuss the simulation results and the hardware experiments.
A great deal of recent research has addressed the problem of finding trajectories for systems with nonintegrable velocity constraints [IO] , [14] , 1151, [26] . The literature already contains several algorithms for finding paths for a different subclass of nonholonomic systems, namely cars and cars with trailers [ I I], 1181.
This problem also has a rich history in mechanics since it is related to much research on the reorientation of falling cats [14] , floating astronauts 171, springboard divers [ 5 ] , and satellites with rotors [12] .
The problem of dynamics of linked rigid bodies restricted to the plane has also been examined in [23] . We will consider both a system restricted to a plane, the planar skater, and a system in three dimensions, the satellite.
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FROM THE LAGRANGIAN TO THE CONTROL SYSTEM
In this section we derive the expression for the Lagrangian of the system of three linked rigid bodies. If we assume the effect of the inhomogeneity of the gravitational field to be negligible, the Lagrangian is the kinetic energy of the system. Because of the symmetries found in the Lagrangian, the Lagrangian system of equations resulting has six first integrals which are written as velocity constraints. We then dualize these constraints into a control system.
We pick the following generalized coordinates for a system of three linked rigid bodies: C) = SO(3)" x R". Each point in (2 is given by three rotation matrices R I , R Z , and R:' and one vector f', with r E Ri. The matrix R, denotes the rotation from the ith body's frame to the inertial frame; the position of the center of mass of the second body as measured in the inertial frame will be given by the vector r. Thus given a generalized coordinate E C) and the hinge constraints one may locate in the inertial frame any point on the three bodies. In addition, define the relative rotation matrices to be R , , = Rl R , . Heuristically, this action rotates the entire system with respect to the inertial frame by this .-I E S O ( 3 ) . Under this action the value of the Lagrangian is invariant because A: R , , + Ry'.4''.4Rf = R r f .
Noether's theorem [ 131 establishes that for any Lie group action preserving the Lagrangian, there exists a conserved quantity in the dual of the Lie algebra of the group of that action. In our case, the conserved quantities may be found using the momentum map [13] . The first symmetry implies that linear momentum is conserved, the second symmetry implies that angular momentum is conserved. In the formula for the angular momentum below, the dual of the Lie algebra so(3) is identified with R". Thus, the formula produces a vector .4.ZI in R" which stays constant under motions which obey the Euler-Lagrange equations: 1042-296)(/95$04.00 0 1995 IEEE Since the conservation of linear momentum is a holonomic constraint, it allows us to reduce the number of coordinates. We use it to reconstruct c from the orientation matrices R, . 
I
Assume that the inverse in the formula for I -exists. We dualize the constraint ddl = 0 by picking a basis for the six-dimensional null space of .4M. Recall that there are three degrees of freedom in each of the two joints. The motion of these joints is under our control, thus we pick our basis so that each basis vector corresponds to one of these six controls. The basis vectors are organized by joint, and the collection of the three vectors given by joint i is denoted by For compactness denote I-A41 = BI and 1-A.x = B P . The resulting control system is given by (2) .
This set of equations describes how the matrices R P , R I~, and R~P evolve depending on the relative angular velocities of the joints, /I I and i t P , as measured in body 2's frame. Notice how R I~ and R R~ specify the shape of the robot independent of total orientation which is kept track of in RP. This choice of coordinates is no accident: the shape of the robot is exactly what we may directly control, while control of the total orientation is not obvious. The space of possible shapes of the robot will be referred to as the shape space. Further, it may be verified from the formulas of I -, .-II, and -43 that BI and B2 are functions of the shape of the robot, namely R I 2 and R.w. This triangular structure resulting from this organization is critical to the solution of the path planning problems that follow. The planar skater. This is a two-dimensional restriction of the
THE PLANAR SKATER
The planar skater shown in Fig. 1 parameterize the shape space for the planar skater.
In this simplified situation the relative angular velocities of the bodies, t i 1 and 112, reduce to scalars. Thus the restricted inputs are
Under the assumption that the total angular momentum is zero, it may be verified that the equations of motion for the three rigid, linked bodies restricted to move in the plane are as follows:
with the following definitions:
and k,,'s are scalar constants given by the physical parameters of the system. In coordinates, the Lie bracket of two vector fields
For our system, it may be venfied that the bracket is
with the function E ( 2 ' 1 . ( ' 2 ) given by 2 ( / l ( t l 1 . 1 2 ) ) 2
It may be verified also that ( ( c~l . to demonstrate controllability [3] . We will refer to the configurations where <( 6 ' 1 . ~2 ) i s zero as singular configurations. Given some motion in the space parameterized by 1 ' 1 and 1 1 . 2 , we reconstruct the change in i s : { by applying Green's theorem. The time integral of the derivative of L ' : X may he converted into a line integral in the shape space. We start with the case where the path in the shape space i s a simple closed curve. We assume without loss of generality that the trajectory is one second long.
The term under the area integral has already been calculated above as e(.). Thus we may write the following. 
(7)
J a r r a
The shift in d~: { is sometimes referred to as the geometric phase. In general, the procedure for finding the geometric phase can be broken down into three increasingly complicated cases. Then, given any path in the space parameterized by .r I . .r2 which is a simple closed curve, the net change in .r? after traversing this loop is equal to --e integrated over the area enclosed by the loop. 
Pro08
Notice that because of the special form of the input vector fields, the determinant of the first level controllability matrix will be as follows. Now if we employ the assumption that the system is strictly triangular, the result follows because the last two terms will be zero.
Similar results have appeared in 141, 1261.
Given this analysis, one path planning algorithm becomes evident. The fact that <( .) = 0 only on a one-dimensional subset of the 1 ' 1 , c'l2 space implies that there exists an open subset of the shape space where t;( . ) i s strictly positive or negative. Any simple closed curve contained in this region will result in a nonzero geometric phase if it is followed as a path. The sign of the correction in i ' 1 changes if the direction traveled in this path is reversed.
We will simply pick circles for our loops in the 1 1 , i ' 2 space. Given any initial configuration ( L ' I . 1'12. I ' : I j, and a final one, the final one may be reached using this procedure: constant inputs, drive the system to the desired i I I , I ' 2 ignoring the drift in the I 1.3 term. Measure the amount of phase shift in 1s.1 required to bring the system to the exact desired location.
Step 2: Let 1. be the amplitude of the driving sinusoids for which one loop will give the desired phase shift of i ' :~. Fig. 3 shows the graph of this relation for a particular set of parameter values. If the needed phase shift is larger than the maximum value shown in Fig. 3 , then two or more loops may be required. Again using constant inputs, drive the system to (~/ 2 -k. -~/ 2 j. The offset is to ensure the path i s centered at ( 1 1 1 . i , 2 ) = (~/ 2 .
-?r/2).
Step 3: Drive the system with II I = k sin ( f j, ( ( 2 = li cos ( t ) for enough cycles to obtain the desired phase shift.
Step 4: By following the same path used in Step 2, return the system to the desired $11, i ' z . Because this return route lies on top of the route generated in Step 2 together they enclose no area. Consequently, the phase shift of the total path generated in Steps 2 4 is equal to the phase shift obtained in Step 3 only. Even if there are limits on the joint angles, there still will exist an open subset of the shape space in which the system is free to move. Thus there will exist a feasible closed path enclosing an area of shape space where <( . ) has only one sign. With this loop and other similar ones inside of it one may design an analogous path planner for this restricted system.
Instead of picking circles, we could try to pick loops which optimize the L2 norm of the inputs. This is equivalent to minimizing the length of the path traveled in i ' I , i ' 2 space.
Proposition 3 (Optimal Inputs): Given the strictly triangular control system of Proposition 2 the optimal control inputs satisfy the
Step I: Using ( 1 1 , IEEE TRANSACTIONS ON ROBOTICS AND AUTOMATION, VOL. 1 1 , NO. I , FEBRUARY E ( 1 ' 1 . 6 1 2 ) is defined in (5) .
inputs which minimize the control effort. We wish to minimize Proo) Apply the method of Lagrange multipliers to find the Recast the control system as a constraint by stating that i l l , i i 2 are free and requiring Now we will investigate a more complicated system, a satellite with two rotors. Again, model the satellite with two rotors by three linked, rigid bodies as shown in Fig. 4 . The body of the satellite corresponds to the second link of the general system. Each rotor can be modeled as having its joint located at its center of mass because each rotor's axis of rotation passes through the rotor's center of mass.
Consequently .I( ' ) is diagonal and independent of configuration.
As with the planar skater, the hinge has only one degree of freedom thus I / I , (12 reduce to scalars. Again, denote the restricted inputs as Because of our choice of t i I and I ) : , and if we assume that each rotor is symmetric about its axis of rotation, the following identities hold. In summary, given an initial configuration of the body, R2(0) E S 0 ( 3 ) , and the two inputs to the rotors i c l ( t ) . u z ( t ) , we may find RE ( t ) for some time t by solving the following differential equation:
R I~~I I I / I
We assume the final orientations of the rotors with respect to the body are not significant, and we will not keep track of them. The notion of a shape space was useful in the case of the planar skater; we will develop an analogous space for this control system. We will start this procedure by recalling how the planar skater problem was solved. The map rrl,: (SI )" --+ ( S ' )" from the configuration space for the planar skater to its shape space, summarizes the relationship between the two spaces. This map is given by: 7r7, ( 0 ' 1 I , &. L ' 3 ) = ( c l I , ( ' 2 ). Given a point in shape space, the inverse image of this point under the map rr7, is a one-dimensional submanifold of the configuration space.
It is straightforward to steer the I '~, 1'2 from their initial to their final values. Thus, the problem of steering to an arbitrary 1.11, v.2, (13 reduces to one of choosing a closed path in the 1'1, ( ' 2 space which produces the correct displacement in the I , : { space. This is the problem that was solved when we applied Green's theorem to the planar skater.
The configuration space for the satellite is a more complicated three-dimensional manifold SO ( 3 ) but exactly the same procedure may be applied to solve the path planning problem of the satellite. The first task is to choose carefully the shape space and the map. In doing so compute the Lie bracket of the vector fields. Since they are left-invariant, the bracket of R( 11, x ) and R( ha x ) is given by R(b0 x ) where ho = 111 x 112. Assuming that h , and h 2 are linearly independent, Chow's theorem [3] establishes controllability. Now, define the projection map to be T T~: R E S O ( 3 ) --+ Rbo E R' ,, with Rbo being thought of as belonging to a two sphere embedded in R:' . This is the shape space. Second, we must check if this shape space is free of velocity constraints. Indeed, one may examine the allowed velocities as projected down into R:,.
(1
Note that this velocity is perpendicular to Rzho for all I , u,. Thus, it is contained in the tangent plane of the sphere at the point R,hI,. Finally, note also that these two input velocities are not collinear; thus they span the tangent plane to the sphere at the point RLhi).
The third step is to examine the inverse image of any point in the shape space. Because the map A. identifies any two rotation matrices related to each other by a rotation through the axis given by O i l , we may conclude that the inverse image of any point in the shape space is a one-dimensional submanifold of SO( 3 ), parameterized by S I .
The final step is to understand how to reposition the satellite along one of these manifolds. In other words, we wish to examine how the orientation of the satellite changes if the path in shape space is a closed loop. As noted before, this process is called reconstruction. 
( R ( , ) .
Thus by assumption -41 ho = .4nho and so we may conclude that .4:'-4100 = / i l l , implying that -4: -41 is a rotation about hn. We wish to compute the angle of this rotation.
The matrix R ( t ) will represent the orientation of the satellite at time f . Attach at A,( R ( t ) ) on the two sphere in R,' an orthonormal frame with one axis collinear with /)(I. This frame tracks the true orientation of the satellite. Notice that by construction the inputs may not rotate this frame only about the axis collinear with bo. This implies that the frame is parallel transported along this path. Assume that the path is constructed out of finitely many smooth segments parameterized by arc length. Label each one of these segments C', and the region they enclose R. By the Gauss-Bonnet Theorem [ In this case, \ ( R ) is equal to 1, so we may disregard the term on the left hand side since it is a multiple of ' 2~. In addition, the curvature of the sphere is constant and equal to &, therefore the surface integral gives us area enclosed by the path divided by the curvature. Finally the two summations give the net phase shift in the parallel transported frame and hence the angle of rotation about h n of the original system. This result may be generalized to more complicated paths in exactly the same manner as before.
As in the case of the planar skater, one algorithm for steering becomes apparent from the analysis. Given any starting configuration -40 E S O ( 3 ) and any final configuration .41 E S O ( 3 ) , this two step planner finds a path.
Step 1: Holding the two inputs constant, drive the system in shape space coordinates to the destination configuration projected down in the shape space. This step is equivalent to the first step of the planar skater algorithm.
Step 2: Note the error in the twist about h n . This step mimics step three of the planar skater algorithm. Drive the system through the 1) I vector field until R.,l)O has moved through 90 degrees. Next, move it along the great circle perpendicular to the last motion. Move the , = I ' C', , = I ' Fig. 6 . Sample trajectory as seen in shape space. The trajectory starts at the singular configuration ( 7 i . K ) . It then travels to an area in which it may execute circular motions effectively. After traversing the loop several times, the robot returns to the starting point in shape space.
system until we have rotated through the same amount as the error. Finally, drive along the geodesic connecting us back to -41 /)(I.
If we assume that 11 I and h~ are perpendicular and are of the same length, then the metric measuring distance on the two spheres induced from the ambient space is the same, up to a positive constant, as the control effort for the path. Thus the optimal path encloses the most area on the unit sphere while having the minimum length. These paths are circles on the sphere.
Iv. SIMULATIONS AND HARDWARE
The planar skater was targeted for simulations in both software and hardware. The simulations were run on a Sun Sparc workstation and the results ported to a Silicon Graphics Iris workstation for animation. The simulations and viewing required new graphics software. A small robot was constructed for the hardware demonstration. Software code written for the simulations, the graphical interface, video tape of the simulation and the controllers for the hardware are available from the authors upon request.
The computer simulations were run using a Mathematica package which generated and compiled C' code. The front end animator of the package was also written in C , exploiting the special purpose hardware available on the Silicon Graphics machines. Several interesting questions not addressed in the theory were examined in the computer simulations. The theory assumed a kmematic model of the robot in the sense that we could arbitrarily specify the velocities of the joints. One may wish to know the magnitude of the input torques required to generate these demanded trajectories. We may solve for the necessary torques given the velocities and accelerations of each joint 1211. Fig. 6 shows a sample trajectory for which this was done. For simplicity of computation, the example path is slightly different from one the algorithm would produce. The system starts and ends in the singular configuration (ii. ii).
It is interesting to consider the total kinetic energy of the system. Certainly the system starts and finishes with no energy while at some points in between it does have a great deal of kinetic energy. The explanation is that the energy flows out of the motors while they accelerate the arms, and back into the motors as the arms decelerate. If the motors were 100% efficient, these paths would require no net energy to execute. Fig. 7 is the graph of system energy for the sample trajectory. It may be verified that it is average zero. Fig. 8 shows the system layout for the hardware implementation. The robot consists of a three degree of freedom planar mechanism. A good approximation to the conservation of angular momentum can be achieved by having one undriven joint. Provided that there is no friction at this joint angular momentum will be conserved though This is a graph if the time history of system energy, measured in linear momentum will not be. The apparatus was built to minimize the amount of friction in the undriven or free joint. The friction in the rotation of the entire system, the torques induced by the tether, and the tilt error of the undriven joint shaft constitute the most serious differences between the hardware and the model. All of these forces are unmodeled in the simulator. In practice, the friction does not significantly alter the effect we wish to exploit and the tether only starts affecting the robot when it has been wound many times. The hardware, however, is very sensitive to any tilt error and so the apparatus is mounted on an adjustable platform to correct its tilt.
The real-time implementation was performed using a VME based multiprocessor environment in the Intelligent Machines and Robotics Lab at the University of California at Berkeley. Fig. 9 compares the simulated and measured time histories of the 6 ' 1 variable as the algorithm is executed. Notice that on the straight line maneuvers the real apparatus hardly moves at all, since stiction swamps the meager torques at the undriven shaft. Also, the amplitudes are extremely different since the hardware is subjected to some friction.
V. CONCLUSIONS
We have presented the kinematics of a general three body system conserving angular momentum and found coordinates in which it has a strictly triangular structure. We examined in detail two example systems in this class and solved the associated path planning problems. We described the simulations and hardware experiments which implement one of these new algorithms. One could combine the two results to solve the path planning problem for the special case of three axially symmetric bodies connected by ball and socket type joints. The path planning problem with more arbitrarily shaped bodies connected by ball and socket joints remains open.
There are other interesting issues raised by this study. First, we would like to optimize the entire paths generated with respect to control effort (see [ 2 2 ] ) or some other cost criteria. The second problem is that of planning a path in an obstacle filled environment. Finally, designing controllers that would assure that the generated paths are actually followed presents another problem in itself 
VI. APPENDIX DERIVATION OF THE LAGRANGIAN
The configuration space is C) = SO (3) :' x Ri. Each point in C) is given by three rotation matrices RI, R2, R.3 E S O ( 3 ) ; and one vector c E R". In addition, define the relative rotation matrices to be R,, = RY'R,. The angular velocity of a body will be measured in that body's coordinate frame. Thus, U ' , E W" is the angular velocity of the ith body as measured in the body's own frame.
In this derivation of the Lagrangian, we will at first parallel the work of Patrick [20] . Thus, define p 8 : R:' 4 R to be the density of the ith link at a point q E pi as measured when the system is in the home configuration from the ith joint. For the middle joint, the position will be measured from the origin. The home configuration is any fixed reference position. Define r I E RIi to be the vector, measured in the second body's frame, pointing to the ith link joint from the center of mass of the second joint. For each link, label the mass t i t , and call the vector to the center of mass from the joint as measured in the home configuration (1, E R3. For the middle link, this will be measured from the origin of the inertial coordinate system. By placing the inertial frame at the center of mass of the middle body when the system is in the home configuration, rle is set to zero. Given these definitions, the following identities hold.
Assuming that there is zero linear momentum, we have that Using this formula for i. in terms of the R , ' s , reduce expression of the Lagrangian. Define the reduced masses to be F,, = m. , I ,
Continuing,
Recall that if R, is a rotation matrix, R , may be written as R, The other terms will follow in a similar manner giving us the 3 x 3 matrices .JL, .I,. Another simple calculation shows how to rewrite the other terms so that the J , ' S may be factored out easily. The matrix .J is as shown at the bottom of preceding page. Because every term in the matrix . J is either a constant or a linear function of one of the R,,'s we can compress some of this notation by defining the constant 3 x 3 matrices -\I!,. Ii,,, completing the proof of the proposition.
