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ABSTRACT
Title:
Point Cloud Based Relative Navigation for Small Satellite Rendezvous
Author:
Branden William Blackwell
Major Advisor:
Markus Wilde, Ph.D.
The thesis describes the development and testing of a point cloud based relative navigation sensor. The objective of this research is to provide a low cost,
lightweight, low power, and low volume alternative to established rendezvous sensors , in order to enable small satellites to conduct missions such as in-space inspection, on-orbit servicing, and space debris removal. The sensor system must
be able to provide relative position and orientation data to a control system independent of the cooperation of the target spacecraft or object. This is done using
commercially available hardware (Microsoft Kinect v2) and an open source C++
library (Open3D). The thesis details the logic of the software implementation and
provides data to validate the accuracy and precision of the system. Based on lab
tests in a controlled environment, the system is able to measure relative position
to within 0.005 m along its boresight axis at a rate on the order of 1 Hz. It does so
without any knowledge of the target geometry and without specially designed navigation aids placed on the target. The error is based on a “ground truth” position
as measured by a 12 camera OptiTrack system which has sub millimeter accuracy
and precision.
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Chapter 1
Motivation and Objectives
The objective of this thesis is to develop sensor software capable of measuring
relative navigation data using point cloud based calculations. The hardware used
by this software will be a Microsoft Kinect v2 for Windows. The software will be
capable of outputting position and attitude relative to a target spacecraft. The
purpose of this sensor software is to develop a new relative navigation sensor system
for the purpose of small spacecraft rendezvous.

1.1

Brief History

Since the Gemini/Apollo program, rendezvous and docking has been an essential,
although challenging part of many space missions. During the Apollo missions it
was necessary for the Command Module to rendezvous and dock with the Lunar
Module [6]. The space shuttle rendezvoused and docked with the International
Space Station (ISS) routinely in order to assemble the station and resupply it.
The space shuttles also rendezvoused and captured the Hubble Space Telescope
1

four times for on-orbit servicing missions [7]. Numerous spacecraft have docked
with the ISS hundreds of times without incident, using both manual and automated
control. This is facilitated by the fact that the ISS is a very helpful rendezvous
target. It is capable of relaying position information to the approaching spacecraft
and has navigation aids which allow computers to measure distance and angle to
the ISS.

1.2

Motivation

The current main challenge in rendezvous and docking is rendezvous with a noncooperative target: a resident space object that does not send state data to the
chaser spacecraft or is not equipped with standard navigation aids. These navigation aids, such as the one shown in Figure 1, allow the approaching spacecraft
to measure its relative state by tracking the targets in the aid. Since they are a
known distance from each other, geometry can be used to determine the measuring spacecraft’s state relative to the navigation aid. While this could be done by
a manned spacecraft, there is interest in automating the process so that certain
orbital tasks can be performed without needing to endanger crew.
An example of a mission that requires this capability is automated removal
of space debris from low earth orbit (LEO). Currently there are over 128 million
pieces of debris smaller than 1 cm, 900,000 medium sized pieces between 1-10 cm
and 34,000 large pieces of debris over 10 cm. Each piece of debris poses a risk to
all missions operating in a nearby orbit. Even a small piece of debris, the size of a
marble, could potentially impact a satellite or vehicle with a velocity of up to 16
km/s, imparting an amount of kinetic energy sufficient to disable or destroy the

2

Figure 1: Navigation Aids on ISS Docking Port [1]
satellite or vehicle. The desire to mitigate this risk is driving research into ways of
removing space debris from orbit, most of which require a small robotic spacecraft
capable of automated rendezvous with the space debris [8].
Such rendezvous and capture technology developed for active debris removal
could also be used to allow for automated on-orbit servicing of existing satellites.
Modern satellites, such as the newest generation of GPS satellites, are typically
designed for around a 15 year life [9]. The operational life of a satellite is primarily
limited by the degradation of on-board electronics and solar arrays and depletion
of propellant reserves used for station keeping. Satellites are not usually designed
for a longer lifespan because technological advances made in 20 years may be
significant, and therefore despite the cost associated with purchasing and launching
a new satellite, maintaining a satellite with 20-year-old technology can be wasteful
3

[10]. At the end of their designed life, if possible, they are either deorbited or put
into a graveyard orbit where they essentially become space debris [11]. However,
the potential to service satellites by refueling or replacing parts means a satellite
could be maintained much longer, and given periodic technological upgrades so
that it remains profitable, operated past 15 years. Assuming the technology to
rendezvous and dock with satellites that were never intended for that functionality
exists, it is potentially much cheaper to refuel and upgrade an existing satellite
with modern technology than to dispose of a satellite and replace it with a new
one. On-orbit servicing also opens up the possibility of repairing satellites that
have a failure before the end of their intended design life, cushioning the financial
loss associated with a satellite failure and preventing the generation of more space
debris.
Another application is the capture and reuse of discarded upper stages. This is
currently being investigated by the United Launch Alliance as a means to launch
deep space exploration missions using smaller launch vehicles. In their approach,
upper stages are used as the propulsion stage for an exploration mission. This
removes the need to launch the propulsion system with the crew vehicle, allowing
the crew vehicle to launch on smaller rockets. These upper stages are also proposed
to be used to move cargo from LEO to other locations in the Earth-Moon system.
In order to utilize the discarded upper stages currently in orbit, a spacecraft would
have to be able to rendezvous and dock with or capture one but since they were
never intended to be rendezvoused with, these upper stages have no navigation aids
for chasing spacecraft or any active attitude control. Any spacecraft attempting
to dock with these stages will need the capability to measure its relative position,
velocity, attitude, and attitude rates to a passive target [12].

4

Chapter 2
Background
2.1

Spacecraft Rendezvous and Capture

The essence of rendezvous and capture is relative navigation at close range. In
any relative navigation application, the key pieces of information are the relative
position, velocity, and orientation of all objects involved in the operation. This
information can be obtained two ways: by direct measurement of relative state,
or by the measurement of the absolute state of each object in the reference frame.
The second method requires much more effort than the first method because it
necessarily requires either a third object measuring the distance to each target
and communicating that information, or it requires each object to track its own
position and communicate with the other. If the target object is completely passive,
such as in debris removal and many on-orbit servicing scenarios, that eliminates
the possibility of using the second method, which leaves only measuring the relative
position directly.
In 1967, the Soviet Union became the first nation to perform automated ren5

dezvous and docking. It used a docking system named Igla which utilized an array
of RF antennas on both spacecraft to determine relative position. In 1986 it was
replaced with the Kurs system which uses a similar array of 5 RF antennas on
each craft to measure and relay relative position information. The Kurs system is
still used for automated docking for every Soyuz and Progress missions to the ISS
[13]. In the history of its use, it has only failed once, requiring a cosmonaut to
take over and manually dock to the ISS [14].
The US’s first attempt at autonomous rendezvous was during the Demonstration of Autonomous Rendezvous Technology (DART) mission in 2005. The mission
object was to demonstrate autonomous rendezvous and perform various close proximity maneuvers using the Advanced Video Guidance system (AVGS). However
the mission failed when the DART spacecraft collided with its rendezvous target
due to a number of design flaws in the guidance system [15]. The Orbital Express
mission was launched two years later and successfully demonstrated autonomous
rendezvous, capture and docking [16].
In 2019 the SpaceX Dragon 2 spacecraft became the first commercial space
vehicle to demonstrate autonomous rendezvous and docking [17].

2.2
2.2.1

Computer Vision
Video Guidance System

The U.S. began investigating computer vision based relative navigation sensors
in the 1990’s, with the video guidance system (VGS). This system was flown on
two shuttle missions, STS-87 and STS-95. It worked by using a laser based image
capture. The target is built to have a number of markers, which are reflective
6

Figure 2: From left to right, background image without markers, background image
with markers, subtraction of left and center images leaving only markers [2].
at a particular wavelength and absorptive at another. The VGS fires a laser at
these two wavelengths and records and image for each, shown in Figure 2. The
images are subtracted from each other, resulting in an image of only what is not
common to both: the markers without a background. Following two successful test
missions, the AVGS was developed for the DART mission, which launched in 2005.
This mission failed for reasons unrelated to the AVGS system, which continued to
be developed and flew again on the Orbital Express mission in 2007 successfully
fulfilling all requirements. Work began on further developing this system into the
Next Generation AVGS (NGAVGS) but has not been flown [2].

2.2.2

Other Systems

The Vision Navigation Sensor (VNS) is a flash LIDAR type of sensor developed
for the upcoming Orion Multi-Purpose Crew Vehicle (MPCV). It is designed to
work with navigation aids on a cooperative target, such as the ISS and was tested
on STS-134 [18].
TriDAR, also known as Triangulation and LIDAR Automated Rendezvous and

7

Docking, is a system that combines a thermal imager with a laser-based 3D camera.
It was first flown on STS-128 and was the first use of a vision-based system that
did not rely on target markers [7]. The system instead has knowledge about the
target’s shape and uses that knowledge and the images from the sensor to find its
position relative to the target. It is now the primary rendezvous sensor for the
Cygnus spacecraft which makes regular cargo deliveries to the ISS [19].
DragonEye is a flash LIDAR system similar to VNS and TriDAR developed by
SpaceX and Advanced Scientific Concepts for use by the Dragon spacecraft. It was
tested on STS-127 and STS-133 before being deployed on the Dragon spacecraft
[20].

2.2.3

Limitations

The largest limitations with computer vision-based sensors is poor optical conditions in space. Lighting conditions can vary drastically based on the position of
the Sun. The target may be back-lit by the sun, lit only from one side, the sun
might be directly behind the chaser or it could be on the other side of the Earth
providing no light at all. Accounting for all of these lighting conditions has proved
difficult in the past so close proximity operations and docking are often delayed
due to bad lighting conditions.
Another issue is the reflectivity of the target spacecraft. Spacecraft are often
covered with thermal blankets which can cause strange reflections. These can
sometimes lead to false markers being identified by the vision software. Another
limitation is that all vision sensors require either navigation aid markers on the
target spacecraft or detailed geometric data of the target. This limits the number
of objects that can be successfully rendezvoused with to ones that are well known
8

geometrically or designed to help the chaser.

2.3

Point Clouds

Point clouds are essentially a set of points in space. The points are usually generated by a sensor that can scan objects in 3D. Therefore, all objects within the
field of view of the camera will be represented by a “cloud” of 3D position data, as
shown in Figure 3. When all the points are viewed together, the 3D shapes of the
objects scanned is visible. The limitation of this point cloud is that it only shows
the points visible from one perspective, so only one side of an object will be seen,
leaving the back unknown. Point clouds can be generated by stereoscopic cameras,
LIDAR’s, or time-of-flight cameras. The Microsoft Kinect v2 time-of-flight sensor
was used to collect point clouds in this work.

Figure 3: Example point cloud captured in lab
9

2.4

Microsoft Kinect for Windows v2.0

The Kinect v2 sensor, shown in Figure 4, uses two cameras and an infrared emitter
in order to capture two streams of data, depicted in Figure 5. One camera is color
spectrum camera capable of capturing 1920x1080 resolution video at up to 30
frames per second (fps). The second camera is an infrared (IR) camera which
captures 512x424 resolution video at up to 30 fps. Both cameras have a 70x60
degree field of view [21].
The IR emitter is used in combination with the IR camera to form a time of
flight (ToF) based depth sensor. It works by measuring the length of time it takes
an IR pulse from the emitter to bounce off an object and return to the IR camera.
Knowing the speed of light and the travel time allows the distance to the object
it bounced off to be calculated, as shown in Figure 6. By emitting an array of IR
pulses into a room and tracking each one individually, a depth map of the area in

Figure 4: Labeled Kinect Hardware
10

(a)

(b)

Figure 5: Raw data images from Kinect: (a) color stream, (b) depth stream

Figure 6: Time of flight diagram
front of the IR camera can be formed.
By combining the depth map with the color image utilizing the Kinect SDK
(Software Development Kit), a colored point cloud can be formed. Each frame
of the colored point cloud has 512x424 points, limited by the resolution of the
IR camera, each of which has an associated color (RGB value) and an associated
coordinate (X, Y, Z) measured relative to the sensor’s coordinate system. The
coordinate system is depicted in Figure 7.

11

Figure 7: Kinect shown with camera space points coordinate system axes [3]
The Kinect v2 SDK provides numerous tools for working with the Kinect hardware. In this application, it was used to collect raw data from the Kinect, process
that data, and output a colored point cloud. To do this, the software sets up
frame readers, which get the frame data from the Kinect and stores it in frame
variables. The frame variables are then copied into array variables so that each
individual pixel’s data can be accessed. Then the coordinate mapper function is
used to combine the depth frame data with the color frame data. The output of
the coordinate mapper is an array of “camera space points” which make up the
colored point cloud. This flow is shown in Figure 8. The point clouds captured
from the Kinect will be used to estimate the position of the sensor in relative space
by comparing the geometry captured in each cloud. The relative position will be
found using a transformation matrices discussed in the next section.

12

Figure 8: Flow diagram of data processing from Kinect data streams to camera
space points

2.5

Transformation Matrices

A vector expressed in terms of one coordinate system can be expressed in terms of
a second coordinate system with the use of a transformation or rotation matrix.
Given coordinate systems A = {a1 , a2 , a3 } and B = {b1 , b2 , b3 }, a vector R is
expressed in A as:
RA = xa1 + ya2 + za3

13

(2.1)

By definition, the scalar components of R in A are the dot product of R with each
basis vector.

x = R · a1

(2.2)

y = R · a2

(2.3)

z = R · a3

(2.4)

The vector R in B has a similar definition and components.

RB = ub1 + vb2 + wb3

(2.5)

u = R · b1

(2.6)

v = R · b2

(2.7)

w = R · b3

(2.8)

Since vectors are independent of the coordinate system that they are expressed in,
we can express R in terms of A in the definitions for u, v, and w. Distributing the
dot product multiplication results in:

u = xa1 · b1 + ya2 · b1 + za3 · b1

(2.9)

v = xa1 · b2 + ya2 · b2 + za3 · b2

(2.10)

w = xa1 · b3 + ya2 · b3 + za3 · b3

(2.11)
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Combining the equations above into a matrix equation:
⎡

⎤

⎡
⎤⎡ ⎤
⎢ u ⎥ ⎢a1 · b1 a2 · b1 a3 · b1 ⎥ ⎢ x ⎥
⎢
⎥ ⎢
⎥⎢ ⎥
⎢ v ⎥ = ⎢a · b a · b a · b ⎥ ⎢ y ⎥
⎢
⎥ ⎢ 1 2 2 2 3 2⎥ ⎢ ⎥
⎣
⎦ ⎣
⎦⎣ ⎦
w
a1 · b3 a2 · b3 a3 · b3
z

(2.12)

Each of these dot products can be rewritten using the definition of a dot product:

a · b = ||a|| ||b|| cos θ

(2.13)

Where θ is the angle between the two vectors. Since each of these vectors is a basis
vector for a coordinate system, they all have a magnitude of one. This means the
3x3 matrix above simplifies down to the cosine of the angle between each pair of
basis vectors. This is called the direction cosine matrix.
A translation matrix represents the translation of a point, represented by a
vector, through matrix multiplication. To translate a point, the vector must be
written with one extra dimension. Therefore, to translate a 3D point, the vector
must first be written as a 4D vector, and then multiplied by a 4x4 translation
matrix.

⎤
x
⎢ ⎥
⎢ ⎥
⎢ x ⎥
⎢ y ⎥
⎢ ⎥
⎢ ⎥
⎢
⎥
B=⎢ y ⎥→
− ⎢ ⎥
⎢ z ⎥
⎣ ⎦
⎢ ⎥
⎣ ⎦
z
1
⎡

⎡

⎤

(2.14)

The extra dimension will always have the value of 1 to represent a position vector,
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as opposed to a 0 which would represent a direction. The translation matrix is:
⎡
1
⎢
⎢0
T=⎢
⎢0
⎣
0

0
1
0
0

0
0
1
0

⎤
tx
⎥
ty ⎥
⎥
tz ⎥
⎦
1

(2.15)

Where tx , ty , and tz represent the distance of the translation in each direction.
For example, to translate a position vector by 1 in the x direction and 2 in the z
direction the translation matrix would be:
⎡
1
⎢
⎢0
T=⎢
⎢0
⎣
0

0
1
0
0

0
0
1
0

⎤
1
⎥
0⎥
⎥
2⎥
⎦
1

(2.16)

Resulting in:
⎡
1
⎢
⎢0
B̂ = TB = ⎢
⎢0
⎣
0

0
1
0
0

0
0
1
0

⎤⎡
1
⎥⎢
⎢
0⎥
⎥⎢
⎥
2⎦ ⎢
⎣
1

x
y
z
1

⎤

⎡

⎥ ⎢
⎥ ⎢
⎥=⎢
⎥ ⎢
⎦ ⎣

x+1
y
z+2
1

⎤
⎥
⎥
⎥
⎥
⎦

(2.17)

A useful trait of these two transformation matrices is that they can be combined
into a single transformation matrix very easily. The combined matrix, called a
homogeneous transformation matrix, includes both the rotation and a translation
and has the form [22]:
[

]
Rotation M atrix (3 × 3) T ranslation Components (3 × 1)
H=
0 (1 × 3)
1

16

(2.18)

2.6

View Points

This homogeneous transformation matrix is often used in 3D computer rendering
applications because it allows a landscape to be built in a world coordinate system
and transformed into the view from any arbitrary position and orientation. In
context, each point cloud is essentially a viewpoint of the real world. We can use
an initial point cloud to establish the world’s origin point and coordinate system
axes. A second point cloud is then a viewpoint in that world that can be defined with a homogeneous transformation matrix relative to that world coordinate
system. More importantly, the homogeneous transformation matrix which rotates
and translates the world to the viewpoint can be used to find the viewpoint’s origin
and orientation expressed in the original coordinate system. This is equivalent to
finding the camera’s movement from the position it was at when the first point
cloud was taken. This is done using the inverse of the transformation matrix [22].
⎡

⎤
0
⎢ ⎥
⎢ ⎥
⎢ 0 ⎥
⎥
−1 ⎢
P =H ⎢ ⎥
⎢ 0 ⎥
⎢ ⎥
⎣ ⎦
1

(2.19)

The vector that is multiplied into the inverse transformation is the position of the
camera in the original frame. The resulting position is the position the camera is
in when the second frame is taken, expressed in the original coordinate system.
To find the relative orientation of the camera, the vector is changed to (0,0,1,0).
This represents the z-axis which corresponds to the camera’s bore sight, and the
extra 4th element being 0 means that this vector is representing a direction, not a
position.
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Figure 9: Two point clouds before and after being aligned [4].

2.7

Registration

Registration is the process of aligning two point clouds based on similar features
and patterns, when the transformation between the two clouds is unknown. It
requires that there is enough overlap between the two clouds that features can be
identified as the same object. For example, if the top of a rectangular table can
be seen in two different point clouds, then the two point clouds can be aligned by
matching the points that show the table. This is also shown in Figure 9 where
a chair and walls are used to align two point clouds. This is similar to patching
together pictures based on the same object appearing in both images. Traditionally
this is used to create a greater view of a scene than can be captured by a single
image or point cloud, like a panoramic picture. However, in aligning the two point
clouds, the homogeneous transformation matrix between the two is found, and
therefore the movement of the camera can be found.
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Figure 10: Flow diagram of registration process.

2.8

Open3D Library

The Open3D library is an open source project being developed in C++ and Python
by Intel Labs. It supports rapid development of software requiring 3D data processing and is used in this project for its implementation of various registration
functions. The result of the registration functions is the transformation matrix
that is required to transform the source point cloud to align with the target source
cloud. Figure 10 shows a block diagram of this process [23].
Registration techniques are often described as global or local. Local registration techniques start with an initial guess and refine this estimate to find a more
accurate transformation matrix. The initial guess is usually estimated using global
registration. Global registration techniques are capable of finding transformations
with some accuracy without an initial guess, or with a mostly inaccurate initial
guess. They are often more computationally expensive than local methods [24].
In the spacecraft rendezvous application, the point clouds will be captured
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at a high update rate from a relatively slow-moving platform. Therefore, the
transformation matrix between two consecutive frames can be approximated as
the identity matrix and a local registration can be used without first needing a
global method. Open3D has several options for local registration techniques. A
commonly used registration technique is called iterative closest point (ICP), which
works by iterating the transformation until it minimizes the objective function.
The objective function varies by implementation, but corresponds to the distance
between points in the two clouds. One drawback with ICP registration is that it
can have difficulty aligning relatively featureless objects or geometrically symmetric
objects. A more advanced technique is called colored point cloud registration uses
both geometry and color in order to align the point clouds. By considering color
information, the method has additional information with which to estimate the
transformation. For example, if two point clouds of a wall with a colored pattern
are aligned using geometry only, the technique will only be able to make sure the
walls are in the same plane. However, when the pattern is considered, the walls
can be properly aligned as shown in Figure 11 [25].
Registration is usually a computationally expensive process. Traditionally it is
used for applications that do not need to output data in real time, such as mapping
a room or an object in 3D using multiple point clouds. In order to reduce the
computation time, the size of the point cloud is reduced by removing lab features,
such as the walls and floors which would not be present in the application of
spacecraft rendezvous, and down sampling the data, which has the bonus effect of
helping to smooth out noise.
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Figure 11: Two point clouds of a featureless wall are shown misaligned (top),
aligned using ICP registration (middle), and aligned using colored point cloud
registration (bottom). [5]
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Chapter 3
Implementation and Testing
This chapter will describe the methods and logic used in the sensor software, the
testing environment, and the testing procedures. The first section will describe
how the code works and what methods are used in the process of transforming
raw input data to output data. The testing environment section will describe the
lab setting and equipment used for testing. The testing procedures sections will
describe the methodology of testing, how the tests were performed, and how data
was collected.

3.1

Code Overview

The code is built in Visual Studio 2017 C++ environment with Kinect 2.0 SDK
and Open3D 0.5.0 libraries. The flow inside the main program is shown in Figure
12.
It has two main parts which were developed and tested separately, and therefore
can operate independently. The first part reads data from the Kinect hardware,
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Figure 12: Flow diagram of sensor system software.
processes it into a cropped colored point cloud, and returns it to the main program.
This is represented by the diagram shown in Figure 13. The second part retains
the two most recently point clouds and uses the registration algorithm to calculate
the camera’s motion between the clouds. This is represented by the diagram shown
in Figure 14. This motion is the main goal of the code and can be output to a
controller software to be used as relative navigation data.
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Figure 13: Cloud capture flow diagram of sensor software.

Figure 14: Motion calculation and data processing flow diagram of sensor software.
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3.2

Point Cloud Capture

As stated in Section 3.1 the first part of the program converts the raw data from
the Kinect sensor into a usable point cloud. The Kinect v2 SDK, discussed in
Section 2.4, is utilized to connect with and extract data from the Kinect sensor.
In C++, this involves connecting to the sensor via the GetDefaultKinectSensor
function. With the sensor identified, a coordinate mapper is created using the
get CoordinateMapper function. Then the functions get DepthFrameSource and
get ColorFrameSource are used to set up the sources of the depth and color frames.
Once the sources are initialized, frame readers are made using the OpenReader
function. Each iteration of the capture loop of the program will get the raw depth
and color frame data by calling the AcquireLastestFrame function from the depth
and color readers.
The raw frame data is then processed into arrays using the CopyFrameDataToArray and CopyConvertedFrameDataToArray functions for the depth and color
frames respectively. The depth array is used as the input for the MapDepthFrameToCameraSpace function of the coordinate mapper, which outputs the point cloud.
At this point the point cloud consist only of the x, y, and z coordinates of each
point measured in the depth frame. These coordinates are physical distances in
terms of meters as measured with the Kinect’s coordinate axis system, shown in
Figure 7. Each point in the cloud is indexed by its pixel number, and therefore
the color of each point in the cloud can be easily obtained using the color array
created previously. However, this is not the format that Open3D recognizes as
a point cloud for use with its functions so a small loop is used to populate an
Open3D point cloud variable with the data from the Kinect’s point cloud array
as well as corresponding color data. While the point cloud is populated from the
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Figure 15: Visualization of initial cropping performed during cloud capture.
camera space points, a simple filter is implemented to cut out all points above
or below 1 m of the Kinect, as visualized in Figure 15. This is done in order to
reduce the size of the point cloud before it begins to be processed, and is based on
the constraints of the test setup, which is strictly 2D and therefore the target will
never be above or below the sensor.

3.3

Point Cloud Processing

The main program begins by initializing two point cloud variables and several filtering variables. The first point cloud captured is used as the base point cloud for
the duration of the program and is therefore the origin from which the Kinect’s
position will be measured relative to. A simple filter is used to remove the background from the cloud. The filter essentially removes all points outside of a 3D
box defined by side plane locations along each direction. The first iteration of the
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filter uses preset values based on the known relative position of the target. For the
first test, which has the target positioned approximately 2.5 m from the Kinect,
the filter removes points in the cloud that have a z position greater than 3.5 m or
less than 2 m. This removes the wall behind the target and any noise between the
target and the sensor. It also removes points with a y value greater than 0.5 m
or less than -0.5 m which removes the ceiling and floor of the lab from the cloud.
Along the x direction it removes all points with an x value greater than 1 m or
less than -1 m which removes side walls and other lab equipment that might be in
view of the sensor. The remaining cloud is just the points that were inside of the
box defined by those parameters, which are set so that the target sits inside. The
result of this filtering is shown in Figure 16.
After the initial filtering, the filter parameters defining the box are based on
a set distance away from the average coordinates of the remaining cloud. This
allows the target to move a small amount between frames but still be inside of the
filtering box. As it continues to move, the box will move with it. This technique
is very simple and relies on knowing where the target is in the first frame without
calculating it from the sensor and knowing the size of the target. However, this filter is only necessary because the testing is taking place inside of a lab environment
and would be unnecessary in a space environment.
After cropping the point cloud, a function from Open3D called VoxelDownSample is used to reduce the number of points in the cloud to decrease computation
time. It works by creating groups of neighboring points, finding the average position of the group, and replacing all the individual points in the group with a single
point at the average position. The size of the group is controlled by an input
parameter which corresponds to the physical size of the groups in 3D space. For
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(a)

(b)

Figure 16: Visualization of point cloud: (a) before cropping and voxel down sampling, (b) after cropping and voxel down sampling.
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example, setting this parameter to 0.05 m makes the function group the cloud into
5 cm blocks. The result of this kind of down sampling is a lower resolution point
cloud, as can be seen in Figure 16.
After the cloud has been filtered for the lab environment and reduced in size
by voxel down sampling the function EstimateNormals is used to define normal
vectors at each point in the cloud. This is done because the registration function requires the normals to be defined. The clouds are then given as inputs to
the RegistrationColoredICP function, along with a convergence threshold variable,
convergence criteria, and an initial guess of the transformation. For the first run
through the loop, the identity matrix is used as the initial guess, and for subsequent iterations the resulting transformation of the previous iteration is used. The
output of the registration function is a registration result variable which contains
the transformation matrix. As discussed in Section 2.6, the transformation matrix
is then used to obtain the sensors position and orientation relative to its position
in the initial point cloud.
For testing, the position and orientation were output to a .csv file from C++
for analysis. To implement the sensor into a control system the position and orientation can be output via user datagram protocol (UDP) which is a standardized
method of data transmission.

3.4

ORION Lab

Testing was performed in the Orbital Robotic Interaction, On-orbit servicing, and
Navigation (ORION) Lab shown in Figure 17. The chaser spacecraft equipped
with the Kinect sensor is mounted on top of a pan-tilt gimbal on a 2-axis gantry.
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The target spacecraft is mounted on a pan-tilt gimbal fixed to the ground and
is designed to have geometric features and optical surface characteristics similar
to spacecraft. The test configuration of the target spacecraft is shown in Figure
18. The chaser spacecraft is equipped with a Windows 10 computer connected to
the Kinect and running the code. This computer is remotely controlled from the
control room. A second computer, located in the control room, controls the motion
of the gantry system to emulate relative orbital motion. A third computer, also
located in the control room, connects to the OptiTrack motion tracking system
which is used to track the position and orientation of both the chaser and target
spacecraft. The OptiTrack data is used as “ground truth” data for comparison
with the relative navigation data and has an accuracy of ± 0.001 m.
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Figure 17: Orion Lab with labeled equipment.

31

Figure 18: The target spacecraft as configured during testing.
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3.5

Initial Testing

Initial testing of registration was performed offline using a set of previously captured point clouds in order to troubleshoot and tune the registration process.
Testing of point cloud capture in the lab was performed in real time with the aid
of a point cloud visualizer built into Open3D. Testing revealed several issues with
real time capture. A key problem was that the visualizer severely effected the
performance of the program. Without the visualizer, the code was able to capture
point clouds at a pace consistent with the camera’s frame rate. However, with the
visualizer enabled, the capture rate slowed to around 1 Hz without the registration
enabled. While 1 Hz is still a good capture rate for a relative navigation sensor,
enabling the registration with the visualizer decreased the capture rate further.
Since the visualizer is not actually crucial to the program, it was disabled once
troubleshooting had finished and testing began.
Another issue that was revealed during troubleshooting was that the transformation would occasionally decide the best fit was to flip the point cloud over
because the chaser’s geometry was symmetric. This was remedied for tests by
adding a diagonal piece of tape to one solar panel, shown in Figure 18, which then
allowed the colored point cloud registration to recognize which side of the target
was which. This highlights the fact that while this sensor system does not require
specific geometry on the target like other system, it is still geometry dependent
and needs asymmetric features to be able to track the target.
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Chapter 4
Results
Testing of the sensor system was performed in a series of tests designed to characterize its accuracy and performance. Table 1 below shows each test’s configuration
and purpose.
Test
1
2
3
4

Distance to Target
2.5 m
Variable
2.5 m
1 m Sine centered at 2.5 m

Yaw Orientation
0◦
0◦
Variable
0◦

DS Parameter
Variable
0.02 m, 0.03 m, 0.05 m
0.05 m
0.05 m

Table 1: Description of Tests

4.1

Test 1: Down Sample Parameter

The first test was performed with the gantry in a stationary position located in line
with the target spacecraft. The distance to the target was approximately 2.5 m.
Thirteen test cases were executed varying the size of the voxel down sampling
rate. This parameter is given to the down sampling method and represents the
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size of a cube in which all points of the cloud will be merged into one. Increasing
this parameter causes more points to be averaged together, reducing the number
of points left after the down sampling. This is done to reduce computation time
between measurements, effectively increasing the sensor’s operating rate. The
downside of down sampling the point cloud is a reduction in accuracy of the result,
so this must be balanced to have accurate measurements at a useful rate. Testing
without any down sampling and with a down sampling rate of 0.01 m resulted in
very large and inconsistent times between measurements (frame time). Figure 19
shows the average frame time and the standard deviation of the frame time for
various down sampling parameters.
Each sampling rate was tested in three trials, with each trial lasting for 150
measurements. There is a clear relationship between increasing the down sampling
rate and reducing time between measurements, as shown in Figure 19. Increasing
the rate also reduces the standard deviation of the time between measurements
which is important for a consistent data rate which is desirable for velocity calculations as well as for controller design.
The average error in measured position is shown in Figure 20a. There is no clear
trend between the down sampling parameter and accuracy of the measurements,
but there is a clear difference between the accuracy in each direction. The Z-axis
position error is consistently the lowest, while the Y-axis direction has a much
higher spread of average error. While it is expected that the lowest error would
exist along the axis of the camera, the other two axes should be approximately
equal in terms of accuracy. The cause of the discrepancy between x and y direction
accuracy may be either or both a bias in the Kinect sensor or a function of the
geometry of the target spacecraft, as mentioned in Section 3.5.
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(a)

(b)

Figure 19: Test 1 Frame Times
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(a)

(b)

Figure 20: Test 1 position measurement results: (a) error, (b) standard deviation
The standard deviation of position error, shown in Figure 20b, is also dependent
on the axis, with the z-axis error having the smallest standard deviation and the y
axis having the largest. Its also clear that the down sampling parameter has only
a small effect on standard deviation in the z and x direction, with a larger effect
in the y axis direction. In the y direction, the largest down sampling parameter
tested, 0.05 m, has approximately double the standard deviation of the smallest
down sampling parameter, 0.02 m. Almost no increase in standard deviation is
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observable in the z-axis direction, and only about a 20% increase in the x-axis
direction between smallest and largest down sampling parameter. This is also
likely influenced by either sensor bias or the geometry of the target spacecraft.

4.2

Test 2: Range

The second test was an extension of the first test but at a different distance to the
target in order to determine if the distance from the target would change the effect
of down sampling rate. The distances tested were 3.5 m, 1.5 m, and 1.0 m from
the target, and are referred to as tests 2a, 2b, and 2c respectively. Test 2a was
performed at a distance approximately 3.5 m from the target. Based on the trends
seen in the first test, a down sampling parameter of 0.04 m was omitted from this
test because it did not perform significantly more accurately than 0.05 m and was
not significantly faster than 0.03 m.
Figure 21 shows the average frame time and the standard deviation of the frame
time in this test. The trend is the same as in test 1, but all times and standard
deviations have decreased. This shows that processing time is inversely related
to the distance from the target since more distance reduces the size of the point
cloud.
The trends in the average error, shown in Figure 22a, shows very little connection between down sampling parameter and accuracy, as in test 1. It also shows
that the y-axis direction is the least accurate direction and the z-axis direction is
the most accurate direction. The x-axis direction however became relatively less
accurate, and now matches with the y-axis direction’s accuracy more closely than
the z-axis direction.
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(a)

(b)

Figure 21: Test 2a Frame Times: 3.5 m from target
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This is also reflected in the standard deviation of error in each direction, shown
in Figure 22b. The z-axis direction again has a very small standard deviation on
the order of 1 mm, while the x-axis and y-axis directions have standard deviations
on the order of 1 cm. In the x and y-axis directions, the standard deviation is
noticeably dependent on down sample parameter, increasing with larger down
sample parameters. The z-axis direction maintains a similar standard deviation
for all down sampling parameters.
Test 2b was performed at a distance approximately 1.5 m away from the target,
or 1 m closer than the original test. In this test 0.02 m was eliminated as a down
sampling parameter because of a sharp increase in time between measurements to
the point of being unusable. As expected by analyzing the previous test results, the
time between measurements and standard deviation of time between measurements
increased as the target moved closer. At this range, the average time between
measurements for a down sampling parameter of 0.03 m was nearly twice that of
the time for a down sampling parameter of 0.05 m, with a similar comparison for
standard deviation of time between measurements, as can be seen in Figure 23.
Average error decreased compared to larger distances, while still showing no
clear trends between different down sampling parameters. The z-axis direction
continues to be significantly more accurate than the other two axis directions, as
can be seen in Figure 24a.
At this range the standard deviation of error, shown in Figure 24b, shows the
larger down sampling parameter of 0.05 m results in a larger standard deviation.
The difference is approximately a 50% increase in all axes compared to the standard
deviation of a 0.03 m down sampling parameter.
Test 2c was run at an approximate range of 1 m from the target. The results,
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(a)

(b)

Figure 22: Test 2a (3.5 m from target) position measurement results: (a) error,
(b) standard deviation
shown in Figure 25 and Figure 26, continued the established trends of increased
average and standard deviation of time between frames and smaller average errors
with no clear trend dependent on down sample parameter. However, the standard
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(a)

(b)

Figure 23: Test 2b Frame Times: 1.5 m from target
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(a)

(b)

Figure 24: Test 2b (1.5 m from target) position measurement results: (a) error,
(b) standard deviation
deviation of error, shown in Figure 26b, showed different trends. The standard
deviation in the x-axis direction and z-axis direction moved closer together for a
down sample parameter of 0.03 m, while it stayed approximately the same for a
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down sampling parameter of 0.05 m. In the y-axis direction the standard deviation for a down sampling parameter of 0.05 m stayed approximately the same
while the standard deviation for a down sampling parameter of 0.03 m increased
from approximately 0.015 m to 0.03 m. One possible cause for this is the target
stretching outside of the field of view of the sensor at this close range, such that
the whole target is not visible to the sensor.
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(a)

(b)

Figure 25: Test 2c Frame Times: 1.0 m from target
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(a)

(b)

Figure 26: Test 2c (1.0 m from target) Position Measurement Results: (a) error,
(b) standard deviation

4.3

Test 1 and 2 Conclusions

From this series of tests, we can see that average frame times and standard deviation of frame times are sensitive to both down sampling parameter and to distance
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to target. The data for frame times from test 1 and test 2 is combined in Figure 27.
In general, it can be seen that at a variety of distances, a down sample parameter
of 0.05 m has a frame time of about 50-60% of a down sample parameter of 0.03 m.
The standard deviation of error from tests 1 and 2 is shown in Figure 28, which
shows that the z-axis direction, which corresponds to the viewing direction of the
sensor, is by far the most precise, with a standard deviation an order of magnitude
less than the other two axis directions. The y-axis direction, corresponding to up
and down from the horizontal plane, is the least precise direction. This may be
caused by camera bias due to the positions of the IR emitter, IR camera, and color
camera relative to each other, or some other hardware issue. Alternatively, it may
be caused by the geometry of the target which as viewed in a point cloud does not
have a defining plane locking it from sliding in the y-axis direction.
Based on the combined results of tests 1 and 2, a down sample parameter of
0.05 m was selected as the only down sample parameter for future tests. This
is based on the superior frame time performance of a down sample parameter of
0.05 m, as shown in Figure 27, which comes at a very small loss of precision, as
shown in Figure 28.
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(a)

(b)

Figure 27: Test 1 and 2 Frame Times
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(a)

(b)

Figure 28: Test 1 and 2 standard deviation of error: (a) 0.03 m down sample
parameter, (b) 0.05 m down sample parameter
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4.4

Test 3: Orientations

The third test was designed to test performance when the target was not along
the boresight. The chaser was put in the same position as in test 1, approximately
2.5 m from the target. It was then turned 10 and 20 degrees about the y-axis of
the camera in each direction, for a total of 4 test orientations. Each orientation
was tested three times.
The orientations in this test can represent a difference in attitude between the
two spacecraft as well as a relative position that is not purely along the bore sight
direction. From the perspective of the chaser spacecraft, the target spacecraft has
an attitude difference and is also located to its side, not just in front of it.
These tests showed the different orientations had little to no effect on average
frame time, standard deviation of frame time, or standard deviation of position
measurement error, as shown in Figures 29 and 30. Trends in relative precision
of the different axes directions are consistent with previous tests, with the y axis
direction being the least precise with the largest standard deviation, and the z axis
direction having the smallest standard deviation.
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(a)

(b)

Figure 29: Test 3 Frame Times: 2.5m from target
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Figure 30: Test 3 measured position error standard deviation

4.5

Test 4: Motion along Z-axis

The last series of tests was performed with the gantry moving along the z-axis of
the camera. The motion followed a sine wave with an amplitude of 1 m, centered
approximately 2.5 m from the target spacecraft. The down sample parameter was
equal to 0.05 m. Two different frequencies were tested with 3 trials each. The
frequencies of 0.0025 rad/s and 0.005 rad/s were chosen in combination with the
amplitude to limit the maximum relative velocity between the chaser and target
to 5 cm/s. This limit was chosen to ensure that the registration function would
be able to consistently converge on a transformation. Based on an assumed time
between frames of 1 s, the maximum movement from one point cloud measurement
to the next is limited to 5 cm. This is done to ensure that the initial guess given
to the registration function is good enough to allow it to converge. Increasing the
distance traveled between iterations makes the previous iteration’s transformation
result a poorer initial guess for the current iteration. This could cause the time
between frames to increase, exacerbating the problem until the initial guess is no
longer good enough for the registration to converge on a solution.
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The error for these tests is calculated as the difference between the position
measured by the Kinect sensor and the ”ground truth” position measured by the
OptiTrack system. With data being collected from two separate sources running at
different sampling rates on two separate computers without synchronized clocks,
OptiTrack data was manually adjusted to align as best as possible to the sensor
data, as shown in Figure 31. This was done by adjusting the timestamp of the
OptiTrack data with a phasing time. Then, the “truth position” for each sensor
data position is calculated via linear interpolation between the closest two OptiTrack data points. The “truth position” is subtracted by the Kinect data position
to give the error at each sensor data point. This was done only along the z-axis
which corresponds to the direction of motion. The resulting average error and
standard deviation are shown in Figure 32. The average error between the OptiTrack measured position and the sensor measured position is within 1-5 mm for all
trials, with a standard deviation of around 5 mm. The sensor appears to perform
equivalently at both speeds indicating that at least within a certain range the sensor’s accuracy is not dependent on relative velocity. The standard deviation in the
z-axis with no relative velocity, shown in Figure 28b, is about 1-5 mm, which is
roughly equivalent to the standard deviation in this test. This implies the noise in
the sensor, at least along the z-axis, is velocity independent within a certain range.
The frame times from test 4, shown in Figure 33, show no significant different from
the frame times from test 1 and 2 in the same range of distances, shown in Figure
27 which implies that frame time is independent of velocity as well.
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(a)

(b)

Figure 31: Test 4 Z-axis position: (a) measured, (b) error. Data plotted here is
from the first trial at a frequency of 0.005 rad/s.
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(a)

(b)

Figure 32: Test 4 Z-axis position measurement results: (a) error, (b) standard
deviation
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(a)

(b)

Figure 33: Test 4 Frame Times: (a) average, (b) standard deviation

56

Chapter 5
Conclusion and Future Work
5.1

Conclusion

The Kinect sensor has been implemented and tested as a relative navigation sensor. The program is written to utilize the Kinect as a general point cloud sensor,
allowing it to be easily adapted to other camera systems that can provide similar
point cloud information. The code relies on an open source C++ library called
Open3D (version 0.5.0) which supports the development of 3D data manipulation
and analysis. Future versions of Open3D will continue to add new features and
improve existing features and documentation.
Tests were performed to characterize the accuracy and precision of the Kinect
sensor as a relative navigation camera in conjunction with the code. The first
rounds of tests showed promising accuracy and precision, as well as sensitivity
to many parameters which can be analyzed further to improve performance. In
static tests, average error and standard deviation of error were small and showed
no significant or consistent tendency to be biased away from zero. The sensor was
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shown to have a different level of accuracy in different directions, which may be
the result of either camera bias or geometry of the particular target tested. A
dynamic test was performed to characterize the error during relative motion. The
tracked position from the sensor was compared with the position as tracked by the
OptiTrack system to calculate the error in each measurement. The results of this
analysis showed no significant error bias, and a standard deviation the same order
of magnitude as in static tests. Other directions of motion were not tested.
The sensor system was able to track relative motion with an average error of
0.003 m and standard deviation of 0.005 m. The capture rate was approximately
0.8 Hz, limited by processing power of the computer. The maximum velocity
tested was 0.05 m/s. No significant error bias was discovered in the sensor, however
measurements along the z-axis direction were an order of magnitude more accurate
and precise than measurements along the x or y axes.
This thesis has proved the concept that point cloud based relative navigation
can be used for rendezvous, and can implemented via commercially available depth
cameras. This provides a cheap, lightweight, low power, and low volume alternative
to established rendezvous sensor systems, which makes it ideal for small inexpensive
satellites. Additionally, its performance is not dependent on a cooperative target,
ideal for missions to remove orbital debris or service on-orbit satellites which may
be disabled or non-functioning.

5.2

Future Work

From this initial set up, many different tests can be run to continue evaluating the
performance of the system. More static tests should be performed to check to see if
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there are positions within the field of view that cause more or less accurate results
than average. Ideally, the entire field of view of the sensor should be statically
tested at all ranges to characterize the noise at each point individually.
Tests should be performed to evaluate the performance during translational motion in other directions and rotational motion. The motion should travel through
the whole field of view of the sensor in order to detect sensitivities to position. Tests
should also find the maximum speed that the sensor can accurately track. This will
be dependent on the computation time of each calculation because convergence of
the registration is dependent on how good the guess is, which is dependent on how
far away the cloud has moved since the last calculation. With quicker calculation
times, faster velocities should be able to be tracked.
Future versions of Open3D are planned to bring GPU support. Once implemented in Open3D, the use of GPU’s on the sensor vehicle may dramatically
decrease computation time, improving the sampling rate of the sensor. The Kinect
sensor supports up to a 30 Hz sampling rate with its cameras, but as implemented
the sampling rate is closer to around 0.5-1 Hz.
Code optimizations may also improve performance. The current point cloud
filtering implementation is extremely simple and only removes point cloud points
too far from the average point cloud of the last frame. This makes the filter dependent on the size of the target which may not be ideal for a general-purpose sensor
system. As noted before, filtering is necessary for testing in a lab environment.
Therefore, any improvements to filtering should try to minimize its impact on the
performance of the system as it would not be necessary in a space environment.
Additionally, a voxel down sampling function is run to reduce the number of points
in the cloud to ease calculation time. The time between measurements was shown
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to be highly sensitive to the down sampling rate and the distance to the target.
Currently, the rate of down sampling is a fixed value, but it may be desirable in the
future to implement a variable down sampling rate in order to get more accurate
results at all ranges or to adjust the time between measurements depending on the
distance to the target.
Different target configurations should be tested to see which results may be
sensitive to target geometry. Theoretically, the point cloud based approach should
be independent on the shape of the object that is being looked at but there may
be certain geometric features that allow the sensor to more easily track the target.
Additionally, lighting is important to this sensor system due to the implementation
of the colored point cloud registration. In tests presented in the thesis, the overhead
lights in the lab were used but future tests must evaluate the sensor in other lighting
conditions, such as when the target is only illuminated by a light on the chaser,
and with different angles of illumination representing different possible positions
of the sun. Additionally, because the depth sensor of the Kinect uses an infrared
wavelength, a sun simulator capable of simulating the sun’s infrared spectrum can
also be investigated to see if it will cause interference with the Kinect’s depth
sensor.
The faces of the target facing the sensor for these tests were mostly made
of black cloth and blue painted plywood which do not accurately represent the
materials used on spacecraft. The sensor’s ability to capture point cloud data of
a target that more realistically simulates the often shiny materials of spacecraft
must also be evaluated.
The sensor’s ability to provide clean data to a guidance system can be greatly
improved with the implementation of a filter on its output, such as a Kalman filter.
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The sensor system also suffers from a lag based on the calculation time of each
measurement. The position output by the sensor system represents the position
of the sensor at the time the point cloud was captured, which varies based on the
time of the calculation. In this test, that time was often 1-2 s, meaning the data
being output lags the actual position by 1-2 s, which must be accounted for by any
guidance system that utilizes this sensor. As previously mentioned, the processing
time may be improved in a variety of ways which will decrease the lag between the
output position and the actual position.
Further work may also include using the software with different sensor hardware, such as Intel’s RealSense cameras or Microsoft’s upcoming Kinect Azure
cameras. Open3D already supports many RealSense cameras, so adapting the
code to generate a point cloud for these cameras should be relatively straight forward. The Kinect Azure camera will presumably have a similar implementation
as the Kinect v2 sensor. It also has switchable wide and narrow fields of view for
the depth sensor which offers the ability to have a larger range of distances where
the sensor can provide accurate data.
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