This paper extends some of the basic results in the area of Lyapunov (asymptotic) and finite time and practical stability to linear, discrete, time invariant time-delay systems. New definitions have been established for the latter concept of stability. Sufficient conditions for this type of stability, concerning the particular class of linear discrete time-delay systems are derived.
Introduction
In the existing stability criteria, mainly two ways of approach have been adopted. Namely, one direction is to contrive the stability condition which does not include the information on the delay, and the other is the method which takes it into account. The former case is often called the delay -independent criteria and generally provides simple algebraic conditions. Numerous reports have been published on this matter, with particular emphasis on the application of Lyapunov's second method, or on using the concept of the matrix measure, Lee and Diant (1981) , Mori (1985) , Mori et al. (1981) , Hmamed (1986) , Lee et al. (1986) ).
In real-life one is not only interested in system stability (e.g. in the sense of Lyapunov), the bounds of system trajectories are also relevant . A system can be stable but still completely useless because it has undesirable transient performances.
Thus, it may be useful to consider the stability of such systems with respect to certain subsets of state-space which are defined a priori in a given problem. Besides that, it is of particular significance to concern the behavior of the dynamical systems only over a finite time interval.
These boundedness properties of system responses, i.e. the solution of system models, are very important from the engineering point of view. Realizing this fact, numerous definitions of the so-called technical and practical stability were introduced. Roughly speaking, these definitions are essentially based on the predefined boundaries for the perturbation of initial conditions and allowable perturbation of system response. In the engineering applications of control systems, this fact becomes very important and sometimes crucial, for the purpose of characterizing in advance, in quantitative manner, possible deviations of system response. Thus, the analysis of these particular boundedness properties of solutions is an important step, which preceedes the design of control signals, when finite time or practical stability control is concern.
The matrix measure approach was for the first time introduced in Debeljkovic et. al. (1997b, c, d) , in investigation of this type of systems as well as the approach based on general application of the well known Bellman -Gronwall lemma, Lazarevic et al. (2000) and for non autonomous systems in Debeljkovic et al. (2000) .
Here we examine two problems. The first one is searching for the sufficient conditions that force the system trajectories to stay within the a priori given sets for the particular class of linear discrete time-delay systems. The other problem is obtaining sufficient conditions of asymptotic stability for the same class of systems.
Notation and preliminaries
A linear, autonomous, multivariable discrete time-delay system can be represented by the difference equation:
and with an associated function of initial state:
The equation (2.1) is referred to as homogenous or the unforced state equation, x(k) is the state vector, A 0 , and A 1 are constant system matrices of appropriate dimensions, and pure time delay is expressed by integers, h = 1, 2, ....... N.
It is assumed that the equation (2.1) satisfies the adequate smoothnees requirements so that it's solution exists and is unique and continuous with respect to k and initial data and is bounded for all bounded values of its arguments. Let
Κ is denoted discrete-time interval, as a set of non -negative integers:
Quantity N k can be positive integer or symbol +∞ , so that finite time stability and practical stability can be treated simultaneously.
Let :
and for which ||x|| is also bounded. Define the total difference of V/k, x (k)/ along the trajectory of systems, given by (1), with: 
Aleksendric (2002).
Definition 3. 2 The linear discrete time delay system (2.1), is finite time stable with respect to { , , , ,
∈ , if and only if:
These Definitions are analogous to those presented for the first time in Debeljkovic et al. (1997a) for continuous time delay systems.
Stability theorems
Theorem 3. 1 A system (2.1), is finite time stable with respect to { , , , ,
following condition is satisfied:
Proof. The solution of (2.1) with initial function (2.2) can be expressed in terms of fundamental matrix as it is written below:
being the fundamental matrix of linear discretetime delay system.
In accordance with the property of the norm, one can immediately write:
where the condition given by (3.3) has been used. To obtain the final result, one has to use (3.5), so we can write:
what has to be proved. ■ Application of this Theorem is in some manner difficult, since one has to find fundamental matrix ( ) k Φ .
In order to overcome this problem, the following discussion is presented.
The system (1) can be rewritten as: is new high-dimenssion system matrix, with I being identity matrix. Therefore, the necessary and sufficient condition for stabilty of the system (2.1) is that the solutions of the characteristic equation of system (3.9):
But, to check (3.5), we only need to apply the following relation:
(3.13)
In the sequel, we present another approach.
Main results -Lyapunov stability
Theorem 4. 1 A system (2.1) is asymptotically stable if the following condition is satisfied:
Proof. Solution of (2.1) with the initial function (2.2) can be expressed in terms of fundamental matrix as it is written below:
If it is possible to establish the stability of (4.2) in the sense of Koepcke (1965) , e.g. that we have a progressively decreasing function ( ) k x as k tends infinity, then the rest of the proof is straightforward. Therefor, one can use the crucial fundamental matrix property: Simple mathematical induction shows that the preceeding equation is satisfied for any ( ), 1 k j j + ∀ > x , so the stabilty in the very well known sense " " ε δ − is proved. In order to guarantee asymptotic stability, it is necessary, for both matrices A 0 and A 1 to be discrete stable matrices.
For this one should clarify (4.1). It is obvious that:
conditions of Theorems 4.3 and 4.4 can be proved in the similar way. For the sake of brevity these proofs are omitted here. First term of inequality (4.6) is a special case of matrix measure, since A(⋅) ∈ n n × ℜ , and therefore (4.9) is valid.
If we rewrite (2.1-2.2) in the particular form: Delay -independent criteria in the form of sufficient conditions of finite time and practical stability, were also derived.
Moreover the generalization of some previous results, in the area of Lyapunov stability for the same class of systems have been also established and proved.
APPENDIX A
Example A1. Assume that we have two scalar linear systems, given by: The results are shown in Fig. A1 . and Table No . A1. 
We are looking for the distribution of zeroes of theirs characteristic equations, increasing the time delay
where the matrices are :
For testing the asymptotic stability of the system, first we denote the eigenvalues: The matrices are obviously discrete-stable, and since the second condition is also satisfied the system is asymptotically stable.
To prove the stability, we can examine the equivalent non-delayed system i.e. check the eigenvalues of the matrix of the given discrete system: To prove the stability, we can examine the equivalent non-delayed system i.e. check the eigenvalues of the matrix of given discrete system: 
