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Abstract We present a 1-km2 gridded German dataset of hour-
ly surface climate variables covering the period 1995 to 2012.
The dataset comprises 12 variables including temperature, dew
point, cloud cover, wind speed and direction, global and direct
shortwave radiation, down- and up-welling longwave radiation,
sea level pressure, relative humidity and vapour pressure. This
dataset was constructed statistically from station data, satellite
observations and model data. It is outstanding in terms of spatial
and temporal resolution and in the number of climate variables.
For each variable, we employed the most suitable gridding
method and combined the best of several information sources,
including station records, satellite-derived data and data from a
regional climate model. A module to estimate urban heat island
intensity was integrated for air and dew point temperature.
Owing to the low density of available synop stations, the gridded
dataset does not capture all variations that may occur at a reso-
lution of 1 km2. This applies to areas of complex terrain (all the
variables), and in particular to wind speed and the radiation
parameters. To achieve maximum precision, we used all obser-
vational information when it was available. This, however, leads
to inhomogeneities in station network density and affects the
long-term consistency of the dataset. A first climate analysis
for Germany was conducted. The Rhine River Valley, for exam-
ple, exhibited more than 100 summer days in 2003, whereas in
1996, the number was low everywhere in Germany. The dataset
is useful for applications in various climate-related studies, haz-
ard management and for solar or wind energy applications and it
is available via doi:10.5676/DWD_CDC/TRY_Basis_v001.
1 Introduction
Gridded climate datasets are required for numerous purposes in
applied and theoretical climate and environmental sciences.
These include climate change studies (e.g. Goddard et al.
2001), climate model evaluation (Krähenmann et al. 2013),
forestry, agriculture and renewable energy applications (Cros
et al. 2006; Cannon et al. 2014), for example. Mostly, the re-
quired grid spacing of climate variables increases in line with
the resolution of analysis. For evaluations at country level, data
with a high spatial (grid spacing <5 km) and temporal (sub-
daily) resolution are required so that climate and climate-driven
variations can be sufficiently well identified (Schär et al. 1998).
The importance of gridded datasets generated by reanalysis
methods in climatological studies is steadily increasing (e.g.
Mitchell et al. 2004; Cannon et al. 2014). These methods use
forecast models and data assimilation systems to reanalyse
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archived observations (Dee et al. 2011; Uppala et al. 2005). A
reanalysis typically extends over several decades or longer,
and covers the entire globe from the Earth’s surface to well
above the stratosphere. The benefits of reanalysis data sets are
the physical consistency of the calculated variables and spatial
information of meteorological variables with low density in
situ measurements. However, due to high computation time, it
is still not possible to calculate reanalysis data sets with high
temporal and spatial resolution as required in this study. In
most cases, such datasets either cover a long time period with
low spatial resolution (e.g. Hersbach et al. 2015) or have the
benefit of high spatial resolution with, however, limited time
coverage (e.g. Landelius et al. 2016).
Several statistically derived grids of daily climate variables
have been published in recent decades, covering areas ranging
from small regions to global. Early datasets (Piper and Stewart
1996; Caesar et al. 2006) had a spatial resolution of 1° or
coarser. The gridding of high-resolution daily datasets is, how-
ever, needed to monitor extreme weather situations (Herrera
et al. 2012). Factors such as network density, local topography
and the physical behaviour of the climate variable affect the
choice of the interpolation method. Over regions of complex
terrain and sparse data coverage, gridding is most successful
when the applied methodology captures terrain effects (Daly
2006; Frei 2014). Co-variables derived from elevation data are
widely used to account for topographic effects (Stahl et al.
2006; Kraehenmann et al. 2011.
Frick et al. (2014) generated the HYRAS dataset which
comprises gridded daily air temperature and relative humidity
for Germany and the hydrological catchment areas of the riv-
ers Rhine, Elbe, Oder and part of the Danube at a horizontal
resolution of 5 km, covering the period 1951–2006. Optimal
interpolation (Gandin 1965) was applied in order to interpo-
late both air and dew point temperature, and relative humidity
was subsequently derived from the two datasets.
A number of high-resolution wind maps for Germany have
also been created (Gerth and Christopher 1994; Walter et al.
2006). Walter et al. (2006) produced a monthly wind speed
dataset of 1-km2 resolution using a two-step approach. Firstly,
they derived a background field through linear regression,
where relative altitude served as a predictor. Relative altitude
is the difference between a grid node (or station) elevation and
the average elevation within a radius of 5 km. Secondly, the
regression residuals were interpolated by means of inverse
distance weighting and subsequently added to the background
field.
As part of the European Climate Assessment (ECA) pro-
ject, Haylock et al. (2008) created daily datasets of maximum
and minimum temperatures and precipitation at 0.25° resolu-
tion (also known as E-OBS datasets). The datasets were ex-
tended by Van den Besselaar et al. (2011) to include daily
grids of sea level pressure (SLP). All datasets were produced
using a two-step approach, combining an underlying monthly
trend defined by thin plate splines (TPS) interpolation with
kriging of daily anomalies. The two gridding steps were
adapted to the characteristics of the specific variable. 3D
TPS was used for the monthly mean temperature. However,
interpolation of monthly mean SLP was done using 2D TPS
as it has no elevation dependence. While daily temperature
anomalies were interpolated using kriging with external drift
to capture elevation effects, simple kriging was applied to
daily pressure anomaly.
Evaluations by Hofstra and New (2009) and Kysely and
Plavcova (2010) showed a high level of concordance between
the E-OBS dataset and regional high-resolution datasets.
However, particularly in regions of complex terrain and low
station coverage, substantial biases were also detected. This
can be explained by the interpolation methods applied to gen-
erate the E-OBS datasets, which are tuned to provide, on av-
erage, minimum interpolation errors. As a result, however,
local heterogeneities cannot be accounted for, and locally
varying climate conditions may therefore be hidden. For ex-
ample, since no suitable secondary information was used, ef-
fects on air temperature due to cold air drainage flow or ex-
posure are not adequately represented everywhere in the E-
OBS grids (e.g. Kysely and Plavcova 2010; Frei 2014). To
capture sub-daily small-scale phenomena insufficiently re-
solved by the station network, further predictors and innova-
tive methods are required.
Frei (2014) and Hiebl and Frei (2015) did a lot of
pioneering work in this area. Frei (2014) created a daily mean
temperature dataset for Switzerland, and Hiebl and Frei (2015)
a daily minimum and maximum temperature dataset for
Austria, both at 1-km2 grid resolution. They applied an inter-
polation method specifically suited to complex terrain, ac-
counting for both non-linear elevation dependence of air tem-
perature and local topographical features. This was achieved
by combining regional-scale background fields based on non-
linear vertical profiles with local-scale residual fields derived
using non-Euclidean distance weighting.
On the hourly time scale, wind speed and direction exhibit
considerable horizontal differences, which cannot be solely
captured by statistical means. Major difficulties arise due to
the wind’s vector character, as well as its sensitivity to local
topographic features and surface roughness. Numerical
weather models provide quite accurate representations of the
current wind pattern at the mesoscale (Senkler und Streit
2000). Statistical downscaling of model wind, a relatively
recent development, allows wind to be derived at the local
scale. De Rooy and Kok (2004), for example, introduced a
combined physical/statistical downscaling approach, where
the total error between model and observations is decomposed
into a small-scale representation mismatch and a large-scale
model error.
Thanks to remote sensing, it is possible to retrieve the spa-
tial patterns of some climate variables over extended regions
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as well as at high spatial resolution and high sampling rate
(Holmes et al. 2009). The Satellite Application Facility on
Climate Monitoring (CM SAF) of EUMETSAT provides
high-resolution datasets (space ∼25 km2 over Germany, time:
below hourly) for cloud cover, global radiation (SIS) and di-
rect radiation (SID) covering most of Europe and Africa from
1983 onwards (Posselt et al. 2013; Krähenmann et al. 2013).
Evaluations of daily SIS and SID (Müller et al. 2015) against
high-quality in situ observations from the Baseline Surface
radiation Network (BSRN; Ohmura et al. 1998) revealed over-
all high anomaly correlation (r = 0.95 for SIS and 0.92 for
SID) and biases of +1.12 W/m2 for SIS (∼1% of the daily
means over the period 1999–2014) and +0.78 W/m2 for SID
(∼2% of the daily mean s over the period 1999–2014). Yet,
substantial biases were detected in regions of complex terrain
mainly caused by cast shadow effects and heterogeneous
cloud patterns, and for winter months due to errors resulting
from snow coverage.
Surface down-welling longwave (SDL) radiation is mainly
determined by temperature, water vapour in the lower atmo-
sphere and the cloud base height (Ohmura 2001). Satellite-
based information alone does not provide enough information
to retrieve SDL of a sufficiently good quality. The dominant
contributor to surface up-welling longwave radiation (SOL) is
the surface temperature, which is derived from satellite obser-
vations under clear-sky conditions (Karlsson et al. 2013).
Following Karlsson et al. 2013, the CM SAF has developed
an SDL radiation dataset which combines the monthly mean
SDL from ERA-Interim reanalysis with satellite-based cloud
cover and high-resolution topographical information. To de-
rive a monthly SOL dataset, CMSAF used SOL radiation data
was based on the European Centre for Medium-Range
Weather Forecasts’ (ECMWF) ERA-Interim reanalysis (Dee
et al. 2011), as well as surface emissivity information and
high-resolution topographic information (Karlsson et al.
2013). Both datasets are available at 0.25° resolution and cov-
er the period 1982 to 2013.
This paper describes the construction of a 1 km2 hourly
dataset of several surface climate variables covering
Germany. The gridding methodology applied depends on the
climate variable and utilizes station-based and satellite-
derived observations as well as data from a high-resolution
regional climate model. The gridded dataset comprises 12
climate variables including air and dew point temperature,
cloud cover, wind speed and direction, global and direct short-
wave radiation, down- and up-welling longwave radiation,
and sea level pressure and the secondary variables relative
humidity and water vapour pressure.
The dataset was primarily generated to update Germany’s
test reference years (TRY), a dataset for technical climatology,
but will also address a wider audience requiring climate data at
a very high spatial and temporal resolution. The TRY is an
artificial set of hourly data of 365-day length and consists of
real measurements covering several parameters such as air
temperature, surface radiation and wind speed. The TRY is
made up of a number of appropriate sections (between ten
days and a month long) within the period 1995 to 2012, with
air temperature being the leading parameter (annual cycle
close to the climatological one and natural distribution of its
higher and lower values on a single day). TRY datasets are
mainly designed for application in the field of heating, cooling
and air conditioning systems. TRYalso serves as input data for
thermal building simulations, yielding information on the en-
ergy consumption of heating and cooling systems.
The TRY data were first developed in 1986 as part of a
research project initiated by the then Federal Ministry of
Research and Technology and led by the Institute for
Geophysical Sciences of the Free University of Berlin
(Blümel et al. 1986). The first TRY datasets to cover
Germany as a whole were published in 2004 (Christoffer
et al. 2004) and updated between 2008 and 2011 (Spekat
et al. 2011). At this time, the former period (1961 to 1990)
was updated to include the period between 1993 and 2007,
and a city climate module implemented to estimate the urban
heat island (UHI) effect. In view of Germany’s huge size, the
TRY datasets were based on the division of Germany into 15
climate regions with one representative station for each re-
gion. However, since this meant that the current TRY data
were not equally representative everywhere, in 2013, the
Federal Institute for Research on Building, Urban Affairs
and Spatial Development (BBSR) commissioned new local
TRY datasets for every square kilometre of Germany as a
reference guide for building construction on a local scale
(Krähenmann et al. 2015). Both, the TRY data and the dataset
from which the TRY data are derived will be publicly avail-
able from the Deutscher Wetterdienst.
The structure of the paper is as follows. In Sect. 2, the
station and satellite observations, the regional climate model
and the digital elevation model are briefly described. Section 3
introduces the variable-dependent methodologies used to de-
rive the continuous fields. In Sect. 4, interpolation errors are
assessed and examples are shown to illustrate some of the
characteristics of the gridded dataset. Section 5 summarizes
the paper and some conclusions are drawn.
2 Data
The dataset presented comprises 12 meteorological variables
with hourly resolution, including air and dew point tempera-
ture, relative humidity, vapour pressure, sea level pressure,
cloud cover, wind speed and direction and the surface radia-
tion components global and direct shortwave, down- and up-
welling longwave.
The main source of data used to construct the gridded
datasets was synoptical and climate station data. In the cases
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of low station coverage or high spatial variability of a specific
climate variable, the integration of predictor data can greatly
improve the data grids. In this connection, elevation (e.g. air
temperature) and satellite-derived data (e.g. cloud cover and
solar radiation) were considered useful predictors.
Data from a high-resolution regional climate model
(COSMO-CLM; Böhm et al. 2006) were used to support the
gridding of wind speed and direction and the two longwave
radiation components (Table 1). The model has proven to
perform well over Europe in comparison with other RCMs
(e.g. Berg 2013; Hermans et al. 2012; Vautard et al. 2013).
The model simulation accounts for overflow and channelling
effects in complex terrain and regional wind patterns in con-
sideration of physical laws. Longwave radiation is only mea-
sured at a few German stations. The grids of the longwave
radiation components were therefore generated by combining
modelled longwave radiation data with satellite-derived cloud
cover.
2.1 Station data
Synoptical and climate station data (except radiation) used to
construct the gridded datasets were extracted from the DWD
relational database management system MIRAKEL. Data ob-
tained from automated synoptical stations have hourly time res-
olution, while observations frommanual climate stations are pro-
vided three times per day. The increase in the number of stations
available for the interpolation process with missing data of less
than 30% is given in Fig. Fig. 1. The network density depends on
the climate variable, with the highest station number for temper-
ature and the lowest for longwave radiation (Fig. Fig. 2).
Measurement precision differs among the variables and is gen-
erally lower for climate stations (see Sect. 2.1.2).
For air and dew point temperature, station data from
neighbouring countries was also used to heighten precision
close to the borders. Figure Fig. 2a provides an overview of
the stations with less than 30% missing data (∼250 synop
stations). Climate stations (∼600; not shown) provide obser-
vations only three times per day, and they were solely used to
derive the vertical lapse-rate of air and dew point temperature
(see Sect. 3.1).
To improve temporal and spatial consistency of the climate
datasets, relative humidity and vapour pressure were derived
from the previously interpolated grids of air temperature, dew
point temperature and absolute air pressure (Frick et al. 2014).
While synop weather stations provide dew point temperature,
for the climate stations, it has to be calculated from air tem-
perature and relative humidity using the Magnus formula
(Magnus 1844). For dew point temperature, the station cover-
age is similar to that of air temperature (Fig. Fig. 2b).
Wind speed is measured at heights above the surface of
generally between 2 and 20 m with the majority of measure-
ments taken at 10 m. However, as the wind field represents
speed at a height of 10m, and as the measurement height has a
considerable impact on wind speed, only measurements of
10 ± 2 m in height were used. Additionally, measurement
precision was considerably lower for climate stations, and
these have been discarded as a consequence. All stations ful-
filling the requirements and with less than 30% missing data
are depicted in Fig. Fig. 2c (∼150 stations).
The gridding of air pressure is based on the sea level pressure
which varies more continuously (SLP). Apart from few excep-
tions, the stations provide both absolute and sea level pressure.
For the remaining stations, SLPwas calculated using the formula
employed at the Deutscher Wetterdienst (DWD 2008):
p0 ¼ p hð Þe
g0z
R TþCh*Eþa2zð Þ ð2:1Þ
with p(h) as the absolute air pressure (hPa) and p0 as the air
pressure reduced to sea level, g0 as the gravitational accelera-
tion (9.80665 m2/s2), R as the gas constant of dry air
Table 1 Data sources used for
the gridding procedure Climate variable Station data Satellite data RCM data
Air temperature (°C) X
Dew point temperature (°C) X
Relative humidity (%) X
Vapour pressure (g/kg) X
10-m wind speed (m/s) X X
10-m wind direction (°) X X
Sea level pressure (hPa) X
Global radiation (W/m2) X X
Direct solar radiation (W/m2) X X
Down-welling longwave radiation (W/m2) X X
Up-welling longwave radiation (W/m2) X X
Cloud cover (1/8) X X
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(287.05 m2/s2/K), z as the elevation (m), T as the 2-m temper-
ature (K), E as the water vapour pressure (hPa), Ch as the
additional value to account for the vertical vapour pressure
gradient (K/hPa; here set to one; WMO 1959) and a as the
vertical temperature gradient: 0.65 K/100 m.
The DWD formula (Eq. 2.1) becomes more uncertain as
altitudes increase. Thus, to minimise uncertainty, only synop
stations (regardless whether they provide absolute or sea level
pressure) up to 600-m elevation were considered for the
gridding (∼160; see Fig. Fig. 2e).
Fig. 1 Number of stations with
less than 30% missing data for
each month. For SLP, only
stations up to 600 mwere counted
Fig. 2 Location of observing stations used for gridding with, on average, less than 30%missing data: a air temperature, b dew point temperature, cwind
speed, d cloud cover, e sea level pressure and f global and direct radiation
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About 150 DWD stations provide observations of cloud
cover with less than 30% missing data (see Figs. Fig. 1 and
Fig. 2d). Cloud cover is considerably affected by topographic
barriers or strong winds and may vary considerably in time
and space. Cloud patterns are often geographically
constrained and thus be insufficiently captured by ground-sta-
tions. For this reason, satellite-derived cloud data was used to
grid cloud cover alongside ground-based observations (see
Sect. 3.3).
Within the DWD network, both global and diffuse radia-
tions are observed at about 30 manned stations (Fig. Fig. 2f)
using Kipp and Zonen pyranometers (Kipp and Zonen 2004).
The pyranometer is a high-end instrument (ISO 9060 classifi-
cation: secondary standard referring to high quality) with a
spectral coverage of 0.3–2.8 μm.
Eleven sites are equipped with Kipp and Zonen
pyrgeometer to measure downward atmospheric longwave
radiation (not shown; Kipp and Zonen 2004). Daytime mea-
surements showed considerable uncertainty with differences
of up to 20 W/m2 (e.g. Becker and Behrens 2012), mainly
due to interferences from shortwave radiation with longwave
measurements. Hence, ground-based observations were sole-
ly used for validation purposes. For the gridding of the
longwave radiation components, we combined model data
with satellite-derived cloud fraction (see Sect. 3.5).
2.1.1 Data quality
The time series taken from the MIRAKEL database
underwent several quality tests (Jansen and Sedlatschek
2001 to identify and remove suspicious values. Primarily, a
series of formal tests was performed, including checks for
internal consistency (e.g. dew point temperature cannot be
higher than air temperature), parameter-specific (temperatures
not below −50 or above 50°C) and climatological (site specif-
ic) thresholds. In addition, the time series of synop stations
were tested for temporal consistency following Vogelsang
(1993). Climate stations were not tested for temporal consis-
tency, because they provide only three observations per day
(for large time differences between two measurements, also
large value differences become feasible).
Homogeneity of the station data was assessed using the
Standard Normal Homogeneity Test (SNHT; Alexandersson
and Moberg 1997). For this reason, the station records were
divided into reference series (almost) without inhomogenei-
ties and candidate series. For each candidate series, the three
best correlated reference series were selected and weighted-
averaged according to correlation. Potential reference series
were chosen using a graphical method (Rhoades and Salinger
1993), which uses cumulative differences of pairs of de-
seasonalized time series.
Radiation data are routinely checked at the DWD meteo-
rological observatory Lindenberg. Basic quality checks
include astronomical and empirical considerations, some in-
terdependencies such as the relation between total and diffuse
flux, and cross checking with sunshine duration (Becker and
Behrens 2012). In addition, a calibration cycle of 30 months is
implemented for clear sky cases, observations are compared
with time series derived from radiative transfer simulations.
This allows for detection of sensor degradation, inappropriate
calibration or configuration and local disturbances.
2.2 Satellite data
The datasets of global radiation (SIS), direct radiation (SID)
and effective cloud albedo (cloud albedo (CAL), cloud frac-
tional cover (CFC)) are based on data obtained from
EUMETSAT’s geostationary Meteosat satellites of the First
and Second Generation (MFG and MSG). The Meteosat
Visible and InfraRed Imager (MVIRI) instruments on board
the MFG satellites scan the earth’s disc with a frequency of
30-min intervals and incorporate three channels within the
visible and near infrared spectrum. The broadband visible
channel (0.45 to 1 μm) is used for the retrieval of CAL, SIS
and SID and has a horizontal resolution of 2.5 km at the earth’s
surface point directly below the satellite (nadir). The Spinning
Enhanced Visible and Infrared Imager (SEVIRI) instruments
on board the MSG satellites have an observation frequency of
15 min in 12 spectral channels. Two narrow-band visible
channels are centred at 0.6 and 0.8 μm, and have a slightly
lower resolution than the MVIRI sensor (3 km at nadir).
Posselt et al. (2013) and Müller et al. (2015) combined the
two visible channels of SEVIRI using a linear combination
proposed by Cros et al. (2006) and applied a modified version
of the Heliosat method (Beyer et al. 1996) to produce contin-
uous datasets of CAL, SIS and SID from 1983 onwards that
meet climate quality requirements. The effective CAL deter-
mined using the modified Heliosat method is combined with
clear-sky radiances estimated by the clear-sky model
Mesoscale Atmospheric Global Irradiance Code (MAGIC;
Müller et al. 2015) to calculate SIS and SID. An integrated
self-calibration parameter minimizes the impacts of satellite
changes and artificial trends due to degradation of satellite
instruments (Müller et al. 2011).
Effective CAL takes values between 0 (cloudless) and 1
(overcast). The deviation of the current reflection from that for
cloudless conditions is a measure of the current cloud fraction.
However, CAL is based on observations in the visible spectrum
and is therefore only available by day. Cloud cover at night could
not be observed before MSG was launched in 2005. Near infra-
red radiances captured by the SEVIRI sensors are used to derive
a cloudmask (CFC) applying theNWCSAF/MSG2010 retriev-
al algorithm. CFC contains four categories: overcast, cloudless,
cloud contaminated and grid points defined as unclear.
For consistency reasons, daytime cloud cover grids have in
all cases been produced combining CAL with station
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observations. Nocturnal cloud cover could not be directly
gridded before 2005 because CFC data were not available.
To overcome this issue, typical cloud patterns were used as
predictor fields for linear regression against in situ observa-
tions (further details in Sect. 3.3). These patterns were deter-
mined applying a principal component analysis (PCA) to 6-h
averages of satellite-derived nocturnal CFC data from the pe-
riod 2006 to 2012.
2.3 RCM data
The three-dimensional non-hydrostatic regional climate mod-
el COSMO-CLM (CCLM; Böhm et al. 2006) is the climate
version of the operational weather forecast model COSMO
(developed by the BConsortium for Small-scale Modelling^;
Steppeler et al. 2003; Baldauf et al. 2011) used by the German
and other Meteorological Services. The climate version is
maintained and further developed by the international
Climate Limited-area Modelling (CLM) Community. The
model prognostically solves compressible equations for wind,
temperature, pressure, specific humidity, cloud water, cloud
ice content, rain, snow and optionally graupel.
The equations are solved on an Arakawa-C grid (Arakawa
and Lamb 1977) defined on a rotated geographical coordinate
system. In the vertical, a hybrid coordinate is used. Close to
the surface, the numerical layers are terrain-following, flatten-
ing out towards the top level of the model. The model physics
contains a cloud microphysics scheme (Doms et al. 2011) with
prognostic precipitation and four hydrometeor species (cloud
droplets, raindrops, cloud ice and snowflakes), a mass flux
scheme for convection (Tiedtke 1989) and a delta-two-
stream radiation scheme (Ritter and Geleyn 1992). In the stan-
dard CCLM version, land surface processes are parameterized
by the soil-surface module TERRA_ML (Doms et al. 2011),
constituting the lower boundary conditions to the atmospheric
model by the provision of energy and water fluxes at the
surface. Detailed descriptions of the dynamics, numerical
methods and physical parameterizations in the model can be
found in the model documentations (Doms et al. 2011;
http://www.cosmo-model.org).
The simulations are forced by the ERA-Interim reanalysis
(Dee et al. 2011) of the European Centre for Medium-Range
Weather Forecasts (ECMWF). In a first nesting step, these are
downscaled to a grid of 0.11° in the evaluation runs for Euro-
CORDEX (Kotlarski et al. 2014). In a second step, these sim-
ulations were used to generate the 0.025° (∼2.8 km) grid. Both
nesting steps were performed using CCLM version 4.8.17.
For the 0.11° grid, the model domain matches the CORDEX
Europe domain with an additional sponge zone of 10 grid
points at each side, in which boundary data are impressed on
the model. The horizontal domain has a size of 450 grid-points
from West to East and 438 grid-points from South to North,
including the sponge zone. The high-resolution simulation
(grid spacing 2.8 km) covers Germany and surrounding areas,
and the number of grid points is 420 × 461. The vertical
coordinate has 40 levels for the CORDEX run and 51 levels
for the final grid, respectively, with the upper most level at
about 22 km above sea level, in both simulations. The other
settings of the model parameters are similar for both nesting
steps. The major difference in the physical parameterization
settings is that for the high-resolution run, the parameteriza-
tion for deep convection is switched off. A Runge-Kutta inte-
gration scheme has been used with time steps of 100 s for the
first nesting step and 25 s for the second nesting step. The
simulation was carried out for the period 1994 to 2012.
2.4 Predictor data
Elevation data was obtained from the aggregated Shuttle
Radar Topography Mission (SRTM) with grid spacing of
three arc seconds (Jarvis et al. 2008). The dataset is based on
a digital elevation model at one arc second (∼30 m) with an
absolute height error of less than 16 m and a relative position-
ing error of less than 10 m (Farr et al. 2007). The elevation
dataset was required to derive non-Euclidean distances and a
special coastal distance measure for temperature interpolation
(more details in Sect. 3.1) and relative altitude for wind speed
(see Walter et al. 2006). Elevation data were also used to
determine land cells.
The latest version of the Coordination of Information on
the Environment (CORINE) land cover (CLC; Keil et al.
2011) dataset for Germany was applied to derive surface emis-
sivity (affects up-welling longwave radiation; see Wilber et al.
1999), roughness length (affects wind speed; see Koßmann
and Namyslo 2007) and urban heat island intensity (UHI;
affects air temperature). The CLC dataset comprises 44 clas-
ses and has a resolution of 100 m.
3 Gridding procedure
In order to produce gridded datasets of meteorological vari-
ables, values at locations where no observing stations are
available need to be estimated on the basis of information
provided by surrounding stations. In cases where
neighbouring stations are rare, it is possible to improve the
estimates of specific variables by using Bhybrid^ interpolation
techniques, i.e. interpolation techniques which combine two
different concepts (Hengl et al. 2007). A trendmodel (linear or
non-linear) describing the relation between a specific variable
(e.g. air temperature) and secondary data (e.g. altitude) is used
to define a background field. The residuals (difference be-
tween background field and observed values) are then inter-
polated using methods such as inverse distance weighting
(IDW), Kriging (Journel and Huijbregts 1978) or Thin Plate
Splines (TPS; Hutchinson 1998), depending on the variable.
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Alternatively, if the station density is particularly low (e.g.
radiation data) or the level of variance explained by available
secondary data is low, satellite-derived or model-based
datasets were also used to derive the background field.
However, residual interpolation was not performed for
longwave radiation because the station density is too low.
The dataset presented uses the lambert conform conical
(LCC) projection for Europe based on the European
Terrestrial Reference System 1989 (ETRS89) with resolution
1 km2, covering German land cells only. The ETRS89-LCC
Europe projectionwith standard parallels 65° N and 53° N and
reference coordinates 10° E/52° N constitutes an approximate-
ly equidistant grid.
The following section briefly describes the various interpo-
lation procedures used for the gridding of the climate vari-
ables. The overall gridding procedure is illustrated by a flow-
chart in Fig. Fig. 3.
3.1 Air temperature and dew point temperature
In general, the interpolation methods applied to air tempera-
ture and dew point temperature are similar. To account for the
complex and highly variable thermal distributions caused by
maritime influences or by mountains, a recently published
methodology (Frei 2014; Hiebl and Frei 2015) that combines
nonlinear temperature profiles with non-Euclidean spatial rep-
resentativeness of observations was adapted to German
conditions.
The background field is derived from a large-scale non-
linear vertical temperature profile fitted to station data that
varies evenly across Germany and allows inversion layers of
various depth and magnitude (Frei 2014; Hiebl and Frei
2015). Vertical profiles are derived separately for eight grad-
ually overlapping sub-regions over Germany (Fig. Fig. 4).
Valley stations prone to local-scale cold-pools (identified from
average diurnal temperature ranges) are not considered in the
estimation of the vertical profile.
The residual field is derived through distance-weighted in-
terpolation of the station deviations to the background field.
The weighting scheme is based on a set of predefined distance
fields derived from a non-Euclidean distance metric that ac-
counts for the modification of the horizontal exchange of air-
masses due to topographic barriers (Frei 2014; Hiebl and Frei
2015). λ is a dimensionless layering coefficient which de-
scribes the additional penalty in the horizontal distance as a
function of elevation changes (meters per meter). If λ equals 0
the distance becomes Euclidean, a larger λ results in stronger
vertical layering of the residuals. The coefficient λ varies in
time and is determined using cross-validation.
This interpolation method was originally set up for local
conditions across Switzerland and daily mean temperature
(Frei 2014). The hourly resolution required for the creation
of the TRY data imposes a number of new challenges for the
method, and consequently, careful configuration and several
methodological modifications were needed. In the following,
the configurations and modifications are briefly described:
& The background field is based on vertical profiles derived
for subjectively defined sub-regions that are then merged
by linear weighting across an overlapping area. The vast
area of Germany and its climatic diversity require a more
Fig. 3 Procedure to derive the gridded dataset from station data and
predictors
Fig. 4 The sub-regions used for the vertical temperature profiles are
mapped in colour. The point size represents the region weight
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refined regionalization of the vertical temperature depen-
dence in the background field. In total, eight sub-regions
were defined accounting for weather barriers (e.g. Black
Forest, Harz, etc.), distance to the sea and the Alpine foot-
hills. This reduces disturbance of the vertical temperature
gradient by horizontal gradients. The eight-part division
clearly improves the result when there are strong horizon-
tal contrasts, e.g. due to a frontal passage.
& Definition of the generalized distance fields across vast areas
and high number of stations results in high computational
costs (distance fields calculated prior to interpolation pro-
cess). Frei (2014) derived the distance fields for every station
across the whole of Switzerland. To reduce computational
costs, the area for which the distance is calculated was de-
fined according to the station type. For synop and interna-
tional stations from neighbouring countries, the distance
fields were calculated over 400 × 400 km2. For mountain
stations, the spatial range considered was 600 × 600 km2, as
stations are generally situated at mountain peaks and, there-
fore, certain height levels (e.g. between low land and moun-
tain peaks) are insufficiently represented (e.g. at large dis-
tances). Because climate stations only provide observations
three times per day, they were not used within the residual
interpolation process. This adaptation does not constrain the
number of stations available for a grid point. Residual
weighting was done using the five closest stations.
& Due to the high spatial and temporal resolution of the
dataset, it is important to consider the urban heat island
(UHI). Prior to the interpolation process, the station time
series were UHI adjusted (e.g. subtraction of the estimated
UHI effect). The current UHI intensity was calculated ac-
cording to Wienert et al. (2013), based on time of the day
and season, current weather conditions (average cloud
cover and wind speed in the last 24 h) and the size of an
agglomeration. In the original approach by Wienert et al.
(2013), the maximal possible UHI intensity was related to
city population. In the present study, we defined the max-
imum UHI intensity according to building structure and
density within a radius of 3 km around a station (derived
from CLC land use data; Keil et al. 2011). This is
discussed in more detail in the Appendix section. In addi-
tion, the generalized distance field was modified using an
UHI mask, with a distance penalty depending on the UHI
intensity difference between a station and the target grid
points (distance in km increases quadratic per °C). This
prevents the UHI intensity from mixing with topographic
effects. Following up on the interpolation, the current UHI
intensity was added to the temperature map, depending on
building structure, time of the day, season and the current
weather situation.
& A cloud cover mask was defined to reduce disturbance of
cloud effects with topographical effects. Thereby, the dif-
ference in cloud cover (octa) between every station and a
target grid point was converted into distance (distance in
km increases quadratic per octa). Cloud cover strongly
affects the temperature pattern on short time scales.
During the night, clouds reduce the thermal emission
and thereby increase the air temperature locally. During
the day, an increase in cloud cover reduces the solar radi-
ation reaching the ground and hence decreases the air tem-
perature. The spatial expansion of fog or convective
clouds can change quickly.
& The maritime influence on the temperature distribution is
considered in the residual interpolation by defining a
hypothetic Bcoastal mountain^. This means that a virtual
elevation was added to the digital elevationmodel depend-
ing on the distance to the coastline. The elevation sur-
charge is highest close to the coast, reaches 500 m at a
distance of 100 km from the coast and then remains con-
stant at 500 m. This affects the predefined distance fields
derived from the non-Euclidean distance metric, increas-
ing the distance from any grid point off the coast to the
coastline.
& Complete daily cycles are necessary for the TRY selec-
tion. To improve temporal consistency of the high-
resolution temperature maps, interpolation was performed
in three steps. Step 1 involved the estimation of the back-
ground field seven times per day (the chosen number con-
stitutes a compromise between short time steps and com-
putational costs). In step 2, hourly background fields were
calculated by weighting the three temporally closest back-
ground fields (weights are linearly proportional to one
divided by the temporal difference, if the time difference
is zero the weight is set to one). The third step was an
hourly residual interpolation. Moreover, a simple gap-
filling procedure was applied to provide complete time
series on a daily basis (only for single missing hours).
The series were divided into reference series without miss-
ing data (on that day) and candidate series. For each can-
didate series, the three highest correlated reference series
were given a weighted average (weights are linearly pro-
portional to one divided by the correlation coefficients).
Next, the hourly difference between candidate and refer-
ence series was filled using a 3-h runningmean. In order to
fill the hourly missing data in the candidate series, the
value of the respective hour of the smoothed mean differ-
ences was added to the hourly value from the reference
series.
3.2 Relative humidity and vapour pressure
Both relative humidity and vapour pressure depend on
atmospheric moisture content and air temperature. The
dew point is the temperature to which humid air must be
cooled (while air pressure stays constant) when it
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becomes fully saturated. Peixoto and Oort (1996) have
shown that dew point temperature and vapour pressure
provide equivalent information. Hence, we decided to in-
terpolate both temperature parameters and air pressure
first and subsequently to derive the humidity parameters
from these.
Relative humidity is in general lower over urban areas (Oke
1987; Kuttler et al. 2007). In situ measurements in cities of the
mid-latitudes revealed that the night-time maximum relative
humidity shows deficits of more than 15% compared to rural
areas (Kuttler et al. 2007). The deficit mainly results from
higher urban temperatures (UHI) and lower latent heat flux
compared to rural areas. However, during clear and calm sum-
mer nights, urban locations can have a higher vapour pressure
(but lower relative humidity; Kuttler et al. 2007) than rural
areas, particularly in the second half of the night. To our
knowledge, there are no empirical formulas available to esti-
mate urban to rural humidity differences in meteorological
variables. Therefore, this effect was merely accounted for by
interpolating air and dew point temperature.
Relative humidity rh is calculated from 2m air temperature
T and dew point Td using:
rh ¼ 100 e Tdð Þ
e Tð Þ ð3:1Þ
Water vapour content wv [g/kg] can be derived from dew
point Td and air pressure pb:
wv ¼ 621; 98⋅1; 0047⋅e Tdð Þ
pb−1; 0047⋅e Tdð Þ
ð3:2Þ
Saturation vapour pressure over super-cooled water ew is
slightly higher than over ice ei. It is calculated as follows:
lnew Tð Þ ¼ −6096; 9385⋅T−1 þ 16; 635794
−2; 711193⋅10−2⋅T þ 1; 673952⋅10−5⋅T2 þ 2; 433502⋅lnT
ð3:3Þ
lnei Tð Þ ¼ −6024; 5282⋅T−1 þ 24; 7219−1;
01613868⋅10−2⋅T−1; 3198825⋅10−5⋅T2−0; 49382577⋅lnT
ð3:4Þ
with T being the 2 m air temperature or dew point (K), g0 the
gravitational acceleration (9.80665 m2/s2), e the vapour pres-
sure over water (ew) or ice (ei) (hPa) and pb the pressure in
station height (hPa).
Here, saturation vapour pressure was solely derived using
Eq. 3.3, as the available data do not provide information on
whether dew point temperature was obtained over water or
ice. In general, the resulting error is small. It may only become
considerable for temperatures below −10°C.
3.3 Cloud cover
Cloud cover can vary strongly in time and space. Moreover,
orographic blocking and strong winds produce complex spa-
tial cloud structures. Variability of cloud patterns affected by
topography cannot be adequately captured by surface stations.
Satellite-derived cloud cover provides comprehensive infor-
mation on the current cloud pattern in high spatial (∼25 km2)
and temporal (30 min) resolution. Cloud albedo (CAL), which
is available from 1983 onwards, is derived from radiances in
the visible spectrum and hence only available during daytime.
The SEVIRI instrument on the geostationary satellite only
started providing information in the near infrared spectrum
in 2005, making cloud fraction (CFC) detection possible by
day or night. However, all satellite-derived cloud cover tends
to be underestimated in mornings and evenings (Dürr et al.
2013) and is therefore merged with in situ observations.
For consistency reasons, cloud cover was derived from
CAL whenever it was available. CAL contains values range
from 0 (cloudless) to 1 (overcast sky), and thus ground-based
data were transformed to match that range. Hourly CAL data
were weighted averaged from the three temporally closest
half-hourly values. Hourly CAL served as background field,
whereas in situ observations were treated as the truth. Since,
ground-based data are valid for a circle of about 30-km radius
(∼2800 km2, in flat areas) and CAL data for an area of about
25 km2, residuals (e.g. fraction of satellite-derived to ground-
based observations, to account for the lower and upper bounds
of cloud cover) were computed from averages of the nearest
200 grid points to every station. Residual interpolation was
done by IDW interpolation, using the 12 closest stations.
Multiplication of background field and interpolated residuals
yielded the cloud cover grids.
To derive nocturnal cloud cover grids before 2005, the
dominating cloud cover patterns derived from principal com-
ponents analysis (PCA) served as predictors. These patterns
are related to often re-occurring weather conditions and con-
tain local features. Typical patterns were derived for every
calendar month from six-hourly averages of all available
CFC images in the period 2006–2012. Interpolation consists
of two steps, including multiple linear regression and residual
interpolation using IDW. The first 13 PC loadings (∼80%
explained variance; example provided by Fig. Fig. 5), longi-
tude, latitude and elevation served as predictors for the regres-
sion. Residual interpolation used the 12 closest stations for
weighting. As for CAL interpolation, residuals were comput-
ed from averages of the nearest 200 grid points to every
station.
3.4 Shortwave radiation components
Satellite-based observations of shortwave radiation compo-
nents are available every 30 min (Posselt et al. 2013). The
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TRY dataset requires hourly means, however. Hence, for ev-
ery hour HH, the three temporally closest satellite images to
the timespan HH–60 min until HH were averaged (weighted
according to the time difference of the satellite images to HH–
30 min). The resulting hourly means contain a small error due
to the nonlinearity of the daily radiation cycle. We tackled this
issue by applying a correction factor which corresponds to the
ratio of the true extra-terrestrial radiation and the extra-
terrestrial radiation calculated from the times of the three sat-
ellite images for the hour HH.
To derive the all-sky surface irradiance for global radiation
(SIS) or direct shortwave radiation (SID) from satellite data, the
clear-sky radiation is linked to a cloud index, which acts as a
proxy for cloud transmittance (Beyer et al. 1996; Posselt et al.
2013). The underlying cloud index which is needed for calcu-
lating short wave radiation is derived from the brightness dif-
ference between the current situation and a reference value.
Cloud extinction is empirically derived from the clear-sky irra-
diance whenever the cloud index indicates presence of clouds
(Cano et al. 1986). The separation of direct and diffuse radia-
tion components can be subject to errors, particularly for thick
clouds. Uncertainties in the prescribed humidity of the atmo-
sphere (derived fromNWP-models) and aerosols (climatology)
also lead to errors in satellite-derived radiation data, especially
under clear-sky conditions (Müller et al. 2015).
A comparison between satellite-based and ground-based da-
ta revealed specific errors depending on location, season and
presence of snow. It is particularly difficult to distinguish snow
from clouds as both are good reflectors of shortwave radiation.
Radiances obtained at 32 ground-based pyranometer stations
were used to correct the bias of the satellite-derived shortwave
radiances (SIS and SID). Surface stations provide point-wise
observations, satellites, by design, detect spatial mean values
(∼25 km2). This can lead to substantial differences between the
two datasets, particularly when cloud cover is variable and
averaging periods are short. Hence, the two datasets cannot
be directly merged, but resolution-dependent differences aver-
age out over longer time periods (e.g. days).
3.4.1 Surface incoming shortwave radiation (SIS)
A correction factor was derived on a daily basis, correspond-
ing to the ratio of the daily totals of satellite-based and surface
observations. Before the correction factor could be applied,
the hourly satellite data were normalized (e.g. removal of geo-
graphical effect) by division through the extra-terrestrial radi-
ation of the specific hour. Subsequently, the correction factors
derived station-wise were interpolated by IDW, with a dis-
tance measure that accounts for geographical coordinates, el-
evation and the daily total of satellite-derived SIS. The inter-
polated correction factors were then applied to the hourly SIS
totals assuming a site-specific but constant error throughout
the day. To ensure an improvement of the satellite-derived
dataset, the correction was only carried out on days for which
cross-validation indicated an improvement in terms of both
BIAS and MAE.
3.4.2 Surface incoming direct radiation (SID)
The SID to SIS ratio depends on several factors including
cloud cover, atmospheric moisture, time of the day and sea-
son. This was taken into account when the satellite-based SID
dataset was generated (Müller et al. 2015). However, the cor-
rections applied to the SIS dataset in the previous step (Sect.
3.4.1) require an update of the SID dataset, to maintain the
coherence between both variables. This was done in a two-
step process; the current (weather condition-dependent) SID
to SIS ratio was calculated from the original satellite-derived
datasets and applied to the corrected SIS dataset, followed by
a residual interpolation.
To ensure a sufficiently large sample size, while also ac-
counting for influences specific to time of day, season and
current weather conditions, the SID to SIS ratio was derived
from a moving window of 11 days (current day ±5 days).
Since the SID to SIS ratio strongly depends on atmospheric
moisture and solar elevation, it was individually determined
for every hour and in eight overlapping regions throughout
Germany (Fig. Fig. 4) and also applied individually to the
hourly SIS totals.
Because resolution-dependent differences average out over
longer time periods, the interpolation process was carried out
on normalized residuals (e.g. after removal of the geographi-
cal effect) of daily SID totals. Multiple linear regression was
used for interpolation, with geographical coordinates, eleva-
tion and the daily total of the corrected SIS dataset serving as
Fig. 5 Cumulative explained variances (%) for the 13 first PC loadings
for July 1–6 MEZ
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predictors. The corrected daily SID dataset was determined by
adding the residual field to the updated hourly SID total
(yields the updated daily SID total). The hourly SID fields
were corrected by multiplying the updated hourly SID fields
with the ratio of the corrected daily SID total to the updated
daily SID total.
3.5 Longwave radiation components
Only a few German stations routinely observe surface up-
welling (SOL) and surface down-welling (SDL) longwave
radiation components (∼4 to ∼20 μm). To derive the gridded
datasets of the longwave radiation components, we therefore
used a combination of reanalysis data and satellite-derived
cloud fraction.
3.5.1 Surface down-welling longwave radiation (SDL)
To generate SDL fields, an algorithm proposed by Karlsson
et al. (2013) was used. The algorithm applies a cloud-
dependent radiative forcing (all sky minus clear sky SDL)
derived from model data and satellite-derived cloud cover.
Here, the radiative forcing was calculated from the down-
scaled reanalysis data provided by the regional climate model
COSMO-CLM (CCLM). An evaluation study performed by
Will and Woldt (2009) showed overall good agreement be-
tween satellite-derived and modelled (CCLM) cloud proper-
ties, water vapour content and surface longwave radiation
components.











cs ) being the modelled all sky (clear
sky) down-welling longwave radiation and CFCCCLM the
modelled cloud cover.
Since CCLM does not provideSDLCCLMcs , it had to be de-
rived from the air temperature TCCLMa and the emissivity of the
lower atmosphere εCCLMa :
SDLCCLMcs ¼ εCCLMa ⋅δ⋅TCCLMa
4 ð3:6Þ
The emissivity εCCLMa can be calculated from T
CCLM
a and







To downscale SDLCCLMas to the 1-km
2 grid CCFCCLM was
applied to the gridded cloud cover dataset (CFC1km; see Sect.
3.3) and added toSDLCCLMcs :
SDL1kmas ¼ SDLCCLMcs þ CCFCCLM*CFC1km ð3:8Þ
To account for the elevation effect on SDLas (Ta decreases
with elevation), a surcharge of 2.8 W/m2 per 100 m (Wild
et al. 1995) was added to the previously derived SDLas dataset,
which depends on the elevation difference between the
CCLM grid and the 1 km2 grid.
3.5.2 Surface up-welling longwave radiation (SOL)
SOLas is mainly determined by the surface temperature Tsrf
and the surface emissivity εsrf:
SOLas ¼ εsrf ⋅σ⋅T4srf þ 1−εsrf
 
⋅SDLas ð3:9Þ
Here, SOL1kmas is derived using an approach by Karlsson








According to Wilber et al. (1999) the surface emissivity
ε1kmsrf was assigned to land use classes of the CORINE dataset
(Keil et al. 2011). TsrfCCLMwas then calculated applying
Eq. 3.10 to SOLCCLMas and to aggregated surface emissivity
εCCLMsrf (to match the CCLM resolution).
To downscale TsrfCCLMto the 1-km
2 grid, a dry adiabatic
temperature gradient of −9.81°C per km was assumed:
ΔT1kmsrf ¼ Δz*ΔT ; ð3:11Þ
with Δz being the elevation difference between the CCLM
grid and the 1-km2 grid. SOLas was transformed to the 1-
km2 grid using:





The second term on the right hand side of Eq. 3.12 accounts
for the amount of SDLas reflected by the surface.
3.6 Sea level pressure
The gridding of SLP is based on a two-step interpolation ap-
proach which was also used within the E-OBS project (Van
den Besselaar et al. 2011). The approach involves two dimen-
sional thin plate splines (TPS) interpolation of daily SLP
means, followed by kriging of the hourly deviations from
the daily mean. As a result, 2-D TPS (with latitude and longi-
tude as independent variables) generate a background field of
evenly varying hourly deviations, which is a prerequisite for
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kriging interpolation. Summation of the daily background
field and the hourly anomalies yielded the hourly SLP grids.
3.7 Wind components
Station-based wind measurements are only representative in
their immediate surroundings. The gridding, particularly on
the hourly time scale, must therefore consider horizontal dif-
ferences, which cannot be solely captured by statistical means.
In this respect, COSMO-CLM provides quite accurate repre-
sentations of the current wind field (Grasselt et al. 2008; Geyer
et al. 2015).
The wind fields (speed and direction) were produced ap-
plying a multi-step procedure proposed by De Rooy and Kok
(2004). The regional climate model COSMO-CLM provided
a first guess of the field of hourly wind speed and wind direc-
tion of 2.8-km resolution. Station data were used for bias
correction of the modelled wind. The 1-km2 resolution was
reached by transforming the wind speed to the local roughness
length using the logarithmic wind profile law (Taylor 1987).
3.7.1 Wind speed
Model wind speed and roughness length are both valid for
grid node averages. However, station data provide point-
wise information valid for local roughness lengths. Prior
to the bias correction, both model and station data there-
fore have to be made comparable. This was achieved
using model wind and local roughness information to es-
timate 10-m wind speed at the station locations. Besides
local roughness length, the anemometer height also influ-
ences wind speed. Several empirical formulas (Wieringa
1986) are available to transform the wind speed from any
measuring height to 10 m, resulting in further uncertainty.
Model wind speed was therefore solely localized at sta-
tions with anemometer heights of 10 ± 2 m.
In the present study, a methodology proposed by De Rooy
and Kok (2004) was applied, which makes use of the theoret-
ical concept of the internal boundary layer and assumes that a
height exists above ground at which wind speed becomes in-
dependent from the local roughness length. At a certain height
(e.g. the blending height), the average wind profiles above a
certain grid node and a station located within that grid node
converge to a common wind speed (De Rooy and Kok 2004).
Since the blending height is unknown and subject to chang-
ing weather, modelled 140-m wind speed (U140) is used as
reference wind speed. To transform the model wind at blend-
ing height to 10 m and local roughness, the flux profile rela-
tion (Monin and Obukhov 1954) is used:












U10 depends on the friction velocity u* and the Obukhov
length L (Obukhov 1946), ΨM is the stability function for
momentum (Källen 1996) and κthe Karman constant. The
surface theory states that u* and L are vertically constant and
wind speed becomes zero at reference roughness length z0.
For the transformation from z (here the blending height) to
z0 meters, Eq. (3.13) becomes:












For neutral conditions (ΨM = 0) with blending height of
140 m and by rearranging Eqs. (3.13) and (3.14), the local









  ¼ estimator A ð3:15Þ
Estimator A does not depend on the stability function ΨM
and produces overestimated/underestimated u10,loc for stable/
unstable conditions (De Rooy and Kok 2004). To account for
atmospheric stability, the following assumption was made:
Transforming model wind speed at 140 m, considering the
model roughness length but not the stability function, the es-
timated u10 will deviate from the modelled wind speed at
10 m. This deviation corresponds to the stability correction
to be applied when transforming wind speed from 140 to 10m
and is simply added to estimator A:





















Estimation of the roughness length Before the wind trans-
formation could be applied, roughness lengths valid for the
model grid, the 1-km2 grid and the station locations had to be
derived. For every station, aerodynamic roughness lengths
were assigned to CORINE land use data (Keil et al. 2011)
within a 3-km radius and for eight wind directions, following
the topographical maps approach by Koßmann and Namyslo
(2007). Wind direction-dependent z0 values were calculated
for 25 distance classes. Subsequently, according to the so-
called footprint method, distance weights were calculated
using the two-parameter Weibull distribution function (Kljun
et al. 2004). The roughness lengths for the model grid
(∼2.7 × 2.7 km2) and the 1-km2 grid amount to the spatial
average (e.g. logarithmic averaging) of the assigned rough-
ness length within each grid node (see details in Appendix).
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Combination of the physical methodwith linear regression
Subsequent to the roughness-based transformation of the
model wind speed to locally valid values at the station loca-
tions, a statistical bias correction was applied. According to
De Rooy and Kok (2004), two assumptions were made at this
point: (1) The regional climate model describes the overall
wind field correctly; (2) the model bias depends on the geo-
graphical position, so that Germany was split into four over-
lapping regions (intersection point at 11° E and 51° N). The
bias, which is only known at the station locations, was inter-
polated using multiple linear regression, where spatial coordi-
nates, relative elevation (elevation of a grid node compared to
the average elevation within 5-km radius; see Walter et al.
2006) and distance to the coast served as predictors.
Regression coefficients were updated on an hourly basis,
using observations of the current hour ±1 h to increase the
sample size and to reduce the impact of observing errors.
3.7.2 Wind direction
The regional climate model COSMO-CLM also provided the
background field for wind direction, which was bias-corrected
using station data. The wind direction given in degrees cannot
be directly interpolated. This issue was tackled by converting
wind directions into u- (west-east) and v- (north-south) vector
components of the wind. The bias of both vector components
was only derived at stations with anemometer heights of
10 ± 2 m and where the difference in relative elevation be-
tween the station and the nearest model grid node did not
exceed 50 m. Bias interpolation was done applying 3D
IDW, with a distance measure that accounts for geographical
coordinates and relative elevation. Summation of modelled u-
and v- components and interpolated residuals of both compo-
nents with subsequent back transformation yielded the hourly
wind direction grids.
4 Results
The interpolation methods described in the previous section
were processed over the entire study period 1995–2012. The
final dataset consists of more than 157,000 hourly fields of 12
climate variables. Daily, monthly and annual fields were also
derived.
The following section provides a summary based on a sta-
tistical evaluation of the procedures used by means of cross-
validation (Sect. 4.1). In Sect. 4.2, the consistency in time and
between the various climate variables is demonstrated on the
basis of a hot summer day with a cold front approaching from
the northwest. Section 4.3 describes some application exam-
ples such as the quantification of extreme years. In the final
sub-section, the derived dataset is applied by way of example
to derive perceived temperature (Staiger et al. 2012), illustrat-
ed by the Rhine-Main area.
Table 2 RMSE (°C) for hourly
temperature and eight climate
regions (see Fig. Fig. 4)
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 0.8 0.8 0.8 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.7 0.8
2 0.8 0.8 0.8 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.8 0.8
3 0.8 0.0 0.8 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.8 0.8
4 1.3 1.2 1.2 1.2 1.2 1.1 1.2 1.2 1.1 1.2 1.1 1.2
5 1.1 1.1 1.0 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.0 1.1
6 0.8 0.8 0.8 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.8 0.8
7 1.1 1.1 1.1 1.1 1.2 1.1 1.2 1.2 1.1 1.2 1.1 1.1
8 1.0 0.9 0.9 1.0 1.1 1.0 1.0 1.1 1.0 1.0 0.9 0.9
Table 3 RMSE (°C) for diurnal
temperature range and eight
climate regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 1.0 1.1 1.2 1.5 1.5 1.5 1.4 1.5 1.4 1.3 1.0 1.0
2 1.0 1.1 1.2 1.5 1.5 1.5 1.4 1.5 1.5 1.3 1.0 1.0
3 1.1 1.2 1.2 1.4 1.3 1.4 1.3 1.3 1.4 1.2 1.1 1.0
4 1.6 1.8 1.6 1.9 1.7 1.8 1.6 1.6 1.7 1.7 1.6 1.5
5 1.4 1.6 1.5 1.7 1.6 1.7 1.5 1.5 1.6 1.5 1.5 1.4
6 1.0 1.2 1.2 1.4 1.4 1.4 1.3 1.4 1.4 1.2 1.1 1.0
7 1.5 1.6 1.5 1.9 1.6 2.0 1.5 1.5 1.7 1.6 1.6 1.4
8 1.2 1.4 1.3 1.5 1.5 1.6 1.4 1.4 1.5 1.4 1.3 1.2
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4.1 Statistical Evaluation
This section provides an evaluation of the gridded datasets for
eight regions in Germany (Fig. Fig. 4) using leave-one-out
cross-validation. Leave-one-out cross-validation (in the fol-
lowing abbreviated as CV) means that each data point is re-
moved and that the observed value is re-estimated separately
from the remaining data by means of interpolation
(Wackernagel 2003). The square root (RMSE) was then cal-
culated from the prediction errors at the stations and averaged
over the complete time period 1995–2012 (but separately for
each calendar month and region).
Tables 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11 depict the results for
each evaluation region and variable. The highest relative pre-
diction errors were found for global and direct radiation
(Tables 5 and 6) and wind speed (Table 7). The quality of both
satellite-derived radiation components is strongly affected by
snow cover, which may be misinterpreted as clouds and radi-
ation is subsequently underestimated. In addition, the density
of surface stations used to correct inaccuracies in satellite-
derived radiation is rather sparse, resulting in high CVerrors.
The low number of stations is compounded by difficulties in
interpolating the spatially heterogeneous bias in global and
direct solar radiation, and the strong influence of local topog-
raphy (e.g. blocking of clouds). In the case of wind speed, this
can be explained by the heterogeneity of the domain.
Accordingly, the mesoscale wind field is modified by large
gradients in wind speed from the coast towards inland loca-
tions, by topographical effects mainly in the German low
mountain ranges and in the Alps, and by the variability in local
roughness lengths.
For hourly temperature prediction, errors are close to 1°C
in all regions (Table 2). Regions with spatially complex terrain
(mainly regions 4, 5 and 7) exhibit comparably larger errors
during autumn and winter than the remaining regions, other-
wise the errors are similar. A reason for this may be the higher
frequency and intensity of valley-scale cold-pools during this
time of the year (Hiebl and Frei 2015). CV errors of diurnal
temperature range (Table 3) are greater and range from 1 to
2°C. This is because diurnal temperature range depends on
both minimum and maximum temperatures, which are both
more difficult to predict than hourly temperature.
The relative CV errors (regional CV error as compared to
the region mean) for global radiation range from 7% in sum-
mer to 20% in winter (Table 5), with all regions exhibiting
comparable relative errors. This is because regions with the
highest radiation values also exhibit the greatest CV errors.
For direct radiation (Table 6), the CV errors are generally
higher than for global radiation and lie between 9% in summer
and ∼40% in winter. This can be explained by the higher
inaccuracy of its retrieval and the lower station density com-
pared to global radiation. Regions with lower direct radiation
also exhibit overall larger relative errors.
The relative CVerrors for wind speed (Table 7) range from
30 to 40%, with only minor differences between the regions.
The relative CV is slightly higher in summer, due to lower
average wind speed in this season. Hourly wind direction
exhibits CV errors of between 30° and 50° (see Table 8).
Table 4 RMSE (%) for hourly
relative humidity and eight
climate regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 4.8 5.1 5.6 6.4 6.7 6.3 6.4 6.5 5.7 5.2 4.7 4.6
2 4.8 5.1 5.7 6.5 6.8 6.4 6.5 6.6 5.7 5.2 4.6 4.6
3 5.3 5.5 5.8 6.4 6.7 6.3 6.4 6.5 5.6 5.3 4.9 5.2
4 7.9 7.9 7.8 7.5 7.9 7.4 7.8 7.9 6.9 7.3 7.0 7.5
5 6.9 7.2 6.9 7.1 7.3 7.1 7.3 7.3 6.4 6.5 6.3 6.6
6 5.0 5.4 5.7 6.4 6.6 6.4 6.4 6.5 5.8 5.2 4.9 4.8
7 7.7 8.2 7.7 7.9 8.0 7.8 8.1 8.1 7.1 7.2 7.0 7.0
8 5.9 6.4 6.4 7.0 7.1 6.9 7.0 7.0 6.2 5.8 5.5 5.6
Table 5 Relative RMSE
(expressed in percent of the
regional mean) for hourly mean
global radiation and eight climate
regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 17 14 10 8 7 7 8 7 8 11 15 19
2 17 14 10 8 7 7 7 7 8 10 15 19
3 19 14 11 8 7 8 8 7 9 11 17 20
4 19 13 10 8 7 7 8 7 8 11 17 20
5 19 14 11 8 7 8 8 8 9 12 18 21
6 17 13 10 7 7 7 8 7 8 11 16 19
7 19 13 9 7 7 7 7 7 8 12 17 20
8 17 13 9 7 7 7 7 7 8 11 16 19
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The larger errors in summer possibly result from the more
frequent convective events which are influenced by the re-
gional conditions and the highly variable wind directions
(New et al. 1999; New et al. 2002). Moreover, thermally-
driven winds (which are stronger in summer) are not resolved
by the regional climate model CCLM. The errors detected for
wind speed are comparable to those found in previous studies
for other domains. Evaluations by New et al. (2002) revealed
for monthly wind speed (using Thin Plate Splines interpola-
tion) a RMSE (expressed in percent of the domain-mean)
ranging from about 20% to over 60% depending on domain
and season.
CVerrors for SLP range from 0.6 to 3.0 hPa (Table 9), with
significantly lower skill in regions of complex terrain. This
indicates problems with data quality of observations in moun-
tainous regions. Several formulas are available for the trans-
formation of air pressure to sea level pressure, but all available
formulas become more uncertain for higher altitudes.
For cloud cover, CV errors between 0.5 and 1.2 octa were
detected (Table 10). The largest errors occur in winter due to
snow cover which may be misinterpreted as clouds and will
thus lead to an overestimation of cloud cover.
The relative CVs for down- and up-welling longwave ra-
diation are between 3 and 7% (Table 11). Higher errors for
down-welling longwave radiation occur where temperatures
are low, and hence relative errors remain low in summer.
Evaluation of percentilesAlthough, relative prediction errors
vary considerably for the climate variables, cross-validation
results show that the methods described in Sect. 3 overall
consistently reproduce observed values across Germany (e.g.
differences among the regions are small). Here, we consider
the overall distribution provided by the cross-validation exer-
cise and compare predicted with observed distributions. In
Fig. Fig. 6a–i, examples are provided for predicted and ob-
served empirical distribution functions (ecdf) for hourly vari-
ables and selected stations (or further details we refer to the
figure caption).
Observed and predicted 2-m temperature (Fig. Fig. 6a)
matches very well at the three evaluation stations, particularly
the extremes that were well-reproduced. The slight underesti-
mation at Aachen in the lower and middle part of the distribu-
tion function may be attributed to an underestimation of the
urban heat island effect. The nearly perfect match at the moun-
tain station (Feldberg) and the coastal station (Alte Weser)
demonstrate the usefulness of the applied gridding method
(non-linear temperature profile, non-Euclidian distance inter-
polation, coastal mountain).
Percentiles of relative humidity shown in Fig. Fig. 6b re-
veal an overestimation of up to 5% in the lower part of the
distribution as compared with the observations. The mismatch
of the observed and interpolated distribution in Aachen is
linked to the simultaneously occurring underestimation of
lower percentiles of 2-m temperature, while the dew point
(not shown) is better reproduced. At the other stations, where
relative humidity also tends to be overestimated, the mismatch
relates to an overestimation of dew point temperature, while 2-
m temperature is well reproduced.
Table 6 Relative RMSE
(expressed in percent of the
regional mean) for hourly mean
direct radiation and eight climate
regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 30 25 17 13 13 13 13 14 16 20 31 41
2 30 24 17 13 12 12 13 14 15 18 28 36
3 27 23 16 12 12 12 12 13 14 20 30 37
4 25 16 12 9 9 9 9 9 10 13 31 26
5 25 17 13 10 9 9 9 9 11 16 29 28
6 31 25 16 13 13 13 13 14 15 20 33 41
7 26 16 12 10 10 9 9 10 11 15 23 27
8 29 21 15 12 11 11 11 12 13 19 30 34
Table 7 Relative RMSE
(expressed in percent of the
regional mean) for hourly wind
speed and eight climate regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 33 31 31 34 36 37 38 41 36 35 34 33
2 32 31 31 34 36 37 37 38 36 35 34 33
3 32 30 31 34 36 36 37 39 35 34 33 32
4 34 33 34 36 38 38 39 39 37 36 35 35
5 33 32 34 36 38 37 38 39 37 35 34 34
6 35 33 33 36 38 39 40 42 38 37 35 35
7 34 33 34 37 39 38 39 39 38 35 35 34
8 35 33 35 38 40 41 39 41 39 36 36 36
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According to Fig. Fig. 6c, SLP is very well reproduced for
both evaluation stations, with a slight overestimation around
the 50% percentile for Aachen (∼1 hPa). Frequency distribu-
tions were only evaluated for low level stations, as only synop
stations up to 600-m elevation were considered for the
gridding.
The percentiles shown in Fig. Fig. 6d for Hohenpeissenberg
(southern Bavaria) reveal and overestimation (underestimation)
of the lower (higher) hourly radiation values as compared with
the observations for January 1995–2012. In July, lower values
are fairly well reproduced in the predictions, while the frequen-
cy of larger values is slightly underestimated. The mismatch of
the observed and predicted distribution in winter can be attrib-
uted to snow cover which is misinterpreted as clouds in the
satellite data. In summer, the spatial representativity of
satellite- and station-based observations differs more strongly
due to convective clouds, which may be the dominating factor
for the inaccurate representation of extreme values. In all cases,
the long-term averages are almost perfectly reproduced.
The percentiles of both the observed and the predicted SOL
match well, particularly in January for the higher values
(Fig. Fig. 6e). In winter, overestimation in the lower part of
the distribution is primarily related to the occurrence of a snow
cover. The surface emissivity, which strongly affects SOL,
alters with the formation of a snow cover. The impact of snow
on the surface emissivity is, however, not considered in CLM,
which leads to increased uncertainty in the presence of snow.
We decided not to correct for the impact of snow on SOL, as
the snow depth is only locally recorded and its interpolation
would introduce further uncertainty. In July, lower (higher)
percentiles of SOL are overestimated (underestimated) as
compared with observations. The surface emissivity used to
derive both the surface temperature at CCLM resolution and
the SOL from down-scaled surface temperature at 1-km2 res-
olution was derived from land type classes (Wilber et al. 1999)
only. CCLM’s surface emissivity, however, also depends on
further parameters such as soil moisture. Hence, the calculated
surface temperature slightly differs from the one used in
CCLM, which triggers uncertainty in the down-scaling of sur-
face temperature and as a consequence of the SOL.
At the three evaluation stations, the lower percentiles (∼0–
30% percentile) of predicted wind speed are by about 1 m/s
higher than the observed ones (Fig. Fig. 6f). To some extent,
this can be attributed to local effects at the stations and the
technical specifications of the wind sensors (Vogt 1995). As a
result of the friction force, very low wind speed (run-up ve-
locity <0.3m/s) cannot be detected bymechanic wind sensors,
and friction force causes a general underestimation of low
wind speeds (EURM 2000). Furthermore, station-based ob-
servations are only valid for their immediate environment. We
accounted for roughness within the statistical down-scaling
process (CORINE land use data) but kept it constant through-
out the year and the study period (1995–2012). This may
introduce some uncertainty into the gridded wind maps.
Uncertainties may also be traced back to a less-than-ideal
parameterization of the turbulence scheme and to non-
Table 8 RMSE (°) for hourly
wind direction and eight climate
regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 37 36 39 45 48 48 49 50 45 41 39 36
2 34 34 37 43 45 46 45 47 42 38 36 35
3 35 33 37 44 46 46 47 48 42 38 36 34
4 35 33 37 43 45 47 46 47 43 38 35 33
5 34 34 38 44 46 47 47 48 44 39 36 34
6 37 35 39 46 48 48 49 50 45 40 39 36
7 34 33 37 44 46 47 47 48 43 37 34 33
8 35 34 37 45 47 48 47 49 44 38 36 35
Table 9 RMSE (hPa) for hourly
air pressure and eight climate
regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 0.8 0.6 0.6 0.6 0.7 0.6 0.6 0.6 0.5 0.5 0.5 0.5
2 0.8 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.5 0.5 0.5 0.5
3 1.2 1.1 0.9 1.2 0.8 0.9 0.7 0.8 0.7 0.7 1.0 0.9
4 2.7 2.9 3.0 3.0 2.9 2.8 2.9 2.8 2.9 2.4 2.5 2.3
5 1.8 1.5 1.2 1.5 1.1 1.3 1.1 1.1 1.0 0.9 1.3 1.2
6 1.1 0.9 0.8 0.9 0.9 0.8 0.8 0.8 0.8 0.8 0.8 0.8
7 2.0 1.1 1.1 1.3 1.1 1.1 1.1 1.1 1.1 1.0 1.1 1.1
8 1.9 1.4 1.2 1.5 1.1 1.1 1.0 1.1 1.0 1.0 1.4 1.2
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resolved topographical structures (e.g. over-smooth surface)
which particularly favours the overestimation of low wind
speeds. Therefore, deviations between predicted and observed
values should be interpreted with care.
For January 1995–2012, the SID distribution (Fig. Fig. 6g)
for Hohenpeissenberg performs comparable to the SIS distri-
bution, with a slightly more pronounced underestimation of
lower percentiles. As for SIS, the underestimation of high SID
values in January relates to snow-cloud misinterpretation.
Also in July, SID performs comparable to SIS with a slightly
more pronounced underestimation of larger values compared
with SIS. The underestimation of the SID extremes in July can
be attributed to the high spatial variability of cloud cover in
summer. As a result of local shadowing effects of clouds and
obstacles (e.g. orography, buildings, trees), shortwave radia-
tion is highly variable in space and time, with SID in particu-
lar. For SIS, local effects are partially compensated as it con-
stitutes the sum of direct and diffuse radiation.
The percentiles presented in Fig. Fig. 6h reveal a general
underestimation of SDL values by 5–20 W/m2, both in
January and July. Main uncertainty sources are thereby the
cloud correction factor (CCF) used to down-scale SDL and
the clear-sky SDL (SDLcs) which had to be estimated. CCF
was derived by linear regression from CCLM data and is thus
only valid in an average sense (regional variability not
accounted for). Since SDLcs was required for the down-
scaling of SDL, yet not provided by CCLM, it was derived
from water vapour content and air temperature using Eq. 3.7
(Sugita and Brutsaert 1993). We decided not to use ground-
based observations for bias correction of the two longwave
radiation datasets (SOL, SDL), as only few stations provide
long-term observations. In addition, evaluations of ground-
based longwave radiation observations revealed uncertainties
of up to 20 W/m2, particularly during day time (Becker and
Behrens 2012).
In general, the frequency distributions of observed and pre-
dicted wind direction match well (Fig. Fig. 6i). Deviations
may be explained by site specific effects. While the CCLM
model accounts for topographically induced effects (e.g.
channelling effects), station-based observations are strongly
affected by their immediate environment. Although interpola-
tion of station-wise derived bias was performed accounting for
orographic obstacles (e.g. relative elevation), further obstacles
such as buildings and trees could not be taken into account but
still may alter the frequency distribution of observed wind
direction. Hence, a mismatch between predicted and observed
frequency distributions should be interpreted with care.
4.2 Evaluation of the consistency in time
and across variables
For the gridded data presented, observational time series
from as many stations as possible that fulfil basic quality
requirements were utilized. This approach results in a rel-
atively high station density at any time and consequently
improves the plausibility and accuracy of the resulting
data grids. However, due to changes in the station net-
work (e.g. stations are closed or newly opened), the pos-
sibilities of climatological analyses (e.g. the identification
of long-term trends) are limited (Hiebl and Frei 2015).
The focus is on temporal consistency over a day and on
the consistency between variables, which is a key require-
ment of the TRY dataset. In this sub-section, we illustrate
the consistency of the grids on a daily basis and across
variables for a hot summer day (5.6.2003) with some con-
vective activity (Fig. Fig. 8). As a reference, the general
Table 10 RMSE (1/8) for hourly
cloud cover and eight climate
regions
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 0.9 0.7 0.6 0.6 0.5 0.5 0.5 0.5 0.6 0.6 0.8 0.8
2 0.9 0.7 0.7 0.6 0.6 0.5 0.5 0.5 0.6 0.6 0.8 0.8
3 0.9 0.8 0.8 0.7 0.7 0.6 0.7 0.6 0.7 0.8 1.0 1.0
4 1.2 1.0 0.8 0.9 0.9 0.8 0.7 0.7 0.8 1.1 1.3 1.3
5 1.2 1.0 0.9 0.9 0.8 0.7 0.7 0.7 0.8 1.1 1.3 1.3
6 0.9 0.7 0.6 0.6 0.6 0.5 0.6 0.6 0.6 0.7 0.9 0.8
7 1.2 0.9 0.8 0.7 0.8 0.7 0.6 0.6 0.7 1.0 1.2 1.2
8 1.1 0.9 0.8 0.7 0.7 0.6 0.6 0.6 0.7 0.9 1.1 1.1
Table 11 Relative RMSE (expressed in percent of the domain mean) for hourly down- (SDL) and up-welling (SOL) longwave radiation over the
German domain
Region Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
SDL 7 7 6 6 5 4 3 4 5 6 6 7
SOL 4 3 3 3 4 3 4 3 3 3 3 3
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weather situation at 12 UTC is shown in Fig. Fig. 7 and in
the following briefly described.
An occluded near-stationary frontal system crossing
Germany is depicted in Fig. Fig. 7a. The frontal system be-
longs to an extensive low over the Atlantic. The pre-frontal
situation is characterized by advection of unstable, warm air in
a southwesterly flow with light surface winds of variable di-
rection. Surface winds of prevailing easterly direction can be
seen over Bavaria and Erzgebirge with isolated local lows
induced by thermal activity due to high solar radiation. Post-
frontal subsidence occurs at the easterly wedge of the Azores
high and is combined with reduced convective activity.
The synoptical weather reports (significant weather, cloud
cover) in Fig. Fig. 7b also indicate the predominant occurrence
of local thunder storms ahead of the frontal system along the
German low mountain ranges of eastern and southern
Fig. 6 Observed and estimated empirical distribution functions of hourly
a 2-m temperature, b relative humidity, c sea level pressure, d global
radiation (SIS), e outgoing longwave radiation (SOL), f wind speed, g
direct radiation (SID), h downward longwave radiation (SDL) and iwind
direction over the period 1995–2012. The radiation parameters are given
for January and July, SIS (d) and SID (g) at Hohenpeissenberg, SOL (f)
and SDL (h) at Potsdam. For the remaining parameters, the evaluated
stations are indicated by the figure legend
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Germany. Further, thunder storms occurred along the frontal-sys-
tem. Behind the front, high cloudiness or overcast sky
dominated.
At 12 UTC (Fig. Fig. 8a–f), the air temperature exceeded
25°C in most areas of Germany and reached about 30°C
across eastern Germany and Bavaria. Over north-western
Germany, the air temperature was considerably lower and on-
ly reached 20°C as a result of a cold front which crossed
Germany from the north-west. The air temperature decreased
towards the coast and high elevations, particularly over the
warmer eastern part of Germany. In consistence with the mov-
ing cold front, cloud cover was highest over north-western
Germany, but it was also high in elevated areas due to oro-
graphic lifting.
In general, global radiation reached the highest values in
areas where air temperature was also high, with gradually
increasing values towards the south. The connection between
cloud cover and global radiation can also be seen. Down-
welling longwave radiation was high over western Germany,
particularly in the upper Rhine Valley, where relatively high
air temperatures, high cloud cover and high relative humidity
occurred simultaneously.
Wind speed was highest along the frontal system and at the
North Sea. Ahead of the frontal system, wind direction was
variable with easterly winds in eastern Bavaria and near the
Erzgebirge. Over north-eastern Germany and in the Rhine-
MainValley, the wind direction was overall westerly. The high
variability of the wind direction ahead of the frontal system
was in accordance to the isolated lows induced by thermal
activity due to high solar radiation in the unstable air mass
(see Fig. Fig. 7a).
At 15UTC (Fig. Fig. 8g–i), thunderstorm cells formed over
the western low mountain ranges triggered by the cold front
moving across heated areas. In the areas of Nuremberg (north-
ern Bavaria) and Goslar (southern lower Saxony), large thun-
derstorm clusters emerge. Strong winds and rainfall caused a
considerable drop in air temperature. Along the German coast,
air temperature was less affected by the fast moving cold front,
due to the mitigating effect of the sea.
Wind speed was again highest along the frontal system, at
the North Sea and also in the vicinity of thunder cells. The
wind direction was still variable ahead of the front. The wind
direction markedly turned at the frontal system to north and
behind the front eventually to west. In the Rhine–Main Valley,
wind blew from the east resulting from a Taunus mountain
range lee eddy.
4.3 Application examples
In this section, a selection of application examples is presented
to demonstrate the usefulness of the gridded dataset. A com-
plete graphical presentation is beyond the scope of this paper
because of the enormous number of meteorological applica-
tions. Readers are referred to the Deutscher Wetterdienst for
the download of the gridded dataset (NetCDF-4 format).
4.3.1 Temperature extremes
The annual number of summer days and frost days for two
exceptional years (1996 and 2003) is calculated to illustrate
the usefulness of the hourly temperature fields. Summer days
(frost days) were determined on a grid-point-by-grid-point
basis, counting all days where hourly temperature exceeds
25°C (falls below 0°C) at least once that day.
The resulting maps for summer days (Fig. Fig. 9) demon-
strate the variability in counts in different years. In 1996 (a),
the number of summer days was clearly lower compared to
a b
Fig. 7 a Surface analysis chart and b synoptical weather reports on 5.6.2003, 12 UTC
Fig. 8 Air temperature [°C] (a, g), cloud cover [1/8] (b, h), global
radiation [W/m2] (c, i), down-welling longwave radiation [W/m2] (d, j),
wind speed [m/s] (e, k) and wind direction [°] (f, l), at 12 UTC (a–f) and
15 UTC (g–l) on 05.06.2003
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2003 (b). Summer 2003 was the warmest in Germany since
the beginning of nationwide measurements in 1881, while
summer 1996 was the coldest on average over the period
1995–2012. In general, the effect of continentality is clearly
visible, with considerably smaller numbers of summer days in
coastal areas and over north-western Germany as compared to
the eastern part. The highest number of summer days was
reached in the upper Rhine Valley in southwestern Germany.
The strong dependence of air temperature on elevation is also
portrayed, with the least number of summer days in mountain
regions such as the Alps and the low German mountain
ranges.
As with the summer days, the effects of continentality and
elevation dependence are evident in the results for frost days
in 1996 (Fig. Fig. 10a) and 2007 (Fig. Fig. 10b). The urban
heat island (UHI) effect also clearly modifies the annual num-
ber of frost days. The annual mean air temperature within a
large city can be more than 2°C higher than in nearby rural
areas (e.g.Watkins et al. 2002). In the evening and at night, the
UHI intensity can be much higher (as much as 10°C), as well
a b
Fig. 9 Annual number of summer days, a 1996 and b 2003
a b
Fig. 10 Annual number of frost days, a 1996 and b 2007
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as air temperature differences between city areas with different
building structures (Buchholz and Kossmann 2015). The in-
crease in minimum temperatures associated with UHI there-
fore means fewer and less severe frost events in cities. This is
clearly depicted in Fig. Fig. 9a, b, where, for example, the
cities in the Ruhr District, Berlin and Munich have consider-
ably less frost days compared to surrounding areas.
4.3.2 Ninetieth percentile of hourly wind speed
Data from a regional climate model and some 150 wind speed
stations throughout Germany contributed to the gridding of
the wind dataset. The climate model simulation has captured
general features of the wind field throughout Germany. The
station data were used to correct biases inherent to the climate
model simulation.
The general pattern of the 90th percentile of hourly wind
speed is similar in winter (DJF; Fig. Fig. 11a) and summer
(JJA; Fig. Fig. 11b) over the period 1995–2012. Nonetheless,
the 90th percentile values are clearly higher in DJF (5–22m/s)
compared to JJA (3–15 m/s), particularly in the Erzgebirge
and western Germany. The 90th percentile maps also depict
several interesting features, including the north to south de-
crease in wind speed over the lowland plains and in mountain
valleys, and the higher wind speed along the coast and on
mountain ridges and peaks.
4.3.3 Annual sum of global radiation
Observations from 32 German ground stations were used to
correct satellite-derived global radiation data. The most
significant adjustments were applied during the winter months
and particularly relate to the snow-cloud misinterpretation in-
herent in satellite data.
Figure Fig. 12 presents the twomost extreme years in terms
of the annual total of global radiation in the period 1995–
2012, namely 1995 (Fig. Fig. 12a) and 2003 (Fig. Fig. 12b).
In 1995, the annual global radiation total was exceptionally
low over southern Germany due to frequent west winds and
increased cloud cover. In the upper Rhine Valley, the flatlands
of Bavaria and eastern Germany, values of between 1120 and
1160 kWh/m2 were reached, and in northern and western
Germany 1000 and 1100 kWh/m2. In the elevated areas, an-
nual global radiation totals were generally below 1000 kWh/
m2. In 2003, the annual global radiation totals were above the
climatological mean nationwide. Overall, it was a very warm,
dry and exceptionally sunny year throughout Central Europe.
The Sauerland, Harz and coastal regions received lower radi-
ation total (1040–1200 kWh/m2) but with values still above
the climatological mean. In regions south of the low German
mountain ranges, the values exceeded 1300 kWh/m2.
4.3.4 Perceived temperature
The RayMan bio-climate model (Matzarakis et al. 2010) was run
in the Rhine-Main area with the gridded climate variables air
temperature, relative humidity, global radiation and cloud cover,
to obtain perceived temperature (Staiger et al. 2012) on
14.07.1995 at 5 UTC (Fig. Fig. 13a) and 12 UTC
(Fig. Fig. 13b). Albedo and surface emissivity values were pre-
scribed on the basis of the CLC land use data (following Pineda
et al. 2002). The simulations were run in order to show the
a b
Fig. 11 Ninetieth percentile of hourly mean wind speed [m/s] over the period 1995–2012, a DJF and b JJA
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usefulness of the described dataset for applications in the frame-
work of planning and health issues (Rosenfelder et al. 2015).
At 5 UTC, weather conditions were warm and humid in the
Rhine-Main area. Early in the morning, air temperature was
still high in urban areas (>20°C) compared to the rural sur-
roundings (16–20°C) which can be attributed to the UHI ef-
fect. Elevated areas were also comparably warm due to a
temperature inversion. Relative humidity was above 80% ev-
erywhere, and in the Frankfurt area, it was as high as 90%.
Wind speed in most areas was lower than 1.5 m/s, except for
the area around Donnersberg and on the ridges of the low
mountain ranges. It is evident that in comparison with the
surrounding countryside, perceived temperature was consid-
erably higher in urban areas with values of 20 to 24°C.
At 12 UTC, hot air temperatures of more than 30°C and
low relative humidity (<50%) prevailed in the Rhine/Main
area with not much difference between the cities and the coun-
tryside. In the mountains, air temperature was considerably
cooler, with an approximate lapse rate of ∼1°C/100 m and
relative humidity was higher (∼70%). Wind speed was vari-
able with values between 1 and 4.5 m/s, although lower in
elevated areas. Global radiation was higher than 800 W/m2
in most areas, but due to local cloud, some confined areas
received less than 600 W/m2 within 11–12 UTC. Some
a b
Fig. 13 Perceived temperature [°C]: a 5 UTC and b 12 UTC on 14.07.1995
a b
Fig. 12 Annual sum of global radiation [kWh/m2] in a 1995 and b 2003
S. Krähenmann et al.
convective showers approached the region from the north and
led to a decrease in air temperature (<20°C) and an increase in
relative humidity (>80%). Perceived temperature was highest
in the lowlands of the Rhine/Main area with hot spots of
∼40°C around Frankfurt and Gernsheim (areas of high air
temperature and low wind speed). In the mountains and over
the north-eastern part of the Rhine-Main area, perceived tem-
perature was considerably lower (15–25°C).
5 Summary and conclusion
A high-resolution (1 km2) gridded dataset of 12 hourly climate
variables for Germany (covering the period 1995–2012) was
created. The dataset is unique in terms of spatial and temporal
resolution, and the number of contained variables. At present,
the dataset comprises around 2,000,000 grids. It is available
from the Deutscher Wetterdienst for scientific applications in
various climate-related studies. It may also be used for hazard
management, for the development of strategies for adapting to
climate change or for the modelling of energy gain by solar
and wind energy devices.
The dataset was derived from hourly station records that
have been subject to manual and automated quality control.
Values of poor or suspect quality have been removed. Only
station records with valid data covering at least 5 years of the
study period were used. In addition, satellite-derived data
(cloud cover and short wave radiation components) and
high-resolution downscaled reanalysis data using a regional
climate model (longwave radiation and wind components)
have been used. Gridding was done using the interpolation
methods described in Sects. 3.1 to 3.7 which were individually
designed, depending on available data sources and the physi-
cal properties of each climate variable. In addition, urban heat
island (UHI) intensity was considered in the grids of air and
dew point temperatures by linking it to CORINE land use
classes, local weather conditions, time of the day and the
season.
To achieve the highest possible precision in the data grids,
interpolation was performed utilizing all available observa-
tional information that fulfils basic quality requirements. The
results are inhomogeneities in the station network, which puts
the long-term consistency of the dataset in question (Hiebl and
Frei 2015). However, the focus is on temporal consistency
over a day and on the consistency between variables, which
is of high importance for the TRY dataset. Homogenized
hourly station data were used when available. In addition,
corrections were made for known station relocations, account-
ing for changes in coordinates, altitude and land use.
Cross-validation revealed the most accurate predictions for
hourly air temperature, diurnal temperature range and hourly
sea level pressure, followed by, in decreasing order, relative
humidity, cloud cover, shortwave radiation, wind speed and
wind direction. Longwave radiation also seems to perform
well. However, the few observing stations available do not
allow for a thorough validation. Satellite-based cloud cover
and shortwave radiation datasets perform worst from
November to February, which can be attributed to variable
snow cover that may be misinterpreted as clouds and subse-
quently leads to erroneous radiation values. Although in situ
observations have been used to correct major inaccuracies in
the satellite-derived data, the respective datasets should be
used with care during the winter months and in areas of com-
plex terrain.
To demonstrate the usefulness of the dataset presented for
climate-related studies, some derived climate indices were
presented at grid cell resolution. The number of summer days
was exceptionally high in 2003, with over 100 days in the
Rhine Valley. In 2007, the number of frost days was below
50 days in most of Germany, whereas in 1996, it was, on
average, twice as high. Using the example of a hot day, per-
ceived temperature was derived from the dataset for the
Rhine-Main area. Early on this day, thermal loads were still
high in cities which can be attributed to the UHI effect. At 12
UTC, perceived temperature was highest in low-lying regions
close to the rivers Rhine and Main with values close to 40°C.
Yet, due to convective activity, it was considerably lower in
the north-eastern part (<20°C) of the Rhine-Main area. The
grids of global radiation and wind speed also showed high
potential for further detailed studies. For example, the consis-
tent provision of spatially and temporally highly resolved cli-
matological information on global and direct surface solar
radiation, temperature and wind speed allows an accurate es-
timation of PV potential in Germany including the efficiency
under the given atmospheric conditions (Huld et al. 2013;
Huld and Amillo 2015).
We have demonstrated that the newly developed high-
resolution gridded dataset for Germany exhibits a wide range
of performance skills. However, there are a few limitations in
the gridded data, including inhomogeneities resulting from
differences between station and satellite records and temporal
variations in the station networks, smoothing out of extremes
induced by interpolation, uncertainties inherent in the satellite-
derived products and the reanalysis data and inaccurate repre-
sentation of the urban heat island effect.
The user should be aware that over-smoothing is highly
possible during the use of such datasets, as the impact of
spatial interpolation on the magnitude of extremes is consid-
erable (Haylock et al. 2008). A comparison based on cross-
validation estimates revealed that higher percentiles (lower
percentiles) tend to be under- (over-) estimated as a result of
smoothing. For example, maximum energy yield will be af-
fected by the underestimated higher percentiles of global ra-
diation or wind speed.
Representativity of the wind data is also limited due to the
course resolution (2.8 × 2.8 km2) of the DEM used by the
High-resolution grids of hourly meteorological variables
CCLM model. Topographically induced air flows such as
channelling effects are only representative on the resolution
of the underlying DEM.
Nevertheless, the gridded dataset presented contains a number
of special features that make it highly suitable for use in clima-
tology and related activities. These include the following:
& It has been created using an extensive database, including
station- and satellite-derived observations and model data.
& Gridding methods were designed depending on available
data sources and the physical properties of each variable.
& It comprises 12 surface climate variables in hourly
resolution.
& Datasets of air and dew point temperature also contain the
urban heat island effect.
The dataset could be evaluated in further detail, for example, to
identify areas and periods that contain values closer to the Btruth^
than others. The gridded dataset contains biases that need to be
taken into account when evaluating climate models, for example,
since mismatches between the modelled and the observed values
may be partly explained by inaccuracies in the gridded data.
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