Coupled Eulerian-Lagrangian (CEL) simulation for modelling of chip formation in AA2024-T3 by Ducobu, F. et al.
This is a repository copy of Coupled Eulerian-Lagrangian (CEL) simulation for modelling of
chip formation in AA2024-T3.
White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/148458/
Version: Published Version
Article:
Ducobu, F., Rivière-Lorphèvre, E., Galindo-Fernandez, M. et al. (3 more authors) (2019) 
Coupled Eulerian-Lagrangian (CEL) simulation for modelling of chip formation in 
AA2024-T3. Procedia CIRP, 82. pp. 142-147. ISSN 2212-8271 
https://doi.org/10.1016/j.procir.2019.04.071
eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/
Reuse 
This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs 
(CC BY-NC-ND) licence. This licence only allows you to download this work and share it with others as long 
as you credit the authors, but you can’t change the article in any way or use it commercially. More 
information and the full terms of the licence here: https://creativecommons.org/licenses/ 
Takedown 
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 
ScienceDirect
Available online at www.sciencedirect.com
$YDLODEOH RQOLQH DWZZZVFLHQFHGLUHFWFRP
^ĐŝĞŶĐĞŝƌĞĐƚ
3URFHGLD&,53 ±
ZZZHOVHYLHUFRPORFDWHSURFHGLD
 7KH$XWKRUV3XEOLVKHG E\(OVHYLHU %9
3HHUUHYLHZXQGHU UHVSRQVLELOLW\RI WKH VFLHQWLILFFRPPLWWHH RI WKHWK &,53'HVLJQ &RQIHUHQFH
WK&,53'HVLJQ &RQIHUHQFH0D\1DQWHV)UDQFH
$QHZPHWKRGRORJ\WR DQDO\]H WKHIXQFWLRQDO DQGSK\VLFDODUFKLWHFWXUHRI
H[LVWLQJSURGXFWVIRUDQ DVVHPEO\ RULHQWHGSURGXFW IDPLO\ LGHQWLILFDWLRQ
3DXO6WLHI-HDQ<YHV'DQWDQ$ODLQ (WLHQQH$OL 6LDGDW
eFROH1DWLRQDOH 6XSpULHXUH G¶$UWVHW0pWLHUV$UWVHW0pWLHUV 3DULV7HFK/&)&($5XH$XJXVWLQ)UHVQHO0HW] )UDQFH
&RUUHVSRQGLQJDXWKRU7HO  (PDLODGGUHVVSDXOVWLHI#HQVDPHX
$EVWUDFW
,QWRGD\¶VEXVLQHVVHQYLURQPHQWWKHWUHQGWRZDUGVPRUHSURGXFW YDULHW\DQGFXVWRPL]DWLRQLVXQEURNHQ'XHWRWKLVGHYHORSPHQWWKHQHHGRI
DJLOHDQGUHFRQILJXUDEOHSURGXFWLRQV\VWHPV HPHUJHGWRFRSHZLWKYDULRXVSURGXFWVDQGSURGXFW IDPLOLHV7R GHVLJQ DQGRSWLPL]H SURGXFWLRQ
V\VWHPV DV ZHOODV WRFKRRVH WKHRSWLPDOSURGXFW PDWFKHVSURGXFW DQDO\VLVPHWKRGVDUHQHHGHG,QGHHGPRVW RIWKHNQRZQ PHWKRGVDLPWR
DQDO\]HDSURGXFW RURQHSURGXFW IDPLO\RQWKHSK\VLFDOOHYHO'LIIHUHQWSURGXFW IDPLOLHVKRZHYHUPD\GLIIHUODUJHO\LQWHUPV RIWKHQXPEHU DQG
QDWXUHRIFRPSRQHQWV 7KLV IDFW LPSHGHV DQ HIILFLHQWFRPSDULVRQDQGFKRLFH RIDSSURSULDWHSURGXFW IDPLO\FRPELQDWLRQV IRU WKHSURGXFWLRQ
V\VWHP $QHZPHWKRGRORJ\ LVSURSRVHGWRDQDO\]HH[LVWLQJSURGXFWVLQYLHZ RIWKHLUIXQFWLRQDO DQGSK\VLFDODUFKLWHFWXUH 7KHDLPLVWRFOXVWHU
WKHVHSURGXFWVLQ QHZ DVVHPEO\RULHQWHG SURGXFW IDPLOLHV IRUWKHRSWLPL]DWLRQRIH[LVWLQJDVVHPEO\OLQHV DQGWKHFUHDWLRQ RIIXWXUHUHFRQILJXUDEOH
DVVHPEO\V\VWHPV%DVHG RQ'DWXP )ORZ&KDLQWKHSK\VLFDOVWUXFWXUHRIWKHSURGXFWVLVDQDO\]HG)XQFWLRQDO VXEDVVHPEOLHV DUHLGHQWLILHGDQG
DIXQFWLRQDO DQDO\VLV LVSHUIRUPHG0RUHRYHUDK\EULGIXQFWLRQDO DQGSK\VLFDODUFKLWHFWXUHJUDSK+\)3$*LV WKHRXWSXWZKLFK GHSLFWV WKH
VLPLODULW\ EHWZHHQ SURGXFW IDPLOLHV E\ SURYLGLQJGHVLJQ VXSSRUW WRERWK SURGXFWLRQ V\VWHP SODQQHUV DQG SURGXFW GHVLJQHUV $Q LOOXVWUDWLYH
H[DPSOHRIDQDLOFOLSSHU LVXVHGWRH[SODLQWKHSURSRVHGPHWKRGRORJ\ $Q LQGXVWULDO FDVH VWXG\RQWZR SURGXFW IDPLOLHV RIVWHHULQJFROXPQVRI
WK\VVHQNUXSS3UHVWD)UDQFH LVWKHQ FDUULHG RXWWR JLYH DILUVW LQGXVWULDO HYDOXDWLRQRIWKHSURSRVHGDSSURDFK
7KH$XWKRUV 3XEOLVKHG E\ (OVHYLHU %9
3HHUUHYLHZ XQGHU UHVSRQVLELOLW\RIWKHVFLHQWLILFFRPPLWWHH RIWKHWK &,53 'HVLJQ &RQIHUHQFH 
.H\ZRUGV $VVHPEO\ 'HVLJQ PHWKRG)DPLO\ LGHQWLILFDWLRQ
,QWURGXFWLRQ
'XH WR WKH IDVW GHYHORSPHQW LQ WKH GRPDLQ RI
FRPPXQLFDWLRQ DQG DQ RQJRLQJ WUHQG RI GLJLWL]DWLRQ DQG
GLJLWDOL]DWLRQ PDQXIDFWXULQJ HQWHUSULVHV DUH IDFLQJ LPSRUWDQW
FKDOOHQJHV LQ WRGD\¶V PDUNHW HQYLURQPHQWV D FRQWLQXLQJ
WHQGHQF\WRZDUGVUHGXFWLRQRISURGXFWGHYHORSPHQW WLPHVDQG
VKRUWHQHGSURGXFWOLIHF\FOHV ,QDGGLWLRQ WKHUHLV DQLQFUHDVLQJ
GHPDQG RIFXVWRPL]DWLRQ EHLQJ DW WKH VDPH WLPH LQDJOREDO
FRPSHWLWLRQ ZLWK FRPSHWLWRUV DOO RYHU WKH ZRUOG 7KLV WUHQG
ZKLFK LV LQGXFLQJ WKH GHYHORSPHQW IURP PDFUR WR PLFUR
PDUNHWV UHVXOWV LQ GLPLQLVKHG ORW VL]HV GXH WR DXJPHQWLQJ
SURGXFWYDULHWLHVKLJKYROXPHWR ORZYROXPH SURGXFWLRQ >@
7RFRSHZLWK WKLVDXJPHQWLQJYDULHW\DVZHOO DVWR EHDEOH WR
LGHQWLI\ SRVVLEOH RSWLPL]DWLRQ SRWHQWLDOV LQ WKH H[LVWLQJ
SURGXFWLRQV\VWHP LW LV LPSRUWDQW WR KDYH DSUHFLVHNQRZOHGJH
RI WKH SURGXFW UDQJH DQG FKDUDFWHULVWLFV PDQXIDFWXUHG DQGRU
DVVHPEOHGLQWKLV V\VWHP ,QWKLV FRQWH[WWKH PDLQFKDOOHQJH LQ
PRGHOOLQJ DQG DQDO\VLV LV QRZ QRW RQO\ WR FRSH ZLWK VLQJOH
SURGXFWVDOLPLWHGSURGXFWUDQJHRUH[LVWLQJSURGXFWIDPLOLHV
EXW DOVRWR EHDEOH WR DQDO\]HDQG WR FRPSDUHSURGXFWV WR GHILQH
QHZSURGXFWIDPLOLHV ,WFDQEHREVHUYHGWKDWFODVVLFDOH[LVWLQJ
SURGXFWIDPLOLHVDUHUHJURXSHGLQ IXQFWLRQRIFOLHQWVRUIHDWXUHV
+RZHYHUDVVHPEO\RULHQWHGSURGXFWIDPLOLHVDUHKDUGO\ WR ILQG
2QWKHSURGXFWIDPLO\OHYHO SURGXFWV GLIIHUPDLQO\LQWZR
PDLQFKDUDFWHULVWLFV L WKH QXPEHURIFRPSRQHQWV DQG LLWKH
W\SHRIFRPSRQHQWVHJ PHFKDQLFDO HOHFWULFDO HOHFWURQLFDO
&ODVVLFDOPHWKRGRORJLHVFRQVLGHULQJPDLQO\VLQJOHSURGXFWV
RU VROLWDU\ DOUHDG\ H[LVWLQJ SURGXFW IDPLOLHV DQDO\]H WKH
SURGXFWVWUXFWXUHRQDSK\VLFDOOHYHOFRPSRQHQWVOHYHO ZKLFK
FDXVHV GLIILFXOWLHV UHJDUGLQJ DQ HIILFLHQW GHILQLWLRQ DQG
FRPSDULVRQ RI GLIIHUHQW SURGXFW IDPLOLHV $GGUHVVLQJ WKLV
Procedia CIRP 82 (2019) 142147
2212-8271 © 2019 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the scientiic committee of The 17th CIRP Conference on Modelling of Machining Operations
10.1016/j.procir.2019.04.071
© 2019 The Authors. Published by Elsevier B.V. 
3HHUUHYLHZXQGHUUHVSRQVLELOLW\RIWKHVFLHQWL¿FFRPPLWWHHRI7KHWK&,53&RQIHUHQFHRQ0RGHOOLQJRI0DFKLQLQJ2SHUDWLRQV
^ĐŝĞŶĐĞŝƌĞĐƚ
 Keywords: Finite element method (FEM), Machining, Aluminium 
 
1. Introduction 
Machining is one of the most common manufacturing 
processes that involve material removal. Material is removed, 
usually as small chips, due to an interaction between a hard tool 
and the component. During chip formation, material undergoes 
severe plastic deformation in the chip formation zone, and 
below the machined surface. 
There have been several attempts to model chip formation 
process from the early analytical work to recent finite element 
models of the problem. In order to predict material behaviour 
several modelling approaches have been used including the 
early analytical model of Merchant [1] to the application of 
Finite Element (FE) methods to simulate continuous and 
segmented chip formations [2]. The FE modelling 
methodologies applied in the field of machining have mostly 
been dominated by the classical Lagrangian [3, 4], Eulerian [5, 
6] and Arbitrary Lagrangian-Eulerian [7, 8] method that are 
already embedded in available commercial FE packages. The 
main disadvantage of using these methods relates to the 
excessive distortion of elements and assumptions required for 
the chip separation (Lagrangian method), the pre-formed chip 
geometry (Eulerian and Eulerian ALE methods). Additionally, 
the Eulerian method can only be used for the steady state chip 
formation and the results could only be valid for the 
deformation zones at the chip section. Although the ALE 
method takes the advantage of the both techniques, it still 
requires some assumptions about the initial chip geometry and 
cannot accurately model the chip morphology [9]. The Coupled 
Eulerian-Lagrangian (CEL) modelling methodology was 
developed to overcome the disadvantages of ALE. Although 
the CEL formulation was initially developed for fluid-structure 
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interactions [10, 11], it has also been used to model large 
deformations processes where the material deformation can be 
estimated as continuous flow [12, 13]. 
Chip formation mechanics is usually predicted by modelling 
of material deformation during orthogonal cutting. This is more 
critical when neither the chip formation is continuous, nor the 
deformation mechanics can be resembled to a continuous flow. 
Several damage criteria have been implemented with the 
Lagrangian formulation to model segmented chips formation 
including the work by Marusich and Oritz [3] who used Rice 
and Tracy [14], as a ductile criterion, and a brittle fracture 
model to predict chip segmentation. Hashemi [15] 
implemented effective plastic strain criterion to predict shear 
failure in the chip segments. Other ductile fracture models such 
as Cockroft-Latham [16], Cockroft-McClintock [17] and 
Johnson-Cook [18] have also been implemented into FE 
models of chip formation problems. In addition to the 
aforementioned damage models, Bao and Wierzbicki [19] 
introduced an empirical fracture locus that determines the onset 
of material failure according to stress triaxiality and magnitude 
of plastic strain. A comparison between this empirical model 
and other analytical damage models [19, 20] has shown that the 
Bao-Wierzbicki (B-W) empirical model can predict material 
fracture at different loading conditions while the others work 
only for a specific deformation mechanism.  
Although the CEL method has already been adopted for 
modelling of chip formation in orthogonal cutting  [21-24], 
there has been limited attempt to incorporate a physically based 
damage model with the simulation of orthogonal cutting 
process. Therefore, this paper aims to incorporate a ductile 
damage model in simulation of chip formation for an 
orthogonal cutting process in order to better predict the physics 
of material deformation at the cutting zones and at the 
machined surface.  
2. Experimental work 
Orthogonal tube cutting trials were planned and performed 
using a Cincinnati Hawk HTC 250 CNC turning center to 
conduct the experiments. The cutting speeds, vc, of 30, 60 and 
120 m/min were selected to replicate the industrial range of 
cutting parameters. The tube was initially machined to ensure 
the wall thickness of 4 mm is achieved along the cut length. 
Cutting forces were measured using a Kistler force 
dynamometer. A standard TCGT16T308F-Al KX cutting insert 
together with a modified tool holder STGCL2020K16 
manufactured by SECO tools was selected to fit into the 
dynamometer to ensure the orthogonal requirements. A fresh 
cutting edge was implemented for each cut in order to remove 
uncertainties associated with the tool wear. All the data 
associated to the cutting conditions and the tool geometry are 
provided in Table 1. 
3. Finite element model 
The numerical model uses the finite element method to 
simulate the 2D orthogonal cutting operation with a plane strain 
assumption. The Coupled Eulerian-Lagrangian (CEL) 
formulation is adopted. This modelling method, introduced in 
Ducobu et al. [24] in a cutting context, offers the main 
advantage to combine the Eulerian and the Lagrangian 
formulations. This allows to model the cutting process in an 
unsteady state without deforming the elements of the mesh, 
which is usually a strong problem due to the large strains 
encountered. 
The initial geometry of the model is presented in Fig. 1. The 
workpiece is a rectangular block and the tool moves into it 
horizontally. The space above the workpiece, in which the chip 
will form and is initially filled with void, needs to be meshed. 
This increases the number of elements composing the mesh. In 
order to reduce it, the height of the model is smaller when the 
uncut chip thickness, h, is smaller. According to Ducobu et al. 
[21] ,the elements shape should be a square and their size close 
to 5 µm in order to avoid influencing the chip formation and 
cutting forces. Square elements of 5 µm long are therefore used 
to mesh the workpiece and the space above it (the Eulerian 
domain). The model is composed of 40,744 nodes for h = 0.1 
mm and of 48,780 nodes for h = 0.2 mm. 
 
Fig. 1. Initial geometry of the model for an uncut chip thickness, h, of 0.1 
mm; the zone corresponding to the workpiece is in black. 
The tool is modelled as an elastic body made of tungsten 
carbide while the AA2024-T3 workpiece is a thermo-elasto-
visco-plastic body with damage properties. The material 
constitutive model is the well-known Johnson-Cook (JC) 
model [25] with A, B, C, m and n the material parameters, ߝሶ଴ 
the reference strain rate, and ௠ܶ௘௟௧  and ௥ܶ௢௢௠ the melting and 
the room temperatures, respectively: ߪ ൌ ሾܣ ൅ ܤߝ௡ሿ ቂ ? ൅ ܥ݈݊ ఌሶఌሶ బቃ ቂ ? െ ቀ ்ି ೝ்೚೚೘்೘೐೗೟ି ೝ்೚೚೘ቁ௠ቃ    (1) 
Table 1 presents the parameters values adopted in this study. 
Damage properties are included in the description of 
AA2024-T3 behaviour. In this model, it is important to stress 
that material failure is not used as a chip separation criterion, 
as in [9, 18, 26] for example, because it is not needed thanks to 
the Eulerian formulation (chip separation occurs therefore 
thanks to material flow around the tool tip). Material damage 
and failure are taken into account to accurately model the 
material behaviour in two stages: the onset of damage (or 
damage initiation criterion) and the propagation of damage 
leading to failure (or damage propagation and failure criterion). 
The strain value at the onset of damage, İf, is calibrated by 
Bao-Wierzbicki [27] model [28]: ߝ௙ ൌ  ?Ǥ ? ? ?ൈ ሺߟ ൅  ?Ǥ ?ሻି଴Ǥଶ଴ସ െ  ? ?൏ ߟ ൏  ?    
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ߝ௙ ൌ  ?Ǥ ? ?ൈ ሺ ?Ǥ ? െ ߟሻି଴Ǥ଺െ ?Ǥ ? ?ൈ ߟଶ െ  ?Ǥ ? ? ?  ? ൏ ߟ ൏  ?Ǥ ? ?  (2) ߝ௙ ൌ  ?Ǥ ? ?ൈ ߟି଴Ǥ଻ ൅  ?Ǥ ?  ?Ǥ ? ?൏ ߟ ൏  ?Ǥ ? 
with Ș: the stress triaxiality. 
Table 1. Materials physical and mechanical properties, cutting conditions and 
tool geometry [18, 20, 28, 29].  
JC constitutive model A (MPa) 350 
 B (MPa) 675 
 C 0.0085 
 m 1 
 n 0.57 
 ߝሶ଴ (s-1) 0.0013 
 ௥ܶ௢௢௠ (K) 293 
 ௠ܶ௘௟௧ (K) 798 
Stress intensity factor, mode I KIC (MPa m1/2) 37 
Youngs modulus, E (GPa) AA2024-T3 73 
 Carbide 800 
Poissons ratio, Ȟ AA2024-T3 0.33 
 Carbide 0.2 
Density, ȡ (kg/m³) AA2024-T3 2,700 
 Carbide 15,000 
Conductivity, k (W/mK) AA2024-T3 120 
 Carbide 46 
Specific heat, cp (J/kgK) AA2024-T3 875 
 Carbide 203 
Friction coefficient 0.2 
Limiting shear stress (MPa) 20 
Friction energy to heat (%) 100 
Heat partition to workpiece (%) 50 
Inelastic heat fraction 0.9 
Cutting speed, vc (m/min) 30; 60; 120 
Uncut chip thickness, h (mm) 0.1; 0.2 
5DNHDQJOHȖ 23 
&OHDUDQFHDQJOHĮ 7 
Cutting edge radius, r (µm) 10 
  
 
Once damage is initiated in the material, it will propagate 
which induces a softening of the material. The propagation of 
damage is implemented in the same way as in a Lagrangian 
model using this 2 steps approach, introduced by Mabrouki et 
al. [18]. It consists in a linear softening of the material to reach 
failure at the equivalent plastic displacement value, uf,pl, 
estimated from the fracture energy, Gf, and the yield stress, ıy: ݑ௙ǡ௣௟ ൌ ଶீ೑ఙ೤                                                                    (3) 
The fracture energy is computed thanks to the stress intensity 
factor in mode I, KIC: 
ܩ௙ ൌ ቀଵିఔమா ቁ ൈ ܭூ஼ଶ                                                      (4)  
The failure criterion does not depend on the cutting 
parameters. It is assumed that it has a single value, like the 
fracture energy. The damage initiation criterion depends on the 
cutting conditions as they will influence the stress triaxiality. 
This material behaviour description has not been adopted 
previously in the simulation of the cutting process, no matter 
the formulation (Lagrangian, Eulerian or one of their 
combinations). 
Few data are available in the literature on friction for the 
couple of materials considered. In accordance with the work of 
Subbiah and Melkote [29], friction between the tool and the 
workpiece is modelled with an extended Coulomb friction 
model. Under a limiting shear stress value of 20 MPa, sliding 
occurs and the shear stress is related to the normal contact 
pressure by a friction coefficient of 0.2. Above the limiting 
shear stress value, the shear stress is equal to this limiting shear 
stress value and sticking occurs. As usual in finite element 
modelling of orthogonal cutting, all the friction energy is 
assumed to be converted into heat and this heat is equally 
allocated to the tool and the workpiece. In addition, the 
efficiency of the conversion of plastic dissipation energy to 
heat is 90%. 
All the parameters used in this study come from experiments 
or from the literature. They will not be modified ³WXQHG´ to 
improve the results. This is performed with the objective to 
develop a predictive model from available inputs without any 
artificial tuning that would lead to increasing the model 
performance but only for the limited (set of) cutting 
condition(s) considered. 
4. Results 
Figure 2, below, shows the measured cutting and feed forces 
at the selected depth of cuts and cutting speeds where the forces 
are reduced by an increase in the cutting speed and a reduction 
of the initial depth of cut. All the obtained chips were 
continuous. 
 
Fig. 2: Experimental cutting (Fc) and feed (Ff) forces for the 3 cutting speeds 
and the 2 depths of cut (DoC); the width of cut is 4 mm. 
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Fig. 3. Numerical chips, temperature contours (in K), at a length of cut of 0.45 mm for h = 0.1 mm and (a) vc = 120 m/min, (b) vc = 60 m/min, (c) vc = 30 m/min, 
at a length of cut of 0.9 mm for h = 0.2 mm and (d) vc = 120 m/min, (e) vc = 60 m/min, (f) vc = 30 m/min.
The numerical chips from the 6 models are provided in 
Fig. 3. All the chips are continuous as it was expected from 
the experiments. 
The high temperature area is in the secondary shear zone 
as expected, demonstrating that the chip formation 
phenomena are qualitatively well captured by the model. 
In addition, temperature at the tool  chip interface 
increases with the cutting speed. This is as well an effect that 
was expected. It contributes to show that the physics of the 
chip formation is numerically sound. Figure 4 shows the 
damage variable for a set of cutting conditions; the results are 
similar for the other cutting conditions. High damage values 
are only found on the machined surface and on the newly 
created surface of the chip. This is in accordance with the 
production of a continuous chip and the stress and strain state 
of the material in the chip is constant through its length (once 
regime is reached after the tool entrance in the workpiece). 
 
Fig. 4. Damage variable contours (a value of 1 means a failed material) for 
vc = 120 m/min and h = 0.1 mm at a length of cut of 0.45 mm. 
Table 2 compares the numerical chips thicknesses and 
primary shear angles with the experimental values. The 
numerical chips are thicker than the experimental ones, with 
a difference of 22% in average for h = 0.1 mm and of 40% in 
average for h = 0.2 mm. Experimentally as well as 
numerically, the cutting speed does not influence much the 
chip thickness. A slight increase in the shear angle value with 
the uncut chip thickness is experimentally observed. This 
increase is not observed numerically but the shear angle 
value slightly increases with the cutting speed for both values 
of the uncut chip thickness. 
Table 2. Summary of the results for the chip morphology (h: chip thickness, 
ĳSULPDU\VKHDUDQJOHDQGǻx: difference with the experimental values). 
Case h (mm) ǻh (%) ĳ ǻĳ (%) 
h = 0.1 mm 
30 m/min, 
Exp. 
0.13  45  
30 m/min, 
CEL 
0.16 27 36 20 
60 m/min, 
Exp. 
0.13  45  
60 m/min, 
CEL 
0.16 24 37 18 
120 m/min, 
Exp. 
0.13  45  
120 m/min, 
CEL 
0.15 17 39 14 
h = 0.2 mm 
30 m/min, 
Exp. 
0.23  50  
30 m/min, 
CEL 
0.34 46 36 30 
60 m/min, 
Exp. 
0.23  50  
60 m/min, 
CEL 
0.33 42 37 28 
120 m/min, 
Exp. 
0.23  50  
120 m/min, 
CEL 
0.31 33 39 22 
The cutting forces and the feed forces temporal evolutions 
are constant in regime, both in the experimental reference 
and in the modelling for all the cutting conditions. The RMS 
(Root Mean Square) values are given in Table 3. For the 6 
cutting conditions, both cutting and feed forces are 
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underestimated by the model. As usually noticed in finite 
element modelling of the cutting process, the cutting force is 
better estimated than the feed force [30, 31]. 
In accordance with the experimental results, the forces 
increase with the uncut chip thickness and the reduction of 
the cutting speed. The numerical model correctly captures 
the experimental trends when the uncut chip thickness and 
the cutting speed are changed: doubling the cutting speed 
leads to a small change in the cutting force, while doubling 
the uncut chip thickness nearly doubles the cutting force. The 
predictive goal of the model, its main objective when 
developed is therefore reached. For the cutting force, the 
difference is in the range of 21% with an increasing tendency 
with the cutting speed and when the uncut chip thickness 
decreases. The tendencies are the same for the feed force but, 
this time, the difference is not in the same range when the 
uncut chip thickness varies: it is of 62% in average for h = 
0.1 mm and of 38% in average for h = 0.2 mm. The closest 
numerical forces results are therefore obtained at the lowest 
cutting speed value and the largest uncut chip thickness 
value, vc = 30 m/min and h = 0.2 mm. 
Table 3. Summary of the results for the forces (Fc: cutting force, Ff: feed 
IRUFHDQGǻx: difference with the experimental values). 
Case Fc 
(N/mm) 
ǻFc (%) Ff 
(N/mm) 
ǻFf (%) 
h = 0.1 mm 
30 m/min, 
Exp. 
94  49  
30 m/min, 
CEL 
74 21 20 60 
60 m/min, 
Exp. 
90  47  
60 m/min, 
CEL 
70 21 18 63 
120 m/min, 
Exp. 
86  41  
120 m/min, 
CEL 
66 23 15 63 
h = 0.2 mm 
30 m/min, 
Exp. 
171  72  
30 m/min, 
CEL 
141 17 46 36 
60 m/min, 
Exp. 
168  69  
60 m/min, 
CEL 
134 20 43 38 
120 m/min, 
Exp. 
163  66  
120 m/min, 
CEL 
126 22 39 42 
The cutting process is therefore qualitatively correctly 
modelled and the variations with the cutting conditions are 
well captured; the influence of the uncut chip thickness is 
significant, while the influence of the cutting speed on the 
cutting forces is small. 
5. Conclusions and future works 
A 2D plane strain orthogonal cutting CEL model with 
Johnson-Cook material behaviour and Bao-Wierzbicki 
model to describe the behaviour of the machined material, 
AA2024-T3, has been introduced. The adopted parameters 
directly came from the experiments or from the literature. 
The model predicted qualitatively well the experimental 
results. The quantitative comparison showed differences 
with the experimental reference of 20% in average for the 
cutting force and in average of 40-60% for the feed force. It 
is of 31% in average for the chip thickness. Better results 
should be achieved with a tuning of the material parameters. 
Such a tuning is however not the point of this study as we 
aim at directly applying known parameters to the numerical 
CEL model in order to develop a predictive model instead of 
a model dedicated to the reproduction of a determined set of 
cutting conditions. Improvement of the friction modelling 
and influence of the hourglass control method are other ways 
to reduce the difference between experimental and numerical 
results that should be explored in the future. 
The combination of the damage model and the failure 
criterion adopted has not been used so far for the modelling 
of orthogonal cutting, furthermore with the CEL 
formulation. This study showed that it is able to give reliable 
results when a predictive model is searched for. 
Future works include the comparison of the current results 
with a more conventional formulation, such as the 
Lagrangian formulation, and the extension of the study to a 
broader range of cutting conditions including the formation 
of chips that are not continuous (segmented for example). 
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