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Abstract
Competition and mutualism are inevitable processes in ecology, and a central question is
which and how many taxa will persist in the face of these interactions. Ecological theory
has demonstrated that when direct, pairwise interactions among a group of species are too
numerous, or too strong, then the coexistence of these species will be unstable to any slight
perturbation. The stability of these systems is also strongly influenced by the structure of
the interaction networks. In the case of mutualistic networks, the nested structure often
found in nature, has been shown to make the system less locally stable. Here, we consider
two different ecological models. The first is a model of evolution in a mutualistic system,
where competitive and mutualistic interactions are modeled as direct, pairwise interactions
using a system of Lotka-Volterra equations. This mutualistic network is allowed to evolve
according to a fixed set of rules. We prove results about the final, nested, structure of the
evolved network. The second model is a consumer-resource model where competitive and
mutualistic interactions are indirect results of the consumption and exchange of resources.
We are able to prove stability of positive equilibria based on the structure of the exchange
network. We show that systems based on general rules for the consumption and exchange
of resources are guaranteed to be stable when exchange of resources is reciprocated by each
pair of partners. These cooperative, mutualistic interactions can be arbitrarily strong and
yet not disrupt stability. Although more general modes of exchange can lead to instability
when supply rates are low, we show that when resource supply from outside the system is
sufficiently high, arbitrary exchange is consistent with a stable equilibrium.
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3.1 Positive equilibria are guaranteed to be stable under competition
for abiotic resources. We show four examples demonstrating feasible
solutions of equation (3.1) that are stable to small perturbations. Plots
show the density (colored from red to blue) of eigenvalues for the Jaco-
bian matrix at this equilibrium, defined using a fixed matrix of consumer
preferences. The form of the consumer preferences is shown inset in blue,
where each row represents a distinct resource, each column represents a
distinct consumer, and darker blue indicates a higher rate of consump-
tion. Each plot is obtained over multiple random draw for consumer and
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In all four cases, our theorem for local stability holds: the real parts of all
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Chapter 1
Introduction
1.1 Background and Motivation
In this thesis, we consider two different types of ecological models. We first look at a model of
a mutualistic system (such as a plant-pollinator network) where competition and mutualism
are modeled as direct, pairwise interactions. We allow our network to evolve and our analysis
will focus on the structure of the resulting mutualistic network. The second type of model
we examine is a consumer-resource model where competitive and mutualistic interactions
appear indirectly as competition for and exchange of resources. For this model, our focus is
on conditions for the local stability of equilibria.
1.1.1 Mutualistic Networks and Ecological Network Structure
Ecological systems are complex, and so modeling them presents many challenges. First,
both the properties of their constituents, and the interactions between them, are highly in-
homogeneous. Ecological systems are also non-equilibrium systems. Finally, the components
of these sytems changes over time, with entirely new types of components appearing, and
the properties of existing components changing in response. Given this complexity, as one
might expect patterns of organisms across space and time are highly inhomogeneous. Yet
they frequently display types of universal behavior when aggregated across large numbers
of individual organisms, with the same basic patterns observed across many different kinds
of ecological system. We wish to investigate the interplay between evolution and ecology in
shaping these patterns, with a particular focus on mutualistic networks characterizing the
beneficial and competitive interactions of plants and pollinators.
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Mutualistic networks are formed when two groups of species form mutually beneficial
interactions. For example, the pollination of a majority of flowering plants is aided by
animal dispersal, while pollinators typically receive benefits from plants in the form of food.
At the same time, both plant species and pollinator species may compete among their own
groups for other resources, including space, light, water or nutrients.
Ecological systems in nature have been shown to have non-random structure. The struc-
ture of an ecological network refers to the arrangement of interactions (links) among the
species (nodes). Mutualistic systems, such as plant-pollinator networks, where pollinating
interactions link plant species with pollinator partners, often have a nested structure [13]
independent of the system details such as species composition and geographic region. A
system is said to be nested when each species’ set of partner species is a subset of another
species’ set of partner species.
It has been difficult to find explanations for this structure such as stability or community
persistence. In analytical treatments, nestedness in mutualistic systems has been shown
to push the system closer to instability [4]. We consider the evolution of a model of a
mutualistic network, showing that a nested structure emerges as the result of a simple
optimization principle at the level of the individual species.
1.1.2 Ecological Stability and Consumer-Resource Models
The general properties of large, interacting ecological systems have often been modeled using
pairwise interactions between species, where changes in the population size of one species
directly affect the growth rate of another [47, 81]. While the strength of any given interac-
tion is challenging to infer from empirical community data [70, 79, 51], simple null models
have been used to gain general insights into equilibria and stability in these systems [28,
55]. These results have shown that equilibria will tend to become unstable to small per-
turbations once either the number or strength of interactions passes a certain threshold [4],
and that asymmetric mutualistic interactions enhance stability [12]. Beyond strictly ecolog-
ical applications, these insights have been leveraged in other complex biological and social
networks comprising multiple, heterogenous component parts [26, 36, 73, 11]. For example,
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while nodes in an ecological network are species and links typically represent interactions,
in economic systems nodes have been interpreted as financial entities and links in terms of
transactions between them [56]. It is therefore fair to say that these stability results have
deeply informed our understanding of interacting complex systems in general.
However, missing from this approach are the explicit mechanisms underlying interactions
between individuals. Consumer-resource models meet this need by explicitly considering the
consumption and preferences of individuals for resources [49, 77, 78, 76, 69, 19, 18, 2], and
can lead to dynamics that differ from models based on direct species interactions [79, 60].
For example, using a consumer-resource model to represent a set of species competing for
resources, we will prove that any positive densities of consumers and resources can be an
equilibrium solution in our model, with no finite limit to the similarity of consumers and
that in contrast to results for pairwise competition, these equilibria are always stable to
small perturbations, so long as there are at least as many resources as consumers.
Recent work has extended these analyses to large, open systems with extensive exchange
of resources [15, 33, 53], and incorporating resource exchange as the mechanism underlying
mutualistic interactions can lead to contradictions with the classical analyses using pair-
wise interactions. We will show that if each species in a community specializes on a single
resource, then local stability is guaranteed when each pair of species exchanges resources
symmetrically [15], independent of how strong those interactions are. This counters both
the idea that there is a limit on the strength and prevalence of interactions, and the result
that asymmetry enhances stability in the case of mutualistic interactions, leveraged in both
biological [12] and social systems [56].
We first establish the importance of incorporating explicit resource exchange even when
tackling basic questions related to equilibria and stability, but our initial analyses were
limited in their scope to specific modes of consumption. We then allow for relatively general
forms for consumption and organism growth rates as a function of available resources, and
use these models to address two open questions related to resource exchange in complex
ecological communities. We will show that the connection between reciprocity and stability
is general, extending to more realistic models of consumption including models where each
species’ growth is colimited by multiple, essential resources. We find that exact reciprocity is
3
again sufficient for ecological stability, regardless of the strength or prevalence of exchange.
We consider the effects of environmental context on stability in terms of resource supply
rates. This question has been raised in systems with resource subsidies from outside [66,
63, 44], but has not been addressed for large, complex communities exchanging resources
arbitrarily. It has been unclear how to model the effect of a changing environment on
interaction strengths in models of direct interactions [16, 82], and so here, we consider the
impact of the resource inflow rates on stability for communities that consume and exchange
resources. We focus initially on the case of communities where consumers specialize on a
single resource, and prove that in the limit of scarce resources any departure from a strict set
of criteria for exchange will tend to destabilize the system. These criteria include reciprocity,
alongside other limited modes of exchange. Conversely, for sufficiently large resource inflows,
any mode of exchange can have a stable positive equilibrium. We subsequently generalize this
proof to more arbitrary modes of consumption. These illustrate that when generic modes of
consumption are combined with generic modes of exhange, the result can be compatible with
a stable equilibrium, so long as resource inflows are sufficiently large, and suggest that in real
complex systems there will be important interplays between resource exchange, ecological
stability, and environmental context.
1.2 Overview of the Thesis
In Chapter 2 we consider an ecological network modeled by a Lotka-Volterra system of
ordinary differential equations [47, 81]. This model incorperates both mutualistic and com-
petitive interactions. We then evolve this network according to a set of rules and examine the
resulting structure. The key question we address is whether simple evolutionary rules can re-
duce the number of free parameters in this kind of system. In other words, do diversification
and adaption drive an initially arbitrary mutualistic network to have a highly-constrained
and realistic structure. A starting point for the investigation was a paper by Suweis et al. [74]
where they used a dynamics model combined with a speciation algorithm to simulate the
evolution of a mutualistic network and found the resulting network to be nested.
In Chapter 3 we examine a consumer-resource model where the consumers compete for
4
a set of dynamical, abiotic resources. We prove that any positive densities of consumers
and resources can be an equilibrium solution in our model and show that unlike results for
pairwise competition, these equilibria are stable to small perturbations. We also investigate
the size of the parameter range for the resource inflow and species mortality rates and
find that pairwise species similarity does not determine this range. We then include the
production of resources in our model which allow for exchange of resources among species.
We find that local stability is guaranteed for feasible equilibria when the exchange between
pairs of species is symmetric.
In Chapter 4 we examine now a more general version of the consumer-resource model
analyzed in Chapter 3. We allow the function governing species resource consumption to
be much more general so that a consumer may generate biomass through more than one
combination of essential resources. We find that exact reciprocity in the exchange between
pairs of species is again sufficient for ecological stability. We then explore the effects of
environmental variability in terms of resource supply rates. We find that for more general
forms of exchange, the system will be stable for large enough resource inflow rates.
5
Chapter 2
The End State Structure in a Simple Model of
Mutualistic Network Evolution
2.1 Introduction
Modeling ecological systems presents several challenges. First, both the properties of their
constituents, and the interactions between them, are highly inhomogeneous. Ecological sys-
tems are also non-equilibrium systems. Finally, entirely new types of components can appear
over time, and the properties of existing components may change in response. Given this
complexity, as one might expect patterns of organisms across space and time are highly
inhomogeneous. Yet they frequently display types of universal behavior when aggregated
across large numbers of individual organisms, with the same basic patterns observed across
many different kinds of ecological system. Here we investigate the interplay between evolu-
tion and ecology in shaping these patterns, with a particular focus on mutualistic networks
characterizing the beneficial and competitive interactions of plants and pollinators.
Mutualistic interactions, involving the exchange of goods or services between two species or
groups of species, and where each species receives a benefit from the exchange, are extremely
common in ecological systems. For example, the pollination of a majority of flowering plants
is aided by animal dispersal, while pollinators typically receive benefits from plants in the
form of food. At the same time, both plant species and pollinator species may compete
among their own groups for other resources, including space, light, water or nutrients.
Ecological systems in nature have been shown to have non-random structure. The struc-
ture of an ecological network refers to the arrangement of interactions (links) among the
species (nodes). Mutualistic systems, such as plant-pollinator networks, where pollinating
interactions link plant species with pollinator partners, often display a nested structure [13,
61]. A system is said to be nested when each species’ set of partner species is a subset of
6
another species’ set of partner species.
Although this structure is observed in nature, nestedness in mutualistic systems has been
shown to make the system less locally stable. With the dynamics modeled by a system
of ordinary differential equations (ODEs), the eigenvalues of the linearized system were
increased compared to randomly structured networks [4]. Ecological systems that are less
locally stable will show a more significant impact from disruptions to the abundances of its
composite species.
Here we consider an ecological network modeled by a Lotka-Volterra system of (ODEs).
This model incorperates both mutualistic and competitive interactions. We then evolve this
network according to a set of rules and examine the resulting structure. The key question we
address is whether simple evolutionary rules can reduce the number of free parameters in this
kind of system. In other words, do diversification and adaption drive an initially arbitrary
mutualistic network to have a highly-constrained and realistic structure. A starting point
for the investigation was a paper by Suweis et al. [74] where they used a dynamics model
combined with a speciation algorithm to simulate the evolution of a mutualistic network and
found the resulting network to be nested.
To summarize the results of this chapter, we will show that
• after making simplifying assumptions for our model, the mutualistic network in end
states of the evolutionary process are perfectly nested.
• any perfectly nested mutualistic network represents an end state for the evolutionary
process.
• after relaxing some of our simplifying assumptions, that perfect nestedness is necessary
for a network to be in an end state, but that it is not sufficient to guarantee an end
state.
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2.2 Model of Ecological Interactions
2.2.1 The Model
Our model is a community dynamics model incorporating mutualistic and competitive in-
teractions. The function governing the dynamics is a Lotka-Volterra equation
d~x
dt
= ~xd(~r −M~x) (2.1)
The vector ~x gives the abundances of the species, with ~xP = (x1, ..., xn) and ~xA =
(xn+1, ..., xS) representing the abundances of the plants and animals (pollinators) respec-
tively, and ~r gives the intrinsic growth rate. The matrix, ~xd, represents ~x diagonalized so
that ~x is the diagonal of ~xd and the off-diagonal entries of ~xd are zero. The matrix, M , holds
the mutualistic and competitive interaction strengths and is a block matrix
M =
 ΩPP −ΓPA
−ΓAP ΩAA

Where ΓPA (ΓPA) holds mutualistic interaction strengths representing the effects of the
animals (plants) on the plants (animals), and ΩPP (ΩAA ) holds competitive interaction
strengths representing interactions among the plants (animals).
2.2.2 Nestedness
Mutualistic systems found in nature have been shown to have a nested structure [13]. This
structure however is not usually perfectly nested - i.e it is not true that each species’ set
of partner species is a subset of another species’ set of partner species. Fig. 2.2 shows a
graphical representation of a nested mutualistic network. So there is a need to quantify
the degree of nestedness in a network. There are various ways to calculate nestedness. For
example the temperature metric [7] or NODF [5]. We will calculate it using an index called
η [14]. We note that η ∈ [0, 1] where 1 indicates a perfectly nested network. We first give the
definition in terms of scalar interaction strengths, then give an equivalent definition using
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vector notation.
Scalar Definition
Let Γ be the adjacency matrix representing the mutualistic part of the network, ΓPA. Specif-
ically,
Γki =
0 γki = 01 γki > 0
for entries γki in ΓPA. We will use k and l to represent plant species (indices 1, ..., n) and i
and j to represent animal species (indices n+ 1, ..., S). The nestedness index is
η =
ηP + ηA
2
where ηP (A) :=
∑
k<l o
P (A)
kl∑
k<l min(b
P (A)
k , b
P (A)
l )
With
bPk :=
∑
i
Γki
being the number of mutualistic partners of plant species k and where
oPkl :=
∑
i
ΓkiΓli
is the number of common partners between plant species k and plant species l.
Vector Definition
Let Γ be the adjacency matrix representing the mutualistic part of the network ΓPA. We
label the rows of Γ as
Γ =

− ~g P1 −
...
− ~g Pn −
 (2.2)
Then
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η =
ηP + ηA
2
where ηP (A) =
∑
k<l
(~g P (A)k · ~g P (A)l )∑
k<l
min(|~g P (A)k |2, |~g P (A)l |2)
(2.3)
2.3 Evolution of the Mutualistic Network
The algorithm we use for the evolution of the mutualistic network describes a Markov pro-
cess where each state is defined by the structure of the mutualistic network. From [52], a
stochastic process {X(t), t ∈ T} is said to be Markovian if
P [X(tn+1) ∈ A | X(t) = xt, t ≤ tn] = P [X(tn+1) ∈ A | X(tn) = xtn ]
For all events A and for all time instants tn < tn+1. So that essentially, the probability that
the process moves to a given state in the next time step depends only on its current state.
We later give results on end states for our evolution which are then absorbing states for the
Markov process.
2.3.1 Algorithm Representing Speciation
After determining the initial vector of abundances, ~x from the system in equation (2.1), a
change is made to the mutualistic interactions in the network. First, a species is chosen
randomly, say species i, with probability determined by relative abundance. This stochastic
selection criterion makes sense as species abundance can largely determine the rate of gen-
eration of intraspecific endogenous genetic variation. The mutualistic interaction strengths
between animal species i and plant species k are represented by γki, γik where the former
is the effect of i on k. Next, one of species i’s current mutualistic partners (ie. γik > 0
), species k, is chosen randomly. A second partner species, l, is chosen which may or may
not currently have a nonzero interaction strength γil. The interaction strengths are then
switched:
γil ↔ γik
10
γli ↔ γki
Now, there is an acceptance criterion for this switch. In the paper by Suweis et al. [74], the
criterion is: If the steady state abundance for the chosen species, xi, does not decrease, then
the switch is accepted. Else, the switch is rejected and the network reverts to its previous
state. The idea behind this is that if the change in mutualistic interactions leads to the
chosen species having higher abundance, then this evolutionary adaptation will minimize
the chances of the species becoming extinct due to stochastic perturbations. We describe
the modified acceptance criterion we will use in our anaylsis in the next section, but we note
that based on numerical simulations, our criterion also (on the level of total population) is
selecting for increased abundances (see Fig. 2.5).
There are alternate explanations for swapping mutualistic partners, other than evolution-
ary adaptation. In Zhang et al [84], they explain their interaction switching as a choice made
(usually) by pollinators based on, for example, resource availability.
This switching procedure is repeated a number of times, T where T has been determined
large enough to allow the network to achieve a desired level of optimization.
2.3.2 Adaptive Dynamics Acceptance Criterion
A modified acceptance criterion will be used for this analysis. If the chosen species after
swapping has a positive initial growth rate, then the swap is accepted. This criterion is
based on adaptive dynamics with a new species’ success depending on its growth rate when
rare [58]. The growth rate for chosen species i is
ri −
S∑
j=n+1
ωijxj +
n∑
k=1
γikxk (2.4)
and so at equilibrium for xi positive we have that
0 = ri −
S∑
j=n+1
ωijxj +
n∑
k=1
γikxk (2.5)
and after making the swap (γik0 ↔ γik1 , γk0i ↔ γk1i) then the initial growth rate after
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swap is
(γik1 − γik0)xk0 + (γik0 − γik1)xk1 (2.6)
and so the swap is accepted if
0 < (γik1 − γik0)(xk0 − xk1) (2.7)
So basically, if the chosen species now has a larger interaction strength with the partner
species of larger abundance.
2.3.3 Equivalence of Criterion when Adding Child Species
A more realistic way to represent speciation would be to have a species produce a mutant
offspring species and then select the most fit between the two. Here we describe an evolution
algorithm, equivalent to the one in the previous section, where a chosen species undergoes
speciation (through mutation) and produces a new species we will call the child species. The
child species is identical to the parent species in its interaction and growth rate parameters
except for the two mutualistic interaction strengths that will be swapped. The acceptance
criterion will simply become that the child’s initial growth rate is greater than that of the
parent species.
First, assume that species i has a speciation event, creating child species i′. Rather than
swapping partner species interaction strengths for partners k0 and k1, we keep i’s interactions
the same and instead define
γi′k0 = γik1 & γi′k1 = γik0
γk0i′ = γk1i & γk1i′ = γk0i
(2.8)
The initial abundances after the creation of the child species, i′, are axi and (1 − a)xi
respectively for parent and child species, where 0 < a < 1. Also, assume that the parent and
child species will have symmetric competitive interaction strengths between them so that
ωii′ = ωi′i.
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Now the initial growth rate for the parent species after the speciation event is
ri − (ωii′(1− a)xi + ωii(a− 1)xi +
S∑
j=n+1
ωijxj) +
n∑
k=1
γikxk
= −(ωii′(1− a)xi + ωii(a− 1)xi)
(2.9)
and the initial growth rate for the child species is
ri − (ωi′iaxi + ωi′i′(−a)xi +
S∑
j=n+1
ωi′jxj) +
n∑
k=1
γi′kxk
= −(ωi′iaxi + ωi′i′(−a)xi) + (γi′k0 − γik0)xk0 + (γi′k1 − γik1)xk1
= −(ωii′axi + ωii(−a)xi) + (γik1 − γik0)xk0 + (γik0 − γik1)xk1
(2.10)
If we further assume that the competition between parent and child species is the same
as the intra-specific competition - because the child species is assumed very similar to the
parent species except for the changes to the mutualistic interactions, then we have ωii′ = ωii
and so the child species’ growth rate minus the parent species’ becomes
[−(ωii′axi + ωii(−a)xi) + (γik1 − γik0)xk0 + (γik0 − γik1)xk1 ]
− [−(ωii′(1− a)xi + ωii(a− 1)xi)]
= [−(ωiiaxi + ωii(−a)xi) + (γik1 − γik0)xk0 + (γik0 − γik1)xk1 ]
− [−(ωii(1− a)xi + ωii(a− 1)xi)]
= (γik1 − γik0)xk0 + (γik0 − γik1)xk1
= (γik1 − γik0)(xk0 − xk1)
(2.11)
and so again the acceptance criterion becomes
0 < (γik1 − γik0)(xk0 − xk1) (2.12)
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2.4 The Simplified Model
In order to make progress in describing the end state structure for our model of an evolving
mutualistic system, we consider a simple version of the model. And so the model is rewritten
so that the individual equations can be examined. In the following analysis, a simplified case
is considered with the following simplifying assumptions:
1. The mutualistic interaction strengths, γik, γki ∈ {0, 1}
2. The growth rates for plants, ~rP , and for animals, ~rA, are uniform. i.e. ~rP = rP~1 and
~rA = rA~1
3. There is symmetry in the mutualistic blocks, ΓPA = Γ
T
AP
4. There is no interspecific competition, ωij = 0 for i 6= j and ωkl = 0 for k 6= l
5. The intraspecific competition for plants, ~αP , and for animals, ~αA, are uniform. i.e.
~αP = αP~1 and ~αA = αA~1
With these simplifications, a steady state equation describing the abundance of an animal
species takes the form
xi =
rA
αA
+
1
αA
(
rP
αP
|~gi|2 + 1
αP
S∑
j=n+1
(~gi · ~gj)xj) (2.13)
and for a plant species
xk =
rP
αP
+
1
αP
(
rA
αA
|~gk|2 + 1
αA
n∑
l=1
(~gk · ~gl)xl) (2.14)
where ~gi = (γi1, γi2, ..., γin), and ~gk = (γk(n+1), γk(n+2), ..., γkS).
2.5 Analytical Results
The growth rate of species i is given by
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rA − αAxi + ( rP
αP
|~gi|2 + 1
αP
S∑
j=n+1
(~gi · ~gj)xj) (2.15)
It is true that
max(~gi · ~gj) = min(|~gi|2, |~gj|2) (2.16)
Now if
~gi · ~gj = min(|~gi|2, |~gj|2) ∀j = n+ 1, ..., S (2.17)
then all initial growth rates wil be negative. Species i cannot change partners in a way
that will give a positive initial growth rate.
With (2.17) true for all animal species and if
~gl · ~gk = min(|~gl|2, |~gk|2) ∀k = 1, ..., n (2.18)
for all plant species, then no species can make partner changes. (No mutant offspring will
survive). But this condition is equivalent to the network being perfectly nested.
If the network is not fully nested, then there exists a pair of animal species i, j where
~gi · ~gj < min(|~gi|2, |~gj|2)
This means that one of the following is true:
1. Species i is not interacting with the |~gi|2 most abundant plant species
2. Species j is not interacting with the |~gj|2 most abundant plant species
Assume species i is not interacting with the |~gi|2 most abundant plant species, then if
γl1i = 1, γl2i = 0 where xl1 < xl2
a mutant species of i with interaction vector given by ~gi
′ = (γ′1i, γ
′
2i, .., γ
′
ni) such that
γ′l1i = 0, γ
′
l2i
= 1 & γ′ki = γki ∀k 6= l1, l2
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will have initial growth rate given by
rA − αAxi + ~gi ′ · ~xP
= xl2 − xl1
> 0
The mutant species has a positive initial growth rate and so will be successful.
To summarize, if a system is perfectly nested, it is an end state for the algorithm and thus
an absorbing state of the Markov chain. If it is not perfectly nested it is not in an end state.
2.6 Extensions: Relaxing the Simplifying Assumptions
The mutualistic interaction strengths, γik, γki ∈ {0, 1}
When the mutualistic interaction strengths are allowed to be non-negative real numbers, we
have
0 = xi[rA − αAxi + 1
αP
(~gi · ~rP +
S∑
j=n+1
(~gi · ~gj)xj)]
= xi[rA − αAxi + 1
αP
(rP (~gi ·~1) +
S∑
j=n+1
(~gi · ~gj)xj)]
(2.19)
and the initial growth rate after a swap ~gi → ~gi ′ becomes
rA − αAxi + 1
αP
(~gi
′ · ~rP +
S∑
j=n+1
(~gi
′ · ~gj)xj)
= rA − αAxi + 1
αP
(rP (~gi ·~1) +
S∑
j=n+1
(~gi
′ · ~gj)xj)
(2.20)
So when ~gi and ~gj have the same ordering for all j, ie γik > γil ⇐⇒ γjk > γjl, no swap
will be successful. Using the same argument as for the simplified case, if the mutualistic
network is not perfectly nested, the network is not in an end state.
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The growth rates for plants, ~rP , and for animals, ~rA, are uniform. i.e.
~rP = rP~1 and ~rA = rA~1
The growth rate is given by
ri − αAxi + 1
αP
(~gi · ~rP +
S∑
j=n+1
(~gi · ~gj)xj)
= ri − αAxi + 1
αP
~gi · (~rP +
S∑
j=n+1
~gj xj)
(2.21)
So a swap will fail when ~gi, ~rP and ~gj have the same ordering. The system is then in an
end state when ~gi, ~rP and ~gj have the same ordering for all pairs {i, j} and ~gk, ~rA and ~gl
have the same ordering for all pairs of plant species, {k, l}.
When the mutualistic network is not perfectly nested, then the same argument from the
simplified case applies and the network can not be in an end state.
Example of a Perfectly Nested State which is Not an End State
Assume the following parameters for a system
n,m = 4
αP , αA = 6
ωij, ωkl = 0 for all i 6= j, k 6= l
ΓAP =

1 1 1 1
1 1 1 0
1 1 0 0
1 0 0 0

~rA = (1, 1, 1, 1) and ~rP = (1, 2, 1, 1)
So we have that i = 8 is an animal species with vector of mutualistic interaction strengths
~g8 = (1, 0, 0, 0). Assume the following swap: γ8 1 ↔ γ8 2 so that ~g8 ′ = (0, 1, 0, 0). Then the
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growth rate after swap is
(~g8
′ − ~g8) · (~rP +
7∑
j=5
~gj xj)
= (−1, 1, 0, 0) · (1, 2, 1, 1) +
7∑
j=5
0xj
= 1
and so the swap will be successful.
There is symmetry in the mutualistic blocks, ΓPA = Γ
T
AP
For this, we introduce new notation to distinguish between entries in ΓPA and ΓAP . For an
animal species, i, let gPAi represent column i of ΓPA and let g
AP
i represent row i of ΓAP . Then
the growth rate of species i is given by
rA − αAxi + 1
αP
(~gAPi · ~rP +
S∑
j=n+1
(~gAPi · ~gPAj )xj)
= rA − αAxi + 1
αP
(rP (~g
AP
i ·~1) +
S∑
j=n+1
(~gAPi · ~gPAj )xj)
(2.22)
Conclusion: if ~gAPi and ~g
PA
j have the same ordering for all {i, j} pairs , and if ~gAPk and ~gPAl
have the same ordering for all plant pairs, {k, l}, then no swap will be successful. In more
detail, when
γPAki > γ
PA
lj ⇐⇒ γAPik > γAPjl (2.23)
Note, this is always true when γik, γki ∈ {0, 1}, and so this is relevant when that assumption
is relaxed as well.
By the same argument for the simplified case, a not perfectly nested system is not an end
state.
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There is no interspecific competition, ωij = 0 for i 6= j and ωkl = 0 for k 6= l
For uniform interspecific competition, swaps will be be rejected when ~gi, ~gj and ~xP have
the same ordering, and ~gk, ~gl and ~xA have the same ordering. For interspecific competition
ωij = A and ωkl = P , the growth rate of species i is given by
rA − A(~xA ·~1)− (αA − A)xi+
1
αP
(rP (~gi ·~1) +
S∑
j=n+1
(~gi · ~gj)xj − P (~xP ·~1)(~gi ·~1) + P (~gi · ~xP ))
(2.24)
So in calculating the initial derivative after swap, the only terms that will change are the
two that involve ~gi · ~gj and ~gi · ~xP . Thus if these are already maximized, the swap will fail.
By the same argument for the simplified case, systems that are not perfectly nested are
not end states.
The intraspecific competition for plants, ~αP , and for animals, ~αA, are
uniform. i.e. ~αP = αP~1 and ~αA = αA~1
The growth rate for species i is given by
rA − αixi + (~rP (alt~gi ·~1) +
S∑
j=n+1
(alt~gi · ~gj)xj) (2.25)
where alt~gi is defined by alt~gi = (
1
α1
γi1,
1
α2
γi2, ...,
1
αn
γin). When ~gi and (
1
α1
, 1
α2
, ..., 1
αn
) have
the same ordering, then alt~gi has the same ordering as ~gi and so if ~gi, (
1
α1
, 1
α2
, ..., 1
αn
) and
~gj all have the same ordering, then the swap will be unsuccessful. Thus if the mutualistic
network is perfectly nested and ( 1
α1
, 1
α2
, ..., 1
αn
) and ~gi have the same ordering for all i ( and
( 1
αn+1
, 1
αn+2
, ..., 1
αS
) and ~gk have the same ordering for all plant species k) then the system is
in an end state. As before, if the system is not perfectly nested, it cannot be in an end state.
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2.7 Results of Simulations
We present here figures showing key aspects of numerical simulations used to both support
the analytical results, and to help visualize the structure of the mutualistic network and the
progression of the system through time. All of the figures are plots taken from a simulation
of the simplified version of our model. For this simulation, the number of plants and the
number of pollinators was each 25. The connectance of the mutualistic network was 30%.
The intraspecific competition was set to 15, the intrinsic growth rates were all 1 and the
evolution algorithm was run for 9000 iterations. These plots are representative of what was
seen over many simulations using a variety of parameter values.
Figure 2.1: Grid representing the initial mutualistic part of the network at the beginning of the evolution algorithm for the
simplified model. The interaction strength is represented by the color: dark squares represent 1s and white squares represent
0s. The adjacency matrix for this system was first rearranged, using the same algorithm as the figure below, to better show
nestedness, however, it is clear that this network is not nested.
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Figure 2.2: Grid representing the mutualistic part of the network near the end of the evolution algorithm for the simplified
model. The interaction strength is represented by the color: dark squares represent 1s and white squares represent 0s. The
adjacency matrix for this system was first rearranged to better show the nested structure. This figure shows that the system
here is in an end state.
Figure 2.3: As the evolution algorithm progresses, nestedness, η, increases quickly and then slows as system approaches a
perfectly nested state.
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Figure 2.4: This plot shows that as the evolution algorithm progresses, the success of child species declines. Each upward
move is child success. Downward is child failure. Early in the evolution, many are successful, however, long before the system
reaches an end state, child species success has become rare.
Figure 2.5: The evolution algorithm which produces an (on average) increasingly nested mutualistic network, also increases
the total plant and animal populations through time indicating that the selection criteria based on initial growth rates of
mutant species is also (on average) selecting for increased fitness of the community.
The next figure shows a comparison between the shape of the final nested mutualistic
network and the limit shape for an integer partition under a uniform distribution. The
equation describing this limit shape [80] for an integer k is
e
− c√
k
x
+ e
− c√
k
y
= 1 (2.26)
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Where c = pi√
6
, and x, y > 0.
Figure 2.6: The curve showing mutualistic network shape is the average of 10 final nested shapes. The number of mutualistic
interactions is k = 200 and the initial size of the system was 250 plants and 250 pollinators. The mutualistic network shape
curve is very close to the curve describing the limit shape for partitions of 200. Because equation (2.26) describes what
happens in the limit of large k, the shape of the mutualistic network curve may become even closer to equation (2.26) for
larger network sizes and larger number of mutualistic interactions.
2.8 Discussion
We have presented a model of an evolving ecological network. Speciation in our model
involved changes to the mutualistic interaction strengths. We made simplifying assumptions
for the model and then went on to prove that the mutualistic network in end states will be
perfectly nested and that any perfectly nested system will be an end state.
We explored the effects of removing some of our simplifying assumptions on the above
conclusion. In all of the cases, for the more general systems, having a perfectly nested
mutualistic network was necessary for the system to be in an end state. However, in all the
cases, this was not sufficient to guarantee the system was in an end state.
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Chapter 3
Stability Criteria for Complex Microbial Communities
3.1 Introduction
Early ecological intuition suggested that tightly woven networks of interactions would lead
to more stable and robust communities [48, 24, 54]. But this intuition was later overthrown
by the realization that large, complex, interacting systems will tend to become unstable
to small perturbations once either the number or strength of interactions passes a certain
threshold [28, 55]. These original analyses, which involved direct, pairwise interactions
between species, such as those used in the Lotka-Volterra model in Chapter 2, were based
on the strength and type of interactions, and initially pertained to random mixtures of
interaction types, including predation, competition, and mutualism. More recently, similar
results were derived for purely competitive interactions among a group of species, with the
same bottom line: if pairwise competitive interactions are too numerous, or too strong, then
any equilibrium of coexisting, competing species will be unstable [4].
In parallel, theory had also been developed for groups of species consuming a set of distinct
resources [50, 49, 57, 54, 1, 19, 18]. In these models, the resources actually being competed
for are treated explicitly. Typically these models make several simplifying assumptions,
including the timescales on which resources are replenished, and the way that consumer
preferences differ. Some treat resources as biological organisms, with the capacity to grow
and compete among themselves [50, 17], while others consider abiotic resources, which are
replenished from outside the system [78]. Microbial communities composed of bacterial or
archael cells provide an example of an ecological system where we can (almost) unambigu-
ously separate the component parts into biological organisms and abiotic resources, where
by abiotic we mean resources that are not capable of reproduction on their own. Even
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though a rich range of metabolites exchanged by microbial communities are of biological
origin, we count these as abiotic for this reason. Direct predatory interactions among bac-
teria are somewhat rare [64], while consumption and production of abiotic resources likely
mediates much of microbial competition (via resource scarcity [29]) and mutalism (via cross-
feeding [62]), suggesting that a consumer-producer-resource framework will provide a more
general and appropriate framework for microbial interactions than direct, pairwise interac-
tions. However, the broad-ranging properties of such large systems of consumers, producers
and abiotic resources is under-explored.
With these motivations in mind, we present a model of consumers that compete for a
set of dynamical, abiotic resources, governed by a set of preferences for those resources, an
influx rate for resource replenishment, and a mortality rate for consumers. We will prove
that any positive densities of consumers and resources can be an equilibrium solution in our
model, with no finite limit to the similarity of consumers. Moreover, in contrast to results
for pairwise competition, these equilibria are always stable to small perturbations, so long
as there are at least as many resources as consumers. We place no specific constraint on the
set of preferences of consumers for resources to obtain this result—in other words, we don’t
need to assume a particular functional form (neither random, modular, or highly structured
in some other way). For a fixed set of preferences of consumers for resources, we also use this
model to examine the range of influx and mortality rates that lead to stable coexistence. We
find that pairwise species similarity alone is not sufficient to determine the size of this range,
thus clarifying and refining the classical expectation of limiting similarity in this context [57,
54, 9, 10].
Finally, we extend our model to include production of resources. Mutualistic pairwise
interactions have been found to push communities closer to instability [4], leading to a debate
over how widespread mutualistic interactions can reasonably be in microbial communities [21,
59]. We introduce a model for the exchange of resources, where microbes can both consume
and now also produce resources, and choose a form for these equations that is interpretable
as either a species-specific leakage of resources, or as a kind of recycling of biomass following
mortality. In this model, we find a similar result in our consumer-producer-resource system,
and for a range of cases bound the possible strength and prevalence of resource production.
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On the other hand, we find that if mutualistic interactions are completely symmetric, then
stability is again guaranteed for feasible equilibria, a result at odds with earlier pairwise
analyses.
To summarize the results of this chapter, we will show that
• any positive densities of consumers and resources can be an equilibrium solution in our
model, with no finite limit to the similarity of consumers.
• in contrast to results for pairwise competition, these equilibria are always stable to
small perturbations, so long as there are at least as many resources as consumers.
• pairwise species similarity alone is not sufficient to determine the size of the range of
influx and mortality rates that lead to stable coexistence.
• for our consumer-producer-resource system, for a range of cases, we have a bound on
the possible strength and prevalence of resource production.
• for our consumer-producer-resource system, if mutualistic interactions are completely
symmetric, then stability is again guaranteed for feasible equilibria.
3.2 Model of Competition for Abiotic Resources
Our model for consumers and resources is defined in terms of competition for substitutable
resources: R˙i = ρi −Ri
∑
j CijNj
N˙i = Ni
∑
j C
T
ijRj − µiNi.
(3.1)
Here, i can take any value from 1 to m, the Ri represent a set of m resources, while the Ni
are a set of m consumers, and the non-negative quantity Cij is the rate of consumption of
resource i by consumer j, per unit consumer and resource. ρi and µj represent influx rates
for resource i and mortality rate for consumer j, respectively, while  is a free parameter
characterizing the efficiency with which consumers convert resources into biomass. We could
include an outflow, or leaching rate −ηiRi for resources [78], though here we assume that
consumption is sufficiently fast that this rate will be negligible (and moreover our results
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below for local stability are unchanged even when this outflow is incorporated). We also note
that we could straightforwardly generalize these equations to include more general functional
responses [39] (for example it would be perfectly reasonable to consider a Monod-type form
for the uptake rate of resources). However, we consider solely the mass action terms above in
the spirit of the vast range of Lotka-Volterra analyses undertaken for pairwise interactions:
if we can understand the properties of these idealized communities, we then have a baseline
on which to layer further biological complexity.
Finally, we note that this is a model for substitutable resources, and while there may be
families of resources which are to some extent substitutable (for example different carbon
sources) the general picture for microbial consumers is likely colimitation by multiple, qual-
itatively different types of resource [78, 71, 68]. In many cases, we might expect that only
one of these resources is actually rate-limiting (roughly, the rarest in a given environmental
context), and this assumption leads to Liebig’s law of the minimum [22], where growth rate
of a consumer depends only on this single resource. In other circumstances, two or more
resources may turn out to be limiting in any given environmental context, in which case
growth rate has typically been modeled as proportional to the product of these limiting
resources, and termed multiplicative colimitation [68]. Beyond these phenomenological ap-
proximations of colimitation, there might be still more general functional dependencies [25].
Taking these possibilities into account, our analysis of substitutable resource consumption
and production here may be seen as a starting point for these more general cases, and a good
approximation for circumstances where a single ‘type’ or family of resources is rate-limiting.
The consumer-resource system represented by equation (3.1) has a set of equilibrium
solutions 
~R∗ = (CT )−1 1

(~µ)
~N∗ = [(~R∗d)C]
−1~ρ.
(3.2)
where ~R∗d denotes a diagonal matrix with the components of ~R
∗ along the diagonal. The
only biologically-reasonable solutions are those with positive densities of consumers and
resources, known as feasible solutions [35]. For our model, we will show that for any positive
{~R∗, ~N∗}, there are always positive influx and mortality rates ~ρ and ~µ that result in these
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feasible solutions, independent of the form of the matrix C. In other words, any feasible set
of densities can be a solution of our equations, for an appropriate set of influx and mortality
rates defining the environmental context. We now present two results. First, we will show
that feasible solutions are stable to small perturbations. Then we will consider what range
of parameter values for ρi and µi will lead to such feasible solutions.
3.2.1 Feasibility and Stability under Competitive Interactions
We now demonstrate a departure from earlier results for pairwise competiton between
species [4]: any and all of these feasible solutions are guaranteed to be stable to small
perturbations. The Jacobian matrix corresponding to the equilibrium solutions given by
equation (3.2) is
L =
 [−C ~N∗]d −[~R∗d]C
[ ~N∗d ]C
T 0.
 (3.3)
If all the eigenvalues of this Jacobian have negative real part, then this equilibrium is locally
stable. We show that for a feasible solution (i.e. an equilibrium with positive abundances)
this equilibrium is guaranteed to be stable to local perturbations, independent of the form
of the matrix C, implying that competition alone in systems of consumers and resources
is never sufficient to lead to an unstable, feasible equilibrium. We illustrate this (along
with the full distribution of eigenvalues) for some example cases in Fig. 3.1. These plots
demonstrate visually the form of the spectrum across a range of cases (both generalist and
specialist consumers, and ordered and unordered resources). Beyond the fact that the largest
eigenvalue always has negative real part, as our results state, we also note that the spectra
have a characteristic ‘dragonfly’ form. The wings of the dragonfly will lead to the potential
for oscillatory behavior around this equilibrium, while the typically large density of real
eigenvalues near zero imply that some types of perturbation away from these equilibria will
have long relaxation times.
We now note several important generalizations. First, including the leaching or degre-
dation of resources, which would ensure that resources would saturate even in the absence
of consumers, does not change the form of this matrix or the result that feasibility implies
28
stability. Second, we have so far considered equal numbers of resources and consumers. We
can generalize this result to incorporate unequal numbers of resources and consumers, mR
and mN , and we will show that feasibility only implies stability in this case if mR ≥ mN ,
mirroring the classical expectation that coexistence of mN species will require at least that
number of resources. Finally, we generalize this result to the case where one or more con-
sumer has zero abundance. We will show that the remaining group of consumers (those with
positive abundances) will coexist stably so long as the equilibrium is uninvasible by any of
the extirpated consumers.
These results bear comparison with earlier calculations for the stability of systems of biotic
consumers and biotic resources [17, 38]. In these systems, resources themselves can grow
and compete with each other, and can be eaten by the consumers. When treated as a set of
Lotka-Volterra equations, in those cases feasibility also implies stability. The similarity with
our results suggests that the horizontal structure here (i.e. a clear division of the system into
consumers and resources) is key element for the local stability guarantee to hold. In large
systems of consumers and biotic resources it might be seen as artificial to completely separate
consumers and resources into two groups. On the other hand, in microbial systems with a
clear biological distinction between abiotic resources and biotic consumers, this separation
is very natural, and so our result applies unambiguously and generally.
Feasibility of Solutions
For any solution for ~R∗ and ~N∗ with positive consumer and resource densities, we can identify
positive-valued influx and mortality rates that will lead to these solutions as follows:~µ = C
T ~R∗
~ρ = ~R∗dC ~N
∗
(3.4)
Because C is non-negative, any positive ~R∗ will result in ~µ ≥ 0. It also makes sense to
assume that C has no zero rows or columns - basically an assumption that every species and
every resource is actually a part of the system, and so from that we have ~µ > 0. And if ~N∗
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is positive, ~ρ > 0. Thus for appropriate choice of parameters, any positive {~R∗, ~N∗} can be
found as a solution to equation (3.1).
Stability of Feasible Equilibria for Competition
The Jacobian matrix corresponding to the equilibrium solutions given by equation (3.2) is
L =
 [−C ~N∗]d −[~R∗d]C
[ ~N∗d ]C
T 0
 (3.5)
By Hartman-Grobman [20], if all the real parts of the eigenvalues of this Jacobian are
negative, then this equilibrium is locally stable. To compute these eigenvalues, we first note
that the eigenvalue equation det(L− λI) = 0 is given by
det(L− λI) = det
 [−C ~N∗]d − λI −[~R∗d]C
[ ~N∗d ]C
T −λI
 = 0. (3.6)
Next, we note that [[−C ~N∗]d − λI] is invertible, so long as λ is not an eigenvalue of the
diagonal matrix, [−C ~N∗]d. If λi is an eigenvalue of both L and [−C ~N∗]d, then for non-
negative, invertible C and positive ~N∗, the entries of C ~N∗ are positive. And so we have
λi < 0. On the other hand, if λi is an eigenvalue of L and is not an eigenvalue of [−C ~N∗]d,
then using the Schur complement
det(L− λiI) = det([−C ~N∗]d − λiI)
× det(−λiI − [ ~N∗d ]CT [[−C ~N∗]d − λiI]−1[−[~R∗d]C])
Defining D1 = [ ~N
∗
d ], D2 = [[−C ~N∗]d − λiI]−1[−[~R∗d]] and k = det([−C ~N∗]d − λiI) then
det(L− λiI) = k det(−λiI −D1CTD2C)
= k det(−λiI − [
√
D2C
√
D1]
T [
√
D2C
√
D1])
(3.7)
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We now assume λi is a non-negative real number. Then so long as D1, D2 and C are invert-
ible (true by previous assumption and with ~N∗, ~R∗ > 0, then [
√
D2C
√
D1]
T [
√
D2C
√
D1] is
positive definite and thus λi < 0, contradicting the assumption. Biologically, our assump-
tion that C is invertible only rules out essentially trivial cases, where e.g. a resource (or a
linear combination of resources) can be removed from the system altogether, or the resource
preferences of two species overlap identically.
More generally, assume that for an eigenvalue λi of L, Re(λi) ≥ 0. From equation (3.7)
we have
0 = det(−λiI −D1CTD2C)
= det(−λiI −
√
D1C
TD2C
√
D1)
(3.8)
We wish to find a contradiction by proving the eigenvalues of
√
D1C
TD2C
√
D1 have positive
real part and so it will be sufficient to show that the Hermitian part, H(
√
D1C
TD2C
√
D1)
is positive definite [41].
H(
√
D1C
TD2C
√
D1) =
1
2
(
√
D1C
TD2C
√
D1 +
√
D1C
TD†2C
√
D1)
=
√
D1C
TRe(D2)C
√
D1
= [
√
Re(D2)C
√
D1]
T [
√
Re(D2)C
√
D1]
(3.9)
Note that Re(D2) > 0, and
√
Re(D2), C and
√
D1 are all invertible and so
H(
√
D1C
TD2C
√
D1) is positive definite. Thus, we must have that Re(λi) < 0
Equivalently, we can give a more explicit proof, where we assume that an eigenvalue of
L, λi = c + di is complex with real part c ≥ 0. Then we can choose the jth diagonal entry
of
√
D2 to be written as aj + bji where |aj| > |bj| for all j, because each of the entries
of the diagonal matrix D2 has positive real part. Now, let
√
D2C
√
D1 = A + Bi with
A = ~adC
√
D1 and B = ~bdC
√
D1. Let ~x be an eigenvector associated with the eigenvalue
−λi of [A + Bi]T [A + Bi]. Then ~x∗[A + Bi]T [A + Bi]~x should have non-positive real part,
however
~x∗[A+Bi]T [A+Bi]~x = ~x∗ATA~x− ~x∗BTB~x+ [~x∗ATB~x+ ~x∗BTA~x]i (3.10)
31
and the real part of ~x∗[A+Bi]T [A+Bi]~x is
~x∗ATA~x− ~x∗BTB~x (3.11)
and because
A~x = ~adC
√
D1~x = ~ad~r (3.12)
and
B~x = ~bdC
√
D1~x = ~bd~r (3.13)
where ~r = C
√
D1~x, we have that ~x
∗ATA~x−~x∗BTB~x ≥ 0. If ~x∗ATA~x−~x∗BTB~x = 0, then it
must be true that ~r = 0. Because C is assumed to be invertible, this means that
√
D1~x = 0,
however, this is not possible based on the definitions of D1 and ~x. Therefore we contradict
our initial assumption that λi has non-negative real part.
Unequal Numbers of Consumers and Resources
For any solution for ~R∗ and ~N∗ with positive consumer and resource densities where the
number of consumers is mN and the number of resources is mR, with mN not necessarily
equal to mR, we can identify positive-valued influx and mortality rates that will lead to these
solutions as follows: ~µ = C
T ~R∗
~ρ = ~R∗dC ~N
∗
(3.14)
Because C is non-negative, any positive ~R∗ will result in ~µ ≥ 0. It also makes sense to
assume that C has no zero rows or columns - basically an assumption that every species and
every resource is actually a part of the system, and so from that we have ~µ > 0. And if ~N∗
is positive, ~ρ > 0. Thus for appropriate choice of parameters, any positive {~R∗, ~N∗} can be
found as a solution to equation (3.1).
Let the number of consumers be mN , and the number of resources be mR. Assume an
equilibrium solution such that all resources and all consumer species have positive density.
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The Jacobian matrix corresponding to any such equilibrium solution is
L =
 [−C ~N∗]d −[~R∗d]C
[ ~N∗d ]C
T 0
 (3.15)
If all the real parts of the eigenvalues of this Jacobian are negative, then this equilibrium
is locally stable. To compute these eigenvalues, we first note that the eigenvalue equation
det(L− λI) = 0 is given by
det(L− λI) = det
 [−C ~N∗]d − λI −[~R∗d]C
[ ~N∗d ]C
T −λI
 = 0. (3.16)
Next, we note that [[−C ~N∗]d−λI] is invertible, so long as λ is not an eigenvalue of [−C ~N∗]d.
If λi is an eigenvalue of both L and [−C ~N∗]d, then for non-negative, invertible C and positive
~N∗, the entries of C ~N∗ are positive. And so we have λi < 0. On the other hand, if λi is an
eigenvalue of L and is not an eigenvalue of [−C ~N∗]d, then
0 = det(L− λiI)
= det([−C ~N∗]d − λiI)
× det([−λiI − [ ~N∗d ]CT [[−C ~N∗]d − λiI]−1[−[~R∗d]C])
Note that det([−C ~N∗]d − λiI) 6= 0. Thus, the above equation implies
0 = det(−λiI − [( ~N∗)d]CT [[−C ~N∗]d − λiI]−1[−[~R∗d]C]) (3.17)
Defining D1 = [( ~N
∗)d] and D2 = [[−C ~N∗]d − λiI]−1[−[~R∗d]] then
0 = det(−λiI −D1CTD2C)
= det(−λiI −
√
D1C
TD2C
√
D1)
(3.18)
Assume Re(λi) ≥ 0. We wish to find a contradiction by proving the eigenvalues of
√
D1C
TD2C
√
D1 have positive real part and so it will be sufficient to show that the Hermi-
33
tian part, H(
√
D1C
TD2C
√
D1) is positive definite.
H(
√
D1C
TD2C
√
D1) =
1
2
(
√
D1C
TD2C
√
D1 +
√
D1C
TD†2C
√
D1)
=
√
D1C
TRe(D2)C
√
D1
= [
√
Re(D2)C
√
D1]
T [
√
Re(D2)C
√
D1]
(3.19)
Note that Re(D2) > 0. Now
√
Re(D2)C
√
D1 is an mR ×mN dimensional matrix. We claim
that
rank(
√
Re(D2)C
√
D1) = mN . First, because the entries of
√
Re(D2) and
√
D1 are positive,
rank(
√
Re(D2)C
√
D1) = rank(C). Now we assume rank(C) = mN . This is possible only
when mN ≤ mR, in keeping with the expectation that coexistence of a group of mN species
requires at least that many resources. Viewed another way, this means that the consumer
species have sufficiently unique resource preferences. Now, with rank(
√
Re(D2)C
√
D1) =
mN , we may conclude that H(
√
D1C
TD2C
√
D1) is positive definite.
Next, let the number of consumers be mN , and the number of resources be mR. Assume an
equilibrium solution such that all resources have positive density, and all consumer species
have non-negative density. The Jacobian matrix corresponding to any such equilibrium
solution is
L =
 [−C ~N∗]d −[~R∗d]C
[ ~N∗d ]C
T [CTR∗ − µ]d
 (3.20)
If all the real parts of the eigenvalues of this Jacobian are negative, then this equilibrium
is locally stable. To compute these eigenvalues, we first note that the eigenvalue equation
det(L− λI) = 0 is given by
det(L− λI) = det
 [−C ~N∗]d − λI −[~R∗d]C
[ ~N∗d ]C
T [CTR∗ − µ]d − λI
 = 0. (3.21)
Next, we note that [[−C ~N∗]d−λI] is invertible, so long as λ is not an eigenvalue of [−C ~N∗]d.
If λi is an eigenvalue of both L and [−C ~N∗]d, then the entries of C ~N∗ are non-negative and
so λi ≤ 0. However, if for some j, (C ~N∗)j = 0, then assuming no rows or columns of
zeros in the matrix C, it must be that all species consuming resource j have zero abundance
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at equilibrium and that ρj = 0. We consider this a degenerate situation and so for λi an
eigenvalue of [−C ~N∗]d, we have λi < 0. On the other hand, if λi is an eigenvalue of L and
is not an eigenvalue of [−C ~N∗]d then
0 = det(L− λiI)
= det([−C ~N∗]d − λiI)
× det([CTR∗ − µ]d − λiI − [ ~N∗d ]CT [[−C ~N∗]d − λiI]−1[−[~R∗d]C])
Note that det([−C ~N∗]d − λiI) 6= 0. For simplicity, assume that there is only one consumer
with non-positive density, N∗j = 0. For all other consumers, the corresponding entries of
[CTR∗ − µ]d are zero. Thus, the above equation implies
0 = det([CTR∗ − µ]d − λiI − [ ~N∗d ]CT [[−C ~N∗]d − λiI]−1[−[~R∗d]C])
= ([CTR∗ − µ]j − λi)
× det(−λiI − [( ~N∗{j})d]CT{j}[[−C{j} ~N∗{j}]d − λiI]
−1[−[~R∗d]C{j}])
(3.22)
With
~N∗{j} = ~N
∗ with the jth entry removed
C{j} = C with the jth column removed
Defining D1 = [( ~N
∗
{j})d] and D2 = [[−C{j} ~N∗{j}]d − λiI]
−1[−[~R∗d]] then
0 = ([CTR∗ − µ]j − λi)× det(−λiI −D1CT{j}D2C{j})
= ([CTR∗ − µ]j − λi)× det(−λiI −
√
D1C
T
{j}D2C{j}
√
D1)
(3.23)
So we have that [CTR∗ − µ]j is an eigenvalue. Now looking at
0 = det(−λiI −
√
D1C
T
{j}D2C{j}
√
D1), assume Re(λi) > 0. We wish to find a contradic-
tion by proving the eigenvalues of
√
D1C
T
{j}D2C{j}
√
D1 have positive real part and so it will
be sufficient to show that the Hermitian part, H(
√
D1C
T
{j}D2C{j}
√
D1) is positive definite.
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H(
√
D1C
T
{j}D2C{j}
√
D1) =
1
2
(
√
D1C
T
{j}D2C{j}
√
D1 +
√
D1C
T
{j}D
†
2C{j}
√
D1)
=
√
D1C
T
{j}Re(D2)C{j}
√
D1
= [
√
Re(D2)C{j}
√
D1]
T [
√
Re(D2)C{j}
√
D1]
(3.24)
Note that Re(D2) > 0. Now
√
Re(D2)C{j}
√
D1 is an mR ×mN − 1 dimensional matrix. We
claim that rank(
√
Re(D2)C{j}
√
D1) = mN − 1. First, because the entries of
√
Re(D2) and
√
D1 are positive,
rank(
√
Re(D2)C{j}
√
D1) = rank(C{j}). Now we will have rank(C{j}) = mN−1 if rank(C) =
mN . This is only possible when mN ≤ mR. This is again a biologically reasonable as-
sumption to make, as it means that the consumer species have sufficiently unique re-
source preferences. Now, with rank(
√
Re(D2)C{j}
√
D1) = mN − 1, we may conclude that
H(
√
D1C
T
{j}D2C{j}
√
D1) is positive definite. Thus the stability of the equilibrium {~R∗, ~N∗}
depends only on the sign of [CTR∗− µ]j. If [CTR∗− µ]j < 0, the system is uninvasible by
species j and the equilibrium is stable.
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Figure 3.1: Positive equilibria are guaranteed to be stable under competition for abiotic resources. We show four
examples demonstrating feasible solutions of equation (3.1) that are stable to small perturbations. Plots show the density
(colored from red to blue) of eigenvalues for the Jacobian matrix at this equilibrium, defined using a fixed matrix of consumer
preferences. The form of the consumer preferences is shown inset in blue, where each row represents a distinct resource, each
column represents a distinct consumer, and darker blue indicates a higher rate of consumption. Each plot is obtained over
multiple random draw for consumer and resource densities, drawn from a uniform distribution. In the left hand panels, we
consider a gradient from near-specialism, where each consumer has a favourite resource (but there are weak, randomly-drawn
off-diagonal interactions), to near-generalism, where the off-diagonal preferences are stronger than the specialism. In the right
hand panels, we show a similar gradient of near-specialism to near-generalism, but where the resource preferences follow a
smooth curve away from the preferred resource for each species. Both left and right hand panels therefore show a gradient
from generalism to specialism, but the right-hand case assumes that there is an unambigious spectrum of similarity for
resources, and that species that can consume a given resource also tend to consume similar resources. In all four cases, our
theorem for local stability holds: the real parts of all eigenvalues of the Jacobian matrix are always negative. We also note the
similarity in the ‘dragonfly’ shape for this distribution across all cases, contrasting with the classic circle (or elliptical)
distributions for eigenvalues found in the case of pairwise interactions [4], but similar to the distribution of eigenvalues found
for bipartite Lotka-Volterra equilibria [34].
3.2.2 Structural Stability under Competitive Interactions
We now ask what range of values of ~µ and ~ρ will lead to positive, feasible solutions for
consumer and resource densities, for a given fixed set of preferences for resources, C. The
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volume of this parameter space is known as the structural stability of a given system [65],
and biologically it quantifies the robustness of equilibria. Suppose that the environmental
context in which a group of species coexist shifts over time, and this shift affects ~µ and
~ρ. Then structural stability characterizes how likely it will be that the same species will
continue to coexist in this new environmental context. We derive results for the volume of
~µ and ~ρ values that will lead to feasible solutions, for a given matrix C. For example, in the
case of mortality rates, this volume is given by:
Vµ = 2
| detC|
pi
m
2
∫
Rm+
e−〈ξ,C
TCξ〉dξ (3.25)
where detC is the determinant of the matrix C. This contrasts with what perhaps might
be the intuitive determinant of structural stability—something like the average of pairwise
species similarity (say, defined in terms of the overlaps of two consumers’ preferences). In
contrast, the determinant here does not depend in a simple way on the similarity of any two
species—structural stability depends on C as a whole, rather than being a function just of
pairwise similarities.
We can still ask how this volume changes as we make consumers more or less similar in
terms of the resources they use, represented mathematically by the inner product of the
columns of C. For example, we will examine the special case where all species begin equally
similar, then a uniform decrease in their similarity leads to a larger volume for the parameter
space, and greater structural stability. This is in agreement with the ecological intuition
that it is ‘easier’ for more dissimilar species to coexist. However, this is not the general
case. Independent of the size of the system, there are some contexts where a decrease in the
similarity of any pair of species will lead to less, not greater, structural stability. We give
a specific example, shown in Fig. 3.2, for three species, where a decrease in the similarity
of one pair of species (while keeping other pairwise similarities fixed) leads to a decrease
in structural similarity. What is the general lesson here? The biological interpretation is
that changes in structural stability as we change the similarity of any two species depend
(in general) on all of the other consumption preferences. This reiterates our point above,
that the determinant in Vµ does not depend in a trivial way on pairwise comparisons, and
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consequently the structural stability of systems of consumers and abiotic resources does not
depend in a simple way on pairwise species similaritities expressed in terms of consumption
preferences.
The parameter spaces Vµ and Vρ
Feasible solutions for this system correspond to positive values for ~R∗ and ~N∗. The size of
µ-space that lead to such positive solutions then depends on C, while similarly the size of
ρ-space depends on CT . The size of the parameter space depends on det(C) which considers
the relationship among all consumers’ resource use vectors and so it is more than just pairwise
similarity that is important for the size of the parameter spaces [67, 32]. This can be seen
from mathematical expressions for these volumes, which are given by [32]
Vµ = 2
√
detMµ
pi
m
2
∫
Rm+
e−〈ξ,Mµξ〉dξ (3.26)
and
Vρ = 2
√
detMρ
pi
m
2
∫
Rm+
e−〈ξ,Mρξ〉dξ. (3.27)
Here, Mµ = CˆCˆ
T where the columns of CˆT are the normalized columns of CT and Mρ = C˜
T C˜
where the columns of C˜ are the normalized columns of R∗C. We note that while Vµ depends
only on the properties of the consumer preference matrix, Vρ depends also on ~R
∗, which in
turn depends on a specific choice of ~µ. In other words, the volume Vρ changes with choice
of ~µ.
To understand what these volume equations (3.26) and (3.27) are measuring, consider
equation (3.26). The columns of CˆT define a convex cone. Equation (3.26) measures the
volume or “surface area” of the projection of this convex cone onto the unit sphere. The
formula for Vµ also then normalizes this by dividing by the volume (surface area) of the half
sphere. To see this, consider m = 3 and C a diagonal matrix. The convex cone defined by
the columns of CˆT can be seen to occupy 1
4
of the half space, R3+, and thus its projection
onto the half sphere will also occupy 1
4
of the volume. For diagonal C, we have Mµ = I, the
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identity matrix, and the volume formula is
Vµ = 2
√
detMµ
pi
m
2
∫
Rm+
e−〈ξ,Mµξ〉dξ
=
2
pi
3
2
∫
R3+
e−〈ξ,ξ〉dξ
=
2
pi
3
2
∫
z>0
∫
y>0
∫
x>0
e−(x
2+y2+z2)dx dy dz
=
2
pi
3
2
pi
3
2
8
=
1
4
Decreasing Species Similarity
In the special case where all angles between pairs of column vectors are initially the same, a
uniform increase in all angles does lead to a larger volume for the parameter space. To see
this for a system with m consumers, let a = cos(θ) where θ represents the angle between
each pair of normalized column vectors of C. The determinant of M is given by
det(M) = det


1 a · · · a
a 1
. . .
...
...
. . . . . . a
a · · · a 1


= (1− a)m−1(1 + (m− 1)a)
(3.28)
Thus if the angle, θ, increases, then a = cos(θ) decreases and because
d
da
det(M) = −(m− 1)ma(1− a)m−2 < 0 (3.29)
det(M) will increase. Also, for a given vector ξ ∈ Rm+ , decreasing a implies decreasing
〈ξ,Mξ〉 implies increasing e−〈ξ,Mξ〉.
However, it is not always the case that increasing angles between one or more species will
increase Vµ or Vρ. We now consider the following example for m = 3, shown graphically in
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Fig. 3.2. Suppose initially that consumer preferences are given by the matrix
CT =

1 1√
2
1√
3
0 1√
2
1√
3
0 0 1√
3
 , (3.30)
while after shifting species preferences we have the new matrix
C˜T =

1 1√
2
a
0 1√
2
b
0 0 c
 , (3.31)
where a = 1√
3
− 1
4
√
194
75
, b = 1√
3
+ 1
4
√
194
75
, and c = 1
10
. The angles between the column pairs
for CT are {θ12 = pi4 , θ13 ≈ .304pi, θ23 ≈ .196pi} and the angles between the column pairs for
C˜T are {θ˜12 = pi4 , θ˜13 ≈ .444pi, θ˜23 ≈ .196pi}. So that θ12 = θ˜12, θ13 < θ˜13 and θ23 = θ˜23. The
volumes of the associated parameter spaces are Vµ ≈ .0417 and V˜µ ≈ .008 for CT and C˜T
respectively. We note that these are just exemplars, and this counterintuitive result can be
found for many different contexts, and is not limited to three species.
Figure 3.2: Structural stability changes non-monotonically with species similarity. The volume of the set of
mortality rates leading to feasible densities for the resources, ~R∗, can decrease even when species similarity is decreased. Here,
we show an example in three dimensions, where each axis represents one of the three mortality rates, µi, and the volume is a
kind of wedge extending from the origin outwards. The measure, Vµ, of the size of this volume is then equivalent to the area
(colored green or blue) of a triangle on the surface of the unit sphere, where the dissimilarity of each pair of species is
proportional to the length of one of the triangle’s sides. On the left, this volume is shown for the particular 3× 3 matrix CT
and is colored green. When the angle between one pair of column vectors is increased while the other angles are unchanged,
we get the volume shown on the right hand side. The resulting volume decreases in size, despite the average similarity of
these three species having decreased.
41
3.3 Model of Consumption and Exchange of Resources
Microbial taxa that can both consume and also produce resources have the potential for
mutualistic, syntrophic interactions [4, 21, 83]. For this reason we now consider a more
general set of dynamics for species and resources, which includes a matrix, C, representing
the resource use of the consumers and a non-negative matrix, P , representing the production
of resources by the consumers:R˙i = ρi −Ri
∑
j CijNj +
∑
j PijNj
N˙i = Ni
∑
j C
T
ijRj −Ni
∑
j P
T
ij − µiNi
(3.32)
Our approach again makes use of mass action principles, and we note that we consider
production of resources to remove biomass from the consumer density, meaning that terms
corresponding to this leakage appear in both equations. We have also chosen a form for
production that depends solely on the density of species that are present in the system,
and not on what resources those species are using to grow. This may be a reasonable
approximation for some processes, for example the production of various intermediates of
the TCA cycle, the production of which are not substrate-dependent [72]. But in other
cases, we may need to allow for a more general form for production that depends both
on the species that are present, and the specific resources they are consuming. Another
interpretation of the same terms would be as a kind of recycling—where mortality doesn’t
just remove consumers from the system, but also returns some portion of their biomass to
the common resource pool.
We now consider the properties of the equilibrium solutions
~R∗ = (CT )−1 1

(P T~1 + ~µ)
~N∗ = [(~R∗d)C − P ]−1~ρ.
(3.33)
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which have a correspondingly more general Jacobian matrix
L =
 [−C ~N∗]d −[~R∗d]C + P
[ ~N∗d ]C
T 0
 (3.34)
For this system, when the production matrix is nonzero, we do not know in general what
additional constraints beyond feasibility are needed to ensure a stable equilibrium. However,
we present evidence below that suggests production rates must in general be bounded for
feasible solutions to also be locally stable. Conversely, we also show that there are some
cases in which production rates can be arbitrarily large and local stability will still hold.
3.3.1 Feasibility and Reciprocity Guarantee Local Stability
To explore this, we consider the case of specialist consumers, C = cI, i.e. where each
consumer specializes on just a single resource. We also tune the influx and mortality rates so
that equilbrium species abundances and resource densities take the simplified form ~N∗ = n~1,
and ~R∗ = r~1, for positive real values n and r. While this may seem restrictive, in that
competition is solely intraspecific, we put no other restrictions on the production rates,
Pij. Hence, we can think of this as close to the most general case of purely mutualistic
interspecific interactions. We will express constraints on the production matrix to ensure
that it is possible to obtain these feasible solutions. We then go on to prove that a sufficient
(though not necessary) condition for feasible solutions to also be stable is:
(∑
j 6=i
Pij
)2
<
cn

(cr − Pii − cn
4
) (3.35)
This result is straightforward to interpret. Suppose that consumers do not produce any
of the resource that they specialize on, so that Pii vanishes. Then this result constrains a
combination of the strength and prevalence of production of the ‘off-diagonal’ resources for
each species in terms of consumption rate, c, conversion efficiency, , and the equilibrium
abundances and densities n and r of consumers and resources. These results are reminiscent
of constraints on stability for randomly-drawn, pairwise interactions between species. In that
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case, mutualistic interactions tend to be more destabilizing than competitive interactions.
Are we just recapitulating results that are qualitatively already understood via pairwise
interactions? We emphasize that here our bound is sufficient, but not necessary for feasibility
to imply stability, and there are cases where the bound above is not necessary for stability.
One example is when production vanishes altogether, and we are back to our earlier, more
general result that feasibility always implies stability.
A second example is when the production matrix is purely symmetric. In this case, feasibil-
ity alone is sufficient to guarantee local stability of the equilibrium solution, with no further
restrictions on production. We call this case reciprocal, because symmetry of P ensures
that each (specialized) consumer gives exactly as much of each other consumer’s preferred
resource as they receive from that consumer. Fig. 3.3 demonstrates this for some particular
examples. The importance of reciprocity for stability seemingly contrasts with analysis of
mutualistic interactions using direct interactions between species—for example in the case
of plant-pollinator networks [12]. In these highly structured communities, it was found that
strong effects of plants on pollinators (or vice versa) must come with weak interactions of
pollinators on plants, or else the resulting community equilibrium would tend to be unstable.
Even though these communities differ from the random interactions considered by [4] and
others, the same principle lies behind these results: if overall interaction strengths exceed a
bound determined by intraspecific regulation, then a positive equilibrium can be unstable.
In [12], this bound means that stability requires a balance of strong and weak interactions,
leading to asymmetry, rather than reciprocity. Our finding that the asymmetry in mutualis-
tic interactions can be destabilizing rather than stabilizing demonstrates the quite different
insights to be gained from the analysis of consumer-producer-resource communities.
Feasibility and Stability for Specialized Consumers
For the case of specialized consumers and equilibria with equal abundances for species and
equal densities for all resources, the equations for equilibrium abundances are (from equa-
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tion (3.33)) r
~1 = 1
c
(P T~1 + ~µ)
n~1 = [crI − P ]−1~ρ.
(3.36)
Then, solving for the parameters ~µ and ~ρ we have~µ = cr
~1− P T~1
~ρ = n[crI − P ]~1
(3.37)
To ensure that positive resource density (i.e. positive r) can be obtained by positive rates,
~µ, we need that cr >
∑
j P
T
ij , for all i. Similarly, to ensure that we obtain positive values
for n from positive ρ, we need that cr >
∑
j Pij for all i. In summary, not all possible values
of consumer and resource density (i.e. not all positive values of r and n) can be obtained
as solutions of these equations, conditioning on positive influx and mortality rates. I.e.,
unlike the case of P = 0, there are now constraints for what subsets of feasible solutions are
possible.
From equation (3.34), we then find the Jacobian reduces to the form:
L˜ =
 −cnI P − crI
cnI 0
 (3.38)
We let λ represent an eigenvalue of L˜. Then, γ = λ(λ+cn)
cn
+ cr is an eigenvalue of P . Hence,
λ =
−cn
2
± 1
2
√
(cn)2 − 4cn(cr − γ)
When all Re(λ) < 0 the equilibria above are stable to local perturbations.
We first consider a special case: where all γ are all real. An example of this occurs when
P is symmetric, when (as discussed in the main text) each consumer species will get as much
of its preferred resource as it gives to other species (of their preferred resources). In this
case, if also all γ < cr, then all λ will be < 0 and the equilibrium is locally stable. Using
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Gershgorin’s theorem [41], this will be guaranteed when
cr >
∑
j
Pij ∀i
In fact, this is the same as the criterion above that ensures ~N∗ > 0. So we conclude that
feasibility and reciprocity together imply local stability, visualized in an example case of
Fig. 3.3.
To find necessary and sufficient conditions on γ ensuring this for non-symmetric P , first
let γˆ = |γˆ|eiθ = cn− 4(cr − γ). Then we want
Re(
√
γˆ) <
√
cn√
|γˆ| cos θ
2
<
√
cn
|γˆ|(1 + cos θ
2
) < cn
|γˆ|+ Re(γˆ) < 2cn
(3.39)
or equivalently
(Im(γ))2 < cn(cr − Re(γ)). (3.40)
It would be useful to reexpress this in terms of direct criteria for P that will guarantee
stability. Again using Gershgorin’s theorem [41], for each eigenvalue, γ, of P we know that
for some i
|γ − Pii| <
∑
j 6=i
Pij (3.41)
or equivalently, after expanding |γ − Pii| and rearranging terms :
(Im(γ))2 < −(Re(γ))2 + 2Pii Re(γ) +
(∑
j 6=i
Pij
)2
− (Pii)2 (3.42)
We can now write criteria for local stability as:
(−(Re(γ))2 + 2Pii Re(γ) +
(∑
j 6=i
Pij
)2
− (Pii)2) < cn(cr − Re(γ)) (3.43)
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Rearranging terms and finding the maximum of the quadratic in Re(γ) gives
(∑
j 6=i
Pij
)2
<
cn

(cr − Pii − cn
4
) (3.44)
which is sufficient for stability when it holds for all i.
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Figure 3.3: Positive equilibria are guaranteed to be stable if exchange of resources is reciprocal. We show two
examples demonstrating feasible solutions of equation (4.8). Plots show the density (colored from red to blue) of eigenvalues
for the Jacobian matrix at this equilibrium, defined using a fixed, diagonal matrix of consumer preferences. This is shown
inset in blue, where each row represents a distinct resource and each column represents a distinct consumer; blue squares
indicates a non-zero rate of consumption. We also consider a fixed, more general matrix of production rates (inset in green).
Again, each row represents a distinct resource, each column represents a distinct consumer, and darker green indicates a
higher rate of production. Each plot is obtained over multiple random draws for consumer and resource densities n and r,
defined in the main text, and drawn from a uniform distribution (subject to the constraints necessary to ensure that these
densities can be obtained with positive influx and mortality rates ρ and µ). In the left hand panel, we consider a random set
of production rates, which does not satisfy the bound necessary to guarantee stability, and indeed we see that there are some
positive eigenvalues of the Jacobian matrix, to the right of the black dashed line. In the right hand panel, we show a similar
case but where we impose that the production matrix P is symmetric, meaning that each consumer gets as much of its
favored resource as it gives. Even though the production matrix looks ‘similar’ to the naked eye in each case, this symmetry
in the latter example is enough to guarantee local stability, with the largest eigenvalue bounded away from zero by a gap
related to the consumer abundances.
3.4 Discussion
We have modeled the interactions among biological populations that can consume, produce,
and reproduce; and abiotic resources that can be introduced, leached, consumed, or pro-
duced, but do not reproduce. Perhaps more than any other biological system, this clear
division is likely to be a good approximation in bacterial and archaeal communities, and
may provide a more accurate description than modeling pairwise competitive and mutualis-
tic interactions, which ignore the dynamics of resources. We revisit a series of classic analyses
for ecological communities in this framework, and identify important differences with earlier
theoretical results arising from direct, pairwise interactions. First, we find that any positive
densities for consumers and resources can be an equilibrium solution to our equations, given
an appropriate environmental context. We also find that these feasible solutions are always
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locally stable, unlike the classical results for pairwise interactions between species, which al-
low for unstable, feasible solutions [55, 4] unless particular restrictions are placed on species
interactions [67, 35].
For systems of consumers and resources, we derived results for structural stability given a
set of consumer preferences, a measure of robustness to environmental changes. In contrast
to the classical expectation, we showed that structural stability is not guaranteed to increase
as species become more dissimilar in terms of their resource preferences, echoing other recent
work showing the complexity of structural stability for direct, pairwise interactions [67, 35].
Our results clarify how this more general picture plays out when resource dynamics are
modeled explicitly. Finally, we extended our approach to include production of resources,
which allows for mutualistic interactions via crossfeeding, where one species may produce
a resource that another needs. In this case, we find that when production is too large,
feasible solutions no longer guarantee local stability. But we also find that when mutualistic
interactions are precisely balanced, that stability again is guaranteed. If species reciprocate
with each other cooperatively, positive equilibria will be locally stable.
There are several opportunities for the extension of our results: including the consideration
of more complex functional responses [39, 45] allowing for the saturation of resource usage
or multi-way interactions; demographic or environmental stochasticity with (for example)
their effects on local extirpation of resources or consumers [3]; and extending the more
general analyses of global stability that have been developed in the case of Lotka-Volterra
competition and mutualism [17, 31] to this system of consumers and abiotic resources. We
also do not rule out that direct, pairwise interactions are likely to play a role (perhaps
as an approximation to antagonistic interactions mediated by antiobiotic production, or
even in rare cases direct cannibalism of microbial cells by each other), and clearly more
general forms of colimitation and production are both possible and likely relevant in real
communities. Finally, in the cases we have analyzed, we’ve been able to prove that there are
circumstances when feasibility implies stability. But even in these cases, there is more to
investigate in terms of the form of the eigenvalue spectrum. Exact or approximate solutions
for the full spectrum, including what controls its overall shape and the size of its largest
eigenvalues, will shed light on the dynamics near equilibrium.
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In summary, our results reflect a general lesson. In any complex ecological system we
inevitably draw lines around what we choose to model, and what we leave out. Our results
here show that explicitly modeling the resources that mediate interactions between biological
organisms can significantly alter our conclusions regarding stability, and hence what kinds
of community structure we can expect to observe in nature.
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Chapter 4
Cooperation and Stability for Complex Systems in
Resource-Limited Environments
4.1 Introduction
The general properties of large, interacting ecological systems have often been modeled using
pairwise interactions between species, where changes in the population size of one species
directly affect the growth rate of another [47, 81]. While the strength of any given interac-
tion is challenging to infer from empirical community data [70, 79, 51], simple null models
have been used to gain general insights into equilibria and stability in these systems [28,
55]. These results have shown that equilibria will tend to become unstable to small per-
turbations once either the number or strength of interactions passes a certain threshold [4],
and that asymmetric mutualistic interactions enhance stability [12]. Beyond strictly ecolog-
ical applications, these insights have been leveraged in other complex biological and social
networks comprising multiple, heterogenous component parts [26, 36, 73, 11]. For example,
while nodes in an ecological network are species and links typically represent interactions,
in economic systems nodes have been interpreted as financial entities and links in terms of
transactions between them [56]. It is therefore fair to say that these stability results have
deeply informed our understanding of interacting complex systems in general.
However, missing from this approach are the explicit mechanisms underlying interactions
between individuals. Consumer-resource models meet this need by explicitly considering the
consumption and preferences of individuals for resources [49, 77, 78, 76, 69, 19, 18, 2], and
can lead to dynamics that differ from models based on direct species interactions [79, 60].
Recent work has extended these analyses to large, open systems with extensive exchange
of resources [15, 33, 53], and incorporating resource exchange as the mechanism underly-
ing mutualistic interactions already leads to contradictions with the classical analyses using
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pairwise interactions. For example, we showed in Chapter 3 that if each species in a com-
munity specializes on a single resource, then local stability is guaranteed when each pair
of species exchanges resources symmetrically [15], independent of how strong those interac-
tions are. This counters both the idea that there is a limit on the strength and prevalence
of interactions, and the result that asymmetry enhances stability in the case of mutualistic
interactions, leveraged in both biological [12] and social systems [56].
These earlier results establish the importance of incorporating explicit resource exchange
even when tackling basic questions related to equilibria and stability, but were limited in
their scope to specific modes of consumption. Here, we allow for relatively general forms for
consumption and organism growth rates as a function of available resources, and use these
models to address two open questions related to resource exchange in complex ecological
communities. First, we show that the connection between reciprocity and stability is general,
extending to more realistic models of consumption including models where each species’
growth is colimited by multiple, essential resources. We find that exact reciprocity is again
sufficient for ecological stability, regardless of the strength or prevalence of exchange.
Second, we consider the effects of environmental context on stability in terms of resource
supply rates. This question has been raised in systems with resource subsidies from out-
side [66, 63, 44], but has not been addressed for large, complex communities exchanging
resources arbitrarily. It has been unclear how to model the effect of a changing environment
on interaction strengths in models of direct interactions [16, 82], and so here, we consider the
impact of the resource inflow rates on stability for communities that consume and exchange
resources. We focus initially on the case of communities where consumers specialize on a
single resource, and prove that in the limit of scarce resources any departure from a strict set
of criteria for exchange will tend to destabilize the system. These criteria include reciprocity,
alongside other limited modes of exchange. Conversely, for sufficiently large resource inflows,
any mode of exchange can have a stable positive equilibrium. We subsequently generalize
this proof to more arbitrary modes of consumption, and show numerical examples for spe-
cific cases. These illustrate that when generic modes of consumption are combined with
generic modes of exhange, the result can be compatible with a stable equilibrium, so long
as resource inflows are sufficiently large, and suggest that in real complex systems there will
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be important interplays between resource exchange, ecological stability, and environmental
context.
To summarize the results of this chapter, we will show that
• with more realistic models of consumption including models where each species’ growth
is colimited by multiple, essential resources, exact reciprocity is again sufficient for
ecological stability, regardless of the strength or prevalence of exchange.
• in the case of communities where consumers specialize on a single resource, in the limit
of scarce resources, any departure from a strict set of criteria for exchange will tend to
destabilize the system.
• also for the case of specialist consumers, for sufficiently large resource inflows, any
mode of exchange can have a stable positive equilibrium.
• for more arbitrary modes of consumption, combined with generic modes of exhange,
the result can be compatible with a stable equilibrium, so long as resource inflows are
sufficiently large.
4.2 Model of Consumption and Exchange
Our model of consumption and exchange is based on a set of m abiotic resources with
densities Rα, and m species with population sizes Ni. We first give three classic models of
consumption processes, in order to build up the intuition for what a reasonable consumption
process look like. We’ll then prove a set of results that apply to each of these three examples,
and also extend this to more general consumption processes that incorporate these three as
special cases.
4.2.1 Specialism
In our first example, which was explored in Chapter 3, each species specializes on a single
resource, and cannot grow without the resource being available. Exchange of resources is
incorporated by allowing each species i to recycle a given proportion of its biomass back into
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the common pool, at a rate Pαi for resource α, while resource α is supplied to the system
from outside at a specific rate ρα and removed (due to degredation or outflow) at rate ηα.
Species undergo mortality (with biomass not recycled into usable resources) at rates µi.R˙α = ρα −Rα
∑
i ciδαiNi +
∑
i PαiNi − ηαRα
N˙i = Ni (ci
∑
αRαδαi − µi −
∑
α Pαi)
(4.1)
Here, ci is the specific rate of consumption of species i, and the Kronecker delta symbol δαi
indicates that consumption only occurs when α is equal to i.
These equations have equilibrium solutionsR
∗
α = δαi
1
ci
(
∑
β Pβi + µi)
N∗i =
∑
αM
−1
iα (ρα −R∗αηα)
(4.2)
where M is a matrix with entries defined by Mαi = δαi(
∑
β Pβi + µi) − Pαi. Not all
combinations of ρα and µi will lead to positive (so-called feasible) equilibria. The equilibrium
solutions for R∗α are always feasible in this model, because all of the parameters in the
equation for R∗α are positive. N
∗
i is not guaranteed to be positive, however, for a given set
of N∗i , we may find {ρα} and {ηα} such that N∗i is a solution.
4.2.2 Substitutable Resources
In our second example, also explored, in part, in Chapter 3, each species can consume
multiple distinct resources, with uptake rates determined by Cαi, which could also be thought
of as the preference of species i for resource α. A given consumer still cannot grow without
availability of the right resources, but can now have a wider range of options. Exchange of
resources is again incorporated by allowing each species i to recycle a given proportion of
its biomass back into the common pool, at a rate Pαi for resource α, with rates ρα, ηα and
µi defined as before.
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R˙α = ρα −Rα
∑
iCαiNi +
∑
i PαiNi − ηαRα
N˙i = Ni (
∑
αCαiRα − µi −
∑
α Pαi)
(4.3)
These equations have equilibrium solutionsR
∗
α =
∑
i(C
T )−1αi (
∑
β Pβi + µi)
N∗i =
∑
α(M
∗)−1iα (ρα −R∗αηα)
(4.4)
Where CT is the transpose of the matrix with entries Cαi and the matrix M
∗ is defined
by M∗αi = R
∗
αCαi − Pαi.
Although in the model, feasibility is not guaranteed, for any given set of positve R∗α, there
exists a set of µi such that R
∗
α is a solution and for a given set of N
∗
i , we may find {ρα} and
{ηα} such that N∗i is a solution.
4.2.3 Colimitation by Multiple Resources
In this system, each species is colimited by a distinct set of resources, so that species i
requires precisely Kαi units of resource α to grow new biomass. We model this consumption
process using multiplicative colimitation [23, 68, 37, 60], though we also note that it would
also be reasonable to consider other models of colimitation, for example Liebig’s law [46, 77,
30, 22], where each species has a single limiting resource at any given time. Each species
i has a resource conversion rate of ri. Exchange of resources is as usual incorporated by
allowing each species i to recycle a given proportion of its biomass back into the common
pool, at a rate Pαi for resource α, with ρα, ηα and µi retaining their previous definitions.
The resulting dynamics are described by the following ordinary differential equations:R˙α = ρα −
∑
iKαiriNi
∏
β R
Kβi
β +
∑
i PαiNi − ηαRα
N˙i = Ni(ri
∏
αR
Kαi
α − µi −
∑
α Pαi)
(4.5)
These equations have equilibrium solutions where consumption and production balance
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supply and mortality:
R
∗
α = exp(
∑
iK
−1
iα log(µi/ri +
∑
β Pβi/ri))
N∗i =
∑
αM
−1
iα (ρα −R∗αηα)
(4.6)
where the matrix M is given by Mαi = Kαi(µi+
∑
β Pβi)−Pαi. Clearly not all combinations
of {ρα}, {µi}, {ri}, K and P will lead to positive (so-called feasible) solutions. On the
other hand, all positive values {N∗i } are possible for some choice of resource inflow {ρα}.
Conversely, not all resource concentrations are possible—the recycling of resources into the
common pool typically places lower bounds on equilibrium resource concentrations for a
given K and P .
More explicitly, consider
ρα =
∑
iKαiriNi
∏
β(R
∗
β)
Kβi −∑i PαiN∗i + ηαR∗α
µi = ri
∏
α(R
∗
α)
Kαi −∑α Pαi (4.7)
When production is non-zero, not all {R∗α} and {N∗i }, are possible positive (also known
as feasible) equillibrium solutions. The primary constraint is that the input rates {ρα} and
mortality rates of consumers {µi} must both be non-negative in order to have a plausible
biological interpretation. So this means that the question is how to determine which {R∗α}
and {N∗i } are solutions for positive {µi} and {ρα}, given a fixed set of resource requirements
K and production defined by the matrix P .
First, we note that given a set {R∗α}, which may or may not be a feasible solution with
positive {µi}, there is always some positive constant, a such that {aR∗α} will arise from a
positive set {µi}. So not all {R∗α} are possible, but there is always a set of resource densities
in the same ratios that is a feasible solution. Conversely, all positive {µi} lead to positive
{R∗α}.
Second, given {N∗i }, and large enough {R∗α}, then
∑
iKαiriNi
∏
β(R
∗
β)
Kβi −∑i PαiN∗i +
ηαR
∗
α will be positive and thus so will {ρα}. So any positive {N∗i } is possible, given a
sufficiently large set of resource densities {R∗α}. In summary, we can rule out the existence
of pathological combinations of K and P—all pairs allow for at least some range of feasible
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equilibria.
4.2.4 General Model of Consumption and Exchange
This variety in consumption processes simply reflects that when competition is modeled
mechanistically, via the uptake and conversion of resources into biomass, there are then
many distinct ways for this mechanism to occur. This contrasts with modeling competition
implicitly, via direct species interactions (e.g. the competitive Lotka-Volterra equations),
and means that while we may gain new insights by incorporating more explicit mechanism,
we also have to deal with a potentially broader array of models. This in turn means that if
we want to derive general results, for example about the stability of equilibria, we may need
to make sure that these results hold for this broad range of models, and not just one special
case.
With this in mind, we now define a more general model of consumption, incorporating
as special cases the three examples above, but allowing for combinations of processes (e.g.
the possibility that a consumer may generate biomass through more than one combination
of essential resources—i.e. by one of multiple metabolic pathways). This model takes the
form: R˙α = ρα −
∑
iRαNi
∂gi
∂Rα
+
∑
i PαiNi − ηαRα
N˙i = Ni
(
gi(~R)−
∑
α Pαi − µi
) (4.8)
Where ~R represents the vector of resource concentrations. The freedom in choosing the
consumption function, gi(~R), as a function of resource concentrations allows us to straight-
forwardly recover any of the three earlier examples, in addition to a broad range of general-
izations. Third, the form of the depletion of resources as a result of consumption generically
takes the form
∑
iRαNi
∂gi
∂Rα
because we assume that the dependence of gi on Rα captures
the effective number of units of resource α required to build one new consumer, as in the case
of multiplicative colimitation. We note that while covering a large set of plausible forms of
consumption, and hence we describe it as general, this model is far from completely general.
For example, a Michaelis-Menten form for resource uptake and depletion would not fall into
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this category. In essence, what we generalize to here is cases where uptake is limited by the
rate of finding all necessary resources moving diffusively in a given environment.
The equilibrium solutions of equation (4.8) will depend on the specific form for the con-
sumption functions, {gi}, however we may write:gi(
~R∗) =
∑
α Pαi + µi
N∗i =
∑
α(M
∗)−1iα (ηαR
∗
α − ρα)
(4.9)
Where M∗αi = Pαi −R∗α ∂gi∂Rα
∣∣∣
~R∗
.
Finally for our model, we also put a restriction on the functional form of the consumption
process, by requiring that the matrix with components
1
Rα
∂
∂Rαˆ
(
−R˙α
)
=
1
Rα
∂
∂Rαˆ
(∑
i
NiRα
∂gi
∂Rα
+ ηαRα
)
(4.10)
is a positive semi-definite matrix. More explicitly, this condition imposes that if we inflate
or deflate resource centrations by allowing Rα → Rα(1 + α) for an arbitrary vector of small
quantities α, then
∑
α
α∆R˙α ≤ 0 (4.11)
where ∆R˙α is the small change in growth rates R˙α caused by the small change in resource
concentrations αRα. As an example, if all resources are inflated by a the same factor, so
that α = , then this condition tells us that the sum of all depletion rates must increase. In
essence, this condition imposes that resource depletion can’t decrease if resource concentra-
tions increase. In Section 4.5, we will show that this condition holds for our three example
models.
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4.3 Quantifying Species Interaction Strengths
In models where interactions are not mediated by explicit resources, the rate or strength
of a species interaction is a part of the definition of the model. That’s not the case here,
and so if we want to state or discuss the properties of these models and how they depend
on species interactions, we first need the right definition of interaction strength. In earlier
work on exchange among specialist consumers, it was natural to define the elements of the
exchange matrix P as the strength of mutualism between each pair of species, because there
was a one-to-one relationship between resource use and consumer identity. i.e. the entries
of the exchange matrix P already gave us a natural definition of mutualism. However, in all
of our more general cases, from substitutable resources through to the general consumption
process encoded by equation (4.8), the ‘strength’ of mutualism is more subtle.
Therefore to make progress we now derive a metric to measure the strength of mutualism
due to exchange between each pair of species. To simplify notation, we will in places use
matrix-vector notation. Specifically, we define ~R, ~N , ~g, ~ρ, ~µ and ~η to represent vectors of
the values of Rα, Ni, gi, ρα, µi and ηα respectively. We define Rd, Nd and Gd to be matrices
formed by placing ~R, ~N or ~g along the diagonal with zeros on the off-diagonal. We also
define Dg by Dgαi =
∂gi
∂Rα
and we let W = RdDgG
−1
d . First, we interpret the matrix, W . Its
components look like
Wαi = Rα
∂gi
∂Rα
gi
(4.12)
So that Wαi represents the current relative effect of resource α on species i’s growth rate
multiplied by the current resource density. We assume that the matrix W ∗ = R∗dDg
∗(G∗d)
−1
is of full rank, and hence invertible. In essence, this is an assumption that each species is
distinct in terms of its phenotype. We can therefore define a matrix
Θ∗ = [W ∗]−1P (4.13)
where P is the matrix describing the production of resources by each species.
We can interpret the components of Θ∗ by considering their relationship to the components
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of W ∗ and P :
Pαj =
∑
i
Θ∗ijW
∗
αi
so that 
P1j
P2j
...
Pmj
 = Θ∗1j

W ∗11
W ∗21
...
W ∗m1
+ Θ∗2j

W ∗12
W ∗22
...
W ∗m2
+ . . .+ Θ∗mj

W ∗1m
W ∗2m
...
W ∗mm

which can be written concisely as
~P (j) =
∑
i
Θ∗ij ~W ∗
(i)
where ~W ∗
(i)
is a vector describing the resource requirements of species i (i.e. the ith column
of the matrix W ∗) and ~P (j) describes the production of resources by species j. It can be
seen that the production of resources by j is a sum of components, each proportional to
the resource requirements of another species, i, with the constant of proportionality equal
to Θ∗ij. Hence, for all Θ
∗
ij positive, we interpret Θ
∗
ij biologically as the strength of exchange
from species j to species i. We note that for our example models, Θ∗ij positive along with
reciprocity, will be sufficient to ensure stability and so we restrict our analysis to systems
with non-negative Θ∗.
4.4 Local Stability for Arbitrary Consumption Requirements
First, rewriting our model in matrix notation using Θ as defined in equation (4.13)

~˙R = ~ρ−W (Gd −Θ) ~N −Rd~η
~˙N = Nd(~g − (WΘ)T~1− ~µ)
(4.14)
the Jacobian at equilibrium is given by
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L =
 −A −W ∗(G∗d −Θ∗)
N∗d [Dg
∗]T 0
 (4.15)
Where A is defined as
Aααˆ =
∑
i
N∗i
[
∂
∂Rαˆ
(
Rα
∂gi
∂Rα
)]
~R∗
+ δααˆηα (4.16)
If all the real parts of the eigenvalues of this Jacobian are negative, then this equilibrium
is locally stable [20].
To start with, we show that λ = 0 is not an eigenvalue of L. Assume it is, then there is
an eigenvector,~v, associated with λ = 0. Write ~v as
~v =
 ~x
~y

where ~x = (v1, v2, ..., vm) and ~y = (vm+1, vm+2, ..., vm+n) then
A~x −W ∗(G∗d −Θ∗)~y = 0
N∗d [Dg
∗]T~x = 0
(4.17)
so that ~x must be in the nullspace of N∗d [Dg
∗]T . However, for feasible equilibria,
rank(N∗d [Dg
∗]T ) = rank(Dg∗). We assume rank(Dg∗) = m and so with Dg∗ an m × m
matrix, then we must have ~x = ~0. Similarly, ~y must be in the nullspace of −W ∗(G∗d − Θ∗)
and thus ~y = ~0 so long as G∗d −Θ∗ has no zero eigenvalues.
To determine conditions under which the real parts of all the eigenvalues of L are negative,
we first note that the eigenvalue equation det(L− λI) = 0 is given by
det(L− λI) = det
 −A− λI −W ∗(G∗d −Θ∗)
N∗d [Dg
∗]T −λI
 = 0. (4.18)
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So long as λ 6= 0, then −λI is invertible, and so
0 = det(L− λI)
= det(−λI)
× det((−A− λI)− (−W ∗(G∗d −Θ∗))([−λI]−1)(N∗d [Dg∗]T ))
= det(−λI − (A+ 1
λ
W ∗(G∗d −Θ∗)N∗d [Dg∗]T ))
= det(−λI − (A+ 1
λ
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T ))
= det(−λI − (
√
[R∗d]−1A
√
R∗d +
1
λ
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T
√
R∗d))
We will next assume that λi is an eigenvalue of L such that Re(λi) ≥ 0 and look for a
contradiction. We will also assume that [G∗d]
−1Θ∗N∗d is symmetric, which we interpret in
terms of reciprocity between species.
We wish to find a contradiction by proving the eigenvalues of√
[R∗d]−1A
√
R∗d+
1
λi
√
R∗dDg
∗[G∗d]
−1(G∗d−Θ∗)N∗d [Dg∗]T
√
R∗d have positive real part and so it
will be sufficient to show that the Hermitian part,
H(
√
[R∗d]−1A
√
R∗d +
1
λi
√
R∗dDg
∗[G∗d]
−1(G∗d − Θ∗)N∗d [Dg∗]T
√
R∗d), is positive definite [41].
We will do this by looking at the two matrices
√
[R∗d]−1A
√
R∗d and
1
λi
√
R∗dDg
∗[G∗d]
−1(G∗d −
Θ∗)N∗d [Dg
∗]T
√
R∗d seperately. For
1
λi
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T
√
R∗d
H
(
1
λi
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗) ~N∗d [Dg∗]T
√
~R∗d
)
=
Re(λi)
|λi|2
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T
√
R∗d
which is T congruent to [G∗d]
−1(G∗d −Θ∗)N∗d and so we want the eigenvalues of [G∗d]−1(G∗d −
Θ∗)N∗d to be all positive. [G
∗
d]
−1(G∗d − Θ∗)N∗d is symmetric, and is T congruent to, and
thus has the same inertia as
√
G∗d[N
∗
d ]
−1[G∗d]
−1(G∗d −Θ∗)N∗d
√
G∗d[N
∗
d ]
−1 which has the same
eigenvalues as G∗d[G
∗
d]
−1(G∗d −Θ∗)N∗d [N∗d ]−1 = G∗d −Θ∗.
Thus we wish to find a condition ensuring all eigenvalues of G∗d − Θ∗ are positive. From
Gershgorin’s theorem [41], this will be true if G∗i >
∑
j[|Θ∗|]Tij for all i. Using that for
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feasible equilibria, G∗ = ~µ+ [Θ∗]T [W ∗]T~1, the condition becomes
~µ > |[Θ∗]T |~1− [Θ∗]T [W ∗]T~1 (4.19)
Now looking at the Hermitian part of
√
[R∗d]−1A
√
R∗d. We can write this as√
R∗d[R
∗
d]
−1A
√
R∗d and so if the Hermitian part of [R
∗
d]
−1A is positive definite so will be√
[R∗d]−1A
√
R∗d . Note that [R
∗
d]
−1A is symmetric.
[[R∗d]
−1A]ααˆ =
1
R∗α
∑
i
N∗i
[
∂Rα
∂Rαˆ
∂gi
∂Rα
+Rα
∂2gi
∂Rα∂Rαˆ
]
~R∗
+
1
R∗α
δααˆηα (4.20)
4.5 Reciprocity Implies Stability
Our model with generalized consumption, stated using matrix-vector notation is

~˙R = ~ρ−W (Gd −Θ) ~N −Rd~η
~˙N = Nd(~g − (WΘ)T~1− ~µ)
(4.21)
Using the definition of the matrix Θ from Section 4.3, we define reciprocity between species
i and j to mean
ΘijNj
Gi
=
ΘjiNi
Gj
(4.22)
which can be interpreted as: Species j produces as much of what species i needs relative to
its growth rate, as species i does for species j.
In Section 4.4, we proved that the equilibrium solution to equation (4.21) will be stable
to small perturbations when the following conditions are met:
1. Dg∗ is nonsingular
2. ~µ > |[Θ∗]T |~1− [Θ∗]T [W ∗]T~1
3.
Θ∗ijN
∗
j
G∗i
=
Θ∗jiN
∗
i
G∗j
for all pairs of species {i, j}
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4. [R∗d]
−1A is positive definite
Where A is as defined in equation (4.16). The first condition states that species’ responses
to changes in resource densities should be sufficiently different. The second condition ensures
that the eigenvalues of G∗d−Θ∗ will be positive. This can be interpreted as the total strength
of a species’ production/exchange being bounded by its consumption. The third condition
is a reciprocity condition that tells us that if species j produces as much of what species i
needs relative to its growth rate, as species i does for species j, for all pairs i and j, then
(when combined with the other conditions) the whole community will stably coexist. The
fourth condition is implied by the assumption on the functional form of consumption for our
general model equation (4.10). For our three example models, all of these conditions will be
automatically met with the exception of the third condition. So given a particular model
from among our examples, only reciprocity must be checked to determine stability using our
criteria.
4.5.1 Specialism
We now explore these criteria and their intepretation in each of our three example models.
The specialist consumer model rewritten using matrix-vector notation is
~˙R = ~ρ− (~RdC − P ) ~N − ~Rd~η
~˙N = ~Nd(C
T ~R− P T~1− ~µ)
(4.23)
Where C is a diagonal matrix.
The three conditions for stability become
1. C is nonsingular
2. ~µ > |P |T~1− P T [R∗dC[CT ~R∗]−1d ]T~1
3.
(Pαjδαi)N
∗
j
ciR∗αδαi
=
(Pαiδαj)N
∗
i
cjR∗αδαj
4. [R∗d]
−1A is positive definite
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By definition, this model satisfies the first condition. The second condition holds because P
is non-negative, ~µ is positive and [R∗dC[C
T ~R∗]−1d ]
T = I. Only the third condition (reciprocity)
may or may not hold. If we consider the special case of ci = c and N
∗
i = n for all i, and
R∗α = r for all α. Then if P is symmetric, the third condition will hold, recapitulating the
earlier result in [15]. To see the fourth condition is satisfied
[[R∗d]
−1A]ααˆ =
1
R∗α
∑
i
N∗i
[
∂Rα
∂Rαˆ
∂gi
∂Rα
+Rα
∂2gi
∂Rα∂Rαˆ
]
~R∗
+
1
R∗α
δααˆηα
= δααˆ
1
R∗α
(
∑
i
δαiCαiN
∗
i + ηα)
(4.24)
which is a positive definite matrix.
4.5.2 Substitutable Resources
The model for substitutable resources rewritten using matrix-vector notation is

~˙R = ~ρ− (~RdC − P ) ~N − ~Rd~η
~˙N = ~Nd(C
T ~R− P T~1− ~µ)
(4.25)
and the sufficient conditions take the form
1. C is nonsingular
2. ~µ > |Θ∗|T~1− [Θ∗]T [R∗dC[CT ~R∗]−1d ]T~1
3. C−1[R∗d]
−1PN∗d is symmetric
4. [R∗d]
−1A is positive definite
Where Θ∗ = [CT ~R∗]dC−1[R∗d]
−1P . We assume the first condition for our model. This
model satisfies the second condition for positive Θ∗ because [R∗dC[C
T ~R∗]−1d ]
T~1 = ~1. In order
to ensure stability, the third condition must be verified using the equilibrium values for a
given model. To see the fourth condition is always satisfied in this model
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[[R∗d]
−1A]ααˆ =
1
R∗α
∑
i
N∗i
[
∂Rα
∂Rαˆ
∂gi
∂Rα
+Rα
∂2gi
∂Rα∂Rαˆ
]
~R∗
+
1
R∗α
δααˆηα
= δααˆ
1
R∗α
(
∑
i
CαiN
∗
i + ηα)
(4.26)
which is a positive definite matrix.
4.5.3 Colimitation by Multiple Resources
The model in matrix-vector notation is

~˙R = ~ρ− (KGd − P ) ~N −Rd~η
~˙N = Nd(~g − P T~1− ~µ)
(4.27)
The sufficient conditions for stability become
1. [R∗d]
−1KG∗d is nonsingular
2. ~µ > |Θ|T~1−ΘTKT~1
3. [G∗d]
−1ΘN∗d is symmetric
4. [R∗d]
−1A is positive definite
Where Θ = K−1P and Gd is the diagonal matrix with (Gd)ii = ri
∏
αR
Kαi
α . The first
condition holds for full-rank K and (G∗d)ii > 0, which we assume for our model. The second
condition holds for Θ with non-negative entries by noticing that K has integer entries is
assumed nonsingular so that KT~1 ≥ ~1. Only reciprocity, the third condition, may fail for
this model. For the fourth condition
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[[R∗d]
−1A]ααˆ =
1
R∗α
∑
i
N∗i
[
∂
∂Rαˆ
(
Rα
∂gi
∂Rα
)]
~R∗
+
1
R∗α
δααˆηα
=
1
R∗α
∑
i
N∗i
[
∂
∂Rαˆ
(Kαigi)
]
~R∗
+
1
R∗α
δααˆηα
=
1
R∗α
∑
i
N∗i
[
KαiKαi
Rαˆ
gi
]
~R∗
+
1
R∗α
δααˆηα
=
∑
i
N∗i
[
KαiKαˆi
RαRαˆ
gi
]
~R∗
+
1
R∗α
δααˆηα
(4.28)
and so
[[R∗d]
−1A] = [R∗d]
−1KN∗dG
∗
dK
T [R∗d]
−1 + [R∗d]
−1ηd (4.29)
is the sum of two positive definite matrices.
4.6 Abundant Resource Inflow Implies Stability
This connection between reciprocity and stability may seem like it must be highly finely
tuned—i.e. a very unlikely special case. We now think about the implications for non-
reciprocal exchange, and show that (making some additional assumptions) non-reciprocal
modes of exchange can lead to stable equilibria, but in some cases only when resource
inflows are large. Viewed in this light, even being near to a condition of reciprocity may
extend the range of environmental contexts in which a given system will have a stable,
positive equilbria. In other words, reciprocity guarantees stability in our models for any set
of resource supply rates, but a broader range of modes of exchange will be compatible with
stability in a given environmental context defined by a finite set of supply rates.
We first explore how this works in our simplest example model, the case of specialized
consumers. We then extend this result, and show that for our more general consumption
process positive equilibria will be stable for sufficiently high resource inflow rates, even if
they are unstable for lower resource rates. To prove this we state some specific conditions on
growth and exchange, but importantly we do not assume reciprocity or any specific structure
for the matrix of mutualistic interactions, Θ. To illustrate the implications of this result, we
also picked out some explicit examples and solved for their dynamics numerically, shown in
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Figs 1–3. We note that this contrasts with the well-known paradox of enrichment [66], and
related results on the effect of spatial subsidies on stability [63, 44]. We also note that there
is no guarantee in our models that the magnitude of the largest eigenvalue of the appropriate
Jacobian decreases monotonically with increasing resource inflow, and so it is possible that
in some cases there may be phenomena of ‘oscillating’ stability and instability as a function
of resource inflow, although always (eventually) resulting in stable equilibria beyond some
threshold level.
4.6.1 Specialized Consumers
To explore this, we first consider our simplest example above, where each species specializes
on a single resource. We choose ηα = 0 and choose ρα and µi such that each resource
has the same equilibrium concentration, ~R∗ = r~1, and each species has the same equilibrium
abundance ~N∗ = n~1. Hence also all consumers have the same growth rate at this equilibrium
~G∗ = g~1, balanced by mortality.
For this model, the condition defining the equilibrium solution is:~µ = g
~1−ΘT~1
~ρ = (gI −Θ)n~1
(4.30)
and the Jacobian matrix for small perturbations around this feasible equilibrium solution is:
L =
 −gnr I −(gI −Θ)
gn
r
I 0
 . (4.31)
From the block form of this matrix, if λ is an eigenvalue of L, and γ is an eigenvalue of Θ,
then these eigenvalues are related by:
λ =
1
2
(
−gn
r
±
√(gn
r
)2
− 4gn
r
(g − γ)
)
(4.32)
The condition for the equilibrium to be stable to local perturbations (Re(λ) < 0) leads to
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the following necessary and sufficient condition for all γ [15]:
(Im(γ))2 <
gn
r
(g − Re(γ)). (4.33)
We now consider what happens when environmental conditions cause the resource influx rate
to be reduced. We assume the resource influx is rescaled to F~ρ, where F is a positive real
number, and F may vary. Then the conditions defining the equilibrium solution become:~µ = g
~1−ΘT~1
F~ρ = (gI −Θ)Fn~1.
(4.34)
So now the equilibrium abundances of all consumers are Fn, and the necessary and sufficient
criterion for stability becomes
(Im(γ))2 < F
gn
r
(g − Re(γ)). (4.35)
In the limit of scarce resources, i.e. as F → 0, the only Θ that will satisfy this inequality
are such that Im(γ) = 0 for all γ, thus restricting the form of Θ to a relatively specific
set of matrices, including reciprocal exchange, alongside (for example) exchange networks
without feedback loops. On the other hand, when resources are plentiful, i.e. when F >
sup
(
Im(γ)2
gn
r
(g−Re(γ))
)
, where the supremum is taken over all eigenvalues of Θ, then this system
will be stable.
Transition from Stability to Instability in a Slowly Changing Environment
The effect of a variable environment on individual species extinction has previously been
quantified via the raw, direct effect of environmental parameters on species growth rates [43,
42, 27], but there is a more limited understanding of how environmental variability might
impact collective properties like community stability, in particular when species can exchange
resources as well as consume them. We have been agnostic in this paper with respect to how
exchange has evolved over time [8, 75]. But it is clear that generic modes of exchange could
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evolve (if adaptive) in the context of high resource supply rates, only to lead to community
instability when supplies dry up.
We provide an explicit example of this phenomenon for a three-species community with
specialized consumers. For a sufficiently high set of resource inflow rates, this system has a
stable equilibrium—i.e. this is just a specific example of the general case above. We now
consider resource inflows to change so that resource inflow is slowly reduced over time. If
inflow rates are rescaled by a factor F , as above, and this factor varies slowly enough that the
system reaches a new equilibrium for each value of F , then this system will become unstable
for a sufficiently small F . We derive the threshold explicitly for this specific system, though
the phenomenon is quite general for specialist consumers and matrices Θ with any complex
eigenvalues. This suggests that the condition of stability under a range of environmental
contexts may be an important filter during the evolution of cooperation.
We begin with no exchange, i.e. Θ = 0. This system always has feasible equilibria for any
positive ρ and µ, and these equilibria is locally stable. Set ~µ = (2, 2, 1), ~ρ = (2, 4, 4). Then
~G∗ = (2, 2, 1), ~N∗ = (1, 2, 4) and with ri = 43 for all i, then
~R∗ = (3
2
, 3
2
, 3
4
).
We next suppose that over time, production is introduced as:
Θ =

1 0 2
1 1 0
0 1 1

which has eigenvalues, γj = 1 − 3
√
2ei
(2j+1)pi
3 for j = 0, 1, 2. The equilibrium values of this
system with production, Θ, are ~G∗ = g~1 with g = 4, ~R∗ = r~1 with r = 3 and ~N∗ = n~1
with n = 2. This system is stable. The eigenvalues of the Jacobian for this equilibrium are
approximately {−0.82 ± 2.86i,−1.84 ± 2.86i,−1.33 ± 1.69i} (i.e., the equilibrium is stable
to local perturbations).
So we have a system with asymmetric exchange, which nevertheless in this environmental
context has a stable equilibrium. We now rescale ~ρ to F~ρ, as above so that consumer
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abundances are rescaled to n = 2F . The criterion above then tells us that:
(Im(γj))
2 < F
8
3
(4− Re(γj)). (4.36)
for all γi. In other words, there is a threshold value of F at which this equilibrium will
become unstable.
We now define F0 as this threshold value of F , below which equation (4.36) fails for some
eigenvalue, γj, of Θ. The largest F0 comes from the stability criterion applied to γ2
F0 =
3
8
(Im(γ2))
2
(4− Re(γ2))
≈ 0.12
(4.37)
Therefore, for resource inflow levels below ρ = F0 × (2, 4, 4), the system with production
defined by Θ is unstable. However, the original system with no resource exchange, where
Θ = 0, would still have had a positive, stable equilibrium under these reduced resource
inflow conditions, implying that (with the benefit of hindsight) the addition of exchange was
detrimental to stability.
4.6.2 Generalized Consumption with No Resource Outflow
Here we consider our model for generalized consumption requirements with no resource
outflow, so that ~η = 0. From Section 4.4 we have the eigenvalue equation
det(−λI − (
√
[R∗d]−1A
√
R∗d +
1
λ
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T
√
R∗d)) = 0
which is equivalent to
det(−λ2I − (λ
√
[R∗d]−1A
√
R∗d +
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T
√
R∗d)) = 0
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Now consider increasing resource inflow so that ~ρ→ F~ρ for positive real F . Then by equa-
tion (4.21), the new equilibrium species abundances become ~N∗ → F ~N∗ and the eigenvalue
equation becomes
det(−λ2I − F (λ
√
[R∗d]−1A
√
R∗d +
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T
√
R∗d)) = 0
Now for some notation changes. First, lets drop the ∗ (which from now on will denote
complex conjugate transpose). Next, define U as U =
√
R−1d A
√
Rd and V as V =
√
RdDg
and we rewrite the eigenvalue equation as
det(−λ2I − F (λU + VMV T )) = 0 (4.38)
Where M = G−1d (Gd −Θ)Nd.
We wish to show that for large enough F , λ such that Re(λ) ≥ 0 cannot be a solution.
We will not need to consider which λ actually solve equation (4.38). We will only need to
eliminate the ones with positive real part. We assume, as before, that V is nonsingular and
that U is positive definite. We also assume that the field of values of M , F(M) = {x∗Mx :
x∗x = 1, x ∈ Cn} is contained strictly in the right half of the complex plane. This condition
is somewhat stricter than that used in conjunction with symmetry for the stability proof in
Section 4.4, which was that M had all positive eigenvalues.
Let λ = a+ bi. Assume a ≥ 0 and, by symmetry, it is only necessary to consider b ≥ 0 so
assume that as well. We show for such λ that there exists an Fλ such that for all F > Fλ,
−λ2 /∈ F(F (λU+VMV T )) and thus −λ2 cannot be an eigenvalue of F (λU+VMV T ). Then
we argue that we can bound our {Fλ}.
Note that from the properties of field of values [40] we have
F(F (λU + VMV T )) = F (F(λU + VMV T ))
⊂ F (λF(U) + F(VMV T ))
(4.39)
We will essentially show that we can use F to push λF(U) + F(VMV T ) too far from
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the origin, beyond | − λ2|. Because of this, it is the values of λF(U) and F(VMV T ) with
minimum modulus that will be important.
First, we want to describe F(VMV T ).
F(VMV T ) = {x∗VMV Tx : x∗x = 1}
= {y∗My : y = V Tx, x∗x = 1}
(4.40)
For every y = V Tx with x∗x = 1, we have that there exists an x˜ with x˜∗x˜ = 1 such that
y = α{V,x˜}x˜ for some real number α{V,x˜}. And so continuing
{y∗My : y = V Tx, x∗x = 1} = {α{V,x˜}x˜∗Mα{V,x˜}x˜ : x˜∗x˜ = 1}
= {(α{V,x˜})2 x˜∗Mx˜ : x˜∗x˜ = 1}
(4.41)
so that every point in the field of values F(VMV T ) is a point in F(M) stretched/shrunk
by some value (α{V,x˜})2. We want to be sure F(VMV T ) is contained in the right half of the
complex plane and so need to consider the shrink. Because V T is non-singular, from the
singular value decomposition of V
min(α{V,x˜})2 = min(||V Tx||2) for x∗x = 1
= λmin(V V
T )
> 0
(4.42)
Where λmin(V V
T ) is the smallest eigenvalue of V V T . Now because F(M) is in the right
half of the complex plane and λmin(V V
T ) > 0 we may conclude that F(VMV T ) is contained
in the right half of the complex plane. Because a field of values is a compact, convex set,
which for a real matrix will be symmetric about the real line [41], we may without loss of
generality, assume that F(VMV T ) is a closed disk, D, centered at c with radius r. And
because we know that every value in F(VMV T ) has positive real part, we have that r < c.
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Figure 4.1: The disk, D, which represents F(VMV T ). It is symmetric about the real line and is contained strictly in the right
half of the complex plane.
Now lets look at λF(U). Because U is positive definite, F(U) is just a closed interval of
positive real numbers, [κ0, κ1]. So to summarize, for each λ = a + bi with a, b ≥ 0 we are
looking for an Fλ such that F > Fλ implies −λ2 /∈ F ([κ0λ, κ1λ] + D) where we define the
sum of two sets by: S1 + S2 = {s1 + s2 : s1 ∈ S1, s2 ∈ S2}
The distance of [κ0λ, κ1λ] +D to the origin can be no less than c− r and so we can find
Fλ such that
|λ|2 < Fλ(c− r) (4.43)
Now we will show that we only need to consider λ in a bounded region. First note that
for λ = |λ|eiθ such that θ ∈ [0, pi
4
], we have −λ2 = |λ|2ei(2θ+pi) with 2θ + pi ∈ [pi, 3pi
2
] and so
for all F , −λ2 /∈ F ([κ0λ, κ1λ] +D).
Consider, λ = a + bi such that κ0b > r, then [κ0λ, κ1λ] + D lies entirely above the real
axis, however, for all λ = a + bi such that a, b ≥ 0, −λ2 is in the lower half of the complex
plane. Thus we have a region, R, bounded by the imaginary axis, the ray θ = pi
4
and the
line z = x+ r
κ0
i.
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Figure 4.2: The region, R, in the complex plane. For λ outside of this region, −λ2 /∈ F ([κ0λ, κ1λ] +D) for all F > 0.
From equation (4.55), larger magnitude λ require larger Fλ. Consider λ0 = a + bi such
that a = b and b = r
κ0
. Then |λ0| > |λ| for any λ in R and so can be used along with
equation (4.55) to give an upper bound, F0, for {Fλ}
|λ0|2 = 2
(
r
κ0
)2
< F0(c− r) (4.44)
And so F0 =
2r2
κ20(c−r) is the desired bound for {Fλ}.
4.6.3 General Model with Resource Outflow
Here we consider our model for generalized consumption requirements with resource outflow,
so that ~η ≥ 0. The proof is similar to that from Section 4.6.2, however some modifications
were necessary to incoorperate non-zero outflow. From Section 4.4 we have the eigenvalue
equation
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det(−λI − (
√
[R∗d]−1A
√
R∗d +
1
λ
√
R∗dDg
∗[G∗d]
−1(G∗d −Θ∗)N∗d [Dg∗]T
√
R∗d)) = 0
From here on, although all values will continue to be equilibrium values, we drop the ∗
notation, which will from now on be used to indicate complex conjugate transpose. The
eigenvalue equation is equivalent to
det(−λ2I − (λ
√
R−1d A
√
Rd +
√
RdDgG
−1
d (Gd −Θ)NdDgT
√
Rd)) = 0
For this proof, we will need to alter some of the previous assumptions. The first involves
the assumption that
[R−1d A]ααˆ =
1
Rα
∑
i
Ni(
∂Rα
∂Rαˆ
∂gi
∂Rα
+Rα
∂2gi
∂Rα∂Rαˆ
) +
1
Rα
δααˆηα (4.45)
is a positive definite matrix. Our altered assumption is that
[R−1d A
′]ααˆ :=
1
Rα
∑
i
Ni(
∂Rα
∂Rαˆ
∂gi
∂Rα
+Rα
∂2gi
∂Rα∂Rαˆ
) (4.46)
is positive definite. Note that this assumption implies the previous one. All of our ex-
ample models satisfy this strengthened assumption. Define U =
√
RdA
′√Rd and B =
√
RdR
−1
d ηd
√
Rd. Also define V =
√
RdDg. The eigenvalue equation now can be written
det(−λ2I − (λ(U +B) + V G−1d (Gd −Θ)NdV T )) = 0 (4.47)
Now consider increasing resource inflow so that ~ρ→ F~ρ for positive real F
Define ~N0 = [W (Gd − Θ)]−1(~ρ + Rd~η) and ~N1 = [W (Gd − Θ)]−1~ρ where W = RdDgG−1d .
Then the new equilibrium species abundances become
~NF := ~N0 + (F − 1) ~N1 (4.48)
Finally define M0 = G
−1
d (Gd −Θ)[N0]d and M1 = G−1d (Gd −Θ)[N1]d so that
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MF := M0 + (F − 1)M1 (4.49)
and the new eigenvalue equation is
det(−λ2I − (λ(FU +B) + VMFV T )) = 0 (4.50)
We wish to show that for large enough F , λ such that Re(λ) ≥ 0 cannot be a solution.
We will not need to consider which λ actually solve equation (4.50). We will only need to
eliminate the ones with positive real part. We assume, as before, that V is nonsingular. We
also assume that the field of values of M1, F(M1) = {x∗M1x : x∗x = 1, x ∈ Cn} is contained
strictly in the right half of the complex plane. Note that in the absence of outflow, ~η, this
assumption is equivalent to the one used in the stability proof for the ~η = 0 case, where it
was assumed that F(G−1d (Gd − Θ)Nd) is contained strictly in the right half of the complex
plane.
Let λ = x + yi. Assume x ≥ 0 and, by symmetry, it is only necessary to consider y ≥ 0,
so assume that as well. We show for such λ that there exists an Fλ such that for all F > Fλ
−λ2 /∈ F(λ(FU +B) + VMFV T ) (4.51)
and thus −λ2 cannot be an eigenvalue of
λ(FU +B) + VMFV
T (4.52)
Then we argue that we can bound our {Fλ}.
Note that from the properties of field of values we have
F(λ(FU +B) + VMFV T ) ⊂ λF(FU +B) + F(VMFV T ) (4.53)
where we define the sum of two sets by: S1 + S2 = {s1 + s2 : s1 ∈ S1, s2 ∈ S2}.
We will essentially show that we can use F to push λF(FU + B) + F(VMFV T ) too far
from the origin, beyond | − λ2|.
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We wish for the elements of F(MF ) to have positive real parts. Now because F(M0) is
bounded, F(M1) is in the right half of the complex plane, and field of values is subadditive,
there exists an Fρ such that F(M0 + (Fρ − 1)M1) is in the right half of the complex plane.
Now
F(VMFV T ) = F(V [M0 + (Fρ − 1)M1]V T + (F − Fρ)VM1V T )
⊂ F(V [M0 + (Fρ − 1)M1]V T ) + (F − Fρ)F(VM1V T )
(4.54)
From the argument given for the proof of the ~η = 0 case, because V is nonsingular, we
may conclude that both F(V [M0 + (Fρ − 1)M1]V T ) and F(VM1V T ) are contained in the
right half of the complex plane. Because a field of values is a compact, convex set, which
for a real matrix will be symmetric about the real line, we may without loss of generality,
assume that F(V [M0 + (Fρ − 1)M1]V T ) and F(VM1V T ) are closed disks, D1 and D2, with
centers at c1 and c2, radii r1 and r2 respectively. And because we know that they are in the
right half of the complex plane, we have that r1 < c1 and r2 < c2.
Now lets look at λF(FU+B). Because U and B are positive definite, the field of values of
each is just a closed interval of positive real numbers, [u0, u1] and [b0, b1] respectively. So to
summarize, for each λ = x+yi with x, y ≥ 0 we are looking for an Fλ such that F > Fλ > Fρ
implies −λ2 /∈ λ[Fu0 + b0, Fu1 + b1] +D1 + (F − Fρ)D2.
Because all the elements of λ[Fu0 +b0, Fu1 +b1]+D1 have positive real parts, the distance
of λ[Fu0 + b0, Fu1 + b1] +D1 + (F −Fρ)D2 to the origin can be no less than the distance of
(F − Fρ)D2 to the origin, (F − Fρ)(c2 − r2). So we can find Fλ such that
|λ|2 < (Fλ − Fρ)(c2 − r2) (4.55)
Now we will show that we only need to consider λ in a bounded region. First note that
for λ = |λ|eiθ such that θ ∈ [0, pi
4
], we have −λ2 = |λ|2ei(2θ+pi) with 2θ + pi ∈ [pi, 3pi
2
] and so
for all F , −λ2 /∈ λ[Fu0 + b0, Fu1 + b1] +D1 + (F − Fρ)D2.
Consider, λ = x + yi such that y > κ where κ = max{ r1
b0
, r2
u0
} then (Fu0 + b0)y >
r1 + (F − Fρ)r2, and λ[Fu0 + b0, Fu1 + b1] + D1 + (F − Fρ)D2 lies entirely above the real
axis for all F > Fρ, however, for all λ = x + yi such that x, y ≥ 0, −λ2 is in the lower half
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of the complex plane. Thus we have a region, R, bounded by the imaginary axis, the ray
θ = pi
4
and the line z = x+ κi.
Figure 4.3: The region, R, in the complex plane. For λ outside of this region,
−λ2 /∈ λ[Fu0 + b0, Fu1 + b1] +D1 + (F − Fρ)D2 for all F > Fρ.
From equation (4.55), larger magnitude λ require larger Fλ. Consider λ0 = x + yi such
that x = y and y = κ. Then |λ0| > |λ| for any λ in R and so can be used along with
equation (4.55) to give an upper bound, F0, for {Fλ}
|λ0|2 = 2 (κ)2 < (F0 − Fρ)(c2 − r2) (4.56)
And so F0 = Fρ +
2κ2
(c2−r2) is the desired bound for {Fλ}.
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Figure 4.4: Resource Supply and the Onset of Instability for Specialist Consumers. This example shows four
communities of 20 consumer species, each specializing on one of 20 distinct resources, with consumption rates drawn from the
absolute values of a standard normal distribution. Inflow and mortality rates are chosen so that equilibrium concentrations
and abundances are also randomly drawn from the absolute values of a normal distribution, and the exchange matrix Θ has a
connectance =0.2, with non-zero entries drawn from the absolute values of a standard normal. From left to right we show the
effect of changing resource supply on the dynamics of this community near equilibrium. Resource supply rates, F~ρ, are
increased by a factor of ten from each panel to the next, reflected in the increase of consumer abundances by the same factor.
This shift demonstrates that reducing resource supplies alone can change a stable community equilibrium into an unstable
equilibrium, mediated by the corresponding change in consumer abundances. The top panels illustrate the eigenvalue
spectrum of the Jacobian at the equilibrium in each case. As resource supply is increased, the spectrum loses eigenvalues with
positive real part.
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Figure 4.5: Resource Supply and the Onset of Instability for Substitutable Resources. This example shows four
communities of 20 consumer species, each able to use two of 20 distinct resources. Consumption rates are such that the
matrix C has diagonal entries non-zero, and also one other entry non-zero for each row and column. Entries are again drawn
from absolute values of normal distributions.Inflow and mortality rates are chosen so that equilibrium concentrations and
abundances are also randomly drawn from the absolute values of a normal distribution, and the exchange matrix Θ has a
connectance =0.2, with non-zero entries drawn from the absolute values of a Gaussian with mean zero and sd one. Resource
supply rates, F~ρ, are increased by a factor of ten from each panel to the next, reflected in the increase of consumer abundances
by the same factor. The top panels illustrate the same phenomenon by focusing on the eigenvalue spectrum of the Jacobian
near the equilibrium in each case. As resource supply is increased, the spectrum loses eigenvalues with positive real part.
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Figure 4.6: Resource Supply and the Onset of Instability for Essential Resources. This example shows four
communties of 20 consumer species, each using an essential combination of multiple resources drawn from a set of 20 distinct
resources. The matrix Kαi describing how many units of resource α are needed by species i was chosen to have a connectance
of 0.3, and each entry is randomly drawn from a list containing 1, 2 and 3 with different weightings. i.e. each species uses on
average 6 resources, and requires either one, two or three units of each, with one unit being the most likely in this example,
followed by two and three. From left to right we show the effect of changing resource supply on the dynamics of this
community near equilibrium. Resource supply rates, F~ρ, are increased by a factor of ten from each panel to the next,
reflected in the increase of consumer abundances by the same factor. The top panels illustrate the same phenomenon by
focusing on the eigenvalue spectrum of the Jacobian near the equilibrium in each case. As resource supply is increased, the
spectrum loses eigenvalues with positive real part.
4.7 Discussion
Our study has identified two important connections between resource exchange and commu-
nity stability, in the context of consumption of a set of essential resources. Our approach
builds on classic consumer-resource dynamics [77, 78, 76, 19, 2], but incorporates the possi-
bility of arbitrary exchanges of resources between consumers, which could be thought of in
terms of the recycling of biomass into usable matter following mortality. Using this frame-
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work, we generalized an earlier connection, made in Chapter 3, between pairwise reciprocity
in the exchange of resources and community stability for a complex ecological system [15].
Specifically, reciprocity of resource exchange is a sufficient condition for the local stability
of a positive equilibrium, even when consumption requirements of species are a complicated
combination of distinct resource types. So long as reciprocity holds, the strength of inter-
actions and dependencies between species can be arbitrarily strong. The difference between
this conclusion and the classic results arising from pairwise interactions reinforces the im-
portance of considering explicit mechanisms underlying species interactions—even to gain
an understanding of quite basic properties like the local stability of equilibria.
Second, we identified a connection between the environmental context, characterized by
the rates of resource supply from outside, and community stability. We proved that generic
modes of exchange lead to stable equilibrium if resource supply rates are sufficiently high.
When resources are scarce, many modes of exchange will lead to instability, but in times
of (sufficient) plenty any mode of exchange can lead to a stable equilibrium, in contrast to
classic work based on smaller, but trophically-structured networks [66]. This well-known
paradox of enrichment considers the interaction of nutrients, prey, and predators, and for
a certain set of functional forms for predator-prey interactions we know that increasing
nutrient availability for the prey species will lead to instability. Our models do not not
have this three-level trophic interaction, but do allow for a much more complex ‘horizontal’
network of exchange. And yet we find, for essentially any form of this horizontal structure,
that a large enough increase in external resource inflow will eventually lead to stability.
Taken in combination, our two results suggest some extensions to the dictionary of how
to be stable. An intuitive reason for the instability in systems with direct species inter-
actions, described by May and others [55, 4] and used in our Lotka-Volterra model from
Chapter 2, is that if there are sufficiently many randomly-placed links between species, and
they are strong enough, then these interactions will tend to generate destabilizing feedbacks.
Avoiding feedbacks therefore is a reasonable lesson to take from these systems. Some of the
intuition behind these results is similar—for example in the case of species that specialize
on a single resource, acyclic exchange (like reciprocity) is an example of the special modes of
exchange that will guarantee stability under all environmental contexts. On the other hand,
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the idea that reciprocity leads to stability is somewhat invisible in the direct interactions
approach, where the received wisdom has been that asymmetric mutualisms are more likely
to lead to stability [12]. Yet here we have shown that reciprocity is a general way to ensure
stability across different modes of resource consumption. Interactions and transactions in
social systems may often be based on exchange, for example in financial networks [36]. It
is therefore possible that their dynamics more closely mirror the set-up of our system than
models of direct species interactions, and hence the fact that reciprocity (rather than asym-
metry) leads to stability here may be important in understanding stability in complex social
systems, as well as in biological examples.
Finally, we did not make reference to the evolution of cooperation, which in this con-
text would allow for changes in production and exchange over time [8], and in the right
circumstances can lead to reciprocity [75, 6]. Everything considered here is for fixed species
phenotypes, and ecological rather than evolutionary stability. On the other hand, our anal-
ysis demonstrates that ecological stability may be a non-trivial criterion along the way for
any evolving system of cooperating species. In particular, if exchange evolves when resources
are plentiful, we demonstrated that the very same exchange process can lead to instability
and possible collapse if at some later point the same resources are much more scarce.
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