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ABSTRACT
While deep neural networks (DNN) have become an effective com-
putational tool, the prediction results are often criticized by the
lack of interpretability, which is essential in many real-world appli-
cations such as health informatics. Existing attempts based on local
interpretations aim to identify relevant features contributing the
most to the prediction of DNN by monitoring the neighborhood of
a given input. They usually simply ignore the intermediate layers
of the DNN that might contain rich information for interpretation.
To bridge the gap, in this paper, we propose to investigate a guided
feature inversion framework for taking advantage of the deep archi-
tectures towards effective interpretation. The proposed framework
not only determines the contribution of each feature in the input
but also provides insights into the decision-making process of DNN
models. By further interacting with the neuron of the target cate-
gory at the output layer of the DNN, we enforce the interpretation
result to be class-discriminative. We apply the proposed interpreta-
tion model to different CNN architectures to provide explanations
for image data and conduct extensive experiments on ImageNet
and PASCAL VOC07 datasets. The interpretation results demon-
strate the effectiveness of our proposed framework in providing
class-discriminative interpretation for DNN-based prediction.
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1 INTRODUCTION
Deep neural networks (DNN) have achieved extremely high pre-
diction accuracy in a wide range of fields such as computer vi-
sion [16, 21, 37], natural language processing [43], and recom-
mender systems [17]. Despite the superior performance, DNN mod-
els are often regarded as black-boxes, since these models cannot
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provide meaningful explanations on how a certain prediction (de-
cision) is made. Without the explanations to enhance the trans-
parency of DNN models, it would become difficult to build up trust
and credibility among end-users. Moreover, instead of accurately
extracting insightful knowledge, DNN model may sometimes learn
biases from the training data. Interpretability can be utilized as an
effective debugging tool to find out the bias and vulnerabilities of
models, analyze why it may fail in some cases, and ultimately figure
out possible solutions to refine model performance.
Existing interpretation methods usually focus on two types of
interpretations, i.e., model-level interpretation and instance-level
interpretation. Model-level interpretation targets to find a good pro-
totype in the input domain that is interpretable and can represent
the abstract concept learned by a neuron or a group of neurons in
a DNN [28]. Instance-level interpretation, however, tries to answer
what features of an input lead it to activate the DNN neurons to
make a specific prediction. As model-level interpretations usually
delve into inherent model properties via in-depth theoretical analy-
sis, instance-level interpretations are comparably more forthright,
thus explain profound theories with more intuitive terms.
Conventional instance-level interpretations usually follow the
philosophy of local interpretation [31]. Let x be an input for a DNN,
the prediction of the DNN is denoted as a function f (x). Through
monitoring the prediction response provided by the function f
around the neighborhood of a given point x, the features in x
which cause a larger change of f will be treated as more relevant
to the final prediction. This either can be achieved by perturbing
the input and observing the prediction differences [6, 11, 31, 45]
(bottom-up manner) or calculating the gradient of output f with
respect to input x [36, 38–40] (top-down manner). Although these
approaches locally interpret DNN predictions to some extent, they
usually ignore the intermediate layers of DNN, thus leave out vast
informative intermediate information [44, 47]. In addition, these
methods have the risk of triggering the artifacts of DNNmodels [15,
22]. It has been demonstrated that some generated inputs can fool
DNN and lead DNN to make unexpected outputs, which can not be
counted as meaningful interpretations. By taking advantage of the
intermediate layers information, it is more likely to characterize the
behaviors of DNN under normal operating conditions. It motivates
us to explore the utilization of intermediate information to derive
more accurate interpretations.
Feature inversion has been initially studied for visualizing and
understanding intermediate feature representations of DNN [8, 27].
It has been shown that the CNN representation could be inverted
to an image which sheds light on the information extracted by
each convolutional layer. The inversion results indicate that as the
information propagates from the input layer to the output layer,
the DNN classifier gradually compresses the input information,
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and discard information irrelevant to the prediction task. Besides,
the inversion result from a specific layer also reveals the amount
of information contained in that layer. However, these inversion
results are relatively rough and obscure for delicate interpretations.
It remains challenging to automatically extract the contributing
factors for prediction, i.e., the location for the target object, in the
input utilizing the feature inversion.
In this paper, we propose an instance-level DNN interpretation
model by performing guided image feature inversion. Leveraging
the observations found in our preliminary experiments that the
higher layers of DNN do capture the high-level content of the input
as well as its spatial arrangement, we present guided feature recon-
structions to explicitly preserve the object localization information
in a “mask”, so as to provide insights of what information is actually
employed by the DNN for the prediction. In order to induce class-
discriminative power upon interpretations, we further establish
connections between the input and the target object by fine-tuning
the interpretation result obtained from guided feature inversions
with class-dependent constraints. In addition, we show that the
intermediate activation values at higher convolutional layers of
DNN are able to behave as a stronger regularizer, leading to more
smooth, and continuous saliency maps. This regularization dramat-
ically decreases the possibility to produce artifacts, thus providing
more exquisite interpretations. Four major contributions of this
paper are summarized as follows:
• We propose a novel guided feature inversion method to pro-
vide instance-level interpretations of DNN. The proposed
method could locate the salient foreground part, thus deter-
mining which part of information in the input instance is
preserved by the DNN, and which part is discarded.
• Through adding class-dependent constraints upon the guided
feature inversion, the proposed method could provide class-
discriminative power for more exquisite interpretations.
• Leveraging the integration of the intermediate activation
values as masks, we further lower the possibility to produce
artifacts and increase the optimization efficiency.
• Experimental results on three image datasets validate that
the proposedmethod could accurately localize discriminative
image regions which is consistent with human cognition.
The rest of this paper is organized as follows. Section 2 summa-
rizes two lines of work related to this paper. Section 3 introduces
the proposed framework for interpreting DNN-based predictions.
Section 4 presents experimental results to verify the effectiveness of
our proposed framework. Section 5 gives the conclusional remarks.
2 RELATEDWORK
There are a number of techniques developed to interpret machine
learning models [7, 12, 23, 24, 31]. Among them, two lines of work
are most relevant to this paper: visualizing DNN feature represen-
tation through feature inversion, and instance-level interpretation
for DNN-based prediction. We present brief reviews of these two
research fields as follows.
Feature inversion Mahendran and Vedaldi [27] inverted interme-
diate CNN feature representation [4] from different layers in order
to have some insights into the working mechanism of CNN. The
up-convolutional neural network was utilized in [8] to invert the
intermediate features of CNN and led to more accurate image recon-
struction, revealing that rich information is contained in these inner
features. Feature inversion has become an effective tool to be ap-
plied to high-level image generation and transformation tasks, due
to its power to generate high-quality visualizations. For instance,
feature inversion was utilized to separate the content and style of
any natural images, and a new image was then synthesized with
content and style derived from two source images [13]. Upchurch et
al. [42] first linearly interpolated the higher layer of CNN and then
inverted the modified feature to an image to perform high-level
semantic transformations.
Interpretation for DNN-based prediction A large fraction of
existing interpretation methods are based on sensitivity analysis,
i.e., calculating the sensitivity of the classification output in terms
of the input. A significant prediction probability drop with a cer-
tain class means a big feature importance towards the prediction.
This type of methods can be further classified into two categories:
gradient based methods, and perturbation based methods.
Gradient based methods computed the partial derivative of the
class score with respect to the input image using backpropaga-
tion [36]. Integrated gradient [40] estimated the global importance
of each pixel to the prediction, instead of the local sensitivity.
Guided back-prorogation [39] modified the gradient of RELU (rec-
tified linear units) function by discarding negative values at the
backpropagation process. Smooth Grad [38] addressed the visual
noise problem of gradient based interpretation method by introduc-
ing noise to the input. Gradient based methods are advantageous
in that they are computationally efficient, i.e., using few forward
and backward iterations is sufficient to generate an interpretation
saliency map. However, the saliency maps are typically blurry and
may mistakenly highlight the background which is irrelevant to
the target object, as can be seen from the visualization on Fig. 2.
The philosophy of perturbation based interpretation is perturb-
ing the original input and observing the prediction probability of
the DNN model. Through measuring the prediction difference, the
attributing factors in the input with the class label can thus be
located. The image patches [45] were used to occlude the input
image in the form of sliding window, the relevance of each patch
was then calculated through the drop of CNN prediction probability.
Similarly, super-pixel occlusion can also be utilized in the LIME [31]
model, which learned a local linear model to obtain the contributing
score of each superpixel. The recent work of [11] and [6] utilized
a mask to perturb the input image, and learn the mask using gra-
dient descent. Perturbation based approaches yield more visually
pleasing explantions comparing to the results generated by gradi-
ent based methods. Still, these approaches are highly vulnerable to
surprising artifacts. The perturbation may produce inputs that are
totally different from the natural image statistics in the training set.
The predictions for such inputs thus skew a lot which eventually
lead to uninterpretable explanations.
Besides these two types of interpretation, some recent work
proposed to provide explanations through investigation on hidden
layers of DNN. Both CAM [48] and Grad-CAM [34] generated
interpretation saliency maps by combining the feature maps in the
intermediate layers. The difference is that the former can only be
applied to a small subset of CNN classifiers that have global average
pooling layer prior to the output layer, while the latter integrates
+Target Class: c
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Figure 1: An illustration of the proposed interpretation
framework. First, the original input xa is sent to the CNN
(on the left), and the representation at each layer of CNN is
calculated and saved. Second, class-discriminative interpre-
tation result is obtained by interacting with the CNN (on the
right). The guided feature inversion Φ extracts the location
for all the foreground objects (Sec. 3.2). Then we fine-tune
the inversion result using the activation of the neuron for
the target class in the last layer of DNN (Sec. 3.3). Besides,
we impose a strong regularizer by using the integration of
the intermediate layer activations of the original input as
the mask (Sec. 3.4).
intermediate features using gradient, and thus can be applied to a
wider range of CNN architectures.
Although our method shares some similarities with the work
that incorporate intermediate network activations into interpre-
tation, i.e., CAM [48] and Grad-CAM [34], they are significantly
different. These two methods combine the channels of intermedi-
ate layers heuristically. In contrast, we optimize the combination
of these channels to make the reconstructed input having consis-
tent intermediate feature representation with the original input.
It makes our approach yielding interpretable explanations which
truly reflect the the decision making process of DNN. Furthermore,
by taking advantage of the regularization power of guided feature
inversion, our method dramatically decreases the possibility to
produce artifacts, thus providing more exquisite interpretations.
3 INTERPRETATION OF DNN-BASED
PREDICTION
In this section, we introduce the proposed interpretation frame-
work for interpreting DNN-based predictions. The pipeline of the
proposed framework is illustrated in Fig. 1. The main idea of the
proposed framework is to identify the image regions that simulta-
neously encode the location information of the target object and
match the feature representation of the original image. Moreover,
we focus on class-dependent interpretation by formulating a con-
straint to force the interpretation result to strongly activate the
neuron corresponding to the target class at the last layer of DNN.
Besides, the image regions are captured by a mask obtained by inte-
grating the intermediate activation values at higher convolutional
layers of the DNN, in order to reduce undesirable artifacts and
ensure that the interpretation results are meaningful. The details
of the proposed framework are discussed as below.
3.1 Problem Statement
We first introduce the basic notations used in this paper. Consider-
ing a multiclass classification task, a pre-trained DNN model can
be treated as a function f(x) of the input x ∈ Rd . When feeding an
input x to the DNN model, fc (x) ∈ [0, 1], c ∈ {1, ...,C} represents
the corresponding classification probability score for class c . We
focus on post-hoc interpretations [28] through explaining the DNN
prediction result for a given data instance x to ensure the gener-
ality of the proposed method. We aim to find out the contributing
factors in the input x that lead the DNN to make the prediction.
Specifically, let c be the target object class that we want to interpret,
and xi corresponds to the ith feature, then the interpretation for
x is encoded by a score vector s ∈ Rd where each score element
si ∈ [0, 1] represents how relevant of that feature is for explaining
fc (x). We use image classification as an example in this paper. In
this case, the input vector xa corresponds to the pixels of an image,
and the score vector s will be the saliency map (or attribution map),
where the pixels with higher scores represent higher relevance for
the classification task.
3.2 Interpretation through Feature Inversion
In this section, we derive the initial interpretation for DNN-based in-
terpretation using guided feature inversion. It has been studied that
the deep image representation extracted from a layer in CNN could
be inverted to a reconstructed image which captures the property
and invariance encoded in that layer [8, 27]. An observation is that
feature inversion can reveal how much information is preserved in
the feature at a specific layer. Specifically, the reconstruction results
from features of the first few layers preserve almost all the detailed
image information, while the inversions from the last few layers
merely contain the rough shape of the original image. This observa-
tion shows that CNN gradually filters out unrelated information for
the classification task as the layer goes deeper. It thus motivates us
to explore the feature inversion of higher layers of CNN to provide
explanation for classification result of each instance.
Given a pre-trained L-layers CNN model, the intermediate fea-
ture representation at layer l ∈ {1, 2, ...,L} could be denoted as
a function fl (xa ) of the input image xa . The process of inverting
the feature representation at layer l0 can be regarded as comput-
ing the approximated inversion f−1 of the representation fl0 (xa ).
The feature inversion tries to find the image x that minimizes the
following objective function:
x∗ = argmin
x
∥fl0 (x) − fl0 (xa )∥2 + R(x), (1)
where the squared error term forces the representation fl0 (x∗) of
inversion result x∗ and the original input representation fl0 (xa ) to
be as similar as possible, while the regularization term R imposes
a natural image prior. As the layer goes deeper for inversion, it
is with higher confidence about which part of the input informa-
tion is ultimately preserved for final prediction. Since the spatial
configuration information of the target object is discarded at fully
connected layers, the feature inversion cannot recover the accurate
object localization information from these layers [8, 27]. Therefore,
we fix the inversion layer l0 to be the last pooling layer before
the first fully connected layer. Take the 8-layer AlexNet [21] as an
example. We use the pool5 layer for feature inversion, where the
spatial size is (6 × 6) and the total number of channels of this layer
is 256. x is initialized randomly, and the optimal inversion result
x∗ could be obtained using gradient descent.
The contribution scores for quantifying the correlation between
input pixels and outputs can be determined from the inversion
result x∗. A straightforward way to find out the contributing fac-
tors in the input is to calculate the pixel-wise difference between
xa and x∗. The resulting saliency map s can thus be computed
as: s = xa−x
∗
xa . However, this is not feasible in practice due to the
reason that the saliency map is noisy, where even adjacent pixels
with similar color and texture patterns could have distinct saliency
scores. Thus, this formulation may not truly represent the contribu-
tions of each pixel. To tackle this problem, we propose the guided
feature inversion method, where the expected inversion image rep-
resentation is reformulated as the weighted sum of the original
image xa and another noise background image p. We replace the
optimization target x in Eq. (1) with the guided inversion Φ(xa ,m),
which is formulated as follows:
Φ(xa ,m) = xa ⊙m + p ⊙ (1 −m). (2)
A desirable property of the above formula is that the inversion
image representation Φ(xa ) is located in the natural image space
manifold. To this end, we consider three choices of p: a grayscale
image in which the value of each pixel is set to the average color
over ImageNet dataset (the normalized values for the three channels
of RGB color space are [0.485, 0.456, 0.406]), a Gaussian white noise
image, or a blurred image which is obtained by applying a Gaussian
blur filter to the original image xa [11]. The weight vector m ∈
[0, 1]d denotes the significance of each pixel contributing to the
feature representation fl (xa ). Therefore, we can recover the object
location information from the weight vectorm. Instead of directly
finding the inversion image representation, we optimize the weight
vectorm, which is formulated as follows:
Linversion(xa ,m) = ∥fl0 (Φ(xa ,m)) − fl0 (xa )∥2 +α · 1
d
d∑
i=1
mi . (3)
The first term corresponds to the inversion error. The error will
be zero if all entries withinm equal to 1. In the second term, we
limit the area ofm to be as small as possible in order to find out the
most contributing regions in input xa . The parameter α is utilized
to balance the inversion error and the area ofm. This formulation
not only creates image Φ(xa ,m) which matches the inner feature
representation at layer l0, but also preserves the object localization
information inm.
3.3 Class-Discriminative Interpretation
In this section, we derive class-discriminative interpretation to dis-
tinguish different categories of objects from the generated mask
m. Up to now, we only use the information from the former con-
volutional layers of CNN to generate mask m. Although it has
extracted all the foreground object information which are crucial
for subsequent prediction, the connection between the input xa
and the target label c , which is largely encoded in the rest layers,
has not been established yet. On the other hand, one image may
contain multiple foreground objects. Lacking discriminative power,
the maskm derived from the aforementioned formulation Eq.(3)
will highlight all these objects. For instance, the maskm in Fig. 3
(b) extracts both the locations of zebra and elephant, rather than
provides localization for only the object class c .
We would like the interpretation result to highlight the target
class and suppress the irrelevant classes through further leveraging
the non-utilized layers. To this end, we render the guided feature
reconstruction result Φ(xa ) to strongly activate the softmax proba-
bility value fLc at the last hidden layer L of CNN for a given target
label c , and reduce the activation for other classes {1, ...,C} \ c . In
the meantime, we formulate the complementary counterpart of the
maskm asmbд = 1 −m. It contains irrelevant information with
respect to target class c , including image background and other
classes of foreground objects. Using the heatmapmbд as weight,
the background part of the image can be calculated as the weighted
sum of the original images xa and p:
Φbд(xa ,mbд) = xa ⊙mbд + p ⊙ (1 −mbд). (4)
We expect the object information for the target class c to be removed
from Φbд(xa ,m) to the maximization degree. As such, when feed-
ing Φbд(xa ,m) to the CNN classifier, the prediction probability
is supposed to be small. The class-discriminative interpretation
formulation is defined as follows:
Ltarget(xa ,m) = −fLc (Φ(xa ,m)) + λfLc (Φbд(xa ,m)) + β ·
1
d
d∑
i=1
mi ,
(5)
where λ and β control the importance of the highlighting term,
suppressing term and the area ofm.
3.4 Regularization by Utilizing Intermediate
Layers
The aforementioned formulation still has the weakness of gener-
ating undesirable artifacts without regularizations imposed to the
optimization process. Lee and Verleysen pointed out that image
data lie on a low-dimensional manifold [22]. However, it is pos-
sible that the generatedm could push Φ(xa ,m) out of valid data
manifold, where the DNN classifier does not work properly [10].
The generated m could be composed of some disconnected and
noisy patches, and no patterns about the target object could be
identified from it. To generate more meaningful interpretation, we
propose to exquisitely design the regularization term of the maskm
to overcome the artifacts problem. Existing works have shown that
the visualization performance of the interpretation results could be
improved by inducing α-norm [27], total variation norm [27], and
Gaussian blur [44]. Though these regularizations could reduce the
Algorithm 1: Interpretation through guided feature inversion.
Input: x0, CNN model f .
Output: m, ω .
1 Initialize the parameter ωi = 0.1, i ∈ {1, ..., n }, γ = 10, iteration
numbersmax_iter = 10, η = 10−2, t = 0;
2 p is obtained by applying Gaussian blurred of radius 11 to x0;
3 Set the inversion layer l0, and set the base channel layer l1;
4 while t ≤ max_iter do
5 mt =
∑
i ωt,i · fl1i (xa );
6 mt ← Upsample( mt −min(mt )max(mt )−min(mt ) );
7 Φ(xa, mt ) = xa ⊙mt + p ⊙ (1 −mt );
8 Linversion = ∥fl0 (Φ(xa, ωt )) − fl0 (xa ) ∥2 + γ · ∥ωt ∥1;
9 ωt+1 = Adam(Linversion, η);
10 ωt+1 ← Clip(ωt+1, 0, ∞);
11 t = t + 1;
12 m =
∑
i ωt,i fli (xa );
13 return m, ω .
occurrence of unwanted artifacts to some extent, only limited per-
formances are achieved according to our preliminary experiments
since they simply smooth the interpretation results.
To address this problem, we impose a stronger natural image
prior by utilizing the intermediate activation features of CNN. This
is motivated by the fact that higher convolutional layers of CNN
are responsive to specific and semantically meaningful natural part
(e.g., face, building, or lamp) [44, 47]. For instance, as evidenced
by [44], the (13 × 13) activations for the 151st channel of conv5 for
a CNN responds to animal and human faces. More importantly, the
activations on these layers preserve the information about object
locations. These feature layers, when projected down to the pixel
space, could correspond to the rough location of these semantic
parts. Similar to decomposing an object into the combinations of
its high-level parts, we assume the maskm could be decomposed
as the combination of channels at a high-level layer of the targeted
CNN model. Specially, let fl1i (xa ) represent the ith channel of the
l1th layer of the CNN. We build the weight maskm as the weighted
sum of the channels at a specific layer l1:
m =
∑
i
ωi fl1i (xa ). (6)
Parameter vector ω captures the relevance of each channel map for
the final prediction. Since the activation values fl1 (xa ) could locate
at various ranges, the generated maskm may take a wide range of
values if no constraint is imposed to the parameter ω. It is essential
to limitm ∈ [0, 1]n , so as to guarantee the guided reconstruction in
Eq.(2) is constrained at the expected input domain range. Therefore,
the mask is further normalized through Min-Max normalization:
m← m −min(m)max(m) −min(m) . (7)
Before applying to the objective function, we still need to enlarge
the maskm from the small resolution to an identical resolution with
the original input. To guarantee the smoothness of the enlarged
representationm, we apply upsampling using bilinear interpolation.
After replacing the original mask at Eq.(2) and Eq.(4) with the
Algorithm 2: Class-discriminative interpretation.
Input: x0, CNN model f , target label c .
Output: m, ω .
1 Initialize the parameter ω to be the result returned in Algorithm 1,
λ = 1, δ = 1, iteration numbersmax_iter = 70, η = 10−2, t = 0;
2 p is obtained by applying Gaussian blurred of radius 11 to x0;
3 Set the base channel layer l1;
4 while t ≤ max_iter do
5 mt =
∑
i ωt,i · fl1i (xa );
6 mt ← Upsample( mt −min(mt )max(mt )−min(mt ) );
7 Φ(xa, mt ) = xa ⊙mt + p ⊙ (1 −mt );
8 Φbд (xa, mt ) = xa ⊙ (1 −mt ) + p ⊙mt ;
9 Ltarget = −fLc (Φ(xa, ω)) + λfLc (Φbд (xa, ω)) + δ · ∥ω ∥1;
10 ωt+1 = Adam(Ltarget, η);
11 ωt+1 ← Clip(ωt+1, 0, ∞);
12 t = t + 1;
13 η ← η2 if t % 10 = 0;
14 m =
∑
i ωt,i fli (xa );
15 return m, ω .
newly derived mask, we expect the guided inversion representation
Φ(xa ,m) and the background representation Φbд(xa ,m) to become
less likely to be affected by artifacts. Finally, the interpretation
objective Eq.(3) and Eq.(5) could be reformulated as:
Linversion(xa ,ω) = ∥fl0 (Φ(xa ,ω)) − fl0 (xa )∥2 + γ · ∥ω∥1, (8)
Ltarget(xa ,ω) = −fLc (Φ(xa ,ω)) + λfLc (Φbд(xa ,ω)) + δ · ∥ω∥1, (9)
where ωi ≥ 0, i ∈ {1, ...,n}, since we only focus on the channel
maps which have a positive influence for making a prediction.
Parameters γ and δ control the importance of the regularization
term. We utilize the ℓ1-norm regularization to ensure that only very
few entries in the parameter vectorω is non-zero. This is motivated
from the observation that objects could be depicted using only one
or few object parts. The ℓ1-norm regularization also drastically
reduces the possibility of model over-fitting. This natural image
prior brings two benefits. On one hand, it guarantees that less
artifacts will be produced in the optimized mask. On the other
hand, it dramatically reduce the numbers of the parameters to be
optimized, leading to increased efficiency of the optimization.
We apply a two-stage optimization to derive class-discriminative
interpretation for DNN-based prediction. In the first stage, we per-
form interpretation using guided feature inversion to find out the
salient foreground part (see Algorithm 1). After initializing the
parameter ωi = 0.1, i ∈ {1, ...,n}, we perform gradient descent
optimization to find out the optimal parameter vector ω as well as
the maskm. In the second stage, we obtain the class-discriminative
interpretation by further fine-tune the parameter vector ω (see
Algorithm 2). After initializing ω to be the result obtained in Algo-
rithm 1, we reduce the learning rate every 10 iterations and further
fine-tune the parameter ω in order to let the maskmmore relevant
to the target label. Note that to tackle the constraint in objective
function (8) and (9) that parameter ωi ≥ 0, i ∈ {1, ...,n}, we simply
clip the ω to the valid range after each gradient descent iteration.
At last, we generate the interpretation maskm for target class c .
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Figure 2: Visualization saliency maps comparing with 6 state-of-the-art methods.
4 EXPERIMENTS
In this section, we conduct experiments to evaluate the effective-
ness of the proposed interpretation method. First, we visualize the
interpretation results on ImageNet dataset in Sec. 4.1 under various
settings of model architectures. Second, we test the localization
performance by applying it to weakly supervised object localiza-
tion task in Sec. 4.2. Third, we discuss the class discriminability of
our algorithm in Sec. 4.3. Finally, we evaluate the guided feature
inversion part of the proposed method by applying it to salient
object detection task in Sec. 4.4.
4.1 Visualization of Interpretation Results
4.1.1 Experimental Settings. In the following experiments, un-
less stated otherwise, the interpretation results are provided based
on VGG-19 [37]. Specifically, we utilize the pre-trained VGG-19
model from torchvision1. Its Top-1 prediction error and Top-5 pre-
diction error on ImageNet dataset are 27.62% and 9.12%, respectively.
For inversion layer l0, we use the pool5 layer (the 5th pooling layer),
and the size of representation at this layer is (7 × 7 × 512). As for
the base channel layer l1 in Eq. (6), we utilize conv5_4, which is the
layer prior to pool5, and has 512 channels of size (14×14). Therefore
the length of parameter vector ω is also 512. The entries of ω are all
initialized as 0.1. The λ is fixed to 1. The ℓ1-norm regularizer param-
eter γ and δ are set to 10 and 1, respectively. All these parameters
are tuned based on the quantitative and qualitative performance of
the interpretation on a subset of the ILSVRC2014 [33] training set.
For input images, we resize them to the shape (224 × 224 ×
3), and transform them to the range [0, 1], and then normalize
1http://pytorch.org/docs/master/torchvision/models.html
them using mean vector [0.485, 0.456, 0.406] and standard deviation
vector [0.229, 0.224, 0.225]. No further pre-processing is performed.
The background image p is obtained by applying a single Gaussian
blur of radius 11 to the original input.
We employ Adam [19] optimizer to perform gradient descent,
which achieves faster convergence rate than stochastic gradient
descent (SGD). The number of iteration steps is 10, and 70 for the
first stage and the second stage respectively. The learning rate is
initialized to 10−2 for Adam optimizer, chosen by line search. At
the second stage, we apply step decay, and reduce the learning rate
by half every ten epochs.
4.1.2 Visualization. Wequalitatively compare the saliencymaps
produced using the proposed method with those produced by
six state-of-the-art methods, including Grad [36], GuidedBP [39],
SmoothGrad [38], Integrated [40], Mask [11], Grad-CAM [34], see
Fig. 2. Comparing to the other methods, it shows that our method
generates more visually interpretable saliency maps. Take the sec-
ond row for example. The DNN predicts the ski category with 98.2%
confidence, and our method accurately highlights the helmet, skis,
as well as ski poles. At the fourth row, our method highlights both
the dominant cardoon at the center and the smaller cardoon at the
lower right corner.
We also demonstrate that the proposed interpretation method
could distinguish different classes as shown in Fig. 3. The VGG-19
model classifies the input as African elephant with 95.3% confi-
dence, and zebra with 0.2% confidence, our model correctly gives
the interpretation locations for both of two labels, even though the
prediction probability of the latter is much lower than the prob-
ability of the former. An interesting discovery obtained from the
(a) Input (b) Inversion map (c) “elephant” (d) “zebra”
Figure 3: Class discriminability of our algorithm. The inver-
sion result (b) highlights all the foreground objects, while
the final interpretation (c) and (d) successfully highlight
only the target object.
(a) Input (b) Adversarial input (c) Interpretation
Figure 4: Interpretation result for an adversarial example.
(a) Original input: trailer truck with 95.8% confidence, (b)
Adversarial input: container ship with 48.0% confidence, (c)
Interpretation of the adversarial input for the target class
trailer truck.
saliency maps is that the head, ear, and nose parts are most discrim-
inative to distinguish elephant, while the body part is most crucial
to classify zebra. It is consistent with our human cognition since we
also rely on the head shape of the elephant and the black-and-white
striped coats of zebra to classify them. Thus this interpretation is
able to build trust with end users [5].
4.1.3 Interpretation Results Under Adversarial Attacks. We test
whether our interpretation method could tolerate adversarial at-
tacks [25]. Ghorbani et al. [14] demonstrated that several recent
interpretation models, including [20, 35, 36, 40], are fragile under
adversarial attack. A small perturbation in the input would drasti-
cally change their interpretation results. Specifically, Fast Gradient
Sign method [15] is utilized to produce adversarial inputs. Fig. 4
illustrates the interpretation result for an adversarial example. After
adding some small and unnoticeable perturbation to the original
input, the adversarial attack [15] causes the classifier to miscat-
egorize the input as container ship with high confidence (48.0%).
Our interpretation model still could give the location for the true
label tailer truck. It demonstrates that the proposed interpretation
method is quite robust, and could provide reasonable interpretation
under adversarial setting.
4.1.4 Interpretation Results Under Different CNN Architectures.
Besides VGG-19 [37], we also provide explanation for two different
network architectures, including AlexNet [21] and ResNet-18 [16].
For AlexNet, the pool5 layer is utilized for both the inversion layer
l0 as well as the base channel layer l1, the representation size of
which is (6×6×256). As for ResNet-18, the inversion layer l0 utilizes
pool5, and the base channel layer l1 utilizes the next to last conv
(a) Input (b) VGG-19 (c) ResNet-18 (d) AlexNet
Figure 5: Interpretation results for three DNN architectures.
layer, both have size of (7 × 7 × 512). For the rest of parameters, we
utilize the same configuration as VGG-19 (see Sec.4.1.1).
The interpretation visualizations of three CNN architectures are
shown in Fig. 5. For both the two inputs, the saliency maps gener-
ated by VGG-19 and ResNet-18 give the accurate location, while
the ones yielded by AlexNet also highlight part of the background.
One possible reason is that the AlexNet has only half number of
channels at layer l1 compared to the other two architectures. Be-
sides, the smaller kernel filters as well as the increasing number of
layers enable VGG-19 and ResNet-18 to learn more complex fea-
tures and also lead to higher localization accuracy than AlexNet. It
demonstrates that our model can be applied to a wide range of net-
work architectures, including the neural network with skip-layer
connections, and without fully connected layers.
In addition, we analyze the running efficiency of our interpre-
tation method under the three CNN architectures. Processing an
instance takes an average time of 8.04, 6.43, 4.82 seconds for VGG-19,
ResNet-18, and AlexNet respectively, using GPU implementation
of Pytorch, and with the batch size setting to 1. The running time
is consistent with the model complexity. Since VGG-19 has more
parameters than the other two CNN architectures, it spends longer
computation time to provide explanation. In addition, increasing the
batch size is supposed to dramatically improve the interpretation
efficiency of our method.
4.2 Quantitative Evaluation via Weakly
Supervised Object Localization
In this section, we evaluate the localization performance of our
interpretation method by applying the generated saliency maps to
weakly supervised object localization tasks. The experiments are
performed on the ImageNet validation set, which contains 50,000
images with bounding box annotations. Similar to [11, 46] as well
as ILSVRC2014 [33] setting, 1762 images are excluded from the
evaluation task because of their pool quality of annotations.
The saliency maps are binarized using mean thresholding by
α ·mI , where mI is the mean intensity of the saliency map and
α ∈ [0.0 : 0.5 : 10.0], using the same setting with [11]. The tightest
rectangle enclosing the whole segmented saliency map is counted
as the final bounding box. The IOU (intersection over union) metric
is utilized to measure the localization performance of each input
instance. The localization is considered to be successful if the IOU
score for an instance exceeds 0.5, otherwise it is treated as an error.
The weakly supervised error is judged by the average localiza-
tion error over the ImageNet validation set. For each comparing
Figure 6: Localization error curve under different α values.
Grad GuidedBP LRP CAM Mask Real Ours
α 5.0 4.5 1.0 1.0 0.5 - 1.1
Error(%) 41.7 42.0 57.8 48.1 43.2 36.9 38.2
Table 1: Localization errors, and the optimal α values on Im-
ageNet validation set of comparing methods. Error rate of
comparing methods are taken from [11].
method, the α value is tuned using 1000 images selected from the
ILSVRC2014 training dataset.
4.2.1 Comparison with Other Methods. The object localization
performance of the proposed method is compared with those of
six state-of-the-art methods, including Grad [36], GuidedBP [39],
LRP [2], Mask [11], CAM [48], and Real-time saliency [6]. The lo-
calization error values, as well as the optimal α values on Imagenet
validation set are listed on Tab. 1. It shows our error is slightly
higher than Real-time saliency [6] and outperforms all other 5
methods. Note that Real-time saliency[6] utilizes a U-Net [32] ar-
chitecture which contains encoder and decoder network as mask,
and parameters of the masking model is trained over a dataset. The
large model size and using a whole dataset for training enables it
to achieve relatively higher localization performance.
4.2.2 Localization Results under Different α . The localization
errors of our method over different α value are reported on Fig. 6.
The lowest localization error is achieved when α equals 1.5. When
α is zero, i.e., we don’t apply any post-processing to the generated
saliency maps, it illustrates that our method has already achieved
49.9% accuracy, which demonstrates that our interpretation method
is able to efficiently suppress the background.
4.2.3 Localization Results Using Different Layers l1. In this sub-
section, we test the object localization performance of interpreting
VGG-19 [37] using different layer l1 (see Eq. (6)). l1 could be se-
lected from different higher convolutional layers of CNN, and it is
an important factor influencing the performance of the proposed
interpretation method. In general, as the convolutional layer of
CNN goes deeper, the feature representation at that layer becomes
more class discriminative, and thus the likelihood becomes larger
to correspond to meaningful objects when mapped to the original
pool4 conv5_3 conv5_4 pool5
α 0.5 1.0 1.5 1.0
Error(%) 54.0 49.2 38.2 43.7
Table 2: Localization error value, and the optimal α value
using different layer of VGG-19 [37].
Center Grad Grad-CAM Ours
Accuracy (%) 0.483 0.531 0.550 0.547
Table 3: Pointing game accuracy on PASCAL VOC07 [9].
image. Specially, we select four higher layers of VGG-19, including
pool4, conv5_3, conv5_4, and pool5, to test their performance. All
the first three layers have 512 channels with shape of (14 × 14),
while the last layer have 512 channels with size of (7× 7). Using the
same experimental setting as in Sec. 4.1.1, the optimal α value and
its corresponding localization error are obtained at the ImageNet
validation set, which are reported in Tab. 2. Among these layers, it’s
not surprising that conv5_4 and pool5 achieves better localization
performance than the other two layers, due to they locate at higher
layers of CNN. Comparing to conv5_4, pool5 is less accurate, mainly
due to the reason that, although the max pooling layer introduces
invariance to the neural network, it also leads to the reduced objects
localization performance.
4.3 Pointing Game
In this section, we evaluate the class discriminability of our method
by conducting the Pointing game experiment [11, 46]. Themaximum
point is first extracted from each generated saliency map, then
according to whether the maximum point falls in one of the ground
truth bounding boxes or not, a hit or a miss is counted. The pointing
game localization accuracy for each object category is defined as:
Acc = #Hits#Hits+#Misses . This process is repeated for all categories
and the results are averaged as the final accuracy. The accuracy is
evaluated over PASCAL VOC07 [9] test set, which contains 4952
images with multi-label bounding box ground truth. To obtain the
classifier for this multi-label classification task, we replace the last
fully connected layer of VGG-19 with a new layer which contains 20
output neurons, and then fine-tune the pre-trained VGG-19 model
using the training set of VOC07. Following the standard multi-label
classification setting, we utilize the Binary Cross Entropy between
the target ground truth vector l and the Sigmoid soft label vector y
as loss function: l(l,y) = −[l · log(y) + (1 − l) · log(1 − y)]. Adam
optimizer [19] is utilized to fine-tune the model, with a learning
rate of 0.0001. The batch size is set to 64. Only the parameter of the
last layer is tuned, and all the other parameters are left unchanged.
We compare the Pointing game performance with Grad [36],
Grad-CAM [34], and a baseline method Center which utilizes the
center of the image as the maximum point. To obtain the inter-
pretation result, we employ the same empirical setting as in Sec.
4.1.1, except that the parameter δ in Eq.(9) is set to 10, which works
well on this multi-label dataset. Tab. 3 shows that our approach
outperforms the center baseline and Grad, and achieves compara-
ble performance with Grad-CAM. Taking into account that most
real-life images contain more than one dominative class object
in the foreground, the high class-discriminability of the proposed
interpretation algorithm is thus an advantage to gain user trust.
(a) (b) (c) (d)
Figure 7: Saliency maps produced by the proposed guided
feature inversion method.
4.4 Evaluation of Guided Feature Inversion
In this section, we evaluate the performance of the first stage of
the proposed method, i.e., guided feature inversion, through visual-
ization and by applying it to salient object detection tasks.
4.4.1 Qualitative Visualization. Fig. 7 presents the saliencymaps
generated utilizing guided feature inversion for several inputs. For
the first input, our algorithm extracts the locations of hound and
zebra, which are all crucial for final prediction. The saliency map
of the fourth example most highlights only the centre car, which
suffices for the DNN to make classification, although the input con-
tains multiple cars. The result also matches the final prediction very
well; the top 10 predictions among 1000 classes are relevant to car.
These visualization results reveal that the salient foreground object
information is preserved, while the background information which
is irrelevant for the final classification task is suppressed. Note that
guided feature inversion only utilizes the first half information of
the DNN. It is not supposed to produce targeted localization and
thus provide explanation for end users. However, it indeed gives
us a debugging tool to have some insight into what information is
regarded as crucial by the DNN, by visualizing the saliency maps
yielded from this stage.
4.4.2 Weakly Supervised Salient Object Detection. We further
evaluate the proposed guided feature inversion by applying it to
salient object detection, which targets to detect the full extend of the
foregrounds neglecting their categories.
Two metrics are exploited to assess the performance of salient
object detection. In the first metric, the generated saliency maps are
first binarized using image-dependent threshold. For each saliency
map, the threshold is calculated as twice the mean value over all the
pixels. The segmented saliency maps are then compared with the
ground truth saliency maps using precision, recall and F-measure.
Precision is measured as the percentage of the correctly detected
pixels to all detected pixels, while the Recall measures the percent-
age of pixels correctly detected as salient to the ground truth mask.
F-measure is also calculated to balance the Precision and Recall,
which is defined as following: Fβ =
(1+β 2)·Precision·Recall
β 2 ·Precision+Recall , where
the value of β2 is set to 0.3 to emphasize the precision [1, 3]. The
second metric used to evaluate the saliency detection performance
is MAE (mean absolute error), which is defined as the pixel-wise
difference between the generated saliency maps and the ground
truth masks: MAE = 1n
∑n
i=1 |si − Li |, where L is the ground truth
mask, n is the number of pixels.
(a) Precision and Recall (b) MAE
Figure 8: Statistical comparison results of our method as
well as 6 state-of-the-art salient object detection methods
over MSRA-B dataset.
We evaluate the salient object detection performance overMSRA-
B [26], which is a public benchmark salient object detection dataset
containing 5000 images. Note that we neither fine-tune any param-
eters on this dataset nor provide any post-processing to the gener-
ated saliency maps, so as to ensure fair comparison. Our method is
compared with six state-of-the-art salient object detection meth-
ods, including Signature saliency (SS) [18], Simulation (SIM) [29],
Region-based contrast (RC) [3], Frequency-tuned (FT) [1], Saliency
filters (SF) [30], Bootstrap learning (BL) [41].
The precision/recall/F-measure, and MAE result are presented
in Fig. 8 (a) and (b) respectively. It shows that our method provides
slightly better saliency detection result than SS [18], SIM [29] in
terms of both two metrics. Although without pixel-wise binary
masks as supervision, the proposed guided feature inversion model
still generates accurate salient object localization, and achieves
comparable performance with state-of-the-art saliency detection
approaches. It thus demonstrates that the guided feature inversion
part of the proposed method is effective in salient object detection
and background removal.
5 CONCLUSION
In this work, we propose a class-discriminative DNN interpretation
model to explain why a DNN classifier makes a specific prediction
for an instance. We show that the inner representations of DNNs
provide a tool to interpret and diagnose the working mechanism
of individual predictions. By evaluating on ImageNet and PASCAL
VOC07 dataset, we demonstrate the interpretability of the proposed
model for a variety of CNN models with distinct architectures.
The experimental results also validate that the proposed guided
feature inversion method performs surprisingly well in preserving
the information of all crucial foreground objects, regardless of their
category. This untargeted localization has been further applied
to general salient object detection task and leaves an interesting
direction for future exploration.
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