In system identi cation, estimates of the unknown system model orders are often required. An algorithm for estimating model orders is described which looks at input output data covariance matrix eigenvectors. When model orders are overestimated, zeros appear in the noise subspace eigenvectors. The number of zeros present can be used to estimate model orders.
The parameter estimates are then obtained as The inner summation in 8 is positive de nite provided xn is persistently exciting of at least order N +M ,1 18 . Correspondingly, the nullspace of R n can be examined by looking at the left nullspace of LB;A. III. Model Order Estimation Algorithm 1. It is assumed that M 0 and N 0 have been chosen so that the noise subspace has a dimension of one or greater. This can be accomplished by c hecking to see that there are a su cient n umber of small eigenvalues of R n which can be assumed to be associated with a noise subspace. This may require several eigendecompositions. Assuming no noise is present in the input measurements, the eigenvalue problem to be solved is R n q = Dq, where D is de ned in 4. The output measurements should undergo noise reduction as described in 15 . 6. The correct model order is the small" entry in the N ;M table that is closest to the 1,1 entry. This can be found by taking the ratio of adjacent N ;M table entries along all columns and along all rows, generating two additional tables or matrices of ratios, indexed byM andN. The Hadamard element b y element product of these two matrices is then searched for the largest entry, which corresponds to the model order estimate. ForM M orN N , the assumed zero block will not lie strictly within the actual zero block, hence the entries in the N ;M table for these values ofM andN will tend to be larger than those entries for which the assumed zero block lies entirely within the actual zero block.
To reduce the SNR at which the proposed method yields correct model order estimates, the N ;M table can be averaged over di erent v alues of M 0 and N 0 i.e. di erent eigendecompositions. This has the e ect of reducing the e ect of outliers. Moreover, by xing giving N = 7 and M = 5. Noise was added to the unknown system output to simulate measurement noise giving an SNR of 10 dB. The unknown system input and output was measured for 1,500 time samples. The noise reduction technique described in 15 was applied to increase the SNR of the output measurements. Figure 2 shows the noise subspace eigenvector entries for M 0 = 12 and N 0 = 10. The square in the lower right surrounds the entries which are supposed to be zero, in theory. They are not zero due to perturbations in the eigenvector estimates from the noise in the data and nite sample size. Fig. 3 shows the N ;M table for the eigenvectors in Fig. 2 . The region marked o within the N ;M table corresponds to assumed zero blocks which lie entirely within the actual zero block. Figure 4 shows the Hadamard product of the row and column ratios of the N ;M table. The largest entry corresponds to the true model order.
To study the performance of the method at di erent SNR's, a series of experiments were performed at SNR's ranging from 2 dB to 20 dB in 2 dB steps. For each SNR, overestimated model orders were set to N 0 = 10 while M 0 was varied from 10 to 19. This resulted in 10 di erent eigendecompositions. For each eigendecomposition a N ;M table was generated. The 10 tables were subsequently averaged and a model order estimate was obtained from the average N ;M table. For each SNR, 25 independent trials were run and the percent correct model order estimation was computed. The proposed eigenvector method EVEC was compared with the eigenvalue-based method EVAL of 15 . For the eigenvalue method, the same generalized eigendecomposition used for the eigenvector method was used. The generalized eigendecomposition appears to give better results than the conventional eigendecomposition since the former does not account for di erences in input and output noise levels. The results of the comparison are illustrated in Fig. 5 . The proposed method is seen to give correct model order estimates at lower SNR values that the eigenvalue method.
Experiment 2: The above experiment w as repeated, with the unknown system satisfying yn = ,0:7907yn , 1 , 0:042yn , 2 + 0:5556yn , 3 +0:0247yn , 4 , 0:3846yn , 5 , 0:3026yn , 6 +xn + 0 :3452xn , 1 + 0 :53xn , 2 +0:3985xn , 3 + 0:8138xn , 4 14 Here, N = 7 and M = 5 and the poles have been chosen to be closer to the origin than in Experiment 1. The results are shown in Fig. 6 . Again, the proposed method outperforms the eigenvalue method, though the improvement is not as pronounced is in Experiment 1.
V. Summary
This paper describes a method of estimating the model orders of pole-zero systems which uses the entries of the noise subspace eigenvectors. The method was found to out-perform a recently published eigenvalue-based method.
The Sylvester matrix left nullspace is spanned by 
