We propose a general, numerically reliable computational approach to solve the pole and eigenstructure assignment problem for descriptor systems. In the multi-input case, the proposed approach addresses the intrinsic non-uniqueness of the pole assignment problem solution by simultaneously minimizing the sensitivity of the feedback gain and of closed-loop eigenvalues. For this purpose, a minimum norm robust pole assignment problem is formulated and solved as an unconstrained minimization problem for a suitably chosen cost function. By using a generalized Sylvester equation-based parameterization, an explicit expression of the gradient of the cost function is derived to allow the efficient solution of the minimization problem by using powerful gradient search-based minimization techniques.
Introduction
Pole assignment techniques to modify the dynamic response of linear systems are among the most studied problems in modern control theory. The complete theoretical solution of this problem for standard systems has been followed by the development of many computational methods (see for example, the collection of reprints in [13] ). Sensitivity analysis of the pole assignment problem (see [10] and references therein) moves one step forward the understanding of difficulties and practical limitations associated with the usage of solution methods.
We address the solution of the pole assignment problem for the following descriptor system:
where x(t) ∈ R n , u(t) ∈ R m , A, B, E are real matrices of appropriate dimensions with E square and E-mail address: andras.varga@dlr.de (A. Varga).
generally singular, λx(t) =ẋ(t) for a continuous-time system, and λx(t) = x(t + 1) for a discrete-time system. We assume that r = rank E, the pencil A − λE is regular, i.e. det(A − λE) ≡ 0, and the system (1) is controllable, i.e. rank(A − λE, B) = n for λ ∈ C and rank[ E B ] = n. In what follows we denote with Λ(A, E) the set of generalized eigenvalues of the pair (A, E). Note that in general there exist at least r infinite eigenvalues. If the number n ∞ of infinite eigenvalues exceeds r, then n ∞ − r eigenvalues are called the impulsive modes of the system. We consider the following descriptor eigenvalue assignment problem (DEAP).
DEAP. Given a set of n self-conjugate complex numbers Γ n = {λ 1 , . . . , λ n } (some values could possibly be infinite), determine the gain matrices F and K in the proportional-derivative feedback
u(t) = Fx(t) − Kλx(t) + v(t)
such that the closed-loop system pencil A + BF − λ(E + BK) is regular and
Λ(A + BF, E + BK) = Γ n .
One of the main applications of the DEAP is in solving several coprime factorizations problems of general rational matrices [12, 16] . For example, by choosing Γ n with only finite elements, coprime factorizations with proper factors can be computed, while for Γ n with only infinite values, coprime factorizations with polynomial factors result.
A particular DEAP with constant-ratio proportionalderivative feedback
u(t) = F( cos θx(t) − sin θλx(t)) + v(t)
has been studied in [20] . The solution of the DEAP with this type of feedback has interesting applications in solving minimum-degree coprime factorizations problems [12] . The proportional state feedback
u(t) = Fx(t) + v(t)
can be used to assign the maximum number r of finite eigenvalues [8, 14] , by moving all impulsive modes of the open-loop system to arbitrary finite positions. The solution of this DEAP represents the first step to compute normalized coprime factorizations of general rational matrices by the methods proposed in [17] . Finally, the standard eigenvalue assignment problem corresponds to E = I, K = 0, and Γ n having only finite values.
A generalized Schur method to solve the DEAP has been proposed in [16] . This method is based on the generalized real Schur form (GRSF) of the pair (A, E) which allows a sequential eigenvalue assignment, by combining low order eigenvalue assignment (of orders 1 or 2) with reordering of diagonal blocks of a pair in GRSF. For the solution of the constant-ratio proportional-derivative DEAP, a similar technique can be employed. Alternatively, with the help of a bilinear transformation (see [12, 20] ), the problem can be reduced to a problem with invertible E and solved, using the generalized Schur method with proportional feedback [15] .
None of the above algorithms is able to exploit the intrinsic non-uniqueness of the DEAP in the multi-input case by imposing additional conditions when solving this problem. One aspect which is desirable from a practical point of view is to determine feedback matrices with small gains. Intuitively, this must be advantageous since small feedback gains lead to smaller control signals, and thus to less energy consumption. Small gains are also beneficial to reduce noise amplification. A second aspect important in pole assignment is to achieve a small condition number for the eigenvector matrices of the closed-loop system pencil. This is the goal of robust pole assignment as formulated for standard systems [7] (see also [2] for a recent survey) and descriptor systems [8] . Both these aspects are decisive for the overall sensitivity of assigned eigenvalues, because, as was shown in the standard systems case [10] , high feedback gains or high condition numbers lead to increased sensitivity of the closed-loop eigenvalues. It appears thus that the simultaneous minimization of the feedback norm and condition of eigenvector matrix is a desirable general goal for solving the DEAP.
The solution of robust DEAP has been addressed in [4] for the case of distinct finite eigenvalues in Γ n . The solution approach relies on a parameterization involving a preliminary polynomial right coprime factorization of the rational matrix (λE − A) −1 B. Using this factorization, an eigenvector matrix is constructed which depends explicitly on a set of free parameters. These parameters are then adjusted using minimization techniques to ensure low sensitivity of eigenvalues. The main limitations of this approach are its inability to address the case of infinite eigenvalues and of multiple real eigenvalues. Furthermore, the computation of the preliminary factorization is in general a difficult computational problem for high order systems.
The solutions of DEAP proposed in [8, 14] address the case of impulse-free pure proportional feedback. In essence, the algorithm of [14] relies on the techniques of [8] , but the solution provided in [14] covers only the case of simple eigenvalues at infinity (n ∞ = r). The solution approach of [8] to the robust DEAP computes first a suitable eigenvector matrix for the closed-loop eigenvalues. This is done iteratively, by improving successively the condition numbers characterizing the sensitivity of closed-loop eigenvalues. After convergence, the feedback is determined by solving two linear equations. The difficulties of this approach lie mainly in the selection of the eigenvectors and in the possible slow convergence of the iterative selection schemes. Moreover, since the selection methods are primarily intended for distinct eigenvalues, they can hardly address the case of multiple eigenvalues.
Thus, this approach cannot be considered a general method. All above-mentioned methods do not address the norm minimization aspect, which is also essential for achieving a low sensitivity of the eigenvalue assignment problem.
In this paper, we propose a general, numerically reliable approach to solve the DEAP in its most general setting. Our approach explicitly addresses the computation of minimum norm state feedback which solves the DEAP and simultaneously minimizes the sensitivity of the closed-loop eigenvalues. The solutions of the DEAP relies on a Sylvester system-based parameterization. By specifying a set of free parameters, the closed-loop eigenvector matrix results as the solution of a generalized Sylvester system. The free parameters can be adjusted by an optimization-based search to ensure low norm feedback gains and well-conditioned eigenvector matrix. For the efficient solution of the minimization problems, powerful unconstrained minimization methods based on gradient search techniques can be employed. For this purpose, we derived an explicit expression of the gradient of the cost function. We discuss several functional and numerical features of the proposed approach, as generality, flexibility (for example, to assign a desired eigenstructure or to perform a partial pole assignment), numerical stability, computational efficiency. Numerical examples illustrate some of the features of the proposed approach to solve DEAPs.
Solution of DEAP
Our approach is based on a straightforward Sylvester equation-based parametrization of the DEAP. Let F and K be matrices which solve the DEAP. Then, there must exist invertible matrices X and Y such that
where the matricesÃ andẼ are such that Λ(Ã,Ẽ) = Γ n . If we define G := FX and L := KX, then (2) can be rewritten as the following Sylvester system of matrix equations to be satisfied by X and Y :
Now we can try to solve the DEAP assuming thatÃ andẼ are chosen such that Λ(Ã,Ẽ) = Γ n , and G and L are given parameter matrices. To solve the DEAP, we need to solve (3) for X and Y and, provided X and Y are invertible, we compute the feedback matrices as
To enforce the invertibility of X and Y , we conjecture, on basis of results in [3] , that the matricesÃ,Ẽ, G and L must fulfill the conditions: (1) the pair
These conditions together with the controllability of pair (A − λE, B) ensure that X and Y satisfying (3) are generically invertible. If the pair (Ã,Ẽ) is in a Weierstrass form, then X and Y play the roles of the eigenvector matrices for the closed-loop system pair (A + BF, E + BK). In light of the sensitivity results in [10] for standard systems, it is meaningful to exploit the non-uniqueness of the DEAP for multi-input systems by minimizing additionally the sensitivity of the closed-loop eigenvalues and the norm of the feedback matrix. This leads to a minimum norm robust DEAP for which we propose a solution method combining unconstrained optimization techniques with the parametric Sylvester equation-based approach.
As a measure of the sensitivity of closed-loop eigenvalues, we use the condition numbers κ F (X) and κ F (Y) of X and Y with respect to the Frobenius norm. For computational convenience, instead of minimizing κ F (X) := X F X −1 F , the minimization of the sum X 2 F + X −1 2 F can be alternatively performed, since the two optimization problems are mathematically equivalent [1] . Thus, for the simultaneous minimization of the norm of the state feedback matrices F and K and of the two condition numbers κ F (X) and κ F (Y) we can use the following performance index:
where 0 ≤ α ≤ 1 is a weighting factor. For α = 0, J defines a pure norm minimization problem, while for α = 1 we get a pure robust DEAP. Intermediary values of α lead to a combination of both aspects. The main advantage of the Sylvester equation-based parameterization is that it allows a straightforward derivation of analytic expressions of gradients of the performance criterion J with respect to the free parameters G and L. We have the following result for the DEAP (for the proof see Appendix A). (4) , assigning the desired eigenvalues Γ n for given (Ã,Ẽ) and (G, L). Then, the gradients of J with respect to G and L are given by
Proposition 1. Let (F, K) be the pair of state feedback matrices computed as in
where U and V satisfy the Sylvester system:
for
Each function and gradient evaluation involves the solution of the two Sylvester systems (3) and (7) . An efficient algorithm to solve these equations is available [6] . In the next section, we describe a transformation-based approach by which gradient computations can be substantially speeded up.
Having explicit analytical expressions for the function and its gradient it is easy to employ any gradient-based technique to minimize J. However, since the dimension of the minimization problem, 2nm, could be large, a particularly well-suited class of methods to use is the class of unconstrained descent methods, as for instance, the limited memory BFGS method [9] used in conjunction with a line search procedure with guaranteed decrease [11] . The guaranteed decrease feature of these methods ensures that for α > 0 the condition numbers κ F (X) and κ F (Y) progressively decrease and thus the solutions X and Y of (3) remain invertible at each iteration once invertible solutions have been determined at the first iteration. Remark 2. When using gradient techniques to solve DEAPs by function minimization, it is likely that the computed solution is only a local minimum. One way to try to cure this aspect is by solving the problem repeatedly with different initializations, and choosing that solution which produces the lowest value of the cost function. Note however, that in most of cases the global minimum leads to condition numbers of the transformation matrices X and Y which have the same order of magnitude as those corresponding to any of local minima. Thus there is practically no difference for solving a robust eigenvalue assignment problem if the global minimum or one of local minima is employed to compute the feedback.
Algorithmic features
A satisfactory eigenvalue assignment algorithm must fulfill several requirements to serve as basis for a numerically robust software implementation. In what follows we discuss the main algorithmic features of the Sylvester equation approach, as generality, flexibility, numerical stability, computational efficiency.
Generality
A general eigenvalue assignment algorithm must be able to assign an arbitrary set of eigenvalues. Furthermore, in an ideal case, such an algorithm would also be able to assign a desired eigenstructure for the closed-loop system. Although the first requirement seems to be trivial, even well-known methods implemented in commercial software do not fulfill this requirement. For example, the robust pole assignment methods of [8] cannot assign poles with multiplicities greater than the rank of B. In what follows, we show that the Sylvester approach allows both the assignment of an arbitrary set of eigenvalues and of a given admissible eigenstructure for the closed-loop eigenvalues.
An arbitrary set of eigenvalues Γ n can be assigned with the Sylvester equation-based approach by suitably choosing the matrix pair (Ã,Ẽ). Suppose Γ n contains p distinct eigenvalues λ 1 , . . . , λ p , and each eigenvalue λ i has multiplicity k i . If infinite eigenvalues are present, assume that λ p = ∞. We can choose the pair (Ã,Ẽ) in a Weierstrass canonical form: 
is the solution of the original problem.
Flexibility
The Sylvester equation approach in conjunction with the optimization-based search for a minimum norm and well-conditioned feedback exploits the intrinsic freedom of the multi-input DEAP to address additional requirements, as for example, the conditioning aspect of the eigenvalue assignment problem. Note that most of existing eigenvalue assignment algorithms do not have the flexibility to exploit this structural feature of the problem, and even algorithms for robust pole assignment, address only partially this aspect by ignoring completely the feedback norm minimization. Moreover, these methods have also restrictions with respect to the allocation of the closed-loop eigenstructure.
Another desirable feature of a flexible eigenvalue assignment method is to allow a partial eigenvalue assignment, i.e. to keep unmodified some of the open-loop eigenvalues while moving the rest of eigenvalues to desirable locations. Since the partial eigenvalue assignment is a very useful feature, especially in the case of stabilizing high order systems, we show how this feature can be easily accommodated within the Sylvester equation-based approach.
It is easy to see that the performance index J is invariant to an orthogonal system similarity transformation, i.e. if F and K are the optimal feedback matrices for the descriptor pair (A − λE, B) , then F = FZ andK = KZ are the optimal feedback matrices for the transformed pair (Â − λÊ,B) := (Q T AZ − λQ T EZ, Q T B), where Q and Z are orthogonal matrices. Thus, if we want to keep unmodified the generalized eigenvalues of the pair (A, E) lying in a "good" region C g of C and to modify only those lying in its complement C b := C \ C g (the "bad" region), then we can first reduce (A, E) to an ordered GRSF to obtain the triple:
where
With this separation, we can perform a partial eigenvalue assignment by solving for the optimal solution 
Numerical stability and accuracy
The computation of the optimal solution F and K for the computed optimal parameter matrices G and L involves the solution of two systems of linear equations: the Sylvester system (3) to compute X and Y [6] , and the linear system
to compute the feedback matrices F and K. Thus the Sylvester equation-based approach can be considered to be practically numerically stable.
Concerning the accuracy of the results, in a robust pole assignment problem it is expected that for a carefully chosen set of closed-loop eigenvalues and corresponding eigenstructure the optimal X is reasonably well-conditioned. Thus the last computational step to determine the feedback matrices in (4) is guaranteed to be very accurate. The main source of errors is the solution of the Sylvester system, and thus the separation of spectra of the pairs (A, E) and (Ã,Ẽ) is the essential factor here. However, a good separation can always be achieved by an initial eigenvalue shifting with a preliminary feedback (see also Section 3.1) and a partial eigenvalue assignment can be performed in the case of overlapping spectra. Thus, for most practical problems we can expect that the computed results corresponding to an optimal solution are very accurate.
Computational efficiency
The overall efficiency of the algorithms heavily depends on the costs of function and gradient evaluations. Each function and gradient evaluation involves the solution of the two generalized Sylvester equations (3) and (7) sharing the same coefficient matrices. The standard procedure to solve these equations is the well-known generalized Schur method [6] . This approach can be efficiently employed in our case provided the pair (A, E) is reduced first to a GRSF using an orthogonal similarity transformation and assuming further that the pair (Ã,Ẽ) is in a Weierstrass form (a particular GRSF). The reduction of (A, E), performed only once, requires about 25n 3 operations and can be seamlessly combined with the reordering of the GRSF to accommodate with the partial eigenvalue assignment requirement. The solution of the minimization problem can be performed to obtain the optimal solutionsF andK for the transformed descriptor pair
with the pair (Â,Ê) in GRSF and (Ã,Ẽ) in Weierstrass form. The solution of the original DEAP results as F =F Z T and K =KZ T . For the transformed problem, the function and gradient evaluations can be performed very efficiently since now we have to solve only reduced Sylvester equations with the coefficient matrices in GRSF. This involves about 2n 3 operations for the solution of each Sylvester system by using the algorithm of [6] . Thus the overall cost to evaluate the function and its gradient is about 10n 3 operations, from which 6n 3 operations account to form the free terms S and T in (7).
Numerical examples
Consider the system from [8] 
This system is not regular since det(A − λE) ≡ 0, but it can be made regular with a preliminary state feedback. We assigned the closed-loop eigenvalue set Γ 5 = {−0.5, −1, −2, ∞, ∞} using both proportional-derivative feedback as well as pure proportional feedback. This example illustrates not only the ability of the new approach to compute well-conditioned (sometimes almost orthogonal) eigenvector matrices, but also its ability to solve the DEAP even for non-regular systems or to solve the DEAP in the case when infinite eigenvalues are present in both the open-loop and closed-loop systems. For the solution of DEAP, we choseÃ = diag(−0.5, −1, −2, 1, 1),Ẽ = diag (1, 1, 1, 0, 0) and solved the minimization problem for J for several values of α. For the resulting optimal solutions, we computed in each case the 2-norm condition numbers κ 2 (X) and κ 2 (Y), and the 2-norm of the compound feedback matrix [ F K ]. The results are given in Table 1 . It is easy to observe that for decreasing values of α the norms of feedback matrices decrease, but the To compare our approach with the method of [8] , we solved the DEAP by using only proportional feedback. The results are given in Table 2 . The same tendencies for decreasing norms of F and increas- ing ill-conditioning with decreasing α values can be observed as in Table 1 . Because of increased parametric freedom, the proportional-derivative feedback achieves smaller norms for the same ranges of the condition numbers.
For reference purpose, we give the proportional feedback matrix computed for the pure robust DEAP (α = 1): and thus are accurate to four decimal digits. This result is marginally better than that reported in [8] both with respect to the condition number of X as well as the magnitude of F . Note, however, that practically the same robustness can be achieved for α = 0.01 with a four times smaller magnitude of the feedback matrix F .
Conclusions
We focused on developing a reliable numerical approach to exploit the intrinsic non-uniqueness of the DEAP. One possibility to address the non-uniqueness is by formulating the DEAP as a minimum norm robust pole assignment problem. By using a convenient parametrization, a solution of the DEAP is sought by minimizing a special cost function expressing the weighted requirements for minimum norm of the feedback matrix and the minimum sensitivity of the closed-loop eigenvalues. The derived explicit expression for the gradient of the cost function allows the use of standard gradient search-based minimization techniques. Similar expressions for the constant-ratio proportional-derivative feedback DEAP and pure proportional feedback DEAP have been derived in [19] .
The efficient evaluation of the cost functions and gradients is of paramount importance for the usefulness of the proposed approach. Using transformation techniques in conjunction with the solution of reduced generalized Sylvester equations is the main ingredient to achieve this goal. Furthermore, it allows to address, with practically no extra costs, the partial pole assignment problem too. We believe that the proposed robust pole assignment approach is a viable way to solve large DEAPs in the perspective of the requirements formulated by recent sensitivity analysis results [10] .
In a broader context, the Sylvester equation-based approach provides a unified framework to solve various eigenvalue assignment problems for standard, descriptor and even periodic systems [18] . In light of discussions on generality and flexibility, this approach has the potential to become the standard way to solve all classes of eigenvalue assignment problems.
Appendix A. Proofs
To prove Proposition 1 we need the following result.
Lemma A.1. Let A, E ∈ R n×n ,Ã,Ẽ ∈ R r×r and C, D ∈ R n×r be given such that Λ(A, E)∩Λ(Ã,Ẽ) = ∅. Let X ∈ R n×r and Y ∈ R n×r be the solution of the Sylvester system:
, where U, V ∈ R n×r satisfy the Sylvester system:
Proof. By using Kronecker products and the notation x = vec(X) for the vec(·) operator, we can express the solution of (A.1) as
We obtain successively
However,
and thus (A.3) corresponds to the Sylvester system (A.2). We further have For J 1 = (1/2)tr[F T F ], we deduce the gradients ∇ G J 1 and ∇ L J 1 from the first order variation:
From (4), we get F = GX −1 − GX −1 XX −1 and we have successively
From ( 
with S 1 = F T FX −T and T 1 = 0. We further obtain
from which the gradients of J 1 result as
In a completely similar way we obtain
where for i = 2, U 2 and V 2 satisfy (A.5) with S 2 = K T KX −T and T 2 = 0. By using Lemma A.1 repeatedly, we determine the gradients of J i , for i = 3, . . . , 6 in the form: and to write the corresponding solutions U and V in the same form:
The matrices U and V satisfy the Sylvester system (7) and the corresponding expression of gradients are those in (6) . 
