We consider m spinless Fermions in l > m degenerate singleparticle levels interacting via a k-body random interaction with Gaussian probability distribution and k ≤ m in the limit l → ∞ (the embedded k-body random ensembles). We address the cases of orthogonal and unitary symmetry. We derive a novel eigenvalue expansion for the second moment of the Hilbert-space matrix elements of these ensembles. Using properties of the expansion and the supersymmetry technique, we show that for 2k > m, the average spectrum has the shape of a semicircle, and the spectral fluctuations are of WignerDyson type. Using a generalization of the binary correlation approximation, we show that for k ≪ m ≪ l, the spectral fluctuations are Poissonian. This is consistent with the case k = 1 which can be solved explicitly. We construct limiting ensembles which are either fully integrable or fully chaotic and show that the k-body random ensembles lie between these two extremes. Combining all these results we find that the spectral correlations for the embedded ensembles gradually change from Wigner-Dyson for 2k > m to Poissonian for k ≪ m ≪ l.
Introduction
The stochastic behavior displayed by spectra and wave functions of quantum many-body systems (atoms, molecules, atomic nuclei, quantum dots) is usually modelled in terms of canonical random-matrix theory (RMT); the application of RMT to such systems has been very successful in many cases [1, 2] . At the same time, this type of modelling is not completely realistic: All many-body systems that occur in nature are effectively governed by oneand two-body forces, while the use of canonical RMT is tantamount to assuming many-body forces between the constituents. Indeed, assuming that the one-and two-body interaction can be modelled stochastically, one finds that the resulting number of independent random variables is much smaller than in RMT. For instance, the number of independent two-body matrix elements in a shell-model calculation in atoms or nuclei is typically much smaller than the dimension N of the matrices involved, while the number of independent random variables in RMT is of order N 2 . This poses the question whether a more realistic stochastic modelling of many-body systems might yield results which differ from RMT predictions. The question was addressed in the 1970's with the help of numerical simulations using matrices of fairly small dimensions. The main results were: In a certain limit, the average level density does not have the shape of a semicircle but is Gaussian; the ensembles are neither stationary nor ergodic; unfolding of the spectra yields Wigner-Dyson spectral fluctuation properties, see Refs. [3] to [9] . Interest in model Hamiltonians with random two-body interactions has resurged in recent years in several areas of many-body physics (see Refs. [10] to [27] ), and the question of possible further differences between such models and RMT has resurfaced.
The paradigmatic models for this type of question are the k-body embedded Gaussian random ensembles EGOE(k) and EGUE(k) introduced by Mon and French in 1975 [28] and fully defined below. The integer k takes any value between 1 and m, the total number of particles. A number of useful and interesting results for these ensembles have been obtained [28, 1, 29] . In particular, it was shown that in the dilute limit (number m of Fermions small in comparison with the number l of single-particle states) and for k ≪ m, the shape of the average spectrum is Gaussian (rather than a semicircle as in the case of RMT). However, a comprehensive analytical approach to the spectral fluctuation properties of these ensembles is still lacking. To quote from Ref. [1] : "... there is no real theory yet for EGOE fluctuations, the gap being one of the most significant ones in the entire subject". As far as we know, the situation has not changed in the last twenty years. The gap is due to the fact that, in contrast to RMT, the embedded ensembles do not possess the (unitary, orthogonal or symplectic) invariance in Hilbert space which is so essential for the successful analytical treatment of RMT.
In this paper, we report on a novel approach to the k-body embedded Gaussian ensembles. Although physical interest focusses on the case k = 2, the generic features are better understood by addressing the case of arbitrary k with 1 ≤ k ≤ m. As always in RMT, we consider the limit of infinite matrix dimension, realized by letting l → ∞. One essential tool in our analysis is provided by the orthogonal or unitary invariance of EGOE(k) or EGUE(k) with respect to the single-particle states from which Hilbert space is constructed. We show that this invariance takes over the role of the (orthogonal or unitary) invariance of standard RMT. We first focus attention on the second moment A (k) of the random k-body interaction in the Hilbert space of many-body states. We introduce a novel eigenvector expansion for A (k) . This allows us to derive statements about the shape of the average spectrum as a function of k and m. Further information on the spectral behavior of EGOE(k) and EGUE(k) is obtained with the help of the supersymmetry method [30, 31] which applies thanks to the eigenvector expansion of A (k) . We derive and solve the saddle-point equations for EGOE(k) and EGUE(k). We show that the mean level density and the spectral fluctuations coincide with those of canonical RMT. Most importantly, we calculate the first non-vanishing term in the loop expansion and thereby estimate the range of validity of the saddle-point approximation. This range is given by 2k > m. This result is consistent with an estimate obtained by calculating the second and fourth moments of the interaction. In order to gain access to the regime 2k < m, we generalize the "binary correlation" method of Mon and French [28] to the calculation of level correlation functions. The method applies in the limit k ≪ m ≪ l. We show that in this limit, the spectral fluctuations are Poissonian. This is consistent with explicit results for k = 1. To reach a physical understanding of our results, we construct limiting ensembles of random matrices which are either fully integrable or fully chaotic. We show that EGOE(k) and EGUE(k) lie between these two extremes. In this way, we show that -contrary to common belief -for 2k m and l → ∞, EGOE(k) and EGUE(k) do not follow Wigner-Dyson statistics, and we give a simple argument why this is so. We comment on the apparent agreement between canonical RMT and data from numerical simulation and from atomic and nuclear physics and argue that this agreement is caused by a finite-size effect which disappears in the limit l → ∞.
The embedded ensembles and the limiting ensembles are defined in Section 2. The second moment A (k) is introduced, and an important identity derived, in Section 3. The eigenvector expansion derived in Section 4 is a central analytical result and enables us to calculate the low moments of the interaction (Section 5) and to apply the supersymmetry method (Section 6). The case k ≪ m ≪ l is studied in Section 7 while Section 8 contains the conclusions. A preliminary account of some of the results has appeared in Refs. [32] and [33] .
Definitions and Elementary Facts 2.1 Definitions
We consider m spinless Fermions in l > m degenerate single-particle states with associated creation and annihilation operators a † j and a j where j = 1, . . . , l. The ratio f = m/l is called the filling factor. For reasons explained in Section 3.3, we confine ourselves to the case of less than half filling, f ≤ 1/2 or 2m ≤ l. Hilbert space is spanned by orthonormal vectors labelled |µ , |ν , . . .. Each such vector is given by a Slater determinant a † j 1
. . . a † jm |0 where |0 denotes the vacuum. Uniqueness is guaranteed by the requirement j 1 < j 2 < . . . < j m . The dimension N of this space is
The random k-body interaction V k with k ≤ m has the form
We refer to k as to the rank of the interaction. As in the canonical case, we use the labels β = 1 and β = 2 for the orthogonal and the unitary ensemble, respectively. For β = 1, the matrix elements are real and obey
For β = 2, the matrix elements are complex and obey
Matrix elements not linked by the symmetry relations (3) or (4) are uncorrelated Gaussian distributed random variables with zero mean and a common second moment denoted by v 2 0 . Thus,
The overbar denotes the average over the ensemble. We "embed" the k-body interaction V k (β) in the m-particle space by taking matrix elements ν|V k |µ . For β = 1 (β = 2), this defines the kbody embedded Gaussian orthogonal (unitary) ensemble of random matrices, respectively, in short EGOE(k) and EGUE(k). We note that for k = m, we have done no more than rewrite the canonical ensembles GOE and GUE in what may appear a complicated way. Naturally, interest focusses on the case k < m. However, it is always useful to check that for k = m our results coincide with canonical random-matrix theory.
Eqs. (3), (4) and (5) are invariant under arbitrary orthogonal (β = 1) or unitary (β = 2) transformations of the single-particle states and so are, therefore, the ensembles EGOE(k) and EGUE(k).
The choice of v 2 0 determines the energy scale of our problem. Without loss of generality, we put v 2 0 = 1 in the sequel.
Regular Graphs
A graphical representation of the ensemble is obtained by assigning to each Hilbert space vector |µ a vertex µ, and to each non-diagonal matrix element ν|V k |µ which is not identically equal to zero, a link connecting the vertices µ and ν. The diagonal matrix elements µ|V k |µ are represented by loops attached to the vertices µ. It is instructive to explore the properties of the resulting topological structure.
The number of vertices is obviously given by N, the dimension of Hilbert space. The number M of links emanating from any given vertex is the same for all vertices and is given by
To see this, we observe that for the non-diagonal matrix element ν|V k |µ not to vanish identically, the vectors |µ and |ν may differ in the occupation of as many as s single-particle states where s = 1, 2, . . . , k. The number M is obtained by summing over all these possibilities. With the exception of the loops, the resulting structure is what is called a "regular graph" in the mathematical literature [34] . When we represent the structure as a matrix, the number of non-diagonal matrix elements which do not vanish identically is equal in each row and each column and given by M. For k < m, we have
It is also of interest to calculate the total number P of independent links. This number is given by the number of matrix elements above the main diagonal which do not vanish identically. Hence,
The minimum number L min of links needed to get from an arbitrary initial vertex µ to an arbitrary final vertex ν is bounded by
The bracket denotes the largest integer smaller than or equal to m/k. The inequality (8) holds because the maximum number of particles that must be moved, is m. The maximum number of particles that can be moved per link is k. For k = m we get L min = 1. We observe that the graph is very densely connected: For l ≫ 1, L min is much smaller than N. Obviously, N, M, P and L min do not depend on β.
The number K β of independent random variables is different for the unitary and the orthogonal ensemble and essentially given by the square of the number of independent choices of the indices j 1 , . . . , j k subject to the constraint j 1 < j 2 < . . . < j k . More precisely,
The ratio K β /P of the number K β of independent random variables and the number P of different links is, for k ≪ m, much smaller than one and, for f ≤ 1/2, approaches the value β(N + δ β1 )/(N − 1) monotonically from below as k approaches m. This shows that for k ≪ m there are strong correlations between matrix elements on different links. The correlations disappear as we approach the canonical limit k = m. Fig. 1 shows log 10 K 1 /P versus k/m for various values of the parameters l and m. Fig. 1 suggests that EGOE(k) and EGUE(k) both lie between two limits, obtained by assigning the minimum and maximum number, respectively, of independent random variables to the graph structure defined by the operators appearing in Eq. (2) . It is helpful to study the properties of these limiting ensembles. The minimum number of random variables is obviously one. The corresponding ensemble EGE min (k) is given by the matrix elements ν|V min k |µ of the interaction
Limiting Ensembles
The factor v is a Gaussian random variable and real (complex) for β = 1 (β = 2, respectively). Without loss of generality we may, however, put |v| 2 = 1, removing the distinction between the unitary and the orthogonal cases. The ensembles EGOE max (k) and EGUE max (k) containing the maximum number of independent random variables are obtained by assigning (within the constraints imposed by symmetry) a different random variable v νµ to each link in the graph. The interaction has the matrix elements
For β = 1 (β = 2), the matrix v νµ is real symmetric (complex Hermitean, respectively). Elements not connected by symmetry are uncorrelated Gaussian random variables with mean value zero and variance
The ensemble EGE min (k) is fully integrable and has spectral fluctuations which are not of Wigner-Dyson type. We demonstrate this for the two extreme cases k = 1 and k = m. For k = 1, the interaction has the form (
which obviously commutes with all permutations of the labels j = 1, . . . , l and i = 1, . . . , l of the single-particle states. Hence, the eigenvectors of the interaction are simultaneously eigenvectors of irreducible representations of the symmetric group: The system is integrable, and the spectral fluctuations are not Wigner-Dyson. The Gaussian distribution of the factor v in Eq. (10) does not affect this statement as it only smears the entire spectrum of a given representation of the ensemble over an interval of width unity. We have not succeeded in diagonalizing the interaction matrix analytically for v = 1. However, extensive numerical calculations have consistently yielded two different degenerate eigenvalues λ 1 , λ 2 which are reproduced by the formulas λ 1 = l and λ 2 = 0, with degeneracies n 1 = l−1 m−1 and n 2 = l−1 m . For k = m, it is easy to see that the matrix representation of EGE min (m) in Hilbert space carries the entry v on every element. Diagonalization of this matrix is trivial and gives the eigenvalues Nv (non-degenerate) and zero ((N − 1)-fold degenerate). Again, the ensemble is fully integrable, and the spectral fluctuations are not Wigner-Dyson.
We show in Section 6 that the spectral fluctuation properties of the ensembles EGOE max (k) and EGUE max (k) coincide with those of the GOE and GUE, respectively. (In actual fact, we do so only for EGUE max (k)). Given this fact, we see that the two limiting ensembles cover the extreme cases of fully integrable and fully chaotic systems, respectively. Fig. 1 then suggests that as k increases, the spectral fluctuations of both EGOE(k) and EGUE(k) may undergo a gradual transition from Poissonian to Wigner-Dyson behavior. In what follows, we present conclusive evidence for this statement.
The Second Moment of the Interaction
After these preliminaries, we turn to the central object of the theory: The second moment of the matrix ν|V k (β)|µ . For β = 2 we derive an identity for this quantity which is very helpful for what follows.
The Second Moment
By virtue of the randomness of V k (β), the matrix ν|V k (β)|µ is a random matrix with a Gaussian probability distribution and zero mean value. The distribution is completely specified in terms of the second moment A
Using Eqs. (2),(5) and v 2 = 1, we find
The matrix elements appearing on the right-hand side of Eq. (13) are manifestly real. Using this fact and the identity ρ|H|ν * = ν|H † |ρ valid for any operator H, we can rewrite Eq. (13) in the form
Eq. (14) is the central relation for the theory developed in this paper. As a check, we consider Eq. (14) for k = m and β = 2. There is only one term in the sum over the indices i α , α = 1, . . . , m for which a im . . . a i 1 |σ gives a non-zero result. This is the term by which all the m Fermions in |σ are annihilated. The same combination of indices also appears in the expression ρ|a † i 1
. . . a † im . For this expression not to vanish, we must have σ = ρ. Likewise, we conclude that A (k) = 0 unless µ = ν, and similarly for the last term (β = 1) in Eq. (14) . As a result, we find
This is the result of canonical random-matrix theory, usually written in the form (λ 2 /N)(δ µν δ ρσ + δ β2 δ µρ δ νσ ) where 2λ gives the radius of the semicircle. We note that with our normalization we have λ = √ N .
Duality
The duality relation is very helpful later on in obtaining explicit expressions for several quantities involving traces of powers of V k (β), and in the application of the supersymmetry formalism. We consider the case β = 2. For arbitrary k ≤ m, the duality relation has the form
This relation connects the matrix elements of the k-body interaction with those of the (m − k)-body interaction. The crucial difference is in the sequence of state vectors labelled µ, ν, ρ, σ. The duality relation is obtained from a generalization of the argument leading, for k = m, from Eq. (14) to Eq. (15) . We consider a fixed term in the sum over the j's and i's in Eq. (14) .
µν,ρσ (2) not to vanish, the single-particle states labelled j 1 , . . . , j k must be occupied in both |µ and |ν , and the states labelled i 1 , . . . , i k must be occupied in both |ρ and |σ . Moreover, |µ and |σ must have (m − k) occupied single-particle states in common, and the same holds for |ρ and |ν . Hence, for each pair of sets of labels j 1 , . . . , j k and i 1 , . . . , i k for which A (k) (2) does not vanish, there exists a pair of sets of (m − k) uniquely defined labels p 1 < . . . < p m−k and q 1 < . . . < q m−k such that the four states labelled µ, σ, ρ, ν have the form
This is Eq. (16).
Particle-Hole Symmetry
In shell-model calculations in atomic and nuclear physics, particle-hole symmetry is often used to simplify the calculations and to relate results for more than half-filled shells to those with less than half filling. This procedure applies as well in the present case but, as we shall see, is actually of little use because we confine ourselves to random interactions with fixed rank k.
There exists a one-to-one correspondence between the set of state vectors |µ containing m particles defined in Section 2.1, and the set |μ obtained by creating (m − k) holes in the full shell,
are the creation operators for holes. We may consider the matrix elements of V k (β) in the basis of hole states |μ rather than in that of the particle states |µ . To make this particlehole transformation effective, we must rewrite the interaction V k (β) in Eq. (2) in terms of the b's and b † 's and bring all hole creation operators up front. The last step entails a number of commutators of b's and b † 's. As a result, we find that an interaction which has rank k in particle representation, will be a sum of interactions of ranks 0, 1, . . . , k in hole representation. This is why particle-hole symmetry is not immediately useful in the present context. On the other hand, the very use of a random interaction of fixed rank k is an idealization, and it is, therefore, legitimate to consider such an interaction both for particles (2m ≤ l) and for holes (2(l − m) ≤ l), the two types of interaction not being connected by any symmetry relation. That is the point of view taken in this paper. It is then obviously sufficient to study the particle case, i.e., to confine m to values 2m ≤ l so that f ≤ 1/2.
Eigenvector Expansion of the Second Moment
Progress in understanding the properties of EGOE(k) and EGUE(k) rests on an eigenvalue expansion of the second moment A (k) (β). To this end, we note that A (k) (β) defined in Eq. (13) has the symmetry properties A
νµ,σρ (2) . Considered as a "grand matrix" carrying the indices M = (µ, ν) and M ′ = (ρ, σ), respectively, the matrix A (k) µν,ρσ (2) is, therefore, Hermitean. (We use the term grand matrix to avoid confusion with the term supermatrix in the supersymmetry approach). Every Hermitean matrix possesses a bilinear expansion in eigenvectors. We construct this eigenvector expansion for A
. In somewhat symbolic notation, the eigenvectors obey
Here s is a running label and the index a allows for possible degeneracies. When written explicitly in terms of the state labels µ, ν, ρ, σ, the eigenvectors C (sa)
M ′ turn into matrices and Eq. (20) contains a partial trace,
The eigenvectors can be orthonormalized (again this involves a trace),
For reasons which will be obvious later, we have chosen the normalization constant as N rather than unity. The eigenvalue expansion of A
We proceed to construct the eigenvalues Λ (s) (k) and eigenvectors C (sa)
µν . In searching for the solutions of Eq. (21), we are guided by two simple examples. The first one is the case of a random potential V ( x). Let us suppose that the potential has a Gaussian distribution with zero mean value and a second moment given by V ( x)V ( y) = F ( x, y). We assume that translational and rotational invariance hold and that, therefore, F is a function only of | x − y|. Then, it is possible and useful to decompose F into invariants with respect to the rotational group. This is accomplished with the help of the multipole expansion
We have used polar coordinates, and the Y L,M 's are the standard spherical
* is the projector onto an invariant subspace. The spherical harmonics are eigenvectors of F with eigenvalue f L and span the invariant subspace. We look for an analogous decomposition of A (k) M M ′ , using the fact that EGUE(k) is invariant under unitary transformations of the single-particle basis. We expect that M and M ′ play the role of the polar angles (Θ x , Φ x ) (or (Θ y , Φ y ), respectively), and that
* is replaced by a projector onto a subspace of Hilbert space which is invariant under unitary transformations of the single-particle states 1, . . . , l.
Our second example is the GUE. The second moment of the GUE interaction has the form of Eq. (15) with β = 2. The two Kronecker symbols δ µν δ ρσ display the unitary invariance of the GUE in Hilbert space. From the point of view of our first example, we look at Eq. (15) as kin to a multipole expansion. The expansion has only a single term, and the product of the two Kronecker symbols is the projector onto an invariant subspace. The subspace is spanned by eigenfunction(s) of the second moment. There is one eigenfunction which belongs to the eigenvalue λ 2 = N. It is the matrix δ σρ . All traceless matrices are likewise eigenfunctions but belong to eigenvalue zero.
We turn to Eq. (21) . To construct the eigenvectors, we state a fact implied by our derivation of the duality relation: For A (k) (2) not to vanish, the two states |σ and |ρ may differ in the occupation of at most (m − k) singleparticle states, and likewise for |µ and |ν . Guided by this observation and by the example of the GUE, we begin with the simplest case denoted by s = 0. It is easy to check that C
. For s = 1, it is likewise easy to check that for j = i, the vectors C µν . We must, in fact, construct traceless matrices. For j = 1, . . . , l these are given by µ|a †
. Only (l − 1) of them are linearly independent, however. We observe that the eigenvalue Λ
(1) (k) has degeneracy D It remains to find linear combinations of the eigenvectors C (1a) µν which obey the orthonormality conditions (22) . For j = i, we consider the matrices µ|(a † j a i + a † i a j )|ν and µ| √ −1(a † j a i − a † i a j )|ν of two Hermitean operators. These matrices are all orthogonal upon each other. Normalization is assured by multiplying each matrix with (1/2)l(l − 1)/(m(l − m)). For j = i, the matrices have the form µ|a † j a j − (1/l) p a † p a p |ν = µ|B j |ν . These matrices are automatically orthogonal to the ones with j = i. We note that for j, i = 1, . . . , l, the matrix
Here, 1 is the unit matrix in l dimensions, and the l-dimensional matrix M carries the entry (+1) in every element. The matrix T ij has the non-degenerate eigenvalue zero (which arises because j B j = 0) and the (l −1)-fold degenerate eigenvalue (m/l)(l −m)/(l −1). Transforming B j with the diagonalizing orthogonal matrix and multiplying the result with
orthonormal eigenvectors. Thus, we have explicitly constructed the D (1) orthonormal eigenvectors to eigenvalue Λ (1) (k). We observe that these do not depend on the rank k of the interaction. The rank affects only the value of Λ
(1) (k). In order to simplify our notation, we will continue to denote these orthonormal eigenvectors by C (1a) µν where a = 1, . . . , D (1) . It should now be clear how to proceed: The index s labels the rank of the operators appearing in the matrices C (sa) µν . It is easy to check that for {j 1 , . . . , j s } with j 1 < . . . < j s different from {i 1 , . . . , j s } with i 1 < . . . < i s (so that no two indices are equal), the matrices µ|a † j 1
These matrices are orthogonal upon all matrices in classes s ′ = s. They can be made mutually orthogonal by using the Hermitean combinations of oper-
. This is the same construction as used for s = 1. Whenever at least two indices from the sets {j 1 < . . . < j s } and {i 1 < . . . < j s } are equal, the same problem as for s = 1 arises. Indeed, given a matrix in class s ′ < s, we can seemingly "lift" it into class s by multiplying the defining operator by [
, even though the operator l j=1 a † j a j can be replaced by m. Therefore, it is necessary to find linear combinations which are orthogonal upon these constructs. It is not necessary to perform the construction explicitly. Suffice it to say that the dimension D (s) of the resulting linear space is given by D (0) = 1 and, for s ≥ 1 by
This is because the total number of sets {j 1 < . . . < j s } and {i 1 < . . . < j s } is l s 2 , and because we have to subtract the number of matrices obtained by "lifting" from all lower classes. We denote the orthonormal eigenvectors in class s by C (sa)
µν where a = 1, . . . , D (s) . Again, the eigenvectors do not depend upon the rank k of the interaction, only the eigenvalue does.
The total number of eigenvectors constructed in this fashion is given by
2 . This is the dimension of the grand matrix A (k) (2) . We conclude that we have found a complete orthonormal set of eigenvectors obeying Eq. (22), and that, therefore, the expansion (23) applies. We recall that the rank k of the interaction appears only in the eigenvalues given by Eq. (25) . Inspection of this equation shows that the sum in Eq. (23) (14) is the sum of two terms each of which have the form of A (k) (2). We apply the arguments for A (k) (2) to each of these terms separately and find as a result
The eigenvalues and eigenvectors are the same as for the case β = 2. We can combine Eqs. (23) and (27) into the single equation
Eqs. (22), (25), (26) and (28), constitute the central results of this Section. Another important identity is obtained by combining the eigenvalue expansion for A (k) (2), Eq. (21), with the duality relation (16) . This yields
This equation implies further useful relations. For instance, putting ρ = ν and µ = σ, summing over µ and ρ, and using the orthonormality relations we find
Moments of V k
We apply the results obtained in Sections 3 and 4 and calculate the dependence on k, m and l of measures of the shape of the average spectrum of EGOE(k) and EGUE(k). As always in this paper, we do so in the limit l → ∞. Only in this limit do we expect to obtain generic results. This limit corresponds to the limit N → ∞ of canonical random-matrix theory.
As a by-product, we obtain results which allow us to infer how quickly the embedded ensembles approach the limit l → ∞.
We calculate ensemble-averages over products of traces of powers of V k (β). Traces are always taken in the Hilbert space of Slater determinants |µ . From Eqs. (28) and (30) we have
Two further averages are given by
and
Both these results can easily be found for β = 2. For β = 1, we encounter terms of the form ν C (sa)
which cannot be worked out with the help of the orthonormality relation (22) . We recall the explicit construction of the matrices C µν coincides. The number of such terms in the sum over a is of relative order 1/l 2 and, thus, negligible in comparison with other terms which we keep.
We construct three ratios which yield information about the shape of the spectrum. The ratio S measures the fluctuations of the center of the spectrum in units of the average width of the spectrum. It is given by
The relative fluctuation of the width of the spectrum is given by
The kurtosis κ is given by
The quantity Q marks the difference in spectral shape between the semicircle (κ = 2) and the Gaussian (κ = 3).
The ratios S and R yield information about finite-size effects in numerical calculations of EGOE(k) and EGUE(k) [26] . The ratio S is given by
The ratio R has the value
The result for R is consistent with the estimate by French [8] . For k ≥ 1, we have both S → 0 and R → 0 for l → ∞. However, for fixed values of k and f , S ∝ l −2k ∝ (ln N) −2k and R ∝ l −2k ∝ (ln N) −2k decrease very slowly as l increases, much more slowly than in the case of the canonical ensembles where S(m, m, l) = 1/N 2 and R(m, m, l) = 2/N 2 . This fact illustrates the difficulty in obtaining reliable spectral information numerically. We note that R(0, m, l) = 2 and return to this point in Section 7 in the context of the binary correlation approximation.
From the point of view of the present study, the most interesting information resides in the ratio Q defined in Eq. (37) and given by
We have Q(0, m, l) = 1 and Q(m, m, l) = 1/N 2 , consistent with a Gaussian and, for N → ∞, a semicircular shape of the spectrum, respectively. Moreover, recalling that f = m/l, we have the following limits:
for 2k > m with both k and m fixed ,
, for 2k ≤ m with both k and m fixed , lim l→∞ Q = 0 , with both k/m and f fixed , lim l→∞ Q = 1 , with both k and f fixed .
A graphical representation of lim l→∞ Q is given in Figure 2 . We note that as m increases, the curves shrink toward the ordinate. In the limit m → ∞, the value of Q is unity at k/m = 0 and zero everywhere else. These results show that in the limit l → ∞ and for fixed m, the spectral shape is that of a semicircle as long as 2k > m. (In the unphysical limit where with l also k tends to infinity, we also obtain a semicircle). The semicircle undergoes a smooth transition to Gaussian shape for 2k ≤ m. We have identified the critical value of k where the transition of the average spectral shape from semicircle to Gaussian begins. Obviously, the kurtosis alone is not sufficient proof for this transition: We have not investigated the higher moments of the spectrum. The calculation of such moments is very difficult at best. In Section 6 we present independent evidence for the conclusion that the transition to Gaussian shape begins at 2k = m.
For k = m, we have Q ∝ 1/N for l → ∞. For small k, the approach is not quite as rapid. For instance, for k = 1, we have Q ∝ l 3 /[Nm(l − m)].
Supersymmetry Approach
Until now, the embedded ensembles have largely resisted attempts to apply the supersymmetry method [29] . This is because these ensembles lack the orthogonal (unitary) invariance in Hilbert space characteristic of GOE (GUE, respectively). The eigenvector expansion (23) remedies this deficit:
After averaging over the ensemble, the integrand of the generating functional contains an exponential the argument of which is a sum of squares of bilinear forms in the integration variables. This expression can be linearized via the familiar Hubbard-Stratonovich transformation. We use the saddle-point approximation, solve for the saddle-point manifold, and consider the lowestorder terms in the loop expansion for the one-point and the two-point functions. The results in Sections 6.2 and 6.3 supersede and correct statements made in Section 5 of Ref. [32] . In a last Section, we show that the spectral fluctuations of the limiting ensembles EGOE max (k) and EGUE max (k) defined in Section 2.3 coincide with those of the GOE and GUE, respectively. For simplicity, we display only the case β = 2. The calculations for β = 1 can be carried through in full analogy.
Saddle Point
The steps leading to the saddle-point equation are perfectly standard [30, 31] and are only sketched here. We consider the case of the two-point function and obtain the one-point function later by specialization. The integrand of the generating functional contains the factor
Here, Ψ µpα stands for the complex integration variables with α = 0, 1 for commuting (anticommuting) variables, p = 1, 2 for the advanced (retarded) Green function, and µ = 1, . . . , N. The diagonal supermatrix L distinguishes the retarded and advanced case and is defined in Ref. [31] . Averaging expression (41) over the ensemble and using Eq. (12), we obtain a quartic term in the Ψ's involving the matrix A (k) . We use the eigenvector decomposition (23). This allows us to perform the Hubbard-Stratonovich transformation. For each value of the pair (s, a), we introduce a supermatrix σ (sa) of composite variables. Integration over the Ψ's yields an integral over the composite variables containing the factor exp(−L eff ). The effective Lagrangean L eff has the form
The λ (s) (k)'s are the positive square roots of the eigenvalues Λ (s) (k). The energy arguments E 1 and E 2 of the advanced and the retarded Green function are used to define E = (1/2)(E 1 + E 2 ) and ǫ = E 2 − E 1 while J stands for the source terms. The occurrence of the factor N ≫ 1 in the effective Lagrangean causes us to use the saddle-point approximation. The wish to make this factor explicit was the reason for the normalization chosen in Eq. (23) . Under omission of the small terms J and ǫ ∝ 1/N, the saddle-point equations read
We have used matrix notation in Hilbert space. The saddle-point Eqs. (43) constitute a set of coupled equations, one for each of the unknown quantities σ (sa) .
To solve the saddle-point equations (43), we multiply the equation for σ (sa) with λ (s) (k) C (sa) and sum over all (s, a). We find
where
ρσ . Comparison with Eq. (23) shows that the right-hand side of Eq. (44) can be expressed in terms of the grand matrix A (k) . Doing so and using Eq. (12), we obtain
The overline refers exclusively to the two matrix elements of V k displayed explicitly. We use Eq. (45) in the identity G(E) = [E −X] −1 for the averaged Green function (a one-point function). This yields the generalization of the Pastur equation to EGUE(k). Iteration with respect to X of this equation yields a series which can be interpreted in terms of diagrams: Every averaged pair of V k 's is connected by a contraction line. The series differs from the series obtained by averaging the Born series for G(E). It lacks all those contributions where at least two contraction lines intersect. We return to this point in Section 8. Terminating the iteration after a finite number of steps (this number is arbitrary), we find that X obeys the GUE saddlepoint equation
We first look for a solution X diag which is diagonal in the superindices. For |E| ≤ 2λ (0) (k) this yields
with
The ± signs refer to the retarded (G − (E)) and the advanced (G + (E)) case, respectively. Inserting this result back into the saddle-point equations (43), we find that σ (0) is identical to τ (0) while σ (sa) = 0 for all s ≥ 1. For the one-point function this shows that, within the range of validity of the saddlepoint approximation, the semicircle describes the generic form of the average spectrum of EGUE(k). In contrast to the standard GUE case, the radius λ (0) (k) of the semicircle tends to infinity for l → ∞. The mean level spacing d(k) ∝ λ (0) (k)/N tends to zero (m fixed) or remains finite (f fixed) in the same limit.
In the case of the canonical ensembles, the invariance of the effective Lagrangean under general pseudounitary transformations implies that the twopoint function possesses not a single saddle point but a saddle-point manifold. The same situation prevails here. The manifold is given by T (sa) = 0 for s ≥ 1 in the effective Lagrangean, we find that the first-order term in ǫ takes the canonical form
Here d is the average level spacing. The argument also carries through for higher-point correlation functions and shows that the spectral fluctuations of EGUE(k) are identical to those of the GUE.
Loop Correction to the One-Point Function
We wish to determine the range of validity of the saddle-point solution in the limit l → ∞. We do so by using a power-series expansion for the effective Lagrangean around the saddle-point and a subsequent expansion of the resulting exponential ("loop expansion"). We recall that in the GUE case, all terms of the resulting series save the first vanish individually as the dimension N of the GUE matrix tends to infinity. This is true except at the edge of the spectrum. In the present case, the calculation of the terms in the loop expansion is a formidable task, and we confine ourselves to the correction term of lowest non-vanishing order. We investigate the behavior of this term for l → ∞.
For the one-point function, the sign in Eq. (46) is fixed (negative, say), the dimension of the supermatrices is two, and we deal with a single energy variable E 1 only. We write σ (sa) = δ s0 τ (0) + δσ (sa) and expand the effective Lagrangean in powers of δσ (sa) . For the logarithmic term, we effectively generate an expansion in powers of δΣ = sa λ (s) (k)C (sa) δσ (sa) . In this expansion, we keep terms up to fourth order. We expand each of the resulting expressions up to first order in the source variable J, and the exponential in powers of the terms so generated. Details are given in Appendix A. We obtain
.
The squared factorỸ (k) is some suitably chosen complex number depending on k, m, l, and E. (Ỹ (k)) −2 compensates for dropping factors 
The loop correction is bounded by the ratio Q defined in Eq. (39), cf. also the relations (40). This fact is highly satisfactory: It agrees with our evaluation of the kurtosis in Section 5 in the sense that non-vanishing corrections to the semicircle shape occur for l → ∞ whenever 2k ≤ m while the semicircle form prevails for 2k > m. In view of the bounds 1 < |Y (s) (k)| < 2 on Y (s) (k), the asymptotic behavior implied by the relations (40) holds true independently of the estimate leading to the relation (49). And this behavior prevails within the major part of the spectrum.
The modification of the shape of the spectrum due to the loop correction is determined by the energy dependence of τ (0) which contains the term √ 1 − x 2 . At the edge of the spectrum, Y (0) (k) approaches zero. So doesỸ (k) and a more detailed analysis would be required to see whether the square-root singularity is asymptotically removed by the loop correction. We have not pursued this point.
We conclude that the average spectrum of EGUE(k) has semicircle shape for 2k > m while corrections to this form arise for 2k ≤ m. These corrections may be substantial. Thus, the conclusion reached in Section 5 gains independent and strong support by the present analysis.
Loop Correction to the Two-Point Function
For the two-point function, we again expand around the saddle point. The logarithmic term in the effective Lagrangean has the form
We have absorbed the matrices T and T −1 in the definition of the four-byfour matrices δΣ (sa) . Except for s = 0 these matrices have 16 independent variables. For s = 0, we have δσ (0) = T δP T −1 where δP commutes with L. This is because the remaining degrees of freedom in δσ (0) generate the saddle-point manifold.
We expand the logarithm in powers of δΣ and keep terms up to order four. We expand the resulting terms in powers of 1/2 ǫ T LT −1 + T JT −1
and keep terms up to order two. We expand the exponential in powers of these terms. After integrating over the δσ's and dropping terms that vanish as 1/N for N → ∞, we write the result as an exponential, see Appendix A. This exponential contains two terms. The first contains the expression
Here d l is the modified average level spacing which results when the last term in Eq. (48) is included in the average Green function. The index l stands for loop. This modification is no more than a consistency check. Indeed, the graded trace in Eq. (51) yields Wigner-Dyson spectral fluctuations. These, however, must be expressed in terms of the correct average level spacing which, in the framework of the loop expansion, is precisely d l .
Interest focusses on the second term. It is proportional to
In a different context it was shown by Kravtsov and Mirlin [35] that such a term produces deviations from Wigner-Dyson spectral fluctuations. The strength of these fluctuations is proportional to the ratio R(k, m, l) given in Eqs. (38). We recall that R vanishes for l → ∞ but does so particularly slowly for small values of k and fixed f . Whereas the lowest non-vanishing loop correction has given us clear evidence for a change in spectral shape at 2k = m, this is not the case for the spectral fluctuation properties. The ratio R vanishes asymptotically more slowly than 1/N but does not indicate a break at 2k = m. If the transition to Gaussian shape is accompanied by a change in level statistics, we would expect that terms like the one in (52) but which do not vanish asymptotically, would arise in higher-order terms of the loop expansion. We return to this point in Section 7.1.
Universality of EGUE max (k)
To show universal random-matrix behavior for EGOE max (k), we apply the supersymmetry formalism. The steps are quite similar to those of Sections 6.1, 6.2, and 6.3, and we confine ourselves to indicating points of difference. We define the operator
This operator is obviously different from the one in Section 5 where the same symbol was used. After averaging and the Hubbard-Stratonovich transformation, we obtain the effective Lagrangean
The quantity σ is both, a supermatrix and a matrix in the Hilbert space with m − k particles. The saddle-point equation for σ can be solved as in Section 6.1 and yields the solution ν|A
max which is independent of ν. The quantity τ We consider the one-point function and write σ = σ (0) + δσ. The logarithmic term contains the matrix elements µ|A † δσA|µ of δσ. The steps are the same as in Section 6.2 but can be carried through independently for each value of µ, cf. Appendix A. The correction is proportional to (
4 . Even in the worst case k = 1, this contribution vanishes like l −4 for l → ∞. For the two-point function, we find likewise that the first non-vanishing term in the loop expansion behaves like (
4 . We conclude that EGUE max (k) has the same spectral properties as GUE. This is consistent with results by Mirlin and Fyodorov [36] who showed that sparse random matrices possess Wigner-Dyson statistics as long as the number of non-zero matrix elements per row and column exceeds the value unity.
The Case k ≪ m ≪ l
The results of the previous Sections show that for 2k > m, EGOE(k) and EGUE(k) behave generically: The average spectrum has semicircle shape, and the spectral fluctuations coincide with those of GOE and GUE, respectively. We now address the question: What happens in the regime 2k ≤ m? We expect a transition to Gaussian spectral shape but have little information yet on the spectral fluctuation properties. In this situation, it may be useful to consider a case as far removed as possible from the transition point 2k = m, i.e., to consider k ≪ m. For technical reasons, it is then advantageous to take also m ≪ l. This is the case dealt with in the present Section.
As a preparatory step, we consider in Section 7.1 the case 1 = k ≪ m ≪ l. We show that the spectral fluctuations are Poissonian. By calculating the inverse participation ratio, we show, furthermore, that the eigenstates display localization in Fock space. Both features are non-generic. It is conceivable, of course, that the case k = 1 is special, and that already k = 2 behaves very differently. In Section 7.2, we show that this is not the case. We use the "binary correlation appoximation" developed by French and collaborators [28, 1, 27] . With the help of this approximation, it was shown [28] that for k ≪ m ≪ l, the average spectrum has Gaussian shape. We generalize the approximation in such a way that it also yields information on two-and higher n-point correlation functions. We show that the level fluctuations are Poissonian for k ≪ m ≪ l.
The Case k = 1
To simplify notation we again confine ourselves to the unitary case. The extension to the orthogonal case is perfectly straightforward. For m = 1 the random one-body operator can be diagonalized for each realization of the ensemble. With α = 1, . . . , l, we denote the eigenvalues and eigenfunctions by ε α and Ψ α , respectively. The eigenfunctions can be expanded in our singleparticle basis,
. For l → ∞, the eigenvalues ε α obey GUE statistics, the average level density has semicircle shape, and the elements of the matrix U αj are complex Gaussian distributed random variables with mean value zero and a second moment given by
For terms of higher order, we use the results of Ullah and Porter given in Eq. (7.16) of Ref. [1] . For m > 1, we can easily find the eigenvalues and eigenfunctions of this ensemble. The eigenfunctions are orthonormal Slater determinants given by |χ n = c † α 1 . . . c † αm |0 where the α's take values from 1 to l with α 1 < . . . < α m . The corresponding eigenvalues are
It is obvious that for m ≫ 1, the average level density has Gaussian shape: It is the convolution of m semicircular level densities. It is equally obvious that for l ≫ m ≫ 1, the spectral statistics of EGUE (1) is Poissonian. Indeed, from Eq. (56) we see that neighboring eigenvalues E n and E n+1 may be composed of quite different combinations of single-particle energies ε j , and both level repulsion and stiffness of the single-particle spectrum lose importance. This is, to some extent, true already for m = 2.
The example is instructive because for m = 2, we are right at the transition point 2k = m separating the regime of the semicircle from that of the Gaussian, see Sections 6.2 and 6.3. The correction (52) derived in Section 6.3 contains the factor R which vanishes asymptotically for l → ∞ whereas the case m = 2 discussed above leads us to expect that non-vanishing finite corrections to the Wigner-Dyson fluctuation behavior exist in this limit. This fact reconfirms our expectation that higher-order terms in the loop expansion yield contributions of the form (trgLT LT −1 ) 2 which do not vanish asymptotically.
We turn to the eigenfunctions and ask whether these display localization in Fock space. This would be another strong indication for non-generic behavior. To this end, we expand the eigenfunctions in terms of the Slater determinants |µ introduced in Section 2.1,
and calculate the inverse participation ratio
For states which are completely mixed, we expect |g nµ | 2 ∼ = 1/N thus |g nµ | 4 ∼ = 1/N 2 and P ≈ 1. A value of P significantly larger than unity signals localization.
The eigenvector |χ n has m occupied single-particle states labelled α p with p = 1, . . . , m and α 1 < . . . < α m . For |µ , the corresponding indices are j q . The expansion coefficients g nµ = det(U αpjq ) are determinants formed of the matrix elements of the unitary transformation U αj introduced above. It is straightforward to show that |g nµ | 4 can be written as a determinant,
In averaging |g nµ | 4 over the ensemble, we keep the leading terms in an expansion in inverse powers of m. The average is calculated using Eq. (55) and Wick contraction. The leading contribution in powers of 1/m is obtained by contracting pairs of U's in such a way that the minimum number of summations over the indices i and β is destroyed by the Kronecker delta's on the right-hand side of Eq. (55). Consider an arbitrary entry in the matrix appearing in the determinant in Eq. (59). The indices β and i of the second factor U * βi are both summed over, suggesting that this factor should be contracted with either of its neighbors to the right and left. Doing so and using Eq. (55) we find for the entry the value 2(m/l) i U αpi U * α ′ p i . The factor two accounts for both ways of performing the contraction. Ullah-Porter corrections to this result are small of order m/l. Hence,
Inserting this result back into the expression (58) for P and using normalization, we obtain P ≈ N( 2m l ) m . We take the limit l → ∞ of P for fixed m ≫ 1 and find P → (2e) m ≫ 1. We recall that we expect P ≈ 1 for delocalized states and conclude that for k ≪ m ≪ l, the eigenstates of EGUE(k) show localization in Fock space. This statement applies uniformly to all eigenstates and is not connected with a delocalization transition.
Binary Correlation Approximation
The results of Section 7.1 raise the question: are these results specific for the case k = 1 (which then would play a somewhat singular role), or are they typical for k ≪ m ≪ l? With the help of a suitable generalization of the binary correlation approximation [28, 1, 27] , we now show that the second alternative holds. We proof that the eigenvalues of the EGUE(k) have a Poissonian distribution in the limit k ≪ m ≪ l in general.
The binary correlation method has been successfully applied to calculate the average one-point function of the EGUE(k) [28, 29] . In Ref. [29] , the average one-point function was expanded in a power series in V k . One makes use of the fact that V k is a Gaussian distributed random operator and performs Wick contractions to carry out the average. In the limit k ≪ m ≪ l, each pair of Wick-contracted V k 's may be approximately replaced by v 2 0 Λ (0) (k). The resulting expression can be resummed using Borel summation. This yields the Gaussian spectral shape first found by Mon and French [28] .
We proceed similarly for the two-point function by expanding both Green functions in powers of V k and applying Wick contraction. The disconnected part is calculated in exact analogy to Ref. [29] . However, cross-contracted pairs of V k 's which arise in the connected part have to receive special treatment. In Appendix B, we show that in the terms of order (V k ) 2n , the contributions of cross-contracted pairs carry lower powers of l than the contributions to the disconnected part. In the limit k ≪ m ≪ l, this fact causes the connected part to vanish relative to the disconnected part. More precisely, the properly normalized two-point correlation function
vanishes in the limit l → ∞. More generally, all higher n-point functions turn out to be asymptotically given by the product of n average one-point functions. Hence, all connected n-point correlation functions vanish in the limit k ≪ m ≪ l, yielding Poissonian spectral fluctuations. The binary correlation approximation applies for non-zero values of k as long as k ≪ m ≪ l. The approximation predicts Gaussian spectral shape and, perhaps unexpectedly, Poissonian spectral fluctuations. This is in keeping with the results trivially expected for k = 0 and with the results for k = 1 found in Section 7.1. In terms of spectral properties, the cases k = 0 and k = 1 are seen not to play a special role. In the limit k ≪ m ≪ l, the spectral properties do not show discontinuous changes when k approaches zero. This corresponds to the continuous dependence on k in all the formulae derived in earlier Sections.
Conclusions
We have studied the shape of the average spectrum and the eigenvalue fluctuations of the embedded ensembles EGOE(k) and EGUE(k) in the limit of infinite matrix dimension, attained by letting the number l of degenerate single-particle states go to infinity. We have shown that for sufficiently high rank k of the random interaction (2k > m where m is the number of Fermions), these ensembles behave generically: The spectrum has semicircle shape, and the eigenvalue fluctuations obey Wigner-Dyson statistics. A smooth transition to a different regime takes place at or near 2k = m. It has long been known that the average spectrum changes into Gaussian shape, although the point of departure from the semicircle shape was not known. We have shown that in addition -and contrary to general expectations -the level fluctuations also change and are not of Wigner-Dyson type for 2k m. We cannot pin down precisely the k-value where such change occurs. The case m = 2, k = 1 suggests that this, too, happens near 2k = m. We have proved, however, that the level fluctuations become Poissonian in the limit k ≪ m ≪ l. Our analysis of the case k = 1 suggests that in this limit the eigenfunctions display localization in Fock space. With the analytical methods at our disposal, we cannot reach that regime of the embedded ensembles where neither Poissonian nor Wigner-Dyson statistics applies. This is no surprise: We do not know of any case where such an aim would have been achieved analytically.
It is interesting to compare our results with those of Ref. [29] . There the two-point correlation function was calculated to lowest order in the loop expansion. (This expansion differs from the one in the present paper). It was found that the two-point function did have the dependence on r expected from canonical random matrix theory. Here, r is the difference in energy of the two Green functions in units of the mean level spacing. However, the coefficient multiplying r −2 turned out to be too large. It was speculated that higher-order terms in the loop expansion would reduce this coefficient to the value unity expected from canonical RMT. Now we know that this speculation applies only for 2k > m or so. In the limit k ≪ m ≪ l, the higher-order terms in the loop expansion of Ref. [29] must actually cancel the contribution of lowest order.
Within the framework of the supersymmetry approach and in diagrammatic language, the transition at 2k = m is caused by the increased weight (with decreasing k) of intersecting Wick contraction lines. Universal randommatrix results are obtained whenever such contributions are negligible, and this apparently is the case for 2k > m. In other words, the intersecting contraction lines are responsible for the deviations from random-matrix universality. We ascribe the special role played by the value 2k = m of the rank k to duality. The duality relation plays an important role in obtaining our results. It connects k with (m − k) and, thus, assigns a special role to the value 2k = m.
From a physical point of view, our results can be understood in terms of the ratio K β /P of the number of uncorrelated random variables over the number of independent links, i.e., the number of non-zero entries in the matrix representation of the k-body interaction in Hilbert space. We have shown that if all links were to carry uncorrelated random variables, the ensembles would have Wigner-Dyson type spectral fluctuations. Conversely, if all links were to carry the same random variable, the ensembles would be completely integrable and display Poissonian statistics. These statements hold for all values of k. The actual situation is located between these two limits. The case k = 1 is closest to the integrable case, and the case k = m corresponds to canonical random-matrix theory. These facts show that deviations from random-matrix universality are not caused by the number of zeros in the matrix representation of the interaction but are strictly due to correlations between matrix elements. We may think of the random k-body interaction as a sum of terms, each term carrying a single random variable multiplied by a fixed matrix. All random variables in the sum are uncorrelated. Reducing the number of independent variables is tantamount to regrouping this sum into a sum with a smaller number of terms. The question whether complete mixing between all states in Hilbert space is attained and random-matrix type results are obtained, is then a question of the number of terms in the sum. For instance, a stochastic coupling of only two fixed matrices will, in general, not lead to random-matrix results.
In the light of these remarks, it seems appropriate to use the term localization for the results on eigenfunctions derived for k = 1. Indeed, Anderson localization may be viewed as a problem of insufficient mixing in a stochastic Hamiltonian. This insufficient mixing is due to the restriction of the interaction to nearest-neighbor couplings. If each lattice site were coupled to all other sites, localization would not occur. In the present context, it is not the limited number of links which causes localization but the further constraint on stochasticity caused by correlations between the matrix elements on these links.
These results shed new light on the agreement of numerical results for EGOE (2) and EGUE (2) , and of experimental data obtained in nuclear and atomic physics, with Wigner-Dyson spectral statistics. (We disregard here the complications which arise because the single-particle levels in major shells are non-degenerate in atoms and nuclei). Indeed, it is true both for the numerical work and for the experimental data that the underlying spaces are very far from the limit l → ∞ considered in this paper. Among all these cases, the case of nuclei with excitation energies near neutron threshold is probably the one with the largest number of interacting configurations: The number of valence nucleons is around six or eight, and the total number of configurations is around 10 6 , implying values of l in the tens or twenties. A comparison of Figure 3 with Figure 1 shows that in this situation, the ratio K 1 /P ≈ 10 −4 or so is relatively large. Thus, the fluctuations are near the GOE or GUE limit although for l → ∞, none of these systems would display universal random-matrix behavior. Putting things very pointedly, we might say that the agreement between Wigner-Dyson level statistics and the results found in these systems, is a finite-size effect.
resulting terms are denoted by (p, q) where p indicates the power of δΣ and q the power of J. Second, the resulting exponential is expanded again in powers of δΣ and J. We keep terms up to fourth order in δΣ and up to first (second) order in J for the one-(two)-point function, respectively. Finally, we perform the Gaussian integration over δσ (sa) and identify among the remaining terms those which are of leading order in the limit l → ∞.
One-point function: After expanding the logarithmic term, we retain the terms (p, q) with p = 1, . . . , 4 and q = 0, 1. The term (0, 0) vanishes identically. Because of the saddle-point condition Eq. (43), the term (1, 0) cancels the corresponding term from the expansion of (N/2) sa trg[σ (sa) ] 2 . After taking the trace over µ, we combine the term (2, 0) with the quadratic term from the expansion of (N/2) sa trg[σ (sa) ] 2 and obtain a new Gaussian exponent of the form
We are left with the terms (3, 0), (4, 0) and with the terms (p, 1) for all p = 0, . . . , 4 as listed in Table 1 . Expanding the exponential in powers of these terms, we keep terms up to fourth order in δσ (sa) but omit terms odd in δσ (sa) as these vanish upon the Gaussian integration. Moreover, we keep only terms linear in J and obtain [(0, 1) + (2, 1) + (4, 1) + (3, 0)(1, 1) + (4, 0)(0, 1)]. The term (4, 0)(0, 1) vanishes due to the Efetov-Wegner theorem. Evaluation of the remaining terms with the help of the orthogonality relations (22) , the duality relation (29) , and Wick's theorem for the Gaussian integrals is straightforward and yields non-zero contributions only from (0, 1) and from (4, 1) . This gives the result in Eq. (48).
Two-point function: After expanding the logarithm, we retain all terms (p, q) with p = 1, . . . , 4 and q = 0, 1, 2. Again, (0, 0) vanishes identically, (1, 0) cancels and (2, 0) forms part of the new Gaussian exponent. For convenience, we keep the terms (0, 1) and (0, 2) in the exponent as well. We are left with the terms (3, 0), (4, 0), (p, 1) and (p, 2) for p = 1, . . . , 4 as shown in Table 2 . The exponential is expanded in a power series where we keep again only terms even and up to fourth order in δΣ, and terms up to second order in the source variable J. Performing the Gaussian integration and dropping terms which vanish as 1/N for N → ∞, we are finally left only with the contributions stemming from (4, 1) and (2, 1)(2, 1). We rewrite these terms as an exponential. From (4, 1), we obtain a correction to the canonical random-matrix contribution as given in expression (51). The only non-trivial correction stems from (2, 1)(2, 1) and is proportional to the expression (52). For the limiting ensemble EGUE max (k), the loop corrections are calculated in very much the same way as for the EGUE(k). It is important, however, to keep in mind the operator character of σ in the Hilbert space of the (m − k)-particle system. The logarithmic term in the effective Lagrangean contains the matrix elements µ|A † δσA|µ of δσ. The calculation is carried through independently for each value of µ. After expansion of the logarithm, it is convenient to include in the expansion of the exponent also the term (2, 0). 
The correction to the leading term is ( 
B Binary Correlation Approximation for the n-Point Funtion
In this Appendix, we show that for k ≪ m ≪ l, the eigenvalues of EGUE(k) have a Poissonian distribution. The proof applies analogously to EGOE(k). Our proof extends the calculation of the average one-point function of Section 5.2 of Ref. [29] to the case of the n-point function with n > 1. In order to avoid the occurrence of terms which diverge in the limit l → ∞ in the sums introduced below, we choose in this Appendix the second moment of the matrix elements of V k differently from the main body of the paper (cf. Eq. (5)) by putting v 2 0 = (Λ (0) (k)) −1 . This choice has the merit of yielding an average Gaussian spectrum with unit width for all choices of k, m, and l.
We briefly recall the method of Ref. [29] . The average one-point function
is expanded in inverse powers of z and the summation and the average over the ensemble are interchanged,
Because of the Gaussian distribution of V k , only even powers of V k contribute. The average is performed via Wick contraction. There are (2p − 1)!! ways of pairwise contracting the V k 's. For k ≪ m ≪ l, each contracted pair of V k 's contributes a factor unity. The result is
Borel summation of this series gives a closed expression for g(z) and the Gaussian form for the average level density, see Ref. [29] . In considering next the average two-point function g(z 1 )g(z 2 ), we use the expansion (64) for g(z 1 ) and for g(z 2 ). With z 1 = E + +ε/2 and z 2 = E − −ε/2, the letters E and ε denote the mean value and the difference of the energy arguments of the two Green functions, respectively. An upper plus (minus) sign denotes an infinitesimal positive (negative) imaginary energy increment. We are interested in values of ε which are of the order of the mean level spacing and, thus, small compared to |E| with |E| ≫ 1. (We recall that the spectrum has width unity). Then, we have approximately |z 1 | ∼ |z 2 |. In the expansion, we collect all terms which carry the same even power 2n of V k . This yields
Wick contraction may lead to s = 0, 1, . . . , n cross-contracted pairs of V k 's, i.e., pairs where the two V k 's reside in different traces. The remaining number of V k 's in each trace must be even. Hence, containing s cross-contracted pairs of V k 's tends to zero as l −sk for l → ∞. This shows that all higher n-point functions are asymptotically likewise given by the product of n average Green functions. Thus, all correlation functions vanish asymptotically, and the spectral fluctuations for EGOE(k) become Poissonian in the limit k ≪ m ≪ l.
