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SCATTERING ABOVE ENERGY NORM OF A FOCUSING
SIZE-DEPENDENT LOG ENERGY-SUPERCRITICAL
SCHRO¨DINGER EQUATION WITH RADIAL DATA BELOW
GROUND STATE
TRISTAN ROY
Abstract. Given n ∈ {3, 4, 5} and k > 1 (resp. 4
3
> k > 1) if n ∈ {3, 4} (resp.
n = 5), we prove scattering of the radial H˜k := H˙k(Rn) ∩ H˙1(Rn)− solutions
of the focusing log energy-supercritical Schro¨dinger equation i∂tu + △u =
−|u|
4
n−2 u logγ(2+ |u|2) for a range of positive γ s depending on the size of the
initial data, for energies below that of the ground states, and for potentials
below that of the ground states. In order to control the barely supercritical
nonlinearity in the virial identity and in the estimate of the growth of the
critical energy for unbounded solutions, i.e solutions with data in H˜k, k ≤ n
2
,
we prove some Jensen-type inequalities, in the spirit of [12].
1. Introduction
We shall study the radial solutions of the following focusing 1 Schro¨dinger equa-
tion in dimension n, n ∈ {3, 4, 5}:
(1) i∂tu+△u = −|u|
4
n−2ug(|u|)
Here g(|u|) := logγ(2 + |u|2) and γ > 0.
This equation has many connections with the following focusing power-type Schro¨dinger
equation, p > 1
(2) i∂tv +△v = −|v|
p−1v
(2) has a natural scaling: if v is a solution of (2) with data v(0) := v0 and if
λ ∈ R is a parameter then vλ(t, x) :=
1
λ
2
p−1
v
(
t
λ2
, x
λ
)
is also a solution of (2) but
with data vλ(0, x) :=
1
λ
2
p−1
v0
(
x
λ
)
. If sp :=
n
2 −
2
p−1 then the H˙
sp norm of the
initial data is invariant under the scaling: this is why (2) is said to be H˙sp - critical.
If p = 1 + 4
n−2 then (2) is H˙
1 (or energy) critical. The focusing energy-critical
Schro¨dinger equation
(3) i∂tu+△u = −|u|
4
n−2u
has received a great deal of attention. Cazenave and Weissler [3] proved the local
well-posedness of (3): given any u(0) such that ‖u(0)‖H˙1 < ∞ there exists, for
some t0 close to zero, a unique u ∈ C([0, t0], H˙
1) ∩ L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0, t0]) satisfying
(3) in the sense of distributions
1It is well-known that the minus sign in the nonlinear term of (1) makes the equation “focusing”
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(4) u(t) = eit△u(0) + i
∫ t
0
ei(t−t
′
)△
[
|u(t′)|
4
n−2u(t′)
]
dt
′
·
The next step is to understand the asymptotic behavior of the solutions of (3).
It is well-known that (3) has a family of stationary solutions (the ground states)
Wλ,θ(x) := e
iθ 1
λ
n−2
2
W
(
x
λ
)
that satisfy
(5) △Wλ,θ + |Wλ,θ|
4
n−2Wλ,θ = 0
with θ ∈ [0, 2π) and W defined by W (x) := 1(
1+ |x|
2
n(n−2)
)n−2
2
.
The asymptotic behavior of the solutions for energies below that of the ground
states has been studied in [7]. In particular global existence and scattering (i.e
the linear asymptotic behavior) were proved for potential energies below that of
the ground states. The asymptotic behavior of the solutions was studied in [5] for
energies equal to that of the ground states and in [9] for energies slightly larger
than that of the ground states.
If p > 1 + 4
n−2 then sp > 1 and we are in the energy supercritical regime.
Since for all ǫ > 0 there exists cǫ > 0 such that
∣∣∣|u| 4n−2u∣∣∣ . ∣∣∣|u| 4n−2ug(|u|)∣∣∣ ≤
cǫmax (1, ||u|
4
n−2+ǫu|) then the nonlinearity of (1) is said to be barely supercritical.
In this paper we study the asymptotic behavior of H˜k-solutions of (1) for n ∈
{3, 4, 5}. Recall the local-wellposedness result:
Proposition 1. [11, 12] Let n ∈ {3, 4, 5} and let 1 < k < ∞ if n ∈ {3, 4} and
1 < k < 43 if n = 5. Let M be such that ‖u0‖H˜k ≤ M . Then there exists
ǫ := ǫ(M) > 0 and Tl > 0 (Tl := time of local existence) such that if Tl ≪ 1
2
and
(6) ‖e
it△u0‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
≤ ǫ,
then there exists a unique
(7)
u ∈ C([0, Tl], H˜
k) ∩ L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0, Tl]) ∩ L
2(n+2)
n
t D
−1L
2(n+2)
n
x ([0, Tl])
∩L
2(n+2)
n
t D
−kL
2(n+2)
n
x ([0, Tl])
such that
(8) u(t) = eit△u0 + i
∫ t
0
ei(t−t
′
)△
(
|u(t
′
)|
4
n−2u(t
′
)g(|u(t
′
)|)
)
dt
′
is satisfied in the sense of distributions. Here D−αLr := H˙α,r endowed with the
norm ‖f‖D−αLr := ‖D
αf‖Lr
Remark 1. In the sequel we denote by H˜k− solution a solution of (1) that is
constructed by Proposition 1.
2If n ∈ {3, 4} then the condition Tl ≪ 1 can be removed
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This allows to define the notion of maximal time interval of existence Imax :=
(T−, T+), that is the union of all the intervals I containing 0 such that (8) holds in
the class C(I, H˜k)∩L
2(n+2)
n−2
t L
2(n+2)
n−2
x (I)∩L
2(n+2)
n
t D
−1L
2(n+2)
n
x (I)∩L
2(n+2)
n
t D
−kL
2(n+2)
n
x (I).
Recall the following proposition:
Proposition 2. [11, 12] If |Imax| <∞ then
(9) ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Imax)
=∞
Remark 2. Proposition 1 and 2 were proved in [11, 12] for solutions of loglog
supercritical defocusing equations, i.e solutions of i∂tu +△u = |u|
4
n−2ug˜(|u|) with
g˜(|u|) := logγ˜ log
(
10 + |u|2
)
and γ˜ > 0. The same proof works for solutions of (1).
With this in mind, global well-posedness follows from an a priori bound of the
form ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([−T,T ])
≤ f(T, ‖u0‖H˜k) for arbitrarily large time T > 0. In
fact for some data we shall prove that the bound does not depend on time T , which
will imply scattering.
Before stating the main theorem, we recall some general notation. If a ∈ R then
〈a〉 :=
(
1 + a2
) 1
2 . We write a ≪ b if the value of a is much smaller that that of b,
a≫ b if the value of a is much larger than that of b, and a ≈ b if a≪ b and b≪ a
are not true. We write a = o(b) if there exists a constant 0 < c ≪ 1 such that
|a| ≤ c|b|. We define b+ = b + ǫ for 0 < ǫ ≪ 1. If b+ appears in a mathematical
expression such as a ≤ Cb+, then we ignore the dependance of C on ǫ in order to
make our presentation simple.
Unless otherwise specified, we let in the sequel f (resp. u) be a function depending
on space (resp. space and time). Unless otherwise specified, for sake of simplicity,
we do not mention the spaces to which f and u belong in the estimates: this exer-
cise is left to the reader.
Let r > 1 and let m be a positive number such that m < n
r
. We denote by
m∗r the number that satisfies
1
m∗r
= 1
r
− m
n
. Let k¯ be a constant such that
1 < k¯ < min
(
n+2
4 , k
)
and k¯ − 1 ≈ k − 1 if k − 1≪ 1. Then
(10)
‖f‖Lm∗r . ‖D
mf‖Lr , ‖f‖Lk¯∗2 . ‖f‖H˜k
k > n2 : ‖f‖L∞ . ‖f‖H˜k , and
‖f‖
L
2(n+2)
n−2
. ‖Df‖
L
2n(n+2)
n2+4
·
Let h(s) := g(s) − 1 and g˘(s) := g(s
1
2 ) if s ∈ R+. Let c˘ (resp. C˘) be a
fixed positive constant that is small (resp. large) enough so that all the state-
ments in this paper where c˘ (resp. C˘) appears are true. Let ǫ˘ := c˘(k¯∗2 − 1
∗
2). Let
θ :=
1∗2(k¯∗2−(1∗2+2ǫ˘))
(1∗2+2ǫ˘)(k¯
∗
2−1
∗
2)
. We have g˘(sǫ˘) ≥
(
ǫ˘
C˘
)γ
g˘(s) if s ≥ 4. Let h˘(s) :=
(
C˘
ǫ˘
)γ
g˘(s)−1.
If f ∈ H˜k then we define the energy
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(11) E(f) := 12
∫
Rn
|∇f(x)|2 −
∫
Rn
F (f, f¯)(x) dx,
with
(12) F (z, z¯) :=
∫ |z|
0
s
n+2
n−2 g(s) ds·
Observe that the energy is finite. Indeed
(13)
∣∣∫
Rn
F (f, f¯)(x) dx
∣∣ . ‖f‖1∗2
L1
∗
2
+ ‖f‖
k¯∗2
L
k¯∗
2
. 〈‖f‖H˜k〉
k¯∗2 :
this follows from a simple integration by part
(14) F (z, z¯) ≈ |z|1
∗
2g(|z|),
combined with g(|f |) . 1 + |f |k¯
∗
2−1
∗
2 and (10).
If f ∈ H˙1 then we define the critical energy E˜(f) 3
(15) E˜(f) :=
1
2
∫
Rn
|∇f(x)|2 −
1
1∗2
∫
Rn
|f(x)|1
∗
2 dx·
Hence E˜(f) = E(f) +X(f) with
(16) X(f) :=
∫
Rn
∫ |f(x)|
0
h(s)s1
∗
2−1 ds dx·
We define the functional
K˜(f) := ‖∇f‖2L2 − ‖f‖
1∗2
L
1∗
2
·
Let u be an H˜k− solution of (1). A simple computation shows that the energy
E(u(t)) is conserved, or, in other words, that E(u(t)) = E(u(0)). Recall (see e.g
[14]) that
(17) Mass (u(t), B(x0, R)) . R supt′∈[0,t] ‖∇u(t
′
)‖L2
and that its derivative satisfies
(18) |∂tMass(u(t), B(x0, R))| .
sup
t
′
∈[0,t]
‖∇u(t
′
)‖L2
R
The main result of this paper is a global existence and scattering result for a
focusing size-dependent 4 log energy-supercritical Schro¨dinger equation for energies
below that of the ground states and for potentials below that of the ground states.
More precisely
3If u is a solution of (3) with data in H˙1 then E˜(u(t)) = E˜(u(0)). Hence the terminology
“critical”.
4Observe that γ satisfies the smallness condition (20) or (21). This smallness condition depends
on the size of the data. Hence the terminology “size-dependent”.
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Theorem 3. Let n ∈ {3, 4, 5}.
Let In defined as follows: if n ∈ {3, 4} then In := (1,∞) and if n = 5 then
In :=
(
1, 43
)
.
Let δ > 0 and u0 ∈ H˜
k, k ∈ In radial such that
5
(19) ‖u0‖H˜k & 1, E(u0) < (1 − 2δ)E˜(W ), and ‖u0‖L1∗2 < ‖W‖L1∗2 ·
There exists a constant Ca ≫ 1 such that if γ > 0 satisfies the smallness condition
• if k − 1≪ 1
(20) Ca(k
∗
2 − 1
∗
2)
−γ logγ
(
CC
Cδ
− 1
2
a
a
a (k
∗
2 − 1
∗
2)
−γ‖u0‖H˜k
)
− 1≪ δ
• if k − 1 & 1
(21) Ca log
γ
(
CC
Cδ
− 1
2
a
a
a ‖u0‖H˜k
)
− 1≪ δ
then the solution of (1) with data u(0) := u0 exists for all time T . Moreover there
exists a scattering state u0,+ ∈ H˜
k such that
(22) lim
t→∞
‖u(t)− eit△u0,+‖H˜k = 0
and there exists C := C(‖u0‖H˜k , δ) such that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (R)
≤ C.
Remark 3. By symmetry 6 there exists u0,− ∈ H˜
k such that lim
t→−∞
‖u(t)−eit△u0,−‖H˜k =
0
Remark 4. Notice that ‖u0‖L1∗2 = ‖W‖L1∗2 is impossible. Indeed, recall [1, 10]
the sharp Sobolev inequality ‖f‖
L
1∗
2
≤ C∗‖∇f‖L2 with C∗ :=
‖W‖
L
1∗2
‖∇W‖L2
. Hence
F (y) < (1 − δ)F (‖W‖
L
1∗
2
) with y := ‖u0‖L1∗2 and
(23) F (y) :=
1
2
C2∗y
2 −
1
1∗2
y1
∗
2 ·
Remark 5. We claim that
(24) 0 < δE˜(W ) < 12‖∇W‖
2
L2·
In particular δ is bounded from above by a universal constant.
Let E1 := [0, |u0(x)|] ∩ [0, 2) and let E2 := [0, |u0(x)|] ∩ [2,∞). We have X(u0) ≤
X1(u0) +X2(u0) with
X1(u0) :=
∫
Rn
∫
E1
h(s)s1
∗
2−1 ds dx, and
X2(u0) :=
∫
Rn
∫
E2
h(s)s1
∗
2−1 ds dx·
5If we only assume that ‖u0‖H˜k ≪ 1 then the same conclusion holds. This is a consequence
of the local theory: see Appendix.
6i.e if t→ u(t, x) is a solution of (1) then t→ u¯(−t, x) is a solution of (1)
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Clearly X1(u0)≪ δ‖u0‖
1∗2
L1∗2
. Applying the Jensen inequality twice and (10) we see
that (with C a large and positive constant)
X2(u0) .
∫
Rn
h˘
( ∫ |u0(x)|
0 s
1∗2−1+2ǫ˘ ds∫ |u0(x)|
0 s
1∗2−1 ds
)∫ |u0(x)|
0 s
1∗2−1 ds dx
. h˘
( ∫
Rn
|u0(x)|
1∗2+2ǫ˘∫
Rn
|u0(x)|
1∗2 dx
)∫
Rn
|u0(x)|
1∗2 dx
. ‖u0‖
1∗2
L
1∗
2
h˘

 ‖u0‖
(1∗2+ǫ˘)(1−θ)
L
k¯∗
2
‖u0‖
1∗2
(
1−
(1∗2+2ǫ˘)θ
1∗2
)
L
1∗
2


. ‖u0‖
1∗2
L
1∗
2
h˘
(
C‖u0‖
1
2
H˜k
‖u0‖
2c˘1∗2
L
1∗2
)
where at the third line we apply the Ho¨lder inequality
(25) ‖u0‖L1∗2+2ǫ˘ . ‖u0‖
θ
L
1∗
2
‖u0‖
1−θ
L
k¯∗
2
·
Let δ¯ be defined as follows:
δ¯ :=


(
δǫ˘γ
C˘γ
)1+
, if
(
ǫ˘
C˘
)γ
δ ≪ 1
(
ǫ˘
C˘
)γ
δ, if
(
ǫ˘
C˘
)γ
δ & 1·
If we assume that ‖u0‖
1∗2
L1
∗
2
& δ¯, then we clearly have X2(u0) ≪ δ‖u0‖
1∗2
L1∗2
. Now
assume that ‖u0‖
1∗2
L
1∗2
≪ δ¯. Then
X2(u0) .
(
C˘
ǫ˘
)γ (
g˘(‖u0‖H˜k) + g˘
(
1
‖u0‖
L
1∗2
))
‖u0‖
1∗2
L
1∗2
≪ δ·
Hence E˜(u0) < (1− δ)E˜(W ), taking into account that E˜(W ) =
(
1
2 −
1
1∗2
)
‖W‖
1∗2
L
1∗
2
.
Hence (24) holds.
We recall some standard inequalities.
Let J be an interval. Let t0 ∈ J . If u is a solution of i∂tu+△u = G on J then the
Strichartz estimates (see e.g [6]) yield
(26)
‖u‖L∞t H˙j(J)
+ ‖Dju‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
+ ‖Dju‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (J)
. ‖DjG‖
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
+ ‖u(t0)‖H˙j
if j ∈ {1, k}. We write
u(t) = ul,t0(t) + unl,t0(t)
with ul,t0 denoting the linear part starting from t0, i.e
ul,t0(t) := e
i(t−t0)△u(t0),
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and unl,t0 denoting the nonlinear part starting from t0, i.e
unl,t0(t) := −i
∫ t
t0
ei(t−s)△G(s) ds·
We define
Q(J, u) := ‖u‖L∞t H˜k(J)
+ ‖Du‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
+ ‖Dku‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
·
We also recall the following propositions:
Proposition 4. [12] Let 2 ≥ k′ ≥ 1. Let J be an interval such that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
≤
P . 1. Then
(27)∥∥∥Dk′ (|u| 4n−2ug(|u|))∥∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
. ‖Dk
′
u‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
P
4
n−2−g(Q(J, u))
Proposition 5. [11] Let 0 ≤ α < 1, k′ and β be integers such that k′ ≥ 2 and
β > k′ − 1, (r, r2) ∈ (1,∞)
2, (r1, r3) ∈ (1,∞]
2 be such that 1
r
= β
r1
+ 1
r2
+ 1
r3
. Let
F : R+ → R be a Ck
′
- function and let G := R2 → R2 be a Ck
′
- function such that
(28)
F [i](x) = O
(
F (x)
xi
)
, τ ∈ [0, 1] :
∣∣F (|τx+ (1− τ)y|2)∣∣ . F (|x|2) + F (|y|2),
and
(29) G[i](x, x¯) = O(|x|β+1−i)
for 0 ≤ i ≤ k′. Then
(30)
∥∥∥Dk′−1+α(G(f, f¯ )F (|f |2)∥∥∥
Lr
. ‖f‖βLr1‖D
k′−1+αf‖Lr2‖F (|f |
2)‖Lr3
Here F [i] and G[i] denote the ith− derivatives of F and G respectively.
Hence by applying Proposition 5 to J interval such that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
. 1
with r3 =∞ and by (10) we get for 1 ≤ k
′ < n+2
n−2
(31)∥∥∥Dk′ (|u| 4n−2ug(|u|))∥∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
. ‖Dk
′
u‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
‖u‖
4
n−2−
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
g (Q(J, u)) ·
We also recall the two propositions 7:
Proposition 6. [11] Let (λ1, λ2) ∈ N
2 be such that λ1 + λ2 =
n+2
n−2 . Let J be an
interval. Let k > n2 . Then there exists C¯ > 0 such that
(32)
∥∥Dk(uλ1 u¯λ2g(|u|))∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
. ‖u‖
4
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
〈Q(J, u)〉C¯
7these propositions were proved for n ∈ {3, 4}
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Proposition 7. [11] Let u be a solution of (1) with data u0 ∈ H˜
k, k > n2 . Assume
that u exists globally in time and that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (R)
< ∞. Then Q(R, u) <
∞.
Now we explain how this paper is organized. In Section 2 we prove the main
result of this paper, i.e Theorem 3. The proof relies upon the following bound of
‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x
on an arbitrarily long time interval
Proposition 8. Let u be a radial H˜k− solution of (1). Let J := [t1, t2] be an
interval such that 0 ≤ t1 ≤ t2. Assume that there exists M ≫ 1 such that
(33) Q(J, u) ≤M, and h˘(Mδ−1ǫ˘−γ)≪ δ·
Then there exists a constant C0 ≫ 1 such that
(34) ‖u‖
2(n+2)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
≤ C
Cδ
− 1
2
0
0 ·
This bound proved on an arbitrary time interval J , combined with a local in-
duction on time of some Strichartz estimates, allows to control a posteriori the
L∞t H˜
k norm of the solution and some other norms at H˜k regularity on J , and to
show a posteriori that the condition (33) holds on J , assuming that g grows slowly
enough, in the sense of (20) or (21): see [11, 13] for a similar argument. Global
well-posedness and scattering of H˜k-solutions of (1) follow easily from the finiteness
of these bounds. In Section 3, we prove Proposition 8. We mention the main differ-
ences between this paper and [11]. First one has to assume the condition (33). This
condition, combined with the energy conservation law and the variational properties
of the ground states, assure that some relevant norms (such as the kinetic energy
and the potential energy) are bounded on J , so that we can apply the techniques of
concentration (see e.g [2, 14]) in order to prove (34). Roughly speaking, we divide
J into subintervals (Jl)1≤l≤L such that the L
2(n+2)
n−2
t L
2(n+2)
n−2
x norm of u concentrates,
i.e it is small but also substantial. Our goal is to estimate the number of these
subintervals. It is already known that the mass on a ball centered at the origin
concentrates for all time of each of these subintervals. In [11], a Morawetz-type
estimate (combined with the mass concentration) was used to prove that the fol-
lowing statement holds: one of these subintervals is large compare with J . In this
paper we prove a decay at some time of the potential energy on a ball centered
at the origin by using the virial identity which leads to a contradiction unless the
statement above holds. When we use virial identity, one has to control some error
terms. One also has to control the growth of the critical energy. In order to achieve
these goals for unbounded solutions, we prove some Jensen-type inequalities (in the
spirit of [12]) with respect to well-chosen measures ( and within a contradiction
argument, if necessary) and we adapt arguments in [7, 9, 15] to prove the decay.
Once the statement is proved one can show that there exists a significant number of
subintervals (in comparison with the total number of subintervals) that concentrate
around some time and such that the mass concentrates around the origin, which
yields an estimate of the number of all the subintervals. The process involves sev-
eral estimates. One has to understand how they depend on δ since this will play an
FOCUSING BARELY SUPERCRITICAL SCHRO¨DINGER EQUATIONS 9
important role in the choice of γ (see (21)) for which we have global well-posedness
and scattering of radial H˜k-solutions of (1).
Acknowledgments: The author is supported by a JSPS Kakenhi grant no.
15K17570.
2. Proof of Theorem 3
The proof is made of two steps:
• given k ∈ In ∩
(
1, n+2
n−2
)
, finite bound for all T ≥ 0 of Q([−T, T ], u): this
implies a finite bound of ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([−T,T ])
in view of (10) and the in-
terpolation of ‖Du‖
L
2n(n+2)
n+4
t L
2n(n+2)
n+4
x ([−T,T ])
between ‖Du‖L∞t L2x([−T,T ]) and
‖Du‖
L
2(n+2)
n
t L
2(n+2)
n
x ([−T,T ])
. In fact we shall prove that the bound does not
depend on T .
By symmetry we may restrict ourselves WLOG to [0, T ]. Let Mk :=
CC
Cδ
− 1
2
a
a
a ‖u0‖H˜k with Ca a constant large enough such that the argument
below is true.
We claim that for all T > 0 we have Q([0, T ], u) ≤ Mk. If not there ex-
ists T¯ > 0 such that Q([0, T¯ ], u) = Mk and for all t ∈ [0, T¯ ], we have
Q([0, t]) ≤Mk. But then applying Proposition 8 we see that
(35) ‖u‖
2(n+2)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,T¯ ])
≤ C
Cδ
− 1
2
0
0
Let J := [0, a] be an interval such that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
. 1. Let
0 < ǫ≪ 1. From (26) and (31) we see that there is a constant C & 1 such
that
(36)
Q(J, u) . ‖u0‖H˜k +
(
‖Du‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
+ ‖Dku‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
)
‖u‖
4
n−2−
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
g (Q(J, u))
≤ C‖u0‖H˜k + CQ(J, u)‖u‖
4
n−2−
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
g(Mk)·
Notice that if J satisfies ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
= ǫ, then a simple continuity
argument shows that Q(J, u) ≤ 2C‖u0‖H˜k .
In view of (35) we can divide [0, T¯ ] into subintervals (Ji)1≤i≤I such that
‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Ji)
= ǫ, 1 ≤ i < I and ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (JI)
≤ ǫ, with
I . C
Cδ
− 1
2
0
0 ·
We get by iteration (increasing the value of C0 if necessary)
Q
(
[0, T¯ ]
)
≤ (2C)I‖u0‖H˜k ≤ C
C
Cδ
− 1
2
0
0
0 ‖u0‖H˜k ≤
Mk
2 ·
This is a contradiction.
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• Finite bound of Q(R, u) for k > 1 (resp. 43 > k > 1) if n ∈ {3, 4} (resp.
n = 5): this follows from Proposition 7.
• Scattering: this part of the proof is contained in [11, 12]. For sake of com-
pleteness we write here the full details. It is enough to prove that e−it△u(t)
has a limit as t→∞ in H˜k. Let 1≫ ǫ > 0. There exists A(ǫ) large enough
such that if t2 ≥ t1 ≥ A(ǫ) then ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t1,t2])
≪ ǫ. By dualizing
(26) with G = 0 (more precisely the estimate ‖Dju‖
L
2(n+2)
n
t L
2(n+2)
n
x ([t1,t2])
.
‖u0‖H˜j if j ∈ {1, k}), by (31) and Proposition 6 we get
(37)
‖e−it1△u(t1)− e
−it2△u(t2)‖H˜k
.
∥∥∥D (|u| 4n−2ug(|u|))∥∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x ([t1,t2])
+
∥∥∥Dk (|u| 4n−2ug(|u|))∥∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x ([t1,t2])
. ‖u‖
4
n−2−
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t1,t2])
≪ ǫ·
The Cauchy criterion is satisfied. Hence scattering.
3. Proof of Proposition 8
In this section we prove Proposition 8. First we prove a preliminary lemma.
3.1. A lemma.
Lemma 9. There exists δ′ ≈ δ
1
2 such that for all t ∈ J
(38)
∫
Rn
|∇u(t)|2 dx ≤ (1− δ′)
∫
Rn
|∇W |2 dx
K˜(u(t)) ≥ δ′
∫
Rn
|∇u(t)|2 dx
Proof. By symmetry we may prove (38) by restricting ourselves to t ∈ [0, t2]. Define
F := {T ∈ [0, t2] : (38) holds for t ∈ [0, t2]}
We claim that F = [0, t2]. Clearly 0 ∈ F and F is closed by continuity of the flow.
It remains to prove that it is open. By continuity there exists β > 0 such that (38)
holds for T ′ ∈ [0, t2]∩ [0, T +β] with δ
′ replaced with δ
′
2 . Let t ∈ J . Then we claim
the following:
Claim: We have
(39) E˜(u(t)) < (1− δ)E˜(W ).
Proof. From (16) and the equality above (16) it is sufficient to prove that
(40) X(u(t)) ≤ δE˜(W )·
With C and δ¯ defined in Remark 5, we have X(u(t)) ≤ X1(u(t)) +X2(u(t)) with
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X1(u(t)) :=
∫
|u(t)|<2
∫ |u(t)|
0
h(s)s1
∗
2−1 ds dx, and
X2(u(t)) :=
∫
|u(t)|≥2
∫ |u(t)|
0 h(s)s
1∗2−1 ds dx·
Clearly (38) (with δ′ replaced with δ
′
2 ) and (5) yield X1(u(t)) ≪ δ‖u(t)‖
1∗2
L
1∗
2
≪
δ‖W‖
1∗2
L
1∗
2
. The Jensen inequality and (10) yield (see Remark 5)
X2(u(t)) . ‖u(t)‖
1∗2
L
1∗2
h˘

C‖u(t)‖ 12H˜k
‖u(t)‖
2c˘1∗2
L
1∗
2

 ,
Dividing into the cases ‖u(t)‖
1∗2
L
1∗
2
& δ¯ and ‖u(t)‖
1∗2
L
1∗
2
≪ δ¯ (see Remark 5), and
taking into account the assumptions in the statement of Proposition 8, we have
X2(u(t))≪ δ‖W‖
1∗2
L
1∗
2
.
Hence (40) holds, taking into account that E˜(W ) =
(
1
2 −
1
1∗2
)
‖W‖
1∗2
L
1∗
2
.

Let us define
(a) : ‖u(t)‖
L
1∗2
< ‖W‖
L
1∗2
(b) : ‖∇u(t)‖L2 < ‖∇W‖L2
With (39) and the above claim in mind it is left to the reader to check that if t
satisfies (a) then t satisfies (b). But then (see [7]) (38) holds. Hence T ′ ∈ F .

3.2. The proof. We prove now Proposition 8 by using this lemma and concentra-
tion techniques (see e.g [2, 14]).
We divide the interval J = [t1, t2] into subintervals (Jl := [t¯l, t¯l+1])1≤l≤L such that
(41) ‖u‖
2(n+2)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Jl)
= η1, and
(42) ‖u‖
2(n+2)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (JL)
≤ η1,
with 0 < η1 ≪ 1. In view of (34), we may replace WLOG the “ ≤
′′ sign with the
“ =′′ sign in (42).
Recall the notion of exceptional intervals and the notion of unexceptional intervals
(such a notion appears in the study of (3) in [14]). Let η2 := η
C˜1
1 with C˜1 a positive
constant that is large enough. An interval Jl0 = [t¯l0 , t¯l0+1] of the partition (Jl)1≤l≤L
is exceptional if
(43) ‖ul,t1‖
2(n+2)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Jl0)
+ ‖ul,t2‖
2(n+2)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Jl0)
≥ η2·
In view of (10) and (26) we have
(44) card {Jl : Jl exceptional} . η
−1
2 ·
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Recall that g(M) . 1. By applying (31) to J := Jl for Jl unexceptional interval,
we may use the arguments of [14] to get the following results. The first result says
there is a ball for which we have a mass concentration:
Result 1. There exists an xl ∈ R
n, two constants 0 < c′ ≪ 1 and C′ ≫ 1 such
that for each unexceptional interval Jl and for t ∈ Jl
(45) Mass
(
u(t), B(xl, C
′|Jl|
1
2 )
)
≥ c′|Jl|
1
2 ·
The second result shows that in fact there is a mass concentration around the
origin (the proof uses the radial symmetry)
Result 2. There exist a positive constant ≪ 1 (that we still denote by c′ ) and a
constant ≫ 1 (that we still denote by C′ ) such that on each unexceptional interval
Jl we have
(46) Mass
(
u(t), B(0, C′|Jl|
1
2 )
)
≥ c′|Jl|
1
2 ·
Let J˜ := Ji0 ∪ ...∪ Ji1 be a sequence of consecutive unexceptional intervals. Let
LJ˜ be the number of unexceptional intervals making J˜ . Observe that
(47) Number of J˜s . η−12 ·
We claim that one of the intervals Jl ∈ J˜ is large. More precisely
Result 3. There exists a positive constant ≪ 1 (that we still denote by c′) and
l˜ ∈ [i0, .., i1] such that
(48) |Jl˜| ≥ (c
′)δ
− 1
2 |J˜ |·
Proof. Let a be a smooth function. Let t ∈ J˜ . Let v be a solution of i∂tv+△v = G.
Let {G, f}p := ℜ(G∇f − f∇G). Recall the following facts (see e.g [4]):
• if G is of the form G(z) := F ′(|z|2)z then {G, f}p = −∇H(|f |
2) with
H(x) := xF
′
(x)− F (x).
• We have
(49) ∂tMa =
∫
(−△△a)|v|2 + 4∂2xjxkaℜ(∂xjv∂xkv) + 2∂xja{G, v}
j
p dx,
with Ma(t) :=
∫
2∂xjaℑ(v¯∂xjv) dx.
Let m ∈ R+ and G(z) := −|z|
4
n−2 zg(|z|). Let a(x) := m2φ
(
|x|
m
)
with φ a smooth,
radial, and compactly supported function such that φ(x) = |x|2 for |x| ≤ 1. Then
we have the well-known virial identity
(50)
2m ∂t
〈
φ
′
(
|x|
m
)
xj
|x|v,−i ∂xjv
〉
=
∫
(−△△a) |v|2 + 4∂2xjxkaℜ
(
∂xjv∂xkv
)
− 2∂xja∂xjH(|v|
2) dx,
with
FOCUSING BARELY SUPERCRITICAL SCHRO¨DINGER EQUATIONS 13
H(y) := −y
n
n−2 g˜(y) +
∫ y
0
s
2
n−2 g˜(s) ds, g˜(y) := logγ(2 + y)·
Integrating by parts once the second term of H(y) we see that
(51)
H(y) =
(
n−2
n
− 1
)
y
n
n−2 g˜(y)− n−2
n
∫ y
0
s
n
n−2 g˜
′
(s) ds, and H(y) ≈ −y
n
n−2 g˜(y)·
Hence one can write 8
(52)
2m∂t
〈
φ
′
(
|x|
m
)
xj
|x|u,−i ∂xju
〉
= 8
∫
|x|≤m
|∇u(t)|2 − |u(t)|1
∗
2 dx− 8
∫
|x|≤m
h(|u(t)|)|u(t)|1
∗
2 dx
+O (Xm(t)) +O (Ym(t))
≥ 8K˜(χmu(t))− 8
∫
|x|≤m h(|u(t)|)|u(t)|
1∗2 dx
+O (Xm(t)) +O (Ym(t)) ·
Here χm(x) := χ
(
|x|
m
)
with χ a smooth function compactly supported on B(0, 2)
such that χ(x) = 1 if |x| ≤ 1, Xm(t) :=
∫
|x|≤2m
∫ |u(t)|2
0 t
′ nn−2 g˜
′
(t′) dt′ dx, and
Ym(t) :=
∫
|x|≥m
m
|x|
(
|∂ru(t)|
2 + |u(t)|
2
|x|2 + |u(t)|
1∗2g(|u(t)|)
)
dx.
Observe that since γ ≪ δ
1
2 , we have
Xm(t) = o
(
δ
1
2
∫
|x|≤2m |u(t)|
1∗2 dx
)
We claim that there exists a constant c˜2 ≈ δ
1
2 such that
(53) K˜ (χmu(t)) ≥ c˜2 ‖∇ (χmu(t))‖
2
L2 ·
Indeed (see [9] for a similar argument, see also [8] for the subcritical nonlinearities)
we see from (5) and (38) that
‖χmu(t)‖
1∗2
L
1∗
2
< ‖u(t)‖
1∗2
L
1∗
2
< (1− δ′)‖W‖
1∗2
L
1∗
2
;
Hence we see from the sharp Sobolev inequality that there exists c˜2 ≈ δ
1
2 such that
K˜ (χmu(t)) ≥ ‖∇ (χmu(t))‖
2
L2
(
1− C2∗ ‖χmu(t)‖
1∗2−2
L
1∗2
)
≥ ‖∇ (χmu(t))‖
2
L2
(
1− C2∗(1 − δ
′)
1∗2−2
1∗2 ‖W‖
1∗2−2
L1
∗
2
)
≥ c˜2 ‖∇ (χmu(t))‖
2
L2 ·
The following claim is used in the sequel:
Claim:
8The above argument shows that (52) holds for smooth solutions (i.e H˜p− solutions with p large
enough). In order to prove (52) for H˜k− solutions, k ∈ In, one uses a standard approximation
argument of H˜k− solutions with smooth solutions.
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Let K¯ ∈ N∗ and let m¯ := 2−K¯m.
Let Z(t) :=
m∑
m′=m¯
∫
|x|≥m′
m′
|x| |u(t)|
1∗2g(|u(t)|) dx. Then Z(t) . 1 .
Proof. We define Em′,1 := {|x| ≥ m
′} ∩ {|u(t)| < 2} and Em′,2 := {|x| ≥ m
′} ∩
{|u(t)| ≥ 2}. We have Z(t) = Z1(t) + Z2(t) with
Z1(t) :=
m∑
m′=m¯
∫
Em′,1
m′
|x| g˘(|u(t)|
2)|u(t)|1
∗
2 dx, and
Z2(t) :=
m∑
m′=m¯
∫
Em′,2
m′
|x| g˘(|u(t)|
2)|u(t)|1
∗
2 dx·
The Fubini theorem yields Z1(t) .
m∑
m′=m¯
∫
|x|≥m′
m′
|x| |u(t)|
1∗2 dx . 1 . We get from
the Jensen inequality, arguments in Remark 5, and the assumptions of Proposition
8, the following estimates
Z2(t) .
(
C˘
ǫ˘
)γ m∑
m′=m¯
∫
|x|≥m′
m′
r
|u(t)|1
∗
2 dx g˘


m∑
m′=m¯
∫
|x|≥m′
m′
r |u(t)|
1∗2+2ǫ˘ dx
m∑
m′=m¯
∫
|x|≥m′
m′
r |u(t)|
1∗2 dx


.
(
C˘
ǫ˘
)γ m∑
m′=m¯
∫
|x|≥m′
m′
r
|u(t)|1
∗
2 dx


g˘
(
m∑
m′=m¯
∫
|x|≥m′
m′
r
|u(t)|k¯
∗
2 dx
)
+g˘

 1
m∑
m′=m¯
∫
|x|≥m′
m′
r |u(t)|
1∗
2 dx




. 1,
where at the second line we apply Ho¨lder inequality
(54) ‖u(t)‖L1∗2+ǫ˘(dµ) . ‖u(t)‖
θ
L
1∗
2 (dµ)
‖u(t)‖1−θ
L
k¯∗
2 (dµ)
w.r.t the measure dµ :=
m∑
m′=m¯
m′
|x|1|x|≥m
′dx and at the fourth line we use (10).
Hence Z(t) . 1. 
We continue the proof of Result 3. The Hardy inequality shows that
m∑
m′=m¯
∫
|x|≥m′
m′
|x|
(
|∂ru(t)|
2 + |u(t)|
2
|x|2
)
dx . 1·
Let m := |J˜ |
1
2 .
Claim: Let c˜3 > 0. Assume that h˘(c˜
−1
3 M) ≪ δ. One can find C˜3 ≫ 1 large
enough such that there exists t˜ ∈ J˜ such that
(55)
∫
|x|≤m¯
|u(t˜)|1
∗
2 dx ≤ c˜3,
with K˜ := C˜3δ
− 12 .
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Proof. Let C˜3 ≫ 1 be a large constant. Assume that (55) does not hold. Hence for
all t ∈ J and for all m¯ ≤ m′ ≤ m we have
(56)
∫
|x|≤m′
|u(t)|1
∗
2 dx ≥ c˜3·
Let Em′,1 := {|x| ≤ m
′} ∩ {|u| < 2} and let Em′,2 := {|x| ≤ m
′} ∩ {|u| ≥ 2}. Let
Z(t) :=
m∑
m′=m¯
∫
|x|≤m′ h(|u(t)|)|u(t)|
1∗2 dx. Then Z(t) = Z1(t) + Z2(t) with
Z1(t) :=
m∑
m′=m¯
∫
Em′,1
h(|u(t)|)|u(t)|1
∗
2 dx, and
Z2(t) :=
m∑
m′=m¯
∫
Em′,2
h(|u(t)|)|u(t)|1
∗
2 dx·
Let t ∈ J . Clearly Z1(t)≪ δ
m∑
m′=m¯
∫
|x|≤m′
|u(t)|1
∗
2 dx. From (56) we see that
Z2(t) .
m∑
m′=m¯
∫
|x|≤m′
|u(t)|1
∗
2 dx h˘
( ∫
|x|≤m′
|u(t)|1
∗
2+2ǫ˘ dx∫
|x|≤m′
|u(t)|1
∗
2dx
)
.
m∑
m′=m¯
∫
|x|≤m′
|u(t)|1
∗
2 dx h˘


(∫
|x|≤m′
|u(t)|k¯
∗
2 dx
) (1∗2+2ǫ˘)(1−θ)
k¯∗
2
(∫
|x|≤m′
|u(t)|1
∗
2 dx
)1− (1∗2+2ǫ˘)θ
1∗
2


≪ δ
m∑
m′=m¯
∫
|x|≤m′
|u(t)|1
∗
2 dx,
where at the second line we use (54) w.r.t the measure dµ := 1|x|≤m′dx.
Hence, in view of the above estimates and (52) we have, using an argument in [15]
m∑
m′=m¯
∫
J˜
∫
|x|≤m′ |u(t)|
1∗2 dx dt . δ−
1
2
(
m2 + |J˜ |
)
,
from which we get
∫
J˜
∫
|x|≤m¯ |u(t)|
1∗2 dx dt . δ−
1
2
(
K¯−1m2 + K¯−1|J˜ |
)
·
Hence there exists t¯ ∈ J˜ such that
(57)
∫
|x|≤m¯
|u(t¯)|1
∗
2 dx . δ−
1
2 K¯−1·
This leads to a contradiction if C˜3 is large enough.

But then we see that (48) holds: if not this would violate (55) from (46) and
Ho¨lder inequality.

Next we recall a crucial algorithm due to Bourgain [2] to prove that there are
many of those intervals that concentrate.
Result 4. Let η := (c′)δ
− 1
2 . There exist a time t¯, K > 0 and intervals Jil1 , ....,
JilK such that
(58) |Jil1 | ≥ 2|Jil2 |... ≥ 2
k−1|Jilk |... ≥ 2
K−1|JilK |,
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(59) dist(t¯, Jilk ) ≤ η
−1|Jilk |,
and
(60) K ≥ −
log (LJ˜ )
2 log ( η8 )
·
A proof of this result in such a state can be found in [11] (see also [14] from
which the proof is inspired).
With this result in mind we prove that LJ˜ <∞. More precisely
Result 5. There exists one constant C1 ≫ 1 such that
(61) LJ˜ ≤ C
Cδ
− 1
2
1
1
Proof. Here we use an argument in [14].
Let C ≫ 1 be a constant that is allowed to change from one line to the other one
and such that all the estimates below are true. Let Rilk := C
δ
− 1
2 |Jilk |
1
2 . By Result
1 and (24) we have
(62) Mass
(
u(t), B(xilk , Rilk )
)
≥ c′|Jilk |
1
2
for all t ∈ Jilk . By (18) and (59) we see that (62) holds for t = t¯ with c
′ substituted
with c
′
2 . On the other hand we see that by (17) and (58) that
9
K∑
k
′=k+N
∫
B(xil
k′
,Ril
k′
) |u(t¯, x)|
2 dx .
(
1
2N +
1
2N+1 ....+
1
2K−k
)
R2ilk
. 1
2N−1
R2ilk
·
Now we let N := Cδ−
1
2 so that
R2ilk
2N−1 ≪
1
8 (c
′)2|Jilk |. By (62) we have
K∑
k
′=k+N
∫
B(xil
k
′
,Ril
k′
)
|u(t¯, x)|2 dx ≤ 12
∫
B(xilk
,Rilk
)
|u(t¯, x)|2 dx·
Therefore
∫
B(xilk
,Rilk
)/
⋃K
k
′
=k+N
B(xil
k
′
,Ril
k′
)
|u(t¯, x)|2 dx ≥ 12
∫
B(xilk
,Rilk
)
|u(t¯, x)|2 dx
≥ (c
′)2
8 |Jilk |,
and by Ho¨lder inequality, there exists a small constant (that we still denote by c′)
such that
∫
B(xilk
,Rilk
)/
⋃K
k
′
=k+N
B(xil
k
′
,Ril
k′
)
|u(t¯, x)|1
∗
2 dx ≥ (c′)δ
− 1
2 ,
9Notation:
K∑
k
′
=k+N
a
k
′ = 0, if k
′
> K
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and after summation over k, we get
K
N
(c′)δ
− 1
2 . 1,
from
K∑
k=1
χ
B(xilk
,Rilk
)/∪K
k
′
=k+N
B(xil
k
′
,Ril
k′
)
≤ N , (10), and (38). Hence from (60) we
see that there exists a constant C1 ≫ 1 such that (61) holds.

In view of Result 5, (41), (44) and (47), we see that (34) holds.
APPENDIX
Let J ⊂ R be an interval containing 0 and such that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
.
1. Observe from (10) and the interpolation of ‖Du‖
L
2n(n+2)
n2+4
t L
2n(n+2)
n2+4
x (J)
between
‖Du‖L∞t L2x(J) and ‖Du‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
. Q(J, u). (26),
(31), and Proposition 6, allow to show that if ‖u0‖H˜k ≪ 1, then the solution u
constructed by Proposition 1 satisfies the conclusions of Theorem 3. More precisely
there exists a positive constant C such that
Q(J, u) . ‖u0‖H˜k + ‖D(|u|
4
n−2ug(|u|))‖
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
+ ‖Dk(|u|
4
n−2ug(|u|))‖
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
. ‖u0‖H˜k + 〈Q(J, u)〉
C‖u‖
4
n−2−
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
. ‖u0‖H˜k + 〈Q(J, u)〉
CQ
4
n−2−(J, u)·
A continuity argument applied to the estimate above shows thatQ(R, u) . ‖u0‖H˜k <
∞.
Let 1 ≫ ǫ > 0. There exists A(ǫ) large enough such that if t2 ≥ t1 ≥ A(ǫ)
then ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t1,t2])
≪ ǫ. Hence
∥∥e−it1△u(t1)− e−it2△u(t2)∥∥H˜k ≪ ǫ by a
similar estimate to (37). Hence (22) holds.
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