Mobile Edge Computing (MEC), which is considered a promising and emerging paradigm to provide caching capabilities in proximity to mobile devices in 5G networks, enables fast, popular content delivery of delay-sensitive applications at the backhaul capacity of limited mobile networks. Most existing studies focus on cache allocation, mechanism design and coding design for caching. However, grid power supply with fixed power uninterruptedly in support of a MEC server (MECS) is costly and even infeasible, especially when the load changes dynamically over time. In this paper, we investigate the energy consumption of the MECS problem in cellular networks. Given the average download latency constraints, we take the MECS's energy consumption, backhaul capacities and content popularity distributions into account and formulate a joint optimization framework to minimize the energy consumption of the system. As a complicated joint optimization problem, we apply a genetic algorithm to solve it. Simulation results show that the proposed solution can effectively determine the near-optimal caching placement to obtain better performance in terms of energy efficiency gains compared with conventional caching placement strategies. In particular, it is shown that the proposed scheme can significantly reduce the joint cost when backhaul capacity is low.
Introduction
Nowadays, with the rapid development of mobile communication technologies and mobile devices, wireless data traffic is experiencing an explosive increase, especially in terms of mobile video streaming, high definition (HD) video and video webcasting [1] . A recent Cisco report estimates that the global mobile data volume will grow nearly ten times in the next five years, and the world's mobile data traffic will reach 30.6 monthly exabytes by 2020 [2] . It has led to significant increases in user latency and imposed a heavy burden on backhaul links connecting local base stations (BSs) to the core network (CN). In addition, the rapid growth of mobile data traffic has been compelling mobile network operators (MNOs) to provide more and more network capacities and meet these pressing traffic demands, which are achieved by extending their network infrastructure and enhancing spectral efficiency. For example, it is still far from enough to satisfy the mobile data traffic demands although the capacity of cellular network which can be immensely increased by deploying a large amount of BSs [3] . In fact, since plenty of the available backhaul networks are of low capacity and often cannot keeping the energy consumption of the system as low as possible. The main technical contributions of this work can be summarized as follows:
•
We make a trade-off between system average download latency (SADL) and system average energy consumption (SAEC) by developing an effective caching placement strategy. Our algorithm achieves a close-to-minimum delay cost to SADL compared to the delay optimal algorithm, while minimize SAEC.
We indicate the influence of the content popularity distribution satisfying the required number of active MECS, as well as the influence of the backhaul capacities on the required cost of system. Numerical results show that the proposed joint cost optimal (JCO) algorithm outperforms the conventional caching placement strategies achieve a significant performance improvement and effectively reduces system energy consumption.
The remainder of this paper is organized as follows. In Section 2, we first describe the system model and problem optimization. Then, we derive and propose the MECS allocation algorithm for joint cost delay and power. Simulation results are shown and discussed in Section 3. Finally, conclusion is drawn in Section 4.
System Model and Problem Formulation
In this section, we introduce the system model and explain the considered network architecture. In the next section, we formally introduce the optimization problem.
System Model
As a major deployment method of the MEC, we consider an edge system consisting of a BS and multiple MECSs from the set M = {1, · · · , M}, which are physically co-located and share the same power supply in the cell site. Also, the MECSs serve the content requests submitted by N mobile users (MUs). N MUs are uniformly distributed within the scope of coverage radius of BS denoted by R. The MECSs store the contents which can be downloaded by the MUs in the coverage areas of the BS. Through separated backhaul links, base stations are connected to the core network, which stores the whole content library. The storage capacity denoted by C Z (bits) of each MECS is limited to handle a large set of contents in total. This architecture is depicted in Figure 1 .
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System Model and Problem Formulation
System Model
As a major deployment method of the MEC, we consider an edge system consisting of a BS and multiple MECSs from the set 1, ⋯ , , which are physically co-located and share the same power supply in the cell site. Also, the MECSs serve the content requests submitted by mobile users (MUs).
MUs are uniformly distributed within the scope of coverage radius of BS denoted by R. The MECSs store the contents which can be downloaded by the MUs in the coverage areas of the BS. Through separated backhaul links, base stations are connected to the core network, which stores the whole content library. The storage capacity denoted by bits of each MECS is limited to handle a large set of contents in total. This architecture is depicted in Figure 1 . 
Wireless Transmission and Content Caching Model
The wireless transmission model can be simplified as follows. The transmission rate is set to be C MEC (Mbps) if the MU can download the interested content from the MECS. Otherwise, a MU can only take the content from the core network (CN) by backhaul link at the rate of C Back Mbps. Also, the backhaul capacity of BS is denoted as C bmax (Mbps) which is generally limited in dense cellular network scenarios. We further consider that C Back < C MEC . In the model, we focus on a multi-user orthogonal frequency division multiple access (OFDMA) system in mobile networks, where each channel in the system is orthogonal to the others-in other words, no interference among MUs [24] . For simplicity, we assume that channel gains have the same distribution and small-scale fast fading will average out. Hence the wireless transmission rate of one MU depends on its available bandwidth and signal-to-noise ratio (SNR) [7] . In the cell, with available bandwidth W for each MU and a given BS transmission power P trans , the wireless transmission rate of a MU is given by the Shannon's theorem:
where δ 2 is the noise power, is the pathloss exponent and β is the pathloss constant. Some previous studies have shown that in practical networks, the request probability of content can be fitted with some popularity distributions. In the proposed work, we assume that the MUs request content (i.e., videos, files, news, etc.) from a library F = {1, · · · F}, where each content-f in this library has a same size of L( f ) bits and different popularity. The probability content-
As a matter of fact, the popularity of requested contents follows the Zipf's distribution [23] [24] [25] , which can be expressed as:
where
The parameter α in equation (3) describes the steepness of the distribution. Like the distribution of contents in the web proxies and the traffic dynamics of cellular devices, this kind of power law is used to characterize many real world phenomena [23] . The higher α value corresponds to a steeper distribution, and indicates that a fraction of the content is more popular than the rest of the catalog (i.e., users have very similar interests). For another, lower values describe more uniform behavior almost as popular as the content (i.e., users have different interests) The parameter α can take different values depending on the MUs' behaviour and MECS deployment strategies (i.e., campus, enterprise, urban, and rural environments), and its practical value in our experimental setup will be given in the subsequent sections.
Without the loss of generality, the contents of the library are sorted in line with the descending order of popularity, in which content-1 indicates the content with the highest downloading probability. As a consequence, MUs are considered to make independent downloading requests based on P F ( f ). Caching the most popular contents will be regarded as the optimal caching strategy for MECS, and hence the caching hit ratio (Q) of A c MECSs can be written as:
is defined as the number of the caching contents of MECS , the number of active MECSs is A c .
Proof. The proof is presented in Appendix A.
Users Model
In the model, we assume that the number of MUs, denoted as U(t), which requests interested contents from BS, follows the Poisson process with parameter λ [25, 26] . Thus, it yields:
Delay Cost Model
For MUs downloading the target content workload, we mainly consider the transmission delay as the delay cost due to the limitations of the backhaul capacity of the BS. It costs less in terms of transmission delay for a MU downloading the target content from the MECS to a MU (denoted as T MEC ),as compared to that from the CN to a MU (denoted as T Back ). In order to quantify the delay performance of services without restricting our model to any particular metric, we utilize an average response time to represent the delay cost:
represents the duration of one MU finishing a download on interested content from the MECS and finishing a download on interested content from the CN, respectively.
where K n Back is defined as the number of MUs which finishing a download on interested content from the CN. The maximal number of MUs that can download interested content at the same time by the backhaul network is defined as B(t). If K n Back ≤ B(t), then each user's transmission rate of backhaul is
where K n MEC is defined as the number of MUs which finishing a download of interested content from the MECS. The average number of MUs requesting interested contents from the BS is
Back represents the probability that K n MEC users hit the cache simultaneously.
As such, the formulation of average response can be written as:
The Equation (11) can be rewritten as:
Proof. The proof is presented in Appendix B.
Power Consumption Model
The power model can be assumed as follows. The total power consumption P Sys demand of the 5G cellular networks consists of operational power P Op , transmission power P trans , and MECSs power P MEC .
P Sys = P Op + P trans + P MEC
The operational power is load-independent, consisting of the baseband processor, the converter, the cooling system, etc. Therefore, for the BS in time slot t:
where P O is a constant which describes system power consumption, µ is a synchronous workload coefficient. Transmission occurs on wireless links between the MU and the BS, as well as the backhaul link between the BS and CN. Usually the wireless transmission power consumption dominates, so that we consider only the wireless portion. We assume that the small-scale fast fading will average out since the considered time slot is relatively long. Hence, we focus on pathloss effects. We can approximate the pathloss effect by considering the maximum coverage radius (R) of the BS, in order to keep the maximum achievable transmission rate of all users which are under the coverage of the BS larger than C o [27, 28] . Given the transmission power P trans , the maximum achievable transmission rate is given by the Shannon's theorem,
where W is the channel bandwidth, δ 2 is the noise power, is the pathloss exponent and β is the pathloss constant. We suppose the noise-limited is set by assuming that the BS operates on orthogonal channels [28] [29] [30] . Similarly, we consider each transmission must meet a target rate C o to satisfy a transmission delay requirement, the transmission power should satisfy:
The MECS system power at the edge server is load-dependent. Let
where ρ = [a 1 , a 2,..., a N ], let a N ∈ {0, 1} represent the active (1)/inactive (0) decision for the MECSs.
Problem Formulation

Delay Optimization
Firstly, we want to quantify the delay performance of services without restricting our model to any particular metric (for the delay-optimal algorithm). Thus, the minimum delay cost can be computed as:
P1 : arg min
The optimization problem is a linear programming problem with a computational complexity of O(F * K * C s ) and can be solved by using a conventional solver, i.e., MATLAB.
Joint Delay Cost with Power Consumption Optimization
In this subsection, we will give the joint optimization for time delay and energy cost. Due to the different impact of time and energy cost, we introduce a weight factor, denoted as ω, which indicates the emphasis on either time or energy cost. Thus, minimizing the time and energy cost of system can be specified as the following problem:
The joint optimization problem is hard to solve, so we decouple P2 problem in two stages as follows:
Stage 1: We consider the system power allocation is fixed, i.e., P MEC is already known. We find that the optimization of P2 can be decoupled into K sub-problems with regard to the number of active MECSs, and the series of problems G{K}, in order to find the minimum delay cost for each sub-problem K, which follows the solution for the P1.
Stage 2: In this stage, we focus on minimizing the energy cost in the JCO algorithm.
Algorithm 1. Joint Cost Optimal (JCO) algorithm
1: Set T opt = 0, P MEC = 0, and T Aver = 0 2: whlie 3: Calculate T opt , P MEC , T Aver , P Sys , then set P2 = P2 4:
If (6) is satisfied for active a new MECS 5:
If (8) 
Numerical Results
In this section, we present numerical results to verify the effect of energy efficiency scheme and illustrate the impact of various MEC network parameters. In simulations, we use the MEC network parameters as shown in Table 1 . 
Impact of the Backhaul Capacities
We analyze the impact of the backhaul capacities on the algorithms' performance in Figure 2 , meanwhile illustrating the average power consumption and average delay cost. As expected, increasing backhaul capacities not only reduces average power consumption but also decreases average delay cost. We observe that if the number of active MECSs equals to 0, all contents will be downloaded with the rate C o from the CN, so
. If the number of active MECSs equals to ∞, the MECSs are enough to ensure that each content can be downloaded from the MECS, so the transmission rate is always C MEC , and thus T Aver =
U(t)L C MEC
. On the other hand, for a low value of backhaul capacities increasing the MECS's power consumption, we can reduce the average delay cost effectively when the system is in overloaded conditions, as the MECS can serve more requests. However, if excessively active MECSs cache a lot of unpopular content, it brings about a bad performance in effectively reducing average delay cost. Figure 2 explicitly demonstrates the trade-off between the average delay cost and the average power consumption for given backhaul capacity. 
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We analyze the impact of the backhaul capacities on the algorithms' performance in Figure 2 , meanwhile illustrating the average power consumption and average delay cost. As expected, increasing backhaul capacities not only reduces average power consumption but also decreases average delay cost. We observe that if the number of active MECSs equals to 0, all contents will be downloaded with the rate from the CN, so . If the number of active MECSs equals to ∞, the MECSs are enough to ensure that each content can be downloaded from the MECS, so the transmission rate is always , and thus . On the other hand, for a low value of backhaul capacities increasing the MECS's power consumption, we can reduce the average delay cost effectively when the system is in overloaded conditions, as the MECS can serve more requests. However, if excessively active MECSs cache a lot of unpopular content, it brings about a bad performance in effectively reducing average delay cost. Figure 2 explicitly demonstrates the tradeoff between the average delay cost and the average power consumption for given backhaul capacity. 
Impact of the Content's Popularity Pattern
We analyze the impact of the content's popularity pattern on the algorithms' performance in Figure 3 . Namely, we vary the shape parameter α of the contents popularity with the value 0.46 to 1.16. As expected, with increase of α, the active MECSs decrease in the scheme, and the energy efficiency improves as the popularity distribution gets steeper. When α is high, the vast majority of user requests refer to a small number of contents. Clearly, caching the above contents provides significant benefits to the provider. To conclude, when the content popularity distribution is highly concentrated (i.e., α > 1), our algorithm achieves at least 1.5 times higher performance than α < 1.
We analyze the impact of the content's popularity pattern on the algorithms' performance in Figure 3 . Namely, we vary the shape parameter of the contents popularity with the value 0.46 to 1.16. As expected, with increase of , the active MECSs decrease in the scheme, and the energy efficiency improves as the popularity distribution gets steeper. When is high, the vast majority of user requests refer to a small number of contents. Clearly, caching the above contents provides significant benefits to the provider. To conclude, when the content popularity distribution is highly concentrated (i.e., 1), our algorithm achieves at least 1.5 times higher performance than 1. Figure 3 . System performance versus popularity shape parameter. Figure 4 shows the joint performance of the delay optimal, energy optimal and joint optimal algorithms. In Figure 4 , we observe that the proposed algorithm outperforms the other two schemes in terms of the system cost. As expected, increasing backhaul capacities not only reduces the average power consumption but also decreases the average delay cost. Therefore, with the increase of backhaul capacities, the joint cost rapidly decreases. Figure 5 shows the delay and energy performance of the delay optimal, energy optimal and joint optimal algorithms. In Figure 5a , the delay optimal algorithm achieves the best delay performance at the maximum cost of energy, as shown in Figure 5b . Otherwise, the energy optimal algorithm achieves the minimum cost of energy at the worst delay performance. Obviously, both methods have Figure 4 shows the joint performance of the delay optimal, energy optimal and joint optimal algorithms. In Figure 4 , we observe that the proposed algorithm outperforms the other two schemes in terms of the system cost. As expected, increasing backhaul capacities not only reduces the average power consumption but also decreases the average delay cost. Therefore, with the increase of backhaul capacities, the joint cost rapidly decreases.
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Impact of the Content's Popularity Pattern
We analyze the impact of the content's popularity pattern on the algorithms' performance in Figure 3 . Namely, we vary the shape parameter of the contents popularity with the value 0.46 to 1.16. As expected, with increase of , the active MECSs decrease in the scheme, and the energy efficiency improves as the popularity distribution gets steeper. When is high, the vast majority of user requests refer to a small number of contents. Clearly, caching the above contents provides significant benefits to the provider. To conclude, when the content popularity distribution is highly concentrated (i.e., 1), our algorithm achieves at least 1.5 times higher performance than 1. Figure 3 . System performance versus popularity shape parameter. Figure 4 shows the joint performance of the delay optimal, energy optimal and joint optimal algorithms. In Figure 4 , we observe that the proposed algorithm outperforms the other two schemes in terms of the system cost. As expected, increasing backhaul capacities not only reduces the average power consumption but also decreases the average delay cost. Therefore, with the increase of backhaul capacities, the joint cost rapidly decreases. Figure 5 shows the delay and energy performance of the delay optimal, energy optimal and joint optimal algorithms. In Figure 5a , the delay optimal algorithm achieves the best delay performance at the maximum cost of energy, as shown in Figure 5b . Otherwise, the energy optimal algorithm achieves the minimum cost of energy at the worst delay performance. Obviously, both methods have Figure 5 shows the delay and energy performance of the delay optimal, energy optimal and joint optimal algorithms. In Figure 5a , the delay optimal algorithm achieves the best delay performance at the maximum cost of energy, as shown in Figure 5b . Otherwise, the energy optimal algorithm achieves the minimum cost of energy at the worst delay performance. Obviously, both methods have very low energy efficiency. In Figure 5a , the performance of the proposed joint optimal is in close proximity to the delay optimal, which achieves the theoretical delay performance but much better than the energy optimal. In Figure 5b , although the performance of the proposed method causes a slightly larger delay than the delay optimal (increasing minimum delay by around 20%), energy consumption can be reduced up to about 63%.
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Conclusions
In this paper, we have focused on energy-efficient strategies for MECS in a backhaul capacitylimited cellular network for minimizing the power consumption while satisfying a computation delay cost constraint. For the motivation, taking the backhaul capacity, contents popularities and the number of users into account, a constraint expression that can trade off the system energy consumption and average delay has been derived, and it can illustrate the impacts of different MECS network parameters. The numerical results indicate that our method can reduce the energy consumption by about 63% with the trade-off in delay efficiency (increasing the minimum delay by around 20%), perform very close to the optimal solution, and much better than the worst-case scenario, i.e., the approximation bound.
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Appendix A
From Equations (4), Q can be expressed as the following:
f α when the number of active one MECS , the hit ratio can be written as:
hence when the number of active MECS is A c
Hence 1 − Q can be written as:
This completes the proof.
Appendix B
Proof.
Using (16), we can rewrite
So the formulation of average response can be written as:
T Aver = ∑ U(t) n=0 U(t) n Q n (1 − Q) U(t)−n T MEC + ∑ U(t) n=0 U(t) n Q n (1 − Q) U(t)−n T Back ∑ U(t) n=0 U(t) n Q n (1 − Q) U(t)−n T Back
