Abstract. In this paper, by constructing the equivalent form of the continuous algebraic Riccati equation (CARE) and applying some matrix inequalities, a new lower bounds solution of the CARE is proposed. Finally, corresponding numerical examples are provided to illustrate the effectiveness of the results.
1. Introduction. It is known to us that the algebraic Riccati equations, discrete matrix equations, and matrix functions are of great importance in many areas such as optimal control, filter design and stability analysis, and so on (see [7] , [8] , [11] , [13] , [19] , [20] , [26] ). Consider the following linear system (see [20] where A ∈ R n×n , B ∈ R n×m , x 0 ∈ R n is the initial state. And the state feedback control and the performance index of the system (1.1), respectively, are u(t) = −Kx(t), K = B T P,
where Q ∈ R n×n is symmetric positive definite, P is the symmetric positive semidefinite solution of the continuous algebraic Riccati equation (CARE)
where x 0 is the initial state of the system (1.1) and P is the symmetric positive definite solution of the CARE (1.2). An interpretation of tr(P ) is that tr(P )/n is the average value of the cost J * as x 0 varies over the surface of a unit sphere.
Therefore, considering its important applications during the past two and three decades, many researchers start to studying the solution of the CARE (1.2). While in practice, it is hard to solve the CARE, and there is no general method unless the system matrices are special and there are some methods and algorithms to solve (1.2) (see [9] and [23] ). However, the solution of this equation can be time-consuming and computationally difficult, particularly as the dimensions of the system matrices increase. Meantime, the solution bounds can also be used as the approximations of the exact solution for the CARE ( [3] ). The previous results during 1974-1994 have been summarized in Kwon et al. [15] (1996) . Of these bounds, the matrix bounds are the most general and desirable as they can offer all other types of bounds. In this paper, by constructing the equivalent form of the CARE, utilizing some matrix inequalities, we develop new lower matrix bounds. Finally, we give some numerical examples to illustrate the effectiveness of the derived results.
Throughout this paper, let R n×m and R n denote the set of n × m real matrices and n-dimensional column vector. If X ∈ R n×n is an arbitrary symmetric matrix, we assume that the eigenvalues of X are arranged so that
, ||X|| denote the trace, the transpose, the inverse, the determinant and the spectral norm of X, respectively. The inequality X > (≥)0 means that X is a symmetric positive (semi-) definite matrix and X > (≥)Y means that X −Y is a symmetric positive (semi-) definite matrix. The identity matrix with appropriate dimensions is represented by I.
The following lemmas are used to prove the main results. [2] For any symmetric matrix X ∈ R n×n , the following inequality holds:
The positive semi-definite solution P to the CARE (1.2) has the following lower bound on its minimum eigenvalue:
The following matrix inequality
where W = W T and V = V T , is equivalent to either
2. New lower solution bounds for the CARE. In this section, we present new lower matrix bounds of the solution for the continuous algebraic Riccati equation.
Theorem 2.1. The solution P to the CARE (1.2) satisfies
where the positive constant α is chosen so that
the matrix V is defined by
and ε is any positive constant such that Proof. The CARE (1.2) can be rewritten as
where α is a positive constant. Via the definition of V from (2.3), then
Adding and subtracting
Hence,
As Q > 0 and ε satisfies (2.4), then
Using Lemma 1.3, we can see that the above inequalities are satisfied if and only if
which is equivalent to
Then from (2.6), it is easy to see that
Considering (2.7), the above inequality is equivalent to 
195
On the other hand, if ε satisfies (2.4), then
Applying (1.3) and Lemma 1.1 to (2.9) satisfies εI < κ α I < λ n (P ) α I < P α .
Then P − εαI > 0. Consequently, (2.8) changes to
which implies that
This completes the proof.
By using the above Theorem 2.1, we can derive the following result immediately.
Corollary 2.2. The positive semi-definite solution P to the CARE (1.2) satisfies the following lower eigenvalue bounds for the positive constant α satisfying (2.2) and any ε satisfying (2.4):
Remark 2.3. Since I is a positive definite matrix of full rank, there will exist a positive constant α such that condition (2.2) is satisfied. Also, since κ is a lower bound for λ n (P ), there will always exist values of κ, b such that the conditions (1.3), (2.4) are fulfilled. Hence, the lower bound P l1 is always calculated if the solution of the CARE (1.2) exists.
Following the above results, we now obtain a different lower matrix bound as follows for the CARE (1.2).
Theorem 2.4. The solution P to the CARE (1.2) satisfies
where the positive constant α > 1 is chosen so as to satisfy the condition (2.2), V is defined by (2.3), and ε * is any positive constant such that
where c ≡ κ α−1 , κ is defined by (1.3) . Proof. Using the definition of V from (2.3), (2.5) can be rewritten as
Adding 2P to both sides of (2.12) gives
P (V + 2I) + (V + 2I)
T P + 2P (α − 1) + Q = P BB T P. (2.13) Adding and subtracting
Thus,
As Q > 0 and ε * satisfies (2.11), then 
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Then from (2.14), it is simple to see that
Considering (2.15), the above inequality is equivalent to
On the other hand, if ε * satisfies (2.11) and α > 1, then
Applying (1.3) and Lemma 1.1 to (2.17) yields
Then P − ε * (α − 1)I > 0. Hence, (2.16) changes to
which means that
By using the above Theorem 2.4, we can derive the following result immediately.
Corollary 2.5. The positive semi-definite solution P to the CARE (1.2) satisfies the following lower eigenvalue bounds for the positive constant α > 1 satisfying (2.2) and any ε * satisfying (2.11):
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Remark 2.6. As in Remark 2.3, the lower bound P l2 is always calculated if the solution of the CARE (1.2) exists.
Remark 2.7. For one thing, Theorem 2.1 and Theorem 2.4 are two different lower bounds of the solution of the CARE (1.2). It is difficult to compare the sharpness of them, and we will present two examples in Section 3 to illustrate this. On the other hand, from the literature, we know that lower matrix bounds for the solution of the CARE (1.2) have been presented in Kwon and Pearson (1977) [16] , Lee (1997) [17] , Choi and Kuc (2002) [4] , Davies, Shi, and Wiltshire (2007) [6] , and Chen and Lee (2009) [3] . As Chen and Lee (2009) [3] pointed out, to give a general comparison between any parallel lower bounds for the same measure is hard. Hence, it is also hard to compare the sharpness of our lower bounds Theorem 2.1 and Theorem 2.4 to these parallel results. Further, in Section 3, we shall give two examples to show that our lower bounds are tighter than the majority of those parallel results for some cases.
3. Numerical examples. In this section, we present numerical examples to illustrate the effectiveness of the main results. By computation, it is obvious that P l1 − G ≥ 0, P l1 − E ≥ 0, P l1 − Ψ ≥ 0, P l1 − P 
