This paper introduces Input Responsive Approximation (IRA), an approach that uses a canary input -a small program input carefully constructed to capture the intrinsic properties of the original input -to automatically control how program approximation is applied on an input-by-input basis. Motivating this approach is the observation that many of the prior techniques focusing on choosing how to approximate arrive at conservative decisions by discounting substantial differences between inputs when applying approximation. The main challenges in overcoming this limitation lie in making the choice of how to approximate both effectively (e.g., the fastest approximation that meets a particular accuracy target) and rapidly for every input. With IRA, each time the approximate program is run, a canary input is constructed and used dynamically to quickly test a spectrum of approximation alternatives. Based on these runtime tests, the approximation that best fits the desired accuracy constraints is selected and applied to the full input to produce an approximate result. We use IRA to select and parameterize mixes of four approximation techniques from the literature for a range of 13 image processing, machine learning, and data mining applications. Our results demonstrate that IRA significantly outperforms prior approaches, delivering an average of 10.2× speedup over exact execution while minimizing accuracy losses in program outputs.
Introduction
Emerging applications in the domains of image and sound processing, computer vision, machine learning, and data mining are significantly increasing the processing demands on compute infrastructure as the adoption of smart technologies like intelligent virtual assistants [4, 21, 36] and wearable devices [20, 35] rises. These emerging applications rely heavily on regularly-structured computations on inputs that include images, video, and sound, and have loose constraints on the quality of output. The need for significant improvements in processing throughput for these classes of applications along with loose quality constraints make them ideal candidates for approximate computing, where small amounts of output accuracy can be traded for large improvements in performance or energy.
The general purpose approximate computing techniques typically applied to regularly-structured computations, such as loop perforation [27, 45] , algorithm selection [3, 15] , and numerical approximation [25] , have been important and successful vehicles for realizing approximation in practice. These approaches can be realized on commodity hardware, apply to a variety of problem types, and are straightforward for programmers to implement. A central question in approximate computing is how to approximate, i.e., how to configure and parameterize an approximate program to yield the right tradeoff between performance and accuracy. Prior work focusing on the problem of choosing how to approximate has shown modest performance improvements of 1.1× to 4× [6, 27, 28, 47, 49, 50, 56] , often relying on calibration or profiling to choose how to approximate.
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Calibration computes both exact and approximate results, then compares them to measure the accuracy of the approximate approach on some (set of) program inputs. Calibration has been used to drive offline approaches [27] , runtime systems [49] , and within systems that use a combination of the two [6] . Because it is expensive to compute the exact solution and the accuracy of the approximate solution(s) on every input, calibration must be used sparingly, encumbering the flexibility of approximation and ultimately the performance gains that can be realized. Profile guided approaches make approximation decisions based on average-or worstcase input behavior [18, 28, 56] . These techniques rely on training with inputs that are representative of real-world inputs, which may be difficult to achieve in practice.
The motivation for this work is that, common to both classes of approaches, one approximation is used to cover multiple inputs. Focusing on worst case accuracy can result in overly conservative approximation for many inputs, while focusing on average case accuracy may be overly aggressive and fail to deliver sufficient accuracy in the worst case. As we show in this work, designing approximation systems that discount the differences between inputs hinders both the performance and accuracy of software-based approximation.
This paper presents an approach to addressing this limitation that is guided by two observations. Firstly, the accuracy of approximate programs can depend heavily on program input. Consider the example presented in Figure 1 , which shows two images that have been processed by an identical approximate gamma correction with results that are of wildly different quality. Typical approaches to dealing with this difference in quality would dial down the aggressiveness of the approximation for both images, sacrificing performance for the first to produce satisfactory accuracy for the second. Secondly, regularly-structured computations have (1) data-centric computation, where the amount of computation depends on the size of the input data, such as is the case in many iterative and recursive algorithms in data mining, image processing, and machine learning and (2) summarizable inputs, where there may be redundancy or patterns in the input data such that the input's characteristics can be concisely represented. While these characteristics are not universal across all programs (for example, a compiler's input or a database schema have deep structure that can be easily broken), they appear often in the classes of programs that are candidates for approximation. On such programs, our insight is that a small input can be used to quickly learn the accuracy and performance characteristics of approximations without relying on calibration or profiling.
This paper introduces Input Responsive Approximation
(IRA), a runtime approximation system designed to leverage this insight in order to dynamically and automatically configure the approximation options for each program input, including selecting which code regions to approximate and how to tune the approximations within those regions. IRA Approx. gamma correction Exact gamma correction Source image 96% 77% Figure 1 . One approximation approach (16×8 tiling [50] ) produces outputs of very different quality across inputs achieves this by creating a canary input -a much smaller representation of the full input -at the outset of the program. The canary input is used to dynamically predict the accuracy and speedup characteristics of the full input for a number of approximation options, then to choose the fastest option that achieves the desired level of accuracy. The specific contributions of this work are:
• Canary Inputs -we describe a methodology for reducing the inputs to many regularly-structured computations to canaries -smaller representations of the full inputsthat can used to predict program performance and accuracy when subjected to various approximations. Canary creation is guided by statistical hypothesis testing, yielding canaries that are statistically guaranteed to share key properties with the full input ( §4.1).
• Canary-driven Approximation Runtime System -we describe the design and implementation of IRA, a runtime system that uses canary inputs to automatically configure approximation for every input supplied to a program ( §4). IRA determines where to approximate, automatically selecting which code regions are most amenable to approximation for each input, as well as configuring the approximation within those regions to the fastest configuration that meets a specified accuracy bound ( §4.2 and §4.3).
• Effective, Automatic Approximation -we evaluate IRA on real server hardware, demonstrating that it produces effective input responsive approximations. The evaluation incorporates four well-known classes of approximate techniques from the literature: loop perforation [27, 45] , tiling [50] , algorithm choice [3, 15] and numerical approximation [25] within 13 image processing, machine learning data mining and computer vision applications ( §5). 16×16  8×16  16×32  8×32  32×32  4×16  8×8  16×64  32×16  32×64  64×128  4×8  4×32  16×128  32×128  4×4  8×64  8×4 24 others Figure 3 . A dynamic oracle approximation system using the most effective tiling approximation method (fastest without violating TOQ) achieves an average speedup of 61× and uses 42 different approximation options results in an average speedup of 10.2× across our 13 test applications with small accuracy losses in program outputs. IRA outperforms oracle versions of two classes of prior work while delivering the same level of accuracy, achieving more than 4× the speedup of oracle calibration techniques and 2× the speedup of oracle static profiling.
The Case for Input Driven Dynamism
The ability of approximate computation to produce highquality results is one of the keys to making approximation broadly deployable in real systems. Many techniques for preserving result accuracy when choosing how to approximate focus on the worst case, resulting in overly conservative approximation for other cases. Here we discuss the opportunity available in the presence of a technique that dynamically controls approximation for individual inputs.
Input Matters for Output Quality
Input is an important part of the accuracy of an approximate computation. To illustrate this, we detail the output quality produced by three different tiling approximations [50] of an image processing application called gamma correction [42] applied to 800 input images. Tiling is based on the assumption that, in many application domains such as image and video processing, elements nearby one another (e.g., pixels in an image) are likely to have similar values. Instead of computing each element of the output, a tiling approximation computes a single output element and projects that output onto the surrounding elements to form a tile. Tiling can be tuned to trade off lower accuracy for better performance by increasing the size of the tile. Figure 2 presents histograms of the output quality for 800 different images across three tile sizes. For the purposes of illustration, we assume that the target output quality 1 (TOQ) of the approximation is 90%. As shown in the figure, for all three tile sizes, different inputs can result in very different output qualities. For example, across these inputs 8×8 tiling (Figure 2(b) ) results in output qualities ranging from 78%-99% because the assumption made by the approximation technique (that nearby pixels are similar to one another) holds true to a different extent depending on the composition of the input. Furthermore, we have observed that a wide range in output quality across inputs is not unique to tiling approximation and gamma correction, occurring across many applications and approximation techniques.
Limitations of Conventional Approaches
A common approach used to choose how to approximate is to select a single approximation option for some program and apply that approximation to multiple inputs. This approach to approximation suffers from a form of the problem of aggregation, in which aggregate behavior (average or worst) is not necessarily representative of individual behavior. In the presence of multiple differing inputs, an approximation system that uses a single approximation across inputs either leaves performance opportunities on the table, violates output quality restrictions, or both.
To illustrate this, we refer again to Figure 2 , where (a), (b) and (c), are histograms of result accuracy for three increasingly aggressive approximate gamma corrections applied to 800 input images. We assume a TOQ of 90%, and characterize the outputs as falling into 3 classes: TOQ violating approximations (< 90% output quality), fast + high quality approximations (90-95% output quality) and missed opportunities (95-100% output quality). The 4×2 tiling approximation, shown in 2(a), produces minimal TOQ violations, but the speedup is limited to 5.9×. The bulk of these output qualities can be classified as missed opportunities. A more moderate approach, 8×8 tiling, is shown in 2(b). In this case, 5% of the results violate the TOQ with a speedup of 22×. Finally, the results of an aggressive approximation are shown in 2(c). This approach uses 16×16 tiling and yields 83× speedup with 30% of the outputs violating the TOQ.
The Opportunity for Dynamism
Ideally, approximation would have the best of both worldsno missed opportunities and no TOQ violations. This could be achieved by dynamically choosing the most effective approximation for each input -the fastest approximation that does not violate the TOQ. Figure 3 (a) presents a histogram of output quality over the 800 inputs when using a dynamic oracle to choose the most effective option from a wide range of tiling approximations. Unlike the previous example, the most effective approximation is always fast and high quality, never leaving performance on the table and never violating the target output quality.
Moreover, Figure 3 (b) shows a histogram of the speedups achieved on the set of 800 inputs. The speedups vary significantly, ranging from 3.5× to 410× (average 61×) due to the fact that a wide range of approximations are chosen. As shown in Figure 3 (c), across 800 inputs, 42 unique approximation methods are chosen, with no single approximation being used on more than 17% of the inputs. That is, a wide range of approximation methods are used to obtain the maximally effective approximation across the set of inputs and no single approximation is dominant. The key to taking advantage of this opportunity is to customize the approximation for each input on an individual basis, and to develop that customized approximation quickly.
Overview of Approach
Given a program, a menu of possible approximation options, and an input to the program, the goal of Input Responsive Approximation (IRA) is to rapidly choose an effective approximation for that input. Our approach to achieving this goal is shown in Figure 4 and does the following: The creation of the canary is guided by hypothesis testing, a statistical framework used to ensure that the resulting canary is large enough to be representative of the full input, sharing key properties with the full input, while being no larger than necessary to minimize the overhead of leveraging the canary.
2. Customize the Approximation -next, an exact solution and multiple approximate solutions are computed using the canary to select the most effective from among the available approximations, including selecting the code regions to approximate and how to approximate within those regions ( §4.2). Because the canary input is much smaller than the full input, IRA is able to rapidly forecast how numerous approximations fare on a particular input by running the canary input with each of those approximations. Unlike prior work, IRA predicts the accuracy and performance of approximations on each input on demand and ex ante, allowing it to choose a customized, effective approximation for every input.
3. Compute Approximate Solution -finally, the customized approximation deemed effective for the canary is applied to the full input to produce an approximate solution that is of acceptable accuracy ( §4.3). As we show later, this approach is extremely effective, leading to large performance improvements with small accuracy losses.
IRA Design and Implementation
This section provides a detailed description of how IRA chooses and leverages an approximation that is customized and effective for each program input.
Reasoning About Canary Inputs
A canary is a small program input, crafted out of the full program input to reflect the full input's properties. A plausi-ble approach for creating canaries could be to simply sample down every full input at the same rate. Unfortunately, this approach produces canaries that are either (1) larger than necessary for well-behaved inputs, introducing extra overhead in the approximation search process or (2) too small to adequately represent the full input, resulting in a search that provides a misleading model of approximation accuracy characteristics. Instead, we have observed that a dynamic approach to producing canaries helps avoid these problems, where the canary can be chosen to be both as small as possible and large enough to maintain sufficient similarity to the full input. We experimentally explore this issue further in §5.2.
Challenges
Dynamically creating a canary input that exhibits the properties of the full input has three main challenges. First, in determining the similarity of the canary and the full input, we require a definition of similarity that reflects meaningful input properties. Second, we must be able to choose the canary in a way that is both computationally inexpensive and ensures that the definition of similarity is satisfied. Third, we want to choose a canary that is much smaller than the full input, as this will be a large determinant of the time spent employing the canary to test various approximations.
To address the first challenge, this work defines and explores four different metrics of similarity, designed to span a range of definitions of what it means for inputs to be similar to one another. These metrics range from a very simple metric designed to ensure that the values in the canary are close, on average, with the values in the full input to more sophisticated, complex metrics that ensure the similarity of local properties within small regions of the input.
To address the second challenge, we ensure low overhead in the canary creation process by leveraging statistical sampling in the analysis of each potential canary input, allowing similarity metrics to be computed on just a small subset of the canary input when analyzing its similarity to the full input. To ensure that the definition of similarity is satisfied in a chosen canary, we use a carefully designed algorithm based on robust, automated hypothesis tests that minimize the likelihood of making an incorrect decision about each canary. In particular, we take special care to design our approach to avoid both false negatives -incorrectly finding dissimilarity -and false positives -incorrectly finding similarity. These are also known as Type I and Type II errors, respectively. The avoidance of false positives ensures that the canary we select is highly likely to be similar to the full input.
On the other hand, avoiding false negatives so that the chosen canary is no larger than necessary is key to ensuring that the third challenge is addressed. If we mistakenly rejected a small canary that was actually similar to the full input in favor of a larger canary, the canary-driven search can have unnecessarily high overhead. 
Canary Candidates
The algorithm for creating a canary is illustrated in Figure 5 . The inputs to the algorithm are the desired bound on the likelihood of getting a Type II error α, the desired bound on getting a Type I error β, and the full input to the program. The output of the algorithm is a small canary input deemed similar to the full input.
1 Generating Canary Candidates. First, a set of candidate canaries C 1 , C 2 , . . . , C k are generated. One of the main determinants a canary's quality is its size; a larger canary is likely to be a better reflection of the full input than a smaller canary. However, as the purpose of the canary is to use it in a dynamic search, a larger canary will also tend to result in a more expensive search. Our approach to generating candidates is to expose this inherent tradeoff, using candidates of many different sizes then choosing the smallest canary from among the candidates that is similar enough to the full input according to one of the metrics described in §4.1.4. We generate C 1 , C 2 , . . . , C k using regular, strided subsets of the full input. If N is the size of the full input, canary candidates are chosen that are size
. We explicitly avoid selecting canaries larger than N / 16 , as canaries that are larger may take an unacceptably long time in the dynamic search, undermining the performance gains IRA aims to achieve by approximating the program. For one-dimensional inputs such as an array of scalars or an array of structs, an input of size 1 / t is produced by taking every tth element from the input. For two-dimensional inputs such as matrices and images, an input of size 1 / t is produced by taking every 
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see Cohen [14] for details.
α: the desired bound on the probability of committing any Type I errors (false negative), β: the desired bound on Type II errors (false positive) Definitions k: the number of canary candidates, Ci: the ith canary candidate, xi: the sample statistic x for canary Ci, x0: the sample statistic x for the full input Z: the standard normal distribution, zy: the quantile function at y of Z, F b,c : the F-distribution with degrees of freedom b and c Table 1 . Similarity metrics used to assess canary similarity to full input, along with the relevant statistical formulas
Canary Selection
The remainder of the steps in this algorithm are focused on choosing the smallest canary from among these candidates that is similar to the full input.
2 Sample Size. We next calculate the number of samples to take from each canary when evaluating their similarity. This calculation is designed to bound the likelihood of getting a Type II error when comparing those properties to the full input, discussed in further detail in §4.1.5. This sample size is denoted n.
3 Canary Statistics. We calculate the statistics needed to perform hypothesis tests on the canaries, taking a random sample of size n from each canary C i , then use the samples to compute a test statistic for the canary t i and a p-value p i associated with that test statistic. We discuss tests statistics and p-values in more detail in §4.1.5, however the intuition is that t i is simply a statistical measurement of the similarity between the canary and full input, while p i is the statistical significance of that measurement. 4 Canary Acceptability. On the resulting p-values p 1 , p 2 , . . . , p k , we use the Holm-Bonferroni method, a technique designed specifically to bound the likelihood of getting a Type I error when performing multiple hypothesis tests [29] , to partition the candidate canaries into two groups -those that are suitable representations of the full input because they are statistically similar enough to it, and those that are not. 5 Select Canary. Finally, the smallest of the suitable canaries is returned and used by IRA to perform a dynamic search for the most effective approximation. If no such canary is available, IRA immediately ceases approximation and begins to execute the exact version of the program.
Input Similarity Metrics
The purpose of the canary is to drive a dynamic search to determine how the program and its full input should be approximated. As such, it is of critical importance that the canary be similar to the full input. However, similarity can be measured in many ways. In this work, we consider four distinct definitions of similarity. Mean. IRA supports using the arithmetic mean of the values in the canary and full inputs as the similarity metric. We define the mean of an input Y composed of values y 1 , y 2 , . . . , y N as µ Y . For convenience, the formal definition of µ Y is supplied in Equation 1. A canary found to be acceptable according to this metric has an average value close to the average value of the full input.
Variance. IRA also supports using the variance of values in the input as the similarity metric. The variance of Y is σ 2 Y , the definition of which is supplied in Equation 2. A canary that meets this standard of closeness will contain values that are dispersed to a degree similar to the dispersion found in the full input.
Local Homogeneity. The canary is produced using a subset of the values in the full input. Thus, in essence, a single value in the canary embodies a (potentially large) number of values from the full input. To ensure the values in the canary are not highly dissimilar to the values in the full input they are supposed to embody, IRA leverages a measure of this dissimilarity. We denote this metric Λ Y , defined by comparing each value y j in the full input to λ j , its representative value in the canary, and calculating the proportion of those values that are at least z 1−α/2 standard deviations (see Table 1 for the definition of z) away from λ. The formal definition of Λ Y is shown in Equation 3 .
Autocorrelation. Last, IRA support measuring similarity between a canary and the full input by testing that their autocorrelations are similar. Autocorrelation is a special case of correlation, and is a measure of how similar each value in the input is to its neighbor. High coefficients of autocorrelation (those close to 1) indicate that neighboring values share a linear relationship across the input, while low coefficients (those close to zero) indicate no such relationship. Thus, autocorrelation detects small-scale patterns in the input. For an input Y , the coefficient of autocorrelation is ρ Y . We provide a formal definition of autocorrelation in Equations 4 and 5.
Statistical Underpinnings
At its core, canary selection in IRA is built on the statistical foundations of hypothesis testing, in which the evidential basis for hypotheses can be weighed statistically, allowing rejection of hypotheses that are not supported by the available evidence. For our purposes, the hypotheses considered are statements such as canary C i has the same autocorrelation as the full input. Such a hypothesis can be rejected if a comparison between the full and canary inputs does not provide sufficient evidence to support the hypothesis. Thus, by rejecting the hypothesis equating the canary to the full input we reject the canary. Alternatively, when the hypothesis test fails to reject the null hypothesis, the canary is deemed to be acceptably similar to the full input.
It is important to note that IRA may need to consider many such hypotheses when constructing a canary, and thus is subject to the multiple testing problem [37] . The multiple testing problem describes a problem wherein evaluating the validity of multiple hypotheses can considerably increase the likelihood of incorrectly evaluating at least one of the hypotheses. Consider a hypothesis concerning the fairness of a coin, where we wish to assess the validity of the hypothesis by flipping the coin 10 times and calling it biased if we flip at least 9 heads or tails. Applying this test to 1 unbiased coin, it is unlikely that it will appear unfair, a probability of 2.1%. However, if we apply this test to 100 coins, there is a very strong likelihood (88.6%) that at least one coin will be judged to be unfair, an incorrect determination. Similarly, the multiple testing problem applies to our hypotheses about canaries. Therefore, when evaluating canaries we adjust our statistical methods by incorporating the Bonferroni correction for Type I errors and the Holm-Bonferroni method for Type II errors to ensure that we avoid the multiple testing problem. These adjustments are detailed shortly. Hypothesis Testing. In a hypothesis test, we propose two hypotheses relating to the similarity of a canary to the full input. These hypotheses are called the null hypothesis H 0 and the alternative hypothesis H A . For each canary C i , we construct null and alternative hypotheses and determine whether to accept or reject C i based on the evidence found in favor of the null hypothesis. Our discussion will focus on hypothesis testing for the arithmetic mean of the input, however IRA supports several other metrics that have been discussed previously and are summarized in Table 1 . These other metrics can be used by substituting their equations in place of the equations described for the mean.
A hypothesis test for the mean takes the form shown in Equation 6 , where µ i is the sample mean of canary C i and µ 0 is the sample mean of the full input.
Next, the truth of H 0 is evaluated by calculating and evaluating a test statistic. The test statistic is used to produce a p-value for the test, the probability of attaining a test statistic at least as extreme as the observed test statistic given that the null hypothesis is true. Thus, the smaller the p-value, the lower the probability of the observed test statistic appearing if the null hypothesis is true. Some significance level α is chosen as a cutoff point for the hypothesis test, where p ≤ α causes the null hypothesis to be rejected. In particular, to compute the t-statistic and p-value for the mean, we use the standard formulas shown in Equations 7 and 8.
Standard single-comparison hypothesis tests stop here, rejecting the null hypothesis if p i ≤ α. However, we must take further steps to avoid the multiple comparisons problem. Controlling Type I Errors. The Holm-Bonferroni method considers multiple hypotheses simultaneously [29] . It outputs a set of hypotheses that are rejected, and a set that are not, where the probability of obtaining any Type I errors is bound by α. .
The result of this method is a set of null hypotheses H (m) , H (m+1) , . . ., H (k) that are not rejected, corresponding to a set of canaries C (m) , C (m+1) , . . . C (k) that are deemed to be suitably similar to the full input. Controlling Type II Errors. Given desired bounds α and β on the likelihood of getting any Type I or Type II errors, respectively, the standard formula for computing the number of samples needed to ensure the likelihood of getting a Type II error of no more than β in a single comparison hypothesis test is shown in Equation 10 .
To account for the multiple testing problem when using k canaries, we use the Bonferroni correction [16] , substituting α/k and β/k in place of α and β in Equation 10 .
This adjusted formula requires an increased sample size over the non-adjusted formula. However, sampling overhead remains reasonable even for large numbers of canary candidates (large k) because the sample size due to this adjustment grows sublinearly as k increases [60] . Smallest Acceptable Candidate. All of the canary candidates that remain from the preceding set of steps are suitably similar to the full input. However, it is important that we choose the acceptable candidate that results in the shortest search time in IRA's next step. Thus, the canary construction algorithm terminates by choosing the smallest from among the remaining acceptable candidates.
Choosing an Effective Approximation
IRA uses the canary input to rapidly and dynamically choose how to approximate the program on the full input. This section describes how that choice is made.
Definition of Result Accuracy
Controlling and maintaining sufficiently accurate computation is important in approximate computing [49, 50, 56] . Prior work has pointed out that result accuracy is domain, application, and context dependent [38] and includes such varied metrics as the scaled difference between output, the peak signal to noise ratio (PSNR) or the average absolute output accuracy. Therefore, we design IRA to be agnostic to the specific method used to calculate result accuracy. That is, we assume only that the application developer provides a well-defined accuracy calculation function. Our formulation of this function F accuracy , given two solutions S exact and S approx , computes a single accuracy metric δ ∈ [0, 1] describing the accuracy of S approx relative to S exact . F accuracy is leveraged by IRA to compute the accuracy of a number of approximations on the canary input, comparing them to the solution produced by the exact method on the canary input. We assume also that the user of Figure 6 . Search for approximation using canary the application supplies a minimum acceptable result accuracy, called the target output quality (TOQ).
Where and How to Approximate
There may be a number of code regions amenable to approximation in an program. Consider an program with two disjoint loops that can be approximated with loop perforation [27, 45] and tiling [50] , respectively. In IRA, each such code region is an approximation opportunity, and IRA treats each approximation opportunity as one dimension in a multidimensional search space by encoding the parameters for each approximation opportunity as one of a range of integral values {1, . . . , v}. In the encoding, the value 1 has special meaning, and is used to represent the exact computation in lieu of approximation. Many approximation mechanisms can be parameterized, such as the rate at which iterations are skipped in loop perforation or the size of one side of a tile in tiling approximation. In such cases, numbers larger than 1 encode each value that can be taken by a parameter. Our search algorithm makes only the assumption that larger values correspond to more aggressive approximation (i.e., that it runs faster but has lower accuracy). By encoding the search space in this fashion, IRA has the option to select the exact computation at each approximation opportunity, allowing it to choose where to approximate. By selecting between the values larger than 1, IRA determines how aggressively to take advantage of each approximation opportunity.
Search for an Effective Approximation
IRA uses a greedy approach based on steepest ascent hill climbing [48] to tune the parameters for the available approximations and choose how to approximate, using the approach presented in Figure 6 . Each possible choice of how to approximate is defined as a point in an m-dimensional space (d 1 , d 2 , . . . , d m ) , where each dimension is an encoded range of integral values as described previously. IRA first evaluates the point (1, 1, . . . 1) on the canary, which is the exact solution to the program on the canary. This so- Figure 7 . Example search for an effective approximation lution is used as a timing and accuracy baseline, against which approximate solutions are evaluated. Beginning at (1, 1, . . . 1), IRA then iteratively evaluates the incrementally more aggressive value for each of the tuning parameters, computing the accuracy and speedup relative to the exact version, then selects the increment that both satisfies the TOQ set forth by the user and yields the steepest slope in terms of accuracy vs. speedup. If no such increment exists, the search terminates. If such an increment exists, it is used as the starting point for the next iteration. Upon termination, the last valid point is returned by the search and is used to approximate the full program input. In executing the search algorithm, IRA runs the exact computation in addition to a number of approximation alternatives on the canary. The execution of this search is typically very fast relative to exact execution on the full input because the amount of computation needed in regularlystructured computation depends substantially on the size of the canary, which is much smaller than the full input. We quantitatively evaluate the time spent in the search in §5, showing that it equates to an average of 3.2% of exact execution time on a suite of test programs. Example Search. Consider Figure 7 , which shows an example search over 3 approximation opportunities. In step 1 IRA evaluates (1, 1, 1) as a baseline. In step 2, the next available increment along each dimension is tested - (2, 1, 1), (1, 2, 1 ) and (1, 1, 2) in this case. (1, 2, 1 ) is found to have the steepest ascent in the speedup/accuracy space, and is used as the baseline for the next step. In step 3, (2, 2, 1), (1, 3, 1) and (1, 2, 2) are tested, and (1, 3, 1) is found to have the steepest ascent. Finally, in step 4 (2, 3, 1) (1, 4, 1) and (1, 3, 2) are tested. Each of the configurations is found to violate the TOQ bound and the search terminates. IRA returns (1, 3, 1) as the most effective approximation.
Putting it all Together
Final Approximation. Once IRA has chosen an effective approximation for the canary, that chosen approximation is used to run the program on the full input to produce a final, approximate result. Runtime Safety. In approximate computing, altering computation to trade performance for accuracy, particularly when discarding computation, can have the effect of changing control flow, producing unsafe intermediate results (e.g., a 0 that will be used as the denominator in a division operation), or memory accesses that corrupt state or result in access violations, resulting in runtime faults that were not anticipated by the application programmer. Prior work has shown that it is often possible to recover from memory errors using checkpointing [55] or heap replication [8] , and from floating point errors using reevaluation or rollback [24] , resuming computation to successfully produce a result. We have experienced no such faults in our experiments, however if necessary IRA can be augmented to include mechanisms to guard against such faults.
Evaluation
We thoroughly evaluate IRA to examine its impact on performance and result accuracy.
Methodology
Applications and Inputs. We evaluate 13 applications that use between 2 and 800 inputs. These applications cover a number of important problem domains that include image processing, data mining, machine learning and computer vision. Applications and inputs are summarized in Table 2 . Approximation Techniques. Our experiments bring input responsiveness to four classes of approximate computing techniques. The approximation techniques themselves have limitations in terms of how they can be applied. For example, tiling approximation requires iterative computation on image pixels, and thus is applied only to CrossCorr, Gamma and GaussianFilter, while numerical approximation requires particular mathematical constructs to be present in the program (e.g., the use of trigonometric functions in Inversek2j). In many cases, multiple approximations are used side-byside among an application's different code regions. A summary of which approximations are applied to which benchmarks is summarized in Table 2 . Short code samples illustrating each of the approximations are given in Table 3 . The approximations used in the evaluation are as follows:
• Loop Perforation [27, 45] -loop perforation discards iterations in a loop. We use either unadjusted perforation, where every nth iteration in a loop is executed, or extrapolated perforation, which is similar to unadjusted perforation but extrapolates computed results to make up for the skipped iterations. Loop perforation can be made more aggressive by using larger values of n. Table 3 . Examples of the approximations used in the evaluation; code impacted by approximation is highlighted
• Tiling [50] -instead of computing each element of an output, tiling computes a single output element and projects it onto the surrounding elements to form a tile. Tiling approximation is made more aggressive by using larger tile sizes. We use tiling approximations in CrossCorr, Gamma and GaussianFilter.
• Algorithm Choice [3, 15] -we use IRA to choose between five different algorithmic implementations of Jmeint that offer different accuracy-performance tradeoffs in computing whether pairs of 3D triangles intersect. The most complex algorithm is the exact algorithm, while the simplest algorithm uses computationally cheap heuristics that work well only when triangles are far apart.
• Numerical Approximation [25] -we use numerical approximation techniques within Integration and Inversek2j. Integration numerically integrates a non-integrable set of equations using the trapezoid method, which can be made faster and less accurate by using fewer trapezoids. Inversek2j involves a motion calculation that relies on the trigonometric functions sin(x), cos(x), sin −1 (x), cos −1 (x). We approximate these trigonometric functions by using the first one (sin and sin −1 ) or two (cos and cos −1 ) terms of the function's Taylor series in lieu of the precise library implementation. These approximations are accurate when x is near zero, and become less accurate farther away from zero. Thus, we can trade speed for accuracy by choosing a k such that approximation is used only when |x| < k, making the approximation more aggressive by using larger values of k.
Platform. All results are collected on a stock 2.4GHz Intel Xeon E5-2407v2 (Ivy Bridge) server running Linux kernel 3.11.0. Applications are executed on the server in serial, and task pinning is used to prevent migration. Error Bounds, TOQ and Accuracy. All experiments in this evaluation use canary error bounds α = β = 0.05, thus obtaining Type I and Type II error bounds of 0.05. TOQ values ranging from 90% to 97.5% are used in the evaluation, specified for each experiment. IRA is agnostic to the accuracy metric, simply using the supplied definition of accuracy (see §4.2.1) and configuring the approximation so as to not violate the accuracy target set forth by the user. In our evaluation, we use miss rate as the accuracy metric for Jmeint, absolute relative error for ScalarProd and average centroid distance from the origin in Kmeans and FuzzyKmeans. For all other applications, accuracy is defined as the average of element-wise absolute relative error. Figure 9 . Speedup and number of TOQ violations for dynamically chosen canaries (blue star) vs. fixed-size canaries (red circles) on MatMult; all fixed size canaries achieve lower speedup, more TOQ violations, or both
Canary Construction
Similarity Metrics. Figure 8 presents the speedup over exact computation obtained by IRA when employing each of the four canary similarity metrics described in §4.1 at a TOQ of 90%. As the figure illustrates, the largest speedups obtained are for variance and mean, averaging 10.2× and 9.9×, respectively. The speedups obtained when using autocorrelation are modest, averaging 4.3×, while using local homogeneity causes a speedup of 2.1×. This is a non-intuitive result, as the simpler metricsMean and Variance -perform better while achieving similarly low counts of TOQ violations (TOQ is violated on less than 1% of inputs on average for all metrics). Closer inspection reveals that autocorrelation and local homogeneity are more difficult similarity metrics to satisfy, thus they often result in either (1) choosing larger canaries, leading to longer search times, which diminishes the overall speedup or (2) finding no acceptable canaries, and thus no approximation being used. This is particularly true for local homogeneity, which achieves speedups near 1 for 8 of the 13 applications. This leads us to the insight that more complicated is not always better; autocorrelation and local homogeneity reject many canaries that are deemed acceptable according to their mean and variance -canaries that turned out to be perfectly adequate in searching for an effective approximation.
A second insight revealed by this data is that mean and variance do not significantly differ from one another in terms G a u s s i a n F i l t e r I n t e g r a t i o n I n v e r s e k 2 j J m e i n t L u c a s K a n a d e K e r n e l K m e a n s M a t M u l t M e a n S h i f t S c a l a r P r o d
Speedup vs. Exact Figure 11 . Distribution of speedups across inputs for IRA at 90% TOQ, illustrating the wide range of approximations dynamically chosen across different inputs; larger speedups occur when more aggressive approximation is applied of the canaries selected, a fact that holds true on average and among the individual applications. This suggests that both metrics produce reasonable canaries and function well across a range of problems and domains. Because variance is a slight improvement over mean in terms of the overall speedup of IRA, the remainder of the experiments use variance as the similarity metric when constructing canaries. Sizing Canaries Dynamically. Dynamically-sized canaries are valuable because they yield approximations that are just aggressive enough for each input. This means that (1) each canary is no larger than necessary for well-behaved inputs, thus keeping the overhead low during the approximation search process, and (2) each canary can be made large enough to adequately represent the full input.
To illustrate the value of dynamic canary creation, we compare the results of using IRA's dynamically-chosen canaries to canaries created using a range of fixed strategies when approximating MatMult to at a TOQ of 90%. The inputs to MatMult are the set of 40 inputs described in Table 2 , spanning a range of probability distributions that include long tail and high variance distributions. The results are illustrated in Figure 9 , which shows the speedup (y-axis) and number of inputs meeting TOQ (x-axis) achieved by IRA when using fixed-size canaries (red circles and line). As the figure shows, there is a tradeoff between speedup and input violations to be made when using fixed-size canaries: smaller canaries produce larger speedups but large numbers Table 4 . The proportion of inputs for which IRA hits the target output quality (TOQ) at TOQ=90%; there are no TOQ violations in 10 of the 13 applications of TOQ violations, while larger canaries produce fewer TOQ violations but smaller speedups. Improving in both dimensions is the point illustrating the speedup (8.2×) and TOQ violations (0%) achieved when using dynamically-chosen canaries (blue star). This demonstrates the advantage of using dynamically-chosen canaries -a small canary is used if a small canary can serve as a suitable representation of the full input, while a large canary is used if not.
IRA Speedup and Accuracy
Speedup. We refer next to Figure 10 , which presents the average speedup achieved by IRA relative to the runtime of the exact computation across three TOQ values: 97.5%, 95% and 90%. Each application is run on all inputs, and the speedups presented are the geometric mean of speedup across the inputs. Performance measurements of IRA are the end-to-end runtime, including the time to produce the canary input, search for the customized approximation and run that approximation on the full input. As one would expect, IRA achieves speedups that scale up as the TOQ is relaxed, ranging from an average of 3.9× at 97.5% TOQ up to 10.2× at 90% TOQ. Dynamism. Figure 11 presents boxplots of IRA speedups across inputs for each application at TOQ=90%. The boxplots highlight the maximum (upper whisker), 75 th percentile (box upper edge), median (line within box), 25 th percentile (box lower edge) and minimum (lower whisker) speedups. The large range of speedups shown in Figure 11 highlights the key feature of IRA: different inputs to the same application can be more or less difficult to approximate. IRA takes advantage of these differences to choose the right approximation for each input and maximize performance when applying approximation. This degree of dynamism allows IRA to realize significantly higher performance for many cases that cannot be taken advantage of by conventional approaches that apply one approximation across inputs. We discuss this in greater detail in §5.5, com- G a u s s i a n F i l t e r I n t e g r a t i o n I n v e r s e k 2 j J m e i n t L u c a s K a n a d e K e r n e l K m e a n s M a t M u l t M e a n S h i f t S c a l a r P r o d % of Exact Runtime Figure 12 . Breakdown of time spent by IRA, showing time to create the canary (barely visible), choose the approximation, and run the chosen approximation on the full input paring IRA to oracle versions of two classes of prior work that apply the same approximation across multiple inputs. Accuracy. The accuracy of the results produced by IRA is presented in Table 4 , showing the number of TOQ violations across inputs at TOQ=90%. On average, IRA meets TOQ for over 99% of inputs. Furthermore, for 10 of 13 applications there are no output quality violations, and the maximum proportion of TOQ violations is 6% for Gamma. Moreover, those cases that violate TOQ are typically not far from TOQ. For instance, 78% of violating cases have an output quality of 88% or better (within 2% of TOQ). From this we conclude that IRA works very well at producing a minimal number of TOQ violations in practice, however we take care to note that IRA makes no guarantees about output accuracy. Figure 12 presents a breakdown of the time spent by IRA in various stages of execution as a fraction of the total runtime of the exact application run (TOQ=90%). These percentages are the average across all inputs for each application. The bulk of the time shown in the figure is execution time saved by approximating the application with IRA (yellow). We divide the execution time of IRA into three parts: the time spent creating a canary input (green; barely visible), the time spent using the canary to search for an approximation (blue), and the time spent running the chosen approximation on the full input (red).
Overhead Analysis
The time spent choosing the canary is small, which is to say that the remaining bottlenecks in IRA are elsewhere. Many applications -Gamma, Integration, Inversek2j, Jmeint, Kernel, MatMult, MeanShift and ScalarProd -spend a small proportion of the time searching for the the approximation, while many others spend a more appreciable fraction of time in the search. Large search times are caused by a combination of large canaries and high-dimensional search spaces (that is, those that have a larger number of approximation opportunities to explore). G a u s s i a n F i l t e r I n t e g r a t i o n I n v e r s e k 2 j J m e i n t L u c a s K a n a d e K e r n e l K m e a n s M a t M u l t M e a n S h i f t S c a l a r P r o d
Green SAGE IRA Figure 13 . Comparison of IRA to calibration-based approximation with Green [6] , SAGE [49] , showing that IRA achieves more than 4× the speedup of both
The size of the approximation search spaces varies significantly across applications, ranging from 5 in the case of Jmeint (5 versions of the algorithm constitute the search space) to 22,500 in the case of CrossCorr where 5 approximation options are parameterized. Our hill climbing algorithm takes O(m * n) steps, where m is the number of approximations to parameterize and n is the number of ways to parameterize a single approximation. In our experimentation, we have found that searches often end in fewer than 10 steps and typically take no more than a few dozen steps, ultimately resulting in searches that average 3.2% of exact execution time.
The search time for choosing the approximation might be reduced by paring down the number of approximation opportunities and parameter ranges to reduce the size of the search space. For example, if certain approximation opportunities were revealed through static analysis, offline profiling, or feedback from earlier runs of IRA to result in ineffective approximations for a substantial fraction of inputs, those opportunities could be discarded. However, because the goal in this work is to automate the process of choosing the approximation without the aid of offline profiling or analysis, we implement no such mechanism.
Comparison to Prior Work
Oracle Calibration Approximation. Green and SAGE are two state-of-the-art calibration systems that dynamically tune approximation to control TOQ violations [6, 49] . Green uses profiling in concert with calibration at fixed intervals (e.g., every 10 inputs) to tune how aggressively to apply approximation. SAGE is also calibration-based, however it is entirely dynamic in nature and it continually changes the calibration period as more inputs are seen, lengthening the period when calibration shows that the current tuning of the approximation does not violate TOQ.
We compare IRA to using oracle versions of the SAGE and Green runtime systems to choose approximations. The oracle versions of SAGE and Green runtimes do two things perfectly that the systems themselves cannot do in practice. G a u s s i a n F i l t e r I n t e g r a t i o n I n v e r s e k 2 j J m e i n t L u c a s K a n a d e K e r n e l K m e a n s M a t M u l t M e a n S h i f t S c a l a r P r o d
Static−oracle IRA Figure 14 .
Comparison of IRA to a static oracle, showing that IRA achieves more than 2× the speedup First, calibration on an input yields the precise speedup and accuracy for that input on all approximations, allowing the approximation to be tuned to exactly the most effective approximation at each calibration point. Second, calibration intervals are given by oracle for each application. For Green, the best calibration interval is used out of all possible calibration intervals, and for SAGE both the best possible calibration interval and calibration adjustments are used. Thus, our experiments represent upper bounds for the speedups achievable on these applications, inputs and approximation techniques with Green and SAGE. We compare IRA against the oracle Green and SAGE by holding the number of TOQ violations achieved by each approach constant and examining the speedups achieved. The results of this comparison are shown in Figure 13 , which shows the speedup of the three techniques where the TOQ violations are held constant at the TOQ violations IRA achieves at 90% TOQ. IRA improves the performance by an average of 10.2× by customizing the approximation to each individual input, while oracle Green speeds up by an average of 2.2× and oracle SAGE speeds up by a factor of 2.3×.
There are a number of programs for which the oracle Green and SAGE provide no speedup, such as MatMult and ScalarProd. This occurs because some of the inputs have high variance or long tails, producing poor quality results when applying approximation. For these programs, Green and SAGE get locked into unnecessarily conservative approximation approaches for a series of inputs once calibration has been done on a difficult input. IRA, on the other hand, uses conservative approximations on these difficult inputs while applying appropriately aggressive approximation on others. On LucasKanade, Green and SAGE achieve more speedup than IRA. This occurs because LucasKanade can be aggressively approximated on all inputs, thus allowing Green and SAGE to calibrate once and run those aggressive approximations for all input, whereas IRA spends valuable time searching for an approximation on all inputs. Oracle Static Approximation. We next compare IRA to a static oracle approach to choosing approximation. A static oracle approach to approximation is one that has full knowledge of all inputs, as well as how the approximation options fare in terms of performance and accuracy for those inputs. Such a static oracle is instructive for understanding the limits of profile-guided approaches. We derive a comparison between IRA and the static oracle by using the static oracle to choose one approximation per application from the approximation options described in Table 2 such that the average speedup is as large as possible without violating TOQ more than IRA. At TOQ=90%, we find that the static oracle achieves an average speedup of 4.9×, where IRA achieves a speedup of 10.2×. This result demonstrates that approaches rooted in choosing one approximation to cover numerous inputs serves as a significant limitation on the speedups achievable by static techniques.
Related Work
There are many approaches for trading result accuracy for decreased execution time or energy, based on some combination of programmers [10] , runtime systems [6, 26, 58] , programming languages [3, 51] , middleware [1, 19] , compilers [49] , and hardware [2, 17, 17, 23, 33, 41, 52, 61] .
Some approaches to software-based approximation use formal analysis to provide worst-case guarantees [11, 12, 39, 54] , while others use calibration offline [3, 27, 38, 40] or at runtime [1, 49, 50 ] to guide approximation. Others have proposed software [22, 47] and hardware [30] systems to catch highly inaccurate approximations early in their execution. SAGE [49] uses a dynamic calibration interval coupled with steepest ascent decisions based on the result accuracy. Another body of related research analyzes the accuracy or robustness of programs in the event of faults [31, 32, 57] or uncertain input data [9, 53] , which has been used to locate code regions to approximate or bound the accuracy of approximate computation [11] [12] [13] 38] .
Approximation has been performed by decreasing the number of iterations or tasks executed [27, 34, 56] or by replacing exact operations with less accurate versions [40, 54] . One such replacement strategy is to relax synchronization in parallel architectures [43, 49, 59] . Misailovic et al. [40] replace loops with parallel loops. ApproxHadoop [19] leverages statistical techniques to provide accuracy guarantees when applying approximation to MapReduce applications. Branch and data herding [54] eliminate warp divergence in GPGPUs, selecting the most common branch or memory access for the entire warp.
Compilers and frameworks have been used to facilitate selecting between multiple programmer-supplied implementations [3, 15, 58, 62] . Loop perforation was used by Hoffmann et al. [27] and can incorporate extrapolation to correct bias in the result [45] , similar to the work on task skipping by Rinard [44] . Discarding tasks is a similar method to loop perforation in principle, but items in a queue are discarded rather than iterations in a loop [46] .
Conclusion
This work motivates and introduces Input Responsive Approximation (IRA), a novel approach for automatically choosing how to approximate programs on an input-by-input basis. IRA accomplishes this by producing a canary input at the program outset, a reduced version of the full input rigorously constructed to retain the properties of the full input. This canary is used to rapidly test and choose from among the available approximations. We use IRA to approximate 13 image processing, machine learning, data mining, and computer vision applications. Using these applications, we show that IRA achieves an average speedup of 10.2× at a target output quality of 10%, far higher than oracle versions of state-of-the-art prior work.
