Usually, the segmentation of color images is performed using cluster-based methods and the RGB space to represent the colors. The drawback with these methods is the a priori knowledge of the number of groups, or colors, in the image; besides, the RGB space is sensitive to the intensity of the colors. Humans can identify different sections within a scene by the chromaticity of its colors of, as this is the feature humans employ to tell them apart. In this paper, we propose to emulate the human perception of color by training a self-organizing map (SOM) with samples of chromaticity of different colors. The image to process is mapped to the HSV space because in this space the chromaticity is decoupled from the intensity, while in the RGB space this is not possible. Our proposal does not require knowing a priori the number of colors within a scene, and non-uniform illumination does not significantly affect the image segmentation. We present experimental results using some images from the Berkeley segmentation database by employing SOMs with different sizes, which are segmented successfully using only chromaticity features.
Introduction
Image segmentation is an issue widely studied to extract and recognize objects in a scene, depending on specific features such as texture, color or shape. The segmentation of color images has been applied in different areas such as food analysis (Gökmen and Sügüt, 2007; Lopez, Cobos and Aguilera, 2011) , geology (Lepistö, Kuntuu and Visa, 2005) , medicine (Ghoneim, 2011; Harrabi and Braiek, 2012) .
Previous works have employed several techniques (Aghbarii and Haj, 2006; Carel et al., 2013; Liu et al., 2012; Mignotte, 2010; Mignotte, 2014; Rashedi and Nezamabadi-pour, 2013) ; but, most of them employ cluster-based methods, particularly Fuzzy C-Means (FCM) (Guo and Sengur, 2013; Huang et al., 2011; Kim, 2014 ; Mujica-Vargas, Attribution 4.0 International (CC BY 4.0) Share -Adapt Gallegos-Funes and Rosales-Silva, 2013; Nadernejad and Sharifzadeh, 2013; Wang and Dong, 2012) . By employing cluster-based methods, groups of colors with similar characteristics are created. The drawback of these methods is that they require a priori knowledge of the number of groups of data to be clustered. Thus, the number of groups is defined depending on the nature of the scene in order not to lose scenic color features. Other works employ neural networks (NN), which are trained with the colors of the given image, but they must be trained every time a new image is given (Ong et al., 2002; Zhang, Fritts and Goldman, 2008) .
Humans identify the colors mainly by the chromaticity, then by the intensity. For instance, if the reader is asked to tell the names of the square colors (a) and (b) in Figure 1 , the reader will answer "green"; note that the square (a) is brighter than square (b), but the chromaticity is the same. However, we claim that both squares have the same color but with different intensities.
SOM defines the number of colors the NN can recognize, which does not mean the image is segmented strictly with the same number of neurons. Each neuron activates when a given color is equal or similar to the one they learnt to recognize. There are neurons that do not activate because the colors they can recognize are not present in the image. Thus, the number of neurons reflects the maximum number of sections an image may be segmented into; while if FCM are employed, the images are segmented exactly with the number of clusters defined a priori.
Hence, the contribution of this paper is a proposal for color image segmentation by using chromatic features, emulating the human color perception. A SOM is trained with chromaticity samples of different colors; the chromaticity of each pixel's color is extracted and then fed to the SOM, and the pixel is assigned the hue of the winning neuron. With this approach, any image is segmented without training again the NN and without knowing a priori the number of colors within the scene.
Proposed approach
Because of the fuzzy nature of colors, it is not possible to define limits between each color. However, it is possible to group the colors according to the hue features; for instance, pink hues can be grouped with red hues or cyan hues with green hues.
Our proposal consists on segmenting the images using the chromatic features of the images' colors. A SOM is trained with chromaticity samples of different colors; the chromatic feature of each pixel of the given image is extracted and then it is fed to the previously trained SOM. Then, the pixel is assigned the hue of the winning neuron.
RGB and HSV color spaces
The RGB space is a Cartesian coordinate system; the colors are defined as vectors extending from the origin (Gonzalez and Woods, 2002) , see Figure 2 . On the other hand, if the readers are asked to tell the names of the square colors (c) and (d) of Figure 1 , they would answer "red and pink", respectively. In this example the intensity is the same in both squares. The chromaticity difference between both squares is small, but it is easy to appreciate the colors of squares (c) and (d) are not the same, despite both squares having the same intensity.
Humans, by observing their environment, can recognize objects and/or regions within a scene, to some extent, by the chromatic features. It is important to mention that humans are capable of recognizing colors. It is not necessary to identify them every time a new image is given, employing the knowledge acquired previously.
In order to emulate this human capability, we propose to train a self-organizing map (SOM), a kind of competitive NN, with chromaticity samples. After the SOM is trained, it is employed to segment images by their chromatic features. It is important to remark that the number of neurons of the The color of a pixel p is a linear combination of the basis vectors Red, Green and Blue (RGB), written as:
where the scalars r, g and b are the RGB components, respectively. The orientation and magnitude of the vector define the chromaticity and intensity of the color, respectively (Gonzalez and Woods, 2002) .
The color representation in the RGB space is not the way humans perceive colors (Ito et al., 2006) . For color classification, the cluster-based methods are not adequate for this space, because the difference between two colors cannot be measured using the Euclidean distance (Ong et al., 2002) if two vectors with the same orientation but with different magnitudes represent different colors. For instance, in Figure 1 the color vectors of the squares (a) and (b) have the same orientation, but they have different magnitudes, thus, they represent different colors.
Previous works (Gonzalez and Woods, 2002; Ito et al., 2006; Rotaru, Graf and Zhang, 2008) claim the representation of color using HSV mimics the human perception of color because the chromaticity is decoupled from the intensity (Ito et al., 2006) ; hence, we employ this space. The HSV space is cone-shaped (see Figure 3) . The color of a pixel p in this space has the elements hue (h), saturation (s) and value (v). That is:
where hue is the chromaticity, the saturation is the distance to the glow axis of black-white, and the value is the intensity. Black is located at the tip of the cone and white at the center of the cone's base. Usually, the colors of the acquired images are represented in the RGB space; thus, so as to process the images under our ap-proach, firstly the colors of the image are mapped to the HSV space. Mapping a RGB vector φ = r, g,b ⎡ ⎣ ⎤ ⎦ to the HSV space is performed by using the following equations.
Mapping a HSV color vector ϕ = h,s,v ⎡ ⎣ ⎤ ⎦ to the RGB space involves the following operations (Gonzalez and Woods, 2002) :
Where: 
Proposed neural network architecture
The size of the NN depends on the number of elements to recognize. It is not possible to recognize the colors of the whole spectrum because of their fuzzy nature. But colors with similar hues can be grouped to divide the spectrum into a finite number of colors. If the SOM with a large number of neurons is employed, the segmentation may be poor; that is, if the chromaticity difference between two colors is small, given the large number of neurons assigned to different groups. On the other hand, if the NN has a few neurons, two colors can be assigned to the same group despite the chromaticity difference between two colors being large. Thus, in the experimental section, we process images using SOMs with different sizes.
The SOM is a kind of competitive NN: it is based on finding the winning neuron before external stimuli. In other words, the output neurons with weights w k compete between them so as to find the best match with the external pattern. We employ the Euclidean distance to measure the match between neuron w k and the external pattern x p . The neuron k whose weight vector w k is the closest to x p is declared the winner, that is:
The winner and all the neurons within a neighborhood are updated by the Kohonen (1990) learning rule:
where 0 < α < 1 is the learning rate, j is the number of
is the set of indexes of the neighbor neurons of the winning neuron k at a distance less than or equal to 1.
The chromaticity is represented as a vector because of the case when the hue is almost 0 or 2π. Consider squares (c) and (d) in Figure 1 : the hue values are π/100 and 9π/100, respectively. Numerically, both values are very different, but the chromaticity is similar; if we classify the chromaticity of both squares only by their scalar hue values, for this case, the chromaticity will be recognized as if they were very different.
Hence, the scalar value is transformed into a 2-dimensional vector, where its magnitude and orientation are 1 and the hue, respectively. Let
⎦ be the color of a pixel p in the HSV space, the chromaticity is represented as:
With this chromaticity representation, the problem mentioned before is overcome. As stated previously, the SOM is trained with chromaticity samples of different colors; the training set is built as follows:
The L*a*b* space is similar to the HSV space because in both spaces the chromaticity is decoupled from the intensity. We select the HSV space because the number of chromaticity samples, for the training set, is lower than if we use the L*a*b* space. That is, the chromaticity in the L*a*b* space is defined by the components a* and b*, where the range of both components is [−128,127] Thus, considering increments of 1 for the training set, there would be 255 × 255 = 65025 samples; with our approach the training set contains 255 samples. The number of chromaticity samples may be reduced if the L*a*b* space is employed, but it may lead the NN to recognize less colors.
The SOM cannot recognize white or black because they do not have a specific chromaticity; white can be defined as a low saturated color while black as a low-intensity color. Thus, before the pixel color is processed by the SOM, the color saturation and intensity must be analyzed to determine whether the color is white or black.
Hence, processing the pixel color involves the following a. Obtain vector ψ p and feed it to the SOM.
b. Obtain the weight vector of the winning neuron
c. The pixel p is labeled with the number of the winning neuron.
d. Compute the orientation of the weight vector of the winning neuron with Equation (18) 
Where and δ s and δ v are the threshold values for saturation and intensity, respectively, and θ = tan
Experiments and results
The number of colors the SOM can recognize depends on the number of neurons; hence, we perform tests with four SOMs with different sizes. The first, second, third and fourth SOM with 9, 16, 25 and 36 neurons are set in arrays of 3 × 3, 4 × 4, 5 × 5 and 6 × 6, respectively. The tests are performed using images of the Berkeley Segmentation Database (BSD), which is becoming the benchmark to test algorithms related to color image segmentation (Guo and Sengur, 2013; Harrabi and Braiek, 2012) .
The BSD contains 300 color images and the size of the images is 481 × 321 or 321 × 481. Because of space constraints within the paper, we selected 20 images of the BSD to perform the experiments (see Figure 4) . Figures 5, 6 , 7 and 8 show the resulting images obtained after processing the images of Figure 4 using the SOMs with 3 × 3, 4 × 4, 5 × 5 and 6 × 6 neurons, respectively.
It is easy to appreciate that the resulting images can be segmented by using only the chromaticity features; but, also the segmentation of the images depends on the number of neurons of the SOM. That is, the larger the SOM is, the more colors are recognized; however, the segmentation is not always successful because some parts of the image are not segmented homogeneously despite the fact that they have the same color. In the following section the resulting images obtained are discussed and analyzed.
Discussion
The appearance of the images shown in Figures 5, 6 , 7 and 8 is similar; there are some parts of the image segmented with different colors, but in others the segmentation difference is not easy to appreciate. In image 1 the church is segmented with the same blue hue using the SOMs with 3 × 3, 4 × 4, and 5 × 5. When employing the 6 × 6 SOM, the church is segmented with two different kinds of a blue hue. The area corresponding to the sky is not segmented with the same hue: with the SOMs 3 × 3 and 4 × 4 the sky is segmented with two kinds of a blue hue. The sky is segmented with four and three kinds of a blue hue, using the SOMs 5 × 5 and 6 × 6, respectively.
In the image obtained by processing image 17 with the SOM with 3 × 3, the hue of the segmented parts is homogeneous. With the other SOMs, the image is segmented into more parts with different hues that do not provide relevant data. For instance, in the images obtained with the SOMs 4 × 4 and 6 × 6, the stairs of the pyramid have two kinds of hue, while with the other SOMs the hue of the same part is more homogeneous.
By processing image 2, the difference can be appreciated in the hue of the butterfly's wings. Another difference is the green hue of the background, which is more homogeneous in the image obtained using the SOM 4 × 4. Image 3 is essentially segmented into three parts: the insect, the leaf, and the background. In the image processed with the SOM with 3 × 3, all, or almost all, the background has the same green hue. When the size of the SOM increases, the hue of the background becomes less homogeneous. The larger the SOM, the more colors the SOM is capable of recognizing. Hence, more kinds of hue are assigned, while with a few neurons the opposite occurs.
The differences between the images obtained from image 4 can be appreciated in the small parts of the sky, which have two kinds of blue hue employing the SOMs with 4 × 4, 5 × 5 and 6 × 6; while with the SOM with 3 × 3 the sky is segmented with only one kind of blue. On the other hand, with all the SOMs the eagle and the leaf are segmented with the same hue; that is, the SOM with 3 × 3 is segmented with a red hue and with the other SOMs the same part is segmented with a brown hue.
In image 5, the larger the SOM is, the more segments the image has. Using the SOM with 3 × 3, the building hue is homogeneous; while with the other SOMs the building is segmented with several hues. The sky is segmented with two kinds of hue in all the images obtained with the SOMs, although the segmentation of the sky with the SOM with 6 × 6 is different with respect to the images obtained with the other SOMs.
The images obtained by processing image 8 are very similar; the differences can be appreciated in the segmentation of the crosses and the top of the dome. With the SOMs with 3 × 3 and 4 × 4, the crosses have more than two kinds of hue; the dome is homogeneous with the same red hue. With the SOMs with 5 × 5 and 6 × 6 the opposite happens; the crosses have only one hue but the dome has two kinds of red hue, mainly on the top part. In all the images obtained, the sky is segmented homogeneously, each one with its own blue hue.
In image 9, the segmentation is better when the SOM has several neurons. Using the SOM with 3 × 3, the flower is not segmented clearly; with the other SOMs, the segmentation of the flower is clearer. The difference between these images is the background hue, although the segmentation is almost the same.
The appearance of segmented images obtained from image 10 is the same. The segmentation of the sky is uniform, each SOM with its own blue hue. Black and white, as mentioned before, are obtained thresholding the intensity and saturation of the colors, respectively, given that black and white do not have chromaticity.
The segmented images obtained by processing image 11 are almost the same. It is important to note that despite the color of the snake being very similar to the color of the sand, the SOMs are capable of distinguishing the hue difference, which could be difficult even for humans.
In image 18, the best segmentation is obtained using the SOM with 5 × 5 because details of the face can be appreciated. The case is similar using the SOMs with 4 × 4 and 6 × 6, but there is a stain on the face with the same hue of the hair. By employing the SOM with 3 × 3, the face is segmented homogeneously with the same hue. Note that in all the cases the skin hue of the face and the hand is the same.
It is easy to appreciate that the differences between the segmented images obtained by processing image 19 lie in the colors of the fungus, where the number of colors increases according to the size of the SOM employed. The brown hue of the background is different in each image obtained, while the hue of the green leaves does not change.
In the four images obtained by processing image 12, the sky is segmented homogeneously with the same blue hue. The area corresponding to the road is also segmented homogeneously. In image 13, the color of the mountains and the top part of the rocks are the same for the image obtained with the 3 × 3-SOM. The segmentation of the mountains is not totally homogenous using the SOMs with 3 × 3, 4 × 4 and 5 × 5 neurons. In all the images the grass, the rocks, and the sky are segmented with the same area and hue.
All the segmented images obtained from image 14 have the same area and color hues; except the image processed by the 4 × 4-SOM where several parts are segmented in a brown hue, and they should be segmented in a green hue. In image 15, the elephants are segmented homogeneously using the SOMs with 3 × 3 and 4 × 4; with the other SOMs, the elephants are segmented with two kinds of hue. In all the images the sky is segmented homogeneously with blue hue, except in the image segmented by the 5 × 5-SOM.
For the deer of image 16, the images obtained using the SOMs with 3 × 3 and 4 × 4 are segmented homogeneously, as well as the area corresponding to the grass. Using the SOMs with 5 × 5 and 6 × 6, the deer are segmented with two kinds of hue and the areas are different; the segmentation of the grass area is similar. Image 20 is essentially segmented into the wall, the sky, and the tree. The differences between the images obtained are found in the segmentation of the grass areas, while are segmented into different parts depending on the size of the SOM. The sky is segmented homogeneously, except when the 5 × 5-SOM is employed, where the sky is segmented with two kinds of a blue hue.
As we can appreciate in the images obtained, it is possible to segment the image by the chromaticity features. The number of colors to recognize in the image segmentation depends on the number of SOM neurons. For instance, in image 15 the number of segmented parts grows according to the size as the SOM increases; on the other hand, for images with few colors, the segmentation obtained is the same despite the size of the SOM, for instance, in image 10.
According to the quality of the images obtained, the best segmentation is obtained using the SOMs with 4 × 4 and 5 × 5. Moreover, the size of the SOM depends on the nature of the application or data extracted from the images. Due to the SOMs being trained with color chromaticity data, they cannot identify black or white because both colors do not have chromaticity. Black and white colors are recognized by thresholding the saturation and intensity values of the color, as mentioned previously.
Quantitative evaluation
The evaluation of color image segmentation has been subjective, but recently different metrics and defined ground truth images have been proposed in order to evaluate quantitatively the performance of segmentation algorithms of color images (Estrada and Jepson, 2009; Zhang, Fritts and Goldman, 2008) . The BSD is becoming the standard benchmark to compute the performance of color image segmentation algorithms. As mentioned before, the BSD is a database of natural images; for each of these images the database provides between 4 and 9 human segmentations in the form of label maps which are employed as benchmark, ground truth images, to test quantitatively the performance of color image segmentation algorithms (Zhang, Fritts and Goldman, 2008) .
Several metrics have been proposed, but absolute metrics have not been defined to evaluate the algorithms. We have observed in different papers (Wang and Dong, 2012; Mújica-Vargas, Gallegos-Funes and Rosales-Silva, 2013; Huang et al., 2011; Mignotte, 2010) the Probabilistic Rand Index (PRI) is becoming a standard metric; thus, we employ this metric to evaluate the segmentation of the resulting images.
The PRI compares the image obtained from the tested algorithm to a set of manually segmented images. 
where n is the number of pixels, c i,j is a Boolean function:
S , c i,j = 0 otherwise; p i,j is the expected value of the Bernoulli distribution for the pixel pair. The output range of the PRI metric is [0,1]; so, the closer to 1 the PRI value is, the more similar the segmented image obtained is with respect to the ground truth images. The values shown in Table 1 represent the probability that the segmented images and the human segmented images provided by the BSD are the same. The lowest value is obtained with image 1 using the 4 × 4-SOM; while the highest value is obtained with image 10 using the SOM with 
Conclusions
We have presented a proposal for color image segmentation by using chromaticity features. The self-organizing maps are trained with chromaticity samples to process the image colors. Related works on color image segmentation employ cluster-based methods, mainly fuzzy c-means. These methods require the user to define the number of groups or colors the image is divided into. Color image segmentation using self-organizing maps is not a novel idea; however, the difference with our proposal is that in the related works the neural networks are trained with the image colors to process. Hence, the neural networks must be trained for each given image. According to the resulting images, it is possible to segment color images using only chromaticity features. With our proposal the neural network is trained only once with chromaticity samples, and it can be employed to segment any image without training it again. It does not require defining the number of image colors, as the cluster-based methods demand. The number of colors the neural network can recognize depends on the number of neurons, as shown in the resulting images of the Figures 5, 6, 7 and 8. The ideal size of the neural network, to process any image, cannot be defined; it depends on the nature of the application or the required data to extract from the images. But according to the quantitative evaluation and the appearance of the images obtained, the 4 × 4-SOM may be an adequate size for the neural network for this purpose.
The neural networks cannot identify black, white nor gray levels because the neural networks are trained to recognize just chromaticity; as future work, this issue can be addressed by using a fuzzy logic-based technique.
