In [3] closed formulae for the forward, backward and symmetric solutions of an ARMA-Representation have been presented. Here these formulae are implemented in the symbolic computational language MAPLE and corresponding MAPLE code is provided.
Introduction
Consider the regular, discrete-time, AutoRegressive Moving Average (ARMA)-Representation described by the matrix equation Further if E is non-singular (i.e. |E| = 0) then (1.2) reduces to the State Space(SS)-Representation.
In [3] closed formulae for the forward, backward and symmetric solutions of the ARMA-Representation (1.1) are presented. These formulae depend explicitly on the forward fundamental matrix H k and the backward fundamental matrix V k of A(z) both of which can be seen to be of fundamental importance in the analysis of discrete ARMA-Representations. The closed formulae obtained can be seen to be natural extensions to the ones proposed by [4] for the GSS-Representation (1.2) which correspondingly depend explicitly on the forward fundamental matrix φ k and the backward fundamental matrix τ k of (zE − A).
In this paper we implement the closed formulae as given in [3] for the forward, backward and symmetric solutions of the ARMA-Representation (1.1) in the symbolic computational language MAPLE [1] . In section 2 the definition and construction of H k and V k will be considered. In section 3 the closed formulae for the solution of the ARMA-Representation (1.1) will be shown and these will be implemented via MAPLE in section 4 where the corresponding MAPLE procedures will be presented. Finally in section 5 these procedures will be illustrated via a numerical example.
Preliminaries
Consider the ARMA-Representation (1.1) and write it in the expanded form whereq r is the greatest order zero of A(z) at s = ∞. Then the coefficient matrices H j ∈ IR r×r , j ≤q r constitute the forward fundamental matrix sequence of the matrix A(z). Then the coefficient matrices V j ∈ IR r×r , j ≥ −l constitute the backward fundamental matrix sequence of the matrix A(z).
2 To compute the forward fundamental matrix H k of A(z) an algorithm by [2] has been proposed. This is based on a recursive algorithm for the computation of the inverse of a polynomial matrix A(z) in terms of only its determinant and the coefficients of its adjoint matrix. (This is in turn a generalization of a Leverrier-type algorithm presented in [5] for the computation of the inverse of the pencil (zE −A)). This algorithm can also be used to compute the backward fundamental matrix V k of A(z) as was noted in [3] . Here it was shown that V k can be found directly from examining the dual polynomial matrixÃ(w) of A(z) defined as A(w) = A 0 w q + A 1 w q−1 + · · · + A q−1 w + A q (2.4) and its corresponding forward fundamental matrixH k wherẽ
Using this approach enables the backward fundamental matrix V k to be obtained.
Alternatively H k (resp. V k ) can be found directly using the existing MAPLE procedure series via an expression such as >map(series,inverse(A),z=infinity,5);
( >map(series,inverse(A),z=0,5); ) where A denotes the polynomial matrix A(z) and the last figure denotes the order of the expansion required. Such an expression expands each element in the matrix inverse(A) as a Laurent expansion about the point z = ∞ (resp. z = 0). Therefore the coefficient matrices H j (resp. V j ) as defined above can be directly obtained by examining the coefficients of each such element for each degree of z. This can be achieved for example via a short procedure MATEXP which is described in section 4.
The procedures presented in section 4 for the solution of the ARMA-Representation (1.1) constructs the matrices H k (resp. V k ) using this latter method. It is envisaged to implement the algorithm of [2] via MAPLE in the very near future due to it being a more efficient way of inverting a polynomial matrix.
Solution of ARMA-Representations
In [3] closed formulae for the forward, backward and symmetric solutions of the ARMA-Representation (1.1) were obtained. In this section each of these three types of solution are considered and the corresponding closed formulae provided.
Forward Solution
Given a set of admissible initial conditions, namely {y(0), y(1), . . . , y(q − 1)}, our aim is to determine y(k), (k = q, q + 1, . . .), in a forward fashion from the input sequence u(k) and previous values of the output. From [3] we have the following result. −1 about the point z = ∞ be as given in (2.2) . Then the forward response of the system for k ≥ q is given by
2 It is clear that for k = 0, 1, . . . , q − 1 we cannot use (3.1) to determine y(0), y(1), . . . , y(q−1). In general these initial conditions cannot be arbitrarily chosen and must satisfy (3.1) for k = 0, 1, . . . , q − 1 for the ARMA-Representation (1.1) to have a solution. Therefore from [3] we have Theorem 3.2 (Forward Compatibility Condition) The ARMA-Representation (1.1) has a solution iff the compatibility conditioñ
is satisfied for the initial condition vectors {y(0), y(1), . . . , y(q − 1)} under non-zero inputs. 2
Backward Solution
Given a set of admissible final conditions, namely {y(N ), y(N − 1), . . . , y(N − q + 1)}, our aim is to determine y(k), (k = N − q, N − q − 1, . . .), in a backwards fashion from the input sequence u(k) and future values of the output. Again from [3] we have the following result. where A(z) is regular and let the Laurent series expansion of A(z) −1 about the point z = 0 be as given in (2.3) . Then the backward response of the system for k ≤ N − q is given by
. . .
2 Analogous to the forward solution it is clear that for k = N, N − 1, . . . , N − q + 1 we cannot use (3.3) to determine y(N ), y(N − 1), . . . , y(N − q + 1). In general these final conditions cannot be arbitrarily chosen and must satisfy (3.3) for k = N, N − 1, . . . , N − q + 1 for the ARMA-Representation (1.1) to have a solution. Therefore again from [3] we have Theorem 3.2 (Backward Compatibility Condition) The ARMA-Representation (1.1) has a solution iff the compatibility conditioñ
is satisfied for the final condition vectors {y(N ), y(N − 1), . . . , y(N − q + 1)} under non-zero inputs. 
Symmetric Solution
Consider (1.1) as a relation between the inputs u(k) and the outputs y(k) over an interval [0, N ]. Then given a set of admissible initial and final conditions, namely {y(0), y(1), . . . , y(q − 1)} and {y(N ), y(N − 1), . . . , y(N − q + 1)}, our aim is to determine y(k) for k ∈ [0, N ] from the input sequence u(k) and these initial and final output conditions. From [3] we have the following result. where A(z) is regular and let the Laurent series expansion of A(z) −1 about the point z = ∞ be as given in (2.2). Then the symmetric response of the system for q ≤ k ≤ N − q is given by
As in the forward and backward solutions there exists restrictions such that the ARMA-Representation (1.1) has a solution. These restrictions exist between the input sequence u(k) and the initial and final output conditions and form the boundary mapping equation of (1.1). Again from [3] we have Theorem 3.6 (Boundary Mapping Equation) The ARMA-Representation (1.1) has a solution iff the boundary mapping equation
. . . . . .
is satisfied for the input sequence u(k) and the initial and final condition vectors {y(0), y(1), . . . , y(q − 1)} and {y(N ), y(N − 1), . . . , y(N − q + 1)}. 2
Alternative Solution
Consider the forward solution as in (3.1). An obvious disadvantage of (3.1) is that for each successive output y(k), specified by k = q, q + 1, . . ., the coefficient matrices H j comprising each specific solution change. Therefore if the solution is required over a comparatively large range, say [y(2), y(3), . . . , y(100)] corresponding to k = 2, 3, . . . , 100, we would require the coefficient matrices H −101 , H −100 , . . . , Hq r . In [3] an equivalent forward solution was presented which for the general solution y(k) depends on the previous q outputs {y(k − 1), y(k − 2), . . . , y(k − q)} and not on the q fixed initial conditions {y(0), y(1), . . . , y(q − 1)}. In this case the coefficient matrices required over a solution range is fixed, (i.e. independent of k), namely H −q , H −q+1 , . . . , Hq r . Similarly the same approach can be applied to the backward solution as given in (3.3) where the equivalent solution depends on the future q outputs {y(k + 1), y(k + 2), . . . , y(k + q)} and not on the q fixed final conditions {y(N ), y(N − 1), . . . , y(N − q + 1)}. In this case the coefficient matrices required over a solution range is again fixed, (i.e. independent of k), namely V −l , V −q+1 , . . . , V q . Theorem 3.7 (Alternative Forward and Backward Solutions) The forward and backward solutions to the ARMA-Representation (1.1) as given in (3.1) and (3.3) can be written in the following alternative forms
The alternative forward and backward solutions (3.7) and (3.8) can be seen to be equivalent to the corresponding solutions (3.1) and (3.3) for k = q and k = N − q respectively. Clearly the compatibility conditions (3.2) and (3.4) hold for the respective solutions (3.7) and (3.8) as they still define an admissible set of initial and final conditions, under a given non-zero input sequence, for a solution to exist.
For the case of the symmetric solution as given in (3.5) we can form two alternative solutions. These are termed the forward-symmetric and backward-symmetric solutions of the ARMA-Representation (1.1) as presented in [3] .
Theorem 3.8 (Forward-Symmetric and Backward-Symmetric Solutions) The symmetric solution (3.5) can be written in the alternative forms
In the Forward-Symmetric case we still solve within the region [0, N ] but now the solution depends on the q final conditions {y(N ), y(N − 1), . . . , y(N − q + 1)} and the previous q outputs {y(k − 1), y(k − 2), . . . , y(k − q)} and no longer on the q fixed initial conditions {y(0), y(1), . . . , y(q − 1)}. Therefore we solve forwards in the interval.
In the Backward-Symmetric case we again still solve within the region [0, N ] but now the solution depends on the q initial conditions {y(0), y(1), . . . , y(q − 1)} and the future q outputs {y(k + 1), y(k + 2), . . . , y(k + q)} and no longer on the q fixed final conditions {y(N ), y(N − 1), . . . , y(N − q + 1)}. Therefore we solve backwards in the interval.
Implementation via MAPLE
In this section we implement the formulae for the solution of the ARMA-Representation (1.1), as presented in section 3, in the symbolic computational language MAPLE [1] . One obvious advantage of using MAPLE is that it enables the user to implement any one of the "built in" procedures inherent in it predominantly, in this case, those in the linear algebra package linalg which contains a collection of procedures for matrix manipulation. This results in further simplification of any program code required.
For each solution we will initially give a pseudocode for the corresponding MAPLE procedure. In this pseudocode the following notation will be used.
= the product of the matrices A and B.
iii) a ← def = a is 'assigned to'.
Forward Solution
Here we implement the alternative forward solution of the ARMA-Representation (1.1) as given in (3.7). termA ← the block matrix
Forward Solution -
Forward Solution -Procedures
For the implementation of (3.7) in MAPLE three procedures are presented; firstly the main calling procedure FORWARD and secondly the two sub-procedures MATEXP and DIFFPOW. These are described below
and B(z).
-Purpose -Computes the forward solution y(k) of the ARMA-Representation A(σ)y(k) = B(σ)u(k) in terms of the previous q vectors y(k−1), · · · , y(k− q) and the input sequence u(k).
MATEXP -Parameters -A (matrix) Represents a rational matrix A(z) whose elements are in the form of a Laurent expansion in z.
-Purpose -Forms the matrix expansion of a matrix A(z) from z q to z st where q ≥ st. Output is in a list of the form [A st , A st+1 , . . . , A q−1 , A q ] where A i is the coefficient matrix of z i in A(z).
-Purpose -Computes the greatest difference between the degree of numerator and degree of denominator for each element of A(s). 
Backward Solution
Here we implement the alternative backward solution of the ARMA-Representation (1.1) as given in (3.8). 
Backward Solution -Procedures
For the implementation of (3.8) in MAPLE two procedures are presented; firstly the main calling procedure BACK and secondly the sub-procedures MATEXP. The subprocedure MATEXP is given in section 4.1.2 .
BACK -Parameters -A,B (matrices) Represent polynomial matrices A(z) and B(z). -q (integer) The highest degree element in A(z) and B(z). 
Symmetric Solution
Here we implement the symmetric solution of the ARMA-Representation (1.1) as given in (3.5). The forward-symmetric and backward-symmetric solutions (3.9) and (3.10) can be similarly implemented. 
Symmetric Solution -Procedures
For the implementation of (3.5) in MAPLE three procedures are presented; firstly the main calling procedure FORWARD and secondly the two sub-procedures MATEXP and DIFFPOW. The sub-procedures MATEXP and DIFFPOW are as given in section 4.1.2 .
SYMMETRIC -Parameters -A,B (matrices) Represent polynomial matrices A(z) and B(z). -q (integer) The highest degree element in A(z) and B(z).
-N (integer) The end of range of solution considered.
-k (integer) The required solution index. 
Forward Compatibility Condition
Here we implement the forward compatibility condition of the ARMA-Representation (1.1) as given in (3.2). 
Forward Compatibility
Forward Compatibility Condition -Procedures
For the implementation of (3.2) in MAPLE three procedures are presented; firstly the main calling procedure FORWARD and secondly the two sub-procedures MATEXP and DIFFPOW. The sub-procedures MATEXP and DIFFPOW are as given in section 4.1.2 . 
Backward Compatibility Condition
Here we implement the backward compatibility condition of the ARMA-Representation (1.1) as given in (3.4). termB ← the block matrix
if number of arguments > 3 then if solution to (3.4) exists L ← the admissible solution to (3.4) in the form
Backward Compatibility Condition -Procedures
For the implementation of (3.4) in MAPLE two procedures are presented; firstly the main calling procedure FORWARD and secondly the sub-procedure MATEXP. The subprocedure MATEXP is as given in section 4.1.2 .
BACKADMISS -Parameters -A,B (matrices) Represent polynomial matrices A(z) and B(z). -q (integer) The highest degree element in A(z) and B(z).
-L (integer) OPTIONAL. If included the solution of the backward compatibility condition (3.4) is stored in L. 
Symmetric Boundary Mapping Equation
Here we implement the boundary mapping equation of the ARMA-Representation (1.1) as given in (3.6). . . . . . . . . .
if number of arguments > 4 then if solution to (3.6) exists L ← the admissible solution to (3.6) in the form
Boundary Mapping Equation -Procedures
For the implementation of (3.6) in MAPLE three procedures are presented; firstly the main calling procedure FORWARD and secondly the two sub-procedures MATEXP and DIFFPOW. The sub-procedures MATEXP and DIFFPOW are as given in section 4.1.2 .
SYMADMISS -Parameters -A,B (matrices) Represent polynomial matrices A(z) and B(z). -q (integer) The highest degree element in A(z) and B(z).
-L (integer) OPTIONAL. If included the solution of the boundary mapping equation (3.6) is stored in L.
-Purpose -Computes the boundary mapping equation of the ARMA-Representation A(σ)y(k) = B(σ)u(k).
Computes the solution of this if the optional parameter L is included.
MATEXP -As in 4.1.2 above.
DIFFPOW -As in 4.1.2 above. 
Running Procedures
The procedures as detailed above all call several in-built procedures from the linalg package which exists within MAPLE. These include for example the procedures rowdim, matrix and augment. Initially when a MAPLE session commences these procedures are not loaded into MAPLE's memory and need to be loaded separately via >with(linalg,<function>): where <function> denotes a procedure which exists in the linalg package. Alternatively the entire linalg package can be read into the MAPLE session via >with(linalg):. This is recommended in our case as several linalg procedures are required. Therefore we have the following i) Read in the linear algebra package contained within MAPLE via > with(linalg):
ii) Read in the solution code required via >read('<proc>') where <proc> may be either for.m, back.m or sym.m for the respective forward, backward and symmetric solution procedures. The corresponding compatibility conditions similarly have the form FORADMISS.m, BACKADMISS.m and SYMADMISS.m but only include the procedures FORADMISS, BACKADMISS and SYMADMISS respectively. This is because it is envisaged that they will be run in conjunction with the corresponding solution code and therefore any sub-procedures required will already be loaded into the session.
iii) Read in any required external parameters such as the matrices A, B. 
Examples
In this section we will consider the solution of the ARMA-Representation
using the MAPLE procedures presented in section 4. Clearly from (5.1) we have q = 2, r = 3 and m = 1. The machine used is a SUN SPARC station10 (75MHz SuperSPARC II). The last line of the output indicates the CPU time used in the computation. This is divided into three parts i) bytes used -(integer) Number of bytes of memory that have been requested up to that point in the execution of the session ii) alloc -(integer) Number of bytes of memory actually allocated for data space during the session iii) time -(floating point number) Total CPU time in seconds for the session
The output variables obtained from the procedures will be of the following form. Consider , for example, a vector Y ∈ IR (q+1)r which is represented below.
for integer values of i represents a free parameter in the solution.
Forward Solution -Example
Consider the ARMA-Representation as given in (5.1). Here we find its forward solution and an admissible set of initial input and output conditions for a solution to exist. Here L ∈ IR 11 defines an admissible set of initial input and output conditions. Infact L is of the form
Backward Solution -Example
Consider the ARMA-Representation as given in (5.1). Here we find its backward solution and an admissible set of final input and output conditions for a solution to exist. Here L ∈ IR 9 defines an admissible set of final input and output conditions. Infact L is of the form 
Symmetric Solution -Example
Consider the ARMA-Representation as given in (5.1). Here we find its symmetric solution for a given value of k and its boundary mapping equation which represents the restrictions placed on the initial and final outputs and the input sequence u(k) of the system. Consider N = 10 i.e. the interval range is [0, 10]. defines an admissible set of initial and final input and output conditions. Infact L is of the form 
−u(0)
                                               (5.6)
Conclusions
In this paper we have implemented the results presented in [3] , concerned with the forward, backward and symmetric solution of an ARMA-Representation, in the symbolic computational language MAPLE. We have also implemented the corresponding compatibility conditions for each such solution which define an admissible set of boundary conditions, in conjunction with the input sequence, for such a solution to exist. All the corresponding MAPLE code has been included and a concise illustrative example given to show how these procedures are used and to show the simplicity of the whole implementation.
(NOTE: The MAPLE code presented, and several other procedures connected to the solution of ARMA-Representations, may be obtained by contacting N. Karampetakis at karampet@auth.gr or at the above correspondence address.)
