This paper deals with a boundary-value problem for a coupled chemotaxis-NavierStokes system involving tensor-valued sensitivity with saturation
Chemotaxis model
Many phenomena, which appear in natural science, especially, biology and physics, support animals' lives (see [23, 55, 41, 13] ). The motion of cells moving towards the higher concentration of a chemical signal is called chemotaxis. For example, bacteria often swim toward higher concentrations of a signaling substance to survive. In 1970, Chemotaxis model was first introduced by Keller and Segel ([19, 20] ), since then, a number of variations of modified chemotaxis models have been have been extensively studied (see Winkler et al. [2] , HillenPainter [15] for example). One particular class of models is concerned with situations when the signal is produced, by the cells (see , Winkler et al. [2, 46, 48] ). A correspondingly modified chemotaxis system, in its simplest form, is then given by    n t = ∆n − ∇ · (S(x, n, c)∇c), x ∈ Ω, t > 0, c t = ∆c − c + n, x ∈ Ω, t > 0, (1.1) where the tensor-valued function (or the scalar function) S measures the chemotactic sensitivity, which may depend on the cell density n and chemosignal concentration c, and also on the environmental variable x. The results about the chemotaxis model (1.1) appear to be rather complete. In fact, when S(x, n, c) := n(1 + n) −α is a scalar function, there is a critical exponent
Chemotaxis-Navier-Stokes system
In various situations, however, the migration of bacteria is furthermore substantially affected by changes in their environment. For instance, striking experimental evidence, as reported in [38] (see also Zhang-Zheng [58] , Winkler [47, 49, 50] and Wang-Winkler-Xiang [42] ), reveals dynamical generation of patterns and spontaneous emergence of turbulence in populations of aerobic bacteria suspended in sessile drops of water. Taking into account all these processes, to describe the above biological phenomena, Tuval et al. ( [38] ) proposed the model the following chemotaxis-Navier-Stokes system
n t + u · ∇n = ∆n − ∇ · (nS(c)∇c), x ∈ Ω, t > 0, c t + u · ∇c = ∆c − nf (c), x ∈ Ω, t > 0, u t + κ(u · ∇)u + ∇P = ∆u + n∇φ, x ∈ Ω, t > 0,
for the unknown population density n, the signal concentration c, the fluid velocity field u and the associated pressure P , in a bounded domain Ω ⊆ R N (N = 2, 3). Here φ, κ ∈ R and f (c) denote, respectively, the given potential function as well as the strength of nonlinear fluid convection and the consumption rate of the oxygen by the bacteria. This model (1.3) describes a biological process in which cells move towards a chemically more favorable environment. By making use of energy-type functionals, many literatures deal with global solvability, boundedness, large time behavior of solutions to the model (1.3) for the bounded domains and the whole space (see e.g. Lorz et al. [8, 26] , Winkler et al. [2, 47, 52] , Chae et al. [3, 4] , Di Francesco-Lorz-Markowich [10] , Zhang-Zheng [58] and references therein). For example, Winkler (see Winkler [47, 49] ) proved that in twodimensional space (1.3) admits a unique global classical solution which stabilizes to the spatially homogeneous equilibrium ( [36, 35, 53] and the references therein for details).
Keller-Segel-Navier-Stokes system
As pointed by Xue-Othmer ( [57] ), the environment for the bacterial cells is more complicated and other external forces have to be considered. Hence, the chemotactic sensitivity S in system (1.3) should be replaced by the matrix S(x, n, c) (see Xue-Othmer [57] , Winkler [51, 50] , Xue [56] and also Painter-Maini-Othmer [28] ), (1.3) turns into a chemotaxis-Stokes system with rotational flux. Thus, a generalization of the chemotaxis-fluid system (1.3)
should be of the form
In contrast to the chemotaxis-fluid system (1.3), chemotaxis-fluid systems (1.4) with tensorvalued sensitivity lose some natural gradient-like structure (see Winkler [51, 50] [51, 50] ). For example, in the three dimensional case, Wang and Cao ( [40] ) obtained the global existence of classical solutions to system (1.4) with κ = 0 and some decay on S.
Concerning the framework where the chemical is produced by the cells instead of consumed, then corresponding chemotaxis-fluid model is then the quasilinear Keller-SegelNavier-Stokes system of the form
in a bounded domain in R N with smooth boundary, where our main focus will be on the planar case N = 2. Here S(x, n, c) is a chemotactic sensitivity tensor satisfying
with some C S > 0 and α ≥ 0. Such chemotaxis fluid system with signal production arises in the modeling of bacterial populations living in the liquid ( [2, 15] ).
Due to the presence of the tensor-valued sensitivity as well as the strongly nonlinear term (u · ∇)u and lower regularity for n ( Ω n = Ω n 0 , as the only apparent a priori information available), the mathematical analysis of (1.5) regarding global and bounded solutions is far from trivial (see Wang-Xiang et. al. [29, 43, 44, 39] , Zheng [64] ). In fact, in 2-dimensional, if S = S(x, n, c) is a tensor-valued sensitivity fulfilling (1.6) and (1.7), Wang and Xiang ( [43] )
proved that Stokes-version (κ = 0 in the first equation of (1.5)) of system (1.5) admits a unique global classical solution which is bounded. Then Wang-Winkler-Xiang ( [42] ) further shows that when α > 0 and Ω ⊆ R 2 is a bounded convex domain with smooth boundary, system (1.5) possesses a global-in-time classical and bounded solution. We should pointed that the key approach of [42] is to establish the boundedness involves an analysis of the
and some bootstrap argument, where a > 0 is a suitable positive constant, n and c are components of the solutions to (1.5) (see Lemma 6.2 of [42] ). Combined with (1.8), in view of the convexity of Ω, one can obtain the upper bound of the functional
(see Lemma 7.1 of [42] ). To the best of our knowledge, it is yet unclear whether for κ = 0
and Ω ⊆ R 2 is a non-convex domain, the solution of (1.5) is is bounded or not. By using a different method involving more general entropy-like functionals (see Lemma 3.4), the present paper will extend the above result so as to cover the non-convex domain. In a three-dimensional setup and tensor-valued sensitivity S satisfying (1.7) global weak solutions have been shown to exists for α > 3 7 (see [25] ) and α > 1 3 (see [18] and also [39] ), respectively.
Throughout this paper, we assume that
and the initial data (n 0 , c 0 , u 0 ) fulfills 11) where A denotes the Stokes operator with domain
Within the above frameworks, our main result concerning global existence and boundedness of solutions to (1.5) is as follows. hold. Moreover, assume that suppose that S satisfies (1.6) and (1.7) with some
Then for any choice of n 0 , c 0 and u 0 fulfilling (1.11), the problem (1.5) possesses a global classical solution (n, c, u, P ) which satisfies
) with γ ∈ (0, 1),
as well as n and c are nonnegative in Ω × (0, ∞). Moreover, this solution is bounded in the sense that for each p > 1 and any γ ∈ (0, 1), there exists C(p, γ) > 0 with the property that
(1.14)
We remove the convexity of Ω required in [42] .
(ii) If u ≡ 0, Theorem 1.1 is (partly) coincides with Theorem 4.1 of [45] , which is optimal according to the fact that the 2D fluid-free system admits a global bounded classical solution for α > 0 as mentioned before.
(iii) Theorem 1.1 extends the results of Wang-Xiang [43] , who proved the possibility of boundedness, in the case that κ = 0 and S satisfies (1.6) as well as (1.7) with some α > 0.
(iv) In the two dimensional case, if κ = 0 in (1.5), Li-Wang-Xiang [24] showed the global existence and boundedness of weak solutions to system (1.5) with non-linear diffusion (∆n is replaced by ∆n m in the first equation of (1.5)) for any m > 1. Using the idea and method of this paper, one can extend the above result so as to cover the case m > 1 and κ ∈ R (see our recent paper [65] ), which is also optimal according to (1.2).
We sketch here the main ideas and methods used in this article. Our approach under- This paper is organized as follows. In Section 2, we introduce the regularized system of (1.5), show the local existence of solutions to the regularized system of (1.5) and give two preliminary lemmas. After collecting some basic estimates of the solutions in Section 3, we prove global existence of solution to regularized problems of (1.5) in Section 4. On the basis of the compactness properties thereby implied, in Section 5 and Section 6 we shall finally pass to the limit along an adequate sequence of numbers ε = ε j ց 0 and thereby verify the main results.
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In this section, we give some notations and recall some basic facts which will be frequently used throughout the paper. In order to construct solutions of (1.5) through an appropriate approximation, let us fix families (ρ ε ) ε∈(0,1) and (χ ε ) ε∈(0,1) of functions
and consider the following the approximate system
where
is a standard Yosida approximation.
Let us recall a result on local solvability of (2.2), which has been established in [47] (see also Bellomo et al. [2] ) by means of a suitable extensibility criterion and a slight modification of the well-established fixed-point arguments (see Lemma 2.1 of [52] , [50] and Lemma 2.1 of
Lemma 2.1. Let Ω ⊆ R 2 be a bounded domain with smooth boundary. Assume that
. Moreover, n ε and c ε are nonnegative in Ω × (0, T max,ε ), and that
for all p > 2 and γ ∈ (
in any of the spaces L q (Ω) for q ≥ p, and there exist c > 0 and
In addition, given p ∈ (1, ∞), for any ε > 0, there exists c(ε) > 0 such that for all
, A > 0 and B > 0, and suppose that
is absolutely continuous and such that
Some basic priori estimates
In this section, in order to establish the global solvability of system (2.2), we proceed to derive ε-independent estimates for the approximate solutions constructed above. As the first step, we need to establish some important a priori estimates for n ε , c ε and u ε , where throughout this paper, (n ε , c ε , u ε , P ε ) is the global solution of problem (2.2).
The following basic properties of solutions to (2.2) are immediate.
Lemma 3.1. The solution of (2.2) satisfies
as well as
With the above Lemma at hand, a series of straightforward integrations by parts will lead to the following energy-type equality which, was already used in Lemma 3.3 in [18] (see also [64, 42] ).
Lemma 3.2. Let α > 0. Then there exists C > 0 independent of ε such that the solution of
Moreover, for all t ∈ (0, T max,ε − τ ), it holds that one can find a constant C > 0 independent of ε such that
where τ = min{1, 1 6 T max,ε }.
In order to extract helpful boundedness information concerning n ε , we first require estimates for higher norms of c ε on the basis of Lemma 3.2.
Lemma 3.3. Let (n ε , c ε , u ε ) be the solution of (2.4) and τ = min{1, 1 6 T max,ε }. If there exists
then for any q > 2 then there exists C := C(q, K) independent of ε such that
Proof. For all p > max{1+4α, 2}, testing the second equation of (2.2) by c p−1 ε and combining with the second equation and using ∇ · u ε = 0, we have, using the integration by parts, that 1 p
by the Hölder inequality. On the other hand, by the Gagliardo-Nirenberg inequality and (3.1), one can get there exist positive constants µ 0 and µ 1 such that
Inserting (3.8) into (3.7) and using the Young inequality, we derive that
for all t ∈ (0, T max,ε ).
In view of p > max{1 + 4α, 2}, we derive the Young inequality that
(3.10)
To obtain the uniform bound of the above functional, we will employ it to bound the dissipation from below. To this end, due to (3.3) and (3.4), for some C 3 , C 4 and C 5 > 0 which are independent of ε, we use the Gagliardo-Nirenberg inequality to obtain
where τ = min{1, 1 6 T max,ε }. This enables us to apply Lemma 2.3 to conclude that (3.6) by the Hölder inequality.
With the estimates obtained so far, we have already prepared all tools to obtain an L p (Ω)-estimate for n ε , for some p > 1, which plays a key role in obtaining the L ∞ (Ω)-estimate for n ε . In [42] , Wang, Winkler and Xiang proved the existence of a global classical solutions in the 2D case on the basis of the free-energy inequality
for all t ∈ (0, T max,ε ) and any ε > 0 (3.12)
with some suitable a > 0. The novelty of the present reasoning, we want to derive a entropylike functionals
which is different from [42] .
then the solution of (2.2) from Lemma 2.1 satisfies
as well as Ω |∇c ε | 2 ≤ C for all t ∈ (0, T max,ε ) and any ε > 0 (3.16) and t+τ t Ω n 2+α ε ≤ C for all t ∈ (0, T max,ε − τ ) and any ε > 0, (3.17) where τ = min{1, 1 6 T max,ε }.
Proof. Taking n α ε as the test function for the first equation of (2.2) and combining with the second equation and using ∇ · u ε = 0, we derive that
by using (1.7). Therefore, by the Young inequality, we conclude that
Now, we must estimate the last term on the right-hand side of (3.19) . To this end, without loss of generality, we may assume α < 1, since α ≥ 1, can be proved similarly and easily. In fact, if α ≥ 1, then by n ε ≥ 0,
so that, inserting the above inequality into (3.19) and using (3.4), we may derive (3.15) and 41) ). Therefore, we omit it.
While if 0 < α < 1, for any ε 1 > 0, we invoke the Young inequality to find that
.
In light of (3.6), there exist positive constants l 0 >
2−2α 3α
and C 2 such that
Next, with the help of the Gagliardo-Nirenberg inequality and (3.21), we derive that
with some positive constants C 3 and C 4 , where
We derive from the Young inequality that
by using the fact that a 2α+4 1+2α
. To estimate ∆c ε , taking −∆c ε as the test function for the second equation of (2.2), using the Young inequality yields that for all
because
due to the fact that ∇ · u ε = 0. Here since combining the Gagliardo-Nirenberg inequality with well known elliptic regularity theory ( [12] ) we can pick C 6 > 0 such that
which together with the Cauchy-Schwarz inequality and the Young inequality implies that
As the Cauchy-Schwarz inequality furthermore warrants that 26) from (3.24) and (3.25) we thus infer that
Collecting (3.19), (3.23)-(3.27), we derive that for all t ∈ (0, T max,ε ),
which combined with the Young inequality yields to
by α > 0. Now, it follows from the Gagliardo-Nirenberg inequality, Lemma 3.2 that there exist constants γ 0 > 0 and γ 1 > 0 such that
We then achieve, with the help of (3.30), that which implies that
By substituting (3.31) into (3.29), we find that
(3.32)
which combined the Young inequality implies that 
by (3.4) , where τ = min{1, 1 6 T max,ε }. Therefore, by (3.35), we conclude that
Thus, if we write y(t) := n ε (·, t)
t ∈ (0, T max,ε ), so that, (3.34) implies that y ′ (t) + h(t) ≤ ρ(t)y(t) + C 11 for all t ∈ (0, T max,ε ), (3.37) where h(t) = For given t ∈ (0, T max,ε ), applying (3.36) as well as (3.4) again, we can choose t 0 ≥ 0 such that t 0 ∈ [t − τ, t) and 
Global Solvability of the Regularized Problem (2.2)
With the higher regularity for n ε obtained in Section 3 (see Lemma 3.14), we can derive the following Lemma by using the Gagliardo-Nirenberg inequality and an application of well-known arguments from parabolic regularity theory. Here the convexity of Ω is not needed. , 1). Then one can find a positive constant C independent of ε such that
Moreover, for all p > 1, there exists C(p) > 0 satisfying
Proof. In the following, we let C i (i ∈ N) denote some different constants, which are independent of ε, and if no special explanation, they depend at most on Ω, φ, α, n 0 , c 0 and
Step 1. The boundedness of ∇u ε (·, t) L 2 (Ω) for all t ∈ (0, T max,ε )
Firstly, in view of (3.4) and (3.17), we derive there exists a positive constant α 0 such that
with τ = min{1, 1 6 T max,ε }. Here we have used the Hölder inequality and α > 0.
Testing the projected Stokes equation
integrating by parts, we derive
by the Young inequality. However, using the Cauchy-Schwarz inequality, there exists a positive constant C 1 and C 2 such that
(4.10)
Here by Theorem 2.1.1 of [32] , we derive that A(·) L 2 (Ω) defines a norm equivalent to
Combining with this and substituting (4.10) into (4.9) yields
by using the Young inequality, where C 3 = 2κ 2 C 1 C 2 . Thus, if we write z(t) := Ω |∇u ε (·, t)| 2 and ρ(t) = 2C 2 3 Ω |∇u ε (·, t)| 2 for t ∈ (0, T max,ε ), then (4.9) along with (4.8) implies that
Here we have used the fact that
. Now, (4.6) and (4.7) ensure that for all t ∈ (0, T max,ε − τ ) t+τ t ρ(s)ds ≤ 2C For given t ∈ (0, T max,ε ), applying (4.6) again, we can choose t 0 ≥ 0 such that t 0 ∈ [t − τ, t)
and by integration.
Step 2. The boundedness of ∇c ε (·, t) L q 0 (Ω) for all t ∈ (0, T max,ε ) and some q 0 > 2
as well as ∇c ε (·, t) L 2 (Ω) (see (3.16)) yields that there exists a positive constant
by using the Poincaré inequality and (3.3).
Without loss of generality, suppose that α < 1, since α ≥ 1, can be proved similarly and easily. On the other hand, from the constants formula for c ε , again, we derive the Hölder inequality that 
by using (4.17), (1.11) as well as ( 1 1+α
where ι = 11 24 ,κ = 1 48 . Therefore, collecting (4.18)-(4.21), yields to
Step 3. The boundedness of
Then by (4.22), (1.7) and (4.17), there exists C 14 > 0 such that
where q 0 = 2 1−α . Hence, due to the fact that ∇ · u ε = 0, again, by means of an associate variation-of-constants formula for c ε , we can derive
where t 0 := (t − 1) + . If t ∈ (0, 1], by virtue of the maximum principle, we derive that 
The last term on the right-hand side of (4.24) is estimated as follows. Fix an arbitrary p ∈ (2, q 0 ) and then once more invoke known smoothing properties of the Stokes semigroup and the Hölder inequality to find C 17 > 0 and C 18 > 0 such that > −1. In combination with (4.24)-(4.27) and using the definition of M(T ) we obtain C 19 > 0 such that
Hence, with the help of b < 1, in light of T ∈ (0, T max,ε ) was arbitrary, we can get
by some basic calculation.
Step 4. The boundedness of
for all t ∈ (0, T max,ε )
Applying the variation-of-constants formula for the projected version of the third equation in (2.2), we derive that
Therefore, with the help of the standard smoothing properties of the Stokes semigroup we derive that for all t ∈ (0, T max,ε ) and γ ∈ ( , 1), there exist C 21 > 0 and C 22 > 0 such that
(
by using (1.11), where h ε = P[n ε (·, t)∇φ − κ(Y ε u ε · ∇)u ε ] and p 0 ∈ (1, 2) which satisfies
Now, in order to estimate h ε (·, τ ) L p 0 (Ω) , we use the Hölder inequality and the continuity of P in L p (Ω; R 2 ) (see [11] ) as well as the boundedness of n ε (·, t) L ∞ (Ω) (for all t ∈ (0, T max,ε )), we see that there exist C 23 , C 24 , C 25 , C 26 > 0 and C 27 > 0 that
2−p 0 (Ω) and the boundedness of ∇u ε (·, t) L 2 (Ω) . Inserting (4.32) into (4.30) and applying (4.31), we conclude that
where we have used the fact that
, so that, (4.33) yields to
Step 5. The boundedness of ∇u ε (·, t) L p (Ω) (with p > 1) for all t ∈ (0, T max,ε )
To verify this, given p > 1 we choose γ ∈ ( . Then by using (4.4), we derive from D(A γ ) ֒→ W 1,p (Ω; R 2 ) (see [14] ) that (4.5) holds.
Step 6. The boundedness of c ε (·, t) W 1,∞ (Ω) for all t ∈ (0, T max,ε )
In order to prove this, for any σ ∈ (0, T max,ε ) and σ < 1, it is thus sufficient to derive a bound
and some positive constant C 30 . To achieve this, we use well-known smoothing properties of the Neumann heat semigroup (e t∆ ) t≥0 in Ω, as stated e.g. in Lemma 1.3 of [46] in a version covering the present situation, to see that there exists C 31 > 0 such that 
Moreover, for all γ ∈ ( , 1), we also have
Furthermore, for any p > 1, there exists C(p) > 0 satisfying
Again due to the regularity properties asserted by Lemma 4.1, and due to the assumed Hölder continuity of n 0 , it follows from standard parabolic theory that n ε even satisfies estimates in appropriate Hölder spaces:
Lemma 4.2. Let α > 0. Then one can find µ ∈ (0, 1) such that for some C > 0
≤ C for all t ∈ (0, ∞) (4.41)
as well as 42) and
43)
Moreover, for any τ > 0, there exists C(τ ) > 0 fulfilling
Proof. Firstly, let g ε (x, t) := −c ε + n ε − u ε · ∇c ε . Then by Proposition 4.1, we derive that g ε is bounded in L ∞ (Ω × (0, T )) for any ε ∈ (0, 1), we may invoke the standard parabolic regularity theory to the second equation of (2.2) and infer that (4.41) and (4.44) holds. With the help of the Proposition 4.1 again, performing standard semigroup estimation techniques to the third equation of (2.2), we can get (4.42) . In order to derive (4.43), we need to rewrite the first equation of (2.2) as
with boundary data a(x, t, n ε , ∇n ε )·ν = 0 on ∂Ω, where a(x, t, n ε , ∇n ε ) = ∇n ε −n ε S ε (x, n ε , c ε )∇c ε and b(x, t, ∇n ε ) = −u ε · ∇n ε , (x, t) ∈ Ω × (0, ∞). Let p := ∇n ε . From the Young inequality and the boundedness of n ε and u ε already obtained we can easily conclude that for any
According to (3.5) 5 Estimates in C 2+,1+ θ 2 for u ε , c ε and n ε
In order to use the Aubin-Lions Lemma (see Simon [31] ), we will need at least some regularity of the time derivative of bounded solutions. The required estimates are very close to those in [42] (see also Winkler [50, 52] . We will state the results here and only give a sketch of the proofs.
Lemma 5.1. Let α > 0. There exists θ ∈ (0, 1) with the property that one can find C > 0 such that for any ε ∈ (0, 1) and t 0 > 0,
Proof. Given p > 2, by using Proposition 4.1 along with the boundedness of ∇φ, we can find C 1 > 0, C 2 > 0 and C 3 > 0 such that for all ε ∈ (0, 1) we have
by using (4.40) and the Cauchy-Schwarz inequality. Therefore, with the help of the maximal Sobolev regularity estimates for the Stokes evolution equation, we derive that there exists a positive constanst C 4 which depends on p and t 0 such that 6) which in view of a known embedding result ( [1] ) implies that for all t 0 > 0, we can find θ 1 ∈ (0, 1) and C 5 such that
Moreover, from Proposition 4.1, we obtain θ 2 ∈ (0, 1) and C 6 > 0 satisfying
Here we have used the Sobolev imbedding theorem. Therefore, collecting (5.7) and (5.8),
one can find C 7 > 0 and θ 3 satisfying To prepare our subsequent compactness properties of (n ε , c ε , u ε , P ε ) by means of the (Ω)) * dt ≤ C(t) for all t ∈ (0, ∞) and ε ∈ (0, 1) (5.10)
Proof. Firstly, with the help of Lemma 4.2, for all ε ∈ (0, 1), we can fix a positive constants
Recalling (1.7) and n ε ≥ 0 in Ω × (0, ∞), we also derive that
Taking n ε as the test function for the first equation of (2.2), combining with (5.11)-(5.12) and using ∇ · u ε = 0, we derive that
(5.13)
Rearranging and integrating over (0, t) imply
Now, testing the first equation by certain ϕ ∈ W 1,2 (Ω), we have
(5.15) Therefore, we conclude that n εt (·, t) Recalling (5.11) and (5.14), and integrating this inequality, we can finally get (5.10).
Passing to the limit
In this section we consider convergence of solutions of approximate problem (2.2) and then prove Theorem 1.1. In order to achieve this, we will first ensure that it is a weak solution.
And then by applying the standard parabolic regularity and the classical Schauder estimates for the Stokes evolution, we will show that it is sufficiently regular so as to be a classical solution.
Lemma 6.1. Assume that α > 0. There exist θ ∈ (0, 1), (ε j ) j∈N ⊂ (0, 1) and functions as ε = ε j ց 0, and that (n, c, u, P ) solves (1.5) in the classical sense in Ω × (0, ∞).
Proof. In conjunction with 5.1 and 5.2, Proposition 4.1 and the standard compactness arguments (see [31] ), we can thus find a sequence (ε j ) j∈N ⊂ (0, 1) such that ε j ց 0 as j → ∞, and such that for some limit function (n, c, u). Moreover, (6.3) implies that n ε S ε (x, n ε , c ε )∇c ε → nS(x, n, c)∇c a.e. in Ω × (0, ∞) (6.4) by using (1.6) and (1.7). Next we shall prove that (n, c, u) is a weak solution of problem (1.5), in the natural sense as specified in [18] (see also [47] ). To this end, we first note that clearly n and c inherit nonnegativity from n ε and c ε , and that ∇ · u = 0 a.e. in Ω × (0, for all ε ∈ (0, 1). Now, in view of (6.3), thanks to the dominated convergence theorem this entails that
which together with (6.3) yields that
loc (Ω × [0, ∞)) as ε = ε j ց 0, so that, taking ε = ε j ց 0 and using (6.8), (1.11) and (6.3) implies (6.9)
