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Abstract
By using the continuation theorem of coincidence degree theory, the existence of positive periodic solutions
for a delayed ratio-dependent predator–prey model with Holling type III functional response
x′(t) = x(t)[a(t)− b(t)
∫ t
−∞
k(t − s)x(s) ds]− c(t)x
2(t)y(t)
m2y2(t) + x2(t)
;
y′(t) = y(t)
[
e(t)x2(t − )
m2y2(t − ) + x2(t − ) − d(t)
]
;
is established, where a(t); b(t); c(t); e(t) and d(t) are all positive periodic continuous functions with period
!¿ 0, m¿ 0 and k(s) is a measurable function with period !,  is a nonnegative constant. The permanence
of the system is also considered. In particular, if k(s)=0(s), where 0(s) is the Dirac delta function at s=0,
our results show that the permanence of the above system is equivalent to the existence of positive periodic
solution.
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1. Introduction
Continuous models, usually in the form of diKerential equations, have formed a large part of the
traditional mathematical ecology literature. In such models, the key terms specifying the outcome of
predator–prey interactions are the functional and numerical responses, which reMect the relationship
between predators and their prey. The dynamic relationship between predators and their prey has
long been and will continue to be one of the dominant themes in both ecology and mathematical
ecology due to its universal existence and importance [3]. These problems may appear to be simple
mathematically at Nrst sight, they are, in fact very challenging and complicated. There are many
diKerent kinds of predator–prey models in the literature, for more details we can refer to [3] and
[6]. In general, a predator–prey system may have the form
x′ = rx(1− xK )− ’(x)y;
y′ = y(’(x)− D);
where ’(x) is the functional response function, which reMects the capture ability of the predator to
prey. For more biological meaning, the reader may consult Freedman [6], May [18] and Murry [19].
Recently, there is a growing explicit biological and physiological evidence [10,13,14] that in
many situations, especially when predators have to search for food (and, therefore, have to share or
compete for food), a more suitable general predator–prey theory should be based on the so-called
ratio-dependent theory, which can be roughly stated as that the per capita predator growth rate
should be a function of the ratio of prey to predator abundance, and so should be the so-called
ratio-dependent functional response. This is strongly supported by numerous Neld and laboratory
experiments and observations [1,9]. For this reason, Beretta and Kuang [2], Hsu et al. [10], Jost et al.
[13], and Kuang and Beretta [14] investigated the following Michaelis–Menten type ratio-dependent
predator–prey system:
x′ = rx
(
1− x
K
)
− xy
my + x
;
y′ = y
(
−d+ fx
my + x
)
and gave a nice systematic work on the global qualitative analysis of this system. In view of
periodicity of the actual environment, Fan and Wang [5] established veriNable criteria for the global
existence of positive periodic solutions of a more general delayed ratio-dependent predator–prey
model with periodic coeOcients of the form
x′(t) = x(t)
[
a(t)− b(t)
∫ t
−∞
k(t − s)x(s) ds
]
− c(t)x(t)y(t)
my(t) + x(t)
;
y′(t) = y(t)
[
f(t)x(t − (t))
my(t − ) + x(t − ) − d(t)
]
:
The functional response function (u)= cu=(m+ u), u= x=y in above models were used by Holling
as Holling type II function, they usually describe the uptake of substrate by the microorganisms in
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microbial dynamics or chemical kinetics [6]. While there is another class of response function
p(x) =
mx2
a+ bx + x2
;
which is called a sigmoidal response function. For simpliNcation, Holling proposed the form
p(x) =
mx2
a+ x2
as a Holling type III response function [6].
In the present paper, we consider the following delayed ratio-dependent predator–prey system with
Holling type III functional response

x′(t) = x(t)
[
a(t)− b(t)
∫ t
−∞
k(t − s)x(s) ds
]
− c(t)x
2(t)y(t)
m2y2(t) + x2(t)
;
y′(t) = y(t)
[
e(t)x2(t − )
m2y2(t − ) + x2(t − ) − d(t)
]
;
(1.1)
where x(t) and y(t) represent the densities of the prey and predator population, respectively; a(t),
b(t), c(t), e(t) and d(t) are all positive periodic continuous functions with period !¿ 0, m¿ 0
and ¿ 0 are constants, a(t) stands for prey intrinsic growth rate, m stands for half capturing
saturation, d(t) stands for the death rate of the predator, c(t) and e(t) stand for the conversion
rates; k(s) :R+ → R+ is a measurable, !-periodic, normalized function such that ∫ +∞0 k(s) ds = 1,
corresponding to a delay kernel or a weighting factor, which says how much emphasis should be
given to the size of the prey population at earlier times to determine the present eKect on resource
availability, and also formally yields
∫ t
−∞ 0(t − u)x(u) du= x(t) if k(s) = 0(s), where 0(s) is the
Dirac delta function at s=0; the function x(t)[a(t)− b(t) ∫ t−∞ k(t− s)x(s) ds] represents the speciNc
growth rate of the prey in the absence of predator; and x2(t)=(m2y2(t) + x2(t)) here denotes the
predator response function, which reMects the capture ability of the predator.
This paper is organized as follows: in the next section, by using the coincidence degree theory
developed in [8], we will establish some suOcient conditions for the existence of at least one
positive !-periodic solution of system (1.1). For the work concerning the existence of periodic
solution of delay diKerential equations which was done by using coincidence degree theory, we refer
to [11,12,15–17,21–24,26] and references cited therein. A suitable example is given to illustrate
that the conditions of the main theorem are feasible. In view of the importance of the problem
concerning the survival of species in ecological systems, we will study the permanence of the
system in consideration in Section 3. A brief discussion is given in Section 4.
2. Existence of positive periodic solutions
In order to obtain the existence of a positive periodic solution of system (1.1), we Nrst make the
following preparations:
Let  ⊂ Rn be an open bounded set with closure P and f∈C1(;Rn)∩C( P;Rn). For x∈, let
Jf(x) denote the Jacobian determinant of f at x and Sf be the set of all critical points of f, i.e.,
Sf = {x∈ : Jf(x) = 0}.
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For y∈Rn \ f(9 ∪ Sf), i.e., y is a regular point of f, the degree of f at y is deNned as
deg {f;; y}=
∑
x∈f−1(y)
sgn Jf(x):
Let X and Z be two Banach spaces, Dom L ⊂ X a subspace and L : Dom L→ Z a linear mapping.
The Kernel of L is deNned by Ker L= L−1(0) and its range by Im L= L (Dom L).
Let Coker L=Z=Im L be the quotient space of Z under the equivalence relation z∼z′ ⇔ z−z′ ∈ Im L.
Thus, Coker L= {z + Im L: z ∈Z}. So dim Coker L= codim Im L.
The linear mapping L is called a Fredholm mapping if (i) Im L is closed in Z ; (ii) Ker L and
Coker L are Nnitely dimensional. When L is a Fredholm mapping, its index is deNned by Ind L =
dim ker L-codim Im L. If Ind L= 0, then L is called a Fredholm mapping of index zero.
If L is a Fredholm mapping of index zero, then there exist continuous projections P :X → X and
Q :Z → Z such that
Im P =Ker L and Im L=KerQ = Im (I − Q):
DeNne LP : Dom L∩Ker P → Im L as the restriction LDom L∩Ker P of L to Dom L∩Ker P. Then LP is
an isomorphism. DeNne KP : Im L→ Dom L by
KP = L−1P :
Then (a) KP is one-to-one and PKP = 0; (b) On Im L, LKP = I ; (c) On Dom L, KPL= I − P.
Let N :X → Z be a continuous mapping. N is called L-compact on P if QN ( P) is bounded and
KP(I − Q)N : P→ X is compact. Since ImQ is isomorphic to Ker L, there is an isomorphism
J : ImQ → Ker L:
Theorem A (Gaines and Mawhin [8, p. 40]). Let X and Z be two Banach spaces and L be a Fred-
holm mapping of index zero. Assume that N : P→ Z is L-compact on P with  open bounded in
X . Furthermore, assume that
(a) for each +∈ (0; 1), x∈ 9 ∩ Dom L,
Lx = +Nx;
(b) for each x∈ 9 ∩ Ker L,
QNx = 0
and
deg{JQNx;  ∩ Ker L; 0} = 0; where JQN : Ker L→ Ker L:
Then the equation Lx = Nx has at least one solution in P ∩ Dom L.
In what follows we shall use the notation
Pf =
1
!
∫ !
0
f(t) dt;
where f is a periodic continuous function with period !.
We are now in a position to state two lemmas that guarantee our main result.
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Lemma 2.1. Assume that f(t); g(t) are continuous and nonnegative functions de;ned on the interval
[; /], then there exists 0∈ [; /] such that∫ /

f(t)g(t) dt = f(0)
∫ /

g(t) dt:
Lemma 2.2. If system (1.1) has one positive !-periodic solution, then Pe¿ Pd.
Proof. Assume that (x(t); y(t)) is a positive !-periodic solution of system (1.1), then from the
second equation of system (1.1), we have
Pd!=
∫ !
0
e(t)x2(t − )
m2y2(t − ) + x2(t − ) dt ¡
∫ !
0
e(t) dt = Pe!:
The proof is complete.
Theorem 2.1. Assume that the following conditions hold:
(H1) 2m Pa¿ Pc and
(H2) Pe¿ Pd.
Then (1.1) has at least one positive !-periodic solution.
Proof. Since
x(t) = x(0) exp
{∫ t
0
[
a(s)− b(s)
∫ s
−∞
k(s− 0)x(0) d0− c(s)x(s)y(s)
m2y2(s) + x2(s)
]
ds
}
;
y(t) = y(0) exp
{∫ t
0
[
e(s)x2(s− )
m2y2(s− ) + x2(s− ) − d(s)
]
ds
}
;
the solution of system (1.1) with positive initial conditions remains positive for t¿ 0, make the
change of variables
x(t) = exp{x1(t)}; y(t) = exp{x2(t)} (2.1)
and derive that
x′1(t) = a(t)− b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds− c(t) exp{x2(t) + x1(t)}m2 exp{2x2(t)}+ exp{2x1(t)} ;
x′2(t) =
e(t) exp{2x1(t − )}
m2 exp{2x2(t − )}+ exp{2x1(t − )} − d(t): (2.2)
In order to use Theorem A to system (1.1), we take
X = Z = {x(t) = (x1(t); x2(t))T ∈C(R; R2) : x(t + !) = x(t)}
and denote
‖x‖= ‖(x1(t); x2(t))T‖= max
t∈[0;!]
|x1(t)|+ max
t∈[0;!]
|x2(t)|:
Then X and Z are Banach spaces when they are endowed with the norm ‖ · ‖.
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Set
Nx =


a(t)− b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds− c(t) exp{x2(t) + x1(t)}m2 exp{2x2(t)}+ exp{2x1(t)}
e(t) exp{2x1(t − )}
m2 exp{2x2(t − )}+ exp{2x1(t − )} − d(t)


and
Lx = x′; Px =
1
!
∫ !
0
x(t) dt; x∈X; Qz = 1
!
∫ !
0
z(t) dt; z ∈Z:
Evidently, Ker L = R2, Im L = {z|z ∈Z; ∫ !0 z(t) dt = 0} is closed in Z and dimKer L = codim Im
L= 2. Hence, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to L)
Kp : Im L→ Ker P ∩ Dom L has the form
Kp(z) =
∫ t
0
z(s) ds− 1
!
∫ !
0
∫ t
0
z(s) ds dt:
Thus
QNx =


1
!
∫ !
0
[
a(t)− b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds− c(t) exp{x1(t) + x2(t)}m2 exp{2x2(t)}+ exp{2x1(t)}
]
dt
1
!
∫ !
0
[
e(t) exp{2x1(t − )}
m2 exp{2x2(t − )}+ exp{2x1(t − )} − d(t)
]
dt

 ;
and
Kp(I − Q)Nx
=


∫ t
0
[
a(s)− b(s)
∫ s
−∞
k(s− 0) exp{x1(0)} d0− c(s) exp{x1(s) + x2(s)}m2 exp{2x2(s)}+ exp{2x1(s)}
]
ds
∫ t
0
[
e(s) exp{2x1(s− )}
m2 exp{2x2(s− )}+ exp{2x1(s− )} − d(s)
]
ds


−


1
!
∫ !
0
∫ t
0
[
a(s)−b(s)
∫ s
−∞
k(s− 0) exp{x1(0)} d0− c(s) exp{x1(s) + x2(s)}m2 exp{2x2(s)}+exp{2x1(s)}
]
ds dt
1
!
∫ !
0
∫ t
0
[
e(s) exp{2x1(s− )}
m2 exp{2x2(s− )}+ exp{2x1(s− )} − d(s)
]
ds dt


−


(
t
!
−1
2
)∫ !
0
[
a(s)−b(s)
∫ s
−∞
k(s−0) exp{x1(0)} d0− c(s) exp{x1(s)+x2(s)}m2 exp{2x2(s)}+exp{2x1(s)}
]
ds
(
t
!
−1
2
)∫ !
0
[
e(s) exp{2x1(s− )}
m2 exp{2x2(s− )}+ exp{2x1(s− )} − d(s)
]
ds

 :
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Clearly, QN and Kp(I − Q)N are continuous. Moreover, QN ( P), Kp(I − Q)N ( P) are relatively
compact for any open bounded set  ⊂ X . Hence, N is L-compact on P, here  is any open
bounded set in X .
Now we reach the position to search for an appropriate open bounded subset  for the application
of Theorem A. Corresponding to equation Lx = +Nx, +∈ (0; 1), we have
x′1(t) = +
[
a(t)− b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds− c(t) exp{x1(t) + x2(t)}m2 exp{2x2(t)}+ exp{2x1(t)}
]
;
x′2(t) = +
[
e(t) exp{2x1(t − )}
m2 exp{2x2(t − )}+ exp{2x1(t − )} − d(t)
]
: (2.3)
Suppose that x(t) = (x1; x2)T ∈X is an !-periodic solution of system (2.3) for a certain +∈ (0; 1).
By integrating (2.3) over the interval [0; !], we obtain
∫ !
0
[
a(t)− b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds− c(t) exp{x1(t) + x2(t)}m2 exp{2x2(t)}+ exp{2x1(t)}
]
dt = 0;
∫ !
0
[
e(t) exp{2x1(t − )}
m2 exp{2x2(t − )}+ exp{2x1(t − )} − d(t)
]
dt = 0:
Hence
∫ !
0
[
b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds+ c(t) exp{x1(t) + x2(t)}m2 exp{2x2(t)}+ exp{2x1(t)}
]
dt = Pa! (2.4)
and
∫ !
0
[
e(t) exp{2x1(t − )}
m2 exp{2x2(t − )}+ exp{2x1(t − )}
]
dt = Pd!: (2.5)
From (2.3)–(2.5), we obtain
∫ !
0
|x′1(t)| dt6
∫ !
0
[
b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds
]
dt
+
∫ !
0
[
c(t) exp{x1(t) + x2(t)}
m2 exp{2x2(t)}+ exp{2x1(t)}
]
dt +
∫ !
0
a(t) dt = 2 Pa! (2.6)
and
∫ !
0
|x′2(t)| dt6
∫ !
0
[
e(t) exp{2x1(t − )}
m2 exp{2x2(t − )}+ exp{2x1(t − )}
]
dt + Pd!= 2 Pd!: (2.7)
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Note that (x1(t); x2(t))T ∈X , then there exist 01; 21 ∈ [0; !] such that
x1(01) = min
t∈[0;!] x1(t); x1(21) = maxt∈[0;!]
x1(t): (2.8)
By (2.4) and (2.8), we have Pa!¿ Pb! exp{x1(01)}, which is equivalent to x1(01)6 ln Pa− ln Pb. And
by inequality (2.6), we have
x1(t)6 x1(01) +
∫ !
0
|x′1(t)| dt6 ln Pa− ln Pb+ 2 Pa! := B1: (2.9)
From (2.4), (2.8) and inequality a2 + b2¿ 2ab, we have
Pa!−
∫ !
0
b(t)
∫ t
−∞
k(t − s) exp{x1(s)} ds dt =
∫ !
0
c(t) exp{x1(t) + x2(t)}
m2 exp{2x2(t)}+ exp{2x1(t)} dt
6
Pc
2m
!;
which implies that
Pa!− Pc
2m
!6 exp{x1(21)} Pb!:
By (H1), we get
exp{x1(21)}¿ 2m Pa− Pc
2m Pb
and in view of (2.6), we have
x1(t)¿ x1(21)−
∫ !
0
|x′1(t)| dt¿ ln
(
2m Pa− Pc
2m Pb
)
− 2 Pa! := B2:
Choosing B=max {|B1|; |B2|}, then
|x1(t)|6B: (2.10)
By virtue of (2.5) and Lemma 2.1, we know that there exists an 2∈ [0; !] such that
Pd
Pe
=
exp{2x1(2− )}
m2 exp{2x2(2− )}+ exp{2x1(2− )} :
DeNne
h(t) =
exp{2x1(t)}
m2 exp{2x2(t)}+ exp{2x1(t)} ;
then h(t) is an !-periodic function because (x1(t); y1(t)) is an !-periodic solution of system (2.3),
so we can choose 0∈ [0; !] such that
h(0) = h(2− );
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which implies that
exp{2x1(0)}
m2 exp{2x2(0)}+ exp{2x1(0)} =
Pd
Pe
: (2.11)
By (2.10) and (2.11) and the monotonicity of the function x2=(x2 + a), we have
exp{2x2(0)}6 Pe −
Pd
m2 Pd
exp{2B} and exp{2x2(0)}¿ Pe −
Pd
m2 Pd
exp{−2B}:
Therefore,
1
2
ln
(
Pe − Pd
m2 Pd
)
− B6 x2(0)6 12 ln
(
Pe − Pd
m2 Pd
)
+ B:
And in view of (2.7), we obtain
x2(t)6 x2(0) +
∫ !
0
|x′2(s)| ds6
1
2
ln
(
Pe − Pd
m2 Pd
)
+ B+ 2 Pd! := H1
and
x2(t)¿ x2(0)−
∫ !
0
|x′2(s)| ds¿
1
2
ln
(
Pe − Pd
m2 Pd
)
− B− 2 Pd! := H2:
If we let H =max{|H1|; |H2|}; then |x2(t)|6H . Clearly, Hi and Bi (i = 1; 2) are independent of +,
thus H and B are also independent of +. Under the assumptions of Theorem 2.1, it is easy to show
that the system of algebraic equations

Pa− Pbu− Pcuv
m2v2 + u2
= 0;
Pd− Pe u
2
m2v2 + u2
= 0;
has a unique solution (u∗; v∗)T ∈ int R2+ := {(u; v)|u¿ 0; v¿ 0}, and a simple calculation yields
u∗ =
Pa Pe − l Pc Pd
Pb Pe
; v∗ = lu∗;
where
l=
√
Pe − Pd
m2 Pd
:
Denote F = B+ H + G; where G¿ 0 is taken suOciently large such that
‖(ln{v∗}; ln{u∗})‖= |ln{v∗}|+ |ln{u∗}|¡G;
and deNne
 = {x(t)∈X : ‖x‖¡F}:
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It is clear that  satisNes condition (a) of Theorem A. When
x = (x1; x2)T ∈ 9 ∩ Ker L= 9 ∩ R2;
x is a constant vector in R2 with ‖x‖= F ,
QNx =


Pa− Pb exp{x1} − Pc exp{x2 + x1}m2 exp{2x2}+ exp{2x1}
− Pd+ Pe exp{2x1}
m2 exp{2x2}+ exp{2x1}

 = 0:
Furthermore, let J : ImQ → Ker L, x → x, in view of the assumptions in Theorem 2.1, it is easy to
see that
deg {JQN; ∩ Ker L; 0} = 0:
By now we know that  veriNes all the requirements of Theorem A and then system (2.2) has at
least one !-periodic solution. By the medium of (2.1), we derive that (1.1) has at least one positive
!-periodic solution. The proof is complete.
Now we give an example to illustrate our main result.
Example 2.1. Consider the following model:
x′(t) = x(t)
[
(4− cos(2:t))− x(t)− (6 + sin(2:t)) x(t)y(t)
x2(t) + y2(t)
]
;
y′(t) = y(t)
[
−(3 + 2sin(2:t)) + (4 + sin(2:t)) x
2(t)
x2(t) + y2(t)
]
:
It is easy to verify that all the conditions of Theorem 2.1 are satisNed here. Therefore, this model
has at least one positive 1-periodic solution. With the aid of Maple, we can portrait the positive
periodic solution of the above system in Fig. 1.
0.7
0.8
0.9
1
y
1.2 1.3 1.4 1.5 1.6 1.7 1.8
x
periodic solution
Fig. 1. x(0) = 1:5, y(0) = 1:01 and stepsize = 0:005.
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3. Permanence
In this section, we consider the permanence of system (1.1) under the conditions (H1) and (H2).
Furthermore, we assume that
∫ t
−∞ k(t − s)x(s) ds ≡ x(t). Biologically, when a system of interacting
species is permanent in a suitable sense, it means that all the species survive in the long term. First,
we introduce some deNnitions and notations, and state some results which will be useful to establish
our main results. Let C denote the space of all bounded continuous functions f :R→ R, C+ is the
set of all f∈C such that f¿ 0. DeNne
C+! = {f∈C+|f(t + !) = f(t)};
given f∈C+! , we denote
fM = sup
t∈[0;!]
f(t); fL = inf
t∈[0;!]f(t):
Denition 3.1. System (1.1) is said to be permanent if there exists a compact region  ⊂ int R2+
such that every solution of (1.1) will eventually enter and remain in region .
Denition 3.2. The system of diKerential equations
x′ = F(t; x); x∈Rn;
is said to be cooperate if the oK-diagonal elements of DxF(t; x) are nonnegative and competitive
if the oK-diagonal elements are nonpositive, where DxF(t; x) is the n×n matrix derivative of F with
respect to x.
Lemma 3.1 (Smith [20]). Let x(t) and y(t) are solutions of
x′ = F(t; x)
and
y′ = G(t; y);
respectively, where both systems are assumed to have the uniqueness property for initial value
problems. Assume both x(t) and y(t) belong to a domain D ⊆ Rn for [t0; t1] in which one of the
two systems is cooperative and
F(t; x)6G(t; z); (t; z)∈ [t0; t1]× D:
If x(t0)6y(t0), then x(t1)6y(t1). If F = G and x(t0)¡y(t0), then x(t1)¡y(t1).
Lemma 3.2 (Fan and Li [4]). The problem
x′ = x[a(t)− b(t)x]; x∈C+ (3.1)
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has exactly one canonical solution U if b∈C+, a∈C, a; b are both continuous !-periodic functions
and Pa¿ 0; Pb¿ 0. Moreover, the following properties hold:
(a) U is positive !-periodic;
(b) U is constant if a=b is constant, in this case, U = a=b (b = 0);
(c) u(t)− U (t)→ 0 as t → +∞, for any positive solution u(t) of Eq. (3.1);
(d) (a(t)=b(t))L6U6 (a(t)=b(t))M (b = 0).
Theorem 3.1. Assume that (H1), (H2) hold. Then system (1.1) is permanent.
To prove this theorem, we need the following several propositions. For the rest of this paper, we
denote (x(t); y(t)) to be any solution of (1.1) with positive initial conditions.
Proposition 3.1. There exists a positive constant K1 such that
lim
t→+∞ sup x(t)6K1:
Proof. It is easy to see that R2+={(x; y)|x¿ 0, y¿ 0} is a positively invariant set of system (1.1).
Given any positive solution (x(t); y(t)) of (1.1), from the Nrst equation of (1.1), we have
x′(t)6 x(t)[a(t)− b(t)x(t)]:
Consider the following auxiliary equation
z′(t) = z(t)[a(t)− b(t)z(t)]:
In view of Lemma 3.2, the above system has a unique positive !-periodic solution z∗(t) such that
z∗(t)6
(
a(t)
b(t)
)M
:= K∗1 :
If we choose K1¿K∗1 , then by Lemma 3.1, we have
lim
t→+∞ sup x(t)6K1:
The proof is complete.
Proposition 3.2. Under the condition (H1), there exists a positive constant k1 such that
lim
t→+∞ inf x(t)¿ k1:
Proof. Given any positive solution (x(t); y(t)) of (1.1), from the Nrst equation of (1.1) and inequality
a2 + b2¿ 2ab, we have
x′(t)¿ x(t)
[
a(t)− c(t)
2m
− b(t)x(t)
]
:
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Consider the following auxiliary equation:
u′(t) = u(t)
[
a(t)− c(t)
2m
− b(t)u(t)
]
: (3.2)
By (H1) and Lemma 3.2, system (3.2) has a unique positive !-periodic solution u∗(t), and denote
its minimum value on [0; !] as k∗1 . If we choose 0¡k1¡k∗1 , then Lemma 3.1 implies that
lim
t→+∞ inf x(t)¿ k1:
The proof is complete.
Proposition 3.3. Under the condition (H2), there exists a positive constant k2 such that
lim
t→+∞infy(t)¿ k2:
Proof. Given any positive solution (x(t); y(t)) of (1.1), by the Lagrange mean value theorem, we
have
x2(t − )
m2y2(t − ) + x2(t − ) = 1−
2m2x2(t − )2
(m222 + x2(t − ))2y(t − );
where
0¡2¡y(t − ):
Denote z = x(t − )=2, then
2m2x2(t − )2
(m222 + x2(t − ))2 =
2m2z3
(m2 + z2)2x(t − ) :
By some simple calculations, it follows that
2m2z3
(m2 + z2)2
6
3
√
3m
8
:
Notice that Proposition 3.2 implies x(t − )¿ k1 for suOciently large t, then we have
2m2x2(t − )2
(m222 + x2(t − ))2 6
3
√
3m
8k1
:
Hence from the second equation of (1.1), for suOciently large t,
y′(t)¿y(t)
[
e(t)− d(t)− e(t)3
√
3m
8k1
y(t − )
]
:
From the second equation of (1.1), we also have
y′(t)¿− d(t)y(t):
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Integrating both sides of the above inequality from t −  to t with respect to t, we obtain
y(t − )6y(t) exp
{∫ t
t−
d(s) ds
}
6y(t) exp{dM}:
Then
y′(t)¿y(t)
[
e(t)− d(t)− e(t)3
√
3m
8k1
exp{dM}y(t)
]
:
Consider the following auxiliary equation:
v′(t) = v(t)
[
e(t)− d(t)− e(t)3
√
3m
8k1
exp{dM}v(t)
]
: (3.3)
By (H2) and Lemma 3.2, system (3.3) has a unique positive !-periodic solution v∗(t), and denote
its minimum value on [0; !] as k∗2 . If we choose 0¡k2¡k∗2 , then by Lemma 3.1, we have
lim
t→+∞infy(t)¿ k2:
The proof is complete.
Proposition 3.4. There exists a positive constant K2 such that
lim
t→+∞supy(t)6K2:
Proof. Given any positive solution (x(t); y(t)) of (1.1), let z(t) = 1=y(t)¿ 0, then from the second
equation of system (1.1), we have for suOciently large t,
z′(t) =− y
′(t)
y2(t)
= z(t)
[
d(t)− e(t) x
2(t − )
m2y2(t − ) + x2(t − )
]
; (3.4)
which implies that
z′(t)¿− e(t)z(t)
and so
z′(t)
z(t)
¿− e(t):
Integrating both sides of the above inequality from t −  to t with respect to t, we obtain
z(t − )6 z(t) exp{eM}: (3.5)
From (3.4) and a2 + b2¿ 2ab, we can obtain
z′(t) = z(t)
[
d(t)− e(t)u(t − )x(t − )
m2 + u2(t − ) z(t − )
]
¿ z(t)
[
d(t)− e(t)x(t − )
2m
z(t − )
]
;
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where
u(s) =
x(s)
y(s)
:
Notice that Proposition 3.1 implies x(t − )6K1 for suOciently large t and (3.5), we have
z′(t)¿ z(t)
[
d(t)− e(t)K1
2m
z(t) exp{eM}
]
:
Consider the following auxiliary equation:
n′(t) = n(t)
[
d(t)− e(t)K1
2m
exp{eM}n(t)
]
:
By Lemma 3.2, the above equation has a unique positive !-periodic solution n∗(t) satisfying
n∗(t)¿
(
2md(t)
e(t)K1 exp{eM}
)L
:= (K∗2 )
−1:
If we choose
K2¿K∗2 ;
then by Lemma 3.1, we have
lim
t→+∞ inf z(t)¿ (K2)
−1;
which implies
lim
t→+∞ supy(t)6K2:
The proof is complete.
From Propositions 3.1–3.4, it is easy to see that system (1.1) is permanent.
4. Discussions
In the previous two sections, we have studied the existence of positive periodic solutions and the
permanence of system (1.1) in which the coeOcients are periodic. From the above discussion, we
may conclude that in some cases when the system has a positive periodic solution, then it is also
permanent. Biologically, this means that if there exists a balanceable state, then the two species
will coexist in the long run. Naturally we may ask, do all the predator–prey systems have the same
property? And what about other ecology systems? If not, under what conditions this claim remains
true.
For autonomous systems, there exist some similar conclusions. By using the continuous functional
method, Wang and Ma [25] proved that a two-species prey–predator system with a Nnite number
of discrete delays is permanent provided that the species prey–predator system has a globally stable
positive equilibrium point. By using Liapunov-like functions, Razumikhin technique and diKerential
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inequalities, Freedman and Ruan [7] obtained several criteria for the permanence of the autonomous
retarded functional diKerential equations, and gave applications to some ecological systems, and
showed that for some models uniform persistence criteria are exactly the conditions used to establish
the existence of an interior equilibrium. Generally, however, possessing an interior equilibrium is
neither necessary nor suOcient for persistence. But in a rather wide range of problems the conditions
which guarantee the existence of an interior equilibrium are in fact enough to ensure permanence.
But for nonautonomous systems, whether things are still true remains open. The system we study
here gives an aOrmative exemplum for this problem. For a more general system, we would like to
state that it is more interesting and challenging.
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