Abstract. We describe various combinatorial aspects of the Birkhoff-Connes-Kreimer factorization in perturbative renormalisation. The analog of Bogoliubov's preparation map on the Lie algebra of Feynman graphs is identified with the pre-Lie Magnus expansion. Our results apply to any connected filtered Hopf algebra, based on the pro-nilpotency of the Lie algebra of infinitesimal characters.
Introduction
The recursive nature of the process of renormalization in perturbative quantum field theory (with respect to the loop number of Feynman diagrams considered) has been settled long ago by N. N. Bogoliubov and O. S. Parasiuk [3, 26, 49] . However, its mathematical structure has become much more transparent since the seminal discovery of a Hopf algebra structure on Feynman diagrams by D. Kreimer [28] and subsequent work by A. Connes and Kreimer [7, 8, 9] .
We present here a concise survey of several recent works on algebro-combinatorial aspects of the process of perturbative renormalization, in particular Bogoliubov's recursion respectively Connes-Kreimer's Birkhoff decomposition. The natural mathematical setting for such studies is provided by connected filtered Hopf algebras. Indeed, this leads, with the connectedness property being the very key to a recursive approach, to abstract versions of the counterterm character in general Rota-Baxter and dendriform algebras. Our approach allows us to understand the recursive nature of renormalization on the level of the pro-nilpotent Lie algebra of Feynman graphs. It turns out that the Baker-Campbell-Hausdorff recursion respectively the pre-Lie Magnus expansion provide the Lie algebraic analog of Bogoliubov's preparation map for Feynman graphs. We finish this survey by giving a short account of a natural matrix setting for perturbative renormalization which is well-suited for low-order explicit computations. Moreover, it allows for the transparent realization of the aforementioned abstract findings.
Let us briefly outline the organization of this survey. In the next section we review the essential notions from Hopf algebra theory. This section finishes with an abstract review on Connes-Kreimer's Birkhoff decomposition of Feynman rules in terms of Bogoliubov's preparation map. Subsection 2.6 contains an approach to Connes-Kreimer's Birkhoff decomposition based on a recursion defined in terms of the BakerCampbell-Hausdorff formula. In section 3 we analyze Bogoliubov's recursion from the point of view of Rota-Baxter algebras. These algebras provide the natural tools to understand Connes-Kreimer's finding of a factorization solved by Bogoliubov's formula. As it turns out, Loday's dendriform algebras serve as an abstract algebraic frame for one of the main aspects, i.e. iteration of Rota-Baxter maps and a particular interplay between an associative and a pre-Lie product induced by the Rota-Baxter structure. This section ends with a continuation of the last subsection of section 3 dwelling on aspects related to renormalization theory. Finally, we briefly mention a non-Hopfian approach to Connes-Kreimer's finding in terms of triangular matrices providing a simple and straightforward setting for renormalization.
A summary of Birkhoff-Connes-Kreimer factorization
We introduce the crucial property of connectedness for bialgebras. The main interest resides in the possibility to implement recursive procedures in connected bialgebras, the induction taking place with respect to a filtration (e.g. the coradical filtration) or a grading. An important example of these techniques is the recursive construction of the antipode, which then "comes for free", showing that any connected bialgebra is in fact a connected Hopf algebra. The recursive nature of Bogoliubov's formula in the BPHZ [3, 26, 49] approach to perturbative renormalization ultimately comes from the connectedness of the underlying Hopf algebra respectively the corresponding pro-nilpotency of the Lie algebra of infinitesimal characters.
For details on bialgebras and Hopf algebras we refer the reader to the standard references, e.g. [46] . The use of bialgebras and Hopf algebras in combinatorics can at least be traced back to the seminal work of Joni and Rota [27] .
2.1. Connected graded bialgebras. Let k be a field with characteristic zero. A graded Hopf algebra on k is a graded k-vector space:
H n endowed with a product m : H ⊗ H → H, a coproduct ∆ : H → H ⊗ H, a unit u : k → H, a co-unit ε : H → k and an antipode S : H → H fulfilling the usual axioms of a Hopf algebra [46] , and such that:
If we do not ask for the existence of an antipode S on H we get the definition of a graded bialgebra. In a graded bialgebra H we shall consider the increasing filtration:
Suppose moreover that H is connected, i.e. H 0 is one-dimensional. Then we have:
Proposition 1. For any x ∈ H n , n ≥ 1 we can write:
The map ∆ is coassociative on Ker ε and
Proof. Thanks to connectedness we clearly can write:
with a, b ∈ k and ∆x ∈ Ker ε ⊗ Ker ε. The co-unit property then tells us that, with k ⊗ H and H ⊗ k canonically identified with H:
hence a = b = 1. We shall use the following two variants of Sweedler's notation:
the second being relevant only for x ∈ Ker ε. If x is homogeneous of degree n we can suppose that the components x 1 , x 2 , x ′ , and x ′′ in the expressions above are homogeneous as well, and we have then |x 1 | + |x 2 | = n and |x ′ | + |x ′′ | = n. We easily compute:
and
hence the co-associativity of ∆ comes from the one of ∆. Finally it is easily seen by induction on k that for any x ∈ H n we can write:
with |x (j) | ≥ 1. The grading imposes:
so the maximum possible for any degree |x (j) | is n − k.
Connected filtered bialgebras.
A filtered Hopf algebra on k is a k-vector space together with an increasing Z + -indexed filtration:
endowed with a product m : H ⊗ H → H, a coproduct ∆ : H → H ⊗ H, a unit u : k → H, a co-unit ε : H → k and an antipode S : H → H fulfilling the usual axioms of a Hopf algebra, and such that:
If we do not ask for the existence of an antipode S on H we get the definition of a filtered bialgebra. For any x ∈ H we set:
Any graded bialgebra or Hopf algebra is obviously filtered by the canonical filtration associated to the grading:
and in that case, if x is an homogeneous element, x is of degree n if and only if |x| = n. We say that the filtered bialgebra H is connected if H 0 is one-dimensional. There is an analogue of Proposition 1 in the connected filtered case, the proof of which is very similar: Proposition 2. For any x ∈ H n , n ≥ 1 we can write:
The coradical filtration endows any pointed Hopf algebra H with a structure of filtered Hopf algebra (S. Montgomery, [37] Lemma 1.1). If H is moreover irreducible (i.e. if the image of k under the unit map u is the unique one-dimensional simple subcoalgebra of H) this filtered Hopf algebra is moreover connected.
2.3. The convolution product. An important result is that any connected filtered bialgebra is indeed a filtered Hopf algebra, in the sense that the antipode comes for free. We give a proof of this fact as well as a recursive formula for the antipode with the help of the convolution product: let H be a (connected filtered) bialgebra, and let A be any k-algebra (which will be called the target algebra). The convolution product on the space L(H, A) of linear maps from H to A is given by: Proof. The first statement is straightforward. To prove the second let us consider the formal series:
Using (e − ϕ)(1) = 0 we have immediately (e − ϕ) * m (1) = 0, and for any x ∈ Ker ε:
When x ∈ H p this expression vanishes then for n ≥ p + 1. The formal series ends up then with a finite number of terms for any x, which proves the result. Corollary 1. Any connected filtered bialgebra H is a filtered Hopf algebra. The antipode is defined by:
It is given by S(1) = 1 and recursively by any of the two formulas for x ∈ Ker ε:
Proof. The antipode, when it exists, is the inverse of the identity for the convolution product on L(H, H). One just needs then to apply Proposition 3 with A = H. The two recursive formulas follow directly from the two equalities:
fulfilled by any x ∈ Ker ε.
Let g(A) be the subspace of L(H, A) formed by the elements α such that α(1) = 0. It is clearly a subalgebra of L(H, A) for the convolution product. We have:
.
From now on we shall suppose that the ground field k is of characteristic zero. For any x ∈ H n the exponential:
is a finite sum (ending up at k = n). It is a bijection from g(A) onto G(A). Its inverse is given by:
This sum again ends up at k = n for any x ∈ H n . Let us introduce a decreasing filtration on L = L(H, A):
. We define the valuation val ϕ of an element ϕ of L as the biggest integer k such that ϕ is in L k . We shall consider in the sequel the ultrametric distance on L induced by the filtration:
Proposition 4. We have the inclusion:
and moreover the metric space L endowed with the distance defined by (3) is complete.
Proof. Take any x ∈ H p+q−1 , and any α ∈ L p and β ∈ L q . We have
Recall that we denote by |x| the minimal n such that x ∈ H n . Since |x 1 | + |x 2 | = |x| ≤ p + q − 1, either |x 1 | ≤ p − 1 or |x 2 | ≤ q − 1, so the expression vanishes. Now if (ψ n ) is a Cauchy sequence in L it is immediate to see that this sequence is locally stationary, i.e. for any x ∈ H there exists N (x) ∈ N such that ψ n (x) = ψ N (x) (x) for any n ≥ N (x). Then the limit of (ψ n ) exists and is clearly defined by:
As a corollary the Lie algebra
is pro-nilpotent, in a sense that it is the projective limit of the Lie algebras g(A)/L n , which are nilpotent.
2.4.
Characters and infinitesimal characters. Let H be a connected filtered Hopf algebra over k, and let A be a commutative k-algebra. We shall consider unital algebra morphisms from H to the target algebra A, which we shall call slightly abusively characters. We recover of course the usual notion of character when the algebra A is the ground field k. The notion of character involves only the algebra structure of H. On the other hand the convolution product on L(H, A) involves only the coalgebra structure on H. Let us consider now the full Hopf algebra structure on H and see what happens to characters with the convolution product:
Proposition 5. Let H be a connected filtered Hopf algebra over k, and let A be a commutative k-algebra. Then the characters from H to A form a group G 1 (A) under the convolution product, and for any ϕ ∈ G 1 (A) the inverse is given by:
We call infinitesimal characters with values in the algebra A those elements α of L(H, A) such that:
the set of characters of H with values in A (resp. the set of infinitesimal characters of H with values in A)
. Then G 1 (A) is a subgroup of G, the exponential restricts to a bijection from g 1 (A) onto G 1 (A), and g 1 (A) is a Lie subalgebra of g(A).
Proof. Part of these results are a reformulation of Proposition 5 and some points are straightforward. The only non-trivial point concerns g 1 (A) and G 1 (A). Take two infinitesimal characters α and β with values in A and compute:
Using the commutativity of A we immediately get:
which shows that g 1 (A) is a Lie algebra. Now for α ∈ g 1 (A) we have:
as easily seen by induction on n. A straightforward computation then yields:
2.5. Renormalisation in connected filtered Hopf algebras. We describe in this section the renormalisationà la , [7] , [8] ) in the abstract context of connected filtered Hopf algebras: the objects to be renormalised are characters with values in a commutative unital target algebra A endowed with a renormalisation scheme, i.e. a splitting A = A − ⊕ A + into two subalgebras with 1 ∈ A + . An important example is given by the minimal subtraction (MS) scheme on the algebra A of meromorphic functions of one variable z, where A + is the algebra of meromorphic functions which are holomorphic at z = 0, and where
] stands for the "polar parts". Any A-valued character ϕ admits a unique Birkhoff decomposition ϕ = ϕ * −1 − * ϕ + , where ϕ + is an A + -valued character, and where ϕ − (Ker ε) ⊂ A − . In the MS scheme case described just above, the renormalised character is the scalar-valued character given by the evaluation of ϕ + at z = 0 (whereas the evaluation of ϕ at z = 0 does not necessarily make sense).
Theorem 1. Factorization of the group G(A)
(1) Let H be a connected filtered Hopf algebra. Let A be a commutative unital algebra with a renormalisation scheme, and let π : A → A be the projection onto
where ϕ − sends 1 to 1 A and Ker ε into A − , and where ϕ + sends H into A + . The maps ϕ − and ϕ + are given on Ker ε by the following recursive formulas
where I is the identity map. Proof. The proof goes along the same lines as the proof of Theorem 4 of [8] : for the first assertion it is immediate from the definition of π that ϕ − sends Ker ε into A − , and that ϕ + sends Ker ε into A + . It only remains to check equality ϕ + = ϕ − * ϕ, which is an easy computation
The proof of assertion 2) can be carried out exactly as in [8] and relies on the following Rota-Baxter relation in A:
which is easily verified by decomposing a and b into their A ± -parts. We will derive below a more conceptual proof.
Remark 1. Define the Bogoliubov preparation map as the map B : G(A) → L(H, A)
given by:
such that for any x ∈ Ker ε we have:
The components of ϕ in the Birkhoff decomposition read:
On Ker ε they reduce to −π • B(ϕ), (I − π) • B(ϕ), respectively. Plugging equation (6) inside (7) and setting α := e − ϕ we get the following expression for ϕ − :
and for ϕ + we find:
with β := ϕ −1 * α = ϕ −1 − e, and whereP and P are projections on
L is complete with respect to the topology induced by the filtration). Let A be the completion of the enveloping algebra U(L) for the decreasing filtration naturally coming from that of L. The functions:
n n are well-defined and are the inverse of each other. The Baker-Campbell-Hausdorff (BCH) formula writes for any x, y ∈ L 1 [41, 48] :
where BCH(x, y) is an element of L 2 given by a Lie series the first few terms of which are:
Now let P : L → L be any linear map preserving the filtration of L. We defineP to be Id L −P . For a ∈ L 1 , define χ(a) = lim n→∞ χ (n) (a) where χ (n) (a) is given by the BCH-recursion:
and where the limit is taken with respect to the topology given by the filtration. Then the map χ :
This map appeared in [13] , [12] , where more details can be found, see also [35, 36] . The following proposition ( [16] , [35] ) gives further properties of the map χ.
for any i ≥ 1, and such that, with P := Id L −P we have:
This map is bijective, and its inverse is given by:
Proof. Equation (13) can be rewritten as:
with
. This map F a is a contraction with respect to the metric associated with the filtration: indeed if b, ε ∈ L 1 with ε ∈ L n , we have:
The right-hand side is a sum of iterated commutators in each of which ε does appear at least once. So it belongs to L n+1 . So the sequence F n a (b) converges in L 1 to a unique fixed point χ(a) for F a . Let us remark that for any a ∈ L i , then, by a straightforward induction argument, χ (n) (a) ∈ L i for any n, so χ(a) ∈ L i by taking the limit. Then the difference χ(a) − a = BCH P χ(a) ,P χ(a) clearly belongs to L 2i . Now consider the map ψ : L 1 → L 1 defined by ψ(a) = C P (a),P (a) . It is clear from the definition of χ that ψ • χ = Id L1 . Then χ is injective and ψ is surjective. The injectivity of ψ will be an immediate consequence of the following lemma.
Lemma 1. The map ψ increases the ultrametric distance given by the filtration.
Proof. For any x, y ∈ L 1 the distance d(x, y) is given by 2 −n where n = sup{k ∈ N, x − y ∈ L k }. We have then to prove that ψ(x) − ψ(y) / ∈ L n+1 . But:
The rightmost term inside the large brackets clearly belongs to L n+1 . As x − y / ∈ L n+1 by hypothesis, this proves the claim.
The map ψ is then a bijection, so χ is also bijective, which proves Proposition 7.
Corollary 2. For any a ∈ L 1 we have the following equality taking place in 1 + A 1 ⊂ A: (15) exp(a) = exp P (χ(a)) exp P (χ(a)) .
Putting (8) and (15) together we get for any α ∈ L 1 the following non-commutative Spitzer identity:
This identity is valid for any filtration-preserving Rota-Baxter operator P in a complete filtered Lie algebra (see section 3). For a detailed treatment of these aspects, see [13] , [12] , [16] , [22] .
Remark 2. Using (15) the reader should have no problem in verifying that the Baker-Campbell-Hausdorff recursion (12) can also be written more compactly:
2.7. Application to perturbative renormalisation I. Suppose now that L = L(H, A) (with the setup and notations of paragraph 2.5), and that the operator P is now the projection defined by P (a) = π • a. It is clear that Corollary 2 applies in this setting and that the first factor on the right-hand side of (15) is an element of G 1 (A), the group of A-valued characters of H, which sends Ker ε into A − , and that the second factor is an element of G 1 which sends H into A + . Going back to Theorem 1 and using uniqueness of the decomposition (4) we see then that (15) in fact is the Birkhoff-Connes-Kreimer decomposition of the element exp * (a) in G 1 . Indeed, starting with the infinitesimal character a in the Lie algebra g 1 (A) equation (15) Therefore, we may say that the Baker-Campbell-Hausdorff recursion (17) encodes the process of renormalization on the level of the Lie algebra g 1 (A) of infinitesimal characters. Indeed, for a ∈ g 1 (A), determined by the Feynman rules character ϕ = exp * (a), we calculate the element b(a) := χ(a) in g 1 (A), i.e. the Lie algebra analog of Bogoliubov's preparation map (6), such that:
gives rise to (15) . By construction, P (b(a)) andP (b(a)) take values in A ∓ , respectively. Hence, the decomposition (18) of a ∈ g 1 (A) is the Lie algebra analog of the Birkhoff-Connes-Kreimer decomposition of ϕ = exp * (a). Comparing Corollary 2 and Theorem 1 the reader may wonder upon the role played by the RotaBaxter relation (5) for the projector P . In the following section we will show that it is this identity that allows to write the exponential ϕ − = exp * −P (χ(a)) as a recursion, that is, ϕ − = e − P (B(ϕ)), where B(ϕ) = ϕ − * (ϕ − e). Equivalently, this amounts to the fact that the group G 1 (A) factorizes into two subgroups G − 1 (A) and G
Rota-Baxter and dendriform algebras
We are interested in abstract versions of identities (8) and (16) fulfilled by the counterterm character ϕ − . The general algebraic context is given by Rota-Baxter (associative) algebras of weight θ, which are themselves dendriform algebras. We first briefly recall the definition of Rota-Baxter (RB) algebra and its most important properties. For more details we refer the reader to the classical papers [1, 2, 5, 42, 43] , as well as for instance to the references [15, 16] .
Let A be an associative not necessarily unital nor commutative algebra with R ∈ End(A). The product of a and b in A is written a · b or simply ab when no confusion can arise. We call a tuple (A, R) a Rota-Baxter algebra of weight θ ∈ k if R satisfies the Rota-Baxter relation (19) R(x)R(y) = R R(x)y + xR(y) + θxy .
Note that the operator P of paragraph 2.5 is an idempotent Rota-Baxter operator. Its weight is thus θ = −1. Changing R to R ′ := µR, µ ∈ k, gives rise to a RB algebra of weight θ ′ := µθ, so that a change in the θ parameter can always be achieved, at least as long as weight non-zero RB algebras are considered. The definition generalizes to other types of algebras than associative algebras: for example one may want to consider RB Lie or pre-Lie algebra structures. Further below we will encounter examples of such structures.
Let us recall some classical examples of RB algebras. First, consider the integration by parts rule for the Riemann integral map. Let A := C(R) be the ring of real continuous functions with pointwise product. The indefinite Riemann integral can be seen as a linear map on A:
Then, integration by parts for the Riemann integral can be written compactly as:
dually to the classical Leibniz rule for derivations. Hence, we found our first example of a weight zero Rota-Baxter map. Correspondingly, on a suitable class of functions, we define the following Riemann summation operators:
θf (nθ). (22) We observe readily that:
Similarly for the map R ′ θ except that the diagonal, counted twice, must be subtracted instead of added. Hence, the Riemann summation maps R θ and R ′ θ satisfy the weight θ and the weight −θ Rota-Baxter relation, respectively.
Proposition 8. Let (A, R) be a Rota-Baxter algebra. The mapR = −θid A − R is a Rota-Baxter map of weight θ on A. The images of R andR, A ∓ ⊆ A, respectively are subalgebras in A.
We omit the proof since it follows directly from the Rota-Baxter relation. A Rota-Baxter ideal of a Rota-Baxter algebra (A, R) is an ideal I ⊂ A such that R(I) ⊆ I.
The Rota-Baxter relation extends naturally to the Lie algebra L A corresponding to A:
making (L A , R) into a Rota-Baxter Lie algebra of weight θ.
Proposition 9. The vector space underlying A equipped with the product:
x * θ y := R(x)y + xR(y) + θxy (24) is again a Rota-Baxter algebra of weight θ with Rota-Baxter map R. We denote it by (A θ , R) and call it double Rota-Baxter algebra. The Rota-Baxter map R becomes a (not necessarily unital even if A is unital) algebra homomorphism from the algebra A θ to A.
Let us remark that for the corresponding Lie algebra L A we find the new Lie bracket (compare with [44] ):
One sees immediately that x * θ y = −θ −1 R(x)R(y) −R(x)R(y) , and
The result in Proposition 9 is best understood in the dendriform setting which we introduce now. A dendriform algebra [30] over a field k is a k-vector space A endowed with two bilinear operations ≺ and ≻ subject to the three axioms below:
where a * b stands for a ≺ b + a ≻ b. These axioms easily yield associativity for the law * . The bilinear operations ⊲ and ⊳ defined by:
are left pre-Lie and right pre-Lie, respectively, which means that we have:
The associative operation * and the pre-Lie operations ⊲, ⊳ all define the same Lie bracket:
Proposition 10. [11] Any Rota-Baxter algebra gives rise to two dendriform algebra structures given by:
The associated associative product * is given for both structures by a * b = aR(b) + R(a)b + θab and thus coincides with the double Rota-Baxter product (24). Let A = A ⊕ k.1 be our dendriform algebra augmented by a unit 1:
Remark 3. [11] In fact, by splitting again the binary operation ≺ (or alternatively ≻ ′ ), any Rota-Baxter algebra is tri-dendriform [32], in the sense that the Rota-Baxter structure yields three binary operations
implying a * 1 = 1 * a = a. Note that 1 * 1 = 1, but that 1 ≺ 1 and 1 ≻ 1 are not defined [41] , [6] . We recursively define the following set of elements of A[[t]] for a fixed x ∈ A:
We also define the following set of iterated left and right pre-Lie products (26) . For n > 0, let a 1 , . . . , a n ∈ A:
For a fixed single element a ∈ A we can write more compactly for n > 0:
(n) (a) ⊲ a and r (n+1) (a) = a ⊳ r (n) (a) (35) and ℓ
(1) (a) := a =: r (1) (a). We have the following theorem [23, 17] .
Theorem 2. We have:
These identities nicely show how the dendriform pre-Lie and associative products fit together. This will become even more evident in the following.
We are interested in the solutions X and Y in A[[t]] of the following two equations:
Formal solutions to (36) are given by:
Let us introduce the following operators in A, where a is any element of A:
We have recently obtained the following pre-Lie Magnus expansion [19] :
, where X and Y are the solutions of the two equations (36) , respectively. This element obeys the following recursive equation: (37) or alternatively: (38) where the B l 's are the Bernoulli numbers.
Recall that the Bernoulli numbers are defined via the generating series:
and observe that B 2m+3 = 0, m ≥ 0. Suppose that the dendriform structure of A comes from a unital Rota-Baxter algebra of weight θ. The unit (which we denote by 1) has nothing to do with the artificially added unit 1 of the underlying dendriform algebra. We extend the Rota-Baxter algebra structure to A by setting:
This is consistent with the axioms (32) which in particular yield 1 ≻ x = R(1)x and x ≺ 1 = −x R(1), in coherence with the dendriform axioms. Using (30) the pre-Lie products (26) write:
Introduce the weight θ ∈ k pre-Lie Magnus type recursion, Ω 
First, we observe that the weight zero case, θ = 0, is fully coherent with the origin of Magnus' work [33] . 
Corollary 3. The limit θ → 0 of the pre-Lie Magnus type recursion (41) reduces to the classical Magnus expansion:
leading to the recursively defined classical Magnus expansion:
where we introduced the parameter t for later use. The expansion (42) coincides with (44) if the underlying weight zero Rota-Baxter algebra is the one mentioned above, that is, the ring of real continuous functions C(R) with pointwise product and the indefinite Riemann integral as weight zero Rota-Baxter map. Sometimes, Magnus' expansion (44) is also called continuous Baker-Campbell-Hausdorff formula, e.g. see [25, 38, 47] .
Using (25) , Theorem 3 implies for a fixed element a ∈ A the following corollary which can be interpreted as the non-commutative Spitzer identity.
Corollary 4. Let (A, R) be a Rota-Baxter algebra of weight θ. The elementsX
] solve the equations:
Moreover, these recursions lead to the following theorem due to Atkinson [1] . Proof. Here, 1 is the algebra unit in A. The proof of this statement reduces to a simple algebraic exercise. Recall thatR = −θid A − R, then:
Uniquness of the factorization follows when R is idempotent.
Without problems the reader verfies the next corollary.
Hence, defining the applicationB(a) :=Ŷ a we may state the two key equations:
Corollary 4 immedialtely results in the following lemma.
Lemma 2.
(47)B(ta) =Ŷ ta = exp
Proof. Indeed, using simple algebra we see that:
Let us take a closer look at Atkinson's theorem. In the light of Corollary 4 we find by using the exponential solutionsX :
] to the recursions (45):
with α θ := α θ (ta) := − 1 θ log(1 − θta). When θ = 0 we see immediately that R = −R and the above factorization of the algebra unit becomes very evident. Instead, let us keep θ = 0, but assume the underlying Rota-Baxter algebra to be commutative. Recall that a ⊲ θ b = −θba. Hence, we see that:
Which, using the generating series for the Bernoulli numbers, is solved by Ω ′ θ (ta) = −θ −1 log(1 − θta). Hence, in the commutative setting we find:
which is in full accordance with the classical result due to Spitzer [45] . In fact, Baxter [2] showed for commutative Rota-Baxter algebras (A, R) of weight θ the identity:
, where r n := R(θ n−1 a n ), a 1 = r 1 = R(a), and:
The sum goes over all integer m-tuples (λ 1 , . . . , λ m ), λ i ≥ 0 for which 1λ 1 + · · · + mλ m = m. The noncommutative generalization of this formulation of Spitzer's identity follows from Theorem 2 together with Proposition 10. Indeed, with Ω ′ (ta) = n>0 t n Ω ′ (n) (a) we find:
≺ (a))(−t) m corresponding to the recursions:X = 1 − R(Xa) resp.Ŷ = 1 −R(aŶ ).
Again, but more concretely, in the non-commutative case we see how both, the double Rota-Baxter product (24) and the pre-Lie product (39) fit together in the algebraic structure of weight θ Rota-Baxter algebras.
3.1. Weight θ BCH-recursion vs. pre-Lie Magnus expansion. In the light of Corollary 2 and Atkinson's Theorem, it seems to be natural to compare the weight θ pre-Lie Magnus expansion with the Baker-Campbell-Hausdorff recursion (17) . For this, we first introduce the weight θ Baker-Campbell-Hausdorff recursion following simply from a linear fitration preserving map P , such that −θid A = P + (−θid A − P ), θ ∈ k. Hence:
Giving rise to the factorization:
Now, let us assume that P is a filtration preserving Rota-Baxter map. Then Corollary 2 and Theorem 4, respectively equation (48) imply the equality:
From (51) we get for any α ∈ tA[[λ]]:
3.2. Application to perturbative renormalisation II. We return to paragraph 2.7 where we analysed Connes-Kreimer's factorization from the point of view of the Baker-Campbell-Hausdorff recursion (17) .
Recall that the projector π (respectively its lift to L = L(H, A), denoted by P ) is a weight minus one Rota-Baxter map. Hence the Birkhoff-Connes-Kreimer factorization naturally fits into the context of Rota-Baxter algebra, in particular with respect to Atkinson's factorization theorem respectively the noncommutative Spitzer identity. Hence, it follows ultimately that the group G 1 (A) decomposes as a set into the product of two subgroups:
Now, using (52) we see that the counterterm character ϕ − in the decomposition:
where exp * (a) − e = ϕ − e already appeared in the context of (8) respectively (9), see also Proposition 6. Using Lemma 2 Bogoliubov's preparation map B(ϕ) := ϕ − * (ϕ − e) finds its exponential form:
Such that the non-commutative Spitzer identity implies Bogoliubov's recursion for ϕ − . Moreover, Corollary 5 tells immediately the equation for ϕ + . Here, * −1 stands for the Rota-Baxter double product in the weight minus one Rota-Baxter algebra (L(H, A), P ).
Recall our characterization of the Baker-Campbell-Hausdorff recursion (17) as the analog of Bogoliubov's preparation map on the Lie algebra g 1 (A) of infinitesimal characters. Now, by recalling Proposition 6 we may identify the weight minus one pre-Lie Magnus expansion Ω ′ −1 as the analog of Bogoliubov's preparation map. More precisely, first remember that g(A) contains g 1 (A) as a Lie subalgebra. Hence, let ϕ ∈ G 1 (A) ⊂ G(A), i.e. ϕ = e + (ϕ − e), where obviously a := ϕ − e ∈ g(A). Then: ϕ − = e − P ϕ − * (ϕ − e) and ϕ + = e +P ϕ − * (ϕ − e) , respectively.
We remark here that this purely Lie algebraic approach to renormalization is an extension of earlier work [17] and will be further explored in the near future. Let us mention that the results in [17] rely on both, the properties of the Dynkin idempotent and on properties of Hopf algebras encapsulated in the notion of associated descent algebras. Similarly, in [22] , see also [18] , we use free Lie algebra theory, i.e. Lie idempotents to achieve a closed form for the Bogoliubov recurison.
3.3. Non-commutative Bohnenblust-Spitzer formulas. Let n be a positive integer, and let OP n be the set of ordered partitions of {1, . . . , n}, i.e. sequences (π 1 , . . . , π k ) of disjoint subsets (blocks) whose union is {1, . . . , n}. We denote by OP k n the set of ordered partitions of {1, . . . , n} with k blocks. Let us introduce for any π ∈ OP k n the coefficient:
Theorem 5. Let a 1 , . . . , a n be elements in a dendriform algebra A. For any subset E = {j 1 , . . . , j m } of {1, . . . , n} let l(E) ∈ A defined by:
we have:
See [22] where this identity is settled in the Rota-Baxter setting, see also [18] . The proof in the dendriform context is entirely similar. Another expression for the left-hand side can be obtained [23] : For any permutation σ ∈ S n we define the element T σ (a 1 , . . . , a n ) as follows: define first the subset E σ ⊂ {1, . . . , n} by k ∈ E σ if and only if σ k+1 > σ j for any j ≤ k. We write E σ in the increasing order:
Then we set:
There are p + 1 packets separated by p stars in the right-hand side of the expression (54) above, and the parentheses are set to the left inside each packet. Following [29] it is convenient to write a permutation by putting a vertical bar after each element of E σ . For example for the permutation σ = (3261457) inside S 7 we have E σ = {2, 6}. Putting the vertical bars:
we see that the corresponding element in A will then be:
Theorem 6. For any a 1 , . . . , a n in the dendriform algebra A the following identity holds:
A q-analog of this identity has been recently proved by J-C. Novelli and J-Y. Thibon [39] .
As simple as it gets: a matrix calculus for renormalization
We shortly introduce a matrix setting for renormalization, associated with any left co-ideal of the Hopf algebra. Although we won't detail this point, let us mention that this matrix approach is particularly wellsuited for the study of the renormalization group and the beta-function for local characters in connected graded Hopf algebras with values into meromorphic functions [9] . See [21] as well as [20, 14] for a detailed account and applications.
4.1. The matrix representation. In this section we introduce the matrix representation of L(H, A) associated with a left coideal, following [21] . Let H be a connected filtered Hopf algebra over the field k, let A be any commutative unital k-algebra, and let L(H, A), ⋆ be the algebra of k-linear maps from H to A endowed with the convolution product. Let J be any left coideal of H (i.e. a vector subspace of H such that ∆(J) ⊂ H ⊗ J).
We fix a basis X = (x i ) i∈I of the left coideal J. Furthermore we suppose that this basis is denumerable (hence indexed by I = N or I = {1, · · · , m}) and filtration ordered, i.e. such that if i ≤ j and x j ∈ H n , then x i ∈ H n . Definition 1. The coproduct matrix in the basis X is the |I| × |I| matrix M with entries in H defined by :
The coproduct matrix is lower-triangular with diagonal terms equal to 1 ([21] Lemma 1). Now define Ψ J : L(H, A) → End A (A ⊗ J) by :
In other words, the matrix of Ψ J [f ] is given by f (M ) := f (M ij ) i,j∈I . It is shown in [14] and also [21] that the map Ψ J defined above is an algebra homomorphism. Its transpose does not depend on the choice of the basis. The Lie algebra of A-valued infinitesimal characters (resp. the group of A-valued characters) is mapped by Ψ J into the Lie subalgebra of strictly lower-triangular matrices (resp. into the group of lower triangular matrices with -A-algebra units-1's on the diagonal).
The coproduct matrix M with entries in H can be seen as the image of the identity map under Ψ J : L(H, H) → End H (H ⊗ J), i.e. : The algebra M is then a complete filtered Rota-Baxter algebra. Let us denote Ψ J [ϕ] := ϕ for short. As ϕ → ϕ is a morphism of complete filtered Rota-Baxter algebras we immediately get the matrix BirkhoffConnes-Kreimer decomposition:
In other words, the map Ψ J respects the Birkhoff decomposition, i.e. ϕ ± = ϕ ± . We immediately see that ϕ − and ϕ −1
+ are unique solutions of the following equations:
respectively. Moreover, after some simple algebra using the matrix factorization ϕ = ϕ In fact, equations (63) and (61) may be called Bogoliubov's matrix formulae for the counter term and renormalized Feynman rules matrix, ϕ − , ϕ + , respectively. Equation (64) is the matrix form of Bogoliubov's preparation map (6), e.g. see [6] :
Remark 4. We may apply the result from subsection 2.6 to the above matrix representation of g A respectively G A . We have shown the existence of a unique non-linear map χ on g A which allows to write the characters ϕ − and ϕ + as exponentials. In the matrix picture we hence find for Z ∈ g A and ϕ = exp( Z) ∈ G A :
(67) ϕ = exp R(χ( Z)) exp R (χ( Z)) .
The matrices ϕ − := exp − R(χ( Z)) and ϕ 
