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Motivated by the experimental observation that superconductivity in bulk doped SrTiO3 is en-
hanced as a putative ferroelectric quantum critical point (FE-QCP) is approached, we study the
pairing instability of a cubic system in which electrons exchange low-energy ferroelectric fluctua-
tions. Instead of the gradient coupling to the lattice distortion associated with ferroelectricity, we
consider a direct coupling between the electrons and the bosonic ferroelectric field that appears in
the presence of spin-orbit coupling. Working in the weak-coupling regime, we find that the pairing
interaction is dominated by the soft transverse optical (TO) mode, resulting in a Tc enhancement
upon approaching the FE-QCP. Focusing on even-parity states, we find that although the s-wave
state always wins, states with higher Cooper-pair angular momentum become close competitors as
the TO mode softens. We show that the cubic anisotropy of the FE fluctuations mixes the s-wave
and g-wave states, resulting in a characteristic anisotropy of the gap function. The gap anisotropy
behaves non-monotonically as the FE-QCP is approached: upon decreasing the TO mode frequency,
the gap anisotropy first changes sign and then increases in magnitude. We discuss the possible ap-
plications of our results to the superconducting state of SrTiO3.
I. INTRODUCTION
The possibility that bosonic excitations other than
phonons can promote superconductivity has a long his-
tory. The fact that the pairing state of high-Tc cuprates is
observed in close proximity to an antiferromagnetic state
has encouraged intense theoretical investigations about
the nature of the superconducting state mediated by an-
tiferromagnetic fluctuations [1–6]. Beyond cuprates, the
phase diagrams of certain heavy fermions and iron pnic-
tides have motivated theoretical studies of pairing pro-
moted by the exchange of ferromagnetic fluctuations [7]
and nematic fluctuations [8, 9]. More recently, the idea
that ferroelectric fluctuations can also mediate the for-
mation of Cooper pairs [10, 11] has spurred considerable
interest, particularly in the context of doped bulk SrTiO3
(STO) – for a recent review, see Ref. [12]. Indeed, un-
doped STO is a semiconducting quantum paraelectric,
i.e. a material whose quantum fluctuations prevent the
onset of the classical ferroelectric ground state [13, 14].
Upon doping via oxygen vacancies or niobium substitu-
tion, a superconducting dome emerges already at very
small carrier concentrations [15–17]. By tuning doped
(i.e. metallic) STO towards a ferroelectric transition,
which can be accomplished via isotope oxygen substitu-
tion [18], chemical substitution on the cation site [19, 20],
hydrostatic pressure [21] or strain [22, 23], it is generally
observed that the superconducting transition tempera-
ture Tc increases as the putative zero-temperature fer-
roelectric transition is approached. This is particularly
unexpected in the case of 18O substituted STO [18, 20],
since the standard isotope effect would predict a lower Tc
due to the fact that 18O is heavier than 16O.
It is important to emphasize that a metal cannot sus-
tain macroscopic ferroelectricity due to screening effects.
But in STO, the displacive ferroelectric transition is ac-
companied by a structural transition in which the crystal
changes from centrosymmetric to non-centrosymmetric.
As a result, the ferroelectric transition is signaled not
only by a diverging dielectric constant [13, 14, 24], but
also by an accompanying softening of a tranverse optical
(TO) phonon mode [25–27]. Strain fluctuations associ-
ated with the TO mode persist even in the metallic phase,
and thus can mediate electron-electron interactions even
if there are no macroscopic dipole moments. Because lo-
cally the electric polarization is proportional to the lat-
tice displacement, we will refer to the pairing mechanism
as promoted by ferroelectric fluctuations, and to the or-
dered state as a metallic ferroelectric state [28, 29].
Different theoretical models have been proposed to
study the scenario in which pairing is due to the exchange
of such ferroelectric fluctuations. Edge et al. consid-
ered an effective model in which the zero-temperature
(i.e. quantum) ferroelectric phase transition in STO is
described in terms of a transverse field Ising model, which
couples directly via a Yukawa-type coupling to the elec-
tronic density [10]. They obtained a superconducting
dome as the carrier concentration increases due to the
competition between the enhancement of the density of
states and the suppression of the soft TO mode upon
doping. They also predicted the aforementioned unusual
isotope effect in 18O substituted STO. One problem how-
ever is how the TO mode microscopically couples to the
electronic degrees of freedom. Because the TO mode is
polar, the standard electron-phonon matrix element gives
a gradient coupling between the lattice displacement and
the electronic density. As a result, the soft TO mode
effectively decouples from the electronic states, and the
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2main contribution to the pairing interaction comes from
the associated longitudinal optical (LO) mode, which re-
mains massive even at the ferroelectric transition. Wo¨lfle
and Balatsky pointed out that the cubic anisotropy of
the lattice allows for an effective coupling between the
TO mode and the electronic density away from high-
symmetry directions [30]. However, such a coupling was
later argued to be too small [31].
An alternative coupling between the odd-parity TO
mode and the electrons occurs when spin-orbit coupling
(SOC) is present [32]. This allows for a direct coupling
between the fermions and the bosonic fields that avoids
the gradient coupling discussed above. Kozii and Fu
recently studied how superconductivity emerges in the
general case of electrons spin-orbit-coupled to a generic
bosonic mode that breaks inversion symmetry [33]. They
found the interesting possibility of closely competing
even-parity and odd-parity pairing states. Kanasugi and
Yanase considered the same coupling to study the inter-
play between superconductivity and long-range ferroelec-
tric order in STO [34, 35]. However, in their model, the
pairing interaction did not arise directly from the ferro-
electric fluctuations, i.e. long-range superconducting and
ferroelectric orders were treated as separate states.
Motivated by these previous investigations, in this pa-
per we solve the weak-coupling problem in which pairing
is mediated by the exchange of an inversion-symmetry-
breaking vectorial bosonic field that couples to the elec-
trons via the SOC, as relevant for bulk STO. We explic-
itly take into account the role of the cubic crystal-field
anisotropy present in these systems, an effect that has
been largely unexplored in previous works. We find that,
in the singlet channel, the s-wave pairing channel domi-
nates, and the pairing interaction is strongly enhanced as
the ferroelectric transition is approached. Moreover, the
subleading larger angular momentum pseudospin-singlet
channels (d-wave and g-wave) become gradually more
competitive as the TO mode becomes softer and the pu-
tative ferroelectric quantum critical point (FE-QCP) is
approached. Interestingly, the lattice cubic anisotropy
leads to an anisotropy of the gap function. Although the
anisotropy that we find is never large enough to induce
accidental nodes, it increases in magnitude and changes
its sign as the frequency of the TO mode decreases. As a
result, the gap maxima and gap minima switch locations
around the Fermi surface as the FE-QCP is approached.
We emphasize that the pairing solution studied here
is in the weak-coupling (i.e. BCS-like) limit, since the
dynamics of the bosons are not taken into account. This
approximation is of course not valid close enough to the
FE-QCP, where the feedback effect of the fermions on
the boson dynamics is expected to play a crucial role.
Moreover, in our approach, because the main contribu-
tion to the pairing interaction comes from the soft TO
mode, whose energy is smaller than the Fermi energy, the
impact of the LO mode, whose energy is larger than the
Fermi energy, is negligible. Of course, the LO mode on
its own can mediate pairing, as discussed elsewhere [36].
Despite these approximations, our work reveals a clear
qualitative evolution of the gap function as the FE-QCP
is approached. We thus discuss the possible implications
of our results to the elucidation of superconductivity in
STO, highlighting the issues that remain to be addressed
to confirm whether this scenario is suitable.
The paper is organized as follows: in Sec. II we in-
troduce the model, which includes a spin-orbit mediated
direct coupling between the low-energy fermions and the
FE fluctuations, and obtain the effective pairing interac-
tion and superconducting gap equation. We first solve for
Tc assuming rotational invariance in Sec. III, and inves-
tigate the close competition among even-parity channels
as the TO mode softens. In Sec. IV we include the fi-
nite cubic crystal-field in the FE fluctuations and study
the resulting anisotropy of the gap function. We show a
characteristic sign change and subsequent growth of this
anisotropy as the FE instability is approached. We sum-
marize our results and discuss the possible applications to
superconductivity in STO in Sec. V. Appendices A and
B expand on technical details of the main calculations.
II. LOW-ENERGY MODEL
Our model consists of non-interacting fermions ckα,
with momentum k and (pseudo-)spin projection α, cou-
pled to ferroelectric (FE) excitations in a cubic lattice
described by the vector bosonic field φ (q). The latter is
parity-odd and time-reversal-even; as a result, it is pro-
portional to the polar lattice displacement u that pro-
motes a local polarization P ∝ u inside the cubic unit
cell. Since we are working in the metallic regime, the
system does not sustain a macroscopic polarization. Yet,
as we discussed above, we refer to φ (q) as the FE order
parameter or polarization. Similarly, we refer to the FE
mode and the TO phonon mode interchangeably.
A. Bosonic propagator: optical phonons
The bosonic propagator describing the FE fluctuations
in the disordered state is given by [12, 30, 31, 37, 38]
χ−1ij (q, iΩn) = E
−1
T [Ki(q)δij +M(q)qˆiqˆj ] , (1)
with Matsubara bosonic frequency Ωn = 2npiT (n ∈ Z)
and:
Ki(q) = Ω
2
n + ω
2
T + E
2
T q
2 + ε2cq
2
i , (2)
M(q) = ω2L − ω2T −
(
E2T − E2L
)
q2 . (3)
Here, the Latin indices i, j refer to components of the
FE order parameter φi. The eigenvalues of Eq.(1) give
the phonon dispersions of two transverse optical (TO)
3modes and one longitudinal optical (LO) mode, which
have the characteristic energy scales ET ≡ cTpi/a and
EL ≡ cLpi/a, respectively, with a denoting the cubic lat-
tice constant. The quantities cT (cL) and ωT (ωL) denote
the transverse (longitudinal) phonon velocity and the
transverse (longitudinal) optical gap at the center of the
Brillouin zone, respectively. Importantly, ω2L = ω
2
T + ω
2
p,
where ωp is the ionic plasma frequency; this term arises
because the LO mode generates Coulomb energy. Thus,
ωL remains finite even when ωT → 0 at the FE transition.
Note that our choice of units is such that the propagator
has dimensions of inverse of energy, and the transferred
momentum q has units of pi/a in Eqs.(1)-(3).
A crucial parameter in Eq. (3) is the cubic anisotropy
term εc, which arises from the crystal field effects of the
cubic lattice. If it is absent (εc = 0), the phonon prop-
agator is rotationally invariant and can be rewritten in
the form:
χ−1ij (q, iΩn)
E−1T
= Ω2nδij +
(
ω2L + E
2
Lq
2
)
qˆiqˆj (4)
+
(
ω2T + E
2
T q
2
)
(δij − qˆiqˆj)
As a result, the eigenvalues split into a doubly-degenerate
purely transverse mode, $2T (q) = ω
2
T + E
2
T q
2, and a
purely longitudinal mode, $2L(q) = ω
2
L + E
2
Lq
2. A non-
zero εc, on the other hand, breaks rotational symme-
try and mixes the longitudinal and transverse polar-
ization of the modes, except along high-symmetry di-
rections [30, 31]. The dispersions themselves become
anisotropic, as shown in Fig. 1, which contrasts the three
isotropic modes for εc = 0 (panels (a) to (c)) to the three
anisotropic modes for εc 6= 0 (panels (d) to (f)). As we
explain later, the cubic anisotropy has an important im-
pact on the gap function in the superconducting state.
In this figure and in the remainder of the text, we set
the following parameters: ωL = 100 meV, ET = 40 meV,
and EL = ET /10, which fit well the neutron scattering
data of Ref. [27].
B. Coupling to electronic degrees of freedom
We now consider how the FE fluctuations discussed
above couple to the electronic degrees of freedom. For
simplicity, we will restrict our analysis to a single-band
with dispersion ξk = k
2/2m − µ, where µ is the chem-
ical potential, as appropriate for dilute STO. The most
straightforward coupling between the FE bosonic field φ
and the fermions ckα is via the standard electron-phonon
coupling. Due to the dipolar nature of the phonons, this
translates into a gradient coupling [30, 39, 40]. As a re-
sult, there is no direct coupling between the modes with
transverse polarization and the electronic density. In the
case where the cubic anisotropy term vanishes, εc = 0,
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Figure 1. Dispersions of the phonon propagator Eq. (1) at
finite q = 0.1 without a crystal field εc = 0 in panels (a)-(c)
and with a finite cubic crystal field εc = 2ET in panels (d)-
(f). (a) and (b) are the purely transverse modes $T (q) and
(c) is the purely longitudinal mode $L(q). The eigenmodes
of the dispersions (d)-(f) are anisotropic; their polarizations
are neither purely longitudinal nor purely transverse except at
high-symmetry directions of the cubic crystal. In all panels
ωT = 1 meV, ωL = 100 meV, ET = 40 meV, and EL =
ET /10.
this would imply a complete decoupling from the soft
TO mode. The presence of εc 6= 0, however, mixes trans-
verse and longitudinal polarizations (except along high-
symmetry directions), allowing for an indirect coupling
to the TO mode [30]. Such a coupling, however, is ex-
pected to be very small, particularly in the dilute regime
of STO [31].
In this work, we consider instead another allowed cou-
pling, which is present in systems with spin-orbit cou-
pling (SOC), as previously discussed in Refs. [32, 33, 41,
42]. The Hamiltonian in this case is is given by
4Hˆ =
∑
k,α
ξkc
†
kαckα + g
∑
q
∑
i
φi(q)Qˆi(q). (5)
where g is a coupling constant with dimensions of energy.
Following the notation of Refs. [33, 41], the bilinear elec-
tronic operator that couples directly to the parity-odd
bosonic field can be written as:
Qˆi(q) ≡
∑
k,αβ
Fi,αβ(k,q)c
†
k+q,αckβ , (6)
where the form factor is:
Fi,αβ(k,q) =
1
2
[Γi,αβ(k + q) + Γi,αβ(k)] , (7)
Γi,αβ(k) = [kˆ × σαβ ]i , (8)
Recall that the Latin indices i, j refer to the Cartesian
components of the bosonic fields, whereas the Greek in-
dices α, β refer to the pseudospin components of the
fermionic field. Moreover, σ is a Pauli matrix. That such
a term is allowed by symmetry follows from the fact that
Qˆi(q) is even under time-reversal but odd under inversion
symmetry. The main question, of course, is about the
magnitude of the coupling constant g, which remains un-
settled in STO, to the best of our knowledge [43]. Qual-
itatively, such a coupling is fundamentally different than
the gradient coupling mentioned above, since it allows
for a finite coupling between the soft TO mode and the
fermions even in the q→ 0 limit. Quantitatively, it is ex-
pected that even if the coupling g is small, proximity to a
FE-QCP moves the system towards the strong-coupling
regime, since the pairing interaction becomes singular [2].
C. Superconducting gap equation
Our model consists of Eq. (5) supplemented by the
bosonic propagator (1). To obtain the pairing instabil-
ity, we employ the standard approach of computing the
anomalous fermionic self-energy via the self-consistent
rainbow diagram. To keep the calculation controlled, we
will focus on the BCS (i.e. weak-coupling) regime. While
this approximation does not give access to the behavior
at the FE-QCP, it does provide important insight into
the pairing problem as the QCP is approached, which is
our goal in this paper. More specifically, as we show be-
low, the pairing interaction goes approximately as g2/ω2T
in this approximation. This defines a regime around the
QCP where the soft-mode ωT remains larger than g such
that the pairing interaction remains in the weak-coupling
regime. Thus, the smaller g is, the closer to the FE-QCP
our approach is valid.
To proceed, we introduce the extended Nambu spinor
ψˆ†k = (c
†
k↑c
†
k↓c−k↑c−k↓) and rewrite the bare electronic
Figure 2. Diagrammatic representation of the dressed
fermionic Green’s function (double solid lines). The single
solid lines correspond to the bare fermionic Green’s function
defined in Eq.(9), while the single dashed line represent the
bare bosonic propagator defined in Eq.(1). The small dark
circles denote the interaction vertex defined in Eq.(12).
Green’s function,
Gˆ−10 (k, ωn) =
1
2
(iωnσ0τ0 − ξkσ0τ3) , (9)
where ωn = (2n + 1)piT (with n ∈ Z) is the fermionic
Matsubara frequency and σj (τj) denotes the Pauli ma-
trices in spin (particle-hole) space. Moreover, to shorten
the notation we define Gˆ0(k, ωn) ≡ Gˆ0,n(k), χij(q,Ωn) ≡
χij,n(q), and similarly for all the other Green’s functions
and self-energies introduced in this section. The coupling
between the electrons and the FE fluctuations dresses the
bare electronic propagator according to Dyson’s equation
Gˆ−1n (k) = Gˆ−10,n(k)− Σˆn(k) , (10)
where the fermionic self-energy due to the summation of
rainbow-type diagrams, illustrated in Fig. 2, takes the
form
Σˆn(k)= 2T
∑
k′,n′,ij
χij,n (k− k′) Fˆj(k,k′−k)Gˆn′(k′)Fˆi(k,k′−k) .
(11)
Here, we defined Fˆi(k,k
′ − k) ≡ g
(
Γˆ(k′) + Γˆ(k)
)
/4,
where
Γˆ (k) =

Γ↑↑ (k) Γ↑↓ (k) 0 0
Γ↓↑ (k) Γ↓↓ (k) 0 0
0 0 Γ↑↑ (k) Γ↓↑ (k)
0 0 Γ↑↓ (k) Γ↓↓ (k)
 (12)
denotes the matrix representation of Eq. (8) in Nambu
space.
Note that, in the weak-coupling regime that we study
in this paper, we can neglect the renormalization of the
bosonic propagator Eq. (1) caused by the coupling to
the electrons. Because of the structure of the form factor
in Eq. (7), such a coupling is expected to give rise to
a momentum-dependent Landau damping, which should
affect the pairing problem at the FE-QCP, similarly to
the case of a ferromagnetic QCP [7].
We solve the self-consistent equations (10) and (11)
within the weak-coupling approximation, in which the
dynamics of the bosonic propagator is neglected (i.e.
χij (k− k′) ≡ χij,0 (k− k′) ) in lieu of a cut-off ωc, and
the states are assumed to be at the Fermi surface, i.e.
k = kF kˆ. In addition, as relevant for STO, we focus
5on the even-parity pseudospin-singlet channel, in which
case the anomalous part of the self-energy is given by
Σˆan = iσ2τ1∆. The resulting linearized gap-equation ob-
tained from the self-consistent solution of Eq. (11) is
given by
∆(kˆ) = log
(
κωc
Tc
)∫
dkˆ′
4pi
∆(kˆ ′)λ(kˆ, kˆ ′) . (13)
Here κ = 2eγ/pi ≈ 1.13, and we defined the dimension-
less pairing interaction function:
λ(kˆ, kˆ ′) =
λ0
2
[
L(kˆ, kˆ ′) + L(kˆ,−kˆ ′)
]
(14)
Note that λ(kˆ, kˆ ′) has been expressed explicitly as an
even function of kˆ′, which is accomplished by using the
fact that ∆(−kˆ ′) = ∆(kˆ ′). In this expression, we de-
fined the dimensionless electron-FE coupling constant
λ0 = NF g
2E−1T , where NF is the density of states at
the Fermi level. The solid angle dependence in the cou-
pling function L(kˆ, kˆ ′) causes the gap function ∆(kˆ) to
be generically anisotropic around the Fermi surface. This
angular dependence is a result of both the form factor in
Eq. (7) and the bosonic propagator Eq. (1):
L(kˆ, kˆ ′) = ET
∑
ij
fij(kˆ, kˆ
′)χij(kˆ − kˆ ′) (15)
with:
fij(kˆ, kˆ
′) = [Γi,↓↑(k) + Γi,↓↑(k′)] [Γj,↑↓(k) + Γj,↑↓(k′)]
− [Γi,↑↑(k) + Γi,↑↑(k′)] [Γj,↓↓(k) + Γj,↓↓(k′)] .
(16)
Note that fij does not depend on the amplitude of k and
k′, since Γi,αβ(k) + Γi,αβ(k′) = [(kˆ + kˆ′)× σαβ ]i.
Since χij = χji and fij = f
∗
ji, it follows that only the
real part of fij contributes to the sum. Using the fact
that
∣∣∣kˆ + kˆ′∣∣∣2 = 2(1 + kˆ · kˆ′), the form factor can be
re-expressed in the more convenient form:
fij(kˆ, kˆ
′) ≡ (1 + kˆ · kˆ′)δij − 1
2
(
kˆi + kˆ
′
i
)(
kˆj + kˆ
′
j
)
(17)
Finally, it is convenient to rewrite the bosonic propa-
gator χij in terms of its diagonalized form:
χ−1ij =
∑
a=1,2,3
Uiaχ˜
−1
aa U
−1
aj (18)
Here, χ˜−1aa ≡ E−1T $2a give the three eigenvalues that
correspond to the three phonon dispersions. Further-
more, Uia ≡ eia and U−1 = UT , where eˆa(qˆ) are the
phonon polarizations. Substituting in Eq. (15) then
yields:
L(kˆ, kˆ′) = E2T
∑
a=1,2,3
Υa(kˆ, kˆ
′)
$2a(kˆ − kˆ ′)
(19)
with the modified form factors:
Υa(kˆ, kˆ
′) ≡
∑
i,j
Uia(kˆ − kˆ′)fij(kˆ, kˆ′)U−1aj (kˆ − kˆ′) (20)
Related gap equations were derived previously to study
the general problem of superconductivity induced by fluc-
tuations of an odd-parity bosonic field [32, 33, 41, 44].
While those works focused on the close competition be-
tween even-parity and odd-parity superconducting insta-
bilities, our emphasis here is on the possible application
of this formalism to STO, which is believed to be a sin-
glet superconducting state. For this reason, and because
the triplet instability was shown to be subleading in the
case of the coupling vertex of Eq. (8) [33], in this paper
we restrict our analysis to the singlet pairing state only.
III. THE ISOTROPIC SYSTEM
As discussed in the introduction, when the cubic
anisotropy term εc vanishes in Eq. (1), diagonalization of
χ−1ij (q, 0) leads to a doubly-degenerate transverse mode,
$2T (q) = ω
2
T + E
2
T q
2, and a purely longitudinal mode,
$2L(q) = ω
2
L + E
2
Lq
2. To derive the effective pairing in-
teraction λ(kˆ, kˆ ′) in Eq. (14), we must compute the form
factors Υa(kˆ, kˆ
′) that appear in Eq. (19). In the case of
εc = 0, it is more convenient to directly invert χ
−1
ij (q, 0),
which gives:
χij (q, 0)
ET
=
1
$2T (q)
[
δij −
(
$2L(q)−$2T (q)
$2L(q)
)
qˆiqˆj
]
(21)
We can then directly compute Eq. (15); using the fact
that q2 = 2k2F
(
1− kˆ · kˆ′
)
and qˆi =
kˆi−kˆ′i√
2(1−kˆ·kˆ′)
, we find
for the effective pairing interaction:
λ(x) = λT (x) + λL(x) (22)
λa(x) =
λ0
2
(
ET
ωa
)2∑
±
1± x
1 + 2η2a(1∓ x)
(23)
where ηa ≡ EakFωa is a dimensionless parameter, a = T or
a = L, ωa are the optical gaps of each mode at the zone
center, and x = kˆ · kˆ′ = cos θk,k′ is the relative angle be-
tween scattering momenta. Recall that throughout this
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Figure 3. (a) Effective pairing interaction λ(x), in units of
the dimensionless coupling constant λ0, as function of the
relative angle between the scattering vectors x = cos θk,k′ , for
different values of the TO mode frequency ωT . Here, we set
kF = 0.05 and ET = 40 meV as relevant for STO, yielding
ET kF = 2 meV. (b) Coefficients cl of the l = 0, 2, 4 and 6
pairing channels as function of ωT . (c) Ratio between the
subdominant coefficients cl>0 specified in the legend and the
dominant c0 coefficient as function of the dimensionless pa-
rameter 1
ηT
= ωT
ET kF
.
work, momentum (and thus kF ) is dimensionless as it is
expressed in units of pi/a, whereas energies (Ea, εc) and
frequencies (ωa) have units of energy.
The pairing interaction λ(x) is shown in Fig. 3(a) for
several values of the transverse optical gap ωT . It is pos-
itive for all x and thus, in agreement with Ref. [33],
it provides an attractive interaction in the even-parity
pseudospin-singlet channel. Moreover, because close to
the FE instability ωL  ωT , the contribution of the lon-
gitudinal sector to the pairing interaction λ(x) is negli-
gible, λL(x)λT (x) ∼
(
ωT
ωL
)2
 1. Consequently, the pairing
interaction is mediated primarily through the coupling
to the soft transverse mode. This is an important result
of our work: in contrast to the dipolar-mediated gradient
coupling, the spin-orbit-mediated coupling depends only
on the TO mode.
As shown in Fig. 3(a), as the system approaches the FE
transition and ωT decreases, the pairing interaction λ(x)
increases and becomes more anisotropic, as it depends
more strongly on θk,k′ . The maximum of the pairing in-
teraction happens for nearly parallel momenta, θk,k′ ≈ 0.
This is a direct consequence of the fact that the FE fluc-
tuations are peaked at zero momentum transfer. For
θk,k′ ≈ 0, λ(x = ±1) ≈ λT (x = ±1) = λ0
(
ET
ωT
)2
grows
with the softening of the TO mode, whereas for all other
angles, the pairing interaction is suppressed by the fac-
tor η2T =
(
ET kF
ωT
)2
in the denominator of Eq. (23). As
the TO gap ωT is reduced and becomes comparable to
the characteristic energy ET kF , the contribution from
ηT in the denominator becomes important, and the θk,k′
anisotropy of the pairing interaction increases, acquir-
ing a pronounced minimum for perpendicular scattering
x = 0. As will be shown below, this has important con-
sequences for the competition of the various even-parity
superconducting channels.
In order to solve the gap equation (13), we exploit
the rotational invariance of the system and expand the
effective interaction and the gap function into spherical
harmonics,
λ(kˆ, kˆ′) = λ0
∑
l,m
clY
m
l (kˆ)
[
Y ml (kˆ
′)
]∗
(24)
∆(kˆ) =
∑
l,m
dlY
m
l (kˆ) (25)
As a result, the linearized gap equation decouples
into orthogonal even-parity channels characterized by the
Cooper-pair angular momentum l = 2n (n ∈ N),
1 =
cl
4pi
λ0 log
(
1.13ωc
kBT
(l)
c
)
. (26)
The largest coefficient cl gives the largest supercon-
ducting transition temperature T
(l)
c , thus defining the
7leading superconducting instability channel. The coef-
ficients cl corresponding to the four largest even angular
momenta l are shown in Fig. 3(b) as function of the TO
mode frequency ωT . As expected, all coefficients grow
for decreasing ωT , in agreement with the increase of the
pairing interaction [Fig. 3(a)]. The l = 0 channel has the
largest coefficient, signaling an isotropic s-wave gap func-
tion at Tc, as expected from an overall attractive pairing
interaction λ(x). Moreover, as shown in Fig. 3(b), the
coefficients of the subleading even-parity channels l = 2,
l = 4 and l = 6 grow faster than the isotropic l = 0
solution as the system approaches the FE instability, al-
though c0 always remains larger than cl>0 in our calcul-
tions.
To understand this behavior, let us focus again on the
effective pairing interaction λ(x) in Eq. (23). When the
frequency of the TO mode is sufficiently large such that
ηT =
ET kF
ωT
 1, the interaction is essentially constant,
λ(x) ' λ0E
2
T
ω2T
. As a result, c0  cl>0, in analogy to
the standard case of a phonon-mediated pairing interac-
tion, which is momentum-independent. Note that this
form of the interaction was proposed on phenomenolog-
ical grounds in Ref. [10]. As the TO mode becomes
softer, however, ηT grows and the interaction acquires
a strong θk,k′ anisotropy [Fig. 3(a)], becoming strongly
peaked near zero momentum transfer. As a result, the co-
efficients of the higher-order harmonics increase and ap-
proach the isotropic coefficient, cl>0 → c0, in the regime
ωT  ET kF , as illustrated in Fig. 3(c). This behav-
ior is reminiscent of the case of pairing mediated by ne-
matic fluctuations, which favor all pairing channels due
to the fact that they are also strongly peaked at zero-
momentum [45–47].
IV. THE CUBIC SYSTEM
In an actual cubic material, the symmetry is lowered
from the continuous rotation group to the discrete point
group Oh. In our model, the cubic symmetry of the lat-
tice is manifested by the cubic anisotropy term εc in the
bosonic propagator (1). In this section, we investigate the
impact of this term on the pairing state promoted by the
FE fluctuations. Clearly, because εc lowers the symmetry
of the effective interaction Eq. (15), the superconducting
gap solution ∆(kˆ) will no longer be isotropic. As we will
show, the anisotropy of the gap generated by this term
becomes significant near the FE transition. Note that we
neglect, for simplicity, the effect of the cubic crystal field
on the electronic band dispersion Eq. (9).
As explained in the introduction and also discussed in
Ref. [30], the main effect of the cubic anisotropy on the
bosonic degrees of freedom is to couple the polarization
of the transverse and longitudinal phonon modes [31].
While the anisotropic term is not small, εc ∼ ET accord-
ing to fits to neutron data [27], treating εc as a pertur-
bation can give powerful insight into the problem. Our
strategy in this section is thus to get insight of the gap
solution from the perturbative expansion of the pairing
interaction in εc, and then compare the results with the
numerical solution of the gap equation (13).
Treating εc as a perturbation, we find that the leading-
order correction arising from the polarization of the
modes of χij(kˆ − kˆ′) together with the form factor
fij(kˆ, kˆ
′) in Eq. (15) vanishes (see Appendix A for de-
tails). Thus, the effective pairing interaction is altered
solely by the first order correction of the dispersion of
the modes. The corresponding expression for the modi-
fied interaction Eq. (15) reads,
L(kˆ − kˆ ′) '
(
ET
ωa
)2 ∑
a=T,L
1 + x
1 + 2η2a(1− x)
× (27)
[
1− ε
2
ck
2
F
2(1− x)ω2a [1 + 2η2a(1− x)]
ζa(kˆ − kˆ′)
]
which is no longer rotational invariant, i.e. it no longer
depends only on the relative angle between kˆ and kˆ′
(x = cos kˆ · kˆ′), but acquires a cubic angular dependence
through the form factors ζT and ζL defined as:
ζT (qˆ) = 2
(
qˆ2xqˆ
2
y + qˆ
2
xqˆ
2
z + qˆ
2
y qˆ
2
z
)
(28)
ζL(qˆ) = qˆ
4
x + qˆ
4
y + qˆ
4
z . (29)
These form factors are plotted in Fig. 4 to highlight
their cubic symmetry. The final perturbative expres-
sion for the pairing interaction is then λ(kˆ, kˆ′) ' λ(x) +
λc(kˆ, kˆ
′), with contributions from the transverse and lon-
gitudinal sectors λc(kˆ, kˆ
′) = λc,T (kˆ, kˆ′) + λc,L(kˆ, kˆ′):
λc,T (kˆ, kˆ
′) = −λ0
2
(
ET
ωT
)2(
εckF
ωT
)2 [
1 + x
1− x
∑
i>j(kˆi − kˆ′i)2(kˆj − kˆ′j)2
[1 + 2η2T (1− x)]2
+
1− x
1 + x
∑
i>j(kˆi + kˆ
′
i)
2(kˆj + kˆ
′
j)
2
[1 + 2η2T (1 + x)]
2
]
(30)
λc,L(kˆ, kˆ
′) = −λ0
4
(
ET
ωL
)2(
εckF
ωL
)2 [
1 + x
1− x
∑
i(kˆi − kˆ′i)4
[1 + 2η2L(1− x)]2
+
1− x
1 + x
∑
i(kˆi + kˆ
′
i)
4
[1 + 2η2L(1− x)]2
]
. (31)
The main point of Eqs. (28)-(31) is to illustrate that the gap function is no longer isotropic, but carries on the
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Figure 4. Form factors ζa(qˆ) obtained in the perturbative
treatment of the pairing interaction to leading order in the
cubic anisotropy term εc. (a) ζT (qˆ) [Eq. (28)] and (b) ζL(qˆ)
[Eq. (29)]. These form factors enter the effective pairing in-
teraction L(qˆ) given by Eq. (27).
information encoded in εc about the cubic anisotropy of
the system. These expression will be used later on to
understand qualitatively the results of this section.
In analogy to our solution for the isotropic case, we
now have to expand the full pairing interaction (14) (i.e.
without assuming small εc) into an appropriate set of
functions. Instead of spherical harmonics, we use the cu-
bic harmonics KΓa (kˆ) for each irreducible representation
(irrep) Γ of the Oh cubic group [48]. For a given irrep,
the basis functions KΓa (kˆ) can be expressed in terms of
spherical harmonics Y ma corresponding to different values
of the angular momentum a. The set of basis functions
with smallest angular momentum projection a of the five
even-parity irreps (A1g, Eg, T2g, T1g and A2g) are shown
in Table I. Note that the A1g irrep basis contains func-
tions associated not only with zero angular momentum
(“s-wave”), K
A1g
0 , but also with a = 4 angular momen-
tum (“g-wave”), K
A1g
4 . This is not surprising, since an-
gular momentum is not a good quantum number for the
cubic system.
The full pairing interaction λ(kˆ, kˆ′) (and of course the
perturbative expressions Eqs. (30)-(31)) mixes, within
each irrep Γ, the set of functions KΓa (kˆ). It can therefore
be expanded in the following form
λ(kˆ, kˆ′) = λ0
∑
Γ
∑
ab
cΓabK
Γ
a (kˆ)K
Γ
b (kˆ
′) (32)
where the coefficients cab are real numbers. The pres-
ence of non-zero cΓa 6=b 6= 0 implies mixing of angular mo-
Table I. Even-parity basis gap-functions of the Oh cu-
bic group for each irreducible representation Γ. Each
function is given in terms of real spherical harmon-
ics Y m,cl (kˆ) ≡ 1√2
(
Y −ml (kˆ) + Y
m
l (kˆ)
)
and Y m,sl (kˆ) ≡
i√
2
(
Y −ml (kˆ)− Y ml (kˆ)
)
. For multi-dimensional irreps, only
one of the orthogonal basis is given. From Ref. [48].
Irrep Γ Representative basis functions
A1g
K
A1g
0 = Y
0
0
K
A1g
4 (kˆ) =
1
2
√
7
3
Y 04 (kˆ) +
1
2
√
5
3
Y 4,c4 (kˆ)
Eg
K
Eg
2 (kˆ) = Y
2,c
2 (kˆ)
K
Eg
4 (kˆ) = Y
2,c
4 (kˆ)
T2g
K
T2g
2 (kˆ) = Y
2,s
2 (kˆ)
K
T2g
4 (kˆ) = −Y 2,s4 (kˆ)
T1g
K
T1g
4 (kˆ) = Y
4,s
4 (kˆ)
K
T1g
6 (kˆ) = Y
4,s
6 (kˆ)
A2g
K
A2g
6 (kˆ) =
√
11
4
Y 2,c6 (kˆ)−
√
5
4
Y 6,c6 (kˆ)
K
A2g
10 (kˆ) = 0.8Y
2,c
10 (kˆ) + 0.157Y
6,c
10 (kˆ)− 0.576Y 10,c10 (kˆ)
menta, and therefore the solution of the gap function
∆(kˆ) will be in general a combination of cubic harmonics
with different angular momenta. We show explicitly in
Appendix B that c
A1g
04 6= 0 follows from the perturbative
expressions Eqs. (30)-(31).
To proceed, we expand the gap function in cubic har-
monics ∆(kˆ) =
∑
Γ
∑
a b
Γ
aK
Γ
a (kˆ). As a result, the super-
conducting gap equation (13) is decoupled into different
irreducible representation channels Γ:∑
a
dΓaK
Γ
a (kˆ) = λ0 log
(
1.13ωc
kBTc
)
1
4pi
∑
a,b
dΓac
Γ
abK
Γ
b (kˆ).
(33)
Our task is then reduced to compute the pairing inter-
action matrix elements cΓab in Eq. (32), which is numer-
ically straightforward, and then obtain the correspond-
ing largest eigenvalue for each channel Γ. To make the
calculations analytically tractable, we truncate the ex-
pansion in Eq. (32) into a finite-dimensional matrix in
the a, b angular momentum subspace. This is justified as
long as the coefficients cΓab decrease with increasing a, b,
which we show to be the case below. Note that such a
truncation is analogous to the leading angular harmonics
approximation (LAHA) method employed to study the
gap functions of iron-based superconductors [49].
We focus first on the A1g pairing channel of Eq. (33),
corresponding to the trivial irrep of the Oh group. In the
previous section, without the cubic anisotropy (εc = 0),
the leading gap function was found to be the isotropic
one, i.e. Y 00 (s-wave). Truncating the pairing interaction
expansion (32) to second-order gives:
λ(kˆ, kˆ′) = λ0
(
K0 K4(kˆ)
)(c00 c04
c04 c44
)(
K0
K4(kˆ
′)
)
(34)
Here, the Γ = A1g superscript has been dropped for
9clarity. Solution of the gap equation gives:
1 = λ0
α
4pi
log
(
1.13ωc
kBTc
)
(35)
∆(kˆ) = K0 + d4K4(kˆ), (36)
where α is largest eigenvalue of the matrix in Eq. (34)
and d4 can be obtained from the corresponding eigenvec-
tor:
α =
1
2
(
c00 + c44 +
√
(c00 − c44)2 + 4c204
)
(37)
d4 =
2c04
c00 − c44 +
√
(c00 − c44)2 + 4c204
. (38)
The A1g gap function ∆(kˆ) thus acquires an
anisotropic gap structure due to the cubic harmonic K4
(see Table I). To see why the appearance of this har-
monic is generally expected, we rewrite it in Cartesian
coordinates:
K4(kˆ) =
√
21
16pi
[
kˆ4x + kˆ
4
y + kˆ
4
z − 3
(
kˆ2xkˆ
2
y + kˆ
2
xkˆ
2
z + kˆ
2
ykˆ
2
z
)]
(39)
Comparing to the form factors ζa(kˆ) introduced pertur-
batively by the cubic anisotropy term εc in Eqs. (28) and
(29), it is clear that K4(kˆ) ∝ ζL(kˆ)− 32 ζT (kˆ). Thus, this
form of the gap anisotropy simply reflects the anisotropy
in the bosonic propagator.
Fig. 5(a) shows the behavior of the coefficient α as the
system approaches the FE instability for various values
of the cubic crystal field εc. In agreement with what
we found in the absence of cubic anisotropy (εc = 0,
dark blue curve in Fig. 5(a)), the eigenvalue α grows as
ωT → 0 for all εc values, implying an enhancement of
Tc as the FE transition is approached. Moreover, α de-
creases non-monotonically with the cubic anisotropy εc
in all the cases we studied (not shown). A larger Fermi
momentum kF also suppresses the eigenvalue α, as seen
by comparing Figs. 5(a) and (b), which correspond to
kF = 0.05 and kF = 0.2, respectively. Note that the
dimensionless electron-FE coupling λ0 = NF g
2/ET may
also be enhanced by increasing kF , particularly if the
system starts in the very dilute regime. We do not in-
clude this effect in our calculation. Finally, to show that
the second-order truncation in Eq. (34) is enough to
correctly capture the pairing potential, in Fig. 5(e) we
compare the A1g eigenvalue α obtained by truncating
at K4(kˆ) (filled blue squares) and to next order K6(kˆ)
(empty yellow squares). Clearly, the correction is very
small. Indeed, the coefficient of the next cubic harmonic
of the eigenvector ∆(kˆ) = K0 +d4K4(kˆ)+d6K6(kˆ) is still
significantly smaller in this regime of parameter space,
i.e. d6  d4, illustrated in Fig. 5(f).
Fig. 5(c) shows the coefficient d4 calculated from Eq.
(38), which appears in front of the anisotropic contribu-
tion K4(kˆ) to the gap function, ∆(kˆ) = K0 + d4K4(kˆ).
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Figure 5. Eigenvalue of the A1g pairing channel α, Eq. (37),
for various values of the cubic anisotropy εc as specified in
the legend, and for (a) kF = 0.05 and (b) kF = 0.2. The cor-
responding renormalized coefficient d˜4, which is proportional
to the anisotropy of the gap function (see definition in the
main text), is shown in panels (c) and (d), respectively. (e)
Comparison of the computed eigenvalue α for the εc = 10ET
case in panel (b) with kF = 0.2 by including also the next
cubic harmonic K6(kˆ) in the truncation Eq. (34). (f) Coeffi-
cients of the eigenvector ∆(kˆ) = K0 + d4K4(kˆ) + d6K6(kˆ) of
the eigenvalue cases in panel (e).
Since the absolute value of the gap is not fixed by the lin-
earized gap equations, we plot d˜4 = cd4, where c = 3.82
is the peak-to-peak amplitude of the anisotropic func-
tion K4(kˆ)/K0, i.e. the difference between the maximum
and the minimum of this function. As a result, d˜4 gives
the relative anisotropy of the gap function. The curves
shown in Figs. 5(c)-(d) correspond to the same εc val-
ues in Figs. 5(a)-(b). As expected, the gap anisotropy
d˜4 increases with increasing cubic anisotropy εc. Inter-
estingly, for a fixed εc value, the gap anisotropy shows a
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Figure 6. Gap function associated with the A1g pairing in-
stability projected onto the Fermi surface for (a)-(c) ωT = 10
meV and (d)-(f) ωT = 0.6 meV. The (a) and (d) ((b) and
(e)) panels are three-dimensional (two-dimensional) represen-
tations in a sphere (projected on the θ−ϕ plane). Panels (c)
and (f) show the projected gap function of the highest eigen-
value obtained from the direct numerical solution of the gap
equation (13). In all panels, ET = 40 meV, EL = ET /10,
ωL = 100 meV, εc = 10ET and kF = 0.2.
non-monotonic behavior for decreasing ωT , even chang-
ing sign below a critical value of the TO mode frequency
ω∗T . This critical value depends not only on the cubic
anisotropy εc, but also on the value of kF , as it can be
seen by comparing panels 5(c) and (d). For the parame-
ters explored here, we find the biggest gap anisotropy to
be around 40%, taking place at large cubic anisotropies
and small values of the TO gap ωT .
The full angular dependence of the A1g gap function
for εc = 10ET and kF = 0.2 is shown in Fig. 6 for a
large and a small value of ωT . In Figs. 6(a)-(b), be-
cause the TO frequency ωT = 10 meV is only slightly
above the critical value ω∗T for which d4 changes sign,
the anisotropy of ∆(kˆ) is very small. Moreover, because
d4 > 0 [see Fig. 5(d)], the gap maxima (light yellow)
are located along the [100] and symmetry-related direc-
tions, whereas the gap minima (dark blue) appear along
the diagonal [111] and symmetry-related directions. For
ωT < ω
∗
T , the gap anisotropy is reversed, since d4 < 0.
This is illustrated in Figs. 6(d)-(e), obtained for ωT = 0.6
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Figure 7. Channel competition for various cubic anisotropy
values εc as indicated in the insets. (a)-(c) kF = 0.05 and
(d)-(e) kF = 0.2.
meV. Besides the switching between the positions of the
minima and maxima, we note that the magnitude of the
anisotropy is also enhanced, as expected from the en-
hancement of the magnitude of d4 upon decreasing ωT .
In the figures discussed above, we relied on a fi-
nite truncation in the expansion of the full interaction
Eq. (32). To check whether the conclusions obtained
from this method hold, we numerically solved the inte-
gral equation Eq. (13) by using a Lebedev quadrature on
the sphere [50], an optimized method for cubic numerical
integration. As shown in Figs. 6(e)-(f), the numerical
gap agrees relatively well with the gap obtained by the
truncation method, shown in Fig. 6(b) and Fig. 6(d).
This agreement includes the main conclusions that the
gap anisotropy changes sign and enhances in magnitude
as ωT decreases. Note that the quantitative agreement
is better for larger values of ωT , indicating that higher-
order harmonics become more important as the FE-QCP
is approached. This is consistent with what we found in
Fig. 5(f).
We now study the pairing instabilities in the other Oh
even-parity irreps Γ shown in Table (I). In Fig. 7, we
show the leading eigenvalue αΓ corresponding to each
channel (relative to the eigenvalue of the A1g channel) for
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different values of the cubic anisotropy εc and two differ-
ent kF values (kF = 0.05 for the left panels and kF = 0.2
for the right panels). Similarly to the A1g case, we trun-
cate the pairing interaction by considering only the two
highest harmonics shown in Table (I) for each irrep. Pan-
els (a) and (d) recover the results discussed in Fig. (3) for
the isotropic case, showing that as ωT → 0, higher angu-
lar momentum instabilities approach the leading s-wave
instability. A similar behavior is seen when the cubic
anisotropy is finite, εc 6= 0. Indeed, in panels (b)-(c) and
(e)-(f), the eigenvalues corresponding to the pairing in-
stabilities in all non-trivial channels become closer to the
eigenvalue of the trivial A1g channel as the TO mode be-
comes softer – although the latter is always larger than
the former. Among the non-trivial irreps, the most fa-
vored channels are the Eg and T2g ones, usually identified
with d-wave pairing. We emphasize however that Eg and
T2g also have contributions from l = 4 angular momen-
tum (“g-wave”), as shown in Table (I). The reason for
the enhancement of the pairing instabilities in the non-
trivial channels seems to be the same for all values of εc
(including the isotropic case): as ωT → 0, the FE fluctua-
tions become more strongly peaked around q = 0, which
tends to favor all pairing states almost equally well.
V. DISCUSSION AND CONCLUSIONS
In this work, we studied the superconducting insta-
bility promoted by the exchange of FE fluctuations be-
tween low-energy fermions in a cubic system. Focusing on
the weak-coupling regime, where the dynamics of the FE
fluctuations is not important, we considered the direct
coupling between the electronic fermionic operators and
the FE bosonic fields mediated by the spin-orbit coupling
term (8) [32]. In contrast to the dipolar gradient term
arising from the electron-phonon coupling, the main con-
tribution to the pairing interaction comes from the TO
soft mode, as the pairing potential becomes proportional
to 1/ω2T . Consequently, we find that Tc is enhanced as
the putative FE-QCP is approached, not only in the s-
wave singlet channel, but also in all other higher angu-
lar momentum even-parity channels, which become closer
competitors to the trivial superconducting state.
It is important to emphasize that the general prob-
lem of weak-coupling superconductivity caused by the
exchange of odd-parity bosonic fluctuations was gener-
ally studied in several recent works [32, 33, 41, 42, 44].
In all these works, which considered a variety of different
spin-orbit coupling vertices Γ, it was found that odd-
parity and even-parity channels are close competitors,
and sometimes nearly degenerate. Our work, which con-
siders only the vertex in Eq. (8), reveals in addition that
as the bosonic mode becomes soft, all orthogonal even-
parity channels become close competitors to the s-wave
instability. While here we focused only on the even-parity
states, we expect, based on the results of Ref. [33] for the
l = 1 channel and for the same vertex Γ, that different
odd-parity channels will also be enhanced as ωT → 0.
This general phenomenon of multiple nearby pairing in-
stabilities appearing near a putative QCP was also ob-
served in the case of superconductivity mediated by ne-
matic fluctuations [45–47]. Similarly to those, the FE
fluctuations considered here also become strongly peaked
at q = 0 as the QCP is approached. The key point is
that q = 0 peaked fluctuations, in contrast to the q-
independent fluctuations characteristic of the standard
electron-phonon interaction, are not effective in coupling
states separated by moderate or large momentum trans-
fer. As a result, even though the pairing interaction that
they promote is attractive, it does not strongly penalize
gap anisotropy.
One of the consequences of the close proximity be-
tween the Tc values of different even-parity channels as
the FE-QCP is approached, is that certain perturbations
may suppress the trivial s-wave state (which always wins
in our approach), at the same time that they enhance
non-s-wave states – i.e. states with higher Cooper-pair
angular momentum. For instance, the onsite Coulomb
repulsion will certainly penalize the s-wave state but fa-
vor nodal states. Whether this is enough to promote a
superconducting transition between two different pairing
states as the FE-QCP is approached remains to be in-
vestigated. We emphasize that our conclusions rely on a
weak-coupling calculation that is valid in a region that
excludes the FE-QCP. Although this excluded region can
be small if the coupling constant g is small, this approx-
imation prevents us from making statements about the
nature of the pairing state at the FE-QCP. At the FE-
QCP, the boson dynamics induced by the coupling to
the metal’s particle-hole excitations (Landau damping)
becomes crucial.
Our main goal here was to apply this type of spin-orbit-
mediated coupling between odd-parity bosonic fluctua-
tions and electrons to the case of STO. Experimentally, it
is observed that tuning STO towards a putative FE-QCP
via Ca doping, strain, or 18O substitution leads to an en-
hancement of Tc [18–23]. Theoretically, previous works
focused either on a phenomenological coupling between
the FE soft mode and the electrons [10] or on the mi-
croscopic electron-phonon gradient coupling [30, 39, 40].
While the non-soft LO mode plays an important role in
the latter case, for the spin-orbit-mediated coupling con-
sidered here the pairing interaction is dominated by the
soft TO mode. Our work thus provides an interesting al-
ternative avenue by which pairing can be enhanced near
the FE-QCP in STO. Of course, there are several features
of STO not included in our analysis, such as the role of
dilution and the role of the multiple bands that cross the
Fermi level as doping is changed [51, 52]. Moreover, the
size of the coupling constant g is not known in STO, to
the best of our knowledge. As we said above, even if g
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is very small, the interaction can still be large as long as
the system is close enough to the FE-QCP.
An important property of STO that we included in
our analysis is the cubic crystal-field anisotropy of the
FE fluctuations, which is not small according to neutron
scattering experiments [27]. We find that the main ef-
fect of the cubic anisotropy is to induce an anisotropy in
the gap function. Although it transforms as the trivial
A1g representation of the cubic point group Oh, the gap
consists of an admixture of s-wave (l = 0) and g-wave
(l = 4) functions. From this admixture, it follows that
the gap displays maxima or minima at high-symmetry di-
rections [100] and [111]. The gap anisotropy changes non-
monotonically as ωT is suppressed, changing sign and
enhancing in magnitude as the FE-QCP is approached.
Observation of such a gap anisotropy, while challenging,
would provide strong experimental support for the rel-
evance of the mechanism discussed here to the under-
standing of the superconducting state of STO. The best
regime to search for such anisotropies would be in the
regime of larger doping concentrations, where the Fermi
surface is not too small.
While our analysis considered a cubic system, STO is
actually tetragonal due to the antiferro-distortive transi-
tion it undergoes at about 105 K. Given that the tetrag-
onal distortion is very small with c/a = 1.00056 [53], the
main results presented here are unlikely to be changed.
One interesting consequence of such a small tetragonal
distortion is that it couples pairing channels that are oth-
erwise orthogonal in the cubic case. More specifically, the
lattice strain εzz = ∂zuz, where u is the lattice displace-
ment, mixes the A1g and the Eg states. Because the Eg
instability becomes a closer competitor to the A1g insta-
bility as the FE-QCP is approached, such a mixing could
lead to an enhancement of Tc [54].
Beyond STO, our work should be relevant for other
metallic systems in which ferroelectric fluctuations are
strong and superconductivity is nearby. A recent work
focused on the case of Dirac electrons coupled to FE fluc-
tuations [42]. The boson-fermion coupling term consid-
ered in that work is analogous to the one studied here,
with valley degrees of freedom playing the role of spin
degrees of freedom. Interestingly, Ref. [42] did find a
strong enhancement of Tc near the FE-QCP. One could
also conceive heterostructures with substrates that can
be continuously tuned across a FE transition, e.g. ATiO3
with cation A. If a very thin metallic film is deposited
on top of such a substrate, the FE fluctuations of the
latter may provide an additional source of pairing in the
metal. Since the FE fluctuations favor a variety of dif-
ferent pairing channels, an enhancement of Tc would be
expected.
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Appendix A: Perturbative calculation of the
interaction due to the cubic anisotropy term εc
In this section we explicitly derive Eq. (27), the ex-
pression of the coupling function L(kˆ, kˆ′) [Eq. (15)] when
treating the cubic crystal field term εc perturbatively.
We start with the rotationally invariant case εc = 0 ex-
plored in Section III. The phonon dispersions acquire the
simple expressions $2a(q) = ω
2
a + E
2
aq
2 for the two-fold
degenerate transverse mode (a = T ) and the longitudinal
mode (a = L), with polarizations
eˆT1(qˆ) = A(qˆ) (−qˆz, 0, qˆx) (A1)
+B(qˆ)
(−qˆy |qˆx| , (qˆ2x + qˆ2z)sgn(qˆx),−qˆy qˆzsgn(qˆx))
eˆT2(qˆ) = C(qˆ) (−qˆz, 0, qˆx) (A2)
+D(qˆ)
(−qˆy |qˆx| , (qˆ2x + qˆ2z)sgn(qˆx),−qˆy qˆzsgn(qˆx))
eˆL(qˆ) = (qˆx, qˆy, qˆz) (A3)
where the coefficients in the transverse subspace A(qˆ),
B(qˆ), C(qˆ) and D(qˆ) are chosen to keep the basis {eˆa(qˆ)}
orthonormal. The expression of the rotationally invariant
coupling function is then
L(x) =
∑
a=L,T
E2T
ω2a
1 + x
1 + 2η2a(1 + x)
(A4)
which gives the isotropic kernel λ(x) =
λ0
2 (L(x) + L(−x)) in Eq. (23).
We now introduce the cubic anisotropy term:
ε2cq
2qˆiδij ≡ ε2cq2Wij(qˆ) (A5)
perturbatively in the bosonic propagator Eq. (1), and
calculate how the coupling function L(x) is modified
through the changes in the eigenmodes of the propaga-
tor. Since in the absence of the perturbation the trans-
verse subspace [Eqs. (A1)-(A2)] is doubly degenerate, in
order to apply perturbation theory we first choose the
set of coefficients A(qˆ), B(qˆ), C(qˆ) and D(qˆ) so that
the off-diagonal matrix element of the cubic anisotropy
perturbative term vanishes, i.e., 〈eˆT1(qˆ)|W |eˆT2(qˆ)〉 = 0.
We can now proceed to calculate the modification of the
eigen-modes. First, the perturbation term W lifts the
degeneracy of the transverse modes with modified dis-
persions $
′2
a (qˆ) ' $2a(q) + ε2cq2ζa(qˆ) up to order O(ε2cq2)
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where
ζT1(qˆ) = qˆ
2
xqˆ
2
y + qˆ
2
xqˆ
2
z + qˆ
2
y qˆ
2
z (A6)
−
√
qˆ4xqˆ
4
y + qˆ
4
xqˆ
4
z + qˆ
4
y qˆ
4
z − qˆ2xqˆ2y qˆ2z
ζT2(qˆ) = qˆ
2
xqˆ
2
y + qˆ
2
xqˆ
2
z + qˆ
2
y qˆ
2
z (A7)
+
√
qˆ4xqˆ
4
y + qˆ
4
xqˆ
4
z + qˆ
4
y qˆ
4
z − qˆ2xqˆ2y qˆ2z
ζL(qˆ) = qˆ
4
x + qˆ
4
y + qˆ
4
z . (A8)
The eigenvectors eˆa(qˆ) in Eqs. (A1)-(A3) are also mod-
ified by the perturbation term W with eˆ′a(qˆ) ' eˆa(qˆ) +
ε2cq
2ua(qˆ):
uT1(qˆ) = −WT1,L(qˆ)eˆL(qˆ)
$2L(q)−$2T (q)
(A9)
uT2(qˆ) = −WT2,L(qˆ)eˆL(qˆ)
$2L(q)−$2T (q)
(A10)
uL(qˆ) =
WT1,L(qˆ)eˆT1(qˆ) +WT2,L(qˆ)eˆT2(qˆ)
$2L(q)−$2T (q)
(A11)
Here, we defined the notation Wa,b(qˆ) = 〈eˆa|W |eˆb〉 for
the perturbation matrix elements. We can thus calculate
the correction of the numerator in the coupling function
Eq. (19), Υ′a(qˆ) ' Υa(q) + ε2cq2Φa(qˆ) with
ΦT1(kˆ, kˆ
′) = − 2WT1,L(qˆ)
$2L(q)−$2T (q)
× (A12)∑
i,j=x,y,z
uL,i(qˆ)uT1,j(qˆ)(kˆi + kˆ
′
i)(kˆj + kˆ
′
j)
ΦT2(kˆ, kˆ
′) = − 2WT2,L(qˆ)
$2L(q)−$2T (q)
× (A13)∑
i,j=x,y,z
uL,i(qˆ)uT2,j(qˆ)(kˆi + kˆ
′
i)(kˆj + kˆ
′
j)
ΦL(kˆ, kˆ
′) = −
[
ΦT1(kˆ, kˆ
′) + ΦT2(kˆ, kˆ
′)
]
, (A14)
and qˆ = (kˆ − kˆ ′)/
√
2(1− kˆ · kˆ ′). Because of the form
of the longitudinal polarization eˆL(qˆ) [Eq. (A3)], the fol-
lowing equality is fulfilled,
∑
i=x,y,z
uL,i(qˆ)ua,i(qˆ)(kˆi + kˆ
′
i)
2 = −
∑
i 6=j
uL,i(qˆ)ua,j(qˆ)(kˆi + kˆ
′
i)(kˆj + kˆ
′
j) −→ Φa(qˆ) = 0. (A15)
Therefore, the leading order correction of Υa(qˆ) van-
ishes and, as mentioned in the main text, only the correc-
tion to the eigenvalues $′a(qˆ) contributes in this order to
the modified expression of the pairing interaction, given
by Eq. (27).
Appendix B: Non-zero c
A1g
04 mixing term
We focus on the simplest limit of the lengthy expres-
sions Eqs. (30)-(31): ω2a  E2ak2F , so we can take η2a ≈ 0
in the denominators of both expressions (note that for
the massive longitudinal mode this is a very good ap-
proach, but for the soft transverse mode it is just one of
the possible limits that depend on the ratio ωTET kF ). For
simplicity, we also set x = 0, which we can do without
loss of generality in order to show that c
A1g
40 6= 0. The
sign of c40, however, depends on the contribution of all
x. Under these approximations the expressions become:
λc,T (kˆ, kˆ
′) ' −λ0
(
ET
ωT
)2(
εckF
ωT
)2 [
kˆ2xkˆ
2
y + kˆ
2
xkˆ
2
z + kˆ
2
ykˆ
2
z + kˆ
′2
x kˆ
′2
y + kˆ
′2
x kˆ
′2
z + kˆ
′2
y kˆ
′2
z + 1− 3
(
kˆ2xkˆ
′2
x + kˆ
2
ykˆ
′2
y + kˆ
2
z kˆ
′2
z
)]
(B1)
λc,L(kˆ, kˆ
′) ' −λ0
2
(
ET
ωL
)2(
εckF
ωL
)2 [
kˆ4x + kˆ
4
y + kˆ
4
z + kˆ
′4
x + kˆ
′4
y + kˆ
′4
z + 6
(
kˆ2xkˆ
′2
x + kˆ
2
ykˆ
′2
y + kˆ
2
z kˆ
′2
z
)]
. (B2)
Comparing Eqs.(B1) and (B2) with Eq. (39), we im- mediately see their similarities with the cubic harmonics.
More concretely we can rewrite the expressions as
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λc,T (kˆ, kˆ
′) ∝ −1
2
∑
i>j
[
(kˆi − kˆ′i)2(kˆj − kˆ′j)2 + (kˆi + kˆ′i)2(kˆj + kˆ′j)2
]
≈ 8pi
5
(
K
A1g
0 K
A1g
4 (kˆ)
)(− 83 1√21
1√
21
0
)(
K
A1g
0
K
A1g
4 (kˆ
′)
)
(B3)
λc,L(kˆ, kˆ
′) ∝ −1
4
∑
i
[
(kˆi − kˆ′i)4 + (kˆi + kˆ′i)4
]
≈ 8pi
5
(
K
A1g
0 K
A1g
4 (kˆ)
)( −4 − 1√
21
− 1√
21
0
)(
K
A1g
0
K
A1g
4 (kˆ
′)
)
, (B4)
where we truncated the expansions in cubic harmonics
to leading order. Note that in both cases, the angular
momentum mixing coefficient c
A1g
40 6= 0.
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