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In this paper, we show the short time existence of the smooth
solution for the porous medium equations in a smooth bounded
domain:
ut = um (m > 1) (0.1)
with zero boundary condition. On the ﬁxed boundary ∂Ω , the
ﬂux ∇um is nonzero while the gradient of pressure, ∇um−1, is
zero. As a consequence the parabolic equation above becomes de-
generate. The proof is based on a deﬁnition of weighted space C2,γs
corresponding to the given degeneracy and the Schauder estimates
in its linearized equation
wt = xαn aij(x)Dij w (0.2)
in C2,γs for 0 < α = m−1m < 1.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider in this paper the initial value problem for the Porous Medium Equation (PME)
⎧⎨
⎩
ut = um in Ω,
u(x,0) = u0 > 0 in Ω,
u(x, t) = 0 for x ∈ ∂Ω
(1.1)
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integrable and compactly supported.
In case of Ω = Rn , it becomes a free boundary problem where {u > 0} propagates with the ﬁ-
nite speed. It is well known that this equation describes the evolution in time of various diffusion
processes, in particular the ﬂow of a gas through a porous medium; u represents the density, while
f =mum−1 represents the pressure of the gas. Then the function f satisﬁes the equation
ft = f f + 1
m − 1 |Df |
2.
When u = 0, then f = 0 and all of the above equations become degenerate. This degeneracy results in
the interesting phenomenon of the ﬁnite speed of propagation: If the initial data u0 is compactly sup-
ported in Rn , the solution u(·, t) will remain compactly supported for all time t . And also Daskalopou-
los and Hamilton [3] show that under rather general assumptions on the initial data, the free boundary
is smooth surface when 0< t < T , for some T > 0.
In the event of our problem, it can be thought that the free boundary is ﬁxed by the external
force. So using the pressure function f =mum−1 is inadequate in our problem. Because we can show
that |Df | is connected with the moving speed of free boundary from the above equation, and then
|∇um−1| = 0 on the ﬁxed boundary. But it is well known that ∇(um) is nonzero and bounded above
and below on the boundary [13]. So it is possible to research the behaviour about the function f = um .
The function f satisﬁes the equation
ft =mf α f
with 0 < α = m−1m < 1. Likewise the pressure, the equation becomes degenerate. The properties of
fully degenerated equations can be found at [5] and [7].
Vázquez [12,13] showed that the nonnegative weak solution exists, is unique and depends con-
tinuously on the data in the L1(Ω) norm. The large-time stabilization for the solutions of the
above problem has been studied by Aronson and Peletier [1], who prove that as t → ∞, they
tend in the L∞ norm to the similarity solution U (x, t) = g(x)/(1 + t)1/(m−1) with an error of order
O (1/(1+ t)m/(m−1)). Here, g is the unique solution of the elliptic equation (proﬁle equation)
−gm = 1
m − 1 g
satisfying the conditions g > 0 in Ω and g = 0 on ∂Ω . And Lee and Vázquez [8] improved the rate of
convergence to the limit proﬁle g and provided parabolic method to the elliptic nonlinear eigenvalue
problem satisﬁed by gm . The convergence rate of the solutions with compact support in Rn has been
discussed for the porous medium equations [9,13], and for the parabolic p-Laplace equations [6].
In this work, we will deal with a regularity theory of f = um . Assuming that the initial value f 0
is strictly positive in the interior of a domain Ω in Rn , with f 0 = 0 on the boundary, and denoting
by d the distance to the boundary of Ω , we obtain the following result:
Theorem 1.1 (The short time existence). If the functions f 0, Df 0 and dαD2 f 0 , restricted to the compact do-
main Ω , extend continuously up to the boundary of Ω , with extensions which are Hölder continuous on Ω of
class Cγ (Ω), for some γ > 0, and D f 0 = 0 along ∂Ω , then there exists a number T > 0 for which the initial
value problem ⎧⎪⎪⎨
⎪⎪⎩
ft = 1
m
f α f , (x, t) ∈ Ω × [0, T ],
f (x,0) = f 0, x ∈ Ω,
f (x, t) = 0, x ∈ ∂Ω × [0, T ],
admits a solution f which is C2,γs -smooth up to the boundary, when 0 < t < T .
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2,γ
s
with respect to the metric ds given in Section 2.1 and in C∞loc(Ω). Such a metric ds has been intro-
duced to consider the degeneracy of diffusion term f α .
The norm of C2,γs is given in Part II (Section 3).
Inspired by [3,4], the proof of Theorem 1.1 is based on the idea of global change of coordinates by
setting f (x′,h(x′, z, t), t) = z. This transformation enables us to change our boundary problem into a
ﬁxed ﬂat boundary problem {
M(h) = 0 in {0 < z 1} × [0, T ],
h = 0 on {z = 0}
with M(h) = ht − (zα F ij(x′, z, t,h, Dh)hij) + G(x′, z, t,h, Dh).
In order to prove our problem, we will begin by computing the linearization of M(h) (Section 4.1).
From this computation, we get to a familiar situation:{
DM(h)(h˜) = h˜t − zα
[
aijh˜i j + bih˜i
]= 0 in {0 < z 1} × [0, T ],
h˜ = 0 on {z = 0}.
The paper is divided into three parts: In Part 1 (Section 2) we study the model linear degenerate
equation
L0 f = ft − xαn  f = g
on the half-space xn  0, and f = 0 along the boundary xn = 0. The diffusion in this equation is
governed by the Riemannian metric ds2 = (dx21 + · · · + dx2n)/2xαn . The basic idea in our approach is
to establish Schauder type coercive estimates for the solutions f of the model equation, which are
scaled according to the new metric ds. In order to make Schauder estimates, we apply a technique
of approximation by a polynomial developed in [10,11,14] and [15]. In Part 2 (Section 3) we extend
the results of Part 1 to a certain class of quasi-linear degenerate evolution equations. The proof of the
regularity of our main problem is given in Part 3 (Section 4). Using a global change of coordinates,
we transform the main problem to a ﬁxed boundary problem for a degenerate quasi-linear equation,
which can be solved, in appropriately deﬁned Hölder spaces, using the results from Parts 1 and 2.
Notations. Before we explain the main ideas of the paper, let us summarize the notations and deﬁni-
tions that we will be using.
• The expression smooth function in Ω is understood in C2,γs (Ω) ∩ C∞loc(Ω).• We denote by S the space of the special polynomial functions (Section 2.2).
• H0 = {xn  0}, H = H0 × [0,∞), HT = H0 × [0, T ], for T > 0.
• Numbers: 0 < β < α < 1, α∗ = min{ α1− α2 ,1}.• Points: x = (x1, . . . , xn), x′ = (x1, . . . , xn−1), xr = (xr1, . . . , xrn), Xr = (xr1, . . . , xrn, tr), Qr = (0, . . . ,
r,1) ∈Rn+1, P0 = Q 0 and Q = Q 1.
• Dxi f = fxi and Dxi f = xαn fxi (i = 1, . . . ,n).
Let us start with showing the existence of the solution for short time by introducing a simple model
equation in the following section.
2. Schauder theory for the linear degenerate model equation
2.1. The results
We devote this part of paper to the study of the model degenerate equation
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on the half-space xn  0 and f = 0 along the boundary xn = 0. The diffusion is governed by the
Riemannian metric ds where
ds2 = dx
2
1 + · · · + dx2n
2xαn
.
Its Laplace operator is
s f = 2xα f .
Our evolution equation can be written with respect to the new metric as
ft = 1
2
s f .
The distance between two points x1 = (x11, . . . , x2n) and x2 = (x21, . . . , x2n) in this metric is a function
s[x1, x2], which is equivalent to the function
s
[
x1, x2
]=
∑n
i=1 |x1i − x2i |
|x1n|
α
2 + |x2n|
α
2 +∑n−1i=1 |x1i − x2i | α2
in the sense that s  Cs and s  Cs for some constant C . For the parabolic problem we use the
parabolic distance s[(x1, t1), (x2, t2)] = s[x1, x2] + √|t1 − t2|. In terms of this distance we can deﬁne
Hölder semi-norm and norm:
‖g‖Hγs (A) = supP1 =P2∈A
|g(P1) − g(P2)|
s(P1 − P2)γ ,
‖g‖Cγs (A) = ‖g‖C0(A) + ‖g‖Hγs (A), ‖g‖C0(A) = supP∈A
∣∣g(P )∣∣.
With this norm the space Cγs (A) of Hölder continuous functions on A with respect to the metric s is
a Banach space. Let C2+γs (A) be the Banach space of all such functions with norm
‖ f ‖
C
2+γ
s (A)
= ‖ f ‖Cγs (A) +
n∑
i=1
‖ fxi‖Cγs (A) + ‖ ft‖Cγs (A) +
∑
1i jn
∥∥xnα fxi x j∥∥Cγs (A).
Then the operator L0 deﬁnes a continuous linear map from C
2+γ
s (A) to C
γ
s (A).
We state now the main result of Part 1.
Theorem 2.1 (Existence and uniqueness). Let γ be a number in 0 < γ < α∗ = min{ α1− α2 ,1}. Assume that
g ∈ Cγs (H) and f 0 ∈ C2+γs (H0), with both g and f 0 compactly supported in H and H0 , respectively. Then, for
T > 0, the initial value problem
⎧⎨
⎩
L0 f = ft − xαn  f = g in HT ,
f (·,0) = f 0 on H0,
f = 0 on xn = 0
admits a unique solution f ∈ C2+γs (HT ). Moreover
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C
2+γ
s (HT )
 C(T )
(∥∥ f 0∥∥
C
2+γ
s (H0)
+ ‖g‖Cγs (H)
)
for some constant C(T ) depending on γ and T .
Let S be the space of all functions f (x, t) whose Fourier–Laplace transform f˜ (ξ ′, xn, τ ) has the
form
1∑
i=0
∞∑
j=0
j∑
j1+ j2=0
Ai,2 j1+(2−α) j2 (ξ ′, τ )x
i+2 j1+(2−α) j2
n
(
ξ ′ = (ξ1, . . . , ξn−1)
)
for polynomial Ai,2 j1+(2−α) j2 with respect to all variables (ξ ′, τ ), then we refer to the functions in S
as Special Polynomial Function.
Theorem 2.1 follows from the following two results:
Theorem 2.2 (Existence and uniqueness of special polynomial solution). Assume that g is a special polynomial
function with compact support on H = H0 × [0,∞), which vanishes at t = 0. Then, there exists a special
polynomial solution f of the initial value problem
{ L0 f = g in H,
f (·,0) = 0 on H0,
f = 0 on xn = 0.
Moreover, for any T > 0 there exists a constant C(T ) depending only on T so that
‖ f ‖C0(HT )  C(T )‖g‖C0(H).
Denote the box of side r around a point X0 = (x0, t0) to be
B+r (X0) =
{(
x
t
)
:
xn  0, |xn − x0n| r, |xi − x0i | r (i = 1, . . . ,n− 1),
t0 − r2−α  t  t0
}
.
We let B+r be the box around the point P0 = (0, . . . ,0,1).
Theorem 2.3 (Schauder estimate). For any γ in 0 < γ < α∗ = min{ α1− α2 ,1} and any r < 1 there is a con-
stant C so that
‖ f ‖
C
2+γ
s (B
+
r )
 C
(‖ f ‖C0(B+1 ) + ‖L0 f ‖Cγs (B+1 ))
for all special polynomial function f on B+1 .
In the next few subsections of this section, we will deal with the proof of “Existence and unique-
ness” in Theorem 2.1 and “Schauder estimate” in Theorem 2.3. The idea is similar to that used for the
proof of Theorems I.1.3 and I.1.1 in [3].
The proof of Schauder estimate for elliptic or parabolic differential equations is based on the meth-
ods of freezing coeﬃcients and perturbation arguments: the idea is to freeze the leading coeﬃcients
of given partial differential equations to get a simple model equation and then to compare original
solutions with the solutions of the model equation. Therefore the main steps in the Schauder theory
are the regularity of the solutions of the model equation, an approximation lemma of the original so-
lutions with solutions of a model equation, and the improvement of the approximation in each small
scale. Such an idea was used to discuss nonlinear elliptic equations in [2–4].
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Section 2.2 and we establish the interior derivative estimates in Section 2.3 using the Bernstein’s com-
putation. In next section, we use the method of approximation by a polynomial developed in [3] to
obtain the remainder estimates. Since the equation becomes non-degenerate in interior, we obtain the
interior Schauder estimate from the classical Schauder estimates for the uniformly parabolic operator
in Section 2.6. Combining the results in Sections 2.5 and 2.6, we ﬁnally prove the main Schauder esti-
mate for special polynomial in Section 2.8. In the last section of this part, we also prove Theorem 2.1
(Existence and uniqueness of solution) with the smoothing operator introduced in Section 2.9.
2.2. Existence of special polynomial solution
We will prove the existence and uniqueness of special polynomial ﬁrst.
Proof of Theorem 2.2. We will show the existence of a special polynomial solution of the initial
problem
⎧⎨
⎩
L0 f = ft − xα f = g in H,
f (·,0) = 0 on H0,
f = 0 on xn = 0
such that
‖ f ‖C0(H)  C(T )‖g‖C0(H)
for some constant C > 0. We convert the equation L0 f = g to an ordinary differential equation in xn ,
by applying the Fourier–Laplace transform in the variables (x′, t), t  0. Indeed, it is easy to see that
f is a solution of the equation
ft − xαn  f = g
if and only if its Fourier–Laplace transform in (x′, t), deﬁned as
f˜ (ξ ′, xn, τ ) =
∞∫
t=0
e−tτ dt
∞∫
−∞
e−ix1ξ1 dx1 · · ·
∞∫
−∞
f (x′, xn, t)e−ixn−1ξn−1 dxn−1
for ξi (i = 1, . . . ,n− 1) a real number and τ a complex number with Re(τ ) > 0, satisﬁes the ordinary
differential equation
L˜( f˜ ) = xαn f˜xnxn −
[
xαn
(
ξ21 + · · · + ξ2n−1
)+ τ ] f˜ = −g˜
with
g˜(ξ ′, xn, τ ) =
∞∫
t=0
e−tτ dt
∞∫
−∞
e−ix1ξ1 dx1 · · ·
∞∫
−∞
g(x′, xn, t)e−ixn−1ξn−1 dxn−1.
Since g is contained in S and compactly supported in H , it is standard to show that the function f˜
is well deﬁned and decays rapidly as |ξi | → ∞ and |τ | → ∞ with Re(τ ) > 0, while it is compactly
supported in x ∈ [0,∞). Since f and g are included in the space S, we substitute
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i=0
∞∑
j=0
j∑
j1+ j2=0
Ai,2 j1+(2−α) j2 (ξ ′, τ )x
i+2 j1+(2−α) j2
n
= A0,0 + A0,2−αx2−αn + A0,2x2n + A0,4−2αx4−2αn + A0,4−αx4−αn + A0,4x4n + · · ·
+ xn
(
A1,0 + A1,2−αx2−αn + A1,2x2n + A1,4−2αx4−2αn + A1,4−αx4−αn + A1,4x4n + · · ·
)
for f˜ and
1∑
i=0
∞∑
j=0
j∑
j1+ j2=0
Bi,2 j1+(2−α) j2 (ξ ′, τ )x
i+2 j1+(2−α) j2
n
= B0,0 + B0,2−αx2−αn + B0,2x2n + B0,4−2αx4−2αn + B0,4−αx4−αn + B0,4x4n + · · ·
+ xn
(
B1,0 + B1,2−αx2−αn + B1,2x2n + B1,4−2αx4−2αn + B1,4−αx4−αn + B1,4x4n + · · ·
)
for g˜ . We want to choose appropriate coeﬃcients of f˜ when those of g˜ is given.
From now on, we will select appropriate coeﬃcients Ai,2 j1+(2−α) j2 . Since B0,s and B1,s are con-
trolled by A0,s and A1,s respectively, we can separate the case. First of all, we will think about the
case i = 0. Since the function f˜ is zero at xn = 0, we can choose the coeﬃcient A0,0 = 0. And we also
know that L˜ converts a term x2n into a term x
α
n , but this term does not exist in g˜ and L˜( f˜ − A0,2x2n).
So it is reasonable to select A0,2 = 0. Likewise L˜ converts a term x4n into a term x2+αn and there is no
corresponding term, we can set A0,4 = 0. Therefore we can set the coeﬃcients Ak (k ∈ 2N) to be zero.
Next, let us consider the sequences of coeﬃcients of f˜ and g˜ . Since j1 + j2 = j ( j = 0,1, . . . ,n, . . .),
we can group the elements of each sequence like
{A1, . . . , An, . . .}, A j = {A0,2 j1+(2−α)( j− j1)} j−1j1=0
and
{B0, . . . , Bn, . . .}, B j = {B0,2 j1+(2−α)( j− j1)} jj1=0
since A0,k (k ∈ 2N) are zero. Note that the number of elements of B j is equal to the one of A j+1.
From the operator L˜, we know the relationship of coeﬃcients which will be discussed as follows. For
j > 0,
−B0,(2−α) j = −τ A0,(2−α) j + (2− α)( j + 1)
[
(2− α)( j + 1) − 1]A0,(2−α)( j+1),
−B0,(2−α)( j−1)+2·1 = −
(
ξ21 + · · · + ξ2n−1
)
A0,(2−α) j − τ A0,(2−α)( j−1)+2·1
+ [(2− α) j + 2 · 1][(2− α) j + 1]A0,(2−α) j+2·1,
.
.
.
−B0,(2−α)·1+2( j−1) = −
(
ξ21 + · · · + ξ2n−1
)
A0,(2−α)·2+2( j−2) − τ A0,(2−α)·1+2( j−1)
+ [(2− α) · 2+ 2( j − 1)][(2− α) · 2+ 2( j − 1) − 1]A0,(2−α)·2+2( j−1),
−B0,2· j = −
(
ξ21 + · · · + ξ2n−1
)
A0,(2−α)·1+2( j−1)
+ [(2− α) · 1+ 2 · j][(2− α) · 1+ 2 · j − 1]A0,(2−α)·1+2· j .
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that {A1} = {B0}. By induction, we determine all coeﬃcients of f˜ .
The case of i = 1 is similar to i = 0. So we can ﬁnd a solution f˜ . The proof that inverse Fourier–
Laplace transform is well deﬁned is very similar to the proof of Theorem I.1.2 in [3]. Therefore we
can ﬁnd what we want. The uniqueness of bounded special polynomial follows from the maximum
principle, shown next. 
Lemma 2.4 (Maximum principle). Assume that g is a special polynomial with compact support on H which
vanishes at t = 0 and that f 0 is a compactly supported special polynomial on H0 . Let f be a special polynomial
solution to the initial value problem
⎧⎨
⎩
L0 f = g in H,
f (·,0) = f 0 on H0,
f = 0 on xn = 0
such that ‖ f ‖C0(HT ) < ∞ for all T > 0, with HT = H0 × [0, T ]. Then, for any T > 0 there exists a constant
C(T ) depending only on T so that
‖ f ‖C0(HT )  C(T )
(∥∥ f 0∥∥C0(H0) + ‖g‖C0(H)).
Proof. Similar to the proof of Theorem I.3.1 in [3] with the barrier function, ﬁxed a number T > 0
and for μ ∈ (0,1)
hμ(x1, . . . , xn, t) = M + Nt + 8μn(t + 1)(T + 1)2 + 2μ(n − 1)(t + 1)(T + 1)x2−αn
+ μ(T + 1)x21 + · · · + μ(T + 1)x2n−1
with M = ‖ f 0‖C0(H0) and N = ‖g‖C0(H) . 
2.3. Local derivative estimates
Now we prove estimates on the derivatives fxn and fxi (i = 1, . . . ,n − 1) of a special polynomial
solution f of the equation
ft = xαn  f + g (2.2)
for a forcing term g . We assume f is deﬁned in the box B+1 and that in the box we have bounds on
f , g , gxn , gxi and gxixi (i = 1, . . . ,n− 1). The evolution of the derivatives fxn and fxi is given by
fxnt = xαn  fxn + αxα−1n  f + gxn , fxit = xαn  fxi + gxi .
Note that fxi satisﬁes the equation with forcing term gxi . We will estimate fxi from gxi , and then
applying this again we will estimate fxi xi from gxixi , and use the estimate on fxi xi as well as that on
gxi to estimate fxn and ft .
Lemma 2.5. If f is special polynomial and satisﬁes Eq. (2.2), and if | f | 1 and |g| 1 on the box B+1 , then| f | < M|x| on the box B+r with a constant M > 0 which may depend on r < 1 but is independent of f and g.
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f˜ = f
n−1∏
j=1
(
1− x2j
)− 2Mxn + Mx2−αn
for some M > 0. Then
f˜t = ft
n−1∏
j=1
(
1− x2j
)
, f˜ xi = fxi
n−1∏
j=1
(
1− x2j
)− 2xi f n−1∏
i = j, j=1
(
1− x2j
)
,
xαn f˜xnxn = xαn fxnxn
n−1∏
j=1
(
1− x2j
)+ (2− α)(1− α)M,
xαn f˜xi xi = xαn fxi xi
n−1∏
j=1
(
1− x2j
)− 4xαn xi fxi
n−1∏
i = j, j=1
(
1− x2j
)− 2xαn f
n−1∏
i = j, j=1
(
1− x2j
)
.
So
f˜t − xαn  f˜ = g
n−1∏
j=1
(
1− x2j
)+ 4xαn
n−1∑
i=1
(
xi fxi
n−1∏
i = j, j=1
(
1− x2j
))
+ 2xαn f
n−1∑
i=1
(
n−1∏
i = j, j=1
(
1− x2j
))− (2− α)(1− α)M.
Since | f | 1, |g| 1, −1 xi  1 (i = 1, . . . ,n − 1) and 0 xn  1, this gives
f˜t − xαn  f˜  2n − 1+ 4xαn
n−1∑
i=1
(
xi fxi
n−1∏
i = j, j=1
(
1− x2j
))− (2− α)(1− α)M.
If f˜ has a maximum value at the interior point, then f˜ xi is zero at that point. So f˜ satisﬁes
f˜t − xαn  f˜  C(n) − (2− α)(1− α)M
for some constant C(n). Given any α we can take M so large that
f˜t − xαn  f˜  0.
This is not possible. Therefore f˜ has maximum value on the boundary, and if M is suﬃciently large,
the value of f˜ on the boundary is less than zero. This gives
f  Mxn∏n−1
j=1(1− xi2)
(
2− xn1−α
)
 M ′|x|
on B1 for some M ′ . Similarly we can get the lower bound. 
From this result, we can make the appropriate function which gives the bound of fxi (i = 1, . . . ,
n − 1). So we can get the following result.
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| f | 1 and |g| 1 and |gxi | 1 (i = 1, . . . ,n − 1)
on the box B+1 , then | fxi | < C on the box B+1/2 .
Proof. Consider the quantity
Y = Ax−αn f 2 + η2 f 2xi (i = 1, . . . ,n − 1)
where A is a large number and η is a smooth function, satisfying η = 0 on lateral boundary except
xn = 0, we can choose later. We know that we have no problem about Y from Lemma 2.5. The
evolution of Y is
Yt = 2Ax−αn f ft + 2ηηt f 2xi + 2η2 fxi fxit
which becomes
Yt = 2A f f + 2Ax−αn f g + 2ηηt f 2xi + 2xαn η2 fxi fxi + 2η2 fxi gxi .
Similarly, we can ﬁnd
xαn Yxnxn = Aα(1− α)x−2n f 2 + 2A
(
fxn − αx−1 f
)2 + 2A f fxnxn − 6xαn η2xn f 2xi
+ 2xαn ηηxnxn f 2xi + 2xαn (2ηxn fxi + η fxnxi )2 + 2xαn η2 fxi fxnxnxi
and
xαn Yxi xi = 2A f 2xi + 2A f fxi xi − 6xαn η2xi f 2xi + 2xαn (2ηxi fxi + η fxi xi )2
+ 2xαn ηηxi xi f 2xi + 2xαn η2 fxi fxi xi xi .
Combining these gives
Yt − xαn Y −2
(
A − 3xαn |∇η|2 + xαn ηη − ηηt
)
f 2xi + 2η2gxi | fxi | +
A
α(1− α) x
2−2α g2.
By direct computation if | f | 1 and |g| 1 and |gxn | 1, we get
Yt − xαn Y −2
(
A − 3xαn |∇η|2 + xαn ηη − ηηt
)
f i
2 + 2η2| f i | + A
α(1− α) .
Now take the function η satisﬁes |η| 1, |∇η|, |η| C for some C < ∞ and A is suﬃciently large.
Then we get
Yt − xαn Y −
3
2
A| fxi |2 + 2| fxi | +
A
α(1− α) . (2.3)
First, suppose that Y has a maximum value at the interior. Because right side of (2.3) is second-order
polynomial about | fxi |, so | fxi |2 controls Eq. (2.3). But the coeﬃcient of | fxi |2 is negative, | fxi | do not
have a large number. If not, then Y do not have maximum point at the interior.
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give
Y  AM2
and the function η is not zero at the interior. So fxi satisﬁes
| fxi |
√
2AM2
η
in B1/2. So fxi has a bound in any case. 
Since fxi satisﬁes the same operator with forcing term gxi , we can apply this result again to get a
bound on fxi xi .
Corollary 2.7. If in addition |gxixi | 1 (i = 1, . . . ,n− 1) on the box B+1 , then
| fxi xi | C (i = 1, . . . ,n − 1)
on the box B+1/2 .
With this we are ready to deal with the estimate for fxn .
Lemma 2.8. If f is special polynomial and satisﬁes Eq. (2.2), and if
| f | 1 and | fxi xi | 1 and |g| 1 and |gxn | 1 (i = 1, . . . ,n − 1)
on the box B+1 , then | fxn | < C on the box B+1/2 .
Proof. Consider the quantity
X = Ax−αn f 2 + η2 f 2xn
where A is a large number and η is a smooth function, satisfying η = 0 on lateral boundary except
xn = 0, we can choose later. The evolution of X is
Xt = 2Ax−αn f ft + 2ηηt f 2xn + 2η2 fxn fxnt
which becomes
Xt = 2A f f + 2Ax−αn f g + 2ηηt f 2xn + 2xαn η2 fxn fxn + 2αxα−1n η2 fxn f + 2η2 fxn gxn .
Similarly, we can ﬁnd
(
xαn Xn
)
xn
= Aαx−2n f 2 − 2Aαx−1n f fxn + 2A f 2xn + 2A f fxnxn − 6xαn η2xn f 2xn
+ 2xαn ηηxnxn f 2xn + 2αxα−1n ηηxn f 2xn + 2xαn (2ηxn fxn + η fxnxn )2
+ 2αxα−1n η2 fxn fxnxn + 2xαn η2 fxn fxnxnxn
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xαn Xxi
)
xi
= 2A f 2xi + 2A f fxi xi − 6xαn η2xi f 2xn + 2xαn (2ηxi fxn + η fxnxi )2
+ 2xαn ηηxi xi f 2xn + 2xαn η2 fxn fxnxi xi .
Combining these gives
Xt − ∇
(
xαn ∇Xn
)
−2(A − 3xαn |∇η|2 + xαn ηη − ηηt + αxα−1n ηηxn ) f 2xn
+ 2(αxα−1n η2x′ f + η2gxn + Aαx−1n f )| fxn | + 2Ax−αn f g.
In interior of B+1 , we can use Lemma 2.5. By direct computation if | f |  M|x| and | fxi xi |  M|x|
(i = 1, . . . ,n− 1) for some M and |g| 1 and |gxn | 1, we get
Xt − ∇
(
xαn ∇X
)
−2(A − 3xαn |∇η|2 + xαn ηη − ηηt + αxα−1n ηηxn ) f 2xn
+ (2(M(n − 1)α + 1)η2 + 2AMα)| fn| + 2AM
in the interior. Now take the function η = t(1 − x2−α)∏n−1j=1(1 − x2j ) and A is suﬃciently large. Then
we can get
Xt − ∇
(
xαn ∇X
)
−3
2
A| fxn |2 + 2AMn| fxn | + 2AM. (2.4)
The same as Y , fxn has a bound in any case. 
Next we get the bound of ft .
Lemma 2.9. If f is special polynomial and satisﬁes Eq. (2.2), and if
| f | 1 and | fxi | 1 and | fxn | 1 and | fxi xi | 1 and
|g| 1 and |gxi | 1 and |gxn | 1 and |gt | 1 (i = 1, . . . ,n − 1)
on the box B+1 , then | ft | < C on the box B+1/2 .
Proof. For the purpose of changing the bound, let f˜ = f + 2x. Then f˜ satisﬁes
f˜t = xα f˜ + g
and fxn +2 = f˜ xn . So we can assume |gxi | 1, |gxn | 1, |gt | 1, | fxi | 1, | fxi xi | 1 (i = 1, . . . ,n−1)
and 1 fxn  3 on B2. Consider the quantity
T = A(P − x α2n fxn )2 + η2 f 2t
where A and P are large numbers we can choose later. The evolution of T is
Tt = −2Ax
α
2
n
(
P − x
α
2
n fxn
)
fxnt + 2ηηt f 2t + 2η2 ft ftt
which becomes
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3α
2
n
(
P − x
α
2
n fxn
)
 fxn − 2Aαx
3α
2 −1
n
(
P − x
α
2
n fxn
)
 f
− 2Ax
α
2
n
(
P − x
α
2
n fxn
)
gxn + 2ηηt f 2t + 2xαn η2 ft ft + 2η2 ft gt .
Similarly, we have
xαn Txnxn = 2A
(
α
2
xα−1n fxn − xαn x′ f − g + ft
)2
+ 1
2
Aα(2− α)x
3α
2 −2
n
(
P − x
α
2
n fxn
)
fxn
− 2Aαx
3α
2 −1
n
(
P − x
α
2
n fxn
)
fxnxn − 2Ax
3α
2
n
(
P − x
α
2
n fxn
)
fxnxnxn − 6xαn η2xn f 2t
+ 2xα(2ηxn ft + η ftxn )2 + 2xαηηxnxn f 2t + 2xαη2 ft ftxnxn
and
xαn Txi xi = 2Ax2αn f 2xnxi − 2Ax
3α
2
n
(
P − x
α
2
n fxn
)
fxnxi xi − 6xαn η2xn f 2t
+ 2xαn (2ηxi ft + η ftxi )2 + 2xαηηxi xi f 2t + 2xαη2 ft ftxi xi .
Combining these gives
Tt − xαn T −2
(
A − 3xαn |Dη|2 + xαn ηη − ηηt
)
f 2t
+ 2(η2gt + Aαxα−1n + 2A(xαn x′ f + g))| ft |
+ 3APα(n− 1)x
3α
2 −1
n + 3APx
α
2
n − 14 APα(2− α)x
3α
2 −2
n
where P is a large number so P/2 P − x
α
2
n fxn  3P/2 and 1 < fxn < 3. And if A is suﬃciently large,
we get
Tt − xαn T −
3
2
A| ft |2 + 4(n + 1)Axα−1n | ft | +
(
3APNxn − 1
4
APα
)
x
3α
2 −2
n . (2.5)
First, suppose that T has a maximum value at the interior point x0. Then the xn-coordinate of x0 is
bigger than some positive number K > 0. Because xn  α24N make T satisfy
Tt − xαn T −
3
2
A| ft |2 + 4(n + 1)Axα−1n | ft | −
1
8
APαx
3α
2 −2
n
and also xn  (
√
3Pα
8(n+1) )
4
α make the right-hand side become negative. Then T do not have the maximum
value at that point. Because xn is far from zero, xα−1n and x
3α
2 −2
n in (2.6) are not matter. So | ft |2
controls (2.6). But the coeﬃcient of f 2t is negative, | ft | do not have a large number. If not, then T
does not have maximum point at the interior.
Second, if T has the maximum point at the boundary, then the deﬁnition of T gives
T  4AP2
and the function η is not zero at the interior. So ft satisﬁes
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√
8AP2
η
in B1. So ft has a bound in any case. 
Since xαn fxnxn and ft satisfy the equations
xαn fxnxn = ft − xαn x′ f − g, ( ft)t = xαn  ft + gt .
Applying this result, we can get a bound on xαn fxnxn , ftt and (x
α
n fxnxn )xn .
Corollary 2.10. Under the same assumptions as in Lemma 2.9, we have
∣∣xαn fxnxn ∣∣< C
on the box B+1/2 .
Corollary 2.11. If in addition |Dft | < 1 and |gtt | < 1 on the box B+1 , then
| ftt | C,
∣∣(xαn fxnxn )xn ∣∣ C
on the box B+1/2 .
Proof. We have
∣∣(xαn fxnxn )xn ∣∣ ∣∣( ft)xn ∣∣+ ∣∣xα−1n x′ f ∣∣+ ∣∣xαn x′ fxn ∣∣+ |gxn |.
From Lemmas 2.5, 2.6, 2.8 and 2.9, we can get a desired bound. 
2.4. Polynomial approximation
To obtain Schauder estimates for
L0 f = ft − xαn  f = g
we need to prove special polynomial approximation theories. First, we prove a special polynomial
approximation theorem for the equation at the boundary point. We now let ‖ f ‖r be the maximum
of f on the box B+r .
Lemma 2.12 (Approximation lemma). There exists a constant C with the following property. For any special
polynomial function f on the box B+s satisfying f = 0 on xn = 0, we can ﬁnd (2 − α)-order polynomial
p(x, t) = a +∑ni=1 bixi + cx2−αn + d(t − 1) so that for every r  s
‖ f − p‖r  C
[(
r
s
)2
‖ f ‖s + s2−α‖L0 f ‖s
]
for some C > 0.
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function ψ on the set
S= {−∞ < x1 < ∞, . . . ,−∞ < xn−1 < ∞,0 xn < ∞,−∞ < t  1}
so that ψ = 0 outside B+1 and ψ = 1 on B+1/2. Let L0 f = g , and we let h to be the unique bounded
special polynomial solution on S of the equation
L0h = ψ g
with zero boundary data. Let k = f − h, and p be the (2− α)-order polynomial of k
p(x, t) = k(P0) +
n∑
i=1
kxi (P0)xi +
Dxn Dxnk(P0)
(2− α)(1− α) x
2−α
n + kt(P0)(t − 1)
at the point P0 = (0, . . . ,0,1). Following the details in the proof of Theorem I.6.1 in [3] that p satisﬁes
‖ f − p‖r  C
(
r2‖ f ‖1 + ‖g‖1
)
which is the estimate we desire since g = L0 f .
Second, we prove the general case (r  s). Suppose that f is a special polynomial on B+s , and we
deﬁne another function f˜
f˜ (x˜, t˜) = f (x, t), x˜ = x
s
, t˜ = t
s2−α
.
Then f˜ is a special polynomial on B+1 , and f˜ satisﬁes
‖ f˜ − p˜‖ r
s
 C
[(
r
s
)2
‖ f˜ ‖1 + ‖L0 f˜ ‖1
]
for some p˜. Since
‖L0 f˜ ‖1 = s2−α‖L0 f ‖s, ‖ f˜ ‖1 = ‖ f ‖s, ‖ f˜ − p˜‖ r
s
= ‖ f − p‖r
for some p. So we get the conclusion. 
2.5. Remainder estimates
Let ‖ f ‖r be the supremum of f over the box B+r .
Lemma 2.13. For each β in 0 < β < α, there exists a constant S with the following property. If f be a special
polynomial function on the box B+1 whose (2− α)-order polynomial at P0 is zero, then
sup
0<r1
‖ f ‖r
r2−α+β
 S
(
‖ f ‖1 + sup
0<r1
‖L0 f ‖r
rβ
)
. (2.6)
Proof. As in the proof of Theorem I.7.1 in [3] with the obvious changes. 
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polynomial function f on the box B+1 , let T2−α f denote the (2−α)-order remainder polynomial of f
at the point P0 = (0, . . . ,0,1),
T2−α f = f (P0) +
n∑
i=1
fxi (P0)xi +
Dxn Dxn f (P0)
(2− α)(1− α) x
2−α
n + ft(P0)(t − 1) (2.7)
and we let R2−α f = f − T2−α denote the remainder. Likewise we let T0g denote the polynomial of
degree 0 in space and time at the point P0.
Corollary 2.14. For any special polynomial function f in B+1 such that f = 0 on xn = 0, for 0 < β < α,
sup
0<r1
‖R2−α f ‖r
r2−α+β
 C
(
‖R2−α f ‖1 + sup
0<r1
‖R0L0 f ‖r
rβ
)
.
Recall that
‖ f ‖Cγs (B+r ) = ‖ f ‖C0(B+r ) + sup
P1,P2∈B+r
| f (P1) − f (P2)|
s[P1, P2]γ
with
s
[(
x1, t1
)
,
(
x2, t2
)]= s[x1, x2]+√|t1 − t2|
and
c
∑n
i=1 |x1i − x2i |
|x1n|
α
2 + |x2n|
α
2 +∑n−1i=1 |x1i − x2i | α2  s
[
x1, x2
]
 C
∑n
i=1 |x1i − x2i |
|x1n|
α
2 + |x2n|
α
2 +∑n−1i=1 |x1i − x2i | α2
for points x1 = (x11, . . . , x1n) and x2 = (x21, . . . , x2n) and constants c > 0 and C < ∞. When one of the
points is P0 = (0, . . . ,0,1), we have the simpler comparison
c
(
n∑
i=1
|xi |1− α2 +
√|t − 1|
)
 s[X, P0] C
(
n∑
i=1
|xi |1− α2 +
√|t − 1|
)
for points X = (x, t) in B+r . So
s[X, P0] Cr1−α/2
for 0< c < C < ∞. Since (r1−α/2)γ = rβ , for all special polynomials g on B+1
sup
0<r1
‖R0g‖r
rβ
 C‖g‖Cγs (B+1 ).
Now we can bound the (2− α)-order polynomial T2−α f , and hence the derivatives of f at the point
P0 of degree (2− α) in space and 1 in time.
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0 < γ < α∗ = min{ α1− α2 ,1},
‖T2−α f ‖C0(B+1 )  C
(‖ f ‖C0(B+1 ) + ‖L0 f ‖Cγs (B+1 )).
Proof. Since T2−α f = fxn (P0)xn + Dxn Dxn (P0)(2−α)(1−α) x2−αn , for all r > 0 we get
‖T2−α f ‖1  C
r2−α
‖T2−α f ‖r .
Following the details in Theorem I.7.3 in [3], we get the bound. 
Corollary 2.16. For any special polynomial function f in B+1 such that f = 0 on xn = 0,
n∑
i=1
∣∣ fxi (P0)∣∣+ ∣∣Dxn Dxn f (P0)∣∣+ ∣∣ ft(P0)∣∣ C(‖ f ‖C0(B+1 ) + ‖L0‖Cγs (B+1 )).
Combining the bound in Corollary 2.14 with the bound of Lemma 2.15, we can get
Corollary 2.17.We also have
‖R2−α f ‖r  Cr2−α+β
(‖ f ‖C0(B+1 ) + ‖L0 f ‖Cγs (B+1 ))
with 0 < γ = β/(1− α2 ) < α∗ =min{ α1− α2 ,1} and 0< β < α.
2.6. Schauder estimates in the interior
Given a point X0 = (x01, . . . , x0n, t0), we deﬁne the parabolic cylinder Cr(X0) of radius r around X0
to be the set
Cr(X0) =
{(
x
t
)
:
n∑
i=1
∣∣xi − x0i ∣∣2  r2, t0 − r2−α  t  t0
}
with x = (x1, . . . , xn), and Cr = Cr(P0).
Using the same arguments as in Section I.8 in [3], we can obtain the interior Schauder estimates
for the operator L0. Let H f = ft −  f be the heat operator.
Lemma 2.18. There exist a number λ > 0 and a constant C > 0 with the following property. For any special
polynomial function f having a support in the cylinder Cλ(Q 1) with Q 1 = (0, . . . ,0,1,1) we have
‖ f ‖C2+β (Cλ(Q 1))  C
(‖ f ‖C0(Cλ(Q 1)) + ‖L0 f ‖Cβ (Cλ(Q 1))).
Proof. Since H f − L0 f = (xα − 1) f , on the cylinder Cλ(Q 1) with λ < 1 we have
‖H f − L0 f ‖Cβ (Cλ(Q 1))  Cλα‖ f ‖C2+β (Cλ(Q 1)) + ‖ f ‖C1+β (Cλ(Q 1))
where C is independent of λ. From the classical Schauder estimates for the heat operator, we have
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(‖ f ‖C0(C1(Q 1)) + ‖H f ‖Cβ (C1(Q 1)))
with a constant independent of λ. Since f has support in Cλ
‖ f ‖C2+β (Cλ(Q 1))  C
(‖ f ‖C0(Cλ(Q 1)) + ‖H f ‖Cβ (Cλ(Q 1)))
with a constant independent of λ. We can estimate
‖H f ‖Cβ (Cλ(Q 1))  ‖L0 f ‖Cβ (Cλ(Q 1)) + ‖H f − L0 f ‖Cβ (Cλ(Q 1)).
This gives
‖ f ‖C2+β (Cλ(Q 1))  C‖ f ‖C1+β (Cλ(Q 1)) + C‖L0 f ‖Cβ (Cλ(Q 1))
for small λ such that Cλα  1/2; then we get the result by interpolation theory. 
Since g = L0 f has support in Cλ(Q 1), we get
Corollary 2.19.We also have
‖ f ‖C2+β (Cλ(Q 1))  C
(‖ f ‖C0(Cλ(Q 1)) + ‖L0 f ‖Hβ (Cλ(Q 1))).
As in Theorem I.8.5 in [3], we can drop the restriction that f has support in Cλ(Q 1). And for small
λ the metric s is equivalent to the Euclidean metric on the cylinder Cλ(Q 1). This gives the following
restatement, replacing Hβ by Hγs .
Corollary 2.20.We also have, for any μ < λ
‖ f ‖
C
2+γ
s (Cμ(Q 1))
 C
(‖ f ‖C0(Cλ(Q 1)) + ‖L0 f ‖Hγs (Cλ(Q 1))).
For the purpose of using the dilation, we introduce the semi-norm:
‖ f ‖
H
2+γ
s (A)
=
∑
1i jn
∥∥xαn fxi x j∥∥Hγs (A) + ‖ ft‖Hγs (A).
Clearly, H2+γs is weaker than C
2+γ
s , so
‖ f ‖
H
2+γ
s (Cμ(Q 1))
 C
(‖ f ‖C0(Cλ(Q 1)) + ‖L0 f ‖Hγs (Cλ(Q 1))).
Each norm of the above equation behaves well under dilation. If we dilate space and time by a
constant factor r and r2−α , respectively, then L0 f dilates by r2−α , the C0 norm is unchanged, the Hγs
norm dilates by sγ = rβ , and the H2+γs norm dilates by r2−αsγ = r2−α+β . Let Qr = {0, . . . , r,1} be
the point and let
Aλr(Qr) =
{
n−1∑
i=1
x2i + (xn − r)2  λ2r2, 1− λ2r2−α  t  1
}
be the cylinder obtained by scaling the Cλ(Q 1) by xi → rxi (i = 1, . . . ,n), (1− t) → r2−α(1− t).
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can ﬁnd a constant C with the following property. For every r > 0 and every special polynomial function f on
the cylinder Aλr(Qr)
‖ f ‖
H
2+γ
s (Aμr(Qr))
 C
(
1
r2−α+β
‖ f ‖C0(Aλr (Qr)) + ‖L0 f ‖Hγs (Aλr (Qr))
)
with γ = β1− α2 and 0 < β < α.
Since Qr is the interior point, we can use the Taylor expansion at this point. For a small number β ,
0 < β < α, let T Qr2,1 f denote the Taylor polynomial of f of degree 2 in space and 1 in time at the
point Qr , and let R
Qr
2,1 f = f − T Qr2,1 f be the Taylor remainder at Qr . By the remainder formula we can
express RQr2,1 f in terms of the differences of derivatives fxi x j (1 i  j  n) and ft between Qr and
the near points, so that, as we see by dilating from Aμ(Q ),
∥∥RQr2,1 f ∥∥C0(Aμr(Q ))  Cr2−α+β‖ f ‖H2+γs (Aμr (Qr)).
Combining this with the previous estimate gives this corollary.
Corollary 2.22.We also have
∥∥RQr2,1 f ∥∥C0(Aμr(Qr))  C(‖ f ‖C0(Aλr (Qr)) + r2−α+β‖L0 f ‖Hγs (Aλr (Qr))).
2.7. Schauder estimates near the boundary
We can obtain Schauder estimates near the boundary comparing the coeﬃcient of (2 − α)-order
polynomial at a point P0 = (0, . . . ,0,1) on the boundary with the second derivatives at a point
Qr = (0, . . . , r,1) near the boundary. Let T P02−α,1 denote the (2 − α)-order polynomial of f at P0
(the deﬁnition is given on Section 2.5), and also denote RP02−α,1 = f − T P02−α,1 be the remainder at P0.
Choose λ small so that the cylinder Aλr(Qr) is entirely contained in the box B
+
2r(P0). Then our re-
mainder estimate at the boundary gives
∥∥RP02−α,1 f ∥∥C0(B+2r (P0))  Cr2−α+β(‖ f ‖C0(B+1 (P0)) + ‖L0 f ‖Cγs (B+1 (P0)))
when 0 < β < α < 1 and 0 < γ < α∗ = min{ α1− α2 ,1} and r  1/2. Let f = R
P0
2−α,1 f , and apply Corol-
lary 2.22 to f to get
∥∥RQr2,1 f ∥∥C0(Aμr (Qr))  C(‖ f ‖C0(Aλr (Qr)) + r2−α+β‖L0 f ‖Hγs (Aλr (Qr))).
Since Aλr(Qr) ⊆ B+2r(P0) and L0 f differs from L0 f by a constant, we also get
∥∥RQr2,1 f ∥∥C0(Aλr (Qr))  Cr2−α+β(‖ f ‖C0(B+1 (P0)) + ‖L0 f ‖Hγs (B+1 (P0))).
Thus
∥∥T Qr2,1 f ∥∥ 0  Cr2−α+β(‖ f ‖C0(B+(P )) + ‖L0 f ‖Hγ (B+(P ))).C (Aλr (Qr)) 1 0 s 1 0
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h = T Qr2,1 f = T Qr2,1
(
RP02−α,1 f
)
which is bounded on the cylinder Aλr(Qr), and consider its second derivative hxnxn with respect to xn ,
which is a constant depending on r. We have the estimate
|hxnxn |
C
r2
‖h‖C0(Aλr (Qr))
and
hxnxn =
(
T Qr2,1
(
RP02−α,1 f
))
xnxn
= fxnxn (Qr) −
(xαn fxnxn )(P0)
rα
.
This gives an estimate on fxnxn (Qr) − (x
α
n fxnxn )(P0)
rα , and the same applies to fxi x j (Qr) and fxi xn (Qr)
(1 i  j  n − 1). So we get the following result.
Lemma 2.23. For any β in 0 < β < α and γ in 0 < γ < α∗ = min{ α1− α2 ,1}, we can ﬁnd a constant C with
the following property. If f is a special polynomial in the box B+1 and if 0 < r  1/2 and if γ = β/(1 − α2 ),
then
(∣∣Dxn Dxn f (P0) − rα fxnxn (Qr)∣∣+ ∑
1i jn−1
∣∣rα fxi x j (Qr)∣∣+
n−1∑
i=1
∣∣rα fxi xn (Qr)∣∣
)
 Crβ
(‖ f ‖C0(B+1 ) + ‖L0 f ‖Cγs (B+1 ))= Cs[P0, Qr]γ (‖ f ‖C0(B+1 ) + ‖L0 f ‖Cγs (B+1 )).
By scaling space and time around the point P0 = Q 0 and translating in xi (i = 1, . . . ,n − 1) and t ,
we can get a similar estimate at any point in the box B+1/4.
Corollary 2.24.We also have
∣∣xαn fxnxn (x′, xn, t) − Dxn Dxn f (x′,0, t)∣∣+ ∑
1i jn−1
∣∣xαn fxi x j (x′, xn, t)∣∣+
n−1∑
i=1
∣∣xαn fxi xn (x′, xn, t)∣∣
 Cs
[
(x′, xn, t), (x′,0, t)
]γ (‖ f ‖C0(B+1 ) + ‖L0 f ‖Cγs (B+1 ))
for all (x′, xn, t) in B+1/4 .
The bound of ft follows from the operator L0. We can also make Hölder estimates in the interior
using the bound on f = RP02−α f . Applying f to Corollary 2.21 we get
‖ f ‖
H
2+γ
s (Aμr(Qr))
 C
(
1
r2−α+β
‖ f ‖C0(Aλr (Qr)) + ‖L0 f ‖Hγs (Aλr (Qr))
)
.
Combining these with Corollary 2.17 proves the following result.
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the following property. If f is a special polynomial in the box B+1 and if 0 < r  1/2with γ = β/(1− α2 ), then
‖ f ‖
H
2+γ
s (Aμr (Qr))
 C
(‖ f ‖C0(B+1 (P0)) + ‖L0 f ‖Cγs (B+1 (P0))).
Corollary 2.26. For any γ in 0 < γ < α∗ = min{ α1− α2 ,1}, we can ﬁnd  > 0 and a constant C < ∞
with the following property. If f is a special polynomial function on B+1 and if X1 = (x11, . . . , x1n, t1) and
X2 = (x21, . . . , x2n, t2) are any two points in B+1/4 and if
n∑
i=1
∣∣x1i − x2i ∣∣+ |t1 − t2| 12−α  (x11 + x21),
then
∑
1i jn
∣∣xαn fxi x j (X1) − xαn fxi x j (X2)∣∣ Cs(X1, X2)γ (‖ f ‖C0(B+1 ) + ‖L0 f ‖Cγs (B+1 )).
Proof. Similar to the proof of Theorem I.9.7 in [3] with the obvious changes. 
We can combine the above two cases and prove the estimate in the general case.
Lemma 2.27. For any γ in 0 < γ < α∗ = min{ α1− α2 ,1}, we can ﬁnd δ > 0 and a constant C < ∞ such that if
f is any special polynomial function on the box B+1 , then
‖ f ‖
H
2+γ
s (B
+
δ )
 C
(‖ f ‖C0(B+1 (P0)) + ‖L0 f ‖Hγs (B+1 (P0))).
Proof. We follow the same proof as in [3, Theorem I.9.8]. By previous result we are done with δ  1/4
unless
n∑
i=1
∣∣x1i − x2i ∣∣+ |t1 − t2| 12−α  (x11 + x21)
for some  > 0. In this case the metric distance
s(X1, X2) ≈
n∑
i=1
∣∣x1i − x2i ∣∣1− α2 +√|t1 − t2|
in the sense of being bounded above and below by a constant times the expression. Choose
r = Bs(X1, X2) 22−α where B is a large constant so that
n−1∑
i=1
∣∣x1i − x2i ∣∣+ |t1 − t2| 12−α  r
and where δ is so small that r  1/2 for all X1 and X2 in B+1 for this B . Let
X3 =
(
x′1,0, t1
)
, X4 =
(
x′2,0, t2
)
, X5 =
(
x′1, r, t1,
)
, X6 =
(
x′1, r, t2
)
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s(X1, X3) + s(X3, X5) + s(X2, X4) + s(X4, X6) + s(X5, X6) Cr1− α2
and r1− α2  Bs(X1, X2). 
Also we can bound the C2+γs norm of f using the H
2+γ
s norm and the C
0 norm.
Corollary 2.28.We also have
‖ f ‖
C
2+γ
s (B
+
δ )
 C
(‖ f ‖C0(B+1 (P0)) + ‖L0 f ‖Cγs (B+1 (P0))).
2.8. Main Schauder estimate
Combining the results in the previous sections and standard rescaling, we can get our main
Schauder estimate.
Lemma 2.29 (Schauder estimate). For any γ in 0 < γ < α∗ = min{ α1− α2 ,1} and any 0 < r < ρ < 1 there is
a constant C so that
‖ f ‖
C
2+γ
s (B
+
r )
 C
(‖ f ‖C0(B+ρ ) + ‖L0 f ‖Cγs (B+ρ ))
for all special polynomial function f on B+1 .
2.9. Smoothing operators and an extension lemma
Theorem 2.1 will follow from Theorems 2.2 and 2.3 via an appropriate regularizing argument. We
begin by deﬁning smoothing operators with respect to the metric s as in [3]. Let x = (x′, xn) be a
point on the half-space xn  0 and u any point in the unit box B1 = {|u1| < 1, . . . , |un| 1}. For  > 0
and i = 1, . . . ,n − 1, we deﬁne the point
M(x,u) =
{
ξ = (ξ1, . . . , ξn):
√
2ξ2−αn
2−α −
√
2(xn+2)2−α
2−α =
√
|un|,
ξi − xi =
√
2ξαn
√
|ui |
}
so that
s
[
(x′, xn + 2), (x′, ξn)
]= √|un|, s[(. . . , xi, . . .), (. . . , ξi, . . .)]= √|ui |
where ξn  xn + 2 iff un  0, ξi  xi iff ui  0. Let ϕ be a standard smooth, nonnegative bump
function, supported in the box B1, with
∫
ϕ(u)du1 · · ·dun = 1 and let h = h(x) be a function deﬁned
on the half-space H0 where xn  0. We deﬁne the spatial regularization h of h by
h(x) =
∫
ϕ(u)h
(
M(x;u)
)
du1 · · ·dun =
∫
ϕ
(
M−1 (x; ξ)
)
h(ξ)
dξn
2ξαn
dξ1 · · ·dξn−1
for x ∈ H0. A direct computation shows that for any two points x = (x′, xn) and x = (x′, xn) in Ω and
any point u in B1, we have
1086 S. Kim, K.-A. Lee / J. Differential Equations 247 (2009) 1064–1095s
[
M(x;u),M(x;u)
]
 Cs[x, x], s[M(x,u), x] 4√
with the constant C independent of  . As in [3, Section I.11], we get
Lemma 2.30. If h ∈ Cγs (H0), then h is smooth on H0 ,
‖h‖Cγs (H0)  C‖h‖Cγs (H0), and
∣∣h(x) − h(x)∣∣ Cγ /2‖h‖Cγs (H0) ∀x ∈ H0.
Therefore h → h, uniformly on H0 .
We continue with an extension lemma on the new Hölder spaces. We denote by H the space
H0 × [0,∞). The following theorems can be easily shown with obvious modiﬁcation following the
details in [3].
Lemma 2.31. Assume that g ∈ Cγs (H) and f 0 ∈ C2+γs (H0), for some number γ in 0 < γ < α∗ =
min{ α1− α2 ,1}. Then, there exists a function h ∈ C
2+γ
s (H) such that
h(x,0) = f 0(x) and ∂h
∂t
(x,0) = g(x,0)
and
‖h‖
C
2+γ
s (H)
 C
(∥∥ f 0∥∥
C
2+γ
s (H0)
+ ‖g‖Cγs (H)
)
for some constant C depending only on γ .
Finally, we will introduce smoothing operators in space and time. Let X = (x, t) be a point in
H = H0 × [0,∞) and U = (u, s) any point in the unit box B˜1 = {|u1| < 1, . . . , |un|  1, |s|  1}. For
 > 0, we deﬁne now the new point
M˜(X,U ) = (ξ1, . . . , ξn, τ ) = (ξ, τ ) =
(
M(x,u), t + 2 + s
)
.
For any two points X, X˜ in H and any point U in the box B˜1, we directly compute
s
[
M˜(X;U ), M˜( X˜;U )
]
 Cs[X, X˜], s[M˜(X,U ), X] C√.
Now let g be a continuous function on H and let ϕ˜ be a standard smooth, nonnegative bump function,
supported in B˜1, and such that
∫
ds
∫
ϕ˜ du1 · · ·dun = 1. We deﬁne the regularization g of g as
g(X) =
∫
ds
∫
ϕ˜(U )g
(
M˜(X;U )
)
du =
∫
dτ

∫
ϕ
(
M˜−1 (X; R)
)
g(R)
dξn
2ξn
dξ1 · · · ξn−1
where R = M(X;U ). As an immediate consequence of Lemma 2.30, we obtain the following space–
time regularizing result:
Lemma 2.32. For any function g in Cγs (H) and any two points X and X˜ in H, we have ‖g‖Cγs (H)  ‖g‖Cγs (H)
and |g(X) − g( X˜)| Cγ /2‖g‖Cγ (H) with C independent of  .s
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Proof of Theorem 2.1. We begin with the existence question. Because of Lemma 2.31, we can assume
without loss of generality that f 0 ≡ 0 and that g is a function in Cγs (H) such that
g(x,0) = 0 ∀x ∈ H0.
Let g be the space–time regularizations of the function g , as deﬁned above, let f be the unique
solution of the initial value problem
⎧⎨
⎩
L0 f = g in HT ,
f(·,0) = 0 on H0,
f = 0 on xn = 0
satisfying
‖ f‖C0(H)  C‖g‖C0(H)
as constructed in Theorem 2.2. The Schauder estimate in Lemma 2.29 gives us the convergence of
subsequences to a limit f in C2+γ (H) and
‖ f ‖
C
2+γ
s (H)
 C‖g‖Cγs (H)
as desired. The uniqueness of solution follows from the classical maximum principle, as in
Lemma 2.4. 
We conclude this section with the following generalization of Theorem 2.1.
Lemma 2.33. Let γ be a number in 0 < γ < α∗ = min{ α1− α2 ,1}. Assume that g ∈ C
γ
s (H) and f
0 ∈
C2+γs (H0), with both g and f 0 compactly supported in H and H0 , respectively. Then, for any constant c
and T > 0, the initial value problem
⎧⎨
⎩
L0 f − cf = g in HT ,
f (·,0) = f 0 on H0,
f = 0 on xn = 0
admits a unique solution f ∈ C2+γs (HT ) which satisﬁes the estimate
‖ f ‖
C
2+γ
s (HT )
 C(T )
(∥∥ f 0∥∥
C
2+γ
s (H0)
+ ‖g‖Cαs (HT )
)
for some constant C(T ) depending on γ , c and T .
Proof. As in [3, Theorem I.12.2], with the obvious changes. 
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In this section we extend our existence and uniqueness theorem to linear degenerate equations
and quasi-linear degenerate equations. First we will study linear degenerate equations of the form
{
Lw = wt −
(
ϑα
(
aijwij + biwi
)+ cw)= g in Ω × [0,∞),
w = 0 on xn = 0
where Ω is a compact domain in Rn with smooth boundary. The subindices i, j ∈ {x1, . . . , xn} denote
differentiation with respect to the space variables x1, . . . , xn and the summation convention is used.
The matrix (aij) is assumed to be strictly positive and all coeﬃcients aij , bi and c belong to appro-
priate Hölder spaces which will be deﬁned later. The degeneracy is carried through the function ϑ(x)
with
ϑ(x) = dist(x, ∂Ω)
for all x ∈ Ω suﬃciently close to ∂Ω . When the boundary is ﬂat and the coeﬃcients are constants,
this equation takes the form of the model equation L0 f = g on the half-space xn  0 (locally and
under an appropriate change of variables).
Imitating the model case, we deﬁne the distance function s in Ω . In the interior of Ω the distance
will be equivalent to the standard Euclidean distance, while around any point x ∈ ∂Ω , s is deﬁned as
in Section 2, via a map ϕ : H → Ω that ﬂattens the boundary of Ω near x. The parabolic distance
between X1 = (x1, t1) and X2 = (x2, t2) in Ω is equivalent to the function
s[X1, X2] = s
[
x1, x2
]+√|t1 − t2|.
Now suppose that A is a subset of the cylinder Ω × [0,∞) which is the closure of its interior.
As in Section 2, we denote by Cγs (A) the space of Hölder continuous functions on A with respect to
the metric s and by C2+γs the space of all functions w on A such that w,wt ,wi,dαwij with i, j ∈
{x1, . . . , xn} and with d denoting the distance function to the boundary of Ω , extend continuously up
to the boundary of A and the extensions are Hölder continuous on A of class Cγs (A). They are both
Banach spaces under the norms ‖w‖Cγs (A) , and
‖w‖
C
2+γ
s (A)
= ‖w‖Cγs (A) +
n∑
i=1
‖wi‖Cγs (A) + ‖wt‖Cγs (A) +
∑
1i jn
∥∥dαwij∥∥Cγs (A).
Denote by Ωσ , for σ > 0, the set
Ωσ =
{
x ∈ Ω: dist(x, ∂Ω) σ },
by Q T , for T > 0, the cylinder Ω ×[0, T ]. Combining Lemma 2.33 with a perturbation argument along
the lines of the proof of Theorem II.1.1 in [3], we obtain the following result.
Lemma 3.1. Let Ω be a compact domain in Rn with smooth boundary and let α a be number in 0 < α < 1
and γ a number in 0 < γ < α∗ = min{ α1− α2 ,1} and T a positive number. Assume that the coeﬃcients a
i j,bi
and c of the operator L belong to the space Cγs (Q T ) and satisfy
aijξiξ j  λ|ξ |2 > 0 ∀ξ ∈Rn \ {0}
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∥∥aij∥∥Cγs (Q T ) + ∥∥bi∥∥Cγs (Q T ) + ‖c‖Cγs (Q T )  1λ
for some positive constants λ. In addition, assume that ϑ is a smooth function on Ω , strictly positive in its
interior, with ‖ϑ‖C∞(Ω)  1 and such that
ϑ(P ) = dist(P , ∂Ω) ∀P ∈ Ω \ Ωσ
for some σ > 0. Then, given any function w0 ∈ C2+γs (Ω) and any function g ∈ Cγs (Q T ) there exists a solution
w ∈ C2+γs (Q T ) of the initial value problem
⎧⎨
⎩
Lw = g in Q T ,
w = 0 on xn = 0,
w(·,0) = w0 on Ω
satisfying
‖w‖
C
2+γ
s (Q T )
 C(T )
(∥∥w0∥∥
C
2+γ
s (Ω)
+ ‖g‖Cγs (Q T )
)
.
The constant C(T ) depends only on the numbers γ ,λ and T .
Proof. We begin by expressing the compact domain Ω as the ﬁnite union
Ω = Ωρ/2 ∪
(⋃
l1
Ωl
)
= Ωρ/2 ∪
[⋃
l1
(
Bρ(xl) ∩ Ω
)]
(ρ/2 > 0)
with Bρ(xl) denoting the ball centered at xl ∈ ∂Ω of radius ρ > 0. The operator L, when restricted
on the interior domain Ωρ/2, is non-degenerate. Therefore, the classical Schauder theory for linear
equations implies that L is invertible when restricted on functions which vanish outside Ωρ/2. Since
the distance is equivalent to the standard Euclidean distance in Ωρ/2, the classical Schauder theory
holds.
Next, we concentrate our attention on the domains Ω l , l  1, close to the boundary of Ω . Denote
by Q δ the cylinder
Q δ = B+ × [0, δ]
with the half unit ball B+ = {(x1, . . . , xn) ∈ B1(0); xn  0}. And we select smooth charts Υl : B+ → Ωl
such that they map B+ ∩ {xn = 0} onto Ωl ∩ ∂Ω and have Υl(0) = xl . This is possible if the number ρ
is chosen suﬃciently small. Under the change of coordinates induced by the charts Υl the operator L,
restricted on each Ω l × [0, δ], is transformed to an operator Ll of the form
Llw = wt −
(
xαn
(
aijl wij + bil wi
)+ clw)
deﬁned on B+ × [0, δ]. Moreover, the charts Υl can be chosen appropriately so that the coeﬃcients of
Ll satisfy
aijl ξiξ j  λ|ξ |2 > 0 ∀ξ ∈Rn \ {0}
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∥∥aijl ∥∥Cγs (Q T ) + ∥∥bil∥∥Cγs (Q T ) + ‖cl‖Cγs (Q T )  1λ
for some positive constants λ and λ, while at the point 0 = (0, . . . ,0) ∈Rn we have
a11l (0) = · · · = annl (0), aijl (0) = 0, for i = j, bil (0) = 0.
The continuity of the coeﬃcients then implies that the constant coeﬃcient operator
L˜lw = wt −
[
xαn alw + clw
]
having
al = a11l (0) = · · · = annl (0), cl = cl(0)
when deﬁned on Q δ = B+ × [0, δ] has coeﬃcients suﬃciently close to the coeﬃcients of Ll in the
space Cγs (Q δ), if ρ and δ are chosen suﬃciently small. Combining theorems for the model equation
with the perturbation argument, we can give the generalization of the local Schauder estimates for
variable coeﬃcient equations. 
We give next the generalization of the local Schauder estimates in Theorem 2.3 for variable coeﬃ-
cient equations.
Lemma 3.2. Assume that the coeﬃcients ai j,bi and c of the operator L belong to the space Cγs (B
+
1 ), for some
number γ in 0 < γ < α∗ = min{ α1− α2 ,1} and satisfy
aijξiξ j  λ|ξ |2 > 0 ∀ξ ∈Rn \ 0
and
‖aij‖Cγs (Q T ) + ‖bi‖Cγs (Q T ) + ‖c‖Cβs (Q T ) 
1
λ
for some positive constants λ. Then, there exists a constant C depending only on γ and λ, such that
‖ f ‖
C
2+γ
s (B
+
1/2)
 C
(‖ f ‖C0s (B+1 ) + ‖L f ‖Cγs (B+1 ))
for all functions f ∈ C2+γs (B+1 ).
Proof. As in [3, Theorem II.1.2], with the obvious changes. 
Using a standard rescaling argument, we get the next result.
Lemma 3.3. Under the same hypotheses as in Lemma 3.2 and for any number r  1 there exists a constant
C(r) so that
‖ f ‖
C
2+γ
s (B
+
r/2)
 C
(‖ f ‖C0s (B+r ) + ‖L f ‖Cγs (B+r )).
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wt = ϑα F ij(x, t,w, Dw)wij + G(x, t,w, Dw) = Pw
on the cylinder Q T = Ω × [0, T ], T > 0. Let us denote by M the operator
Mw = wt − Pw.
Then, if w˜ is a ﬁxed point in C2+γs (Q T ), the linearization of the operator M at the point w˜ is the
operator
M˜(w˜) = DM(w)(w˜) = w˜t − DP (w)(w˜)
with
DP (w)(w˜) = ϑα F ij(x, t,w, Dw)w˜i j +
[
ϑα F ijwl (x, t,w, Dw)wij + Gijwl (x, t,w, Dw)
]
w˜l
+ [ϑα F ijw(x, t,w, Dw)wij + Gw(x, t,w, Dw)]w˜,
here Dw = (w1, . . . ,wn), F ijw = ∂ F ij/∂w , Gw = ∂G/∂w and for l = 1, . . . ,n, F ijwl = ∂ F ij/∂wl ,
Gwl = ∂G/∂wl . As always, the summation convention is used.
Using Lemma 3.1 and the Inverse Function Theorem, along the lines of the proof of Theorem II.2.1
in [3] we get the following initial problem is solvable.
Lemma 3.4. Assume thatΩ is a compact domain inRn with smooth boundary. Letα be a number in 0 < α < 1
and γ a number in 0 < γ < α∗ = min{ α1− α2 ,1} and T > 0 a positive number. Also, let w
0 be a function
in C2+γs . Assume that the linearization DM(w) of the quasi-linear operator
Mw = wt − ϑα F (x, t,w, Dw)wij − G(x, t,w, Dw)
deﬁned on the cylinder Q T = Ω ×[0, T ], satisﬁes the hypotheses of Theorem 2.1 at all points w in C2+γs (Q T ),
with ‖w − w0‖C2+γs (Q T ) μ, for some μ > 0. Then, there exists a number τ0 in 0 < τ0  T depending on the
constants γ ,k, λ and μ, for which the initial value problem
{
wt = ϑα F (x, t,w, Dw)wij + G(x, t,w, Dw) in Ω × [0, τ0],
w(·,0) = w0 on Ω,
w(·,0) = 0 on xn = 0
admits a solution w in the space C2+γs (Ω × [0, τ0]). Moreover,
‖w‖
C
2+γ
s (Ω×[0,τ0])  C‖w0‖C2+γs (Ω)
for some positive constant C which depends only on γ ,k, λ, and μ.
4. The short time existence of the smooth solution for the porous medium equation
In this last part of the paper we will apply the results of Part II to prove the main theorem, stated
in Section 1.
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To motivate the proof of main theorem, we will ﬁrst compute the transformation of the equation
ft =mf α f
when one exchanges dependent and independent variables near the boundary. This change of coordi-
nates converts the boundary into a ﬂat boundary. More precisely, assume that the function f belong
to the space C2+αs (Ω×[0, T ]). Let X0 = (x0, t0) at the boundary ∂Ω×(0, T ]. We can assume (by rotat-
ing the coordinates) that fx1 (X0) = · · · = fxn−1 (X0) = 0, and fxn (X0) > 0. It follows from the Implicit
Function Theorem that if the number η is suﬃciently small, we can solve the equation z = f (x, t)
with respect to xn around the point (X0). This yields to a map xn = h(x′, z, t) deﬁned in a small
box B+η (X0). We wish to compute the evolution equation of h from the one of f . To compute the
evolution of h, we use the identities
fxn =
1
hz
, fxi = −
hxi
hz
, ft = − ht
hz
, fxnxn = −
1
h3z
hzz,
fxi xi = −
1
hz
(
h2xi
h2z
hzz − 2hxi
hz
hxi z + hxixi
)
(i = 1, . . . ,n − 1).
This follows immediately from the above computations, the equation
ft −mf α f = 0
transforms into the equation
M(h) = ht − zα
[
x′h +
(
−1+ |∇x′h|
2
hz
)
z
]
= 0.
In order to use the Inverse Function Theorem, we compute its linearization DM(h):
DM(h)(h˜) = h˜t − zα
[(
1+ |∇x′h|2
h2z
)
h˜zz −
n−1∑
i=1
2hi
hz
h˜xi z + x′ h˜
]
+ zα
[
2(1+ |∇x′h|2)hzz
h3z
−
n−1∑
i=1
hxi hxi z
h2z
]
h˜z +
n−1∑
i=1
zα
[
2hiz
hz
− 2hihzz
h2z
]
h˜i .
The linearized operator DM(h) on B+η (X0) belongs to the class of the degenerate operators studied
in Section 4. Since the change of coordinates presented here is only local and cannot be used directly
for the proof of main theorem, we introduce global change of coordinates which is based on similar
ideas.
4.2. Partial regularity
Let Ω be a compact domain in Rn and f 0 a function on Ω with f 0 = 0 at ∂Ω and f 0 > 0 in the
interior of Ω . Assume that
f 0 ∈ C2+γs and
∣∣Df 0(x1, . . . , xn)∣∣+ f 0(x1, . . . , xn) c > 0
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surface S , suﬃciently close to the surface z = f 0(x). Let S : D → Rn+1 be a smooth parametriza-
tion for the surface S which maps ∂D onto S ∪ {z = 0}. Also, let T = (T1, . . . , Tn+1) be a smooth
vector ﬁeld, transverse to the surface S . Since |Df 0|  0 along ∂Ω and S is suﬃciently close to
the surface z = f 0(x), we can choose T to be parallel to the plane z = 0 in a small neighbor-
hood of ∂D. In other words, there exists a number δ > 0 such that Tn+1(u) = 0 on D \ D1−δ with
D1−δ = {u ∈ Rn: ∑ni=1 u2i  1− δ}. For η > 0 suﬃciently small, we deﬁne the change of spatial coor-
dinates Φ : D × [−η,η] →Rn+1 by
(x, z) = Φ(u,w) = S(u) + wT (u). (4.1)
Assume that z = f (x) satisﬁes the initial boundary problem
⎧⎪⎪⎨
⎪⎪⎩
ft = 1
m
f α f , (x, t) ∈ Ω × [0, T ],
f (x,0) = f 0, x ∈ Ω,
f (x, t) = 0, x ∈ ∂Ω × [0, T ].
Under the coordinate change of Φ , the initial date f 0(x) transform to a function w0(u) which can be
made arbitrary small, by choosing the smooth surface S suﬃciently close to the surface z = f 0(x). We
will see that w0 ∈ C2+γs (D), since f ∈ C2+γs (Ω). When z evolves as a function of (x, t), then, through
this coordinate change w evolves as a function of (u, t) with u ∈ D. Notice that by our choice of the
parametrization S we have U ∈ ∂D iff z = 0. Hence the boundary is mapped onto the lateral boundary
of the cylinder D × [0, T ]. We have the following theorem:
Lemma 4.1. Let Ω be a compact domain in Rn and f 0 be a function in the space C2+γs (Ω), for some number
γ in 0 < γ < α∗ = min{ α1− α2 ,1}. Assume that f
0 > 0 in the interior of Ω and f 0 = 0 at ∂Ω with
∣∣Df 0(x)∣∣+ f 0(x) c ∀x ∈ Ω.
Then, under the coordinate change (4.1), the initial boundary problem
⎧⎪⎪⎨
⎪⎪⎩
ft = 1
m
f α f , (x, t) ∈ Ω × [0, T ],
f (x,0) = f 0, x ∈ Ω,
f (x, t) = 0, x ∈ ∂Ω × [0, T ],
converts into the initial value problem
⎧⎨
⎩
Mw = wt − ϑα F ij(t,u,w, Dw)wij − G(t,u,w, Dw) = 0, (u, t) ∈ D × [0, T ],
w(u,0) = w0, u ∈ D,
w = 0, (u, t) ∈ ∂D × [0, T ],
with w0 ∈ C2+γs (D). Moreover, if T  τ , with τ suﬃciently small depending on c, the operator M satisﬁes all
the hypotheses of Lemma 3.4.
Proof. One can make similar computations as in Theorem III.3.2 in [3] to transform our boundary
problem for the Porous Medium Equation (PME) into the initial value problem for the quasi-linear
operator M . The assumptions of the main theorem in Section 1 imply that if the time T is suﬃciently
small, the linearization of the operator M at a point w˜ ∈ C2+γs (Q T ) suﬃciently close to w0 satisﬁes
all the hypotheses of Theorem 2.1. 
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Lemma 4.2. Let Ω be a compact domain in Rn and let f 0 be a function in the space C2+γs (Ω), for some
number γ in 0 < γ < α∗ = min{ α1− α2 ,1}. Assume that f
0 = 0 at ∂Ω , f 0 > 0 in the interior of Ω so that
∣∣Df 0(x1, . . . , xn)∣∣+ f 0(x1, . . . , xn) c > 0 ∀(x1, . . . , xn) ∈ Ω.
Then, there exists a number τ , for which the initial boundary problem
⎧⎪⎪⎨
⎪⎪⎩
ft = 1
m
f α f , (x, t) ∈ Ω × [0, τ ],
f (x,0) = f 0, x ∈ Ω,
f (x, t) = 0, x ∈ ∂Ω × [0, τ ],
admits a solution f in C2+γs (Ω × [0, τ ]).
We ﬁnish with the proof of Theorem 1.1.
Proof of Theorem 1.1. Since Df 0 = 0 at ∂Ω and f 0 > 0 in Ω , we get
∣∣Df 0(x1, . . . , xn)∣∣+ f 0(x1, . . . , xn) c ∀(x1, . . . , xn) ∈ Ω
for some c > 0. From Lemma 4.2, there exists a solution f ∈ C2+γs (Ω × [0, T ]) of the initial value
problem
⎧⎪⎪⎨
⎪⎪⎩
ft = 1
m
f α f , (x, t) ∈ Ω × [0, T ],
f (x,0) = f 0, x ∈ Ω,
f (x, t) = 0, x ∈ ∂Ω × [0, T ],
for some number T > 0. So we get the conclusion. 
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