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Abstract
In this thesis, we study data-driven decision making in operation management contexts,
with a focus on both theoretical and practical aspects.
The rst part of the thesis analyzes the well-known newsvendor model but under the
assumption that, even though demand is stochastic, its probability distribution is not part of
the input. Instead, the only information available is a set of independent samples drawn from
the demand distribution. We analyze the well-known sample average approximation (SAA)
approach, and obtain new tight analytical bounds on the accuracy of the SAA solution.
Unlike previous work, these bounds match the empirical performance of SAA observed in
extensive computational experiments. Our analysis reveals that a distribution's weighted
mean spread (WMS) impacts SAA accuracy. Furthermore, we are able to derive distribution
parametric free bound on SAA accuracy for log-concave distributions through an innovative
optimization-based analysis which minimizes WMS over the distribution family.
In the second part of the thesis, we use spread information to introduce new families
of demand distributions under the minimax regret framework. We propose order policies
that require only a distribution's mean and spread information. These policies have several
attractive properties. First, they take the form of simple closed-form expressions. Second,
we can quantify an upper bound on the resulting regret. Third, under an environment of
high prot margins, they are provably near-optimal under mild technical assumptions on
the failure rate of the demand distribution. And nally, the information that they require
is easy to estimate with data. We show in extensive numerical simulations that when prot
margins are high, even if the information in our policy is estimated from (sometimes few)
samples, they often manage to capture at least 99% of the optimal expected prot.
The third part of the thesis describes both applied and analytical work in collaboration
with a large multi-state gas utility. We address a major operational resource allocation
problem in which some of the jobs are scheduled and known in advance, and some are
unpredictable and have to be addressed as they appear. We employ a novel decomposition
approach that solves the problem in two phases. The rst is a job scheduling phase, where
regular jobs are scheduled over a time horizon. The second is a crew assignment phase, which
assigns jobs to maintenance crews under a stochastic number of future emergencies. We
propose heuristics for both phases using linear programming relaxation and list scheduling.
Using our models, we develop a decision support tool for the utility which is currently being
piloted in one of the company's sites. Based on the utility's data, we project that the tool
will result in 55% reduction in overtime hours.
Thesis Supervisor: Georgia Perakis
Title: William F. Pounds Professor of Management
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Chapter 1
Introduction
In managing the operations of a rm, decisions often have to be made in an environment
having some underlying uncertainty. Some examples include inventory management, supply
chain coordination, revenue management, and workforce management. In this thesis, we
discuss decision making in operations management contexts under uncertainty, with a focus
on both theoretical and practical aspects.
In the rst part of the thesis, we make the assumption that the probability distribution
of the underlying uncertainty is not known as part of the input. This is particularly relevant
in real-world applications since the decision maker does not have a complete description of
the underlying uncertainty.
In Chapter 2, we consider the well-known newsvendor model, however the only infor-
mation available is a set of independent samples drawn from the demand distribution. We
consider the well-known sample average approximation (SAA) approach, but there is a cost
associated with the sampling process. Gathering more samples incurs a sampling cost. On
the other hand, gathering less samples incurs an inaccuracy cost. The sample size must be
carefully chosen to balance the cost tradeos involved with sampling. We model inaccuracy
cost as the expected penalty, where a xed penalty is incurred in the event that the relative
regret of the SAA quantity exceeds a threshold. We obtain new tight analytical bounds
on the probability of this event which match the empirical performance observed in ex-
tensive computational experiments. Unlike previous work, this bound reveals the weighted
mean spread (WMS) as an underlying property of the demand distribution which impacts
the accuracy of the SAA procedure. Furthermore, we are able to derive a bound indepen-
dent of distribution parameters based on an innovative optimization-based analysis which
minimizes WMS over a distribution family.
In Chapter 3, we study a minimax regret approach to the newsvendor problem. Using
a distribution statistic, called absolute mean spread (AMS), we introduce new families of
demand distributions under the minimax regret framework. We propose order policies that
require only a distribution's mean and information on the AMS. Our policies have several
attractive properties. First, they take the form of simple closed-form expressions. Second,
15
we can quantify an upper bound on the resulting regret. Third, under an environment of
high prot margins, they are provably near-optimal under mild technical assumptions on
the failure rate of the demand distribution. And nally, the information that they require
is easy to estimate with data. We show in extensive numerical simulations that when prot
margins are high, even if the information in our policy is estimated from (sometimes few)
samples, they often manage to capture at least 99% of the optimal expected prot.
In the second part of the thesis, we demonstrate using a real-world example how analytics
and optimization is used for decision-making in a gas utility.
In Chapter 4, we describe a project which addresses a major operational resource allo-
cation challenge that is typical to the industry and to other application domains. We study
the resource allocation problem in which some of the tasks are scheduled and known in
advance, and some are unpredictable and have to be addressed as they appear. The utility
company has maintenance crews that perform both standard jobs (each must be done before
a specied deadline) as well as repair emergency gas leaks (that occur randomly throughout
the day, and could disrupt the schedule and lead to signicant overtime). The goal is to
perform all the standard jobs by their respective deadlines, to address all emergency jobs
in a timely manner, and to minimize maintenance crew overtime.
We employ a novel decomposition approach that solves the problem in two phases. The
rst is a job scheduling phase, where standard jobs are scheduled over a time horizon. The
second is a crew assignment phase, which solves a stochastic mixed integer program to
assign jobs to maintenance crews under a stochastic number of future emergencies. For
the rst phase, we propose a heuristic based on the rounding of a linear programming
relaxation formulation and prove an analytical worst-case performance guarantee. For the
second phase, we propose an algorithm for assigning crews to replicate the optimal solution
structure.
We used our models and heuristics to develop a decision support tool for the utility
which is currently being piloted in one of the company's sites. Using the utility's data, we
project that the tool will result in 55% reduction in overtime hours.
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Chapter 2
The data-driven newsvendor
2.1 Introduction
In the classical newsvendor problem, a retailer plans to sell a product over a single period to
meet a stochastic demand with a known distribution (Zipkin, 2000). She needs to commit
to a stocking quantity before observing the actual demand at the end of the sales period.
The retailer incurs an underage cost for each unit of unsatised demand, and an overage
cost for each unsold unit of product at the end of the period. The goal of the retailer is to
choose an order quantity that minimizes the expected cost. The basic assumption of the
newsvendor model is that the demand distribution is known.
In reality, managers need to make inventory decisions without having complete knowl-
edge of the demand distribution. Often, the only information available comes from a set
of demand data. Nonparametric data-driven heuristics are a class of heuristics that as-
sume the demand data is a random sample drawn from the unknown demand distribution.
Typically, these data-driven heuristics are more accurate as the sample size increases. If
there is no cost incurred for gathering samples, then it is better to gather as many demand
samples as possible. However, in some realistic settings, there is a cost associated with the
data-collection or sampling process. Gathering more samples incurs a sampling cost. On
the other hand, gathering less samples incurs an inaccuracy cost. The sample size must
be carefully chosen to balance the cost tradeos involved with sampling. In this chapter,
we analyze the cost tradeos under the popular nonparametric data-driven heuristic called
sample average approximation (SAA) (Homem-De-Mello, 2000; Kleywegt et al., 2001). The
SAA heuristic minimizes the cost averaged over the empirical distribution induced by the
sample, instead of the true expected cost that cannot be evaluated.
In our model, let D be the stochastic single-period demand. Let C(q) denote the ex-
pected underage and overage cost of an inventory level q. If the true distribution of D is
known, then the optimal newsvendor quantity q = minq0C(q) is a well-specied quantile
of the distribution (sometimes called the critical quantile). In our setting, the distribution
of D is unknown, but a random sample of size N drawn from the unknown distribution is
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available. Let Q^N denote the SAA solution, which is stochastic since its value depends on
the random sample. We assess the accuracy of the SAA solution by comparing its expected
cost C(Q^N ) against the optimal expected cost C(q
). The dierence, C(Q^N )   C(q), is
often called the error (or the regret) of ordering the SAA solution. The regret normalized
by C(q) is referred to as the relative regret.
Let S(N) denote the sampling cost of a sample of size N . For instance, S(N) may
be linear and increasing in the sample size: S(N) = N , where  > 0 is the cost in-
curred for each demand data. Let I(N) denote the inaccuracy cost of the SAA solution.
There are multiple ways to dene the inaccuracy cost I depending on the specic problem
context. Suppose a penalty K is incurred whenever the relative regret of the SAA solu-
tion exceeds a specied threshold . In this chapter, we choose to model the inaccuracy
cost of sampling as the expected penalty incurred by ordering the SAA solution. That is,
I(N) , E

K  1[C(Q^N )>(1+)C(q)]

= K  Pr

C(Q^N ) > (1 + )C(q
)

, where 1[A] is the
indicator function of event A; it takes a value of 1 if event A occurs and zero otherwise.
The optimal choice of the sample size N minimizes the total cost S(N)+I(N). Solving
this requires evaluating I or, equivalently, having a probabilistic understanding of the
relative regret of the SAA heuristic, (C(Q^N ) C(q))=C(q), as a function of the sample size.
In this work, we provide an entirely new optimization-based analysis that: (i) Obtains tight
analytical probabilistic bounds on SAA accuracy that match the empirical performance.
As a result they can be used to accurately estimate the value of additional samples; and
(ii) Highlights several new important properties of the underlying demand distribution that
drive the accuracy of the SAA heuristic.
2.1.1 Contributions and Insights
Our work has multifold contributions and provides several important insights:
Informative probabilistic bound. We derive a new analytical bound on the proba-
bility that the SAA solution has at most  relative regret. This bound depends only on the
sample size, the threshold , the underage and overage cost parameters, as well as a newly
introduced property of the demand distribution called weighted mean spread (WMS). To the
best of our knowledge, the WMS is an entirely new concept rst introduced in this thesis.
The absolute mean spread (AMS) at x, (x), is the dierence between the conditional ex-
pectation of demand above x and the conditional expectation below the x (Denition 2.4.1).
The WMS at x is simply the AMS weighted by the density function value, i.e. (x)f(x).
Our analysis shows that the WMS is the property that drives the accuracy of the SAA
method. Specically, the probability that the SAA solution has a relative regret greater
than  decays exponentially with a constant proportional to (q)f(q). Thus, the SAA
procedure is more likely to be have smaller regret if samples are drawn from a distribution
with a large value for (q)f(q).
Tight probabilistic bounds. Regression analysis demonstrates that the probabilistic
bounds we derive for SAA accuracy based on our analysis are tight. Hence, we are able to
18
quantify the accuracy gained from obtaining additional samples. This is especially valuable
in settings where data-collection incurs a cost. Thus, we are able to characterize the optimal
sample size that balances the sampling cost and inaccuracy cost.
Probabilistic bounds for log-concave distributions. The new notion of WMS
is used to develop a general optimization-based methodology to derive tight probabilistic
bounds for the accuracy of the SAA method over any nonparametric family of distributions.
This is done through a specied optimization problem that minimizes the WMS, (q)f(q),
over the family of distributions. We are able to solve this problem in closed form for the
important family of log-concave distributions, providing a tight lower bound on (q)f(q)
of all log-concave distributions. As a consequence, we obtain a uniform probabilistic bound
for the accuracy of the SAA solution under any log-concave demand distribution. This
bound is independent of distribution-specic parameters, and only depends on the sample
size, the regret threshold, and the underage and overage cost parameters. (Note that
many of the common distributions assumed in inventory and operations management are
log-concave, e.g., normal, uniform, exponential, logistic, chi-square, chi, beta and gamma
distributions.) The new bound is signicantly tighter than the bound in Levi et al. (2007).
The methodology we developed could potentially be used to derive probabilistic bounds
for SAA accuracy under other distribution families. We believe this is a promising future
research direction.
Comparing SAA vs. traditional tting approaches. Finally, we conduct an
extensive computational study comparing the accuracy of the SAA method against the
naive (but commonly used in industry) approach that rst ts the samples to a specied
distribution and then solves the newsvendor problem with respect to that distribution.
The comparison is made based on the average relative regret each method incurs. To
implement the tting approach, we used the distribution-tting software EasyFit to nd the
distribution that best describes the samples from its database of more than 50 distributions.
We investigate the eect of the sample size and the eect of sampling from nonstandard
demand distributions on the magnitude of the relative regret. In most cases, even when the
critical quantile is high, the errors of the SAA method are on par or dominate those of the
distribution tting approach. Moreover, when the samples are drawn from a nonstandard
distribution (e.g., mixed normals), the distribution tting method results in huge errors
compared to the SAA method.
2.1.2 Literature Review
There exists a large body of literature on models and heuristics for inventory problems that
can be applied when limited demand information is known. One may use either a paramet-
ric approach or a nonparametric approach. A parametric approach assumes that the true
distribution belongs to a parametric family of distributions, but the specic values of the
parameters are unknown. In contrast, a nonparametric approach requires no assumptions
regarding the parametric form of the demand distribution. The following are some exam-
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ples of parametric approaches. Scarf (1959) proposed a Bayesian procedure that updates
the belief regarding the uncertainty of the parameter based on observations that are col-
lected over time. More recently, Liyanage & Shanthikumar (2005) introduced operational
statistics which, unlike the Bayesian approach, does not assume any prior knowledge on
the parameter values. Instead it performs optimization and estimation simultaneously. In
another recent work, Akcay et al. (2009) propose tting the samples to a distribution in
the Johnson Translation System, which is a parametric family that includes many common
distributions. Besides SAA, the following are other examples of nonparametric approaches
proposed in previous work. Concave adaptive value estimation (CAVE) (Godfrey & Powell,
2001) successively approximates the objective cost function with a sequence of piecewise
linear functions. The bootstrap method (Bookbinder & Lordahl, 1989) estimates the crit-
ical quantile of the demand distribution. The innitesimal perturbation approach (IPA)
is a sampling-based stochastic gradient estimation technique that has been used to solve
stochastic supply chain models (Glasserman & Ho, 1991). Huh & Rusmevichientong (2009)
develop an online algorithm for the newsvendor problem with censored demand data (i.e.,
data is on sales instead of demand) based on stochastic gradient descent. Another nonpara-
metric method for censored demand is proposed by Huh et al. (2008), based on the well-
known Kaplan-Meier estimator. Robust optimization addresses distribution uncertainty by
providing solutions that are robust against dierent distribution scenarios. It does this by
allowing the distribution to belong to a specied family of distributions. Then one can use
a max-min approach, attempting to maximize the worst-case expected prot over the set of
allowed distributions. Scarf (1958) and Gallego & Moon (1993) derived the max-min order
policy for the newsvendor model with respect to a family of distributions with the same
mean and variance. Another robust approach attempts to minimize the worst-case \regret"
(or hindsight cost of suboptimal decision) over the distribution family. Some recent works
using a minimax regret criterion include Ball & Queyranne (2009); Eren & Maglaras (2006);
Perakis & Roels (2008); Levi et al. (2013b).
In general, the sample average approximation (SAA) method is used to solve two types
of stochastic optimization problems. The rst type of problems are those that are computa-
tionally dicult even though the underlying distribution is known (e.g. two-stage discrete
problems where the expectation is dicult to evaluate due to complicated utility functions
and multivariate continuous distributions). In this case, sampling is used to approximate
the complicated (but known) objective function. The resulting sample approximation leads
to a deterministic equivalent problem (e.g. an integer program) that is nite, though pos-
sibly with a large dimension due to the number of samples. Some analytical results about
probabilistic bounds for SAA accuracy have been derived for two-stage stochastic integer
programs (Kleywegt et al., 2001; Swamy & Shmoys, 2005; Shapiro, 2008). It was shown
by Kleywegt et al. (2001) that the optimal solution of the SAA problem converges to the
true optimal value with probability 1. They also derive a probabilistic bound on the SAA
accuracy that depends on the variability of the objective function and the size of the feasible
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region, however they observe it to be too conservative for practical estimates. In this rst
type of problems, understanding the accuracy of SAA is importance since the sample size
directly inuences the computational complexity of the problem.
The second type of problems SAA is used to solve are problems whose objective functions
are easy to evaluate if the distribution is known (like for the newsvendor problem), however
the complication is that the distribution is unknown. Sampling is used to estimate the
unknown distribution. The problem we are dealing with in this chapter falls under this
second category of problems. If there is an explicit cost for sampling, the accuracy of the
SAA solution as a function of the sample size needs to be understood to determine the
tradeo between sampling cost and inaccuracy cost. The accuracy of the SAA solution for
the newsvendor problem is analyzed by Levi et al. (2007) who derive a probabilistic bound
on its relative regret. This probabilistic bound is independent of the underlying demand
distribution, and only depends on the sample size, the error threshold, and the overage and
underage cost parameters. Since it applies to any demand distribution, it is uninformative
and highly conservative. It is uninformative since it does not reveal the types of distributions
for which the SAA procedure is likely to be accurate. It is conservative because, as we
demonstrate in computational experiments later in this chapter, the probabilistic bound
in Levi et al. (2007) does not match the empirical accuracy of the SAA seen for many
common distributions. Since it is not tight, this probabilistic bound is of limited value
in a setting where data-collection incurs a cost. We show later in Section 2.6 that the
analysis of Levi et al. (2007) greatly underestimates the benet of gathering additional
samples. Similar to the probabilistic bounds derived for the rst type of problems using
SAA, our probabilistic bounds are distribution-specic. However, unlike those bounds, our
bounds are tight. Since the demand distribution is unknown, we use an optimization-based
framework to derive probabilistic bounds for SAA accuracy that do not depend on any
distribution-parameters.
Other works have analyzed the regret of a nonparametric data-driven heuristic under
censored demand data. When data is censored, the choice of the inventory level aects the
demand data for the next period. Thus, the problem of choosing inventory levels is an
online convex optimization problem, because the objective function is not known, but an
iterative selection of a feasible solution yields some pertinent information. Since the choice
of the current period's solution inuences the next period's information, the choice of the
sample size is not the critical factor; rather, the critical issue is the design of an online policy
to ensure that the regret diminishes over time. Recent results in online convex optimiza-
tion propose algorithms with convergence of O(1=
p
N) for the expected regret averaged
over N periods for perishable inventory (Flaxman et al., 2005). Huh & Rusmevichientong
(2009) propose an online algorithm for nonperishable inventory which achieves the same
convergence rate. The convergence rate can be improved to O(log(N + 1)=N) when the
probability density function f has a nonzero lower bound on an interval containing q (Huh
& Rusmevichientong, 2009). In contrast with these works, the focus of our chapter is on
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the case of uncensored demand. Therefore, since the choice of the inventory level does not
aect the next period's data, the accuracy of the heuristic only depends on the regret of
the current period. Moreover, the focus of our chapter is bounding the probability that the
relative regret exceeds a small threshold, rather than the more conservative expected relative
regret criterion. Finally, we observe if we were concerned with the regret (rather than the
relative regret) of the SAA solution, then the probability bound on the SAA solution having
regret exceeding  decays exponentially with a constant proportional to f(q). Therefore,
as with Huh & Rusmevichientong (2009), if a nonzero lower bound on f(q) exits, then
a probability bound independent of the distribution can be derived. However, since our
chapter is concerned with relative regret, the probability bound decays with a constant of
(q)f(q). As we show in the chapter, the task of nding a uniform lower bound for
(q)f(q) is achievable for the class of log-concave distributions.
Finally, our results are also related to quantile estimation literature. This is because the
SAA solution for the newsvendor problem is a particular sample quantile of the empirical
distribution formed by the demand samples. The condence interval for the quantile esti-
mator are well-known (Asmussen & Glynn, 2007). However, unlike in quantile estimation,
the accuracy of the SAA solution does not depend on the absolute dierence between the
true quantile and the quantile estimator. Rather it depends on the cost dierence between
the true quantile and the estimator Thus, in our work, we nd a relationship between the
two types of accuracies.
2.1.3 Outline
This chapter is structured as follows. In x2.2, we describe the data-driven single-period
newsvendor problem. We also discuss a general setting where data-collection incurs a cost
linear in the sample size. x2.3 briey discusses the analysis of Levi et al. (2007). x2.4
contains the main theoretical contributions of this work. In x2.6, we revisit the problem
of choosing a sample size to balance the marginal cost and benet of sampling. Finally,
in x2.7, we perform computational experiments that compare the performance of the SAA
approach to other heuristic methods. Unless given, the proofs are provided in Appendix B.
2.2 The Data-driven Newsvendor Problem
In the newsvendor model, a retailer has to satisfy a stochastic demandD for a single product
over a single sales period. Prior to observing the demand, the retailer needs to decide how
many units q of the product to stock. Only then is demand realized and fullled to the
maximum extent possible from the inventory on hand. At the end of the period, cost is
incurred; specically, a per-unit underage cost b > 0 for each unit of unmet demand, and a
per-unit overage cost h > 0 for each unsold product unit. The goal of the newsvendor is to
minimize the total expected cost. That is,
min
q0
C(q) , E

b(D   q)+ + h(q  D)+ ;
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where x+ , max(0; x). The expectation is taken with respect to the stochastic demand D,
which has a cumulative distribution function (cdf) F .
Much is known about the newsvendor objective function and its optimal solution (see
Zipkin 2000). In particular, C is convex in q with a right-sided derivative @+C(q) =  b +
(b + h)F (q) and a left-sided derivative @ C(q) =  b + (b + h) Pr(D < q). The optimal
solution can be characterized through rst-order conditions. In particular, if @ C(q)  0
and @+C(q)  0, then zero is a subgradient, implying that q is optimal (Rockafellar, 1972).
These conditions are met by
q , inf

q : F (q)  b
b+ h

;
which is the bb+h quantile of D, also called the critical quantile or the newsvendor quantile.
The basic assumption of the newsvendor problem is that there is access to complete
knowledge of F . If the cdf F of the demand is unknown, then the optimal ordering quantity
q cannot be evaluated. Let fD1; D2; : : : ; DNg be a random sample of size N drawn from
the true demand distribution, and let fd1; d2; : : : ; dNg be a particular realization. Instead of
optimizing the unknown expected cost, the SAA method optimizes the cost averaged over
the drawn sample:
min
q0
C^N (q) ,
1
N
NX
k=1

b(dk   q)+ + h(q   dk)+

: (2.1)
Based on the particular sample, the empirical distribution is formed by putting a weight
of 1N on each of the demand values. Note the function C^N is the expected cost with respect to
the empirical distribution. Hence, the optimal solution to (2.1) is the bb+h sample quantile.
Formally, we denote the empirical cdf as F^N (q) , 1N
PN
k=1 1[Dkq]. Let Q^N denote the
optimal solution to the SAA counterpart with a sample of size N . Thus, Q^N is the
b
b+h
quantile of the random sample:
Q^N , inf

q : F^N (q)  b
b+ h

: (2.2)
Note that Q^N is a random variable since its value depends on the particular realization of
the random sample.
The SAA procedure is more accurate if the sample size N is large. With a larger sample
size, the bb+h sample quantile, Q^N , is a closer approximation to the true
b
b+h quantile, q
.
However, we consider in this work the setting where there is a tradeo between having
too few samples and too many samples. Thus, the choice of the sample size needs to be
made carefully. In particular, for some constant  > 0, we denote by S(N) = N the
sampling cost incurred from choosing a sample size N . We denote by I(N) the inaccuracy
cost incurred from a sample size N , where I(N) = K  Pr

C(Q^N ) > (1 + )C(q
)

for
some  > 0. Note that I represents the expected penalty from ordering the SAA solution
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Figure 2-1: The intervals SLRS and S
f
 of a newsvendor cost function C.
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Note: SLRS is dened in (2.3); S
f
 will be dened in Section 4 in (2.6)
if a penalty of K is incurred whenever the relative regret of the SAA solution exceeds a
threshold . We are interested in nding the sample size N for which S(N) + I(N) is
minimized. This can only be accomplished by developing a probabilistic understanding of
how the relative regret of the SAA solution, (C(Q^N )   C(q))=C(q), is inuenced by the
sample size. In the next section, we discuss a probabilistic bound due to Levi et al. (2007).
Sections 2.4 and 2.5, we introduce a novel asymptotic analysis of the SAA procedure which
results in a tighter probabilistic bound. Armed with this analysis, we will again revisit the
problem of sample size selection in Section 2.6.
2.3 Distribution-Free Uniform Probability Bounds
As a background for the new analysis discussed in Section 2.4, the bound of Levi et al.
(2007) (referred to as the LRS bound) will be discussed rst. As part of the discussion, it
will be shown that in fact their bound can be improved.
The SAA solution is called -optimal if its relative regret is no more than . Let us denote
the interval consisting of all -optimal quantities as S, where S , fq : C(q)  (1+)C(q)g
(see Figure 2-1). Levi et al. (2007) use the left and right one-sided derivatives of C, denoted
by @ C and @+C, to dene the following interval:
SLRS ,
n
q : @ C(q)  
3
min(b; h) and @+C(q)    
3
min(b; h)
o
; (2.3)
and then show that SLRS  S (see left plot of Figure 2-1). Note that SLRS consists of all
points for which there exists a subgradient with magnitude bounded by 3 min(b; h).
Using large deviations results, specically the Hoeding inequality (Hoeding, 1963),
Levi et al. (2007) derive a bound on the probability that the SAA solution Q^N solved with
a sample of size N has the properties that @ C(Q^N )   and @+C(Q^N )   . The bound
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depends on N , , and the cost parameters b and h. Note that when  = 3 min(b; h), the
property is equivalent to Q^N 2 SLRS . Then using the fact that SLRS  S, they obtain the
following theorem.
Theorem 2.3.1 (LRS bound (Levi et al., 2007)). Consider the newsvendor problem with
underage cost b > 0 and overage cost h > 0. Let Q^N be the SAA solution (2.2) with sample
size N . For a given  > 0, Q^N 2 SLRS and C(Q^N )  (1 + )C(q) with probability at least
1  2 exp
 
 2
9
N2

minfb; hg
b+ h
2!
: (2.4)
By using the Bernstein inequality (Bernstein, 1927), we are able to prove a tighter bound
than (2.4). Unlike the Hoeding inequality, the Bernstein inequality uses the fact that we
seek to estimate the specic bb+h quantile. The proof is provided in Appendix B.
Theorem 2.3.2 (Improved LRS bound). Consider the newsvendor problem with underage
cost b > 0 and overage cost h > 0. Let Q^N be the SAA solution (2.2) with sample size N .
For a given  > 0, Q^N 2 SLRS and C(Q^N )  (1 + )C(q) with probability at least
1  2 exp

  N
2
18 + 8
 minfb; hg
b+ h

: (2.5)
The improved LRS bound (2.5) depends on min(b;h)b+h rather than on

min(b;h)
b+h
2
. This
is signicant because in many important inventory systems, the newsvendor quantile bb+h
is typically close to 1, reecting high service level requirements. Thus, hb+h is close to
zero, resulting in a very small value for min(b;h)b+h . Hence, the improved LRS bound gives a
signicantly tighter bound on probability of an -optimal SAA solution. As an illustration,
consider the SAA method applied to a newsvendor problem in which the service level
increases from 95% to 99%. In order to maintain the likelihood of achieving the same
accuracy, the LRS bound suggests that the sample size needs to be increased by 25 times.
In contrast, the improved LRS bound suggests that the accuracy is maintained by a sample
size that is only ve times as large.
The analysis of Levi et al. (2007) yields a probability bound that is general, since
it applies to any demand distribution. However, it is uninformative in that it does not
shed light on relationship between the accuracy of the SAA heuristic and the particular
demand distribution. Furthermore, the LRS bound is very conservative. We demonstrate
this empirically through the following experiment. Draw 1000 random samples, each with
a sample size of N = 100, from a particular distribution. The respective SAA solutions
fq^1100; : : : ; q^1000100 g are computed, where q^i100 is the SAA solution corresponding to random
sample i. We note that although the samples are drawn from specic distributions, the SAA
solution is computed purely based on the resulting empirical distribution. The respective
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Table 2.1: Theoretical bounds and actual empirical performance of SAA.
Distribution  = 0:02  = 0:04  = 0:06  = 0:08  = 0:10
Uniform Emp conf 81.8% 93.7% 96.6% 99.0% 98.9%
(A = 0; B = 100) NLRS 1,088,200 395,900 209,200 154,300 97,800
Nf 956 692 544 428 416
Normal Emp conf 75.8% 89.7% 94.7% 97.3% 99.4%
( = 100;  = 50) NLRS 958,830 339,630 186,370 125,390 109,210
Nf 3,812 2,676 2,184 1,940 2,096
Exponential Emp conf 69.6% 84.4% 91.5% 94.0% 98.2%
( = 100) NLRS 855,280 292,090 162,120 102,130 88,560
Nf 1,472 996 824 684 736
Lognormal Emp conf 75.1% 90.5% 96.5% 98.2% 98.7%
( = 1;  = 1:805) NLRS 945,890 348,880 207,670 137,190 94,680
Nf 1,272 932 824 720 616
Pareto Emp conf 79.1% 92.6% 98.0% 98.1% 99.5%
(xm = 1;  = 1:5) NLRS 1,025,400 377,500 236,400 135,600 112,600
Nf 1,152 840 780 592 612
a \Emp conf" refers to the empirical condence, or the fraction of random samples where
the SAA procedure achieves relative regret less than .
relative regret of the SAA solutions are f1; : : : ; 1000g where i , C(q^i100) C(q)C(q) . We refer to
the fraction of sets that achieve a relative regret less than the target  to be the empirical
condence. Using Theorem 2.3.1, we can calculate the minimum sample size predicted
by the LRS bound to match the empirical condence level. If this LRS sample size is
signicantly greater than 100, then this would imply that the LRS bound is very loose (i.e.,
conservative) since the same accuracy and condence probability can be achieved with a
smaller number of samples.
Table 2.1 summarizes the results of the outlined experiment for a newsvendor critical
quantile of 0.9. Rows labeled NLRS correspond to the LRS sample size. One can see from
the table that if, for example, the SAA counterpart is solved with samples drawn from a
uniform distribution, the relative errors are less than 0.02 in 81.8% of the sets. However,
to match this same error and condence level, the LRS bound requires 1,088,200 samples.
This is almost a thousand times as many samples as the 100 used to generate this condence
probability. We can observe that this large mismatch between the empirical SAA accuracy
and the theoretical guarantee by the LRS bound prevails throughout various target errors
 and distributions.
One way to understand why the LRS bound is conservative is to observe that the interval
SLRS is typically very small relative to S (see the left plot of Figure 2-1). Naturally, the
probability of the SAA solution falling within SLRS can be signicantly smaller than the
probability of it falling within the larger interval S.
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2.4 New Approximation to the S Interval
In this section, we shall develop a tighter approximation of S. Specically, we develop an
informative probabilistic bound on the relative regret of the SAA solution that identies the
important properties of the underlying demand distribution that determine the procedure's
accuracy.
Suppose the demand is a continuous random variable with a probability density function
(pdf) f , which we assume to be continuous everywhere. (Later in x5, we will show that
this assumption is automatically satised under some simple conditions.) Let ~C be the
second-order Taylor series approximation of C at the point q = q, where q is the optimal
newsvendor quantile. Note that since a pdf exists, the cost function is twice dierentiable.
It is straightforward to verify that
~C(q) , bh
b+ h
(q) +
1
2
(b+ h)(q   q)2f(q);
where  is the absolute mean spread operator dened below.
Denition 2.4.1 (Absolute Mean Spread (AMS)). Let D be a random variable. We
dene the absolute mean spread (AMS) at x as (x) , E(DjD  x)  E(DjD  x).
Observe that (q) is simply equal to b+hbh C(q
). Consider an approximation to S using
a sublevel set of ~C (see the right plot of Figure 2-1):
Sf ,
n
q : ~C(q)  (1 + ) ~C(q)
o
: (2.6)
The superscript f is to emphasize that the interval is dened by the particular distribution
f . The two endpoints of Sf are:
q , q  
s
2
bh
(b+ h)2
(q)
f(q)
; q , q +
s
2
bh
(b+ h)2
(q)
f(q)
: (2.7)
It is clear from Figure 2-1 that Sf is not necessarily a subset of S. However, by imposing
a simple assumption on the pdf, we can guarantee that Sf \ [q;1) is a subset of S.
Assumption 2.4.1. The cost parameters (b; h) are such that f(q) is decreasing for all
q  q.
Observe that ~C matches the rst two derivatives of C at the point q = q. Moreover,
C 00(q) = (b + h)f(q) and ~C 00(q) = (b + h)f(q). Thus, Assumption 2.4.1 implies that ~C
increases faster than C over the interval [q;1). That is, ~C(q)  C(q) for each q 2 [q;1),
implying that Sf \ [q;1) is a subset of S. Hence, under Assumption 2.4.1, if an order
quantity q falls within Sf \ [q;1), then this implies that q 2 S or, equivalently, C(q) 
(1 + )C(q).
For distributions that are unimodal or with support <+, when the newsvendor quantile
b
b+h is suciently large, then Assumption 2.4.1 is clearly satised. Table D.1 in Appendix D
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summarizes the range of bb+h values for which Assumption 1 holds under common demand
distributions. In many important inventory systems, the newsvendor quantile is typically
large, so Assumption 2.4.1 would hold in a broad set of cases.
Recall that Theorems 2.3.1 and 2.3.2 give lower bounds on the probability that the SAA
solution (i.e., the bb+h sample quantile) lies in S
LRS
 , implying that it is -optimal. However,
in our new analysis, the SAA solution is -optimal if it lies in the interval Sf and if it is
at least as large as q. Therefore, instead of taking the bb+h sample quantile, we bias the
SAA solution by a small amount. Later in Theorem 2.4.1, we prove a lower bound on the
probability that this biased SAA solution lies in Sf \ [q;1), implying that it is -optimal.
Recall that F^N is the empirical cdf of a random sample of size N drawn from the demand
distribution D. For some   0, dene
~QN , inf

q : F^N (q)  b
b+ h
+
1
2

b+ h

: (2.8)
Note that ~QN is a random variable since its value depends on the particular realization of
the random sample. The following theorem states that for an appropriately chosen bias
factor , the probability that ~QN is -optimal can be bounded. The proof is found in
Appendix B.
Theorem 2.4.1 (Distribution-dependent bound). Consider the newsvendor problem with
underage cost b > 0 and overage cost h > 0. Let ~QN be dened as in (2.8), with  =p
2bh(q)f(q) + O(). Under Assumption 1, for a given  > 0, ~QN 2 Sf \ [q;1) and
C( ~QN )  (1 + )C(q) with probability at least 1  2U(), where
U()  exp

 1
4
N(q)f(q)

; as ! 0: (2.9)
Note that we say that g1(x)  g2(x) as x! 0 if limx!0 g1(x)g2(x) = 1. Thus, in an asymptotic
regime as ! 0, the probability bound in Theorem 2.4.1 only depends on the distribution
through the quantity (q)f(q). In particular, the data-driven quantity ~QN is more likely
to be near-optimal when the sample is drawn from a distribution with a high value for
(q)f(q). Next, we further formalize this insight through the following denition.
Denition 2.4.2 (Weighted Mean Spread (WMS)). Let D be a random variable. We
dene the weighted mean spread (WMS) at x as (x)f(x).
From this point onward, any references to the AMS or the WMS are with respect to the
b
b+h quantile of the demand distributions, i.e., (q
) or (q)f(q), respectively.
We briey discuss the intuition behind the dependence of the bound ~Nf on the weighted
mean spread. The AMS (q) can be thought of as a measure of dispersion around q. Note
that the slope C 0(q) =  b+ (b+ h)F (q) is zero at q. How fast the slope changes depends
on how fast the distribution changes around the neighborhood of q. In other words, a
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Figure 2-2: Probability density function and cost function (b = 5; h = 5) for a uniform and
normal distribution.
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distribution whose mass is concentrated around q (i.e., has a small AMS) has a steeper
cost function C around q. This is illustrated in Figure 2-2. The left plot shows the pdf of a
Normal and a uniform distribution. The right plot shows the relative error (as a function of
q) when b = h = 5 and the optimal order quantity is 100 units for both distributions. The
uniform distribution, which has a smaller AMS, has a steeper error function. The decision
of ordering 110 units has a larger relative error under the uniform distribution. On the
other hand, the size of the condence interval for the quantile estimator of q is inversely
proportional to f(q) (Asmussen & Glynn, 2007). Thus, if f(q) is large, less samples are
needed for the quantity ~QN to be close (in absolute terms) to q
. In many distributions
the absolute mean spread (q) and the density value f(q) exhibit an inverse relationship.
Therefore, a large weighted mean spread (q)f(q) corresponds to a distribution for which
this inverse relationship is balanced.
Recall the empirical experiment in x2.3 that produced Table 2.1. The experiment drew
1000 random samples, each with a sample size of N = 100, from a particular distribution.
For each of these 1000 sets, the SAA solution was computed and its relative error is noted.
(For these experiments, we simply take the bb+h sample quantile and ignore the bias term.
Biasing the SAA solution does not change the insights.) The empirical condence level is
the fraction of the 1000 sets that achieve a relative error less than a target . Now, we
can calculate the sample size predicted by Theorem 2.4.1 to match the empirical condence
level for a target . The results are reported in Table 2.1 under the rows labeled Nf . Recall
that the empirical condence is generated from an actual sample size N = 100. We compare
this with Nf and the sample size NLRS predicted by the LRS analysis (Theorem 2.3.1). We
nd that the sample size predicted by Theorem 2.4.1 using our new analysis are empirically
signicantly smaller. NLRS typically has an order of magnitude between 100,000 to 1 million
29
Table 2.2: Regression analysis of  = CNk
b
b+h = 0:8
b
b+h = 0:9
b
b+h = 0:95
k C R2 k C R2 k C R2
Uniform (A = 0; B = 100) -0.992 2.620 0.994 -1.002 2.807 0.992 -1.051 3.903 0.998
Normal ( = 100;  = 50) -1.016 3.155 0.994 -1.026 4.729 0.994 -0.97 5.131 0.994
Exponential ( = 100) -0.983 3.066 0.995 -0.979 4.556 0.991 -1.02 9.712 0.998
Lognormal ( = 1;  = 1:805) -0.994 1.933 0.994 -1.014 4.384 0.995 -0.948 5.731 0.997
Pareto (xm = 1;  = 1:5) -1.021 2.977 0.997 -0.999 4.73 0.991 -0.984 7.85 0.992
samples, whereas Nf is typically between 100 to 1,000 samples.
2.4.1 Tightness of distribution-dependent bound
In what follows, we demonstrate through regression analysis that the new probability bound
(Theorem 2.4.1) is indeed tight ; that is, it explains precisely how dierent factors inuence
the accuracy of the SAA procedure. First, we verify that it explains how the sample size
inuences the errors. We estimated empirically the error{sample size relationship by es-
timating parameters C; k in the equation  = CNk through regression. We x a 90%
condence level and cost parameters h = 1 and b. The number of samples N is varied
from f100; 200; : : : ; 1000g. For each N , a total of 1000 independent sets of N indepen-
dent samples are drawn from a distribution. The SAA solutions fq^1N ; : : : ; q^1000N g are cal-
culated, and the resulting errors are labeled f1N ; : : : ; 1000N g where kN = C(q^
k
N ) C(q)
C(q) . The
90% quantile of the errors is denoted by N . We perform the regression using the data
f(100; 100); (200; 200); : : : ; (1000; 1000)g. Table 2.2 shows the estimated parameters as well
as the R2 value. The probability bound of Theorem 2.4.1 explains a tight relationship if k
is observed to be close to -1. From Table 2.2, all estimates for k are close to -1, and the
estimated power function is almost a perfect t to the data (since R2 is close to 1).
From Theorem 2.4.1, we can infer that the accuracy of the SAA procedure is only
distribution-dependent through the weighted mean spread. We verify this by estimating the
relationship  = Cf(q)f(q)gk through regression. We x a 90% condence level and a
sample sizeN . We consider a pool of ten distributions, i.e., the ve distributions in Table 2.2
each under two values of the newsvendor quantile, 0.9 and 0.95. Let !i be the weighted
mean spread of distribution i. A total of 1000 independent sets of N independent samples
are drawn from distribution i. We denote by i the 90% quantile of the errors of the 1000
SAA solutions. We perform the regression using the data f(!1; 1); (!2; 2); : : : ; (!10; 10)g.
The results of the regression are reported in Table 2.3 for dierent values of N . If k is
close to -1, then Theorem 2.4.1 precisely explains the relationship between the error and
weighted mean spread. From Table 2.3, we observe that all estimates for k are close to -1,
and the R2 value is close to 1 signifying that the estimates are a close t to the data.
To conclude this section, we note that the probabilistic bound of Theorem 2.4.1 depends
on the distribution only through the WMS (q)f(q). However, computing it still requires
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Table 2.3: Regression analysis of  = C f(q)f(q)gk
N k C R2
100 -0.843 0.0166 0.928
300 -0.939 0.0048 0.990
500 -0.947 0.0029 0.993
knowledge of the specic underlying distribution. In the following section, we shall develop a
new optimization framework to get a lower bound on the WMS for a family of distributions.
This in turn leads to a uniform probability bound for that family. In particular, we obtain
a uniform nonparametric probability bound for all log-concave distributions L.
2.5 Optimization-Driven Bound on WMS
In this section, we assume that the demand distribution f is such that it belongs to F, where
F is a specied family of distributions. Suppose v is a lower bound on the weighted mean
spread (q)f(q) of any distribution in F. Suppose we choose to bias ~QN , as dened in
(2.8), by the factor  =
p
2bhv+O(). With minor changes to the proof of Theorem 2.4.1,
we can show that C( ~QN )  (1 + )C(q) with probability at least 1  2U(), where
U()  exp

 1
4
Nv

; as ! 0:
Note that both the bias factor and this new bound does not depend on specic parameters
of the distribution beyond v. That is, unlike the bound in Theorem 2.4.1 which depends
on the weighted mean spread, this bound is independent of any distribution parameters.
Next, we will use an optimization framework to nd a lower bound v for a family of
distributions F. This is accomplished by the following optimization problem:
inf
f;q
(q)f(q)
s.t. f 2 F;
Z q
 1
f(s)ds =
b
b+ h
:
(2.10)
Note that q is a decision variable, but because of the second constraint, it is forced to
take the value of the bb+h quantile. Hence, (2.10) nds a distribution in F with the smallest
WMS at the bb+h quantile. Solving (2.10) or nding a lower bound v
 on its optimal value
provides a probability bound for the relative regret of ~QN over all demand distributions
that belong to F.
In what follows, we will restrict our attention to the family of log-concave distributions
L, which includes many of the distributions commonly used in inventory theory (Zipkin,
2000). We shall show that if F = L, then (2.10) can be solved in closed form. Moreover,
the resulting probability bound on the relative regret incurred by the SAA solution is
signicantly tighter than the LRS bound (2.5).
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Denition 2.5.1 (Log-Concave Distribution). A distribution f with support X is log-
concave if log f is concave in X .
It is known that the Normal distribution, the uniform distribution, the logistic distri-
bution, the extreme-value distribution, the chi-square distribution, the chi distribution, the
exponential distribution, and the Laplace distribution are all log-concave for any respective
parameter values. Some families have log-concave density functions for some parameter
regimes and not for others. Such families include the gamma distribution, the Weibull
distribution, the beta distribution and the power function distribution. Note that L is
not characterized through any parameterization (i.e, it does not depend on distributional
parameters such as moments that need to be estimated), but rather describes properties
satised by many common distributions.
Log-concave distributions are necessarily unimodal (Chandra & Roy, 2001). Any dis-
tribution in this class must also have monotonic failure rate and reversed hazard rate (see
Denition 2.5.2 below).
Denition 2.5.2 (Failure Rate and Reversed Hazard Rate). The failure rate is
dened as f1 F . The reversed hazard rate is dened as
f
F .
Log-concave distributions have both an increasing failure rate (IFR) and decreasing
reversed hazard rate (DRHR). Intuitively, this implies that the distribution falls o quickly
from its mode.
When we introduced our new analysis in x4, we made the technical assumption that
f is continuous everywhere. In fact, if f is log-concave, then it can have at most one
jump discontinuity, and the jump can only occur at the left end-point of its support (Sen-
gupta & Nanda, 1997). Therefore, assuming that the demand distribution is log-concave
automatically implies that this continuity assumption is also satised.
2.5.1 Probability bound for log-concave distributions
To solve (2.10) for log-concave distributions, we rst solve a constrained version of (2.10).
Specically, for some 0 > 0 and 1, x the value of q
 and add the constraints f(q) = 0
and 1 2 @ log f(q), where @ log f(q) is the set of all subgradients of log f at q. The
following optimization problem is obtained:
min
f
b+ h
h
Z 1
q
sf(s)ds  b+ h
b
Z q
 1
sf(s)(ds)
s.t. f 2 L;
Z q
 1
f(s)ds =
b
b+ h
;
f(q) = 0; 1 2 @ log f(q):
(2.11)
Note that since the density value f(q) is xed, the objective of the constrained problem
reduces to minimizing the absolute mean spread (q). The following lemma provides
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necessary conditions on values of 0 and 1 for the feasible set of (2.11) to be nonempty.
The proof is provided in Appendix B.
Lemma 2.5.1. Let f be a log-concave pdf. Suppose q is the bb+h quantile with f(q
) = 0
and 1 2 @ log f(q) for some 0 > 0 and 1. Then   b+hh  10  b+hb :
Solving the constrained problem (2.11) for log-concave distributions proves to be much
simpler than solving (2.10). We shall rst show that the optimal value of (2.11) is attained
by an exponential-type distribution. As a consequence, we are able to obtain a uniform
lower bound for the WMS of any log-concave distribution. Particularly, we show that
(q)f(q)  min(b;h)b+h .
To solve (2.11), we note that for a log-concave distribution f , specifying a value for a
subgradient of log f bounds how fast the pdf f can grow or decay. This is formalized in the
next lemma. The proof is provided in Appendix B.
Lemma 2.5.2. Let f be a log-concave pdf. Suppose that for some t in its support, f(t) = 0
and 1 2 @ log f(t). Then for any x, f(x)  0e1(x t):
In fact, the upper bound in Lemma 2.5.2 is sucient to obtain the optimal solution
to (2.11). The next lemma characterizes useful conditions that imply the AMS of one
random variable D2 is lower than another random variable D1. The proof is given in
Appendix B.
Lemma 2.5.3 (Domination Lemma). Let f1 and f2 be two pdfs, with respective cdfs F1 and
F2. Suppose that f1(x)  f2(x) for all x with f2(x) > 0, and that for some t, F1(t) = F2(t).
Then 1(t)  2(t), where 1 and 2 are the respective AMS of f1 and f2.
Finally, the following proposition constructs the optimal solution to optimization prob-
lem (2.11).
Proposition 2.5.4. Let Lq;0;1 be the set of all log-concave distributions with bb+h quantile
q, and f(q) = 0 and 1 2 @ log f(q). The distribution with the smallest AMS (q) in
Lq;0;1 is:
~f(x) = 0e
1(x q); 8x 2 [x; x]; (2.12)
where x = q + 11 log

1  10 bb+h

and x = q + 11 log

1 + 10
h
b+h

:
Proof. Note that ~f is log-concave and therefore belongs in the set Lq;0;1 . The range of ~f
is well-dened since by Lemma 2.5.1, we have that 10 2
  b+hh ; b+hb . From Lemma 2.5.2,
we know that ~f(x)  f(x) for all x 2 [x; x] for each f 2 Lq;0;1 . Thus, by the Domination
Lemma 2.5.3, ~f has a smaller AMS than any f 2 Lq;0;1 , and is therefore the optimal
solution to problem (2.11).
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A graphical illustration of the distribution ~f in (2.12) is given in Appendix C (Figure C-
1). Finally, using the optimal value for problem (2.11), we are able to derive a uniform
lower bound on the WMS of any log-concave distribution. To do this, we will need the
following Lemma 2.5.5. The proof is provided in Appendix B.
Lemma 2.5.5. Let  2 (0; 1) and  2

  11  ; 1

. Then, the following relationships are
true:
1
1   + 

log (1 + (1  )) +

1

  

log (1  ) minf; 1  g2  0;

1   log

1


    0;
1  

log

1
1  

  (1  )  0:
Proposition 2.5.6. Suppose D has a log-concave pdf f , with bb+h quantile q
 and AMS
(q). Then (q)f(q)  min(b;h)b+h .
Proof. Suppose that f belongs to the set Lq;0;1 , i.e., it has a bb+h quantile q
 with f(q) =
0 and 1 2 @ log f(q). Denote the optimal value of problem (2.11) by zq;0;1 . From
Proposition 2.5.4, the distribution ~f dened in (2.12) is the optimal solution of problem
(2.11), which achieves the minimum AMS zq;0;1 . We consider three cases. If
1
0
2   b+hh ; b+hb , then
zq;0;1 =
0
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
b+ h
h
+
1
0

log

1 +
1
0
h
b+ h

+

b+ h
b
  1
0

log

1  1
0
b
b+ h

:
If 10 =
b+h
b , then z

q;0;1 =
1
0
b
h log
 
b+h
b

. If 10 =   b+hh , then zq;0;1 = 10 hb log
 
b+h
h

.
By applying Lemma 2.5.5 with  = 10 and  =
b
b+h , we nd that in all three cases
zq;0;1  10
min(b;h)
b+h . Since f is a feasible solution of problem (2:11), we have that (q
) 
zq;0;1  10
min(b;h)
b+h =
1
f(q)
min(b;h)
b+h .
Recall our original objective is to nd the smallest WMS among distributions in the
set L. To do this we partitioned the set into subsets Lq;0;1 . The derivation of Propo-
sition 2.5.6 implies that even solving the problem (2.11) restricted to a subset Lq;0;1 ,
regardless of the value of 1, the minimum absolute mean spread is always bounded below
by a term that only depends on b, h and 0. Hence, we are able to prove that
min(b;h)
b+h is a
uniform lower bound on the weighted mean spread for any log-concave distribution. Finally,
this implies a probability bound for log-concave distributions. The proof is in Appendix B.
Theorem 2.5.7 (Log-concave bound). Consider the newsvendor problem with underage
cost b > 0 and overage cost h > 0. Suppose that D is log-concave and satises Assumption
1. Let ~QN be dened as in (2.8), with  =
q
2bhminfb;hgb+h + O(). Then for a given  > 0,
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C( ~QN )  (1 + )C(q) with probability at least 1  2U(), where
U()  exp

 1
4
N
minfb; hg
b+ h

; as ! 0: (2.13)
We point out that there are several nonparametric tests proposed in the literature that
check whether a set of samples have been drawn from a log-concave distribution. An
(1995) proposes to test two necessary conditions for log-concavity. Another test proposed
by Sengupta & Paul (2005) involves nding the Least Concave Majorant (LCM) to the log
of empirical probability distribution function. The distribution is log-concave with high
probability if the \distance" between the LCM and the log of the distribution function does
not exceed a threshold.
Theorems 2.4.1 and 2.5.7 require that f(q) is decreasing for all q  q (Assump-
tion 2.4.1). We can in fact use the log-concave statistical tests to check if this true. The
advantage of the test by Sengupta & Paul (2005) is that it estimates the mode of the
(unimodal) log-concave distribution. If the cumulative density at the estimated mode is
signicantly smaller than bb+h , then Assumption 2.4.1 holds with high probability.
Finally, we would like to stress that the insights from our results are not limited to log-
concave distributions. In fact, if we can nd a lower bound on the weighted mean spread of
any distribution family, then we can bound the relative error of the SAA procedure applied
to a distribution in that family.
2.6 Balancing the cost and benet of sampling
Recall that our work is motivated for a setting where ordering decisions are determined
completely from data which incur a sampling cost. In this section, we will revisit the problem
of choosing the \right" sample size which balances the tradeo between inaccuracy costs
and sampling costs. Suppose there is a cost S incurred from data-collection proportional
to the sample size. That is, S(N) , N for some  > 0. Whenever the SAA solution has a
relative regret greater than a threshold , a penaltyK > 0 is incurred. We let the inaccuracy
cost of a sample with size N be the expected penalty of ordering the SAA quantity:
I(N) , E

K  1[C(Q^N )>(1+)C(q)]

= K  Pr

C(Q^N ) > (1 + )C(q
)

:
We are interested in choosing a sample size N in which the total cost is minimized:
min
N0
S(N) + I(N): (2.14)
Column's labeled `Exact' in Table 2.4 are sample sizes that equate the marginal cost to
the actual marginal benet of an additional sample , with  2 f0:001; 0:005; 0:01g.1 Note
1The actual marginal benet is estimated from simulations experiments. In the simulation, we draw
from the demand distribution 1000 random samples of size N , where N = 100; 150; 200; : : : ; 1000. For each
sample size Nk, we denote by k the fraction of the 1000 random samples whose SAA solutions have relative
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Table 2.4: Sample size equating marginal cost to estimated marginal benet of additional
sample.
 = 0:001  = 0:005  = 0:01
Exact f L LRS Exact f L LRS Exact f L LRS
Normal 1336 6148 16226 0 922 4213 9466 0 759 3380 6555 0
Exponential 1554 7787 16226 0 1139 5186 9466 0 917 4066 6555 0
Lognormal 1548 7223 16226 0 1086 4857 9466 0 870 3838 6555 0
Pareto 1427 6845 16226 0 1018 4633 9466 0 834 3680 6555 0
Uniform 1038 4417 16226 0 698 3130 9466 0 588 2575 6555 0
Gamma 1531 7379 16226 0 1055 4948 9466 0 885 3902 6555 0
Beta 1392 6690 16226 0 999 4540 9466 0 805 3615 6555 0
that since the true demand distribution is not known, the function I cannot be evaluated.
However, from Theorems 2.3.2, 2.4.1 and 2.5.7, we instead have upper bounds on I .
For a xed threshold , penalty K, and newsvendor cost parameters b; h, let us dene
LRS(N) , 2K exp

  
2
18 + 8
 minfb; hg
b+ h
N

;
f (N) , 2K exp

  
4
(q)f(q)N

;
L(N) , 2K exp

  
4
 minfb; hg
b+ h
N

:
Note that each of these functions is an upper bound on the inaccuracy cost, I(N), of the
SAA solution (unbiased and biased). Figure 2-3 plots the derivative of these functions to-
gether with the true marginal benet of additional data, 0I(N), when b = 95; h = 5;K =
100. Note that the marginal benet of an additional data point is decreasing as the sample
size increases. However, since the distribution (in this case, a Normal distribution) is un-
known, the actual function 0I cannot be evaluated. Hence, in practice we cannot determine
the exact sample size which equates the marginal benet 0I with the marginal cost .
Suppose we use the functions LRS ; f ; L to replace the unknown I in (2.14). That
is, the derivatives of these functions are used to estimate the marginal benet of additional
data (Figure 2-3). In Table 2.4, columns labeled 'LRS', 'f ', and 'L' are the sample size
which equates 0LRS , 
0
f , and 
0
L, respectively, to . Note that due to the fact that the LRS
probability bound (Theorem 2.3.2) is loose, the derivative 0LRS greatly underestimates the
marginal benet of additional data. Table 2.4 shows the LRS analysis suggests that a
sample size of 0 is optimal, since the benet gained from each extra sample is negligibly
smaller than the cost . Observe that the `f ' sample size is closest to the optimal sample
size in magnitude. Moreover, demand distributions that have a larger optimal sample size
under `Exact' also have a larger sample size under `f '. This demonstrates that the weighted
mean spread (q)f(q) is the only demand distribution information necessary to infer the
regret larger than . We use data points f(Nk; k)gk to estimate the parameters of an exponential function
I = Ae
 kN .
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Figure 2-3: Marginal benet of additional data as a function of the sample size.
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Note: The function 0I is computed for a Normal distribution with mean 100 and standard
deviation 50. This function is estimated using simulation.
benet of additional samples. Note that `L' and `LRS' sample sizes do not depend on the
demand distribution, since they only use information of the cost parameters. However,
unlike the `LRS' sample size, the `L' sample size (since it is based on the weighted mean
spread) reasonably suggests that additional data decreases the inaccuracy of the data-driven
heuristic.
2.7 Computational Experiments
Thus far in this chapter, we have performed an analytical analysis of the accuracy of the
SAA procedure. In this section, we conduct computational experiments to analyze its
empirical accuracy vis-a-vis another widely-used data-driven heuristic. We compare how
the accuracy of the two heuristics is aected by the sample size, the critical quantile, and
the specic demand distribution.
The SAA heuristic estimates the unknown demand distribution with the empirical distri-
bution formed by the samples. Another popular data-driven heuristic is a distribution-tting
approach. This heuristic infers the true distribution by tting the samples to a distribution
family the true distribution is assumed to belong. For instance, a common practice is to
assume demand is normally distributed, and the sample is used to estimate its parameters.
The argument for a distribution-tting approach is that the tail of the distribution cannot
be accurately approximated by the empirical cdf. Hence, when the critical quantile is close
to 1, a distribution-tting approach results in smaller ordering errors by hopefully better
approximating the distribution tail. However, the distribution-tting approach is sensitive
to the specication of the distribution family. That is, if the true demand distribution is
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non-normal, then tting the sample to a normal distribution might potentially result in a
suboptimal order quantity. However, to reduce this risk it is possible to use distribution-
tting softwares, such as EasyFit, which nds the distribution that \best" ts the sample.
EasyFit in particular has more than 50 distributions in its database, and chooses the distri-
bution that has the smallest Kolmogorov-Smirnov statistic (based on the largest dierence
between the tted distribution and the empirical cdf).
Consider the following experiment. A random sample is drawn from one of the following
distributions: (i) an exponential distribution with mean  = 100, (ii) a Normal distribution
with mean  = 100 and standard deviation  = 100, (iii) a Pareto distribution with scale
parameter xm = 1 and shape parameter  = 1:5, (iv) a scaled beta distribution with range
[0; 50] and shape parameters  = 5;  = 1, and (v) a mixture of three Normal distributions
where  = (100; 500; 1000), the standard deviation for each is  = 100 and the weight vector
is w = (59 ;
1
3 ;
1
9). The drawn sample is used to generate two order heuristics. The rst is the
SAA order quantity, which is simply the bb+h quantile of the sample. The second is the Best
Fit order quantity, which is the bb+h quantile of the distribution F chosen by the software
EasyFit to be the \best" t for the sample.
We conduct the experiment for N 2 f25; 50; 100; 200g and newsvendor quantile bb+h 2
f0:1; 0:2; : : : ; 0:9; 0:95; 0:99g (where we x h = 1). For a given bb+h , 100 random samples of
size N are drawn from a specic distribution. For the kth sample, the order quantity q^k is
found through one of the heuristics (SAA or Best Fit). If q is the true solution, then the
relative error of q^k is given by k = C(q^
k) C(q)
C(q) . The average relative error of the heuristic
is the average of f1; : : : ; 100g. Tables D.2, D.3, D.4, D.5 and D.6 in Appendix D present
the average errors for dierent critical quantiles bb+h and sample sizes N when the samples
are drawn from an exponential, a Normal, a Pareto, a beta distribution, and a mixture of
Normal distributions, respectively.
We rst analyze the eect of the shape of the distribution on the inaccuracy of the
SAA method and the Best Fit method. Table D.6 shows the average errors of the methods
when the samples are drawn from a nonstandard distribution: a mixture of three Normal
distributions. Note that when the sample size is at least 50, the average errors of the SAA
heuristic is small (less than 5%, and in most cases less than 1%). The largest average
error of the SAA heuristic is about 10%. However, the Best Fit method (which ts the
data to standard distributions with at most two modes) show instances when the errors are
25% or even 30%. This suggests that, overall, the SAA method can handle nonstandard
distributions better than the Best Fit heuristic, especially if the number of samples available
is limited.
We next observe the eect of the sample size on the accuracy of the two heuristics. The
cases when the inaccuracy of the solution from the SAA method is most apparent is when
the newsvendor quantile is large, e.g. bb+h = 0:99, while the sample size is small. In fact,
we observe that when estimating a quantile that corresponds to a rare event (characterized
by a small density), the number of samples that need to be taken must be suciently large
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(usually N = 100 or more) for the average errors to be small. When N = 200, the average
errors are uniformly small for all distributions.
2.8 Conclusions
The sample average approximation (SAA) method is a simple and powerful tool for solving
inventory problems. It relies only on observing samples of the demand distribution. In
many realistic settings, there is a cost incurred in the data-collection process. The sample
size must be carefully chosen to minimize the sampling cost and the inaccuracy cost of the
SAA procedure. This work derived a bound on the probability that the SAA solution has
a relative regret exceeding a specied threshold. This bound reveals the weighted mean
spread (WMS) as an important property of a distribution which drives the accuracy of the
SAA solution to the newsvendor problem. With a xed sample size, a distribution with a
large WMS is more likely to have a small relative regret. The relationship between the error
and the sample size and weighted mean spread predicted by our bound is tight, as exhibited
in our regression analysis. Hence, our work characterizes precisely the additional accuracy
gained in collecting additional samples. We introduce an optimization-based framework to
derive a uniform lower bound on the WMS of a family of distributions. This results in a
probabilistic bound SAA accuracy for that family. We demonstrate this method for log-
concave distributions, and derive a probabilistic bound that does not rely on any distribution
parameters (such as moments) that need to be estimated. The optimization framework
developed seems promising to study and obtain sampling bounds for other interesting classes
of distributions.
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Chapter 3
Regret optimization with spread
information
3.1 Introduction
Inventory decisions often have to be made in an uncertain demand environment. Stochastic
inventory models address this demand uncertainty by assuming demand to be stochastic
with a known probability distribution (Zipkin, 2000). There are per-unit costs incurred for
both understocking and overstocking. The optimal inventory level is highly dependent on
the specication of the demand distribution. For example, in the well-known newsvendor
problem, the optimal order quantity is a particular quantile of the demand distribution. In
reality however, managers have to make inventory decisions using only limited information
on the demand distribution. This goes against the basic assumption of stochastic inventory
models that the complete demand distribution is known. Typically, if a manager only
has limited demand information, this often leads him to overstock, resulting in very high
inventory costs (Badinelli, 1990).
Often, the only demand information available is demand data collected from previous
selling periods. An approach widely-used in industry is to chose the demand distribution
that best ts the available data. However, this can often result in suboptimal inventory
decisions. Levi et al. (2013a) demonstrate in simulation experiments that it can be costly
to misspecify the demand distribution in the newsvendor problem. They observe that when
the demand distribution is chosen by tting available samples to the best distribution1,
resulting costs can be much greater compared to the optimal cost. With large sample sizes,
the cost is between 5% to 10% higher. With small sample sizes, the cost is between 15% to
as much as 75% higher.
The focus of this chapter is on distributionally robust methods that do not assume one
specic demand distribution, but rather assume that the true distribution belongs to a
1The best distribution is determined by distribution-tting software EasyFit which chooses out of a
database of more than fty distributions.
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certain distribution family. The advantage of such methods is that they mitigate the cost of
distribution misspecication. This is because the resulting policies are robust against any
distribution that belongs in the family. We focus on one particular such method called the
minimax regret approach. Regret is dened as the \hindsight cost" of making a suboptimal
decision after the parameters of the problem are fully realized. As an example, suppose
that the demand is normally distributed, and it is optimal to order 150 units. Due to not
having complete information about the demand distribution, a retailer decides to order 300
units. The regret (or hindsight cost) of her decision is the dierence between the maximum
expected prot (i.e., with 150 units) and the expected prot of ordering 300 units. The
minimax regret criterion, rst introduced by Savage (1951), attempts to minimize the worst-
case regret that a retailer can incur given that she only knows partial information about
the distribution. It can be motivated by the following game. Suppose that a retailer needs
to commit to an order quantity, but she only knows partial information about the demand
distribution. Regardless of which quantity she chooses, nature always tries to hurt her the
most by choosing a distribution (out of those that satisfy the known information) which
results in the largest regret for her order. Her best strategy is to choose the minimax
regret quantity, i.e., the quantity that minimizes the maximum regret over the family of all
distributions satisfying the known information. Examples of information that has been used
in a minimax regret framework include range, mean, mode, median, variance, skewness or
kurtosis (Scarf, 1958; Bertsimas & Popescu, 2004; Yue et al., 2006; Perakis & Roels, 2008).
3.1.1 Contributions
In this chapter, we propose partial-information policies that require only rst-order dis-
tribution information. In particular, we propose policies that only require information
about a distribution's mean and its absolute mean spread. Absolute mean spread (AMS)
is a rst-order measure of a distribution's dispersion around some benchmark value (see
Denition 3.2.1). We highlight the advantages of our partial-information policy:
1. Our policy achieves the minimum worst-case regret over a distribution family. The
policy that we propose can be shown to minimize the maximum regret over any
distribution with the same mean and the same absolute mean spread. Therefore, it is
robust against a family of distributions.
2. Our policies require information that is easy to estimate with data. In reality, the
demand information is often inferred from primitive data. Previous work on distribu-
tionally robust policies typically ignore the connection of distribution families to data.
When the sample size is small, estimating statistics such as skewness or kurtosis can
be prone to error. Since the partial information that we require is rst-order, we will
show (Section 3.5) that they are easy to estimate using data. Therefore, the policies
are of practical use when the information has to be estimated from historical demand
data.
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3. The minimax regret problem is tractable. We are able to derive closed-form expressions
for the solution of the minimax regret problem using mean and AMS information. In
general, the tractability of the minimax regret problem depends on type of demand
information. Information such as range, median or mode results in closed-form solu-
tions (Perakis & Roels, 2008). Second-order information such as variance (Yue et al.,
2006; Perakis & Roels, 2008) results in a minimax regret problem that can be solved
numerically through techniques such as gradient descent. However, with higher order
information such as skewness or kurtosis, solving distributionally robust problems is
known to be NP-hard (Bertsimas & Popescu, 2004). Since our information is rst-
order, then the resulting minimax regret problem is tractable and can be solved in
closed-form.
4. Our policy is provably near-optimal when prot margins are high. Under mild techni-
cal conditions on the failure rate of the demand distribution (see Denition 3.3.1), our
ordering policies are near-optimal in an environment of high prot margins. It can
be veried that most common distributions satisfy this technical condition, including
those that have an increasing failure rate (IFR). This illustrates the power of our poli-
cies in realistic settings, since it has been pointed out by Smith & Agrawal (2000) that
the opportunity costs of shortages are quite high in many retail settings. Therefore
under scenarios that often lead managers to overstock, our policy can aid managers
in making decisions that are almost as good as if there was perfect knowledge of the
distribution. We demonstrate through computational experiments in Section 3.6 that
this property still holds even when the information has to be estimated from a small
number of samples.
3.1.2 Literature Review
Our work belongs under the umbrella of distribution-free methods for stochastic inventory
models. These are methods that only assume partial information about the distribution.
Distribution-free approaches can be either parametric or nonparametric.
Parametric approaches are those in which the distribution is assumed to belong to a
parametric family of distributions, but the specic values of the parameters are unknown.
Scarf (1959) has analyzed a Bayesian procedure that updates the belief regarding the un-
certainty of the parameter based on observations that are collected over time. Liyanage
& Shanthikumar (2005) introduced operational statistics which, unlike the Bayesian ap-
proach, does not assume any prior knowledge of the parameter values. Instead, it performs
optimization and estimation simultaneously. In another recent work, Akcay et al. (2009)
propose tting demand samples to a distribution in the Johnson Translation System, which
is a parametric family that includes many common distributions.
Nonparametric approaches, on the other hand, require no assumptions regarding the
parametric form of the demand distribution. Sample average approximation (SAA) is one
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such method (Kleywegt et al., 2001; Levi et al., 2007, 2013a) which uses the empirical
distribution formed by samples drawn from the true distribution. Concave adaptive value
estimation (CAVE) (Godfrey & Powell, 2001) successively approximates the objective cost
function with a sequence of piecewise linear functions. The bootstrap method (Bookbinder
& Lordahl, 1989) estimates the newsvendor quantile of the demand distribution. The in-
nitesimal perturbation approach (IPA) is a sampling-based stochastic gradient estimation
technique that has been used to solve stochastic supply chain models (Glasserman & Ho,
1991). Huh & Rusmevichientong (2009) develop an adaptive algorithm for inventory plan-
ning problems with censored demand data based on stochastic gradient descent. Huh et al.
(2009) propose an adaptive data-driven policy for censored demand based on the well-known
Kaplan-Meier estimator.
Distributionally robust methods address uncertainty about the distribution by providing
solutions that are robust against dierent scenarios. The distribution is allowed to belong to
a family of distributions with the same parameters. The minimax regret approach belongs
to this category. Another such method is the max-min approach (Scarf, 1958; Gallego &
Moon, 1993), which attempts to maximize the worst-case expected prot over the set of
allowed distributions. Scarf (1958); Gallego & Moon (1993) derived the max-min order
quantity for the newsvendor model with respect to a family of distributions with the same
mean and variance. However, one major issue with the max-min approach is that it typically
leads to policies that are too conservative, whereas the minimax regret approach does not
(Perakis & Roels, 2008). Other recent works on robust regret for other revenue management
models include Ball & Queyranne (2009); Eren & Maglaras (2006); Perakis & Roels (2008).
To the best of our knowledge, absolute mean spread (AMS) was rst introduced in
Levi et al. (2013a) as a distribution statistic. There, they use it as a tool to analyze the
performance of sample average approximation (SAA) method applied to the newsvendor
problem. In their analysis, they show that the inaccuracy of the SAA solution is inversely
proportional to the AMS value of the demand distribution. Our work, on the other hand,
uses AMS in the robust minimax regret framework as a type of information about the
demand distribution.
3.1.3 Outline
The chapter is organized as follows. In Section 3.2, we introduce our minimax regret frame-
work using mean and AMS information. Section 3.3 presents optimality results of our
policies. Section 3.4 discusses the minimax regret problem under interval AMS informa-
tion. Section 3.5 introduces a point estimator and a condence interval estimator for AMS.
Finally, in Section 3.6, we conduct computational experiments and compare the empirical
performance of our policies to other minimax regret policies.
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3.2 Regret optimization under spread information
In this section, we introduce the minimax regret criterion in the context of the single period
newsvendor problem. A retailer is selling a product with an uncertain demand D. At the
beginning of the sales period, she needs to make a decision on how many units to order,
before observing the actual demand. Once the demand occurs, it is satised to the maximum
extent possible from the units on hand. For simplicity, we assume that the revenue per unit
sale is normalized to $1. Each unit that she purchases costs $(1   ), where  2 (0; 1) is
the per-unit prot margin of the product.
If the demand distribution F is known, the retailer will choose an order quantity y that
maximizes her expected prot. The optimal order quantity can be found by solving
max
y0
F (y) , EF (minfy;Dg   (1  )y) ;
where F (y) is the expected prot of ordering y units under a distribution F . It is well-
known that the optimal order quantity is the  quantile of F , i.e.,
F 1() , inf fy j F (y)  g :
Now suppose the true distribution F is unknown, but it is possible to specify a family of
distributions D to which it belongs. The maximum regret (over the distribution family D)
of ordering y units is:
D(y) , sup
F2D

max
z0
F (z) F (y)

: (3.1)
The expression inside the parentheses is the regret (or hindsight cost) of ordering y instead
of the optimal quantity after the demand distribution is revealed to be F . The minimax
regret criterion chooses the order quantity that minimizes the maximum regret:
D , min
y0
D(y): (3.2)
The family D is the set of all demand distributions that satisfy the partial information.
Information can be a combination of known statistics such as mean, variance, range, mode
or median (Yue et al., 2006; Perakis & Roels, 2008). In what follows, we present a novel
approach to representing distribution families in a minimax regret framework. Unlike pre-
vious distribution families proposed in the literature, ours uses only rst-order information,
is easy to estimate with data, results in a tractable problem, and is provably near-optimal
when prot margins are high.
In Levi et al. (2013a), a new distribution statistic was introduced, which they referred
to as the absolute mean spread or AMS.
Denition 3.2.1 (Absolute mean spread). For a random variable D with a distribution F ,
the absolute mean spread at t is dened as F (t) , EF (DjD > t)  EF (DjD  t).
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The absolute mean spread measures the dispersion of the distribution around some
point t. It is a rst-order measure of spread, in contrast to variance (second-order) or range
(zeroth order).
We introduce the family of all distributions with a specied mean and a specied AMS
measured at the newsvendor quantile:
D; =

F j EF (1[ 1;1]) = 1; EF (D) = ; F (F 1()) = 
	
:
We also introduce the family which is a restriction of D; to distributions with nonnegative
support:
D;;+ =

F j EF (1[0;1]) = 1; EF (D) = ; F (F 1()) = 
	
:
When it is clear from the context, we will use the notation F () to denote the absolute
mean spread of a distribution around its  quantile, instead of F (F
 1()). These two
families assume exact knowledge of the true value of F (F
 1()). In Section 3.4, we relax
this assumption by admitting bounds on the value of F (F
 1()).
We will show that there exist solutions to the minimax regret problems under D; and
D;;+. Due to the fact that all information required is rst-order, the problem has a closed-
form solution. Consider the demand distribution families D; and D;;+, respectively. We
rst discuss the conditions on  and  that guarantee that these families are, respectively,
nonempty. For the set D;, since the support is the whole real line, then any combination
of values for  and  admits a feasible distribution. In particular, note that the following
two-point support distribution is an element of D;:
D =
8<:  (1  ); w.p. ;+ ; w.p. 1  : (3.3)
However, this is not true once the support is the nonnegative real line, as it is for D;;+.
The following proposition states conditions on  and  that are necessary and sucient for
the existence of a distribution in D;;+.
Proposition 3.2.1. The distribution family D;;+ is nonempty if and only if  (1 ) 
0.
Proof. Suppose   (1  )  0. Consider the two-point support distribution (3.3). This
distribution is an element of D;;+, proving that D;;+ is nonempty. To prove the reverse
implication, suppose that D;;+ is nonempty. Let F be a distribution in D;;+ where
F 1() = w for some w  0. Note that
  w = E(D   w)+   E(w  D)+
= (1  )E(D   wjD  w)  E(w  DjD  w)
= (1  ) fE(DjD  w)  E(DjD  w)g+ E(D   wjD  w)
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= (1  ) + E(DjD  w)  w: (3.4)
Thus, this implies that    (1   ) = E(DjD  w), which is nonnegative (since D has
nonnegative support).
For any values of  and  > 0, the minimax regret problem over D; is well-dened. For
the distribution family D;;+ however, we must require that  and  satisfy the condition
   (1   )  0 (Proposition 3.2.1). Denote the minimax regret values under D; and
D;;+ as ; and ;;+, respectively. In the next two theorems, we will characterize in
closed-form an expression for the minimax regret solutions, which we denote as y; and
y;;+, respectively.
Theorem 3.2.2. Consider the nonempty set D; consisting of all distributions with mean
 and AMS (at the  quantile) . Then the minimax regret and minimax regret quantity
are:
; = (1  );
y; = + (2   1):
Theorem 3.2.3. Consider the nonempty set D;;+ consisting of all nonnegative distribu-
tions with mean  and AMS (at the  quantile) . Then the minimax regret and minimax
regret quantity are:
;;+ =
1

(1  )(  (1  ));
y;;+ =
1

(  (1  ))(+ ):
The proofs of Theorems 3.2.2 and 3.2.3 are discussed in Appendix B (Sections B.9 and
B.10). The following is a sketch of the proofs. For a xed z and y, the optimization problem
in (3.1) reduces to a linear semi-innite program (LSIP) (Goberna & Lopez, 1998). We take
the dual formulation of this LSIP. Unlike for a nite LP, a positive duality gap may exist for
an LSIP. However, since we are able to identify primal and dual solutions that achieve the
same cost, then weak duality guarantees that these solutions are primal and dual optimal,
respectively.
Our choice of distribution families D;;D;;+ is motivated by the connection between
AMS information and the regret function. We observe that a distribution with a small
AMS at the newsvendor quantile, F (), typically has a steep expected prot function,
F (y). Since the regret function under a distribution F (i.e., F (F
 1())   F (y)) is
simply a transformation of the expected prot function, then this means that a small AMS
at the newsvendor quantile also implies a steep regret function. We briey discuss the basis
47
Figure 3-1: Regret function under a normal and a uniform distribution when  = 0:5.
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behind this observation. Note that the slope of F (y) (assuming a continuous distribution)
is 0(y) =    F (y). At the point y = F 1(), the slope is equal to zero, and the rate of
change of the slope around this neighborhood depends on how fast the probability density
(or the spread) changes at F 1(). As an illustration, see the left plot of Figure 3-1
which shows a uniform and a normal distribution, both with mean 100. If  = 0:5, the
optimal order quantity under both distributions is 100 units. However, under the uniform
distribution (which has the smaller value of F ()), the regret function is steeper, as seen in
the right plot of Figure 3-1. Therefore, even simple rst-order information already provides
strong insight into the impact of suboptimal decisions on the regret.
Due to this strong connection between regret and absolute mean spread information, we
can prove attractive optimality properties of the policies using AMS information, as shown
in the next section.
3.3 Optimality properties of policies using spread informa-
tion
In this section, we prove a general result (Theorem 3.3.2 and Theorem 3.3.4) that under a
large class of demand distributions, the policies using AMS information are near-optimal
when prot margins are high, which is the case in most realistic settings.
Let us rst compare the performance of our policies to other distributionally robust
policies that use common types of information. One such policy is by Scarf (1958) who uses
the mean, variance and nonnegativity information in a max-min framework (we denote this
policy as MM-+). Another recent one is Perakis & Roels (2008) who use mean, variance
and nonnegativity information in a minimax regret framework (which we denote as MR-
+). Through the following experiment, we compare these two policies to the minimax
regret policy using mean, AMS and nonnegativity information (which we denote MR-+).
First, x a demand distribution F and a prot margin . Using the distribution's exact
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values for the mean , standard deviation , and AMS (at the  quantile) , compute the
three partial information policies. Since we know the true demand distribution, we know
the actual relative regret incurred by each policy. That is, for a given ordering quantity y,
the actual relative regret is:
Actual relative regret =
F (F
 1()) F (y)
F (F 1())
: (3.5)
Figures 3-2{3-3 compare the actual relative regret of the three policies (MR-+, MR-
+, M-+) as a function of the prot margin, under fourteen dierent demand distribu-
tions (see Figures C-3 and C-4 in Appendix C for a plot of the demand densities). In almost
all of the distributions, the MR-+ policy clearly dominates the other two policies. This is
because, even though it is using only rst-order information, the MR-+ policy captures
quantile-specic spread information. In contrast, variance is a static information that does
not necessarily provide insight into ordering at high prot margins. This experiment high-
lights that the type of information used in the minimax regret framework is important in
having near-optimal policies under high prot margin environments.
In the remainder of this section, we will prove that a mild technical condition on the
distribution guarantees the near-optimality of our policies under high prot margins. First,
we dene the failure rate of a random variable.
Denition 3.3.1 (Failure rate). Let D be a random variable with distribution F and density
f . The failure rate of D is dened as r(x) , f(x)=(1  F (x)).
If the failure rate of D satises limx!1 r(x) > 0, then we can prove that its AMS value,
F (), does not grow faster than
1
1  as  ! 1. This is formalized in the following lemma.
Lemma 3.3.1. If D has a failure rate r such that limx!1 r(x) > 0, then lim!1(1  
)F () = 0.
Proof. Note that for any t 2 <,Z t
 1
F (u)du = F (t)EF (t DjD  t) ;Z 1
t
(1  F (u)) du = (1  F (t))EF (D   tjD  t) ;
implying that
lim
!1
(1  )F () = lim
t!1
Z 1
t
(1  F (u))du+ 1  F (t)
F (t)
Z t
 1
F (u)du

:
The limit of the rst term in the summation is clearly zero. By L'Hopital's rule, the second
term goes to zero if F (t)(1 F (t))
2
f(t) =
1
r(t)F (t)(1   F (t)) goes to zero. Since limt!1 r(t) > 0,
then limt!1 1r(t) exists. Thus,
lim
t!1
1
r(t)
F (t)(1  F (t)) = lim
t!1
1
r(t)
 lim
t!1F (t)(1  F (t)) = 0:
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Figure 3-2: Actual relative regret of partial information policies plotted against the prot
margin .
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The regret incurred by each policy is exact. The mean, variance and AMS for each
distribution is known exactly by each policy.
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Figure 3-3: Actual relative regret of partial information policies plotted against the prot
margin .
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The regret incurred by each policy is estimated using 100,000 sample points. The mean
and variance for each distribution is known exactly. The AMS is estimated using 100,000
sample points.
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Remark Most common demand distributions satisfy the condition of Lemma 3.3.1. That
is, the failure rate r(t) is strictly positive in the limit as t approaches innity. Moreover, if
a random variable D has an increasing failure rate (IFR), then this condition is guaranteed
to be met. This is because for any point s in the interior of the support of D, limt!1 r(t) 
r(s) = f(s)1 F (s) > 0.
In the next theorem, we prove that if the true demand distribution has a failure rate r
such that limx!1 r(x) > 0, then the actual regret of ordering using our policies goes to zero
as the prot margin approaches 1. This attractive optimality property of our policies is a
consequence of its AMS having bounded growth in  (Lemma 3.3.1). Since most common
distributions assumed in inventory management have this property, this implies that our
policies would achieve near-optimality under most demand distributions.
Theorem 3.3.2. Let D have a failure rate r such that limx!1 r(x) > 0, and that EF (D) =
 and F () = . Then, the actual regret of ordering y

;
goes to zero as  ! 1. If in
addition, D is nonnegative, then the actual regret of ordering y; ;+ goes to zero as  ! 1.
Proof. Let us prove the result for the case without nonnegativity. For a xed , the actual
regret of ordering y; is F (F
 1()) F (y; ). Moreover, since F 2 D; , we have that
F (F
 1()) F (y; )  ; = (1  ). From Lemma 3.3.1, we have that ; ! 0
as  ! 1, implying that the actual regret goes to zero. Let us now prove the result for
nonnegative distributions. The actual regret of ordering y; ;+ is F (F
 1()) F (y; ;+),
which is bounded above by ; ;+. Since D; ;+  D; , we have that ; ;+  ; .
Following from the rst result, this implies that ; ;+ ! 0 as  ! 1.
In fact, we can prove an even stronger result. Theorem 3.3.4 below states that the
relative regret of ordering our policies disappears as the prot margin approaches one. The
proof requires the following lemma.
Lemma 3.3.3. If D is a random variable with EF (D) =  and F () = , then the optimal
newsvendor prot is F (F
 1()) = (  (1  )).
Proof. The result can be established through the following arithmetic arguments.
F (F
 1()) = EF
 
minfF 1(); Dg  (1  )F 1();
= EF
 
minfF 1(); DgjD  F 1()Pr(D  F 1())
+EF
 
minfF 1(); DgjD > F 1()Pr(D > F 1())  (1  )F 1();
= EF
 
DjD  F 1() + F 1()(1  )  (1  )F 1();
= EF
 
DjD  F 1() = (  (1  ));
where the last equality is established in (3.4).
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Theorem 3.3.4. Let D have a failure rate r such that limx!1 r(x) > 0, and that EF (D) =
 and F () = . Then, the actual relative regret of ordering y

;
goes to zero as  ! 1.
If in addition, D is nonnegative, then the actual relative regret of ordering y; ;+ goes to
zero as  ! 1.
Proof. Let us rst prove the result for the case without nonnegativity. If F is in the family
D; , then for a xed , the relative regret of ordering y; is
F (F
 1()) F (y; )
F (F 1())

;
F (F 1())
=
(1  )
  (1  ) ;
where the last equality follows from Lemma 3.3.3 and Theorem 3.2.2. Moreover, from
Lemma 3.3.1 the right-hand side expression goes to zero as  ! 1. If D is nonnegative,
then the actual relative regret of ordering y; ;+ is
F (F
 1()) F (y; ;+)
F (F 1())

; ;+
F (F 1())
=
(1  )

;
which follows from Lemma 3.3.3 and Theorem 3.2.3. The limit of the righthand side ex-
pression is zero as  ! 1, following from Lemma 3.3.1.
In fact we can use Lemma 3.3.3 to prove that under any demand distribution family
that is specied by mean and AMS (at the  quantile), there exists an order quantity that:
(i) minimizes the maximum regret over the family, (ii) minimizes the maximum relative
regret over the family, and (iii) maximizes the minimum expected prot over the family.
Note that D; and D;;+ are examples of such families. This is formalized in the following
theorem.
Theorem 3.3.5. Let D be a distribution set in which all elements have the same mean  and
AMS (at the  quantile) . Then there exists an order quantity that, under D, minimizes
the maximum regret and maximizes the minimum expected prot. If   (1  ) > 0, then
it also minimizes the maximum relative regret.
Proof. Denote  as the common mean and  as the common AMS (at the  quantile) under
family D. Denote by y the order quantity that maximizes the minimum expected prot,
i.e.,
y = argmax
y

min
F2D
F (y)

:
From Lemma 3.3.3, any distribution in D has the same optimal newsvendor prot (  
(1  )). Therefore, the minimax regret problem is
min
y
max
F2D

F (F
 1()) F (y)
	
= min
y
max
F2D
f(  (1  )) F (y)g ;
= (  (1  )) max
y
min
F2D
F (y);
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which can be solved by choosing y as an order quantity. Using similar arguments, we have
that the minimax relative regret problem is
min
y
max
F2D

F (F
 1()) F (y)
F (F 1())

= min
y
max
F2D

(  (1  )) F (y)
(  (1  ))

;
= 1  1
(  (1  )) maxy minF2DF (y);
which is also solved with the order quantity y.
3.4 Interval Information on AMS
Under some types of distribution families, the minimax regret problem becomes intractable
under interval information. For instance, to the best of our knowledge, there is no known
solution procedure if information about the standard deviation comes in the form of bounds
on its value.
In contrast, even if the only information available about F () are upper and lower
bounds on its value, the minimax regret problem remains tractable. In fact, we can solve
the problem in closed-form. Consider the following family of distributions:
D;L;U ;+ =

F j EF (1[0;1](D)) = 1; EF (D) =  and F (F 1()) 2 [L; U ]
	
:
The next proposition provides conditions on the values of , L and U that ensure the set
D;L;U ;+ is nonempty. The proof can be found in Appendix B (Section B.10).
Proposition 3.4.1. Distribution set D;L;U ;+ is nonempty if and only if  (1 )L  0.
The minimax regret problem under D;L;u;+ is tractable and has a closed-form ex-
pression, which we denote as y;L;U ;+ (we provide the expression and its derivation in the
appendices, in Sections A.3 and B.10, respectively). From the closed-form expression, we
observe that when L = 0 and U  1  , the minimax regret solution y;L;U ;+ is in fact
equivalent to the minimax regret solution under only mean information (Perakis & Roels,
2008, Theorem 2). This is because under this case, the bounds on the AMS do not give any
additional meaningful information.
3.5 Data-driven estimation of AMS
Most partial information policies assume exact knowledge of statistics of a distribution. In
reality however, these are rarely if ever available. At most, they have to be estimated from
historical demand data or forecasts. In this section, we introduce a data-driven estimator
for F (). Since estimation is subject to error, we also propose a procedure for providing
condence interval estimates of F () (Algorithm 1 below). These data-driven condence
intervals can then be used as input to the minimax regret policy in the previous section,
i.e., as values for L and U .
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Suppose D1; D2; : : : ; Dn are i.i.d. random variables drawn from the same distribution
F . The order statistics of this set is a reordering of the random variables in terms of
nondecreasing values, expressed as D(1)  D(2)      D(n). We can use the order
statistics to estimate the AMS value at the  quantile, F (). For any  2 (0; 1), we
propose the following estimator:
n ,
1
n
nX
i=1
Ji(; n)D(i); (3.6)
where the weights are dened as:
Ji(; n) ,
8><>:
  1 ; if i  n;
i 1+(1 n)
(1 ) ; if n < i  n+ 1;
1
1  ; if i > n+ 1;
for i = 1; 2; : : : ; n.
Note that n is a random variable whose realization depends on the specic values taken
on by D1; D2; : : : ; Dn. In fact from (3.6), n is a linear combination of the order statistics
or L-statistic. Govindarajulu & Mason (1983) prove that L-statistics of the form (3.6) can
be written as a sum of independent random variables. In particular, we have that
n = F () +Rn +
1
n
nX
i=1
Zn; (3.7)
where Zi are i.i.d. with mean 0, and Rn is such that
p
nRn ! 0 a.s. as n!1. Interested
readers are referred to Appendix A (Section A.1) for a further discussion on the distribution
of the estimator n.
From (3.7), n is a biased estimator of the absolute mean spread F (), however the
bias goes to zero as the sample size goes to innity. We attempt to numerically estimate
the bias B , E(n) F () through regression analysis. We provide the complete details
in Appendix A (Section A.2). In what follows, we sketch the idea behind the analysis. The
factors that aect B are the sample size n, the prot margin , and the demand distribution
F . We can vary values for each one of these factors and perform regression to estimate their
eect on B. For instance, to estimate the eect of n, we rst x a distribution and prot
margin. We estimate the bias for dierent values of n, giving us multiple bias{sample size
pairs. We use these pairs to perform regression to estimate the relationship between the
bias and sample size. We nd that the relationship B = 1nF (F
 1()) closely estimates
the observed bias in many simulations. Motivated by this, we propose the following scaled
estimator of AMS:
~n ,
n+ 1
n
n =
n+ 1
n2
nX
i=1
Ji(; n)D(i): (3.8)
Stigler (1974) shows that under some technical conditions, L-statistics are asymptotically
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normally distributed. Thus, we have that
n   E(n)p
Var(n)
!d N(0; 1): (3.9)
We use this observation to propose a procedure to build condence intervals around the
AMS estimator. Dene the following sample estimate of nVar(n) (see Section A.1 of
Appendix A for a motivation behind the choice of estimator):
s2n =
1
n
1
(1  )2
X
i=d(n+1)e
(d(i)  un)2 +
1
n
1
2
d(n+1)e 1X
i=1
(d(i)  ln)2
+
 s
1  

h
ln   d(d(n+1)e)
i
+
s

1  

un   d(d(n+1)e)
!2
; (3.10)
where
un =
1
n
1
1  
nX
i=d(n+1)e
d(i); and ln =
1
n
1

d(n+1)e 1X
i=1
d(i):
The following Algorithm 1 builds (1 )-condence intervals around the sample spread n,
given a signicance level  2 (0; 1).
Algorithm 1 Confidence Interval for the Absolute Mean Spread
Require: A sequence of ranked scalars (d(1); : : : ; d(n)) and a signicance level  2 (0; 1)
Ensure: A condence interval n  n.
1: Compute ~n; sn, and Z-statistic z , Z1 =2
2: Return condence interval ~n  z  snpn
To demonstrate the validity of this condence interval procedure, we perform the follow-
ing experiment. We draw 10,000 sets of n 2 f40; 80; 160; 320g samples from some distribu-
tion (we use the demand distributions from Figure C-3 in Appendix C). Using Algorithm 1
and with a 5% level of signicance, we construct 1,000 sample-based condence intervals
from the sets. The procedure is valid if the fraction of these condence intervals that con-
tain the true absolute mean spread is close to 95%. Table 3.1 shows this fraction when
the samples are drawn from one of six distributions. Observe that for smaller sample sizes
(n = 40 or 80), the true AMS lies in the condence interval between 70% to 95% of the
time. However for n = 160 or 320, the procedure is successful between 90% to 95% of the
time.
3.6 Computational Experiments
The goal of the computational experiments in this section is to study the empirical per-
formance of various partial information policies (including our proposed policies) when the
information has to be estimated from samples. We will assume that all the methods have
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the same information available to them, particularly, a set of independent samples drawn
from the true distribution. Using these samples, we will use the following partial information
policies to compute order quantities for the newsvendor problem.
MR-^+: A minimax regret approach with only mean and nonnegativity information (Per-
akis & Roels, 2008). The sample mean is computed and used as an input.
MR-^^: A minimax regret approach with only mean and variance information (Yue et al.,
2006). The sample mean and sample variance is computed and used as an input.
MR-^^+: A minimax regret approach with only mean, variance, and nonnegativity infor-
mation (Perakis & Roels, 2008). The sample mean and sample variance is computed
and used as an input.
MR-^^+: A minimax regret approach with only mean, AMS, and nonnegativity informa-
tion. The sample mean and the point AMS estimate from (3.8) are computed and
used as an input to compute the policy, according to Theorem 3.2.3.
MR-^^L^U+: A minimax regret approach with only mean, AMS and nonnegativity in-
formation. The sample mean and the 95% condence intervals for the AMS estimate
(using Algorithm 1 above) are computed and used as an input to compute the policy,
according to Theorem A.3.1.
The rst four policies have been previously proposed from recent works (Yue et al., 2006;
Perakis & Roels, 2008). The last policy is our robust policy using rst-order information
(Theorem 3.2.3 and Theorem A.3.1). Note that once the distribution information is known,
policies MR-^+, MR-^^+ and MR-^^L^U+ can be computed in closed-form. Policy MR-
^^, on the other hand, requires optimizing a function using gradient method (Yue et al.,
2006). To compute the policy MR-^^+ requires solving for the intersection of two functions
using bisection method. However, each iteration of the bisection method requires solving
an optimization problem using gradient descent. Therefore, it can become computationally
inecient compared to the other methods.
For each ordering policy, we rst x a distribution and a prot margin  2 f0:9; 0:95; 0:99; 0:995g.
The distributions we use are Uniform, Normal, Exponential, Lognormal, Pareto, Gamma,
Beta, and Power Law distributions (see Figure C-3 in Appendix C for a plot of their densi-
ties). We also x a sample size n, where n 2 f20; 40; 80; 160g. We then draw n independent
samples from the distribution, estimate the required information, and compute the cor-
responding order quantity. We also calculate the actual relative regret (3.5) under the
distribution F . Finally, we take the average of the relative regrets over 100 repetitions of
the same experiment.
Using the results of our experiments, we would like to address the question of when
should one use point estimates of AMS and when to be conservative and use condence
intervals. Table 3.2 summarizes the average relative regret of the two AMS-based policies
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Table 3.2: Average relative regret (%) of policies using sample estimates of AMS informa-
tion.
Uniform Normal
n = 20 n = 40 n = 80 n = 160 n = 20 n = 40 n = 80 n = 160
 = 0:9 MR-^^+ 0.6 0.4 0.3 0.3 0.3 0.2 0.1 0.1
MR-^^L^U+ 0.5 0.2 0.1 0.1 1.0 0.6 0.4 0.3
 = 0:95 MR-^^+ 0.3 0.1 0.1 0.1 0.2 0.1 0.1 0.1
MR-^^L^U+ 0.8 0.3 0.1 0.0 0.7 0.5 0.4 0.3
 = 0:99 MR-^^+ 0.3 0.1 0.5 0.0 0.2 0.1 0.0 0.0
MR-^^L^U+ 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1
 = 0:995 MR-^^+ 0.3 0.1 0.0 0.0 0.3 0.1 0.0 0.0
MR-^^L^U+ 0.1 0.1 0.1 0.0 0.1 0.1 0.0 0.1
Exponential Lognormal
n = 20 n = 40 n = 80 n = 160 n = 20 n = 40 n = 80 n = 160
 = 0:9 MR-^^+ 2.3 1.3 0.7 0.4 7.0 3.7 2.6 1.8
MR-^^L^U+ 2.7 1.8 1.2 0.9 8.5 5.1 3.2 2.0
 = 0:95 MR-^^+ 2.2 1.3 0.8 0.6 8.8 5.3 3.8 3.0
MR-^^L^U+ 4.0 3.1 2.5 2.0 8.5 5.4 3.9 3.0
 = 0:99 MR-^^+ 2.7 1.1 0.6 0.4 10.8 6.6 4.4 3.4
MR-^^L^U+ 2.0 1.2 1.4 1.3 9.4 6.3 5.7 5.7
 = 0:995 MR-^^+ 3.3 1.4 0.6 0.3 12.6 7.1 4.4 2.6
MR-^^L^U+ 2.3 1.0 0.6 0.8 10.4 6.3 5.0 5.5
MR-^^+ and MR-^^L^U+ under four demand distributions. Observe that in majority of
the cases, MR-^^+ clearly has a smaller average relative regret than MR-^^L^U+. The
only instances when MR-^^L^U+ has a slightly smaller regret is when the sample size is
small (n = 20 or 40) while the prot margin is extremely high ( = 0:99 or 0.995). That
is, we can infer that condence interval estimates for AMS produces order quantities that
are often conservative compared to the quantities produced from point estimates. Thus, in
the remainder of this section, we will only report the results for policy MR-^^+.
Tables 3.4 and 3.5 report the average relative regret incurred by policies MR-^+, MR-
^^, MR-^^+ and MR-^^+ under high and extremely high prot margins, respectively.
First, we observe (Table 3.4) that when prot margins are high (but not extremely so), the
four policies incur average regrets of the same magnitude under many instances. Surpris-
ingly, even MR-^+ which only uses mean information, sometimes incurs relative regrets on
par with the other three policies that use additional information. However, this is not the
case once prot margins are extremely high (Table 3.5), which is the case in many realistic
settings. Using only mean information in this setting results in clearly suboptimal decisions.
MR-^+ incurs average relative regrets in the range of 10% to as much as 25%. By including
additional variance information, MR-^^ usually incurs smaller average relative regrets than
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MR-^+, in both environments of high and extremely high prot margins. However, when
the demand distribution is skewed (Exponential, Lognormal, Pareto) and prot margins are
extremely high, MR-^^ can incur very large average relative regrets in the range of 10% to
30%. This is due to the fact that MR-^^, even though it accounts for demand variability,
ignores the variability around the particular optimal quantile. By adding additional non-
negativity information, MR-^^+ manages to decrease the regret signicantly. Of the four
policies, MR-^^+ and MR-^^+ consistently achieve the smallest average relative regret
in both prot margin environments. However, because of its computational ineciency,
solving for policy MR-^^+ can take signicantly longer than solving for policy MR-^^+.
Table 3.3 summarizes the average run times of each of the methods (averaged over distri-
butions, sample sizes, and prot margins) On average, solving for policy MR-^^+ takes 10
microseconds, whereas solving for MR-^^+ takes 3106 microseconds. Finally, we observe
that while MR-^+ and MR-^^ both appear to incur a signicantly larger regret when prot
margins are extremely high, the performance of MR-^^+ seems to be robust with respect
to the level of prot margin. Under highly skewed distributions (Exponential, Lognormal,
Pareto), it incurs an average regret of 1% to 10%. Under all other demand distributions,
its average relative regret is usually less than 1%. This is mostly unsurprising based on
Theorem 3.3.4 that for large enough prot margins, the minimax regret policy using AMS
information is near-optimal for high prot margins. However, the theorem assumes that
exact knowledge of the AMS is known, whereas the AMS information in MR-^^+ is esti-
mated from samples. Moreover, these estimates are prone to error since in the experiments
MR-^^+ attempts to estimate AMS around a high quantile using only a few samples. How-
ever, Tables 3.4 and 3.5 indicate that policies using AMS information remain near-optimal
even when information has to be estimated from (sometimes few) data.
3.7 Concluding Remarks
Many inventory management settings require decisions that have to be made in the presence
of uncertain demand. Stochastic inventory problems model this uncertainty by assuming
that demand is stochastic with a fully-specied probability distribution. Contrary to this
assumption, in reality, managers often have to make decisions knowing only limited informa-
tion about the demand distribution. In this chapter, we have proposed partial-information
inventory policies that only require rst-order information on demand. In particular, they
only require mean and absolute mean spread (AMS) information. First, we demonstrated
that the resulting policies that we propose are robust, since they are the solution to the
minimax regret problem of a family of distributions. Second, we proved that the resulting
minimax regret problem is tractable since they only require rst-order information. Third,
we showed that the policies we proposed are near-optimal for high prot margins under a
large class of demand distributions. We showed that other distributionally-robust policies
previously proposed in the literature do not exhibit this near-optimal behavior. Finally, we
also proposed a sample estimator of a distribution's AMS. In computational experiments,
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Table 3.3: Average run times of each method
Method Average runtime (in microseconds) Standard deviation (in microseconds)
MR-^+ 6.7 6.5
MR-^^ 283.0 278.6
MR-^^+ 3,233,427.6 7,361,979.1
MR-^^+ 8.0 47.5
MR-^^L^U+ 10.5 13.6
we nd that even though the AMS information is estimated from data, and the minimax
regret policy that uses these estimates are near-optimal even when the sample size is small.
Moreover, it clearly dominates other minimax regret policies using mean and variance.
Through this, we can conclude that there is much value in making inventory decisions that
incorporate some information about spread around the optimal quantile.
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Table 3.4: Average relative regret (%) of policies using sample estimates of information under
high prot margins ( = 0:9; 0:95).
 = 0:9  = 0:95
Distribution Policies n = 20 n = 40 n = 80 n = 160 n = 20 n = 40 n = 80 n = 160
Uniform MR-^+ 7.5 7.5 7.5 7.4 16.9 16.8 17.0 16.9
MR-^^ 3.4 3.0 2.7 2.6 4.3 3.8 3.7 3.5
MR-^^+ 1.9 1.8 1.5 1.4 0.7 0.3 0.2 0.1
MR-^^+ 0.6 0.4 0.3 0.3 0.3 0.1 0.1 0.1
Normal MR-^+ 13.3 13.3 13.3 13.3 19.3 19.3 19.3 19.3
MR-^^ 0.6 0.5 0.4 0.4 1.1 0.9 0.8 0.8
MR-^^+ 0.4 0.3 0.2 0.1 0.1 0.1 0.0 0.0
MR-^^+ 0.3 0.2 0.1 0.1 0.2 0.1 0.1 0.1
Exponential MR-^+ 2.1 1.2 0.8 0.5 7.7 7.3 7.1 7.1
MR-^^ 4.2 2.9 2.2 1.8 7.8 6.2 5.9 5.5
MR-^^+ 2.9 1.9 1.2 0.9 2.5 2.0 1.1 0.8
MR-^^+ 2.3 1.3 0.7 0.4 2.2 1.3 0.8 0.6
Lognormal MR-^+ 7.9 5.3 2.8 2.1 7.8 5.2 3.9 2.7
MR-^^ 15.6 13.0 13.3 8.7 13.6 8.6 5.9 4.4
MR-^^+ 15.8 6.2 5.1 4.2 11.2 8.1 5.0 3.2
MR-^^+ 7.0 3.7 2.6 1.8 8.8 5.3 3.8 3.0
Pareto MR-^+ 6.1 5.3 5.4 5.0 10.3 9.8 9.9 9.9
MR-^^ 3.7 3.9 2.9 2.8 4.2 3.6 3.7 2.3
MR-^^+ 4.4 3.6 2.6 2.8 4.0 1.8 2.4 1.8
MR-^^+ 4.9 4.2 4.5 4.0 5.0 3.8 3.7 3.7
Gamma MR-^+ 3.3 2.9 2.7 2.6 11.9 12.1 12.0 12.0
MR-^^ 2.8 2.1 1.7 1.5 5.2 4.4 3.9 3.8
MR-^^+ 1.9 1.4 1.0 0.7 1.9 0.9 0.7 0.5
MR-^^+ 1.6 0.8 0.6 0.4 1.5 0.9 0.6 0.5
Beta MR-^+ 5.6 5.4 5.4 5.3 15.1 15.4 15.3 15.3
MR-^^ 2.5 2.1 1.8 1.7 4.2 3.7 3.4 3.3
MR-^^+ 1.7 1.1 1.0 0.9 1.2 0.4 0.4 0.3
MR-^^+ 0.8 0.4 0.2 0.1 0.7 0.4 0.2 0.1
Power Law MR-^+ 14.9 14.9 14.9 14.9 20.2 20.2 20.2 20.2
MR-^^ 0.3 0.3 0.2 0.2 0.4 0.3 0.2 0.2
MR-^^+ 0.2 0.1 0.0 0.0 0.3 0.4 0.4 0.4
MR-^^+ 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
a Highlighted rows correspond to the policies using AMS information.
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Table 3.5: Average relative regret (%) of policies using sample estimates of information under
extremely high prot margins ( = 0:99; 0:995).
 = 0:99  = 0:995
Distribution Policies n = 20 n = 40 n = 80 n = 160 n = 20 n = 40 n = 80 n = 160
Uniform MR-^+ 23.5 23.6 23.4 23.5 24.4 24.2 24.2 24.2
MR-^^ 5.4 4.5 4.4 4.4 5.2 4.8 4.4 4.5
MR-^^+ 1.1 1.2 1.2 1.2 1.0 1.0 1.1 1.1
MR-^^+ 0.3 0.1 0.5 0.0 0.3 0.1 0.0 0.0
Normal MR-^+ 23.9 23.8 23.9 23.8 24.4 24.4 24.4 24.4
MR-^^ 1.7 1.6 1.5 1.4 1.8 1.6 1.6 1.5
MR-^^+ 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.3
MR-^^+ 0.2 0.1 0.0 0.0 0.3 0.1 0.0 0.0
Exponential MR-^+ 20.4 20.6 20.7 20.6 22.5 22.8 22.5 22.7
MR-^^ 13.3 11.8 11.3 11.0 14.3 13.5 12.5 12.2
MR-^^+ 0.9 0.4 0.3 0.1 0.5 0.4 0.3 0.2
MR-^^+ 2.7 1.1 0.6 0.4 3.3 1.4 0.6 0.3
Lognormal MR-^+ 12.1 10.5 10.3 10.0 14.6 14.2 14.3 14.1
MR-^^ 24.3 21.6 17.7 15.7 28.7 24.7 22.3 20.0
MR-^^+ 7.2 5.2 3.7 2.1 7.0 5.3 2.5 1.7
MR-^^+ 10.8 6.6 4.4 3.4 12.6 7.1 4.4 2.6
Pareto MR-^+ 17.6 17.6 17.8 18.1 19.5 19.6 19.9 20.1
MR-^^ 9.3 8.1 6.6 6.2 11.5 9.8 8.8 7.7
MR-^^+ 2.8 2.4 1.3 1.2 2.1 1.6 1.9 0.8
MR-^^+ 4.2 2.9 2.2 2.0 4.5 2.8 1.8 1.5
Gamma MR-^+ 21.9 22.1 22.0 22.0 23.2 23.4 23.3 23.4
MR-^^ 8.8 7.9 7.5 7.3 9.6 8.7 8.1 8.0
MR-^^+ 0.4 0.2 0.2 0.1 0.3 0.3 0.3 0.3
MR-^^+ 1.6 0.7 0.3 0.2 1.9 0.9 0.3 0.2
Beta MR-^+ 22.9 23.0 22.9 23.0 23.9 23.8 24.0 23.9
MR-^^ 6.3 5.7 5.5 5.4 6.8 6.2 5.8 5.8
MR-^^+ 0.5 0.5 0.5 0.5 0.6 0.7 0.7 0.6
MR-^^+ 0.9 0.3 0.1 0.1 1.0 0.4 0.1 0.1
Power Law MR-^+ 24.1 24.1 24.1 24.1 24.6 24.6 24.5 24.6
MR-^^ 0.4 0.3 0.2 0.2 0.4 0.3 0.2 0.2
MR-^^+ 0.4 0.4 0.4 0.4 0.3 0.4 0.4 0.4
MR-^^+ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
a Highlighted rows correspond to the policies using AMS information.
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Table 3.6: Maximum regret achieved by SAA policy out of family D;;+, which includes
the distribution used to generate the samples.
Distribution  Average max regret of SAA Minimax regret % dierence
Uniform 0.7 21.1 14.7 43.3
0.8 16.1 12.8 26.0
0.9 9.1 8.1 12.7
0.95 5.0 4.5 10.1
Normal 0.7 7.1 6.3 14.1
0.8 6.7 5.2 28.2
0.9 6.0 3.4 76.6
0.95 5.2 2.0 158.4
Exponential 0.7 22.6 17.5 29.4
0.8 22.5 19.2 17.1
0.9 21.5 17.1 25.2
0.95 20.2 12.6 59.8
Lognormal 0.7 16.1 12.6 27.6
0.8 20.2 17.4 16.2
0.9 26.9 22.4 20.4
0.95 31.8 23.0 38.0
Pareto 0.7 0.445 0.320 39.2
0.8 0.543 0.341 59.2
0.9 0.659 0.328 100.8
0.95 0.720 0.283 154.0
Gamma 0.7 0.767 0.653 17.4
0.8 0.752 0.646 16.4
0.9 0.712 0.512 39.0
0.95 0.660 0.351 87.9
Beta 0.7 0.050 0.042 20.0
0.8 0.044 0.039 14.6
0.9 0.036 0.028 30.1
0.95 0.029 0.017 68.5
Power Law 0.7 0.047 0.037 25.0
0.8 0.032 0.028 15.3
0.9 0.017 0.015 8.2
0.95 0.009 0.008 7.8
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Chapter 4
Business analytics for scheduling
with random emergencies
4.1 Introduction
Allocating limited resources to a set of tasks is a problem encountered in many industries.
It has applications in project management, bandwidth allocation, internet packet routing,
job shop scheduling, hospital scheduling, aircraft maintenance, air trac management, and
shipping scheduling. In the past decades, the focus has been primarily on developing meth-
ods for optimal scheduling for deterministic problems. These approaches assume that all
relevant information is available before the schedule is decided, and the parameters do not
change after the schedule is made. In many realistic settings, however, scheduling decisions
have to be made in the face of uncertainty. After deciding on a schedule, a resource may
unexpectedly become unavailable, a task may take longer or shorter time than expected, or
there might be an unexpected release of high-priority jobs (see Pinedo (2002) for an overview
of stochastic scheduling models). Not accounting for these uncertainties may cause an un-
desirable impact, say, in a possible schedule interruption or in over-utilizing some resources.
Birge (1997) demonstrated that in many real-world applications, when using stochastic op-
timization to model uncertainties explicitly, the results are superior compared to using a
deterministic counterpart.
In this chapter, we study the problem of scheduling a known set of jobs when there
is an uncertain number of emergency jobs that may arrive in the future. There are many
interesting applications for this type of problem. For instance, Lamiri et al. (2008) describe
the problem of scheduling surgeries in hospital intensive care units, where operating rooms
are shared by two classes of patients: elective patients and emergency patients. Emergency
cases arrive randomly but must be served immediately upon arrival. Elective cases can be
delayed and scheduled for future dates. In scheduling the elective surgeries, the hospital
needs to plan for exibility (say, by having operating rooms on standby) to handle random
arrivals of emergency cases.
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This work is motivated by a project with a major electric and gas utility. We worked
on improving scheduling of services for the utility's Gas business segment which faces un-
certainty in its daily operations. In 2011, the Gas business segment of the utility generated
several billion dollars in revenue. The following is a brief description of natural gas trans-
mission and distribution in the United States. Natural gas is either produced (in the US
Gulf Coast, midcontinent, and other sources) or imported (from the Middle East or South
America). Afterwards, it is delivered to US interstate pipelines to be transmitted across
the US. Once it reaches a neighborhood, the gas is delivered by a local gas utility, which
owns and operates a network of gas pipelines used to deliver gas to the end customers. The
gas utility involved in the project owns several of these local networks.
A major part of daily operations of the gas utility is the maintenance of the large gas
pipeline network. This entails executing two types of jobs: (i) standard jobs and (ii) emer-
gency gas leak repair jobs. The rst type of jobs includes new gas pipeline construction,
maintenance and replacement of gas pipelines, and customer requests. The key character-
istics of standard jobs are that they have deadlines by when they must be nished, they
are known several weeks to a few months in advance of their deadlines, and they are often
mandated by regulatory authorities or required by customers. The second type of job is
to attend to any reports of gas leaks. In the US, more than 60% of the gas transmission
pipes are 40 years old or older (Burke, 2010). Most of them are composed of corrosive steel
or cast-iron. Gas leaks are likely to occur on corroding bare steel or aging cast iron pipes,
which pose a safety hazard especially if they occur near a populated location. If undetected,
a gas leak might lead to a re or an explosion. Such was the case in San Bruno, California
in September 2010, where a corrosive pipe ruptured, causing a massive blast and re that
killed 8 people and destroyed 38 homes in the San Francisco suburb (Pipeline & Hazardous
Materials Safety Administration, 2011a). To reduce the risk of such accidents occurring,
company crews regularly monitor leak prone pipes to identify any leaks that need imme-
diate attention. In addition, the company maintains an emergency hotline for reports of
suspected gas leaks. It is the company's policy to attend to a report within 24 hours of re-
ceiving it. The key characteristic of emergency gas leak jobs is that they are unpredictable,
they need to be attended to immediately, they require several hours to complete, and they
happen with frequency throughout a day. The leaks that do not pose signicant risk to the
public are xed later within regulatory deadlines dictated by the risk involved. These jobs
are part of the standard jobs.
The company keeps a roster of maintenance crews to execute both types of jobs. The
company has experienced signicant crew overtime driven by both controllable factors (such
as workforce management, scheduling processes, and information systems) and uncontrol-
lable factors (such as uncertainty related to emergency leaks, diverse and unknown site
conditions, and uncertainty in job complexity). Maintenance crews historically worked a
signicant proportion of their hours on overtime. An average crew member may work be-
tween 25% to 40% of his or her work hours on overtime pay. From our analysis, one of the
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major causes of overtime is suboptimal job scheduling and planning for the occurrence of
emergencies. Currently, the company has no standard procedures or does not use quan-
titative methods for job scheduling and crew assignment. Past studies undertaken by the
company suggested that a better daily scheduling process that optimizes daily resource al-
location can provide a signicant opportunity for achieving lower costs and better deadline
compliance.
In this chapter, we study the utility's problem of daily resource allocation along with
associated process and managerial factors. However, the models proposed and insights
gained from this chapter have wider applicability in settings where resources have to be
allocated under stochastic emergencies.
4.1.1 Literature Review and Our Contributions
Our work makes theoretical contributions in several key areas, as well as contributions to the
utility's practice. We contrast our contributions with previous work found in the literature.
Modeling and problem decomposition. We develop a multiperiod model for the
utility's operations under stochastic emergencies. Before realizing the number of emergen-
cies, the utility has to decide a standard job's schedule (which date it will be worked on)
and its crew assignment (the crew assigned to execute it). We model the problem as a
stochastic mixed integer program (MIP).
Several practical limitations discussed in Section 4.3.1 (such as computational intractabil-
ity, the utility's restrictive computing resources, and employees' perception of the model as a
\black box") prevented the utility from implementing the multiperiod stochastic MIP model.
Therefore, we propose a two-phase decomposition which addresses the original model's lim-
itations. The rst phase is a job scheduling phase, where standard jobs are scheduled so
as to meet all the deadlines, but while evenly distributing work over all days (Section 4.4).
This scheduling phase solves a deterministic MIP. The second phase is a crew assignment
phase, which takes the standard jobs scheduled for each day from the rst phase and assigns
them to the available crews (Section 4.5). Since the job schedules are xed, the assignment
decisions on dierent days can be made independently. The assignment decisions must be
made before arrivals of emergencies, hence, the assignment problem on each day is solved
as a two-stage stochastic MIP.
This type of decomposition is similar to what is often done in airline planning problems
(see for example Barnhart et al., 2003), which in practice are solved sequentially due to
the problem size and complexity. Airlines usually rst solve a schedule design problem,
which determines the ights own during dierent time periods. Then in the next step,
they decide which aircraft to assign to each ight depending on the forecasted demand for
the ight. Airline planning problems are solved through deterministic models which are
intractable due to its problem size. In contrast, the models in this chapter are stochastic in
nature, adding a layer of modeling and computational diculties.
LP-based heuristic for scheduling phase. In this work, we propose a heuristic
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for the NP-hard job scheduling problem based on solving its linear programming (LP)
relaxation, and rounding the solution to a feasible schedule. The scheduling phase problem
is equivalent to scheduling jobs on unrelated machines with the objective of minimizing
makespan (Pinedo, 2002). In our problem, the dates are the \machines". The makespan
is the maximum number of hours scheduled on any day. Note that a job can only be
\processed" on dates before the deadline (the job's \processing set"). Scheduling problems
with processing set restrictions are known to be NP-hard.
Some other common heuristics in the literature are list scheduling rules (Kafura &
Shen, 1977; Hwang et al., 2004). However these are applicable for problems with parallel
machines. For the case of unrelated machines, a well-known algorithm by Lenstra et al.
(1990) performs a binary search procedure, in each iteration solving the LP relaxation of an
integer program, and then rounding the solution to a feasible schedule. Our algorithm is also
based on solving an LP-relaxation, but it applies for unrelated machines with processing set
restrictions. Moreover, it does not require initializing the algorithm with a binary search,
therefore only solving an LP once. Since this heuristic is based on linear programming, in
practice it solves very fast with commercial o-the-shelf solvers.
Performance guarantee for the LP-based heuristic. We are able provide a data-
dependent performance guarantee for our proposed LP-based heuristic (Theorem 4.4.2).
Lenstra et al. (1990) prove that the schedule resulting from their LP-based algorithm is
guaranteed to have a makespan of no more than twice the optimal makespan. Their proof
relies on graph theory. On the other hand, the bound we derive uses a novel technique based
on stochastic analysis. Moreover, when the algorithm is initialized with a binary search, we
can prove, using graph theoretic and stochastic arguments, a performance guarantee that is
the minimum of 2 and a data-driven factor (Theorem A.7.1). Since, with real utility data,
the data-driven factor is less than 2, we improve upon the bound by Lenstra et al. (1990)
in realistic settings.
Algorithm for crew assignment under a stochastic number of emergencies.
The assignment phase problem is a two-stage stochastic MIP. In the rst stage the assign-
ment of standard jobs to crews is determined, and in the second stage (after the number of
emergencies is known) the assignment of emergencies to crews is decided. Most literature
on problems of this type develops iterative methods to solve the problem. For instance, a
common method is based on Benders' decomposition embedded in a branch and cut pro-
cedure (Laporte & Louveaux, 1993). However, if the second stage has integer variables,
the second stage value function is discontinuous and non-convex, and optimality cuts for
Benders' decomposition cannot be generated from the dual. Sherali & Fraticelli (2002) pro-
pose introducing optimality cuts through a sequential convexication of the second stage
problem. There are other methods proposed to solve stochastic models of scheduling under
uncertainty. For instance, Lamiri et al. (2008) introduce a local search method to plan
for elective surgeries in the operating room scheduling problem. Godfrey & Powell (2001)
introduce a method for dynamic resource allocation based on nonlinear functional approxi-
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mations of the second-stage value function based on sample gradient information. However,
since they are developed for general two-stage stochastic problems, these solution methods
do not give insights on how resources should be allocated in anticipation of an uncertain
number of emergencies.
We exploit the structure of the problem and of the optimal assignment and propose a
simple and intuitive algorithm for assigning the standard jobs under a stochastic number of
emergencies (Algorithm Stoch-LPT). This algorithm can be thought of as a generalization
of the Longest-Processing-Time First (LPT) algorithm in the scheduling literature (Pinedo,
2002). We prove that this algorithm terminates with an optimal crew assignment for some
special cases.
Models and heuristics for resource allocation with random emergencies. Our
work is motivated by the specic problem of a gas distribution company. However, the
models and algorithms we develop in this chapter are also applicable to other settings
where resources need to be allocated in a exible manner in order to be able to handle
random future emergencies. As a specic example, in the operating room planning problem
described in the introduction, the resources to be allocated are operating rooms. Elective
surgeries and emergency surgeries are equivalent to standard jobs and gas leak repair jobs,
respectively, in our problem.
Business analytics for a large US utility. We collaborated with a large multi-
state utility on improving the scheduling of operations in its Gas business segment. The
job scheduling and crew assignment optimization models described above are motivated
by the company's resource allocation problem under randomly occurring emergencies. The
job scheduling heuristic and the crew assignment heuristics described earlier are motivated
from practical requirements, including the company's need for fast solution methods. We
developed a Web-based planning tool based on these heuristics which is being piloted in
one of the company's sites.
We also used our models to help the utility make strategic decisions about its operations.
In simulations using actual data and our models, we highlight how dierent process changes
impact crew-utilization and overtime labor costs. In this work, we analyzed three process
changes: (i) maintaining an optimal inventory of jobs ready to be scheduled, (ii) having
detailed crew productivity information, and (iii) increasing crew supervisor presence in the
eld. We demonstrate the nancial impact of these new business processes on a hypothetical
utility.
4.1.2 Outline
In Section 4.3, we present the job scheduling and crew assignment problem, and motivate
the two-stage decomposition. In Section 4.4, we discuss the job scheduling phase, introduce
an LP-based heuristic, and develop a data-driven performance guarantee of the heuris-
tic. Section 4.5 discusses the crew assignment phase. In this section, we prove structural
properties of the optimal solution, propose a crew assignment heuristic, and show that it
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terminates with an optimal solution for some cases. In Section 4.6, we discuss the devel-
opment of planning tool, the pilot project, and how we used simulation and the models we
developed for business analytics at the Gas business of a large multi-state utility company.
Proofs not shown in the chapter can be found in Appendix B.
4.2 Gas utility operations and background
In this section, we give a background of the company operations and organization. The
discussion serves to motivate the model, assumptions, and our choice of heuristics later in
the chapter.
Gas utilities in the US operate large networks of gas pipelines. Some of these pipelines
are aging and are composed of corrosive material. Some gas pipes that are still in service
in many cities today are composed of corrosive cast iron that have been installed since
the 1830's (Pipeline & Hazardous Materials Safety Administration, 2011b). Gas utility
companies are involved in a government-mandated cast iron main replacement program
which aims to replace many of the cast iron pipes into more durable steel or PVC pipes.
To meet the requirements of this program, the company has a dedicated department called
the Resource Management Department that sets yearly targets for standard jobs to be
performed in the eld and monitors the progress relative to these targets throughout the
year. All targets are yearly and company-wide.
Standard jobs that occur within a geographical region (usually a town or several neigh-
boring towns) are assigned to a yard. A yard is the physical company site which houses
maintenance crews who are dispatched to complete the standard jobs. After the Resource
Management Department decides on a company-wide target for standard jobs, it is trans-
lated into monthly targets for each yard based on yard size, number of workers available,
and other characteristics of the region the yard serves. Several years ago, the utility ex-
panded in the US from a string of mergers of small independent local utilities operating in
towns. As a result, even today, separate yards belonging to the company operate indepen-
dently. Small yards can have 10 crews, while large yards can have up to 30 crews, with each
crew composed of two or three crew members. Each standard job has a deadline set by the
Resource Management Department to ensure that the targets are met and the company
does not incur the heavy regulatory nes for not meeting the requirements of the main re-
placement program. The company maintains a centralized database of standard jobs which
lists each job's deadline, status (e.g. completed, pending or in progress), location, job type,
other key job characteristics, and also information on all past jobs completed. A large yard
can complete close to 500 standard jobs in one month. The focus of the project and hence
of this chapter is on yard-level operations, which we describe below.
Daily yard operations. Each yard has a resource planner who is charged with making
decisions about the yard's daily operations. At the start of each day, the resource planner
reviews the pending standard jobs and their upcoming deadlines, and decides which jobs
should be done by the yard that day. He or she also determines which crews should execute
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Figure 4-1: Historical distribution of the number of emergencies in a given yard for April.
Note: Since most emergencies are found by monitoring, there are often more emergencies
discovered during weekdays when more monitoring crews are working.
these jobs. Shortly after, the maintenance crews are dispatched to their rst assignments.
Throughout the day, the yard might receive reports of emergency gas leaks that also need to
be handled by maintenance crews. These gas leaks are found by dedicated company crews
(operated by a department independent from the yards) monitoring leak prone pipes to
identify any leaks that need immediate attention. Leaks found that do not pose signicant
risk to the public are xed later within regulatory deadlines (usually within 12 months)
dictated by the risk involved. These less severe leaks are categorized as standard jobs.
Emergencies are highly unpredictable; a given yard can have between zero to six emergencies
per day (Figure 4-1). They also are long duration jobs since, for regulatory compliance,
the utility requires its crews to dedicate 8 hours (equal to a crew's shift) for attending to
emergencies.
In compliance with regulation, the yard needs to dispatch a crew to an emergency
within 24 hours of receiving the report of the gas leak. The resource planner typically
dispatches an idle crew to an emergency, if they can. However, if all crews are working
when an emergency arrives, they continue their work until the rst crew nishes. Only then
is that crew dispatched to the emergency. Once started, a standard job will not be paused
even when an emergency arrives, due to the signicant startup eort for the job. Startup
activities include travel to the site, digging the street to access the gas pipe, and arranging
mandatory police presence at the site.
Resource planners make crew assignment decisions at the beginning of the day. Then
they monitor the arrival of emergencies throughout the day. However, once the crew assign-
ment is made, it is usually xed for the rest of the day. They do not reassign a standard
job to another crew once it has been initially assigned to a crew. Yards rarely postpone
standard jobs in the case of multiple emergencies. This is because the set of jobs to be
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done in a given day needs to be known ahead of time in order to arrange for work permits,
police detail protection at the work site, crew equipment, and other logistical requirements
for performing the job.
Costs of operations at yards. Maintenance crews have eight hour shifts, but can
work beyond their shifts if necessary. Any hours worked in excess of the crew's shift is
billed as overtime, and costs between 1.5 to 2 times as much as the regular hourly wage.
Discussions with management reveal that it is preferable for maintenance crews to work
overtime to complete standard job assignments, rather than postpone standard jobs and risk
incurring any regulatory nes for not meeting deadlines. Based on data from the company's
yards, crews in each yard have been working a signicant proportion of their hours at
overtime. An average crew member works 25% to 40% of his or her hours on overtime.
Figure 4-2 shows the actual crew-hours worked in April 2011 for one of the company's
average-sized yards (with 25 weekday crews and 4 weekend crews). From Figure 4-2, we
observe that even without the randomness introduced by the emergencies, the hours spent
working on standard jobs are unevenly divided among the workdays. We observed that one
of the major causes of overtime is suboptimal job scheduling and planning for the occurrence
of emergencies. Currently, the company has no guidelines or does not use quantitative
methods for job scheduling and crew assignment. Instead, resource planners depend on
their experience and feedback from supervisors. The company does not currently measure
and analyze crew productivity. This results in resource planners relying on subjective input
from supervisors on crew assignment decisions. Also, resource planners do not provide
slack capacity (i.e., idle crew hours) to attend to any emergencies that might occur later in
the day. The variability of emergencies put resource planners in a reactive mode to meet
deadlines as well as to handle emergencies, resulting in suboptimal resource allocation.
4.3 Modeling and Problem Decomposition
In this section, we discuss how we developed a stochastic optimization model for multiperiod
planning of yard operations. Under a random number of emergencies, the model decides the
job schedule (i.e, determining which date each standard job is done) and, at the same time,
decides the crew assignment (i.e., once a standard job is scheduled on a date, determining
which crew is assigned to complete the job). Later in this section, we discuss a novel
decomposition motivated by the practical limitations encountered during the project.
In what follows, we discuss all the assumptions in our model, motivated from the yard
operations.
A1. The number of crews available per day is deterministic, although this number can vary
daily.
A2. There is no preemption of standard jobs.
A3. Standard jobs have deterministic durations. They do not necessarily have equal dura-
tions.
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Figure 4-2: Current system: Actual crew-hours worked in April 2011 in an average-sized
yard.
A4. The number of emergencies per day is stochastic. Emergencies have equal durations.
A5. Crew assignment does not take distances (geography) into consideration.
A6. The day can be divided into two parts (pre-emergency and post-emergency). In pre-
emergency, the standard jobs are assigned to the available crews. Then, the number
of emergencies are realized. In post-emergency, these emergencies are assigned to the
crews.
Some of these assumptions were imposed for simplicity of the model. One of the require-
ments of the utility was to have a simple model for various reasons which we discuss later
in Section 4.3.1.
Assumption A1 is due to stang decisions not being part of yard operations, since
they are being made by the Resource Management Department based on company-wide
projections of work for the year. A2 reects the actual situation in yard operations due
to signicant startup eort for standard jobs (see \Daily yard operations" in Section 4.2
for further discussion). A3 is because standard job durations are accurately predicted
using factors such as the job type, the size and diameter of the pipe, the age of the pipe,
and whether or not the job is on a main street. Based on historical job data, we built
a simple regression model which predicts job durations based on job characteristics. We
observe minimal variation between predicted values and actual values of job durations. A4's
assumption of emergencies having equal durations is due to the utility requiring its crews to
devote a xed amount of time on emergencies. However, the total number of emergencies
in each day is stochastic based on the variation seen in yards (Figure 4-1). A5 and A6
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are reasonable from a practical point of view since the factors they ignore are second-order
in the model. Assumption A5 is made since travel time between jobs is usually much less
compared to the duration of jobs. A6 means that we ignore the specic time that an
emergency arrives. This is a reasonable assumption since regulation only requires a crew
to be dispatched to an emergency within 24 hours (and not immediately as soon as the
emergency arrives). Therefore, when crews are already working on standard jobs when an
emergency arrives, the emergency does not have to be attended to until a crew nishes its
current job. On the other hand, it is possible that a crew might be idling if an emergency
arrives after the crew nishes all its standard job assignments. Therefore, the model can
incorporate dynamics in a given day and account for specic arrival times of emergencies.
In Section 4.5.4, we provide a rolling horizon implementation for a dynamic assignment of
standard jobs and emergencies which depends on specic arrival times of emergencies.
Next, we present our model for yard operations. Consider a set of standard jobs that
need to be completed within a time horizon (e.g. one month). Each standard job has a
known duration and a deadline. Without loss of generality, the deadline is assumed to be
before the end of the planning horizon. Within a given day, a random number of emergencies
may be reported. Reecting actual yard operations, the number of emergencies is only
realized once the standard job schedule and crew assignments for that day have been made.
The following is a summary of the notation used in our model.
T length of planning horizon
Kt number of crews available for work on day t, where t = 1; : : : ; T
n total number of known jobs
di duration of job i, where i = 1; : : : ; n
i deadline of job i, with i  T , where i = 1; : : : ; n
dL duration of each emergency
L(!) number of emergencies under scenario !

t (nite) set of all scenarios in day t, where t = 1; : : : ; T
Pt() probability distribution of scenarios on day t, Pt : 
t 7! [0; 1]
We can estimate the probability distribution of the number of emergencies, which is
dierent for each yard and each month, from historical yard data. For example, Figure 4-1
can be used as the probability distribution for a yard on the month of April.
At the start of the planning horizon, the job schedule has to be decided. At the start
of each day, the crew assignments need to be decided before the number of emergencies is
known. This is because the calls for emergencies occur later in the day, but the crews must
be dispatched early in the morning to their assigned standard jobs before these reports are
received. After the number of emergencies is realized, the model decides on an assignment
of the emergencies to the crews.
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Let the binary decision variable Xit take a value of 1 if and only if the job i is scheduled
to be done on day t. Let the binary decision variable Yitk take a value of 1 if and only
if job i is done on day t by crew k. If scenario ! is realized on day t, let Ztk(!) be the
second-stage decision variable denoting the number of emergencies assigned to crew k. It
depends on the number of standard jobs that have already been assigned to all the crews
on day t. The variables fXitgit; fYitkgitk are the rst-stage decision variables. The variables
fZtk(!)gtk! are the second-stage decision variables.
For each day t, a recourse problem is solved. In particular, given the day t crew assign-
ments, Yt , (Yitk)ik, and the realization of the number of emergencies, L(!), the objective
of the day t recourse problem is to choose an assignment of emergencies, Zt(!) , (Ztk(!))k,
so as to minimize the maximum number of hours worked over all crews. Thus, the day t
recourse problem is:
Ft(Yt; L(!)) , minimize
Zt(!)
max
k=1;:::;Kt
(
dLZtk(!) +
nX
i=1
diYitk
)
subject to
KtX
k=1
Ztk(!) = L(!)
Ztk(!) 2 Z+; k = 1; : : : ;Kt;
(4.1)
where the term in the brackets of the objective function is the total hours (both standard
jobs and emergencies) assigned to crew k. We refer to Ft as the day t recourse function.
The constraint of the recourse problem is that all emergencies must be assigned to a crew.
In developing the model, we originally considered an objective of minimizing total ex-
pected labor cost (which equivalent to minimizing total expected overtime, since straight
hours are a xed cost). However, due to internal company reasons, they chose not to have
a monetary objective in the model. Moreover, in solving the recourse problem with a cost
objective, the resulting solution did not correspond to a solution acceptable to the company.
In addition, the root cause of the problem that the company has been facing is an uneven
distribution of both planned and unplanned work to the yard's crews. In discussions with
the company, it has been decided that high overtime labor costs is a symptom of this prob-
lem, and not the root cause that they wanted to solve. As a result, we chose the objective
of minimizing the maximum work hours over all the crews. This results in a solution with
slightly higher expected total overtime hours, but it is \fair" in that it distributes overtime
evenly over the crews.1
The objective of the rst-stage problem is to minimize the maximum expected recourse
1To illustrate this, consider a recourse problem with two emergencies (of 8 hour durations each), two
standard jobs (of 8 hour durations each), and two maintenance crews. Under an objective of minimizing
overtime, an optimal solution is to assign one emergency to the rst crew (8 hours), and assign the remaining
work to the second crew (24 hours). Under a min-max objective, an optimal solution is to assign one
emergency and one standard job to each of the crews (16 hours). Under both solutions, the total overtime
is 16 hours. However, the overtime is shared by the two crews under a min-max objective.
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function over all days in the planning horizon:
minimize
X;Y
max
t=1;:::;T
Et [Ft (Yt; L(!))]
subject to
iX
t=1
Xit = 1; i = 1; : : : ; n;
KtX
k=1
Yitk = Xit; i = 1; : : : ; n; t = 1; : : : ; T;
Xit 2 f0; 1g; i = 1; : : : ; n; t = 1; : : : ; T;
Yitk 2 f0; 1g; i = 1; : : : ; n; t = 1; : : : ; T; k = 1; : : : ;Kt;
(4.2)
where Ft(Yt; L(!)) is described in (4.1). The constraints are: (i) job i must be scheduled
before its deadline i, and (ii) if a job is scheduled for a certain day, a crew must be assigned
to work on it. The optimization problem (4.2) can be rewritten as a mixed integer program.
Section A.4 in Appendix A provides the MIP formulation.
In our model, we assume that standard jobs cannot be postponed if multiple emergencies
appear in one day. However, it is possible to explicitly incorporate job postponement
using a dynamic model. Note that such models are dicult to solve computationally (see
a discussion by Godfrey & Powell (2001) on diculties of solving multistage problems).
In practical applications, the most natural solution strategy is to use a rolling-horizon
procedure, solving the static problem at each time period using what is known at that
period and a forecast of future events over some horizon. Later in Section 4.4.3, we compare
our rolling-horizon procedure to other dynamic models for job scheduling.
4.3.1 Practical limitations of the joint job scheduling and crew assign-
ment problem
The job scheduling decisions and crew assignment decisions in (4.2) are made jointly. How-
ever, there were several practical issues that prevented the implementation of the joint job
scheduling and crew assignment problem in yard operations which we discuss below.
Firstly, the full optimization problem is intractable to solve for actual yard problems
within a reasonable amount of time. For actual yard settings, crew assignments need to
be determined within at most a few minutes. If there are no emergencies, the problem is
known to be NP-hard (Pinedo, 2002). Additionally, the presence of a stochastic number
of emergencies makes the problem even more computationally intractable when solving
the deterministic equivalent problem using commercial o-the-shelf solvers. This is due
to the structure of a stochastic MIP (Ahmed, 2010). We demonstrate this by solving the
deterministic equivalent problem with actual yard data using Gurobi.2 Figure 4-3 shows the
gap between the current upper and lower bounds on the optimal cost in Gurobi's branch-
and-bound search. A gap of zero means that the current solution is optimal. Note that
2Actual yard data had 481 standard jobs, 20 crews per weekday, 5 crews per weekend, 0 to 6 emergencies
per weekday, 0 to 3 emergencies per weekend.
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Figure 4-3: Relative MIP gap in Gurobi's branch and bound.
Note: The gap is the dierence between the current upper and lower bounds on the
optimal cost in the branch-and-bound procedure. When the gap is zero, the current
solution is optimal.
even after 140 hours, Gurobi still is only able to reduce this gap to about 40%.
Secondly, the yard employees and resource planners required transparency in how deci-
sions are being made. There are general-purpose computational methods that solve stochas-
tic optimization problems eciently such as the integer L-shaped method (Laporte & Lou-
veaux, 1993), scenario decomposition (Care & Schultz, 1999), or cutting plane approaches
with sequential convexication of the second stage problem (Sherali & Fraticelli, 2002).
However, since yard decisions are traditionally being made by resource planners without
guidance from any quantitative models or data, resource planners were naturally suspicious
of \black box" decision models that do not give insights as to how decisions are being made.
Finally, due to issues about integration with the company's current databases and other
strategic issues, the company chose not to invest in a commercial integer programming
solver for a implementation of the project throughout the whole company. Therefore, a
limitation faced in the project was the fact that our models and heuristics needed to be
solved using Excel's Solver or Premium Solver.
These practical issues motivated us to consider a decomposition of the joint problem, into
one in which the two decisions (job scheduling and crew assignment) are made sequentially.
First is the job scheduling phase, which crudely schedules the jobs on the planning horizon
assuming only an average number of emergencies on each day. The goal is to meet all
the standard job deadlines while evenly distributing work (i.e., the ratio of scheduled work
hours to the number of crews) over the planning horizon. Once the schedule of jobs is xed,
then the crew assignment problem can be solved independently for each day. In the crew
assignment phase, the standard jobs are assigned to crews under a stochastic number of
emergencies. The goal is to minimize the expected maximum hours worked by any crew.
Note that the two-phase decomposition results in two layers of resource allocation problems.
The rst layer is a longer term problem where the \resources" are the days that needed to
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be allocated to the standard jobs. The second layer is a one-day planning problem where
the \resources" are the crews that needed to be allocated to the standard jobs and the
random emergencies. The decomposition provides transparency in how decisions about job
schedules and crew assignments are made. Moreover, the problem is more tractable due to
the smaller problem dimensions. Sections 4.4{4.5 provide more details on the two phases
of the decomposition.
4.4 Phase I: Job scheduling
In this section, we discuss the job scheduling phase, where standard jobs of varying durations
and deadlines have to be scheduled on a planning horizon. We present a deterministic mixed
integer program (MIP) whose solution is a feasible job schedule that evenly distributes work
over the horizon. We also present a tractable algorithm for producing a job schedule. The
algorithm is based on solving the LP-relaxation which, based on actual problem sizes, can
be solved using Excel Premium Solver. The schedule resulting from the heuristic is near-
optimal in computational experiments and in actual yard problems.
In yard operations, there is a random number of emergencies per day, and the number
of crews can change for dierent days. For instance, yards usually have less crews working
during weekends compared to weekdays. Moreover, there are less company crews moni-
toring gas leaks during weekends, so there are usually less emergencies discovered during
weekends. We chose to model the job scheduling phase to schedule standard jobs assuming
a deterministic number of emergencies (equal to the average). That is, the standard jobs are
scheduled to meet all the deadlines, while balancing (over all the days), the average hours
scheduled scaled by the number of crews. The job scheduling phase solves the following
optimization problem:
minimize
X
max
t=1;:::;T
(
1
Kt
 
dLEt[L(!)] +
nX
i=1
diXit
!)
subject to
iX
t=1
Xit = 1; i = 1; : : : ; n;
Xit 2 f0; 1g; i = 1; : : : ; n; t = 1; : : : ; T:
The motivation behind scaling the average scheduled hours per day by the number of crews
is so that the optimal solution will schedule less hours on days when there are only a few
crews.
Note that the scheduling decisions are made without a detailed description of the uncer-
tainties. Rather, this phase simply takes the expected value of the number of emergencies
per day. The stochasticity in emergencies will be handled in the crew assignment phase
described in Section 4.5. Due to these modeling assumptions, the problem can be cast as
an MIP with only a small number of variables and constraints.
Proposition 4.4.1. Scheduling phase problem (4.4) can be cast as the mixed integer pro-
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gram:
minimize
C;X
C
subject to dLEt[L(!)] +
nX
i=1
diXit  KtC; t = 1; : : : ; T;
iX
t=1
Xit = 1; i = 1; : : : ; n;
Xit 2 f0; 1g; i = 1; : : : ; n; t = 1; : : : ; T:
(4.3)
This problem is related to scheduling jobs to unrelated machines with the objective
of minimizing makespan when there are processing set restrictions (Pinedo, 2002). The
makespan is the total length of the schedule when all machines have nished processing
the jobs. In our setting, \machines" are equivalent to the dates f1; 2; : : : ; Tg. Each job
i is restricted to be only scheduled on dates (or \machines") before the deadline, i.e., on
\machines" f1; 2; : : : ; ig. In our setting, the makespan of machine t is the ratio of scheduled
hours to number of crews for day t.
Note that even the simpler problem of scheduling jobs on parallel machines is well-known
to be NP-hard (Pinedo, 2002). List scheduling heuristics (where standard jobs are sorted
using some criterion and scheduled on machines one at a time) are commonly used to ap-
proximately solve scheduling problems with parallel machines (Kafura & Shen, 1977; Hwang
et al., 2004; Glass & Kellerer, 2007; Ou et al., 2008). For the case of unrelated machines, a
well-known algorithm by Lenstra et al. (1990) performs a binary search procedure, in each
iteration solving the linear programming relaxation of an integer program, and then rounds
the solution to a feasible schedule. Using a proof based on graph theory, they show that
the schedule resulting from their algorithm is guaranteed to have a makespan of no more
than twice the optimal makespan.
In what follows, we introduce a heuristic for approximating the solution for the job
scheduling problem (4.4). Similar to Lenstra et al. (1990), our algorithm is also based on
solving the LP-relaxation and rounding to a feasible schedule. However, we do not require
initializing the algorithm with a binary search procedure, therefore only solving the LP-
relaxation only once. We are able to provide a data-dependent performance guarantee for
the heuristic (Theorem 4.4.2) which we derive using a novel technique based on stochastic
analysis.
4.4.1 LP-based job scheduling heuristic
The details of the job scheduling algorithm, which we call Algorithm LP-schedule, are found
in Appendix A. The idea is to solve the linear programming relaxation of the scheduling
phase MIP (4.3). The LP solution is rounded into a feasible job schedule by solving a
smaller scale MIP.
Consider the LP relaxation of the scheduling phase MIP (4.3) where all constraints of
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the form Xit 2 f0; 1g are replaced by Xit  0. Denote the solutions to the LP relaxation
by CLP and XLP . The algorithm takes the LP solution and converts it into a feasible
job schedule using a rounding procedure. The idea in the rounding step is to x the jobs
that have integer solutions, while re-solving the scheduling problem to nd schedules for
the jobs that have fractional solutions. However, a job i with a fractional solution can now
only be scheduled on a date t when the corresponding LP solution is strictly positive, i.e.
XLPit 2 (0; 1). The rounding step solves an MIP, however it only has O(n + T ) binary
variables, instead of the original scheduling phase integer problem which had O(nT ) binary
variables (the proof of this is similar to that in Lenstra et al. (1990)).
The following theorem states that the schedule resulting from Algorithm LP-schedule
is feasible (in that it meets all the deadlines), and its maximum ratio of hours scheduled to
number of crews can be bounded.
Theorem 4.4.2. Let COPT be the optimal objective cost of the scheduling phase prob-
lem (4.3), and let CLP be the optimal cost of its LP relaxation. If XH is the schedule pro-
duced by Algorithm LP-schedule, then XH is feasible for the scheduling phase problem (4.3),
and has an objective cost CH where
CH
COPT
 1 + 1
CLP

min
t=1;:::;T
Kt
 1vuut1
2
 
nX
i=1
d2i
!
(1 + ln ); (4.4)
where  = maxt=1;:::;T t and t ,

r = 1; : : : ; T : XLPir > 0 and X
LP
it > 0
	
.
The stochastic analysis based proof is in Appendix B. Outline of the proof: Introduce ~X
as the randomized schedule derived by interpreting the LP solution XLP as probabilities.
For example, if XLPi1 = X
LP
i2 = 0:5, then job i is equally likely to be scheduled on day 1 and
day 2 in the random schedule. Note that all realizations of ~X are all the possible roundings
of XLP . Moreover, the algorithm produces the rounding XH with the smallest cost (the
maximum ratio of scheduled hours to number of crews). Dene Bt as the \bad" event that
~X has a day t ratio of scheduled hours to number of crews greater than the right-hand
side of (4.4). To prove the theorem, we need to show that there is a positive probability
that none of the bad events B1; B2; : : : ; BT occur. Note that each bad event is mutually
dependent on at most  other bad events. Then if there exists a bound on Pr(Bt) for all
t, we can use Lovasz's Local Lemma (Erd}os & Lovasz, 1975) to prove that the event that
none of these \bad" events occur is strictly positive. Since Bt is the event that a function
of independent random variables deviates from its mean, Pr(Bt) can be bounded using the
large deviations result McDiarmid's inequality (McDiarmid, 1989).
Let us try to gain some intuition on (4.4). Suppose that there are K crews per day.
Note that CLP takes its smallest value when all jobs are due on the last day, with CLP =
(
Pn
i=1 di) =(KT ). On the other extreme, if all the deadlines are on the rst day, C
LP
takes its largest value with CLP = (
Pn
i=1 di) =K. Hence, the bound is smaller under more
restrictive deadlines. Furthermore, note that t represents (based on the LP solution) the
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number of days that share a fractional job with day t. With more restrictive deadlines,
we would expect t to be smaller, implying that  = maxt t is smaller. Finally, consider
the case where CLP = (
Pn
i=1 di) =(K), for some constant  > 0 (note that this is the
case when deadlines are either all on the rst day or all on the last day). Then the bound
simplies to 1 +  jjdjj2jjdjj1
q
1
2(1 + ln ), where d is the vector of job durations. Interpreting
jjdjj2
jjdjj1 as the coecient of variation in job durations, we can infer that the bound is smaller
if there is less variance in the job duration data.
In both randomly generated job scheduling problem instances as well as actual yard
problems, we observe that the data-dependent bound (4.4) is less than 2. But in some
cases, the bound might become large, for instance as T increases. However, we can modify
the algorithm ensuring that the resulting schedule has a cost of no more than COPT , where
 is the minimum of 2 and a data-dependent expression (Theorem A.7.1 in Appendix A).
Hence, the bound will not explode in asymptotic regimes. The modication is to initialize
the algorithm with binary search procedure (described in Section A.6 of Appendix A).
4.4.2 Computational experiments comparing to a sensible resource plan-
ner
We implement Algorithm LP-schedule to solve randomly generated problem instances. The
size of the problem instance is chosen so that the job scheduling problem solves to optimality
within a reasonable amount of time. In these experiments, we randomly generate 100 prob-
lem instances and compare the schedule resulting from Algorithm LP-schedule to a schedule
that a sensible resource planner might otherwise produce following some rules-of-thumb (we
call this second heuristic SRP). SRP's rules have been determined after consulting with sev-
eral resource planners of the utility we worked with. In SRP, the standard jobs are sorted
with increasing deadlines so that the job with the earliest deadline comes rst in the list.
Then, SRP will determine a cuto value for work hours per day. Starting from the rst
day in the horizon, SRP will go through the sorted list of jobs. If the current job has a
deadline of today or if the current work hours scheduled for today is less than the cuto,
SRP will schedule the current job for today and remove it from the list. Otherwise, it does
not schedule it today and moves on to the next day. The cuto used by SRP is the total
average work hours divided by the number of days.
In each problem instance, there are 7 days in the planning horizon, and 3 crews available
each day. There are 70 standard jobs to be scheduled (with durations randomly generated
between 0 to 8 hours, and deadlines randomly chosen from the 7 days). For each problem
instance, we apply both LP-schedule and SRP, noting the cost of both schedules, i.e.,
maximum ratio of average scheduled hours to number of crews. A schedule is near-optimal
if its cost is close to the optimal cost from solving the scheduling problem (4.3). For
each problem instance, we compute the percentage dierence of the heuristics' cost to the
optimal cost. Algorithm LP-schedule has a sample mean (taken over 100 instances) for the
percentage dierence equal to 3.6%. The 95% condence interval for this sample mean is
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[2:94%; 4:25%]. On the other hand, SRP has a sample mean for the percentage dierence
equal to 9.7%. The 95% condence interval for this sample mean is [9:13%; 10:21%].
Additionally, Algorithm LP-schedule manages to improve computational eciency. Solv-
ing for the optimal schedule in (4.4) often requires several hours, which is not viable in actual
yard operations. On the other hand, Algorithm LP-schedule only takes a few seconds to
solve.
We also implemented the algorithm on actual yard data for one month. During that
month, there were 481 standard jobs with durations ranging between 3 hours to 9 hours.
On weekdays, there were 20 crews available per day, and the number of emergencies ranged
between 0 to 6 per day. On weekends, there were 5 crews available per day, and emergencies
ranged between 0 to 3 per day. Due to the size of the problem, the job scheduling problem
(4.3) even implemented in Gurobi does not solve to optimality within several days. However,
since COPT is bounded below by CLP , we used the LP relaxation solution to determine
that our algorithm results in a schedule that is at most 5:6% dierent from the optimal job
schedule.
4.4.3 Dynamic job scheduling
The Phase I model results in a static job schedule. In the case of the utility we have been
working with, yards rarely postpone standard jobs in the case of multiple emergencies (see
discussion in Section 4.2). However, one can potentially solve the job scheduling prob-
lem with a rolling horizon so that standard jobs can be rescheduled as more information
is revealed. In practice, static models are often solved with a rolling horizon rather than
solving a dynamic program. This is because dynamic resource allocation models are compu-
tationally intractable, with solution methods often only approximating the value function
(Godfrey & Powell, 2001; Huh et al., 2013).
We compare our job scheduling model solved using a rolling horizon to the perfect
hindsight job schedule, which is the optimal job schedule after knowing the sequence of
emergencies occurring each day. The cost of the perfect hindsight job schedule is clearly
smaller than any dynamic job schedule, since it has the benet of complete information.
The cost of the perfect hindsight model is unachievable in reality. However, we use it to
evaluate the performance of our model.
We conduct experiments using actual yard data for one month (481 standard jobs, 20
weekday crews, 5 weekend crews). To implement the rolling horizon schedule, the job
scheduling problem is re-solved every day, with a horizon starting from the current day
until the end of the month. On the current day, the number of emergencies is known (for
our experiments, it is randomly drawn from the empirical probability distribution shown in
Figure 4-1). The job scheduling model is solved using the known number of emergencies for
the current day and an expected number of emergencies for the remaining days. We compare
the rolling horizon job schedule to the perfect hindsight schedule where the sequence of
emergencies is known.
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Figure 4-4: Cost dierence between rolling horizon job scheduling model and perfect hind-
sight model.
Figure 4-4 demonstrates the percentage cost dierence between the rolling horizon sched-
ule and the perfect hindsight schedule in 100 simulation trials. In the experiments, the total
number of emergencies for the month varied between 48 to 94. The average cost dierence
between the rolling horizon schedule and the perfect hindsight schedule is only 12%. More-
over, for 80% of the simulation trials, the cost dierence is no more than 20%.
4.5 Phase II: Crew Assignment
In this section, we focus on the second phase of the decomposition, i.e., the crew assignment
problem within one day. The basic problem is determining which crews should execute which
standard jobs, and which crews to reserve for emergencies, given the stochastic number of
emergencies. We develop a heuristic for crew assignment (Algorithm Stoch-LPT) motivated
from a property of the optimal crew assignment. Later in this section, we prove that
Algorithm Stoch-LPT terminates with an optimal crew assignment for certain special cases.
We also modify the algorithm for a multiperiod setting which allows reassignments and
evolution of forecasts for the emergencies within the day.
Denote by I the set of standard job indices to be assigned in one day (as determined
in the job scheduling phase). Let L be the stochastic number of emergencies on that day.
Suppose there are K crews available on that day. The crew assignment problem assigns all
standard jobs in set I to the available crews. However, these assignments must be made
before the number of emergencies for the day is realized. After the number of emergencies
is known, all emergencies must be assigned to the crews. The objective is to minimize the
expected maximum hours worked on that day.
The crew assignment problem for one day solves a two-stage stochastic mixed integer
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program. The rst stage problem is:
minimize
Y
E [F (Y; L(!))]
subject to
KX
k=1
Yik = 1; i 2 I;
Yik 2 f0; 1g; i 2 I; k = 1; : : : ;K;
(4.5)
where F (Y; L(!)) is dened as:
F (Y; L(!)) , minimize
Z
max
k=1;:::;K
(
dLZk +
X
i2I
diYik
)
subject to
KX
k=1
Zk = L(!)
Zk 2 Z+; k = 1; : : : ;K:
(4.6)
Note that the term in the brackets of the objective function is the number of hours assigned
to crew k during scenario ! and under the standard job assignments Y . The assignment
phase problem can also be rewritten as a mixed integer program (see Section A.8 of Ap-
pendix A).
A limitation encountered in our project was that resource planners, who traditionally
made daily yard operations decisions without the use of models, were resistant of \black
box" decision models which did not give insight into how crew assignment decisions are
being made (see Section 4.3.1). Therefore, problem (4.5) cannot be solved using IP solvers
or computational techniques aimed for solving general stochastic optimization problems.
Motivated by this, we developed a crew assignment algorithm which exploits the specic
structure of the crew assignment problem, which we will introduce later in Section 4.5.2.
This algorithm is simple and intuitive since it can viewed as a stochastic variant of the
Longest Processing Time First (LPT) rule. The algorithm we developed also resulted
in natural guidelines for resource planners to follow in making yard operations under a
stochastic number of emergencies.
4.5.1 Stochastic model compared to using averages
The stochasticity of the number of emergencies makes (4.5) makes computationally in-
tractable. In what follows, we compare the two-stage stochastic model (4.5) to a natural
heuristic which ignores stochasticity. In particular, this heuristic solves a deterministic
model assuming that the number of emergencies is equal to the expectation E[L(!)]. We
now demonstrate that solving (4.5) results in more robust assignments than the determin-
istic model ignoring stochasticity.
We refer to the deterministic heuristic as AVG, and the two-stage stochastic model as
OPT. In the following example, we compare the cost (i.e., maximum work hours in each
emergency scenario) under AVG and OPT. Suppose there are 7 crews available, and 15
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Table 4.2: Maximum work hours in dierent scenarios under
optimal assignment and assignment based on average number
of leaks.
Scenario Probability OPT max hours AVG max hours
0 leaks 0.4 11.76 10.66
1 leak 0.2 11.77 10.66
2 leaks 0.4 11.83 18.28
Expected maximum hours 11.79 13.70
a OPT is the optimal solution to (4.5). AVG optimizes assuming
an average number of leaks.
standard jobs need to be assigned. Standard job durations are between 1 hour and 7 hours.
The emergency gas leak job duration is 8 hours. The probability of 0 leaks is 40%, the
probability of 1 leak is 20%, and the probability of 2 leaks is 40%. The average number of
leaks is 1.
Table 4.2 summarizes the work hours with assignments from AVG and OPT. Based on
the table, if there are no leaks, all crews work less than 11.76 hours under OPT, whereas
all crews work less than 10.66 hours under AVG. Note that, regardless of the number of
leaks, all the crews work less than 11.83 under OPT. But under AVG, at least one crew is
working 18.28 hours if there are 2 leaks. Hence, with 40% probability, a crew under the
AVG assignment works 18.28 hours. Since OPT results in a crew assignment where all
crews work less than 11.83 hours on any leak scenario, it is more robust to stochasticity of
gas leaks. These results agree with Birge (1997) who demonstrated that in many real-world
applications stochastic optimization models are superior to their deterministic counterparts.
4.5.2 Crew assignment heuristic
We conducted computational experiments on several examples in order to gain insight into
the structure of the optimal crew assignment solution to (4.5). The appendix (Section A.9)
explains in detail the experiments we conducted. An observation we make from the exper-
iments is that in the optimal solution, if a crew is assigned to work on an emergency in a
given scenario, that crew should also be assigned to work on an emergency in a scenario
with more emergencies. This is formalized in the following proposition.
Proposition 4.5.1. There exists an optimal solution (Y ; Z(!); ! 2 
) to the stochastic
assignment problem (4.5) with the property that if L(!1) < L(!2) for some !1; !2 2 
, then
Zk(!1)  Zk(!2) for all k = 1; : : : ;K.
This proposition motivates our heuristic for crew assignment under stochastic emer-
gencies. The heuristic aims to mimics the property of the optimal crew assignment in
Proposition 4.5.1. We refer to the heuristic as Algorithm Stoch-LPT, since it is is a variant
of the Longest-Processing-Time First (LPT) algorithm under a stochastic number of emer-
gencies. Recall that LPT applies when there are no emergencies, and the objective is to
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minimize the maximum work hours of the crews. In each iteration of LPT, it keeps track
of the current number of assigned work hours (current load) for each crew. LPT initializes
the current load for each crew to be zero. Then it sorts the standard jobs in decreasing
duration. Starting with the longest duration job, each iteration of LPT assigns the current
standard job to the crew with the smallest current load, updating the current load after an
assignment is made.
In what follows, we describe the proposed Algorithm Stoch-LPT for stochastic emergen-
cies, with the objective of minimizing the expected maximum work hours of the crews. The
algorithm begins by rst making assignments of emergencies in each scenario. For exam-
ple, in a scenario with two emergencies, the algorithm needs to assign two emergencies to
the crews. For each scenario, the algorithm assigns emergencies, starting with the scenario
with the least emergencies, then the one with the second least, continuing until it assigns
all emergencies under all scenarios. For the current scenario, Algorithm Stoch-LPT uses a
procedure for assigning the emergencies that preserves the monotonicity property described
in Proposition 4.5.1. It assigns the emergencies in the current scenario to the crews by the
LPT rule. But in case of ties (where more than one crew has the smallest current load), it
chooses a crew whose current load is strictly smaller than its load in the previous scenario's
assignment.
After emergencies have been assigned for all scenarios, the next step in Stoch-LPT is
to assign the standard jobs. The algorithm keeps track of the current load of each crew
in each scenario, which is initialized after the crews' emergency job assignments. Then,
like LPT, the algorithm sorts the standard jobs in decreasing order of duration. Starting
with the longest duration job, each iteration of Stoch-LPT assigns the current standard
job to a crew according to the following rule. Under each crew, determine the increase in
expected maximum load that results from assigning the current job to that crew. Note that
dierent assignments result in dierent loads for each crew in each scenario. The expected
maximum load is computed by summing over all scenarios the maximum load in the scenario
multiplied by the probability of the scenario. The standard job is assigned to the crew that
has the smallest amount of increase in the expected maximum load. If there are any ties,
the standard job is assigned to the crew with the smallest expected current load. After a
standard job is assigned, the current load of each crew in each scenario is updated.
We conduct computational experiments comparing the crew assignment produced by
Algorithm Stoch-LPT to the optimal crew assignment. Table 4.3 compares expected max-
imum hours worked under both crew assignments. Each experiment uses the same set of
15 standard jobs and 7 crews, but a dierent probability distribution for the number of
emergency gas leaks (see Table D.23{D.24 in Appendix D for the data). Note that under
all probability distributions, Algorithm Stoch-LPT results in expected maximum hours no
more than 8.25% of the optimal.
Finally, we would like to discuss another implication of Proposition 4.5.1. In reality, the
leak scenario reveals itself over time since leaks are discovered throughout the day. However,
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Table 4.3: Expected maximum hours worked under the optimal crew assignment and the
assignment from Algorithm Stoch-LPT.
Expected maximum hours
E[no. leaks] Stdev[no. leaks] Optimal Algorithm Stoch-LPT % Dierence
Leak distribution 1 1.0 0 10.66 11.50 7.96%
Leak distribution 2 1.0 0.45 11.41 12.06 5.72%
Leak distribution 3 1.0 0.63 11.78 12.75 8.22%
Leak distribution 4 1.0 0.89 11.79 12.67 7.50%
Leak distribution 5 1.0 0.89 12.18 12.19 0.11%
Leak distribution 6 1.0 1 12.50 12.95 3.62%
Leak distribution 7 1.0 1.18 12.85 13.34 3.79%
as the proposition states, if a crew is assigned to an emergency for a scenario with one leak,
then this same crew is assigned at least one emergency for scenarios with two, three, and
more leaks. Therefore, the rst leak that appears is always assigned to that crew, under any
scenario. This way, one can \rank" the crews that handle the emergencies. Thus, the crew
assignment solution of the static model can be easily implemented in a real-time setting
where leaks arrive throughout the day. This ranking of crews based on the optimal leak
assignment is formalized in the following proposition.
Proposition 4.5.2. Suppose (Y;Z(!); ! 2 
) is a feasible solution to the stochastic assign-
ment problem (4.5) such that, if L(!1) < L(!2) for some !1; !2 2 
, then Zk(!1)  Zk(!2)
for all k = 1; : : : ;K. The crews can be relabeled as k1; k2; : : : ; kK so that Zkj 1(!)  Zkj (!)
for all ! 2 
.
Corollary 4.5.3. There exists an optimal solution (Y ; Z(!); ! 2 
) to the stochas-
tic assignment problem (4.5) where the crews can be relabeled as k1; k2; : : : ; kK so that
Zkj 1(!)  Zkj (!) for all ! 2 
 and
P
i2I diY

i;kj 1 
P
i2I diY

i;kj
.
4.5.3 Special case: Two crews and two emergency scenarios
In what follows, we derive some results about how our heuristic performs relative to the
optimal crew assignment solution when there are only two crews and two scenarios (either
no leak, or one leak). For this section, we assume that the probability of no leak is p, and
the probability of one leak is 1   p. The duration of an emergency is dL. Let x and y be
the number of standard job hours that are assigned to crew A and crew B, respectively.
Without loss of generality, we assume that leaks are assigned to crew A. Then it is easy to
verify that the expected makespan is given by pmax(x; y) + (1  p)max(dL + x; y).
Proposition 4.5.4. In the optimal crew assignment, the standard jobs assigned to crew A
has a shorter total duration than the standard jobs assigned to crew B.
Proof. We prove this by contradiction. Consider an assignment where we swap the standard
job assignments of the crews. Then in both leak scenarios, the maximum work hours
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(makespan) is no greater under this new assignment. This implies that the new assignment
has an expected makespan that is less than or equal to that of the original assignment.
Proposition 4.5.5. If p  12 , then Algorithm Stoch-LPT will begin by assigning the longest
duration standard job. It will then assign subsequent jobs to crew B until the duration of
the emergency is shorter than the cumulative duration of the assigned jobs.
Proof. Let D be the cumulative duration of assigned standard jobs by Algorithm Stoch-
LPT, where D  dL. We will show that it is optimal to assign all D hours to crew B. Let
x+ y = D, and consider two cases. First, note that if x  y, then the expected makespan
is py + (1  p)(dL + x) = (2p  1)y + (1  p)(D + dL). Therefore, since p  12 , it is optimal
to assign the most amount of standard job hours to crew B. For the second case, if x > y,
then the expected makespan is px+ (1  p)(dL + x) = D   y + (1  p)dL. Therefore, even
in this case, it is optimal to assign the most amount of standard job hours to crew B.
The next proposition considers the special case of standard jobs with equal durations.
The proposition states that, under this special case, Algorithm Stoch-LPT terminates with
an optimal crew assignment.
Proposition 4.5.6. Suppose all standard jobs have equal duration d. Then the following
statements are true for the crew assignment resulting from Algorithm Stoch-LPT:
1. If p  12 , then Stoch-LPT will assign the rst bdLd c longest duration standard jobs to
crew B. The algorithm will assign the subsequent jobs alternately between crew A and
crew B.
2. If p > 12 , then Stoch-LPT will assign the longest duration job to crew B. The algorithm
will assign the subsequent jobs alternately between crew A and crew B.
3. For any value of p 2 (0; 1), Stoch-LPT terminates with an optimal crew assignment.
4.5.4 Dynamic crew reassignment
Motivated by yard operations where assignment of standard jobs is determined once in
the beginning of the day and cannot be changed later, our model for the crew assignment
is static. In what follows, we demonstrate a modication of Algorithm Stoch-LPT where
standard jobs that have not yet been started can be re-assigned later in the day, as more
information about the emergencies becomes available.
We assume that the standard jobs can be reassigned every hour. We also assume that
the arrival of emergencies follow a Poisson process with an arrival rate . Any arrival process
can be used, however we chose a Poisson process for the purpose of illustration. Recall that
the emergencies are found by dedicated company crews that monitor for gas leaks in a shift
of 8 hours. Then there is a natural update rule for the belief on the number of emergencies.
Suppose there are s hours remaining until company crews stop monitoring for leaks. Then
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the probability that n emergencies are found within s hours is P (L = n) = (s)
n
n! e
 s, for
n = 0; 1; 2; : : :
What we refer to next as the dynamic crew reassignment is the following. At the start
of the day, determine the standard job and emergency assignments according to Algorithm
Stoch-LPT. We make a distinction between Stoch-LPT's assignments and the actual as-
signments that are based on the realization of emergencies. In the rst hour, the number of
emergencies are realized according to the Poisson distribution. Make the actual emergency
assignment based on Algorithm Stoch-LPT. For example, if there is one emergency, assign
that emergency based on the algorithm's emergency assignment under the scenario with
one emergency. If a crew has an actual emergency assignment, it starts work on that emer-
gency in the current hour. Otherwise, choose an actual standard job assignment from the
set of standard jobs that Stoch-LPT assigns to that crew. We choose the longest duration
job in the set.3 The crew starts work on the chosen standard job (if any) in the current
hour. Moving to the next hour, we again apply Algorithm Stoch-LPT, but (i) with only
the standard jobs not yet started, (ii) with the current load of some crews reecting the job
they started from the previous hour, and (iii) with an updated probability distribution of
the number of emergencies. Emergencies are realized for that hour according to the Poisson
distribution, and actual assignments of emergencies and standard jobs are determined as
before. Then, continue the re-assignment at the beginning of each hour until either there
are no more standard jobs left or the end of 8 hours is reached. At the end of the last hour,
the LPT rule is applied for the remaining standard jobs (if any).
Figure 4-5 illustrates through an example how the crew assignment evolves as the emer-
gencies arrive. The example uses four crews, six jobs, and an emergency arrival rate of 0.2
per hour. Grey rectangles represent standard jobs. Black rectangles represent emergency
jobs. Figure 4-5(a) shows the job assignment when there are no emergencies. Figure 4-5(b)
shows the job assignment when two emergencies arrive at t = 3 and t = 5. White space
between jobs shows that the crew is idle during that period. Note that, depending on the
arrival of emergencies, the standard jobs assignments are dierent.
We compare the dynamic reassignment solution to the static solution using simulation
experiments. Consider a yard with 17 crews and 21 standard jobs with durations varying
from 3 to 9 hours. An emergency has a duration of 8 hours. Emergency arrivals follow
a Poisson process with rate 0.352 per hour. Emergencies can only arrive in an 8 hour
period, during which there is an expected number of 2.8 emergencies. We simulate 100
sequences of emergency arrivals. For each sequence, we apply both the static Stoch-LPT
and the dynamic Stoch-LPT. Figure 4-6 shows the number of overtime hours saved by the
dynamic reassignment plotted against the number of emergencies in the sequence. The
static assignment (which is made based on an expected number of 2.8 emergencies) is
conservative, and reassignment can adjust this conservative solution as more information
3It is possible to have a dierent rule for choosing the actual standard job assignments. For instance, one
can choose the shortest duration job in the set.
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Figure 4-5: An example of a dynamic assignment
The horizontal axis represents time. A rectangle represents a job; its duration is
proportional to the length of the rectangle. Grey rectangles are standard jobs. Black
rectangles are emergency jobs.
Figure 4-6: Overtime hours saved by dynamic reassignment
Each data point corresponds to a dierent sequence of emergency arrivals.
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is revealed. Note that the benets of dynamic reassignment decreases if there are more
emergency arrivals during the 8 hour period.
4.6 Business analytics for a utility's Gas business
In this section, we describe how the research above applies to the scheduling of operations
at the Gas business of a large multi-state utility. This is based on a joint project between
the research team and the company that gave rise to the results of this chapter.
The company maintains a network of gas pipeline. It keeps a roster of maintenance
crews who have two types of tasks: to execute standard jobs by their deadlines, and to
respond to emergencies. We discuss how we used the optimization models and heuristics
described in this chapter so that the company could develop better strategies to create
exibility in its resources to handle emergencies.
4.6.1 Overview of the project
At the onset of the project, our team analyzed sources of ineciency in yard operations by
mapping in detail the existing yard processes. We visited several company yards and inter-
viewed a number of resource planners, supervisors and crew leaders, as well as members of
the Resource Management Department. We also did extensive job shadowing of crews from
multiple yards performing dierent types of jobs, and documented the range of processes
followed. We also constructed historical job schedules based on data gathered from the
company's job database (see Figure 4-2 for a schedule of a yard's one month operations).
Our project with the utility company had three main objectives. The rst was to develop
a tool that can be used with ease in the company's daily resource allocation. Based on the
models and heuristics we discuss in this chapter, we created a tool { the Resource Allocation
and Planning Tool (RAPT) { to optimally schedule jobs and to assign them to crews while
providing exibility for sudden arrival of emergencies. RAPT has access to the job database
and the time-sheet database, and uses this information to estimate leak distributions and
job durations. The resource planner can view a webpage showing RAPT's output of the
weekly schedule for each crew and detailed plans under dierent gas leak scenarios. This
tool is being piloted in one of the company's yards.
The second objective was to create and improve processes related to daily resource
allocation so that the tool could be easily embedded into daily scheduling process. We
observed that a lot of the data in the database was either missing, inappropriately gathered
or not vetted before entry into the system. Having missing or inaccurate data makes it
very dicult to apply a data-driven tool such as RAPT and makes it even more dicult to
address the right issues. Processes were created to ensure that when new jobs were added
to the database, they had the right database elds set in a consistent manner across all jobs
and yards.
The third objective was to analyze the impact of key process and management drivers on
operating costs and the ability to meet deadlines using the optimization model we developed.
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Figure 4-7: Hypothetical scenario: Crew-hours worked if optimization model is used to
schedule jobs.
Results from this analysis will help the company deploy the optimization model with all
the necessary process and management changes in order to capture the potential benets
outlined in this chapter. The key process and management drivers selected for the study are
work queues of available jobs for scheduling, availability of detailed productivity data (down
to crew level) and supervisor presence in the eld. These are discussed in Section 4.6.2.
Finally, we set out to determine the potential impact of the RAPT tool to the company.
Recall Figure 4-2 which shows the actual one-month prole of work hours in an average-
sized yard. Figure 4-7 shows the prole for the same set of jobs if RAPT is used to schedule
jobs and assign them to crews. The result is a 55% decrease in overtime crew-hours for
the month. Clearly, the schedule and crew assignments produced by RAPT is superior
to those produced previously by the resource planner. However, even if compared to the
best possible schedule where uncertainty is removed, the decisions produced by RAPT
compare favorably. The \perfect hindsight" scheduling and assignment decisions are based
on complete knowledge of the realizations of emergencies that occur in the month. The
\perfect hindsight" model results in the maximum possible reduction in overtime since the
yard can plan completely for emergencies. However, even though the RAPT model assumes
a random number of emergencies, it still is able to capture 98.6% of the maximum possible
overtime reduction by \perfect hindsight".
4.6.2 Using the model to recommend changes
Using our models from this chapter, we conducted a study to understand the impact of
changes in yard operations on productivity. Based on past studies the company had con-
ducted, the company understands that yard productivity is a complex phenomenon driven
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by process settings such as the size of work queues (i.e., jobs available for scheduling), ef-
fective supervision, incentives, and cultural factors. The research team and the company
agreed to analyze three specic drivers of productivity using RAPT: work queue level, use
of crew-specic productivity data, and the degree of eld supervision.
Optimal work queue level.
Jobs need to be in a \workable" state before crews can begin to execute them. For example,
the company needs to apply for a permit with the city for the job. Jobs in a \workable jobs
queue" are jobs ready to be scheduled by RAPT. A queue is maintained since \workable"
jobs are subject to expiration and require maintenance to remain in a workable state (e.g.,
permits need to be kept up-to-date). We observed some yards kept a low level of jobs in the
workable jobs queue. The low workable jobs queue adversely impacted the RAPT output by
not fully utilizing the tool's potential. The team decided to run simulations to determine
the strategic target level for the workable jobs queue to maximize the impact of RAPT
while minimizing the eorts to sustain the workable jobs queue level.
For our simulations we used actual data from one of the company's yards. Table D.39 in
Appendix D provides the data used in the experiment. Five crews, each with 8 hour shifts,
are available to work in each simulated day. There are ten dierent job types to be done.
On each day, the Resource Management Department announces a minimum quota of the
number of jobs required to be done for each type. These quotas are random and depend
on various factors beyond the yard's control. Based on historical quotas, we estimate the
probability distribution of daily quotas for each job type. The yard maintains a workable
jobs queue for each job type. Suppose today the quota for CMP jobs is 10, however there
are only 6 jobs in the workable CMP job queue. Then, today, the yard will execute 6 CMP
jobs, and will carry over the remaining 4 CMP jobs as a backlog for the next day.
The yard uses a continuous review policy for the workable jobs queue specied by a
reorder point and an order quantity. Each time the total workable jobs (both in the queue
and in the pipeline) drops below the reorder point, the yard requests new workable jobs.
The size of the request is equal to the order quantity. The request is added to the pipeline
and arrives after a lead time of 3 days. For instance, this lead time may include time used
for administrative work to apply for a permit. Suppose the yard chooses a reorder point of
2 and an order quantity of 10 for the CMP workable jobs queue. Then, each time the total
CMP workable jobs drops below 2, the yard places an additional request for 10 workable
CMP jobs. In our simulations, the order quantity is set for each job type queue so that, on
average, new requests are made every week. The reorder point is determined from a service
level the yard chooses, where the service level is the probability that there is enough jobs in
the workable jobs queue to meet new quotas during the lead time period (i.e., while waiting
for new workable jobs to arrive).
For each simulated day, quotas are randomly generated and met to the maximum extent
possible from the workable jobs queue. The jobs are assigned to the 5 crews using the RAPT
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Figure 4-8: Workable jobs queue over one simulated month with 50% service level.
Table 4.4: Eect of service levels on average workable jobs inventory, backlogged jobs, and
overtime crew-hours for one simulated month.
Service Level 50% 75% 90% 99%
Average inventory per day 28.8 35.6 37.6 50.6
Total backlogged jobs 7 0 0 0
crew assignment model. Figure 4-8 shows the evolution of the workable jobs queue in one
simulated month for a 50% service level. The net inventory level corresponds to the total
number of workable jobs currently in the queue. When the net inventory is negative, then
there is a backlog of workable jobs for that job type (i.e., there are not enough workable jobs
to meet the quotas). Table 4.4 summarizes the results of the simulation for dierent service
levels. Note that increasing the service level increases the average size of the workable jobs
queues. With 50% service level, the average inventory per day in the workable jobs queue
is 28.8. However, a total of 7 quotas have not been met in time. Increasing the service level
to 75% requires increasing the average inventory per day to 35.6, resulting in eliminating
any backlogged jobs. Increasing the service level further to 90% or 99% results in higher
average inventories of workable jobs, but with essentially the same eect on backlogged jobs
as the smaller service level 75%.
Using crew productivity data.
Presently, detailed crew productivity is not available in the company's database. As such,
it is not possible to make crew assignments to take advantage of the inherent job-specic
productivity dierences between crews in the crew assignment phase. We used our model
to aid company management in understanding the impact of using job-specic productivity
data in crew assignment versus assigning jobs based on average productivity. The hope
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Table 4.5: Total expected overtime crew-hours for dierent expertise factors.
Base case  = 5%  = 10%
Total expected overtime
crew-hours
340.4 329.4 302.6
% Improvement over base
case
| 3.23% 11.1%
is this work can motivate upper management to provide the appropriate resources to keep
track of crew productivity.
In the simulation, we assume that each of the ve crews are \experts" in one of the
job types. We let  2 [0; 1) be an expertise factor which is the percentage reduction in
a job's duration if an expert works on it. Larger values of  mean that experts are more
productive relative to regular crews. In our experiments, we let  = 0% (base case), 5%,
and 10%. We run the simulation for 30 days. In each day, the work that has to be assigned
is randomly generated (the distribution of quotas is given in Table D.39 of Appendix D).
We observe that the assignment model assigns most jobs to crews that have expertise in
them. Table 4.5 shows the total expected overtime crew-hours over a one month period.
By having expert crews who work with 5% reduced durations, overall overtime hours can
decrease by 3.23%. The decrease in overtime hours is nonlinear, since if expert crews can
work with 10% reduced durations, the total overtime hours in one month are reduced by as
much as 11.1%.
Increasing supervision over crews.
A prior study conducted by the company observed that crew productivity is directly related
to eld supervision. More time spent overseeing crews in the eld results in more productive
crews. The team used RAPT to validate and measure the appropriate level of supervision
to maximize productivity since eld supervision has a cost.
In these simulations, we compare the eect of having an increased supervisor presence
in the eld to the average expected overtime incurred by crews. Consider the work types
given in Table D.39 of Appendix D. Assume that by having increased supervisor presence,
the durations of work types can be decreased. We will compare dierent cases: the base
case (no reduction), 5% reduction, 10% reduction and 25% reduction. Let there be 5 crews,
and the daily quotas are randomly generated based on Table D.39. Unlike the previous
simulations, we assume that there is an innite supply of permitted work (so the inventory
policy is not a factor). Each day, we assign the work to the 5 crews using RAPT and note
the total expected overtime incurred by the ve crews during that day. For the dierent
cases, we run this simulation for 30 days and calculate the total expected overtime averaged
over 30 days.
Table 4.6 reports the result of the simulation for the dierent cases. We can infer that
each 5% decrease in job durations (by increasing supervisor presence) results in a reduction
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of 1.6 overtime crew-hours each day for the ve-crew yard. Therefore, assuming that there
are 3 members in a crew, a 5% increase in productivity results in reducing a total of 143
overtime hours charged for the yard in one month.
Projected nancial impact from changes.
In our project, we used our models to illustrate projected nancial impact of implementing
process changes in the utility. We illustrate this with a hypothetical utility that has an
operating prot of $3.5 billion per year. The hypothetical utility employs 10,000 eld
personnel. The straight-time hours per person per year are 2,000, with an additional 500
overtime hours per person per year. The average wage of a eld personnel is $50 per hour.
Overtime is paid out at $75 per hour. The hypothetical utility spends $1 billion in straight-
time labor costs (20 million hours), with an additional $375 million in overtime labor costs
(5 million hours). Table 4.7 summarizes the projected nancial impact to this hypothetical
utility of introducing the business process changes described earlier in this section. The
percentage savings in overtime costs are all based on the analyses in Sections 4.6.2{4.6.2.
If the utility were to keep crew-specic productivity data as described in Section 4.6.2,
we would anticipate annual savings of about $12 million, which represents 0.3% of the
utility's annual operating prot. Suppose the company were to increase crew supervision
as described in Section 4.6.2. Based on previous company studies, increased supervisor
presence reduces job durations by at least 10%. This results in annual savings of $74
million (or 2% of the annual operating prot). If the company is able to implement both
changes, this has a cumulative savings of about $84 million per year which represents 2.4%
of the annual operating prot.
4.7 Conclusions
In many industries, a common problem is how to allocate a limited set of resources to
perform a specic set of tasks or jobs. However, sometimes these resources are also used to
perform emergencies that randomly arrive in the future. For example, in hospitals, operating
rooms are used both for elective surgeries (that are known in advance) and emergency
surgeries (which need to be performed soon after they arrive). Another example which in
fact motivated this chapter is scheduling crews in a gas utility company. Maintenance crews
have to perform both standard jobs (pipeline construction, pipe replacement, customer
service) as well as gas leak repair jobs. The second type of jobs arrive randomly throughout
the day. With randomly arriving emergencies, the problem becomes more complicated since
the resources need to be allocated before realizing the number of emergencies that have to
be performed. Thus, a schedule needs to be exible in that there must be resources available
to perform these future emergencies.
We use stochastic optimization to model the problem faced by the gas utility. The prob-
lem is decomposed into two phases: a job scheduling phase and a crew assignment phase.
The optimization problems resulting from each phase are computationally intractable, but
96
T
ab
le
4.
6:
S
im
u
la
ti
on
re
su
lt
s
fo
r
in
cr
ea
si
n
g
su
p
er
v
is
o
r
p
re
se
n
ce
in
th
e

el
d
.
B
as
e
ca
se
5%
re
d
u
ct
io
n
in
jo
b
d
u
ra
ti
on
s
10
%
re
d
u
ct
io
n
in
jo
b
d
u
ra
ti
on
s
25
%
re
d
u
ct
io
n
in
jo
b
d
u
ra
ti
on
s
A
v
er
a
ge
ov
er
ti
m
e
p
er
d
ay
p
er
cr
ew
(c
re
w
-h
o
u
rs
)
3.
09
2.
81
2.
48
1.
51
%
Im
p
ro
ve
m
en
t
ov
er
b
as
e
ca
se
|
9.
2%
19
.7
%
51
.1
%
97
T
a
b
le
4.7:
P
ro
jected

n
a
n
cia
l
im
p
act
of
b
u
sin
ess
p
ro
cess
ch
a
n
g
es
in
a
h
y
p
o
th
etical
u
tility
w
ith
a
$3.5
b
illion
a
n
n
u
al
op
era
tin
g
p
ro

t.
B
ase
case
H
ave
ex
p
ert
crew
s
In
crease
su
p
erv
isor
p
resen
ce
H
ave
ex
p
ert
crew
s
an
d
in
crease
su
p
er-
v
isor
p
resen
ce
A
n
n
u
al
overtim
e
h
ou
rs
5
m
illion
4.84
m
illion
4.02
m
illion
3.89
m
illion
A
n
n
u
al
ov
ertim
e
la
b
or
cost
$375
m
illion
$363
m
illion
$301
m
illion
$291
m
illion
%
S
av
in
g
s
in
overtim
e
lab
o
r
cost
|
3.23%
19.7%
22.3%
S
av
in
gs
in
overtim
e
la-
b
or
co
st
|
$12
m
illion
$74
m
illion
$84
m
illion
a
A
ssu
m
p
tion
s:
(i)
ex
p
ert
crew
s
are
5%
m
ore
p
ro
d
u
ctiv
e,
(ii)
in
creased
su
p
erv
isor
p
resen
ce
resu
lts
in
a
10%
in
crease
in
p
ro
d
u
ctiv
ity
for

eld
p
erson
n
el.
98
we provide tractable heuristics for solving each of them. The job scheduling phase heuris-
tic solves a mixed integer program, for which we propose an LP-based heuristic. We are
able to prove a data-driven performance guarantee for this heuristic. The crew assignment
phase solves a two-stage stochastic mixed integer program. Here, we propose an algorithm
which replicates the structure of the optimal crew assignment. We demonstrate how the
two heuristics can be implemented in a rolling horizon for rescheduling and reassignment
in response to the state of emergencies.
We used our models and algorithms to improve job scheduling and crew assignment in
the Gas business of a large multi-state utility company which faced signicant uncertainty in
its daily operations. Our models were also used to help the utility make strategic decisions
about changes in its business and operations. In simulations using actual data and our
models, we project the impact of dierent process changes to crew utilization and overtime
labor costs.
4.7.1 Future Directions
There are several future directions that go beyond the scope of this chapter that could be
pursued.
In this chapter, we focused on the job scheduling and crew assignment problems as-
suming that there is no travel time between two jobs. In the real-world application, this
simplifying assumption makes sense due to small distances between jobs. However, a fu-
ture direction might be considering geography in making decisions. For instance, the job
scheduling model can include a penalty for two jobs of long distances scheduled for the same
day.
Another possible direction is to have emergencies with random durations. This is related
to literature on scheduling under stochastic job durations, where jobs need to be processed
on parallel machines without preemption. The number of jobs is known (unlike our setting),
but the processing time of each job is an independent random variable. The objective is
to minimize expected makespan (like our setting). It is known that the longest-expected-
processing-time (LEPT) rule minimizes the expected makespan for exponential jobs or for
remainders of i.i.d. decreasing hazard rate jobs (Pinedo & Weiss, 1979; Weber, 1982). In
general, LEPT is a good but not optimal heuristic (Pinedo & Weiss, 1979). For this reason,
and based on preliminary experiments, we believe that Algorithm Stoch-LPT would perform
well under the case where emergency durations are random.
Another potential direction is an analytical performance guarantee for the crew as-
signment heuristic, Stoch-LPT. We are able to prove that Stoch-LPT terminates with the
optimal crew assignment under special cases. However, establishing a guarantee for the
general case is an interesting direction.
We demonstrated the potential impact of the Resource Allocation Planning Tool (RAPT)
in managing uncertainty in yard operations and decreasing labor costs. However, there is
still some further work to be done in order for the yards to achieve these results. These
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include gaining grassroot support from the workers' union and continuing with strong man-
agement leadership. Some new processes need to be also introduced in all of the company's
yard to ensure that the tool can be implemented successfully. The purpose of these new
processes is to ensure integrity of the data fed into the model, and to create multiple levels
of accountability for better oversight and cost control.
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Appendix A
Miscellaneous
A.1 Distribution of estimator n
We use the strong representation for L-statistics by Govindarajulu & Mason (1983) to derive
the distribution of n. We can write the weight functions in (3.6) as
Ji(; n) = n
Z i=n
(i 1)=n
J(u)du; for i = 1; 2; : : : ; n;
where J : [0; 1] 7! R is the score function
J(u) =
(
  1 ; if u 2 [0; ];
1
1  ; if u 2 (; 1]:
Note that the score function has only a single point of discontinuity at u = .
Dene
(J; F ) ,
Z 1
0
J(u)F 1(u)du;
2(J; F ) , 1
2
E
Z 1
 1
Z 1
 1
J(F (u))J(F (v)) [I(u;D1)  I(u;D2)] [I(v;D1)  I(v;D2)] dudv;
where I(x;D) is an indicator function which takes a value 0 if x  D and 1 otherwise.
Govindarajulu & Mason (1983) show that
n = (J; F ) +Rn +
1
n
nX
i=1
Zn; (A.1)
where Zi are i.i.d. with mean 0, and Rn is such that
p
nRn ! 0 a.s. as n ! 1. Stigler
(1974) shows the limiting values of the mean and variance of an L-statistic. We have that
lim
n!1E(n) = (J; F ); (A.2)
lim
n!1nVar(n) = 
2(J; F ); (A.3)
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where
(J; F ) =
1
1  E(DjD  F
 1())  1

E(DjD  F 1()) = (F 1());
2(J; F ) =
1

Var(DjD  F 1()) + 1
1  Var(DjD  F
 1())
+
 s
1  


E(DjD  F 1())  F 1()+s 
1  

E(DjD  F 1())  F 1()!2 :
Moreover, if the distribution F is such that the score function J is continuous a.e. F 1
and E(D2) < 1, then from Theorem 2 of Stigler (1974), n is asymptotically normally
distributed. In particular,
n   E(n)p
Var(n)
!d N(0; 1): (A.4)
A.2 Regression analysis to estimate the bias of n
In this section, we estimate numerically the bias B , E(n)   F () using regression
analysis. The factors that aect B are the sample size n, the prot margin , and the
demand distribution F . We vary values for each one of these factors and perform regression
to estimate B.
First, we estimate its dependence on n. For a given n, we x a distribution and prot
margin, generate n samples from the distribution and compute n. We do this for 10,000
repetitions and take the average dierence of n F (). We denote this average dierence
as bn. We can generate (n; bn) pairs for n 2 f20; 40; 80; 160; 320; 640; 1280; 2560; 5120g. We
now use this pairwise data to estimate a relationship B = C^1n
k^1 using power regression.
Table D.7 summarizes the results for various distributions and prot margins. The results
seem to suggest that the bias is inversely proportional to the sample size, i.e., B / 1n .
Estimating how the bias is aected by the distribution and prot margin is more com-
plicated. This is because it is unclear which property of the distribution directly inuences
the bias. We x a sample size n = 100 and vary the prot margin and distribution. Same as
before, we generate n samples to compute n. We take the average dierence of n F ()
over 10,000 repetitions. From analyzing the results, we observe that distributions with larger
values for F () tend to have a larger bias (see Figure C-2 for pairwise values). Therefore,
we use pairs of AMS values and bias values to estimate the relationship B = C^2F ()
k^2 .
Figure C-2 plots the pairwise values and the regression equation. Based on the regression
analysis, B / F (). Moreover, the coecient of regression equation is almost entirely
explained by the factor 1n .
Combining these observations, we conjecture that B =   1nF (). This motivates the
following modied estimator of spread: ~n = n +
1
nn.
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A.3 Theorem A.3.1
Theorem A.3.1. Consider the set D;L;U ;+ consisting of all nonnegative distributions
with common mean  and AMS (at the  quantile) in the range [L; U ]. Then the minimax
regret and minimax regret quantity are:
1. If L <
( 1=2)
(1 ) , then
y;L;U ;+ =
8>>><>>>:
1
 (  (1  )U ) (+ U ) ; if U 2
h
L;

1 2

;
(1 )
4


1  +   (1  )U
2
; if U 2
h

1 2 ;

1 

;

4(1 ) ; if U 2
h

1  ;1

;
;L;U ;+ =
8>>><>>>:
1
(1  )U (  (1  )U ) ; if U 2
h
L;

1 2

,
1
4
 
+ (1  )2U
2
; if U 2
h

1 2 ;

1 

,

4 ; if U 2
h

1  ;1

,
2. If ( 1=2)(1 )  L < (1 )(1+) , then
y;L;U ;+ =
8>>>>>>><>>>>>>>:
1
 (  (1  )U ) (+ U ) ; if U 2
h
L;

1 2

,
(1 )
4


1  +   (1  )U
2
; if U 2
h

1 2 ;
 2(1 )L
(1 )2

,
+L
 (  (1  )U + (1  )(U   L)) ; if U 2
h
 2(1 )L
(1 )2 ;

1 

,

 (  (1  )L) (+ L) ; if U 2
h

1  ;1

;L;U ;+ =
8>>>>>><>>>>>>:
1
(1  )U (  (1  )U ) ; if U 2
h
L;

1 2

,
1
4
 
+ (1  )2U
2
; if U 2
h

1 2 ;
 2(1 )L
(1 )2

,
(1 )
 (  (1  )L) ((1  )U + L) ; if U 2
h
 2(1 )L
(1 )2 ;

1 

,
(1 )
 (  (1  )L) (+ L) ; if U 2
h

1  ;1

3. If (1 )(1+)  L  1  , then
y;L;U ;+ =
8<:
+L
 (  (1  )U + (1  )(U   L)) ; if U 2
h
L;

1 

,

 (  (1  )L) (+ L) ; if U 2
h

1  ;1

;L;U ;+ =
8<:
(1 )
 (  (1  )L) ((1  )U + L) ; if U 2
h
L;

1 

,
(1 )
 (  (1  )L) (+ L) ; if U 2
h

1  ;1

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A.4 Deterministic equivalent of the joint job scheduling and
crew assignment problem
Proposition A.4.1. The deterministic equivalent of the optimization problem (4.2) is the
following mixed integer program.
minimize
C;V;X;Y;Z
C
subject to
X
!2
t
Pt(!)Vt(!)  C; t = 1; : : : ; T;
dLZtk(!) +
nX
i=1
diYitk  Vt(!); t = 1; : : : ; T; ! 2 
t; k = 1; : : : ;Kt;
iX
t=1
Xit = 1; i = 1; : : : ; n;
KtX
k=1
Yitk = Xit; i = 1; : : : ; n; t = 1; : : : ; T;
KtX
k=1
Ztk(!) = L(!); t = 1; : : : ; T; ! 2 
t;
Xit 2 f0; 1g; i = 1; : : : ; n; t = 1; : : : ; T;
Yitk 2 f0; 1g; i = 1; : : : ; n; t = 1; : : : ; T; k = 1; : : : ;Kt;
Ztk(!) 2 Z+; t = 1; : : : ; T; ! 2 
t; k = 1; : : : ;Kt:
(A.5)
Proof. Let us denote by F the feasible region of (4.2). We can write the rst-stage problem
as:
minimize
W;X;Y
W
subject to Et [Ft (Yt; L(!))] W; t = 1; : : : ; T; (A.6)
(X;Y ) 2 F :
Using the probability distribution Pt for the gas leak scenarios 
t, we can rewrite constraint
set (A.6) for each t as
P
!2
t Pt(!) Ft(Yt; L(!)) W .
Similarly, we can rewrite the second-stage recourse problem Ft(Yt; L(!)) as an MIP:
minimize
V;Z
Vt(!)
subject to dLZtk(!) +
nX
i=1
diYitk  Vt(!); k = 1; : : : ;Kt;
KtX
k=1
Ztk(!) = L(!)
Ztk(!) 2 Z+; k = 1; : : : ;Kt:
Combining the above two reformulations results in the optimization problem (A.5) in the
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proposition. Since 
t is nite, there is a nite number of constraints, and problem (A.5) is
a MIP.
A.5 Job scheduling LP-based heuristic
The following describes the job scheduling algorithm (Algorithm LP-schedule) in detail.
Consider the following linear programming (LP) relaxation of the job scheduling MIP:
minimize
C;X
C
subject to dLEt[L(!)] +
nX
i=1
diXit  KtC; t = 1; : : : ; T;
iX
t=1
Xit = 1; i = 1; : : : ; n;
Xit  0; i = 1; : : : ; n; t = 1; : : : ; T:
(A.7)
Denote the optimal solution as XLP and the optimal cost as CLP . To round XLP into a
feasible job schedule, dene the following sets:
Is(t) =

i : 0 < XLPit < 1
	
;
If (t) =

i : XLPit = 1
	
;
Ti =

t : 0 < XLPit < 1
	
:
The rounding step of the algorithm consists of solving the following MIP:
minimize
W;X
W
subject to dLEt[L(!)] +
X
i2If (t)
di +
X
i2Is(t)
diXit  Kt W; t = 1; : : : ; T;
X
t2Ti
Xit = 1; i 2 Is(1) [    [ Is(T );
Xit 2 f0; 1g; t = 1; : : : ; T; i 2 Is(t):
(A.8)
Note that any set of variables fXitg satisfying the last two constraints in (A.8) is a rounding
of the fractional variables of the LP solution fXLPit g. Let us denote by fXRit g the solution
to the MIP (A.8). For all i = 1; : : : ; n and t = 1; : : : ; T , set the rounded solution XHit by
the following equation:
XHit =
8>>><>>>:
0; if XLPit = 0;
1; if XLPit = 1;
XRit ; otherwise:
Note that XH is a feasible solution to the original job scheduling problem (4.3).
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Algorithm 2 [LP-schedule] LP-based job scheduling algorithm
Require: Planning horizon f1; : : : ; Tg, and standard jobs indexed by 1; : : : ; n, where job i
has deadline i  T and duration di
Ensure: Feasible schedule XH with
Pi
t=1X
H
it = 1, for all i = 1; : : : ; n, and X
H
it 2 f0; 1g
1: XLP  solution to the linear relaxation (A.7)
2: Initialize XHit  0 for all i; t
3: If (t); Is(t) ? for all t, and Ti  ? for all i
4: for i = 1 to n do
5: for t = 1 to T do
6: if XLPit = 1 then
7: XHit  1
8: If (t) If (t) [ fig
9: else if XLPit 2 (0; 1) then
10: Is(t) Is(t) [ fig
11: Ti  Ti [ ftg
12: XR  solution deterministic rounding MIP (A.8)
13: for t = 1 to T do
14: for i 2 Is(t) do
15: XHit  XRit
A.6 Binary search initialization for the job scheduling LP-
based heuristic
Here, we describe the details of the job scheduling algorithm (Algorithm BinLP-schedule)
which is initialized by a binary search procedure, then solves an LP relaxation of a MIP,
and rounds the LP solution to a feasible schedule. The binary search procedure is adapted
from Lenstra et al. (1990). For a xed parameter C, dene the following set of job-date
pairs:
 C ,

(i; t) : t  i and di
Kt
 C

:
Consider the solving the following linear optimization problem LP (C):
minimize
X
C
subject to dLEt[L(!)] +
X
i:(i;t)2 C
diXit  KtC; t = 1; : : : ; T;X
t:(i;t)2 C
Xit = 1; i = 1; : : : ; n;
Xit  0; (i; t) 2  C :
(A.9)
Using binary search, nd the smallest value of C for which the LP- problem LP (C) is
feasible. Let CB be this value, and XB the corresponding optimal solution. We round XB
into a feasible job schedule in the same manner described in Section A.5 for rounding XLP .
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Algorithm 3 [BinLP-schedule] LP-based job scheduling algorithm with binary search ini-
tialization procedure
Require: Planning horizon f1; : : : ; Tg, and standard jobs indexed by 1; : : : ; n, where job i
has deadline i  T and duration di
Ensure: Feasible schedule XH
0
with
Pi
t=1X
H0
it = 1, for all i = 1; : : : ; n, and X
H0
it 2 f0; 1g
1: Initialize u makespan of arbitrary feasible job schedule
2: Initialize l 0
3: while l < u do
4: C  12 (l + u)
5: Solve LP (C) in (A.9)
6: if LP (C) is feasible then
7: u C
8: else
9: l C
10: CB  C
11: XB  solution of LP (CB)
12: Initialize XH
0
it  0 for all i; t
13: If (t); Is(t) ? for all t, and Ti  ? for all i
14: for i = 1 to n do
15: for t = 1 to T do
16: if XBit = 1 then
17: XH
0
it  1
18: If (t) If (t) [ fig
19: else if XBit 2 (0; 1) then
20: Is(t) Is(t) [ fig
21: Ti  Ti [ ftg
22: XR
0  solution deterministic rounding MIP (A.8)
23: for t = 1 to T do
24: for i 2 Is(t) do
25: XH
0
it  XR
0
it
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A.7 Performance guarantee for job scheduling heuristic with
binary search initialization
Theorem A.7.1. Let COPT be the optimal objective value of the scheduling phase prob-
lem (4.3). If CB is the result of the binary search in Algorithm BinLP-schedule and XH
0
is
the schedule. Then XH
0
is feasible for the scheduling phase problem (4.3), and has a cost
CH
0
such that
CH
0
COPT
 min
8<:2; 1 + 1CB

min
t=1;:::;T
Kt
 1vuut1
2
 
nX
i=1
d2i
!
(1 + ln )
9=; ;
where  = maxt=1;:::;T jtj and t ,

r = 1; : : : ; T : XLPir > 0 and X
LP
it > 0
	
.
Proof. Using the binary search procedure in Section A.6, Lenstra et al. (1990) show that the
LP solution has a rounding in which the makespan is at most 2 times the optimal makespan
COPT . Since the rounding procedure of Algorithm BinLP-schedule results in the rounding
XH
0
with the smallest makespan, then the makespan of XH
0
is at most 2COPT . Moroever,
with a minor modication of the proof of Theorem 4.4.2 (see Section B.11), we can prove
that CH
0  CB  1 +H  CB; 1e. Thus, since CB  COPT , we have that
CH
0
COPT
 min
8<:2; 1 + 1CB

min
t=1;:::;T
Kt
 1vuut1
2
 
nX
i=1
d2i
!
(1 + ln )
9=; :
A.8 Deterministic equivalent of the assignment phase prob-
lem
Proposition A.8.1. The deterministic equivalent of the day t two-stage assignment phase
problem (4.5) is the following mixed integer program.
minimize
V;Y;Z
X
!2
t
Pt(!)V (!)
subject to dLZk(!) +
X
i2It
diYik  V (!); ! 2 
t; k = 1; : : : ;Kt;
KtX
k=1
Yik = 1; i 2 It;
KtX
k=1
Zk(!) = L(!); ! 2 
t;
Yik 2 f0; 1g; i 2 It; k = 1; : : : ;Kt
Zk(!) 2 Z+; ! 2 
t; k = 1; : : : ;Kt:
(A.10)
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Proof. Let us denote by F the feasible region of (4.5). Using the probability distribu-
tion Pt for the gas leak scenarios 
t, we can rewrite the objective function of (4.5) asP
!2
t Pt(!)Ft(Y; L(!)).
Similarly, we can rewrite the second-stage recourse problem Ft(Y;L(!)) as an MIP:
minimize
V;Z
V (!)
subject to dLZk(!) +
nX
i=1
diYik  V (!); k = 1; : : : ;Kt;
KtX
k=1
Zk(!) = L(!);
Zk(!) 2 Z+; k = 1; : : : ;Kt:
Therefore, (4.5) is equivalent to:
minimize
V;Y;Z
X
!2
t
Pt(!)V (!)
subject to dLZk(!) +
nX
i=1
diYik  V (!); ! 2 
t; k = 1; : : : ;Kt;
KtX
k=1
Zk(!) = L(!); ! 2 
t;
Zk(!) 2 Z+; ! 2 
t; k = 1; : : : ;Kt;
Y 2 F :
Since 
t is nite, there is a nite number of constraints, and this problem is a MIP.
A.9 Optimal crew assignment for examples
In these examples, we will assign 15 standard jobs to 7 crews, under dierent probability
distributions for the number of leaks. Table D.23 gives the durations of the standard jobs.
Table D.24 show the seven dierent probability distributions used in our experiments. The
optimal crew assignment solution is given in the Tables D.25{D.31.
A.10 Crew assignment with Algorithm Stoch-LPT
The algorithm for performing crew assignment under random occurrence of emergencies
(Stoch-LPT) is described in the following Algorithm 4.
In several examples, we will assign using Algorithm Stoch-LPT standard jobs to crews,
under dierent probability distributions for the number of leaks. Table D.23 gives the
durations of the standard jobs. Table D.24 show the seven dierent probability distributions
used in our experiments. The crew assignment resulting from Algorithm Stoch-LPT is given
in the Tables D.32{D.38.
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Algorithm 4 [Stoch-LPT] Crew assignment algorithm (stochastic variant of LPT)
Require: 
 = f!1; !2; : : : ; !mg, where L(!1) < L(!2) <    < L(!m), and standard jobs
sorted in decreasing job duration, i.e. d1  d2      dn
Ensure: Assignment of all standard jobs and gas leak jobs to crews under all leak scenarios
1: Bk(!m+1) 1, for all k 2 K
2: for s = m to 1 do
3: Bk(!s) 0, for all k 2 K
4: for l = 1 to L(!2) do
5: ~K  argmink2K (Bk(!s)) fset of crews with smallest current loadg
6: Bk0(!s) Bk0(!s) + dL, where k0 2 ~K such that Bk0(!s) < Bk0(!s+1)
7: for i = 1 to n do
8: for k 2 K do
9: ~Bk(!)  Bk(!) + di, for all ! 2 
 fLoad in scenario ! if job i is assigned to
crew kg
10: Ak(!)  max

B1(!); : : : ; Bk 1(!); ~Bk(!); Bk+1(!); : : : ; BK(!)

, for all ! 2

 fMakespan in scenario ! if job i is assigned to crew kg
11: Ki  argmink2K f
P
s P (!s)Ak(!s)g
12: k0 2 argmink2Ki f
P
s P (!s)Bk(!s)g
13: Bk0(!) ~Bk0(!), for all ! 2 
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Appendix B
Proofs
B.1 Proof of Theorem 2.3.2
As a preliminary for the proof, let us rst state a version of Bernstein's inequality (Bernstein,
1927):
Theorem B.1.1 (Bernstein's inequality). Let X1; X2; : : : ; XN be i.i.d. random variables
such that jX1j  c almost surely, and Var(X1) = 2. Then, for any t > 0,
Pr
 
1
N
NX
i=1
Xi   E[X1]  t
!
 exp
  Nt2
22 + 2tc=3

:
For the proof of Theorem 2.3.2, we will require the following proposition.
Proposition B.1.2. Suppose Q^N is the
b
b+h quantile of a random sample from D with size
N . Then, for any  > 0,
Pr

@ C(Q^N )   and @+C(Q^N )   

 1  2 exp
  3N2
6bh+ 8(b+ h)

:
Proof. Let F be the complementary cdf ofD, i.e., F (q) = Pr(D  q) = 1 F (q)+Pr(D = q).
For a random sample

D1; : : : ; DN
	
drawn from D, let Q^N be the
b
b+h sample quantile.
Dene
F^N (q) ,
1
N
NX
i=1
1[Diq];
^FN (q) ,
1
N
NX
i=1
1[Diq]:
For simplicity, dene  , b+h and  ,
b
b+h . Dene the events B , [@+C(Q^N ) <
 ] = [F (Q^N ) <    ] and L , [@ C(Q^N ) > ] = [ F (Q^N ) < 1      ]. To prove
Proposition B.1.2, we need to nd an upper bound for Pr(B) and for Pr(L).
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Dene the quantile q1 , inffq : F (q)     g. Since F is nondecreasing, we have
that B = [Q^N < q1]. Consider a monotonically decreasing, nonnegative sequence fkg1k=1,
where k # 0. Dene the sequence of events fBkg1k=1, where
Bk , [Q^N  q1   k] = [F^N (q1   k)  ]:
Note that since F^N (q1   k)  F^N (q1   k+1), then it follows that Bk  Bk+1. Thus, we
have that Bk " limk!1Bk , B, which implies Pr(Bk) " Pr( B). Note also that B  B,
thus Pr(B)  Pr( B).
From the denition of q1, observe that for every k  1, there exists "k >  such that
F (q1   k) =    "k <    . Note that
F (q1   k)

1  F (q1   k)

< (   )(1   + "k): (B.1)
Thus, we have that
Pr(Bk) = Pr(F^N (q1   k)  );
= Pr(F^N (q1   k)  F (q1   k)  "k);
 exp
  N"2k=2
F (q1   k)(1  F (q1   k)) + "k3

; (B.2)
 exp
 
 N"k=2
1
"k
(   )(1  ) +    + 13
!
; (B.3)
where (B.2) follows from Bernstein's inequality and (B.3) follows from inequality (B.1).
Now, since "k > , for all k  1, we have that
Pr(Bk)  exp
 
 N=2
1
(1  )  23 + 2   
!
;
 exp
 
 N=2
1
(1  ) + 43   2min(; 1  )  
!
;
 exp
 
 N=2
1
(1  ) + 43
!
= exp
  3N2
6bh+ 8(b+ h)

, :
Thus, Pr(B)  Pr( B)  . In fact, by going through a similar argument, we can show that
Pr(L)  . Thus, by the union bound, we have that
Pr

@ C(Q^N ) >  or @+C(Q^N ) <  

= Pr(B [ L)  Pr(B) + Pr(L)  2;
proving Proposition B.1.2.
We can now proceed with the proof of Theorem 2.3.2. Note that SLRS consists of all
q for which @ C(q)   and @+C(q)   , with  = 3 min(b; h). From Proposition B.1.2,
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the SAA solution from a random sample with size N lies in SLRS with probability at least
1  2 exp
  N2minfb; hg2
18bh+ 8(b+ h)minfb; hg

= 1  2 exp
  N2minfb; hg
18maxfb; hg+ 8(b+ h)

:
 1  2 exp
  N2
18 + 8
 minfb; hg
b+ h

B.2 Proof of Theorem 2.4.1
Since C is convex, Sf \[q;1) can be equivalently expressed as fq : C 0(q)  C 0(q) and q  qg.
Note that,
C 0(q) = (b+ h)(F (q)  F (q)) = (b+ h) (q   q)f(q) +O(q   q)2
=
p
2bh(q)f(q) +O(); (B.4)
which follows from Taylor series approximation and from the denition of q in (2.7).
To prove Theorem 2.4.1, note that the event that ~QN 2 Sf \ [q;1), where  = C 0(q),
is equivalent to the intersection of events [ ~QN  q] and [C 0( ~QN )  ]. We will prove an
upper bound on the probability of [ ~QN < q
] and on the probability of [C 0( ~QN ) > ]. It
follows similar lines to the proof of Lemma 3.5 in Levi et al. (2007), except we will use
Bernstein's inequality instead of Hoeding's inequality.
Dene  , bb+h and  ,
1
2

b+h . First, let us bound the probability of B , [ ~QN < q].
For a real-valued sequence fkg1k=1 where k # 0, dene
Bk , [ ~QN  q   k] =
h
 b+ (b+ h)F^N (q   k)  
2
i
= [F^N (q
   k)   + ]:
Note that since F^N is monotonically increasing, it follows that Bk  Bk+1. Thus, if B is
the limiting event of the sequence of events fBkg1k=1, then Bk " B, implying that Pr(Bk) "
Pr( B). Note also that B  B, thus Pr(B)  Pr( B). Therefore, to bound Pr(B), we only
need to nd a uniform upper bound for Pr(Bk).
Note that for any k  1, there exists "k > 0 such that F (q   k) =    "k. Thus,
F (q   k)

1  F (q   k)

= (   "k)(1   + "k) < (1   + "k):
From Bernstein's inequality, we have that
Pr(Bk) = Pr

F^N (q
   k)   + 

= Pr

F^N (q
   k)  F (q   k)   + "k

 exp
 
 N( + "k)2
2F (q   k)(1  F (q   k)) + 23( + "k)
!
= exp
 
 N( + "k)
2
(+"k)
(   "k)(1     ) + 2(   "k) + 23
!
 exp
 
 N( + "k)
2
(+"k)
(1     ) + 2 + 23
!
 exp
 
 N
2
(1     ) + 2 + 23
!
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where the inequality follows when 1       0. Hence, for all k  1,
Pr(Bk)  exp
  3N2
24bh+ 4(b+ h)

:
Since  = C 0(q), from (B.4) we have that
Pr(Bk)  exp
 
 6Nbh(q
)f(q) +O(3=2)
24bh+O(1=2)
!
, U(): (B.5)
Now, let us bound the probability of L , [C 0( ~QN ) > ] =
h
F ( ~QN ) <
h
b+h   b+h
i
.
Dene q0 , sup
n
q : F (q)  hb+h   b+h
o
. Thus, L = [ ~QN > q0]. Note that
~QN = supfq :
h  (b+ h) ^FN (q)  2 g. For a real-valued sequence fkg1k=1 where k # 0, dene
Lk , [ ~QN  q0 + k] =
h
h  (b+ h) ^FN (q0 + k)  
2
i
=

^FN (q0 + 
k)  h
b+ h
  1
2

b+ h

=
h
^FN (q0 + 
k)  1     
i
:
Since ^FN is nonincreasing, then it follows that Lk  Lk+1. Thus, if L is the limiting event
of the sequence fLkg1k=1, then Lk " L, implying that Pr(Lk) " Pr(L). Note also that L  L,
implying that Pr(L)  Pr(L). Therefore, to prove a bound on Pr(L), it is sucient to prove
a uniform upper bound on Pr(Lk).
Note that for some k > 0, we have that F (q0 + 
k) = 1      2   k. Thus, Lk =
[ ^FN (q0 + 
k)  F (q0 + k)   + k]. Finally, from Bernstein's inequality, we have that
Pr(Lk)  exp
 
 N( + k)2
2 F (q0 + k)(1  F (q0 + k)) + 23( + k)
!
= exp
 
 N( + k)
2
+k
(1     2   k)( + 2 + k) + 23
!
= exp
 
 N( + k)
2
+k
(1     2   k)( + ) + 2(1     2   k) + 23
!
 exp
 
 N( + k)
2
+k
(1     2)( + ) + 2(1     2) + 23
!
 exp
 
 N
2
 (1     2)( + ) + 2(1     2) + 23
!
= exp
 
 N
2
(1     2) + 4(1     2) + 23
!
:
Therefore, we have that for all k  1,
Pr(Lk)  exp
  3N2
24bh+ 4(7h  5b  6)

:
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Since  = C 0(q), we have from (B.4) that
Pr(Lk)  exp
 
 6Nbh(q
)f(q) +O(3=2)
24bh+O(1=2)
!
, U(): (B.6)
Summarizing from (B.5) and (B.6), we have that Pr(B)  Pr( B)  U() and that
Pr(L)  Pr(L)  U(). Thus,
Pr
n
~QN < q
 or C 0( ~QN ) > C
0(q)
o
= Pr(B [ L)  Pr(B) + Pr(L)
 2U()  2 exp

 1
4
N(q)f(q)

; as ! 0:
B.3 Proof of Lemma 2.5.1
Denote by @ g(x) (or @+g(x)) the left-side (or right-side) derivative of a function g at
x. The failure rate and reverse hazard rate is given by r(x) = f(x)1 F (x) and r(x) =
f(x)
F (x) .
Since f is a log-concave distribution, it has an increasing failure rate. This implies that
log r(x) = log f(x)  log(1  F (x)) is increasing, and @  log r(x)  0 for all x. Thus,
1 + 0
b+ h
h
= 1 +
f(q)
1  F (q)  @  log f(q
) +
f(q)
1  F (q) = @  log r(q
)  0: (B.7)
A log-concave distribution also has a decreasing reversed hazard rate. This implies that
log r(x) = log f(x)  logF (x) is decreasing and @+ log r(x)  0 for all x. Thus,
1   0 b+ h
b
= 1   f(q
)
F (q)
 @+ log f(q)  f(q
)
F (q)
= @+ log r(q
)  0: (B.8)
Combining (B.7) and (B.8), we have that   b+hh  10  b+hb :
B.4 Proof of Lemma 2.5.2
Note that since log f is concave, then log f(x)  log 0 + 1(x   t); for all x such that
f(x) > 0. Taking the exponent on both sides proves our result.
B.5 Proof of Lemma 2.5.3
Note that ddxF1(x)  ddxF2(x) by our assumption that f1(x)  f2(x). Moreover, since
F1(t) = F2(t), then F1(x)  F2(x) for all x  t and F1(x)  F2(x) for all x  t. Note that
E(D1   tjD1 > t) =
R1
0 Pr(D1 > t+ sjD1 > t)ds;
= 11 F1(t)
R1
0 (1  F1(t+ s))ds;
 11 F2(t)
R1
0 (1  F2(t+ s))ds;
= E(D2   tjD2 > t)
With the same technique, we can also prove that E(t   D1jD1  t)  E(t   D2jD2  t).
Combining these results proves the lemma.
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B.6 Proof of Lemma 2.5.5
We rst introduce the following notation:
G() ,

1
1   + 

log (1 + (1  )) +

1

  

log (1  ) minf; 1  g2;
U() , 
1   log

1


  ;
L() , 1  

log

1
1  

  (1  ):
We need to prove that each of the three functions are nonnegative.
1. Let us prove the result for G. First, we prove the result for the case when   12 .
Note that
G0() = log

1 + (1  )
1  

  2(1  ):
The derivative is nonnegative if and only if G1() , (1 + (1   ))e (1 )   (1  
)e(1 )  0. Note that for   0,
G01() =  (1  )2e (1 ) + e(1 )   (1  )(1  )e(1 );
  (1  )2e (1 ) + (1  )e(1 );
 (1  )2  e(1 )   e (1 )  0
Note that G1(0) = 0, thus, G1()  0 for all   0. Now dene G2() , (1 + (1 
))e (1 )   (1  (1  ))e(1 ). Note that G2()  G1() if   0. We have
G02() = (1  )2
 
e(1 )   e (1 )  0; for   0:
Note that G2(0) = 0, thus, G1()  G2()  0 for all   0. Thus, G() is
nondecreasing in   0, and non-increasing in   0. Since at  = 0, this function
is zero, then G()  0 for all . Now we can also prove the result for   12 , if we
dene the function ~ = 1    12 and ~G() = G( ).
2. Let us prove the result for U . The result is true if and only if   log   1  . Note
that   log  is a convex function of , thus the linear approximation at  = 1 (i.e.,
the function 1  ) bounds it from below.
3. Let us prove the result for L. Dening ~ = 1  , note that L() = U( ~)  0, which
follows from (2).
B.7 Proof of Theorem 2.5.7
Recall that if q 2 Sf \ [q;1), then C(q)  (1 + )C(q). Also, Sf \ [q;1) can be
equivalently expressed as fq : C 0(q)  C 0(q) and q  qg. Let ~QN be dened in (2.8), but
116
with  =
q
2bhminfb;hgb+h +O(). Since,
C 0(q) = (b+ h)(F (q)  F (q)) = (b+ h) (q   q)f(q) +O(q   q)2
=
p
2bh(q)f(q) +O();
then it follows from Proposition 2.5.6 that   C 0(q) when the demand distribution is
log-concave. This implies thath
~QN  q
i
\
h
C 0( ~QN )  
i

h
~QN  q
i
\
h
C 0( ~QN )  C 0(q)
i
:
Thus, we only need to derive a lower bound on the probability of the left-hand side event to
prove Theorem 2.5.7. Modifying the proof of Theorem 2.4.1 by letting  =
q
2bhminfb;hgb+h +
O(), we can prove that
Pr

~QN < q
 or C 0( ~QN ) > 

 2U()  2 exp

 1
4
N
minfb; hg
b+ h

; as ! 0:
B.8 Proof of Proposition 3.4.1
Suppose    (1   )L  0. Consider the two-point support distribution which puts a
weight  on   (1 )L and a weight 1  on +L. This distribution is an element of
D;L;U ;+, proving that D;L;U ;+ is nonempty. To prove the reverse implication, suppose
that D;L;U ;+ is nonempty. Let F be a distribution in D;L;U ;+ where F 1() = w
for some w  0. From the arguments in the proof of Proposition 3.2.1, we have that
E(DjD  w) =    (1   )F (F 1()). Since D is nonnegative, we have that 0 
  (1  )F (F 1())    (1  )L.
B.9 Proof of Theorem 3.2.2
Consider the distribution set
D; =

F : EF (1[ 1;1](D)) = 1; EF (D) =  and (F 1()) = 
	
:
We also dene the following constrained distribution set
Dw;; =

F : EF (1[ 1;w](D)) = ;EF (1[w;1](D)) = 1  ;EF (D) =  and (w) = 
	
:
We note thatDw;; includes all distributions F 2 D; with F 1()  w and F 1(+)  w
for any  > 0.
Before proceeding with the proof, we require the following lemma which provides an
interval of valid values for w.
Lemma B.9.1. Suppose a distribution F has mean  and AMS (at the  quantile) . Then,
F 1() 2 [  (1  ); + ]:
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Proof. Suppose that F 1() = w. To prove the lower bound, note that w  E(DjD 
w) =   (1  ), where the latter equality is established (B.2) in the proof of Proposition
3.2.1. Now to prove the upper bound, we have that
  w = E(D   w)+   E(w  D)+
= (1  )E(D   wjD  w)  E(w  DjD  w)
=   fE(DjD  w)  E(DjD  w)g+ E(D   wjD  w)
=   + E(D   wjD  w)   ;
which establishes that w  + .
By changing the order of maximization, we can rewrite the maximum regret under Dw;;
as
(y) , sup
F2Dw;;

max
z0
F (z) F (y)

= max
z0
G(z; y)
where
G(z; y) , sup
F2Dw;;
1Z
0
(minfx; zg  minfx; yg) dF (x) + (1  )(y   z): (B.9)
To nd a closed form expression for the minimax regret , we rst need to solve the inner
moment problem G(z; y) for xed (z; y). Although G(z; y) is not necessarily concave on
R, Perakis & Roels (2008) prove that it is concave on z 2 ( 1; y] and on z 2 [y;1).
Therefore, G (y) , maxz2[0;y]G(z; y) and G+(y) , maxz2[y;1) can be eciently solved.
Thus,
(y) = max

G (y); G+(y)
	
:
Thus, to prove Theorem 3.2.2, we need to solve
(P ) sup
f
Z 1
 1
(minfx; zg  minfx; yg) f(x)dx;
s.t.
Z w
 1
f(x)dx = ;
Z 1
w
f(x)dx = 1  ;Z 1
 1
xf(x)dx = ;
1
1  
Z 1
w
xf(x)dx  1

Z w
 1
xf(x)dx = ;
f(x) ; 8x 2 R:
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The dual of the above moment problem is
(D) min
L0 ;
U
0 ;1;2
L0  + 
U
0 (1  ) + 1+ 2;
s.t. L0 +

1   1

2

x  minfx; zg  minfx; yg; 8x 2 ( 1; w];
U0 +

1 +
1
1  2

x  minfx; zg  minfx; yg; 8x 2 [w;1):
By weak duality, we have that the optimal primal cost is always less than or equal to the
optimal dual cost. In fact, we prove that the primal and dual optimal costs are equal (i.e,
there is no duality gap). We do this by constructing primal and dual feasible solutions that
have equal primal and dual objective costs. Let S(w; z; y) be the optimal primal and dual
cost. Tables D.8{D.13 construct these optimal solutions for dierent cases of y; z; w.
Note that
G(z; y) = max
w2[ (1 );+]
S(w; z; y) + (1  )(y   z);
where from Lemma B.9.1, we need only consider w that belong in the range [   (1  
);  + ]. Table D.14 summarizes the closed form expression for G(z; y) based on the
primal optimal cost. From this, we have that
G (y) =
8<:0; for y 2 ( 1;   (1  )];(1  )(y   + (1  )); for y 2 [  (1  );1);
G+(y) =
8<:(+    y); for y 2 ( 1; + ];0; for y 2 [+ ;1):
Finally, we have that the maximum regret is
(y) = maxfG (y); G+(y)g =
8<:(+    y); for y 2 ( 1; + (2   1)];(1  )(y   + (1  )); for y 2 (+ (2   1);1);
which is minimized at y = + (2   1) with a minimax regret  = (1  ).
B.10 Proofs for Theorems 3.2.3 and A.3.1
Since Theorem 3.2.3 is a special case of Theorem A.3.1 (by letting  = L = U ), we only
prove the latter theorem. Consider the distribution set
D;L;U ;+ =

F : EF (1[0;1](D)) = 1; EF (D) =  and (F 1()) 2 [L; U ]
	
:
Consider the constrained distribution set
Dw;;L;U ;+ =

F : EF (1[0;w](D)) = ;EF (1[w;1](D)) = 1  ;EF (D) =  and (w) 2 [L; U ]
	
;
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which includes all distributions F 2 D;L;U ;+ such that F 1()  w and F 1( + )  w
for any  > 0. The following lemma provides an interval of valid values for w.
Lemma B.10.1. Suppose a nonnegative distribution F has mean  and AMS (at the 
quantile) in the range [L; U ]. Then,
F 1() 2

maxf0;   (1  )Ug;min

+ U ;

1  

:
Proof. Proof. Let F 2 D;L;U ;+ such that F 1() = w for some w  0. The proof that
w   (1 )U and w  +U follows in a manner similar to the proof of Lemma B.9.1.
Moreover, from nonnegativity of D it follows that w  0. We are left to prove w  1  .
Due to nonnegativity, we have that
 =
Z 1
0
tdF (t) 
Z 1
w
tdF (t)  w
Z 1
w
dF (t) = w(1  ):
By changing the order of maximization, we can rewrite the maximum regret under
D;L;U ;+ as
(y) , sup
F2D;L;U ;+

max
z0
F (z) F (y)

= max
z0
G(z; y)
where
G(z; y) , sup
F2D;L;U ;+
1Z
0
(minfx; zg  minfx; yg) dF (x) + (1  )(y   z): (B.10)
To nd a closed form expression for the minimax regret , we rst need to solve the inner
moment problem G(z; y) for xed (z; y). Although G(z; y) is not necessarily concave on
R, Perakis & Roels (2008) prove that it is concave on z 2 ( 1; y] and on z 2 [y;1).
Therefore, G (y) , maxz2[0;y]G(z; y) and G+(y) , maxz2[y;1) can be eciently solved.
Thus,
(y) = max

G (y); G+(y)
	
:
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Consider the following moment problem
(P ) sup
f
Z 1
0
(minfx; zg  minfx; yg) f(x)dx
s.t.
Z w
0
f(x)dx = ;
Z 1
w
f(x)dx = 1  ;
L  1
1  
Z 1
w
xf(x)dx  1

Z w
0
xf(x)dx  U ;Z 1
0
xf(x)dx = ; f(x)  0 8x  0:
The dual of the above moment problem is:
(D) min
L0 ;
U
0 ;1;
L
2 ;
U
2
L0  + 
U
0 (1  ) + 1+ L2 L + U2 U
s.t. L0 +

1   1

(L2 + 
U
2 )

x  minfx; zg  minfx; yg; 8x 2 [0; w);
U0 +

1 +
1
1   (
L
2 + 
U
2 )

x  minfx; zg  minfx; yg; 8x 2 [w;1);
L2  0; U2  0:
If we prove that there is a primal feasible distribution and dual feasible solution that both
achieve the same cost, then by weak duality, they are primal and dual optimal, respectively.
Tables D.15{D.20 construct these optimal solutions for dierent cases of w; z; y. We denote
by S(w; z; y) the optimal primal and dual cost.
Note that G(z; y) = max
w2W
S(w; z; y)+ (1 )(y  z), where W , [  (1 )U ; +U ]
if   (1 )U andW , [0; 1  ], otherwise. It is straightforward to compute this function
due to the existence of a closed form for S(w; z; y). Tables D.21 and D.22 summarize the
values for G(z; y) under these cases. We have that when   (1  )U  0,
G (y) = (1  )y; for y 2 [0;1)
G+(y) =
8>>><>>>:
( (1 )L)(+L y)
+L
; for y 2
h
0; (1 ) (+ L)
2
i
;
(
p
 p(1  )y)2; for y 2 h (1 ) (+ L)2; 1  i ;
0; for y 2
h

1  ;1

;
and when   (1  )U  0,
G (y) =
(
0; for y 2 [0;   (1  )U ];
(1  )(y   + (1  )U ); for y 2 [  (1  )U ;1);
G+(y) =
8>>>>><>>>>>:
( (1 )L)(+L y)
+L
; for y 2
h
0; (1 ) (+ L)
2
i
;
(
p
 p(1  )y)2; for y 2 h (1 ) (+ L)2; (1 ) (+ U )2i ;
( (1 )U )(+U y)
+U
; for y 2
h
(1 )
 (+ U )
2; + U
i
0; for y 2 [+ U ;1) :
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Finally, solving for (y) = maxfG (y); G+(y)g and y gives us Theorem A.3.1.
Now we can proceed with a proof of Theorem 3.2.3. When the spread is exactly equal
to , i.e.  = L = U , then functions G
  and G+ reduce to
G (y) =
(
0; for y 2 [0;   (1  )];
(1  )(y   + (1  )); for y 2 [  (1  );1);
G+(y) =
(
( (1 ))(+ y)
+ ; for y 2 [0; + ]
0; for y 2 [+ ;1) :
For any y  0, the maximum regret is the convex function (y) = maxfG (y); G+(y)g, i.e.,
(y) =
8<:
( (1 ))(+ y)
+ ; for y 2
h
0; 1(  (1  ))(+ )
i
(1  )(y   + (1  )); for y 2
h
1
(  (1  ))(+ );1

The quantity y that minimizes  occurs at the breakpoint of the piecewise linear function
at 1(  (1  ))(+ ).
B.11 Proof of Theorem 4.4.2
Let XLP and CLP be the optimal solution for the LP relaxation (A.7) of the job scheduling
problem. To prove Theorem 4.4.2, we rst require proving the following proposition.
Proposition B.11.1. Let XLP be the optimal solution to the LP relaxation (A.7). Dene
the randomized rounding ~X such that for each i = 1; : : : ; n, randomly round exactly one of
the indices f1; 2; : : : ; Tg to 1, with index t chosen with probability XLPit . Then with positive
probability,
max
t=1;:::;T
1
Kt
 
dLEt[L(!)] +
nX
i=1
di ~Xit
!
 CLP

1 +H

CLP ;
1
e

;
where
H(w; p) , 1
w

min
s=1;:::;T
Ks
 1vuut1
2
 
nX
i=1
d2i
!
ln

1
p

: (B.11)
Proof. For a given t, dene ~Xt = ( ~X1t; ~X2t; : : : ; ~Xnt). Moreover, dene the function ft :
[0; 1]n 7! R as
ft(x1; x2; : : : ; xn) ,
1
Kt
 
dLEt[L(!)] +
nX
i=1
dixi
!
:
That is ft( ~Xt) is a function of a random variable which represents the ratio of expected
hours scheduled on day t to the number of crews on day t under the randomly rounded
solution.
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Dene the \bad" event Bt as the event that the random schedule results in a ratio of
scheduled hours to number of crews exceeding the bound in Proposition B.11.1, i.e.,
Bt ,

ft( ~Xt) > C
LP

1 +H

CLP ;
1
e

:
Therefore, proving Proposition B.11.1 is equivalent to proving
0 < Pr

max
t=1;:::;T
ft( ~Xt)  CLP

1 +H

CLP ;
1
e

= Pr
 
T\
t=1
Bt
!
: (B.12)
Since there is limited dependency among the \bad events" (i.e., each event Bt is mutually
dependent on at most   1 other events), then we can use Lovasz's Local Lemma to prove
(B.12).
Lemma B.11.2 (Lovasz's Local Lemma). Let B1; : : : ; Bm be a set of events with Pr(Bi) 
p < 1 and each event Bi is mutually of all but at most s of the other Bj. If e  p(s+1)  1,
then Pr

mT
i=1
Bi

> 0:
Thus, to use Lovasz's Local Lemma, we need to nd a bound p such that Pr(Bt)  p
and e  p(s + 1)  1. Since ft a function of bounded dierences, and ~Xt are independent
random variables, we use a large deviations bound (McDiarmid's inequality) to derive a
bound on Pr(Bt).
Lemma B.11.3 (McDiarmid's inequality). Let X1; X2; : : : ; Xm be independent random
variables all taking values in the set X . Further, let f : Xm 7! R be a function of X1; : : : ; Xm
that satises 8i;8x1; : : : ; xm; x0i 2 X ;
jf(x1; : : : ; xi; : : : ; xm)  f(x1; : : : ; xi 1; x^i; xi+1; : : : ; xm)j  ci: (B.13)
Then for any  > 0, Pr (f   E[f ]  )  exp

 22Pm
i=1 c
2
i

:
It is easy to verify that ft satises condition (B.13) in McDiarmid's inequality, with
ci = di=Kt. Note that we can bound E[ft( ~Xt)], since
E[ft( ~Xt)] =
1
Kt
 
dLEt[L(!)] +
nX
i=1
diE[ ~Xit]
!
=
1
Kt
 
dLEt[L(!)] +
nX
i=1
diX
LP
it
!
 CLP ;
where the last inequality follows since CLP andXLP are feasible for the LP relaxation (A.7).
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Therefore, we have that
Pr

ft( ~Xt)  CLP

1 +H

CLP ;
1
e

 Pr

ft( ~Xt)  E[ft( ~Xt)]  CLPH

CLP ;
1
e

(B.14)
 exp
 
 2  KtCLPH  CLP ; 1e2P
i d
2
i
!
; (B.15)
= exp
 
  ln(e)

Kt
minsKs
2!
; (B.16)
 exp(  ln(e)) = 1
e
(B.17)
where inequality (B.14) follows from E[ft]  CLP , and inequality (B.15) follows from
McDiarmid's inequality with  = CLPH
 
CLP ; 1e

.
Therefore, since Pr(Bt)  1e , and each event Bt is mutually dependent on at most
   1 other events, the conditions of Lovasz's Local Lemma are met, proving (B.12) and
Proposition B.11.1.
Note that all realizations of ~X are all the roundings of the LP solution XLP into a
feasible job schedule. Since out of all roundings, XH produced by Algorithm LP-schedule
has the smallest value for the maximum ratio of scheduled hours to number of crews
max
t=1;:::;T
1
Kt
 
dLEt[L(!)] +
nX
i=1
diX
H
it
!
;
then by Proposition B.11.1, we have found a deterministic rounding XH for which the maxi-
mum threshold for worst-case scheduled hours per crew is at most CLP
 
1 +H
 
CLP ; 1e
 
COPT
 
1 +H
 
CLP ; 1e

.
B.12 Proof of Proposition 4.5.1
We will use the following lemma to prove Proposition 4.5.1.
Lemma B.12.1. Let L(!1) < L(!2) for some !1; !2 2 
. Then for any optimal solution
(Y ; Z(!); ! 2 
) to the stochastic assignment problem, we have that
max
k=1;:::;K
(
dLZ

k(!1) +
X
i2I
diY

ik
)
 max
k=1;:::;K
(
dLZ

k(!2) +
X
i2I
diY

ik
)
: (B.18)
Proof. We will prove the lemma by contradiction. Suppose the converse is true, that is:
max
k=1;:::;K
(
dLZ

k(!1) +
X
i2I
diY

ik
)
> max
k=1;:::;K
(
dLZ

k(!2) +
X
i2I
diY

ik
)
: (B.19)
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We will show that we can dene a new leak assignment for ~Z, which achieves a strictly
smaller maximum work hours. Let ~Z(!) = Z(!) for all ! 6= !1. Now, choose an ar-
bitrary crew k0 2 f1; : : : ;Kg. Let ~Zk(!1) = Zk(!2) for any k 6= k0, and ~Zk0(!1) =
Zk0(!2)   (L(!2)   L(!1)). Since
PK
k=1
~Zk(!) = L(!) for all ! 2 
, then ~Z is a feasible
leak assignment. Moreover, by construction,
max
k=1;:::;K
(
dL ~Zk(!1) +
X
i2I
diY

ik
)
 max
k=1;:::;K
(
dLZ

k(!2) +
X
i2I
diY

ik
)
:
And by (B.19), (Y ; ~Z(!); ! 2 
) has a strictly smaller maximum work hours than (Y ; Z(!); ! 2

), violating the optimality of (Y ; Z(!); ! 2 
).
Now let us prove Proposition 4.5.1. Suppose that Zk0(!1) > Z

k0
(!2) for some k0 2
f1; : : : ;Kg. We will construct a gas leak assignment ~Z(!2) for scenario !2 which has
maximum hours (makespan) no greater than that of Z(!2). First, note that since there
are less gas leak jobs in scenario !1, inequality (B.18) holds due to Lemma B.12.1.
Dene ~Z(!2), a new gas leak assignment for !2, by letting ~Zk0(!2) = Z

k0
(!2) + 1,
~Zk1(!2) = Z

k1
(!2)   1 (where k1 is some crew in f1; : : : ;Kg with Zk1(!2) > 0), and
~Zk(!2) = Z

k(!2) for all k 2 f1; : : : ;Kgnfk0; k1g. Note that the assigned work hours (load)
of crew k1 is strictly smaller under this new assignment. Now all that is left to prove is that
the load of crew k0 is smaller than the maximum load in assignment Z
(!2). Note that
since ~Zk0(!2)  Zk0(!1), the load of crew k0 in assignment ~Z(!2) under scenario !2 is no
greater than its load in assignment Z(!1) under scenario !1. Inequality (B.18) implies that
the load of k0 under both scenarios is no greater than the maximum load of the assignment
Z(!2) under scenario !2. Therefore, the load of crew k0 does not increase the maximum
load beyond the makespan of assignment Z(!2).
B.13 Proof of Proposition 4.5.2
Without loss of generality, let L(!j) = j for j = 1; : : : ;m. Label the crews using the
following procedure. Let A be the set of labeled crews, which is initialized to be ;. Starting
with j = 1, scan the solution Z(!j) for leak assignments with Zk(!j) > 0. If k =2 A, let
kj = k. If all crews with positive leak assignments are in A, move on to the next leak
scenario, j = 2, scanning for leak assignments with Zk(!j) > 0. Perform the labeling
procedure for each scenario, until all the scenarios are exhausted. If at the end of the
procedure, the number of labeled crews is less than the total number of crews, label the
rest of the crews arbitrarily with the remaining labels. This labeling procedure results with
labels k1; k2; : : : ; kK with Zkj 1(!)  Zkj (!) for all ! 2 
.
B.14 Proof of Corollary 4.5.3
From Proposition 4.5.1, there exists an optimal solution that satises the condition for
Proposition 4.5.2. Hence, from Proposition 4.5.2, there exists a ranking of the crews
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such that Zkj 1(!)  Zkj (!) for all ! 2 
. Next, we prove that with this labeling,P
i2I diY

ikj 1 
P
i2I diY

ikj
. We prove this contradiction. Suppose that for a pair of
crews kj 1; kj , we have that
P
i2I diY

ikj 1 >
P
i2I diY

ikj
. Then, we can nd an assignment
~Y which has a makespan no greater than Y , by letting ~Yikj 1 = Y

ikj
and ~Yikj = Y

ikj 1 .
This violates the optimality of Y .
B.15 Proof of Proposition 4.5.6
Dene Dk = kd as the cumulative duration of the rst k jobs in Algorithm Stoch-LPT.
Denote by yk the total standard job hours assigned by the algorithm to crew B at the
end of the kth iteration. At the kth iteration of the algorithm, the cost function F k(y) =
pmax(Dk   y; y) + (1   p)max(dL +Dk   y; y) for y 2 fyk 1; yk 1 + dg. It chooses yk to
be the quantity which gives the smaller value for F k.
Let us prove the rst statement of Proposition 4.5.6. Dene m = bdLd c. It is easy to
verify that for k  m, F k is a decreasing function. Therefore, Algorithm Stoch-LPT sets
yk = kd for k  m. That is, Stoch-LPT assigns the rst m standard jobs to crew B.
Now let us consider k > m. For easy reference later, note that
F k(y) =
8>>><>>>:
kd  y + (1  p)md; if y 2 [0; kd=2];
(2p  1)y + (1  p)(m+ k)d; if y 2 (kd=2; (m+ k)d=2];
y; if y 2 [(m+ k)d=2; kd]:
We would like to prove the following lemma, which if we are able to prove, is equivalent to
saying that Stoch-LPT assigns the remaining jobs alternatively between crew A and crew
B.
Lemma B.15.1. For p  12 , the Stoch-LPT algorithm produces a series of crew B assign-
ments such that 8<:ym+2k = (m+ k)d; for k = 0; 1; 2; : : :ym+2k+1 = (m+ k)d; for k = 0; 1; 2; : : : (B.20)
Proof. Let us prove this by induction. First, we check it for k = 0. Note that ym = md.
Next, we need to check ym+1. It is easy to verify that if m  1, then Fm+1(ym) =
(2p   1)ym + (1   p)(2m + 1)d = md + (1   p)d. Otherwise, Fm+1(ym) = d + (1   p)md.
Since Fm+1(ym + d) = (m + 1)d, then Fm+1(ym)  Fm+1(ym + d). Therefore, Algorithm
Stoch-LPT will choose ym+1 = md. Therefore, the statement is true for k = 0.
Now suppose the statement is true for k = 0; 1; : : : ; s   1. Let us show that it is also
true for k = s. Let us check that ym+2s = ym+2s 1+ d = (m+ s)d. It is easy to verify that
Fm+2s is decreasing for y  (m+ s)d. Therefore, Fm+2s(ym+2s 1)  Fm+2s(ym+2s 1 + d),
implying that ym+2s = (m + s)d. Now let us check that ym+2s+1 = (m + s)d. It can
be veried that, if m  1, then Fm+2s+1(ym+2s) = (m + s)d + (1   p)d. Otherwise,
Fm+2s+1(ym+2s) = (s + 1)d + (1   p)md. Moreover, Fm+2s+1(ym+2s + d) = (m + s + 1)d.
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Since Fm+2s+1(ym+2s)  Fm+2s+1(ym+2s + d), then ym+2s+1 = ym+2s = (m+ s)d.
Thus, we prove the lemma by induction.
Now let us prove the second statement of Proposition 4.5.6. We rst prove the following
lemma, which if we are able to prove, is equivalent to saying that Stoch-LPT assigns the
jobs alternatively between crew A and crew B.
Lemma B.15.2. For p > 12 , the Stoch-LPT algorithm produces a series of crew B assign-
ments such that 8<:y2k 1 = kd; for k = 1; 2; 3; : : :y2k = kd; for k = 1; 2; 3; : : :
Proof. We prove the lemma by induction. First, let us check the condition when k = 1. Note
that F 1(0) = d+(1 p)md, and that F 1(d) = d ifm < 1 or F 1(d) = (2p 1)d+(1 p)(m+1)d
if m  1. In both cases, we have that F 1(d)  F 1(0), implying that y1 = d. Now let us
check the condition for y2. Note that F 2 is increasing in y  y1 = d. Therefore, y2 = d.
Now suppose that the statement is true for k = 1; 2; : : : ; s   1. We will show that it
is true for s. We have to check that F 2s 1(y) for y = y2(s 1) and y = y2(s 1) + d. Note
that F 2s 1((s   1)d) = sd + (1   p)md. Moreover, for m  1, we have that F 2s 1(sd) =
sd+ (1  p)md  (1  p)d. If m < 1, we have that F 2s 1(sd) = sd. Therefore, y2s 1 = sd.
Now let us check the condition for y2s. Since F 2s is increasing for y  sd, then y2s = sd.
Now we will prove the third statement of Proposition 4.5.6. Let us consider the case
when p  12 . Recall (B.20) which gives the sequence of crew B assignments under Stoch-
LPT. Assume without loss of generality that the number of jobs is more than m. Note that
at the m+2k iteration, Stoch-LPT evaluates Fm+2k at y = (m+k 1)d and y = (m+k)d.
The unconstrained minimizer of Fm+2k is y = (m+ k)d, which is between these two values.
Therefore, there is no multiple of d which achieves a smaller value for Fm+2k than y = ym+2k.
Similarly, at the m + 2k   1 iteration, Stoch-LPT evaluates Fm+2k+1 at y = (m + k)d
and y = (m + k + 1)d. The unconstrained minimizer of Fm+2k+1 is y = (m + k + 1=2)d,
which is between these two values. Therefore, there is no multiple of d which achieves a
smaller value for Fm+2k+1 than y = ym+2k+1.
The proof for p > 12 follows a similar line of argument.
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Appendix C
Figures
129
Figure C-1: Upper bound for a log-concave distribution with bb+h quantile q
.
Figure C-2: Regression analysis to estimate relationship between bias of n and AMS value
F ().
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Figure C-3: Probability density functions of demand distributions used in experiments.
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Figure C-4: Probability density functions of demand distributions used in experiments.
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Table D.1: Range of critical fractile values where Assumption 2.4.1 holds.
Distribution When is Assumption 1 satised? Notes
Normal(; ) bb+h  12
Exponential() bb+h  0
Lognormal(; ) bb+h  12 + 12erf
  2  erf: error function
Pareto(xm; )
b
b+h  0
Uniform(A;B) bb+h  0
Gamma(; ) bb+h  1 ()(;   1)  : gamma function, : incomplete gamma function
Beta(; ) bb+h 
B(  1+ 2 ;;)
B(;) B: beta function
Power Law() bb+h  0
Logistic(; s) bb+h  12
GEV(; ; ) bb+h  e 1  for   0
Chi(k) bb+h  P
 
k
2 ;
k 1
2

for k  1; P : regularized gamma function
Chi-squared(k) bb+h 
(
1
 ( k2 )

 
k
2 ;
k 2
2

; if k  2
0; if k < 2
Laplace(; ) bb+h  12
Weibull(; k) bb+h 
(
1  e  k 1k ; if k  1
0 if k < 1
Table D.2: Average errors (%) with samples from an exponential distribution.
(a) Sample average approximation
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 2.39 1.83 2.08 2.24 2.62 3.22 4.05 4.67 7.65 10.87 33.76
50 0.77 0.73 0.81 0.87 1.35 1.49 1.93 2.38 3.10 7.33 16.89
100 0.54 0.34 0.48 0.60 0.70 0.91 0.96 1.50 2.03 3.24 8.56
200 0.27 0.23 0.27 0.29 0.34 0.40 0.49 0.64 1.22 2.22 4.36
(b) Distribution tting
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 1.88 1.54 1.54 1.69 2.03 2.60 3.37 4.26 5.81 9.64 40.06
50 0.65 0.64 0.69 0.80 0.99 1.23 1.53 1.90 2.72 4.88 22.93
100 0.36 0.34 0.39 0.46 0.57 0.73 0.96 1.33 1.91 2.62 9.03
200 0.21 0.20 0.21 0.24 0.28 0.34 0.43 0.59 0.94 1.64 7.25
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Table D.3: Average errors (%) with samples from a normal distribution.
(a) Sample average approximation
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 6.03 3.84 3.81 3.11 2.60 2.95 3.50 4.91 6.23 8.71 42.85
50 2.31 1.69 1.62 1.58 1.41 1.60 1.59 2.06 3.26 4.57 13.76
100 1.63 1.15 0.92 0.86 0.83 0.75 0.92 1.08 1.56 2.18 5.94
200 0.81 0.45 0.38 0.36 0.30 0.29 0.38 0.47 0.81 1.41 3.65
(b) Distribution tting
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 4.65 3.53 3.07 2.73 2.62 2.77 3.16 3.74 5.48 12.83 75.12
50 1.91 1.43 1.27 1.20 1.24 1.38 1.60 1.87 2.53 4.41 18.77
100 1.13 0.90 0.78 0.71 0.68 0.69 0.76 0.89 1.17 1.75 6.59
200 0.47 0.36 0.28 0.25 0.25 0.27 0.33 0.42 0.63 1.03 3.92
Table D.4: Average errors (%) with samples from a Pareto distribution.
(a) Sample average approximation
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 0.88 0.69 0.83 0.93 1.14 1.59 2.18 3.12 6.70 28.33 34.35
50 0.28 0.28 0.31 0.37 0.60 0.73 1.02 1.39 2.28 6.12 33.39
100 0.19 0.13 0.19 0.24 0.29 0.39 0.45 0.83 1.54 3.28 39.74
200 0.09 0.08 0.10 0.11 0.14 0.17 0.24 0.35 0.80 1.97 6.86
(b) Distribution tting
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 0.70 0.61 0.69 0.79 0.96 1.24 1.68 2.47 4.83 9.69 40.31
50 0.25 0.25 0.28 0.32 0.39 0.53 0.76 1.15 2.25 4.52 18.92
100 0.15 0.14 0.16 0.20 0.24 0.31 0.41 0.62 1.34 2.85 11.71
200 0.08 0.08 0.09 0.10 0.12 0.15 0.19 0.30 0.72 1.65 6.97
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Table D.5: Average errors (%) with samples from a Beta distribution.
(a) Sample average approximation
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 5.15 4.80 4.07 3.07 3.06 2.63 2.92 2.90 4.30 4.27 14.99
50 2.69 2.28 2.15 1.99 1.63 1.41 1.26 1.25 1.34 1.88 2.47
100 1.86 1.17 0.94 0.82 0.88 0.85 0.73 0.77 0.79 0.89 0.78
200 1.11 0.59 0.40 0.35 0.36 0.35 0.32 0.31 0.32 0.30 0.41
(b) Distribution tting
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 5.62 4.42 3.41 2.70 2.38 2.32 2.34 2.39 3.40 7.13 35.94
50 2.90 2.24 1.77 1.50 1.43 1.49 1.61 1.65 1.68 2.88 9.40
100 1.43 1.06 0.83 0.69 0.62 0.61 0.62 0.63 0.64 0.99 4.45
200 0.70 0.43 0.30 0.26 0.25 0.25 0.26 0.26 0.24 0.37 2.29
Table D.6: Average errors (%) with samples from a mixed normal distribution.
(a) Sample average approximation
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 3.99 2.64 1.89 2.14 6.17 3.98 5.52 11.72 5.78 3.84 4.41
50 1.29 0.86 0.61 0.39 0.38 0.35 0.53 0.79 1.81 1.62 4.26
100 0.74 0.43 0.35 0.27 0.39 0.45 0.33 0.39 0.55 0.71 2.51
200 0.37 0.21 0.16 0.13 0.08 0.08 0.12 0.19 0.22 0.59 1.47
(b) Distribution tting
Critical quantile
Sample size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.99
25 2.96 1.67 1.86 3.32 3.09 2.36 10.46 16.65 6.55 13.74 32.75
50 1.56 1.14 0.52 0.47 0.33 0.54 0.49 2.18 0.24 1.84 25.18
100 0.90 0.40 0.35 1.08 0.81 0.18 0.16 1.85 0.33 1.19 7.76
200 0.69 0.38 0.15 0.59 0.42 0.48 0.57 0.37 0.94 4.61 2.97
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Table D.7: Regression analysis to estimate relationship between bias of n and sample size
n.
 = 0:8  = 0:9  = 0:95
C^1 k^1 R
2 C^1 k^1 R
2 C^1 k^1 R
2
Lognormal -149.4 -0.84 0.87 -554.7 -0.88 0.97 -3132.6 -1.05 0.97
Normal -35.7 -1.01 0.99 -71.7 -1.06 0.99 -63.8 -0.92 1.00
Exponential -319.7 -1.05 0.97 -528.1 -1.04 0.98 -651.8 -0.92 0.99
Pareto -2.0 -0.91 0.74 -34.6 -1.36 0.88 -19.1 -1.04 0.88
Uniform -76.5 -0.95 0.99 -130.0 -1.07 0.99 -80.8 -0.96 0.99
Gamma -9.1 -1.08 0.97 -11.6 -0.98 0.99 -19.5 -0.97 1.00
Beta -0.4 -1.04 0.99 -0.4 -0.96 0.99 -1.2 -1.07 0.98
Power Law -0.6 -1.38 0.90 -0.6 -1.40 0.92 -0.1 -1.02 0.97
Table D.8: Theorem 3.2.2: Optimal primal and dual solutions when z  y  w
S(w; z; y) =
(
(1  )(z   y) +  y zw z (z   + (1  )) ; if z <   (1  );
(1  )(z   y); if z    (1  );
Primal and dual solutions
For S(w; z; y) = (1  )(z   y) +  y zw z (z   + (1  )) ;
D =
8>><>>:
z; w.p. 

w +(1 )
w z

,
w; w.p. 

 (1 ) z
w z

,
+ ; w.p. 1  
L0 =

y z
w z

z; U0 = z   y;
1 =  (y z)w z ;
2 =
(1 )(y z)
w z
For S(w; z; y) = (1  )(z   y)
D =

  (1  ); w.p. ;
+ ; w.p. 1  
L0 = 0; 
U
0 =  (y   z);
1 = 2 = 0
Table D.9: Theorem 3.2.2: Optimal primal and dual solutions when z  w  y
S(w; z; y) =
(
(1  )(z   w) + (z   ) + (1  ); if z <   (1  );
(1  )(z   w); if z    (1  );
Primal and dual solutions
For S(w; z; y) = (1  )(z   w) + (z   ) + (1  )
D =
8><>:
  (1  ); w.p. ;
w; w.p. (1  )p;
x; w.p. (1  )(1  p)
L0 = z; 
U
0 = z   w;
1 =  ; 2 = (1  )
where x = + pw1 p and p! 1
For S(w; z; y) = (1  )(z   w),
D =
8><>:
  (1  ); w.p. ;
w; w.p. (1  )p;
x; w.p. (1  )(1  p)
L0 = 0; 
U
0 = z   w;
1 = 2 = 0
where x = + pw1 p and p! 1
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Table D.10: Theorem 3.2.2: Optimal primal and dual solutions when y  z  w
S(w; z; y) = z   y
Primal and dual solutions
L0 = 
U
0 = z   y; 1 = 2 = 0
When z    (1  )
D =
(
  (1  ); w.p. ;
+ ; w.p. 1  ;
When z >   (1  );
D =
8><>:
x; w.p. p;
z; w.p. (1  p);
+ ; w.p. 1  ;
where x =  (1 ) z(1 p)p and p! 0
Table D.11: Theorem 3.2.2: Optimal primal and dual solutions when y  w  z
S(w; z; y) =
(
(1  )(z   y) + (w   y); if z  + ;
S(w; z; y) = (1  )(+    y) + (w   y); if z > + ;
Primal and dual solutions
For S(w; z; y) = (1  )(z   y) + (w   y)
D =
8><>:
x; w.p. p;
w; w.p. (1  p);
+ ; w.p. 1  
L0 = w   y; U0 = z   y;
1 = 2 = 0
where x =  (1 ) w(1 p)p and p! 0
For S(w; z; y) = (1  )(+    y) + (w   y)
D =
8><>:
x; w.p. p;
w; w.p. (1  p);
+ ; w.p. 1  
L0 = w   y; U0 =  y;
1 = 1  ; 2 = (1  )
where x =  (1 ) w(1 p)p and p! 0
Table D.12: Theorem 3.2.2: Optimal primal and dual solutions when w  z  y
S(w; z; y) = 0
Primal and dual solutions
L0 = 
U
0 = 1 = 2 = 0
When z  + 
D =
8><>:
  (1  ); w.p. ;
z; w.p. (1  )p;
x; w.p. (1  )(1  p);
where x = + pz1 p and p! 0
When z > + 
D =
(
  (1  ); w.p. ;
+ ; w.p. 1  ;
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Table D.13: Theorem 3.2.2: Optimal primal and dual solutions when w  y  z
S(w; z; y) =
(
(1  )(z   y); if z  + ;
(1 )(z y)
z w (+    w) ; if z > + ;
Primal and dual solutions
For S(w; z; y) = (1  )(z   y)
D =
(
  (1  ); w.p. ;
+ ; w.p. 1  ;
L0 = 0; 
U
0 = z   y;
1 = 2 = 0
For S(w; z; y) = (1 )(z y)z w (+    w)
D =
8>><>>:
  (1  ); w.p. ;
w; w.p. (1  )

z  
z w

;
z; w.p. (1  )

+ w
z w
 L0 = 0; U0 =  w(z y)z w ;1 = (1 )(z y)z w ; 2 = (1 )(z y)z w
Table D.14: Theorem 3.2.2: G(z; y)
G(z; y) for z 2 ( 1; y]
If y    (1  )
G(z; y) =  (y   z)(  (1  )   z)
+    z ; for z 2 ( 1; y]
If   (1  ) < y    (1  ) + 
G(z; y) =
8>>>><>>>>:
 (y   z)(  (1  )   z)
+    z ; for z 2

 1; (  (1  ))(+ )  y
  (1  ) +    y

;
(1  )y + z   + (1  ); for z 2

(  (1  ))(+ )  y
  (1  ) +    y ;   (1  )

;
(1  )(y   z); for z 2 (  (1  ); y]
If y >   (1  ) + 
G(z; y) =
(
(1  )y + z   + (1  ); for z 2 ( 1;   (1  )] ;
(1  )(y   z); for z 2 (  (1  ); y]
G(z; y) for z 2 [y;1)
If y    (1  ) + 
G(z; y) =
(
(z   y); for z 2 [y; + ];
 y   (1  )z + + ; for z 2 (+ ;1)
If   (1  ) +  < y  + 
G(z; y) =
8>>>><>>>>:
(z   y); for z 2 [y; + ];
 y   (1  )z + + ; for z 2

+ ;
y   (  (1  )) (+ )
y   + (1  )   

;
  (1  )(z   y)(z     )
z   + (1  ) ; for z 2

y   (  (1  )) (+ )
y   + (1  )    ;1

If y > + 
G(z; y) =   (1  )(z   y)(z     )
z   + (1  ) ; for z 2 [y;1)
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Table D.15: Theorem A.3.1: Optimal primal and dual solutions when z  y  w
If   (1  )U < 0,
S(w; z; y) = (1  )(z   y),
If   (1  )U  0,
S(w; z; y) =
(
(1  )(z   y) +  y zw z (z   + (1  )U ) ; if z    (1  )U ;
(1  )(z   y); if z >   (1  )U ;
Primal and Dual Solutions
For S(w; z; y) = (1  )(z   y) +  y zw z (z   + (1  )U )
D =
8>><>>:
z; w.p. 

w +(1 )U
w z

,
w; w.p. 

 (1 )U z
w z

,
+ U ; w.p. 1  
L0 =

y z
w z

z; U0 = z   y;
1 =  (y z)w z ;
L2 = 0; 
U
2 =
(1 )(y z)
w z
For S(w; z; y) = (1  )(z   y)
D =

  (1  )U ; w.p. ;
+ U ; w.p. 1  
L0 = 0; 
U
0 =  (y   z);
1 = 
L
2 = 
U
2 = 0
Table D.16: Theorem A.3.1: Optimal primal and dual solutions when z  w  y
If   (1  )U < 0,
S(w; z; y) = (1  )(z   w);
If   (1  )U  0,
S(w; z; y) =
(
(1  )(z   w) + (z   ) + (1  )U ; if z    (1  )U ;
(1  )(z   w); if z >   (1  )U ;
Primal and dual solutions
For S(w; z; y) = (1  )(z   w) + (z   ) + (1  )U
D =
8><>:
  (1  )U ; w.p. ;
w; w.p. (1  )p;
x; w.p. (1  )(1  p);
L0 = z; 
U
0 = z   w;
1 =  ; L2 = 0; U2 = (1  )
where x = +U wp1 p as p! 1
For S(w; z; y) = (1  )(z   w) when   (1  )U < 0;
D =
8><>:
0; w.p. ;
w; w.p. (1  )p;
x; w.p. (1  )(1  p);
L0 = 0; 
U
0 = z   w;
1 = 
L
2 = 
U
2 = 0
where x = 11 p


1    pw

as p! 1
For S(w; z; y) = (1  )(z   w) when   (1  )U  0,
D =
8><>:
  (1  )U ; w.p. ;
w; w.p. (1  )p;
x; w.p. (1  )(1  p);
L0 = 0; 
U
0 = z   w;
1 = 
L
2 = 
U
2 = 0
where x = +U wp1 p as p! 1
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Table D.17: Theorem A.3.1: Optimal primal and dual solutions when y  z  w
If w < + L,
S(w; z; y) =
(
z   y; if z    (1  )L;
(1  )(z   y) + (z y)z (  (1  )L) ; if z >   (1  )L;
If w  + L,
S(w; z; y) =
(
z   y; if w   z1  ;
(1  )(z   y) + z yz (  (1  )w) ; if w >  z1  ;
Primal and dual solutions
For S(w; z; y) = z   y when w <   (1  )L
D =
(
w; w.p. ;
 w
1  ; w.p. 1  ;
L0 = 
U
0 = z   y;
1 = 
L
2 = 
U
2 = 0
For S(w; z; y) = z   y when   (1  )L  w < + L
D =
(
  (1  )L; w.p. ;
+ L; w.p. 1  ;
L0 = 
U
0 = z   y;
1 = 
L
2 = 
U
2 = 0
For S(w; z; y) = z   y when w  + L
D =
(
 (1 )w
 ; w.p. ;
w; w.p. 1  ;
L0 = 
U
0 = z   y;
1 = 
L
2 = 
U
2 = 0
For S(w; z; y) = (1  )(z   y) + (z y)z (  (1  )L)
D =
8>><>>:
0; w.p. 

1   (1 )Lz

;
z; w.p. 

 (1 )L
z

;
+ L; w.p. 1  
L0 = 0; 
U
0 = z   y;
1 =
(z y)
z ; 
L
2 =  (1  ) z yz ; U2 = 0
For S(w; z; y) = (1  )(z   y) + z yz (  (1  )w)
D =
8><>:
0; w.p.     (1 )wz ;
z; w.p.  (1 )wz ;
w; w.p. 1  
L0 = 0; 
U
0 =
z y
z (z   w);
1 =
z y
z ; 
L
2 = 
U
2 = 0
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Table D.18: Theorem A.3.1: Optimal primal and dual solutions when y  w  z
If   (1  )U < 0 and w    (1  )L,
S(w; z; y) =
8><>:
(1  )(z   y) + (w   y); if z   w1  ;
  (1  )y   yw (  (1  )z) ; if  w1  < z  1  ;
  (1  )y; if z > 1  ;
If   (1  )U < 0 and w >   (1  )L,
S(w; z; y) =
8><>:
(1  )(z   y) + (w y)w (  (1  )L) ; if z  + L;
  (1  )y   yw (  (1  )z) ; if + L < z  1  ;
  (1  )y; if z > 1  ;
If   (1  )U  0 and w    (1  )L,
S(w; z; y) =
8><>:
(1  )(z   y) + (w   y); if z   w1  ;
  (1  )y   yw (  (1  )z) ; if  w1  < z  + U ;
  (1  )y   yw (  (1  )U ) ; if z > + U ;
If   (1  )U  0 and w >   (1  )L,
S(w; z; y) =
8><>:
(1  )(z   y) + (w y)w (  (1  )L) ; if z  + L;
  (1  )y   yw (  (1  )z) ; if + L < z  + U ;
  (1  )y   yw (  (1  )U ) ; if z > + U ;
Primal and dual solutions
For S(w; z; y) = (1  )(z   y) + (w   y)
D =
(
w; w.p. ;
 w
1  ; w.p. 1  ;
L0 = w   y; U0 = z   y;
1 = 
L
2 = 
U
2 = 0
For S(w; z; y) = (1  )(z   y) + w yw (  (1  )L)
D =
8>><>>:
0; w.p. 

1   (1 )Lw

;
w; w.p. 

 (1 )L
w

;
+ L; w.p. 1  ;
L0 = 0; 
U
0 = z   y;
1 = 
w y
w ; 
L
2 =  (1  )w yw ; U2 = 0
For S(w; z; y) =   (1  )y   yw (  (1  )z)
D =
8><>:
0; w.p.     z(1 )w ;
w; w.p.  z(1 )w ;
z; w.p. 1  ;
L0 = 0; 
U
0 =
y(z w)
w ;
1 =
w y
w ; 
L
2 = 
U
2 = 0
For S(w; z; y) =   (1  )y   yw (   (1  )U )
D =
8>><>>:
0; w.p. 

1   (1 )Uw

;
w; w.p. 

 (1 )U
w

;
+ U ; w.p. 1  ;
L0 = 0; 
U
0 =  y;
1 =
w y
w ; 
L
2 = 0; 
U
2 =
(1 )y
w
For S(w; z; y) =   (1  )y
D =
(
0; w.p. ;

1  ; w.p. 1  ;
L0 = 0; 
U
0 =  y;
1 = 1; 
L
2 = 
U
2 = 0
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Table D.19: Theorem A.3.1: Optimal primal and dual solutions when w  z  y
S(w; z; y) = 0
Primal and dual solutions
L0 = 
U
0 = 1 = 2 = 0
If   (1  )U < 0 and z < 1  ,
D =
8><>:
0; w.p. ;
z; w.p. (1  )p;
x; w.p. (1  )(1  p);
where x = 11 p


1    pz

and p! 1,
If   (1  )U < 0 and z  1  ,
D =
(
0; w.p. ;

1  ; w.p. 1  ;
If   (1  )U  0 and z < + U ,
D =
8><>:
  (1  )U ; w.p. ;
z; w.p. (1  )p;
x; w.p. (1  )(1  p);
where x = +U pz1 p and p! 1,
If   (1  )U  0 and z  + U ,
D =
(
  (1  )U ; w.p. ;
+ U ; w.p. 1  ;
Table D.20: Theorem A.3.1: Primal and dual solutions when w  y  z
If   (1  )U < 0,
S(w; z; y) =
(
(1  )(z   y); if z  1  ;
z y
z w (  (1  )w) ; if z > 1  ;
If   (1  )U  0,
S(w; z; y) =
(
(1  )(z   y); if z  + U ;
(1 )(z y)
z w (+ U   w) ; if z > + U ;
Primal and dual solutions
For S(w; z; y) = (1  )(z   y) and   (1  )U < 0,
D =
(
0; w.p. ;

1  ; w.p. 1  ;
L0 = 0; 
U
0 = z   y;
1 = 
L
2 = 
U
2 = 0
For S(w; z; y) = (1  )(z   y) and   (1  )U  0,
D =
(
  (1  )U ; w.p. ;
+ U ; w.p. 1  ;
L0 = 0; 
U
0 = z   y;
1 = 
L
2 = 
U
2 = 0
For S(w; z; y) = (1 )(z y)z w (  w + )
D =
8>><>>:
  (1  )U ; w.p. ;
w; w.p. (1  )

z  U
z w

;
z; w.p. (1  )

 w+U
z w
 L0 = L2 = 0; U0 =  w(z y)z w ;1 = (1 )(z y)z w ; U2 = (1 )(z y)z w
For S(w; z; y) = (z y)z w (  (1  )w)
D =
8><>:
0; w.p. ;
w; w.p. (1 )z z w ;
z; w.p.  (1 )wz w ;
L0 = 0; 
U
0 =  w(z y)z w ;
1 =
z y
z w ; 
L
2 = 
U
2 = 0
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Table D.21: Theorem A.3.1: G(z; y) when   (1  )U < 0
G(z; y) for z 2 [0; y]
G(z; y) = (1  )(y   z); for z 2 [0; y]
G(z; y) for z 2 [y;1)
If 0  y    (1  )L,
G(z; y) =
8><>:
(z   y); for z 2 [y;   (1  )L];
 (z y)z (  (1  )L); for z 2 [  (1  )L; + L];
z y
z (  (1  )z) ; for z 2 [+ L;1);
If   (1  )L  y  + L,
G(z; y) =
(
 (z y)z (  (1  )L); for z 2 [y; + L];
z y
z (  (1  )z) ; for z 2 [+ L;1);
If y > + L,
G(z; y) = z yz (  (1  )z) ; for z 2 [y;1)
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Table D.22: Theorem A.3.1: G(z; y) when   (1  )U  0
G(z; y) for z 2 [0; y]
If 0  y    (1  )U
G(z; y) =  (y z)( (1 )U z)+U z ; for z 2 [0; y]
If   (1  )U  y  1 (  (1  )U ) (+ U )
G(z; y) =
8>><>>:
 (y z)( (1 )U z)+U z ; for z 2
h
0; ( (1 )U )(+U ) y (1 )U+U y
i
;
(1  )y   + z + (1  )U ; for z 2
h
( (1 )U )(+U ) y
 (1 )U+U y ;   (1  )U
i
;
(1  )(y   z); for z 2 [  (1  )U ; y]
If y  1 (  (1  )U ) (+ U )
G(z; y) =
(
(1  )y   + z + (1  )U ; for z 2 [0;   (1  )U ] ;
(1  )(y   z); for z 2 [  (1  )U ; y]
G(z; y) for z 2 [y;1)
If 0  y    (1  )U
G(z; y) =
8>>><>>>:
(z   y); for z 2 [y;   (1  )L];
 (z y)z (  (1  )L); for z 2 [  (1  )L; + L];
z y
z (  (1  )z) ; for z 2 [+ L; + U ];
  (1  )z   y( (1 )U )+U ; for z 2 [+ U ;1)
If   (1  )U  y    (1  )L
G(z; y) =
8>>><>>>:
(z   y); for z 2 [y;   (1  )L];
 (z y)z (  (1  )L); for z 2 [  (1  )L; + L];
z y
z (  (1  )z) ; for z 2 [+ L; + U ];
decreasing function in z; for z 2 [+ U ;1)
If   (1  )L  y  + L
G(z; y) =
8><>:
 (z y)z (  (1  )L); for z 2 [y; + L];
z y
z (  (1  )z) ; for z 2 [+ L; + U ];
decreasing function in z; for z 2 [+ U ;1)
If + L  y  + U
G(z; y) =
(
z y
z (  (1  )z) ; for z 2 [y; + U ];
decreasing function in z; for z 2 [+ U ;1) ;
If y  + U
G(z; y) =   (1 )(z y)(z  U )z +(1 )U ; for z 2 [y;1)
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Table D.23: Durations of standard jobs.
Job no. Duration Job no. Duration Job no. Duration
1 6.58 6 5.36 11 3.48
2 6.41 7 4.96 12 2.66
3 5.63 8 4.85 13 2.61
4 5.49 9 4.25 14 2.26
5 5.47 10 3.83 15 1.51
Table D.24: Probability distributions of number of gas leaks.
Leak scenario
0 leaks 1 leak 2 leaks 3 leaks E[no. leaks] Stdev[no. leaks]
Leak distribution 1 0.0 1.0 0.0 0.0 1.0 0.00
Leak distribution 2 0.1 0.8 0.1 0.0 1.0 0.45
Leak distribution 3 0.2 0.6 0.2 0.0 1.0 0.63
Leak distribution 4 0.4 0.2 0.4 0.0 1.0 0.89
Leak distribution 5 0.3 0.5 0.1 0.1 1.0 0.89
Leak distribution 6 0.4 0.3 0.2 0.1 1.0 1.00
Leak distribution 7 0.5 0.2 0.1 0.2 1.0 1.18
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Table D.39: Data for job types used for simulations.
Job Type Average job Probability of daily quota Average daily Stdev daily
duration (hours) 0 1 2 3 quota (no. jobs) quota (no. jobs)
LEAK2A 6.24 0.93 0.07 0 0 0.07 0.25
CMP 5.85 0.45 0.4 0.12 0.03 0.71 0.79
PVIP 2.50 0.45 0.4 0.12 0.03 0.71 0.79
LKTPDP 5.45 0.73 0.28 0 0 0.28 0.45
LEAK2 6.76 0.45 0.4 0.12 0.03 0.71 0.79
LEAK3 7.80 0.46 0.54 0 0 0.54 0.5
CUSTREQ 6.24 0.05 0.1 0.1 0.75 2.86 0.86
SRP 6.34 0.45 0.4 0.12 0.03 0.71 0.79
MPP 3.87 0.89 0.11 0 0 0.11 0.31
LKEMER 8.79 | | | | | |
a LKEMER refers to an emergency job.
161
162
Bibliography
Ahmed, S. 2010. Two-Stage Stochastic Integer Programming: A Brief Introduction. Wiley
Encyclopedia of Operations Research and Management Science, vol. 8. John Wiley &
Sons, Inc.
Akcay, A., Biller, B., & Tayur, S. 2009. Improved Inventory Targets in the Presence of
Limited Historical Demand Data. Tepper School of Business Working Paper, Carnegie
Mellon University, Pittsburgh, PA.
An, M.Y. 1995. Log-concave probability distributions: theory and statistical testing. Tech-
nical Report, Economics Department, Duke University, Durham, NC.
Asmussen, S., & Glynn, P. 2007. Stochastic simulation: algorithms and analysis. New York:
Springer. Chapter 4, pages 77{80.
Badinelli, R. D. 1990. The inventory costs of common misspecication of demand forecasting
models. International Journal of Production Research, 28(12), 2321{2340.
Ball, M., & Queyranne, M. 2009. Toward robust revenue management: competitive analysis
of online booking. Operations Research, 57, 950{963.
Barnhart, C., Cohn, A. M., Johnson, E. L., Klabjan, D., Nemhauser, G. L., & Vance, P. H.
2003. Airline Crew Scheduling. Pages 517{560 of: Hall, Randolph W. (ed), Handbook of
Transportation Science, second edn. Norwell, MA: Kluwer Academic Publishers.
Bernstein, S. N. 1927. Theory of Probability.
Bertsimas, D., & Popescu, I. 2004. Optimal inequalities in probability theory: A convex
optimization approach. SIAM Journal of Optimization, 15(3), 780{804.
Birge, J. R. 1997. Stochastic programming computation and applications. INFORMS
Journal on Computing, 9(2), 111{133.
Bookbinder, J. H., & Lordahl, A. E. 1989. Estimation of Inventory Reorder Level using the
bootstrap statistical procedure. IEE Transactions, 21, 302{312.
Burke, Garance. 2010. Aging gas pipe at risk of explosion nationwide. Associated Press.
Online; accessed 17-July-2012.
Care, C.C., & Schultz, R. 1999. Dual decomposition in stochastic integer programming.
Operations Research Letters, 24, 37{45.
Chandra, N. K., & Roy, D. 2001. Some results on reversed hazard rate. Probability in the
Engineering and Informational Sciences, 15, 95{102.
163
Erd}os, P., & Lovasz, L. 1975. Problems and results on 3-chromatic hypergraphs and some
related questions. Volume 2, pages 609{628 of: Hajnal, A., Rado, R., & Sos, V. T. (eds),
Innite and Finite Sets (to Paul Erd}os on his 60th birthday).
Eren, S., & Maglaras, C. 2006. Revenue Management heuristics under limited market
information: A maximum entropy approach. Presented at The 6th Annual INFORMS
Revenue Management Conference, Jun 5-6, Columbia University.
Flaxman, A. D., Kalai, A. T., & McMahan, H. B. 2005. Online convex optimization in the
bandit setting: Gradient descent without a gradient. Pages 385{394 of: Proceedings of
the sixteenth annual ACM-SIAM symposium on Discrete algorithms. SODA '05.
Gallego, G., & Moon, I. 1993. The distribution free newsboy problem: Review and exten-
sions. Journal of the Operational Research Society, 44(8), 825{834.
Glass, C. A., & Kellerer, H. 2007. Parallel machine scheduling with job assignment restric-
tions. Naval Research Logistics, 54(3), 250{257.
Glasserman, P., & Ho, Y. C. 1991. Gradient Estimation via perturbation analysis. Kluwer
Academic Publishers.
Goberna, M. A., & Lopez, M. A. 1998. Linear semi-innite optimization. New York: Wiley.
Godfrey, G., & Powell, W. B. 2002. An adaptive, dynamic programming algorithm for
stochastic resource allocation problems, I: single period travel times. Transportation
Science, 36(1), 21{39.
Godfrey, G. A., & Powell, W. B. 2001. An adaptive, distribution-free algorithm for the
newsvendor problem with censored demands, with applications to inventory and distri-
bution. Management Science, 47, 1101{1112.
Govindarajulu, Z., & Mason, D. M. 1983. A strong representation for linear combinations
of order statistics with application to xed-width condence intervals for location and
scale parameters. Scandinavian Journal of Statistics, 10, 97{115.
Hoeding, W. 1963. Probability Inequalities for sums of Bounded Random Variables. Jour-
nal of the American Statistical Association, 58, 13{30.
Homem-De-Mello, T. 2000. Monte carlo methods for discrete stochastic optimization. Pages
95{117 of: Uryasev, S., & Parados, P. M. (eds), Stochastic Optimization: Algorithms and
Applications. Norwell, MA: Kluwer Academic Publishers.
Huh, W. T., & Rusmevichientong, P. 2009. A nonparametric asymptotic analysis of inven-
tory planning with censored data. Mathematics of Operations Research, 34, 103{123.
Huh, W. T., Levi, R., Rusmevichientong, P., & Orlin, J. 2008. Adaptive data-driven inven-
tory control policies based on Kaplan-Meier estimator. Working paper.
Huh, W. T., Janakiraman, G., Muckstadt, J. A., & Rusmevichientong, P. 2009. Asymptotic
Optimality of Order-up-to Policies in Lost Sales Inventory Systems. Management Science,
55, 404{420.
Huh, W.T, Liu, N., & Truong, V.-A. 2013. Multiresource Allocation Scheduling in Dynamic
Environments. Manufacturing & Service Operations Management.
164
Hwang, H.-C., Chang, S. Y., & Lee, K. 2004. Parallel machine scheduling under a grade of
service provision. Computers and Operations Research, 31(12), 2055{2061.
Kafura, D. G., & Shen, V. Y. 1977. Task scheduling on a multiprocessor system with
independent memories. SIAM Journal on Computing, 6(1), 167{187.
Kleywegt, A. J., Shapiro, A., & Homem-De-Mello, T. 2001. The sample average approxi-
mation method for stochastic discrete optimization. SIAM Journal on Optimization, 12,
479{502.
Lamiri, M., Xie, X., Dolgui, A., & Grimaud, F. 2008. A stochastic model for operating
room planning with elective and emergency demand for surgery. European Journal of
Operational Research, 185(3), 1026{1037.
Laporte, G., & Louveaux, F. V. 1993. The integer L-shaped method for stochastic integer
programs with complete recourse. Operations Research Letters, 13(3), 133{142.
Lenstra, J. K., Shmoys, D. B., & Tardos, E. 1990. Approximation algorithms for scheduling
unrelated parallel machines. Mathematical Programming, 46, 259{271.
Leung, J. Y.-T., & Li, C.-L. 2008. Scheduling with processing set restrictions: A survey.
International Journal of Production Economics, 116, 251{262.
Levi, R., Roundy, R., & Shmoys, D. B. 2007. Provably Near-Optimal Sampling-Based
Policies for Stochastic Inventory Control Models. Mathematics of Operations Research,
32(4), 821{839.
Levi, R., Perakis, G., & Uichanco, J. 2013a. The data-driven newsvendor problem: new
bounds and insights. Massachusetts Institute of Technology. Working Paper.
Levi, R., Perakis, G., & Uichanco, J. 2013b. Regret optimization for stochastic inventory
models with spread information. Massachusetts Institute of Technology. Working paper.
Liyanage, L. H., & Shanthikumar, J. G. 2005. A practical inventory control policy using
operational statistics. Operations Research Letters, 33, 341{348.
McDiarmid, C. 1989. On the method of bounded dierences. Pages 148{188 of: Surveys
in Combinatorics. Cambridge: Cambridge University Press.
Ou, J., Leung, J. Y.-T., & Li, C.-L. 2008. Scheduling parallel machines with inclusive
processing set restrictions. Naval Research Logistics, 55(4), 328{338.
Perakis, G., & Roels, G. 2008. Regret in the Newsvendor Model with Partial Information.
Operations Research, 56, 188{203.
Pinedo, M., & Weiss, G. 1979. Scheduling stochastic tasks on two parallel processors. Naval
Research Logistics Quarterly, 26, 527{536.
Pinedo, M. L. 2002. Scheduling: Theory, Algorithms, and Systems. Second edn. Upper
Saddle River, NJ: Prentice-Hall.
Pipeline & Hazardous Materials Safety Administration. 2011a. Facts & Stats { Pacic Gas
& Electric Pipeline Rupture in San Bruno, CA. Online; accessed 16-July-2012.
165
Pipeline & Hazardous Materials Safety Administration. 2011b. Reports & Research { Cast
iron pipeline R&D projects. Online; accessed 18-December-2012.
Raghavan, R., & Thompson, C. D. 1987. Randomized rounding: a technique for provably
good algorithms and algorithmic proofs. Combinatorica, 7, 365{374.
Rockafellar, R. T. 1972. Convex Analysis. Princeton, NJ: Princeton University Press.
Savage, L. J. 1951. The theory of statistical decisions. Journal of the American Statistical
Association, 46(253), 55{67.
Scarf, H. 1959. Bayes Solution to the statistical inventory problem. Annals of Mathematical
Statistics, 30(2), 490{508.
Scarf, H. E. 1958. A min-max solution to an inventory problem. Pages 201{209 of: K. J.
Arrow and S. Karlin and H. E. Scarf (ed), Studies in Mathematical Theory of Inventory
and Production. Stanford, CA: Stanford Univerity Press.
Sengupta, D., & Nanda, A. 1997. Log-concave and concave distributions in reliability. Naval
Research Logistics, 46, 419{433.
Sengupta, D., & Paul, D. 2005. Some tests for log-concavity of life distributions. Preprint
available at http://anson.ucdavis.edu/debashis/techrep/logconca.pdf.
Shapiro, A. 2008. Stochastic programming approach to optimization under uncertainty.
Mathematical Programming, 112, 183{220.
Sherali, H. D., & Fraticelli, B. M. P. 2002. A modication of Benders' decomposition
algorithm for discrete subproblems: An approach for stochastic programs with integer
recourse. Journal of Global Optimization, 22, 319{342.
Smith, S.A., & Agrawal, N. 2000. Management of multi-item retail inventory systems with
demand substitution. Operations Research, 48(1), 50{64.
Srinivasan, A. 1996. An Extension of the Lovasz Local Lemma and its applications to integer
programming. Pages 6{15 of: Proc. of the seventh annual ACM-SIAM symposium on
discrete algorithms.
Stigler, S. M. 1974. Linear Functions of Order Statistics with Smooth Weight Functions.
The Annals of Statistics, 2(4), 676{693.
Swamy, C., & Shmoys, D. B. 2005. Sampling-based approximation algorithms for multi-
stage stochastic optimization. In: Proceedings of the 46th Annual IEEE Symposium on
the Foundations of Computer Science.
Weber, R. R. 1982. Scheduling jobs with stochastic processing requirements on parallel
machines to minimize makespan or ow time. Journal of Applied Probability, 19, 167{
182.
Yue, J., Chen, B., & Wang, M. C. 2006. Expected value of distribution information for the
newsvendor problem. Operations Research, 54(6), 1128{1136.
Zipkin, P. H. 2000. Foundations of Inventory Management. New York: The McGraw-Hill
Companies, Inc.
166
