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Abstract
In this work, we study the instability of an inverse problem of radiative transport
equation with angularly averaged measurement near the diffusion limit, i.e. the nor-
malized mean free path (the Knudsen number) 0 < ε 1. It is well-known that there
is a transition of stability from Ho¨lder type to logarithmic type with ε→ 0, the theory
of this transition of stability is still an open problem. In this study, we show the tran-
sition of stability by establishing the balance of two different regimes depending on the
relative sizes of ε and the perturbation in measurements. When ε is sufficiently small,
we obtain exponential instability, which stands for the diffusive regime, and otherwise
we obtain Ho¨lder instability instead, which stands for the transport regime.
Key words. instability, radiative transport equation, inverse problem, diffusion approximation,
Kolmogorov entropy
1 Introduction
In this paper, we will study the instability of an inverse problem for stationary radiative
transport equation (RTE) near the diffusive limit. The radiative transport equation is the
typical model to describe the propagation of radiative particles through a scattering medium.
In the stationary setting, we assume the density of particles u(x, v) satisfies following general
RTE
v · ∇u(x, v) + σt(x, v)u(x, v) =
ˆ
Ω
k(x, v, v′)u(x, v′)dµ(v′), in D × Ω
u(x, v) = f(x, v), on Γ−
(1)
The spatial domain D ⊂ Rd, d ≥ 2 is bounded with convex smooth boundary, Ω = Sd−1
denotes the unit sphere in Rd, dµ is the associated uniform probability measure of Ω. f(x, v)
models an incident illumination density of particles entering the domain. The incoming
condition Γ− and outgoing condition Γ+ are defined by Γ± = {(x, v) ∈ ∂D×Ω : ±nx ·v > 0},
where nx is the outward unit normal vector at x ∈ ∂D. The optical parameters σt(x, v)
and k(x, v, v′) are the total absorption coefficient and scattering coefficient respectively.
For most inverse transport problems, these optical parameters are unknown and needed
to be reconstructed from certain boundary measurement (e.g. albedo operator) or interior
measurement [5, 6, 13, 16, 27, 29]. Such inverse problems have a wide application in medical
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imaging, remote sensing, nuclear engineering, astrophysics, etc., we refer the interested
readers to e.g. [3, 17,20,22,26,32,33].
In many inverse transport problems, it is assumed that the albedo operator
Λ : f(x, v)→ u|Γ+ (2)
is fully or partially provided and it is also common to assume the optical parameters to
be independent of angular variable, σt(x, v) = σt(x) and k(x, v, v
′) = σs(x)p(v, v′) for some
a-priori known phase function p. When the source function f = f(x, v) resolves angular
dependence, the theory has been extensively studied in [7, 8] using the singular decomposi-
tion of Schwartz kernels, the coefficients σt(x) and σs(x) can be reconstructed with Ho¨lder
type stability for d ≥ 3. While in many applications it is impractical to measure the angular
dependence in the sources and measurements or resolve the dependence due to the possibly
very low particle counts in certain directions. Therefore the measurements are most often
performed through the angularly integrated or averaged form, i.e. the output only depends
on the spatial variable x ∈ ∂D which has a higher signal-to-noise ratio (SNR). With aver-
aged measurement and angularly resolved source, the singular decomposition technique still
works [19] since the ballistic part is more singular and could be used to reconstruct σt by
inverting the X-ray transform of σt while reconstruction of scattering coefficient σs will be
difficult due to the loss of singularity in single- and multiple-scattering components. When
the illumination source is also angularly independent, f(x, v) = f(x), the singular decompo-
sition technique is not applicable anymore, it is widely accepted that such inverse problem is
quite ill-posed and has been verified by various synthetic numerical examples [11,31], while
the theoretical study of the uniqueness and stability is only limited to the linearization for
small optical parameters [5, 9] by inverting the single scattering component and a complete
theory is still unavailable.
In this paper, we consider the inverse transport problem with angularly independent
source and angularly averaged measurement and study the instability of reconstructing the
total absorption coefficient σt near the diffusive regime. In order to characterize the closeness
to diffusion approximation, we rescale the RTE by the Knudsen number 0 < ε 1 as follows
v · ∇u(x, v) +
(
εσa(x) +
1
ε
σs(x)
)
u(x, v) =
1
ε
σs(x)〈u〉, in D × Ω
u(x, v) = f(x), on Γ−
(3)
The scattering coefficient σs(x)p(v, v
′) is known for x ∈ D and the parameter σa(x) :=
σt(x)−σs(x) is the absorption coefficient. Hence we only need to consider the reconstruction
of σa instead. For simplicity, we let the phase function p(v, v
′) ≡ 1 and use the symbol 〈u〉
to represent the following angularly averaged integral, which is then independent of v.
〈u〉 =
ˆ
Ω
p(v, v′)u(x, v′)dµ(v′) =
ˆ
Ω
u(x, v)dµ(v). (4)
We also define the scaled measurement by the averaged albedo operator
Λσa : f(x) ∈ X 7→ Λσaf(x) = J (x) ∈ Y
J (x) = 1
ε
ˆ
nx·v>0
v · nxu(x, v)dµ(v), (5)
2
where u(x, v) solves the RTE (3) and the Banach spaces X , Y will be clarified later. Since
the incoming boundary condition u(x, v) = f(x) on Γ− is already provided, we can replace
the outward boundary current J (x) by the following integration over the full angular space
J (x) = 1
ε
ˆ
Ω
v · nxu(x, v)dµ(v). (6)
One of the special cases is the purely linear transport equation, where we drop the
collision term by σs ≡ 0, then the measurement will be exactly a line Radon transform of
absorption coefficient if we take f as a point source on boundary. In this setting, the inverse
problem has Ho¨lder stability since line Radon transform only loses one half of derivative.
Another special case is the diffusion limit of (3) with ε→ 0, using the Hilbert asymptotic
expansion, the RTE is then approximated by the following diffusion equation [10,14,24,25]
− 1
d
∇
(
1
σs(x)
U(x)
)
+ σa(x)U(x) = 0 (7)
and the averaged albedo operator Λσa turns to be the Dirichlet-to-Neumann (DtN) map. The
reconstruction of the potential of Scho¨dinger equation from DtN map is closely related to the
electrical impedance tomography (EIT) or Caldero´n’s problem. The EIT problem has a long
history of study [2,23,30,34], it is well-known that the reconstruction of isotropic conductivity
from DtN map at boundary is severely ill-posed, the reconstruction has logarithmic stability
or exponential instability [15, 21].
For the above two cases, the stability translates from Ho¨lder type (ε→∞) to logarithmic
type (ε → 0), the theory of this transition of stability is still an open problem. Especially
when ε is away from zero, the uniqueness and stability are relatively less studied. In [12], by
allowing angular dependence of source function, the authors discussed the condition number
of the instability of the reconstruction of optical parameters σa and σs based on the linearized
approximation when ε 1, which can not explain the transition to exponential instability
for diffusion limit as ε → 0. In [4], the authors have shown the stability of scattering
coefficient in the linearized case with zero background and small absorption, in which case
the scattering effect is dominated by the single scattering term.
In the following context, we fix X = Hs(∂D) and Y = H−s(∂D) and s > d+4
2
for the
averaged albedo operator Λσa . We will see that the instability of Λσa : H
s(∂D)→ H−s(∂D)
varies from Ho¨lder type instability to exponential type instability as the Knudsen number ε
decreases to 0, which matches the EIT problem’s result.
The rest of this paper is organized as follows. In the Section 2, we make appropriate
assumptions on the coefficients and state our main results. In Section 3, we introduce
some preliminary results and provide key proofs. In Section 4, we provide an estimate for
the matrix representation for Λσa . In the Section 5, we prove the main results by using
Kolmogorov’s entropy theory. We give conclusions in Section 6 and provide the proofs of
two Lemmas used in the proof of our main result in Appendix.
2 Main results
For simplicity, we fix the domain D = B(0, 1) ⊂ Rd, where B(z, r) denotes a ball centered
at z with radius r, and assume the scattering coefficient σs(x) ≡ σs is a positive constant
3
over D. We define the admissible set of the absorption coefficient by
S := {σa |σa(x) ∈ L∞(D), σa ≥ 0, suppσa ⊂ K, σa ∈ Cq(K)}
where the interior region K = B(0, r0) with 0 < r0 < 1 and q > 0. We also introduce
the d-dimensional spherical harmonic basis Hd := {Ymj |m ≥ 0, 1 ≤ j ≤ pm} on the unit
sphere Sd−1, where Ymj being a spherical harmonic of order m and pm =
(
m+d−1
d−1
)−(m+d−3
d−1
) ≤
2(1+m)d−2, thenHd forms a Schauder basis for X = Hs(∂D) and Y = H−s(∂D) respectively.
Theorem 2.1. For any q > 0 and any dimension d ≥ 2, any R > 0, there is a constant β > 0
such that for any θ ∈ (0, R
2
) and σa,0 ∈ L∞(D) with ‖σa,0‖∞ ≤ R2 , suppσa,0 ⊂ K = B(0, r0),
there are absorption coefficients σa,1, σa,2 ∈ Cq(K), also supported in K such that
‖Λ1 − Λ2‖Hs(∂D)→H−s(∂D) ≤ 8
√
2ω(θ−
d
(2d+1)q ),
‖σa,1 − σa,2‖∞ ≥ θ,
‖σa,i − σa,0‖Cq ≤ β, i = 1, 2
‖σa,i − σa,0‖∞ ≤ θ, i = 1, 2
(8)
where Λ1,Λ2 are the averaged albedo operators for σa,1, σa,2 respectively, ω(t) is the solution
to following equation
t = log(ω−1) +
ε
ω
+
( ε
ω
)−1/τ
, τ =
d+ 4
2
− s < 0. (9)
Let s = d+4
2
+ 1, then τ = −1, depending on the relation of ε and θ, we introduce two
cases as follows.
Corollary 2.2. When Knudsen number ε is small enough such that
ε ≤ 1
3
θ−
d
(2d+1)q exp
(
−1
3
θ−
d
(2d+1)q
)
,
then under the same assumptions of Theorem 2.1,
‖Λ1 − Λ2‖Hs(∂D)→H−s(∂D) ≤ 8
√
2 exp
(
−1
3
θ−
d
(2d+1)q
)
,
‖σa,1 − σa,2‖∞ ≥ θ,
‖σa,i − σa,0‖Cq ≤ β, i = 1, 2
‖σa,i − σa,0‖∞ ≤ θ, i = 1, 2
(10)
Corollary 2.3. When Knudsen number ε satisfies
1 ε > 1
3
θ−
d
(2d+1)q exp
(
−1
3
θ−
d
(2d+1)q
)
,
then under the same assumptions of Theorem 2.1,
‖Λ1 − Λ2‖Hs(∂D)→H−s(∂D) ≤ 24
√
2εθ
d
(2d+1)q ,
‖σa,1 − σa,2‖∞ ≥ θ,
‖σa,i − σa,0‖Cq ≤ β, i = 1, 2
‖σa,i − σa,0‖∞ ≤ θ, i = 1, 2
(11)
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Remark 2.4. The above two Corollaries indicate the transition from the Ho¨lder type insta-
bility in transport regime to the exponential type instability in diffusion limit as ε becomes
small enough.
3 Preliminaries
In this section, we present the following preliminary results for the scaled RTE (3).
Lemma 3.1. If the boundary source f ∈ Lp(∂D) for p ≥ 1, then u(x, v) ∈ Lp(D × Ω) and
〈u〉 ∈ Lp(D).
Proof. This lemma is a direct conclusion from Theorem 3.3 in [1].
Lemma 3.2. If the boundary source f ∈ L2(∂D), then Λσaf ∈ H−1/2(∂D) ⊂ H−s(∂D).
Proof. To see ψ = Λσaf ∈ H−1/2(∂D), we take an arbitrary function h ∈ H1/2(∂D), then
by Fubini’s theorem,∣∣∣∣ˆ
∂D
ψ(x)h(x)dS(x)
∣∣∣∣ = ∣∣∣∣ˆ
Ω
ˆ
∂D
v · nxu(x, v)h(x)dS(x)dµ(v)
∣∣∣∣ . (12)
On the other hand, h ∈ H1/2(∂D), then there exists a linear bounded extension operator
E : H1/2(∂D) → H1(D) with trace of Eh = h on ∂D. We use hˆ to denote the extension.
Using integration by parts,ˆ
∂D
v · nxu(x, v)h(x)dS(x) =
ˆ
D
v · ∇hˆ(x)u(x, v)dx
−
ˆ
D
(
εσa +
1
ε
σs(x)
)
u(x, v)hˆ(x)dx+
1
ε
ˆ
D
σs(x)〈u〉hˆ(x)dx,
then we have following estimate∣∣∣∣ˆ
∂D
ψ(x)h(x)dS(x)
∣∣∣∣ ≤ ∣∣∣∣ˆ
Ω
ˆ
D
v · ∇hˆ(x)u(x, v)dxdµ(v)
∣∣∣∣+ ∣∣∣∣ˆ
D
εσa(x)hˆ(x)〈u〉dx
∣∣∣∣ . (13)
By the Cauchy-Schwartz inequality, there exists a constant C, C˜ > 0 such that∣∣∣∣ˆ
∂D
ψ(x)h(x)dS(x)
∣∣∣∣ ≤ C (‖u‖L2(D×Ω)‖∇hˆ‖L2(D) + ‖〈u〉‖L2(D)‖hˆ‖L2(D)) ≤ C˜‖f‖L2(∂D)‖h‖H1/2(∂D).
Lemma 3.3. If u is the solution to the RTE (3) and w satisfies the following adjoint
radiative transfer equation with outgoing boundary condition,
−v · ∇w + (εσa + 1
ε
σs)w =
1
ε
σs〈w〉 in D × Ω,
w(x, v) = g(x), on Γ+.
(14)
then u and w satisfy the following relation,ˆ
∂D
(ˆ
Ω
nx · vu(x, v)dµ(v)
)
g(x)dS(x) = −
ˆ
∂D
(ˆ
Ω
nx · vw(x, v)dµ(v)
)
f(x)dS(x). (15)
Proof. The equality is obvious by divergence theorem.
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4 The basic estimate
Let u0(x, v) be the solution to following radiative transport equation with zero absorption
coefficient, we denote the associated measurement operator by Λ0.
v · ∇u0 + 1
ε
σs(x)u0(x, v) =
1
ε
σs(x)〈u0〉, in D × Ω,
u0(x, v) = f(x), on Γ−.
(16)
Assume u(x, v) be the solution to RTE (3) and φ = u − u0, then φ satisfies the following
RTE with vaccum incoming boundary condition,
v · ∇φ(x, v) +
(
εσa(x) +
1
ε
σs(x)
)
φ(x, v) =
1
ε
σs(x)〈φ〉 − εσa(x)u0, in D × Ω,
φ(x, v) = 0, on Γ−.
(17)
For each admissible σa(x), we define the linear operator Γ(σa) := Λσa − Λ0 ∈ L(X ,Y). For
any f, g ∈ Hs(∂D), we have the following equality.
〈Γ(σa)f, g〉 = 1
ε
ˆ
∂D×Ω
v · nxφ(x, v)g(x)dµ(v)dS(x)
= −
ˆ
K
σa(x)gˆ(x)〈u〉(x)dx+ 1
ε
ˆ
D
∇gˆ(x) ·
(ˆ
Ω
vφ(x, v)dµ(v)
)
dx
(18)
where gˆ(x) ∈ H1(D) is an arbitrary extension of g(x) in D and g(x) and gˆ(x) are the
complex conjugates of g(x) and gˆ(x) respectively. Similarly, the above quantity can be also
computed by the adjoint RTE using Lemma 3.3.
〈Γ(σa)f, g〉 =
ˆ
K
σa(x)fˆ(x)〈w〉(x)dx− 1
ε
ˆ
D
∇fˆ(x) ·
ˆ
Ω
vϕ(x, v)dµ(v)dx, (19)
where w0 and w are the solutions to the following adjoint radiative transfer equations,
−v · ∇w0 + 1
ε
σs(x)(x)w0(x, v) =
1
ε
σs(x)〈w0〉, in D × Ω,
−v · ∇w + (εσa(x) + 1
ε
σs(x))w(x, v) =
1
ε
σs(x)〈w〉, in D × Ω,
w0(x, v) = w(x, v) = g(x), on Γ+.
(20)
and ϕ = w − w0, fˆ ∈ H1(D) is an arbitrary extension of f(x) in D, 〈w〉(x) and ϕ(x, v)
are the complex conjugates of 〈w〉(x) and 〈ϕ(x, v)〉 respectively. Combining the above two
representations for 〈Γ(σa)f, g〉, we introduce a basic estimate in the following lemma.
Lemma 4.1. There is a constant C0 = C0(r0, d, s) such that for any 4-tuple (m, j, n, k) that
m,n ≥ 0 and j ≤ pm, k ≤ pn,
|〈Γ(σa)Ymj, Ynk〉| ≤ C0‖σa‖∞(1 + l)
(
rl0 + ε(1 + l)
)
. (21)
where l = max(m,n).
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Proof. The left-hand-side has the following representations by (18) and (19). Each repre-
sentation has two parts, we denote by Ii,mjnk and Li,mjnk, i = 1, 2, respectively.
〈Γ(σa)Ymj, Ynk〉 = −
ˆ
K
σa(x)Yˆnk(x)〈umj〉(x)dx+ 1
ε
ˆ
D
∇Yˆnk(x) ·
ˆ
Ω
vφmj(x, v)dµ(v)dx
= I1,mjnk + I2,mjnk.
〈Γ(σa)Ymj, Ynk〉 =
ˆ
Ω
σa(x)Yˆmj(x)〈wnk〉(x)dx− 1
ε
ˆ
D
∇Yˆmj(x) ·
ˆ
Ω
vϕnk(x, v)dµ(v)dx
= L1,mjnk + L2,mjnk,
The functions Yˆmj and Yˆnk are arbitrary H
1(D) extensions of spherical harmonics Ymj and
Ynk respectively. For the first representation, umj is the solution to (3) with f = Ymj. Denote
u0,mj be the solution to (16) with f = Ymj, the function φmj satisfies the following RTE,
v · ∇φmj +
(
εσa(x) +
1
ε
σs(x)
)
φmj =
1
ε
σs(x)〈φmj〉 − εσa(x)u0,mj, in D × Ω,
φmj(x, v) = 0, on Γ−.
(22)
For the second representation, denote w0,nk and wnk be the solutions to (20) with g = Ynk,
the function ϕnk satisfies the following adjoint RTE,
−v · ∇ϕnk +
(
εσa(x) +
1
ε
σs(x)
)
ϕnk =
1
ε
σs(x)〈ϕnk〉 − εσa(x)w0,nk, in D × Ω,
ϕnk(x, v) = 0, on Γ+.
(23)
For each 4-tuple (m, j, n, k), it is obvious that the quantity |〈Γ(σa)Ymj, Ynk〉| is bounded by
|〈Γ(σa)Ymj, Ynk〉| ≤ min (|I1,mjnk|+ |I2,mjnk|, |L1,mjnk|+ |L2,mjnk|) , (24)
if we define Mi,mjnk (i = 1, 2) as
Mi,mjnk =
{
Li,mjnk, m ≥ n,
Ii,mjnk, n > m,
(25)
then |〈Γ(σa)Ymj, Ynk〉| ≤ |M1,mjnk| + |M2,mjnk|, then it suffices to prove two inequalities as
follows.
1. |M1,mjnk| ≤ C0‖σa‖∞(1 + max(m,n))rmax(m,n)0 .
2. |M2,mjnk| ≤ C0‖σa‖∞ε(1 + max(m,n))2.
Estimate of M1,mjnk. When n > m, M1,mjnk = I1,mjnk. Since the spherical harmonic Ynk
can be naturally extended to a harmonic function by Yˆnk(x) = |x|nYnk(x/|x|), we obtain
following basic estimate by Cauchy-Schwartz inequality,
|I1,mjnk| =
∣∣∣∣ˆ
K
σa(x)|x|nYnk(x/|x|)〈umj〉(x)dx
∣∣∣∣
≤ ‖σa‖∞
(ˆ r0
0
r2n+d−1dr
)1/2
‖〈umj〉‖K
≤ ‖σa‖∞ 1√
2n+ d
r
n+d/2
0 ‖〈umj〉‖K .
(26)
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To estimate ‖〈umj〉‖K , we consider the Peierls integral equation for 〈umj〉 [1, 28,35],
〈umj〉(x) =
ˆ
D
K(x, y)σs
ε
〈umj〉(y)dy +
ˆ
∂D
K(x, y) y − x|y − x| · nyYmj(y)dS(y), (27)
where the integral kernel K is
K(x, y) = 1
νd
E(x, y)
|x− y|d−1 ,
E(x, y) = exp
(
−|x− y|
ε
ˆ 1
0
(ε2σa + σs)(x+ t(y − x))dt
)
,
(28)
and νd is the area of the unit sphere Sd−1. If we denote integral operators K1 and K2 as
K1f(x) =
ˆ
D
K(x, y)σs
ε
f(y)dy,
K2f(x) =
ˆ
∂D
K(x, y) y − x|y − x| · nyf(y)dS(y)
(29)
then the equation is solved by
〈umj〉 = (I −K1)−1K2Ymj. (30)
Using the Lemma A.1, we have
‖〈umj〉‖K ≤ ‖〈umj〉‖D ≤ C‖Ymj‖H3/2(∂D) ≤ C(1 +m)3/2. (31)
The constant C is only depending on σs and d, which implies
|I1,mjnk| ≤ ‖σa‖∞C(1 +m)
3/2
√
2n+ d
r
n+d/2
0 ≤ C‖σa‖∞(1 + n)rn0 .
On the other hand, when m ≥ n, M1,mjnk = L1,mjnk, using the equality in Lemma (3.3) for
adjoint RTE and following the above argument, we obtain the similar estimate for |L1,mjnk|,
|L1,mjnk| ≤ C‖σa‖∞(1 +m)rm0 , (32)
and therefore |M1,mjnk| ≤ C‖σa‖∞(1 + max(m,n))rmax(m,n)0 .
Estimate of M2,mjnk. When n > m, M2,mjnk = I2,mjnk. Since ε  1, we can estimate
the solution u0,m,j to RTE (16) using the diffusion approximation theory [14,24]. The solu-
tion u0,mj consists of two parts: the interior solution u
I
0,mj and the boundary layer solution
uB0,m,j,
u0,mj = u
I
0,mj + u
B
0,mj, (33)
where uB0,mj is exponentially small outside a boundary layer of thickness O(ε). The asymp-
totic expansion for uI0,mj has the form
uI0,mj(x, v) = U0,mj −
ε
σs
v · ∇U0,mj +O(ε2). (34)
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where the diffusion approximation U0,m,j(x) = |x|mYm,j(x/|x|) is the solution to the following
diffusion equation when σs is a constant,
1
d
∇ ·
(
1
σs
∇U0,mj
)
= 0, in D
U0,mj = Ymj(x). on ∂D
(35)
For the boundary layer solution uB0,mj, it has an exponential decay with respect to the
distance from the boundary, |uB0,mj(x, v)| ≤ C exp(− `ε(1− |x|)), where ` is the extrapolation
length. Next, we estimate the solution φmj in (17). Since φmj satisfies following RTE
v · ∇φmj +
(
εσa +
1
ε
σs
)
φmj =
1
ε
σs〈φmj〉 − εσau0,mj (36)
with vacuum incoming boundary condition. For the source term on the right-hand-side,
note that suppσa ⊂ K = B(0, r0), then the boundary layer component uB0,mj is bounded
by O(exp(− `
ε
(1 − r0))) inside K, which is much smaller compared to O(ε2), therefore we
can absorb this boundary layer contribution into the O(ε2) remainder term of the interior
solution uI0,mj. Therefore φmj can be represented by in the following form
φmj = Φmj(x)− ε
σs
v · ∇Φmj(x) + ε2Rmj, (37)
where Φmj is the solution to the following diffusion equation with zero Dirichlet boundary
condition,
− 1
d
∇ ·
(
1
σs
∇Φmj
)
+ σaΦmj = −σaU0,mj, (38)
and the corrector term Rmj satisfies the following estimate
‖Rmj‖L2(D×Ω) ≤ C‖σau0,mj‖L2(D×Ω) ≤ C‖σa‖∞‖u0,mj‖L2(D×Ω) (39)
for some constant C independent of ε. Let Jmj denote the velocity averaged vector field,
Jmj(x) =
ˆ
Ω
vφmj(x, v)dµ(v) = − ε
dσs
∇Φmj(x) + ε2R˜mj, (40)
where the vector field R˜mj is
R˜mj =
ˆ
Ω
vRmj(x, v)dv. (41)
Therefore I2,mjnk is bounded by
|I2,mjnk| =
∣∣∣∣1ε
ˆ
D
∇(|x|nYnk(x/|x|)) · Jmj(x)dx
∣∣∣∣
=
1
ε
∣∣∣∣ˆ
D
∇(|x|nYnk(x/|x|)) ·
(
− ε
dσs
∇Φmj(x) + ε2R˜mj
)
dx
∣∣∣∣
≤ ε
∣∣∣∣ˆ
D
∇(|x|nYnk(x/|x|)) · R˜mjdx
∣∣∣∣
≤ Cε‖σa‖∞‖u0,mj‖L2(D×Ω)‖∇(|x|nYnk(x/|x|))‖D
(42)
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Here we have used integration by parts and the fact that Φmj = 0 on ∂D in the second line
of (42). It is easy to find out there exists constant C ′ that
‖∇(|x|nYnk(x/|x|))‖D < C ′
√
1 + n. (43)
and ‖u0,mj‖L2(D×Ω) is bounded by O((1 +m)3/2) due to Lemma A.2. Hence we obtain
|I2,mjnk| ≤ Cε‖σa‖∞(1 + n)2. (44)
When m ≥ n, M2,mjnk = L2,mjnk, we can use the adjoint RTE to acquire a similar estimate
|L2,mjnk| ≤ Cε‖σa‖∞(1 +m)2. (45)
Combine the above two estimates, we conclude that |M2,mjnk| ≤ Cε‖σa‖∞(1 + max(m,n))2.
5 The instability estimate
In this section, we prove the main theorem with respect to the instability estimate. Before
that, we introduce the following definitions based on Kolmogorov’s masterwork [18].
Definition 5.1. Let (X, d) be a metric space and δ > 0, then we say
1. A set Y ⊂ X is a δ-net for X1 ⊂ X if for any x ∈ X1 there exists y ∈ Y such that
d(x, y) ≤ δ.
2. A set Z ⊂ X is θ-distinguishable if for any distinct z1, z2 ∈ Z, we have d(z1, z2) ≥ θ.
The following lemma shows that the number of q-times differentiable functions grows at
least exponentially with its Cq norm. The proof can be easily adapted from [18].
Lemma 5.2 (Kolmogorov). Let d ≥ 2 and q > 0. For θ, β > 0, consider the metric space
Xqθβ = {f ∈ Cq0(K) : ‖f‖∞ ≤ θ, ‖f‖Cq ≤ β and f ≥ 0} (46)
the metric is induced by L∞ norm. Then there is a constant µ > 0 such that for any β > 0
and θ ∈ (0, µβ), there is a θ-distinguishable set Z ⊂ Xqθβ, its cardinality satisfies following
lower bound.
|Z| ≥ exp (2−d−1(µβ/θ)d/q) . (47)
For any bounded linear operator A : X → Y , we consider its matrix representation by
the entries amjnk = 〈AYmj, Ynk〉, then the operator norm of A can be bounded by
‖A‖2X→Y ≤
∑
m,j,n,k
(1 +m)−2s(1 + n)−2s|amjnk|2. (48)
The 4-tuple of integers (m, j, n, k) in above summation runs through all combinations that
m,n ≥ 0, 1 ≤ j ≤ pm, 1 ≤ k ≤ pn.
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Lemma 5.3. ‖A‖2X→Y ≤ 32 supm,j,n,k(1 + max(m,n))d−2s|amjnk|2.
Proof. We separate the summation into two parts: m > n and m ≤ n. Since the dimension
of subscripts j and k are bounded by 2(1 +m)d−2 and 2(1 + n)d−2, we have
∑
m,j,n,k
(1 +m)−2s(1 + n)−2s|amjnk|2 ≤ 4
∞∑
m=0
(1 +m)d−2s−2
m−1∑
n=0
(1 + n)d−2−2s sup
n<m
|amjnk|2
+4
∞∑
n=0
(1 + n)d−2s−2
n∑
m=0
(1 +m)d−2−2s sup
m≤n
|amjnk|2.
The first term stands for the summation of m > n, the second term stands for the summation
of m ≤ n. The supremes are taken over all 1 ≤ j ≤ pm, 1 ≤ k ≤ pn. Because s ≥ d2 ,
d− 2− 2s ≤ −2, the summation ∑m−1n=0 (1 + n)d−2−2s ≤∑m−1n=0 (1 + n)−2 < 2,
4
∞∑
m=0
(1 +m)d−2s−2
m−1∑
n=0
(1 + n)d−2−2s sup
m>n
|amjnk|2 ≤ 8
∞∑
m=0
(1 +m)d−2s−2 sup
n<m
|amjnk|2. (49)
Similarly, the other term is bounded by
4
∞∑
n=0
(1 + n)d−2s−2
n∑
m=0
(1 +m)d−2−2s sup
m≤n
|amjnk|2 ≤ 8
∞∑
n=0
(1 + n)d−2s−2 sup
m≤n
|amjnk|2. (50)
Therefore, we can combine the above two bounds
‖A‖2X→Y ≤ 16
∞∑
l=0
(1 + l)d−2s−2 sup
l=max(m,n)
|amjnk|2
≤ 16
( ∞∑
l=0
(1 + l)−2
)
sup
l
(
(1 + l)d−2s sup
l=max(m,n)
|amjnk|2
)
≤ 32 sup
l
(
(1 + l)d−2s sup
l=max(m,n)
|amjnk|2
)
= 32 sup
m,j,n,k
(1 + max(m,n))d−2s|amjnk|2.
(51)
Define the following Banach space Xs by
Xs := {(amjnk)
∣∣ ‖(amjnk)‖Xs := sup
m,j,n,k
(1 + max(m,n))d/2−s|amjnk| <∞},
then the estimate (51) shows that ‖A‖X→Y ≤ 4
√
2 ‖(amjnk)‖Xs . We denote B∞+,R as following
set,
B∞+,R = {f ∈ L∞(K)|‖f‖∞ ≤ R, f ≥ 0}, (52)
then we have following lemma about the δ-net of Γ(B∞+,R).
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Lemma 5.4. The operator Γ maps B∞+,R into Xs for any s >
d+4
2
. There exists a constant
0 < η = η(s, d) that for every δ ∈ (0, e−1), there is a δ-net Y for Γ(B∞+,R) in Xs, with at
most exp
(
η
(
log δ−1 + ε
δ
+
(
ε
δ
)−1/τ)2d+1)
elements, where τ = d+4
2
− s < 0.
Proof. For any s > d+4
2
and σa ∈ B∞+,R, using the Lemma 4.1, we have
sup
m,j,n,k
(1 + max(m,n))d/2−s|(M1,mjnk)| ≤ C0R sup
l
(1 + l)d/2−s+1rl0 <∞,
sup
m,j,n,k
(1 + max(m,n))d/2−s|(M2,mjnk)| ≤ C0Rε sup
l
(1 + l)d/2−s+2 ≤ C0Rε <∞.
(53)
then we have
∥∥Γ(σa)∥∥Xs < ∞, which implies that Γ(B∞+,R) ⊂ Xs. Denote τ = d+42 − s < 0,
let lδs be the smallest integer such that ∀l ≥ lδs
(1 + l)τ
(
rl0 + ε
) ≤ δ
4C0R
. (54)
We conclude that
lδs ≤ max(l1, l2) ≤ l1 + l2, (55)
where l1 and l2 are the solutions to following equations.
(1 + l1)
τrl10 =
δ
8C0R
, (1 + l2)
τε =
δ
8C0R
. (56)
It is easy to deduce that l1 ≤ log( δ8C0R)/ log r0 and l2 =
(
8C0Rε
δ
)−1/τ − 1, then there exists
an absolute constant Cˆ that
1 + lδs ≤ Cˆ
(
log δ−1 +
(ε
δ
)−1/τ)
. (57)
For all 4-tuples (m, j, n, k) that max(m,n) ≤ lδs, the upper bounds are given by Lemma 4.1
that |M1,mjnk| ≤ C0C ′0R and |M2,mjnk| ≤ C0Rε(1 + lδs)2, where C ′0 = supl(1 + l)rl0. We
denote δ′ = δ
8
√
2
and consider the sets
Y1,δs := δ
′Z ∩ [−C0C ′0R,C0C ′0R],
Y2,δs := δ
′Z ∩ [−C0Rε(1 + lδs)2, C0Rε(1 + lδs)2].
(58)
Then |Y1,δs| = 1 + 2bC0C
′
0R
δ′ c ≤ 1 + 16
√
2C0C′0R
δ
and |Y2,δs| = 1 + 2bC0Rε(1+lδs)2δ′ c ≤ 1 +
16
√
2C0Rε(1+lδs)
2
δ
. Define the following two sets
Y1 = {(bmjnk) | bmjnk ∈ Y1,δs for max(m,n) ≤ lδs, bmjnk = 0 otherwise},
Y2 = {(cmjnk) | cmjnk ∈ Y2,δs for max(m,n) ≤ lδs, cmjnk = 0 otherwise},
(59)
We briefly prove Y = Y1 + Y2 is a δ-net for Γ(B
∞
+,R). Let (amjnk) ∈ Γ(B∞+,R), we construct
two elements (bmjnk) ∈ Y1 and (cmjnk) ∈ Y2 as approximations to M1,mjnk and M2,mjnk. If
max(m,n) ≤ lδs, we take b′mjnk to be one of the closest elements in Y1,δs to M1,mjnk and
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c′mjnk to be one of the closest elements in Y2,δs to M2,mjnk, then |b′mjnk − M1,mjnk| ≤ δ′
and |c′mjnk −M2,mjnk| ≤ δ′. If max(m,n) > lδs, then b′mjnk = c′mjnk = 0. Since s > d/2,
(1 + max(m,n))d/2−s ≤ 1, then it is easy to obtain
4
√
2(1 + max(m,n))d/2−s(|b′mjnk −M1,mjnk|+ |c′mjnk −M2,mjnk|) ≤ 8
√
2δ′ = δ.
For max(m,n) > lδs, above inequality also holds by the construction of lδs. Therefore Y is
a δ-net for Γ(B∞+,R).
Next, we count the elements in Y . Since |Y | = |Y1||Y2|, it remains to estimate the cardi-
nalities for both Y1 and Y2. Let nl be the number of 4-tuples (m, j, n, k) that max(m,n) = l,
then Y1 has |Y1,δs|nδs elements and Y2 has |Y2,δs|nδs elements, where nδs =
∑lδs
j=0 nj ≤
8(1 + lδs)
2d−2. Using the fact that log(1 + t) ≤ t for t ≥ 0 and log δ−1 ≥ 1, we can es-
timate |Y | by applying (57) and taking η sufficiently large,
|Y | ≤
((
1 +
16
√
2C0C
′
0R
δ
)(
1 +
16
√
2C0Rε(1 + lδs)
2
δ
))8(1+lδs)2d−2
≤ exp
((
C1 log(δ
−1) + log
(
1 +
16
√
2C0Rε(1 + lδs)
2
δ
))
8(1 + lδs)
2d−2
)
≤ exp
(
C2
(
log(δ−1) +
ε
δ
)
(1 + lδs)
2d
)
≤ exp
(
C3
(
log(δ−1) +
ε
δ
)(
log δ−1 +
(ε
δ
)−1/τ)2d)
≤ exp
(
η
(
log δ−1 +
ε
δ
+
(ε
δ
)−1/τ)2d+1)
.
(60)
Proof of theorem 2.1. Let θ ∈ (0, R
2
), by Lemma 5.2, σa,0 +Xqθβ has a θ-distinguishable set
σa,0 + Z ⊂ σa,0 + Xqθβ, then any two elements in σa,0 + Z are separated by a distance of
at least θ in L∞ norm and σa,0 + Xqθβ ⊂ B∞+,R. By Lemma 5.4, the constructed set Y is a
δ-net for Γ(σa,0 +Xqθβ). When |σa,0 +Xqθβ| > |Y |, then there are two absorption coefficients
σa,1, σa,2 ∈ σa,0 +Xqθβ, their images under Γ are in the same Xs-ball of radius δ centered at
some element in Y , then use (51), we obtain
‖Γ(σa,1)− Γ(σa,2)‖X→Y ≤ 8
√
2δ. (61)
We take δ be the unique solution to the following equation
θ−
d
(2d+1)q = log δ−1 +
(ε
δ
)
+
(ε
δ
)−1/τ
, τ =
d+ 4
2
− s < 0, (62)
and choose β that
β > µ−1 max
(
R
2
,
(
2(d+1)η
)q/d)
, (63)
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then µβ ≥ R
2
> θ satisfies the requirement for Lemma 5.2, which implies
|σa,0 +Xqθβ| = |Xqθβ| ≥ exp(2−d−1(µβ/θ)d/q) > exp(ηθ−d/q) ≥ |Y |. (64)
Remark 5.5. In the above Lemma 5.4, with slightly modification, we can actually relax
the condition s > d+4
2
to s > d+3
2
if we take the summation
∑∞
l=0 (1 + l)
−1+µ instead of∑∞
l=0 (1 + l)
−2 in (51) with 0 < µ < 2s− (d+ 3), but there will be a constant depending on
µ then.
Proof of Corollary 2.2 and Corollary 2.3. Under the assumption that s− d+4
2
= 1, it is clear
that δ solves equation
θ−
d
(2d+1)q = log δ−1 + 2
(ε
δ
)
. (65)
which is exactly the function ω in Theorem 2.1. We consider two cases. The first case, ε is
sufficiently small, (ε
δ
)
≤ log δ−1 ⇒ ε ≤ δ log δ−1,
θ−
d
(2d+1)q ≤ 3 log δ−1 ⇒ δ ≤ exp
(
−1
3
θ−
d
(2d+1)q
)
.
(66)
The second case, ε is not sufficiently small, we have(ε
δ
)
≥ log δ−1 ⇒ ε ≥ δ log δ−1,
θ−
d
(2d+1)q ≤ 3
(ε
δ
)
⇒ δ ≤ 3εθ d(2d+1)q .
(67)
The rest of proof is straightforward by applying Theorem 2.1.
Remark 5.6. We also want to point out the Ho¨lder type instability estimate in [12] is
similar to our Corollary 2.3 as special cases. For the special case s − d+4
2
= 1 and a fixed
perturbation δ in the measurement operator Λ, if the Knudsen number ε is large compared to
the perturbation in the sense ε  O(δ log δ−1), the contribution of diffusion approximation
M1,mjnk is dominated by that of transport M2,mjnk. The authors in [12] take the linearization
which neglects the diffusion contribution term M1,mjnk and only consider the contribution
from M2,mjnk. Hence the instability estimate only contains Ho¨lder type. While for the
situation ε is sufficiently small such that ε O(δ log δ−1), then M1,mjnk becomes dominant
and therefore can not be simply dropped.
6 Conclusion
In this paper we study the instability of an inverse problem of radiative transfer with an-
gularly averaged measurement near diffusion limit 0 < ε  1. When ε → 0, the problem
degenerates to the inverse problem of a diffusion equation which is equivalent to the EIT
problem. Our instability estimate characterized the balance and transition of instability due
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to diffusion and transport. When ε is away from zero and perturbation in measurement δ
is small enough, Ho¨lder type of instability due to transport is observed, which is still ill-
posed unless sufficient regularity is imposed. Otherwise, exponential instability similar to
EIT problem is observed. The framework of our study is motivated by [21], which uses the
matrix representation to compute the norm of Λσa and Kolmogorov entropy to estimate the
cardinalities of a δ-net and a θ-distinguishable set. However, our proof relies the assumption
on s > d+4
2
to assure the existence of ‖·‖Xs norm, it might be possible to relax the restriction
of s further by considering the orthogonal relation between the vector spherical harmonics
when estimating M2,mjnk, which will be our future investigation.
Acknowledgment
H. Zhao is partially supported by NSF Grant DMS 1622490 and 1821010.
A Appendix
In this appendix, we briefly prove the following two key lemmas used in the proof of Theorem
2.1.
Lemma A.1. The integral operators K1 and K2 defined in (29), satisfy
‖(I −K1)−1K2f‖L2(D) < C‖f‖H3/2(∂D) (68)
where C is a constant independent of ε.
Proof. We only have to prove for the case σa ≡ 0. First, we estimate the norm of (I−K1)−1.
The operator K1 is defined as
K1f(x) = 1
νd
ˆ
D
exp(−σs
ε
|x− y|)
|x− y|d−1
σs
ε
f(y)dy (69)
where σs is a positive constant, νd is the area of the unit sphere in Rd, and D is the unit
ball in Rd. With a slight abuse of notation, we consider f(x) as f(x)χD, where χD is the
characteristic function of D. Then
K1f = k ∗ f. (70)
Take Fourier transform,
K̂1f(ξ) = k̂(ξ)f̂(ξ), (71)
where k(x) is defined as
k(x) =
1
νd
exp(−σs
ε
|x|)
|x|d−1
σs
ε
. (72)
The Fourier transform of k(x) is
k̂(ξ) =
1
νd
ˆ ∞
0
ˆ pi
0
exp(−σs
ε
ρ)
σs
ε
exp(−i|ξ|ρ cos θ)dρ sind−2 θdθ
=
νd−1
νd
ˆ pi
0
sind−2 θdθ
1 + ε2 |ξ|
2
σ2s
cos2 θ
.
(73)
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It is easy to see that |k̂(ξ)| < 1 and is a decreasing function of |ξ|. On the other hand, since
f is compactly supported in D,
|f̂(ξ)| = |
ˆ
D
exp(−ix · ξ)f(x)dx| ≤
ˆ
D
|f(x)|dx ≤ CD‖f‖L2 (74)
for some CD depending on D only. Then there exists an absolute constant s > 0 that
ˆ
|ξ|<s
|f̂(ξ)|2dξ ≤ 1
2
‖f‖2L2 . (75)
For |ξ| ≤ s and ε small enough, we have
k̂(ξ) =
2νd−1
νd
(ˆ θˆ
0
sind−2 θdθ
1 + ε2 |ξ|
2
σ2s
cos2 θ
+
ˆ pi
2
θˆ
sind−2 θdθ
1 + ε2 |ξ|
2
σ2s
cos2 θ
)
≤ 1
2
1
1 + ε2 |ξ|
2
σ2s
cos2 θˆ
+
1
2
≤ 1
1 + C(ε2 |ξ|
2
σ2s
)
,
(76)
where C is positive constant independent of ε and θˆ satisfies
νd−1
νd
ˆ θˆ
0
sind−2 θdθ =
νd−1
νd
ˆ pi
2
θˆ
sind−2 θdθ =
1
4
.
Then we obtain the following estimate
‖K1f‖2L2 = ‖K̂1f‖2L2 = ‖k̂f̂‖2L2 ≤
ˆ
|ξ|<s
|k̂|2|f̂ |2 +
ˆ
|ξ|≥s
|k̂|2|f̂ |2
≤
ˆ
|ξ|<s
|f̂ |2 + 1
1 + 2C2 s
2
σ2s
ˆ
|ξ|≥s
|f̂ |2 ≤
1 + C2 s
2
σ2s
1 + 2C2 s
2
σ2s
‖f‖2L2 = (1−O(2))‖f‖2L2 .
Therefore ‖(I −K1)−1‖L2(D)→L2(D) ≤ O(ε−2). In the next, we compute K2f . Denote
G(r) = − 1
νd
ˆ ∞
r
e−
σs
ε
ρ
ρd−1
dρ,
then we can easily verify that
K2f =
ˆ
∂D
∂nG(|x− y|)f(y)dS(y)
=
ˆ
D
∇ · (∇G(|x− y|)f˜(y))dy
= (I −K1)f˜ +
ˆ
D
∇G(|x− y|) · ∇f˜(y)dy
= (I −K1)f˜ −
ˆ
D
G(|x− y|)∆f˜(y)dy +
ˆ
∂D
G(|x− y|)∂f˜
∂n
dS(y),
(77)
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where f˜ is an extension of f in D and ‖G‖L2(D)→L2(D) = O(ε2). Assume ∂nf˜ = 0 on ∂D, we
have (I −K1)−1K2f = f˜ − (I −K1)−1G ∗∆f˜ and
‖(I −K1)−1K2f‖L2(D) ≤ C inf
∂nf˜=0,f˜ |∂D=f
(‖f˜‖L2(D) + ‖∆f˜‖L2(D)) ≤ C‖f‖H3/2(∂D). (78)
Lemma A.2. Suppose u is the solution to (3), then
‖u‖L2(D×Ω) ≤ C‖f‖H3/2(∂D) (79)
where C is independent of ε when ε 1.
Proof. We estimate the solution by solving the linear transport equation with no absorption,
|u(x, v)| ≤
ˆ τ−(x,v)
0
exp
(
−σs
ε
l
) σs
ε
|〈u〉(x− lv)| dl + exp
(
−σs
ε
τ−(x, v)
)
|f(x− τ−(x, v)v)|
where τ−(x, v) = sup{t |x− tv ∈ D}. Denote line integral operator T by
Tg(x, v) :=
ˆ τ−(x,v)
0
exp
(
−σs
ε
l
) σs
ε
g(x− lv)dl,
then we have the following L∞ and L1 estimates for Tg,
|Tg(x, v)| ≤ ‖g‖∞
ˆ τ−(x,v)
0
exp
(
−σs
ε
l
) σs
ε
dl < ‖g‖∞,
ˆ
D×Ω
|Tg(x, v)|dxdv =
ˆ
D×D
exp(−σs
ε
|x− y|)
|x− y|d−1
σs
ε
|g(y)|dxdy < ‖g‖L1 .
The latter inequality is from Young’s inequality. By Riesz-Thorin interpolation, when ε 1,
there exists a constant c1 independent of ε that
‖T 〈u〉‖L2(D×Ω) < ‖〈u〉‖L2(D) ≤ c1‖f‖H3/2(∂D). (80)
It remains to estimate the boundary contribution term Sh(x, v) = exp
(−σs
ε
τ−(x, v)
)
h(x−
τ−(x, v)v), we follow a similar approach
|Sh(x, v)| ≤ ‖h‖∞ (81)
and by Young’s inequality, there is a constant c2 independent of ε when ε 1 such that
ˆ
D×Ω
Sh(x, v)dxdv =
ˆ
D
ˆ
∂D
exp(−σs
ε
|x− y|)
|x− y|d−1
∣∣∣∣ny · x− y|x− y|
∣∣∣∣h(y)dS(y)dx
≤ c2‖h‖L1(∂D).
(82)
Then ‖Sf‖L2(D×Ω) ≤ √c2‖f‖L2(∂D) by Riesz-Thorin interpolation.
17
References
[1] V. Agoshkov, Boundary value problems for transport equations, Springer Science &
Business Media, 2012.
[2] G. Alessandrini, Determining conductivity by boundary measurements, the stability
issue, in Applied and Industrial Mathematics, Springer, 1991, pp. 317–324.
[3] S. R. Arridge and J. C. Schotland, Optical tomography: forward and inverse
problems, Inverse Problems, 25 (2009), p. 123010.
[4] G. Bal, Inverse transport from angularly averaged measurements and time har-
monic isotropic sources, Mathematical Methods in Biomedical Imaging and Intensity-
Modulated Radiation Therapy, CRM Series, (2008), pp. 19–35.
[5] , Inverse transport theory and applications, Inverse Problems, 25 (2009), p. 053001.
[6] G. Bal, F. J. Chung, and J. C. Schotland, Ultrasound modulated bioluminescence
tomography and controllability of the radiative transport equation, SIAM Journal on
Mathematical Analysis, 48 (2016), pp. 1332–1347.
[7] G. Bal and A. Jollivet, Stability estimates in stationary inverse transport, Inverse
Problems & Imaging, 2 (2008), pp. 427–454.
[8] , Stability for time-dependent inverse transport, SIAM Journal on Mathematical
Analysis, 42 (2010), pp. 679–700.
[9] G. Bal, I. Langmore, and F. Monard, Inverse transport with isotropic sources
and angularly averaged measurements, Inverse Probl. Imaging, 2 (2008), pp. 23–42.
[10] A. Bensoussan, J. L. Lions, and G. C. Papanicolaou, Boundary layers and
homogenization of transport processes, Publications of the Research Institute for Math-
ematical Sciences, 15 (1979), pp. 53–157.
[11] B. Bi, B. Han, W. Han, J. Tang, and L. Li, Image reconstruction for diffuse opti-
cal tomography based on radiative transfer equation, Computational and mathematical
methods in medicine, 2015 (2015).
[12] K. Chen, Q. Li, and L. Wang, Stability of stationary inverse transport equation in
diffusion scaling, Inverse Problems, 34 (2018), p. 025004.
[13] M. Choulli and P. Stefanov, An inverse boundary value problem for the stationary
transport equation, Osaka journal of mathematics, 36 (1999), pp. 87–104.
[14] R. Dautray and J.-L. Lions, Mathematical analysis and numerical methods for
science and technology, 1993.
[15] M. Di Cristo and L. Rondi, Examples of exponential instability for inverse inclusion
and scattering problems, Inverse Problems, 19 (2003), p. 685.
18
[16] H. Gao and H. Zhao, Multilevel bioluminescence tomography based on radiative trans-
fer equation part 1: l1 regularization, Optics Express, 18 (2010), pp. 1854–1871.
[17] S. Glasstone and A. Sesonske, Nuclear reactor engineering: reactor systems en-
gineering, Springer Science & Business Media, 2012.
[18] A. Kolmogorov and V. Tikhomirov, ε-entropy and ε-capacity in functional spaces,
Mat. Nauk, 14 (1959), pp. 3–86; English transl.: Amer. Math. Soc. Transl., 17 (1961),
277–364.
[19] I. Langmore, The stationary transport problem with angularly averaged measurements,
Inverse Problems, 24 (2008), p. 015024.
[20] F. Leblond, H. Dehghani, D. Kepshire, and B. W. Pogue, Early-photon fluo-
rescence tomography: spatial resolution improvements and noise stability considerations,
JOSA A, 26 (2009), pp. 1444–1457.
[21] N. Mandache, Exponential instability in an inverse problem for the schro¨dinger equa-
tion, Inverse Problems, 17 (2001), p. 1435.
[22] N. McCormick, Inverse radiative transfer problems: a review, Nuclear science and
Engineering, 112 (1992), pp. 185–198.
[23] A. I. Nachman, Global uniqueness for a two-dimensional inverse boundary value prob-
lem, Annals of Mathematics, (1996), pp. 71–96.
[24] G. C. Papanicolaou, Asymptotic analysis of transport processes, Bulletin of the
American Mathematical Society, 81 (1975), pp. 330–392.
[25] , Diffusion in random media, in Surveys in applied mathematics, Springer, 1995,
pp. 205–253.
[26] K. Ren, G. Bal, and A. H. Hielscher, Transport-and diffusion-based optical to-
mography in small domains: a comparative study, Applied Optics, 46 (2007), pp. 6669–
6679.
[27] K. Ren, R. Zhang, and Y. Zhong, Inverse transport problems in quantitative pat
for molecular imaging, Inverse Problems, 31 (2015), p. 125012.
[28] , A fast algorithm for radiative transport in isotropic media, arXiv preprint
arXiv:1610.00835, (2016).
[29] P. Stefanov and G. Uhlmann, An inverse source problem in optical molecular
imaging, Analysis & PDE, 1 (2008), pp. 115–126.
[30] J. Sylvester and G. Uhlmann, A global uniqueness theorem for an inverse boundary
value problem, Annals of mathematics, (1987), pp. 153–169.
19
[31] J. Tang, B. Han, W. Han, B. Bi, and L. Li, Mixed total variation and regulariza-
tion method for optical tomography based on radiative transfer equation, Computational
and mathematical methods in medicine, 2017 (2017).
[32] L. Tsang, J. A. Kong, and R. T. Shin, Theory of microwave remote sensing,
(1985).
[33] C. Tucker and P. Sellers, Satellite remote sensing of primary production, Inter-
national journal of remote sensing, 7 (1986), pp. 1395–1416.
[34] G. Uhlmann, Electrical impedance tomography and caldero´n’s problem, Inverse prob-
lems, 25 (2009), p. 123011.
[35] V. Vladimirov, Mathematical problems in the one-velocity theory of particle transport,
tech. rep., Atomic Energy of Canada Limited, 1963.
20
