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ABSTRACT
Abstract
Bayelva is a High-Arctic research site on Spitsbergen Island in the Svalbard archipelago
(78.551 ° N; 11.571 ° E) where climate, soil and snow components are recorded since 1998 by
the Alfred-Wegener-Institute. This study site is underlain by permafrost with average tem-
peratures around -2.8 °C and seasonally snow-covered from October to May. The snow pack
thermally insulates the soil temperatures from air temperature signals, a connection which is
not well understood yet. To gain better understanding of these thermal relationships, long-
term analyses of air, radiation, soil and snow characteristics were examined in this study.
Air temperature has increased by 0.14 °C per year for the period from 1998 to 2016 which is
higher than the global average temperature increase in the same period. Radiation balance
trend analyses are characterized by an increase in longwave radiation during winter months.
Results of snow characteristic studies show that the last day in the year with a snow cover
has been moving to earlier dates with 0.5 days per year from 1998 to 2016, extending the
snow-free season. Thus more time for soil warming is supplied. This aligns well with warming
trends of all soil temperature sensors to a depth of 9m as well as the thickening of the active
layer (ALT). The ALT is estimated to have reached a depth of 2m in 2016 for the first time,
following an increase of 0.05 per year. Since it is difficultly to measure the exact ALT, we
used the ’Stefan-Model’.
To account for different magnitudes of snow cover insulation, an effective snow depth (Sdepth,eff)
was calculated for each year. High Sdepth,eff values represent high thermo-insulation, due to
early snowfall and long periods with snow depths over 0.4m, and can be linked to years in
which re-freezing of the whole active layer took until early March of the next year.
The results of this study support the importance of snow physical characteristics for the per-
mafrost thermal regime, as also detailed in the Arctic Monitoring and Assessment Programme
- an Arctic Council Working Group.
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1 INTRODUCTION
1 Introduction
In 2014, the Intergovernmental Panel on Climate Change (IPCC) published the Contribution
of Working Group II to their Fifth Assessment Report: Impacts, Adaption, and Vulnerability
[Larsen et al. 2014]. The authors gathered research results on climate change and summarize
impacts of climate change on the environment as well as humankind, give adaption sugges-
tions as well as vulnerability aspects of the Earth. The report states that amongst many
other challenges humankind has to face in the coming years, like water scarcity or sea-level
rise, changes in the Arctic and Antarctica permafrost due to climate change will have a direct
impact on the lives of people in those regions. Degradation of this frozen ground may even
put lives at risk [Larsen et al. 2014]. The Physical Science Basis published one year earlier
reported that both the temperature of continuous permafrost (covering >90% of a geographic
region) as well as the freeze and thaw pattern of seasonally frozen ground are highly sensitive
to climatic changes. Resulting changes in landscapes, ecosystems, hydrology, and the gas
exchange between atmosphere and the lithosphere are drastic and the full extent is not yet
fully understood [IPCC 2013b].
Warming temperatures in most regions of continuous permafrost as well as the thickening
of seasonally thawing and freezing ground are both observed with high confidence, showing
high agreement of the evidence. The extent of the snow cover on the Northern Hemisphere
(NH) was decreasing since 1950 with very high confidence [IPCC 2013c]. While the evidence
of those trends is very clear and there is high agreement amongst the contributing scientists,
the degree of change rates is provided with uncertainties, due to high variations between dif-
ferent research sites. Emphasizing the importance and urgency to gain deeper understanding
of those processes, the IPCC has decided on publishing a Special Report on the Ocean and
Cryosphere in a Changing Climate (SROCC) by the end of 2019.
In addition to the IPCC reports on the state of frozen ground, the Arctic Monitoring and
Assessment Programme – an Arctic Council Working Group published their second report
on Snow, Water, Ice and Permafrost in the Arctic (SWIPA), focusing only on Arctic regions,
giving an even closer insight in recent research developments [AMAP 2017]. A significant
gap of knowledge identified by the authors, exists on snow related processes in the Arctic.
Uncertainties occur especially on the role a seasonal snow cover plays as boundary layer on
the temperature profile between the atmosphere and lithosphere. The effect a snow cover has
on soil temperatures was modeled by Cook et al. [2008]. The authors run a state of the art
climate model (CAM3-CLM3) in a first round with two cases of thermal conductivity of the
snow layer: at first setting the thermal conductivity equal to the underlaying soil pack, thus
eliminating an insulation effect, and second setting the thermal conductivity as a function of
snow density. Both cases are run with minimal and maximal observed thermal conductivity
values, leading to the result of soil cooling up to 20K in winter for the high conductivity/low
insulation scenario. This example for a climate model including a seasonal snow cover shows
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how intense the thermal insulation can be but on the other hand is based on the density of
snow, a property that is highly difficult to determine.
To gain better knowledge on the big-scale developments (Arctic, Global) profound under-
standing of regional processes needs to be achieved. This study contributes to this, by char-
acterizing snow-related processes of a High-Arctic research site on Svalbard. Meteorological
and energy balance parameters as well as subsurface components were recorded since 1998 in
Bayelva, a river bank, situated on the west coast os Svalbard. Long-term trends of the vari-
ables connected to the thermal regime of the atmosphere-lithosphere interaction are examined
in a first step of this work. Comparing them to other Arctic sites gives insight on the high
variability of results of climate change on frozen ground regions. In a second part, the role
of the seasonal snow cover on air and soil temperature differences is inspected more closely,
applying an exponential fit defined by Slater et al. [2017]. Before an introduction to recent
techniques and research results of permafrost regions is given, the three most important terms
for this work will be defined:
The term permafrost is used, where the average soil temperature is below 0 °C for at
least two consecutive years,
the term active layer is used for the soil layer underlain by permafrost, that thaws and
re-freezes in the course of a year. The maximum thaw depth during summer is referred
to as active layer thickness (ALT).
after Harris and Permafrost Subcommittee [1988], and:
climate describes the current state of the atmosphere statistically in terms of the mean
and variability of relevant quantities. The classical time period is 30 years,
after IPCC [2013a].
The IPCC works with confidence intervals when judging evidence of a specific climate topic.
Confidence intervals are based on both the evidence itself and the agreement with other
sources. The evidence itself is judged on type, amount, quality and consistency. Very high
confidence is reached when evidence occurs multiple times independently and is of high quality
[Mastrandrea et al. 2010]. Thus, when the IPCC states a relationship between two climate pa-
rameters, several studies have produced the same results and the research community reached
a consent on one particular issue. In the following section, the state-of-the-art on meteoro-
logical, energy budget, subsurface and snow parameters is presented together with knowledge
gaps and uncertainties. Organized climatological measurements can be dated back to the
late 19th century, being limited to recordings of air temperatures, atmospheric pressure and
precipitation mostly. In 1873 the World Meteorological Organization (WMO) was founded,
building a worldwide network to describe the current state of the atmosphere [ZAMG 2018].
Today the aim for standardized measurement techniques and a consistent dense network is
tackled by committees like the IPCC on a global scale, the AMAP on a regional scale or
the World Radiation Monitoring Center – Baseline Surface Radiation Network (WRMC -
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BSRN) on a topical scale. A common goal is to understand climate change processes from
the past and project them to the future [Boike et al. 2017]. To understand global processes,
regional characteristics need to be quantified precisely to account for regional climatological
differences. The following section presents the current state of research in Bayelva.
1.1 State of Research
Improving modeling the future state of permafrost requires in-situ measurements for verifi-
cation. Still, field work in permafrost regions is a big challenge, since ground temperatures
below 0 °C for more than two consecutive years require air temperatures below 0 °C for most
of the year, leading to harsh conditions when researching in those areas. Being exposed to
extreme climate conditions is challenging for both humans and the measurement equipment.
Nonetheless, research in Bayelva today covers a broad range of climatological relevant pro-
cesses ranging from soil physics and hydrology, to soil chemistry, surface energy balance,
vegetation patterns to surface gas exchange fluxes. Essential for soil thermal properties are
fluvial hydrology processes, that origin in the glaciers surrounding the research site, feeding
the Bayelva river during ablation with sediments. Hodson et al. [2002] report that solute
elution due to snow pack melt-off is one major controlling factor in the Bayelva river basin,
regarding its hydrochemistry. In-situ hydrochemical water sampling for their study was con-
ducted in 1991 and 1992. Research on the surface energy budget, containing radiation, latent,
and ground heat flux measurements in Bayelva is profound even though the system is highly
complex [Westermann 2010]. Continuous data recordings in Bayelva started in 1998, when the
study site also used for this study was set up. In the nearby village of Ny-Ålesund radiation
measurements already started in 1993, covering a 25-year period by now. These long-term
trends are valuable in permafrost research, since ground temperature phenomenons are long-
ranging [Westermann 2010]. The energy surface balance in Bayelva is strongly connected
to the presence or absence of a snow cover. Several applications of surface energy budget
models were made to this point, aiming on quantifying the role of the snow cover as energy
supplier to the underlaying soil. Boike [2003] attributed 30-50% of the total net radiation
energy to be supplied to the ground for the spring melt seasons of 1998 to 2000. A one-year
study from March 2008 to March 2009 using radiation, sensible, latent and heat fluxes as well,
accredited 15% of the supplied energy to the thawing of the active layer in July and August
[Westermann et al. 2009]. Directly related to the annual course of radiation components are
surface gas exchanges like the CO2 and H2O. Those are measured together with sensible and
latent heat fluxes at the eddy covariance tower, installed in 2007 [Westermann 2010]. Lloyd
[2001] identifies solar radiation as well as soil temperatures as controlling physical variables for
changes in carbon dioxide fluxes in the Bayelva flood plain. Both variables activate plants and
soil microorganisms. A simple combined photosynthetic assimilation-soil respiration model
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is able to capture CO2 fluxes during summer but lacks in accuracy for spring snow melt and
early autumn snow fall seasons. The authors recommend more complex models at that point.
The complexity of biotic and abiotic CO2 processes through a snow cover were quantified for
the years 2008 and 2009 by Lüers et al. [2014]. The snow pack acts as mediator during the
snow season together with mesoscale wind and pressure forcings.
To capture the spatial and temporal distribution as highly resolved as possible recent trends
in snow cover research on Bayelva are both ground based high resolution photography and
satellite remote sensing [Winther et al. 1999; Boike et al. 2017; Aalstad et al. 2017]. Reso-
lutions below 1 km are already set with high errors when averaging, due to the microscopic
variability of the snow distribution. An ensemble-based assimilation scheme, relating the
timing of snow cover melt up received from satellite products to snow water equivalent of the
pre-melt situation proved valuable for hydrometeorological reanalyses [Aalstad et al. 2017].
Derksen and LeDrew [2000] attribute the snow cover a multidisciplinary role, which is re-
flected in the research fields in Bayelva presented above. They all have in common, that
the snow cover states a physical variable, that interacts with intensely with its surround-
ings. At the same time it is a major source of variability thus leading to uncertainties in
permafrost modeling [AMAP 2017]. Long-term analyses of the broad physical components
is named as one approach to provide deeper insight in the role of the snow cover in Bayelva
[Westermann 2010; Lloyd 2001]. The motivation for this study is therefore to use the almost
20-year recordings of snow cover related physical components from Bayelva and describe their
trend developments from 1998 to 2017. More precisely, this study aims to give insight on
the vertical temperature profile in Bayelva, Svalbard, focusing on the role of the snow cover
as thermo-insulation between atmosphere and lithosphere. The variables considered in this
thesis and the most common measurement techniques will shortly be introduced in the next
section, including the specific research questions asked for this study.
1.2 Variables and techniques
Permafrost temperatures are recorded through boreholes installed at various sites all over the
Arctic which reach depths of 26m below surface [AMAP 2017]. Active layer temperatures
are often recorded by digging a soil profile. Here, temperature sensors (as well as volumetric
water content sensors) can be positioned along the material layering of the soil, presenting a
2D-grid, giving insight on the procession of temperature waves in the soil [Boike et al. 2017;
Hinzman et al. 2005; Boike et al. 2013]. ALT is measured manually by inserting a steel probe
into the soil until resistance of the frozen soil occurs [Åkerman and Johansson 2008; Klene
et al. 2001]. Snow depth measurements were conducted manually for the longest part of snow
depth recordings. That method limits observations to easy accessible areas, whereas remote
locations were underrepresented in the Arctic network. In-situ installed infra red measure-
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ments of the depth of the snow/soil surface started in the early 1990, automating snow depth
recordings in most countries [AMAP 2017]. Higher spatial as well as temporal resolution
of snow cover measurements brought an intense increase on knowledge of snow related pro-
cesses. Vital for snow hydrological processes is the measurement of the snow water equivalent
(SWE), showing the amount of water stored in a snow pack. Those measurements are still
mostly conducted manually as well. The GlobSnow product by Takala et al. [2011] maps
snow depth and SWE all over the Arctic. Their algorithm combines weather station data
with satellite passive microwave radiometry to generate a 30-year time-series for the NH. It
is the best available method to date to collect snow depth and SWE data in such quantity as
well as quality [AMAP 2017]. Nonetheless, the uncertainties are still limiting, when applying
snow cover models. Remote sensing is used more and more to detect fractional snow cov-
ers, estimate the SWE, measure albedo values or determine the melt state of the snow pack
[AMAP 2017]. The quality of remotely collected information on snow covers increases, when
being validated with in-situ measurements. The more knowledge on regional differences is
available, the better transregional models work.
The archipelago of Svalbard is in the very north (78° N) of the Arctic Ocean. The islands
represent the unique feature of a comparatively warm climate, with average air temperatures
in January being -13 °C and +5 °C in July (compared to -29 °C and +11 °C on Baffin Island in
the Canadian Arctic Archipelago, 70° N [meteoblue 2018] or the Lena River Delta in Siberia
with -30 °C and +10 °C in January and July [Boike et al. 2013]). The moderate annual air
temperature amplitudes result from the West Spitsbergen Ocean Current, the northernmost
branch of the North Atlantic Current, transporting warmth to the high latitudes in the Arctic
Ocean [Boike et al. 2017]. Understanding permafrost thermal processes of this unique place
could be transferred to other regions with currently colder conditions, which in the future
reach warmer temperatures and permafrost degradation proceeds.
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The introduction highlighted the importance of characterizing the snow cover in Bayelva in
order to improve permafrost models. The following questions will be answered in this thesis:
A) Trend Detection
– How did climate parameters proceed from 1998 to 2017?
∗ Air Temperature
∗ Radiation Components
– How did soil parameters proceed from 1998 to 2017?
∗ Soil Temperatures
∗ Active Layer Thickness
– How did snow cover characteristics proceed from 1998 to 2017?
∗ Timing and Duration
∗ Snow Depth
B) Thermal Insulation Relationship
– How does the correlation of Sdepth,eff and Anorm behave in regard to the thermal
insulation effect of a snow cover?
– What influence of the snow cover on temperature amplitudes can be identified?
To begin with, the study site of this work will be introduced in chapter 2. Subsequently a
background on the thermal relationships in permafrost regions will be given in chapter 3,
followed by the explanation of the analysis methods in chapter 4. The results are presented
in chapter 5 and will be discussed concerning uncertainties and comparison to other Arctic
sites in chapter 6. The final part summarizes the findings of this study and gives an outlook
for further research (chapter 7).
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2 Study Site
All data used for this study was recorded in Bayelva on the archipelago of Svalbard, 78° N.
Bayelva is a small research site 2 km west of the town of Ny-Ålesund, the northern-most
settlement in the world. Two stations, Koldewey (from the german-based Alfred-Wegener-
Institut, Helmholtz-Zentrum für Polar- und Meeresforschung (AWI)) and Rabot (French Polar
Institute Paul Emile Victor (IPEV)) joined their forces in 2003 and founded the AWIPEV
Base.
Spitsbergen
Figure 1: Location of Spitsbergen in the Arctic Ocean (78.551° N; 11.571° E) and aerial
orthoimage (20 cm/px) of the study site with the locations of the different stations
used in this study. [Boike et al. 2017].
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2.1 Climate Stations
Climate data measurements are collected since 1993, leading to a broad data network over a
timespan of 24 years by now. These long-term measurements can provide detailed informa-
tion on the various processes in soil and atmosphere and their connections to each other. The
Bayelva research station is running since 1998. Today over 50 sensors measure different com-
ponents, that describe the complex interactions of atmosphere, active layer and permafrost.
This chapter starts with a description the setup of the climate station, focusing on air temper-
ature, radiation and precipitation. Other measurements are shortly mentioned but will not
be discussed in detail, since they are not part of the analyses made in this work. Two high-
resolution soil profiles, recording soil temperatures and volumetric water content installed in
1998 and 2009 are described in the second section. Permafrost temperatures are recorded
since 2009 with temperature sensors in a bore-hole and are depicted in the third section.
Snow depth measurements are taken by the climate station. All data was provided by the
working group of Dr. Julia Boike of the AWI.
2.1 Climate Stations
Both climate and soil stations described in the following are located on a small hill and are
fenced to protect sensors from reindeer disturbance.
Climate data in Bayelva was collected by two stations. The first one was installed in 1998,
running until August 2009 (for schematic set-up see Fig. 20). In that year a new station
was installed, which is still running (for schematic set-up see Fig. 21). Air temperature is
measured half-hourly (since 2009, before: hourly) in a height of 2 m. Radiation components
are recorded separately (incoming/outgoing shortwave and incoming/outgoing longwave ra-
diation) only since 2009. Before the net radiation budget was recorded. In 2003 a downward-
looking pyrgeometer to detect reflected longwave radiation was installed additionally, thus a
longer time-series for this component exists. At the AWIPEV station in Ny-Ålesund, mete-
orological data is recorded since 1992 as part of the worldwide Baseline Surface Radiation
Network (BSRN). In this study, the Bayelva dataset was complemented with AWIPEV data
at some points which will be commented on the respective sections. Snow depth measure-
ments are part of the climate station and are recorded since 1998 with a sonic ranging sensor
(SR50). Raw distance from the sensor to the surface (either ground surface or snow surface)
is measured. In 2006 an additional sensor of the same type was installed in approx. 85m
distance. In 2013 a third snow depth sensor was installed next to the climate station. The
three different data-streams were merged to the so-called ’snow product’, complementing each
other by filling respective gaps and then obtain one long time-series. The distance between
one of the sensors to the two others may result in snow depth changes due to microtopographic
differences of the locations.
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2.2 Soil Stations
Active Layer Temperatures Similar to the time-line of the climate stations, a first high-
resolution soil profile was installed in 1998. The sensor are still running but their data is
only used up to 2009 in this work (for schematic set-up see Fig. 22). For the installation a
1.4m deep and 2m wide trench was excavated, cross-sectioning a mudboil. The soil consisted
mainly of silty clay, the stone content being less than 10%. Below 0.85m the soil was rich
in coal. Temperature as well as volumetric water content (with time-domain reflectometry
(TDR)) was measured in a 2D-profile, with a total of 32 sensors. Due to degradation of
sensor quality (offset of about 6°C in 2009, compared to 1998 and 1999), a second profile was
installed in 2009 (for schematic set-up see Fig. 23). All values with an offset higher than 0.5°C
were flagged accordingly (see section 2.3). The new profile also measures soil temperatures
and volumetric water content, but to a depth of 1.41m (11 sensors), and only in a 1D profile.
Permafrost Temperatures In March 2009 a 9m deep borehole was installed in close prox-
imity to the soil and climate stations. Nine temperature sensors measure temperatures below
ground on a thermometer chain. Due to sensor failure, the chain was replaced several times.
Following the advice of the AWI staff, data-streams below 1.5m were used in this thesis. Sen-
sors above 1.5m are marked with higher uncertainties due to air exchange from the surface.
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2.3 Data Quality Control
All data used in this study was pre-processed and flagged by the AWI. The different flags are
listed in Table 1, where 0 declares good data. Flags ranging from 1 to 8 describe different situ-
ations, which lead to no or bad data, which is excluded from analysis. Flagging routines were
either based on automatic algorithms, run over the different datasets, or executed manually
by engineers (e.g. flag 6, check for plausibility). Since analyses in this study mostly contain
monthly or annual data aggregations, excluding all flags is justified by the large amount of
data available. For other studies a closer look and weighting of the different flags might be
useful to limit data-gaps.
Study site, sensor and flag descriptions are based on Boike et al. [2017].
Table 1: Quality control Description of flags of the Bayelva data-set.
Flag Meaning Description
0 Good data All quality tests passed
1 No data Missing value
2 System error System failure led to corrupted data, e.g. when the power
supply broke down, sensors were removed from their proper
location, sensors broke or the data logger saved error codes
3 Maintenance Values influenced by the installation, calibration and cleaning
of sensors or programming of the data logger; information
from field protocols of engineers
4 Physical limits Values outside the physically possible or likely limits, e.g.
relative humidity should be in a range of 0-100%
5 Gradient Values unlikely because of prolonged constant periods or
high/low spikes; test within each single series
6 Plausibility Values unlikely in comparison with other series or for a given
time of the year; flagged manually by engineers
7 Decreased accuracy Values with decreased sensor accuracy, e.g. identified when
thawing soil does not have a temperature of 0°C
8 Snow covered Good data, but the sensor is snow covered
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3 Background on thermal relations in permafrost regions
Correctly describing soil physics in permafrost regions is highly challenging. It depends on
soil characteristics such as texture, layering, moisture, thermal state, and many more, thus
differing from location to location. This study focuses on the processes behind heat exchange
between atmosphere and lithosphere in continuous permafrost regions.
After a typical temperature profile in permafrost regions (Fig. 2) is introduced, the relevant
physical laws are described. Beginning in the atmosphere, the Surface Energy Budget (SEB)
is explained in chapter 3.1, then moving to the soil, the Ground Thermal Regime (chapter 3.2)
will be discussed. The role of a snow cover as boundary between atmosphere and lithosphere
is explained simultaneously.
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Figure 2: The Temperature Profile through atmosphere and lithosphere is characterized by
a surface offset due to a boundary layer (seasonal snow cover or vegetation)
and a thermal offset between MAGS and TTOP temperatures. Schematic draft
based on Smith and Riseborough [2002].
Figure 2 shows a schematic profile of the atmosphere and lithosphere found in Bayelva. Those
two main components interact in a complex system. To describe the temperature progression,
we define the following variables.
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The temperature of the atmosphere on Svalbard is characterized by the mean annual air
temperature (MAAT), describing the mean thermal state of the atmosphere. Typical for
the Northern Hemisphere (NH) a seasonal snow cover posts a boundary between atmosphere
and lithosphere acting as disturbance in the temperature profile. MAAT and mean annual
ground surface temperature (MAGST) thus show a surface offset, meaning that MAAT
are colder than MAGST (during snow season). This offset can also be observed during snow
free seasons, due to vegetation acting as the boundary. Surface offset due to vegetation
is smaller than that due to snow cover. An attempt of understanding the relationship of
air and surface (and soil) temperatures is one subject of this study. A second temperature
progress offset, in the opposite direction, is given between MAGST and temperatures at
the top of permafrost (TTOP). Mean temperature from the ground surface gets colder as
it proceeds to deeper depths of the active layer, meaning that the thermal offset is opposite
to the surface offset. Permafrost temperatures stay below 0°C for the whole permafrost layer,
gradually (geothermal gradient) moving towards zero degrees at the bottom of permafrost.
Changing air temperature signals lead to MAGST temperature variations between Tmin and
Tmax that are being transfered into the soil to a depth of zero annual amplitude (see
Fig. 2). Below this point seasonal temperature changes have no more impact.
3.1 Surface Energy Budget
The temperature course described in the previous section is the result of energy transfer
between an atmospheric volume and an underlying land volume. The interface is set to be an
infinitesimally thin surface with no energy storage (in theory). This assumption is not valid
for all surfaces (e.g forests), but for tundra with only little vegetation the approximation is
justified. All energy fluxes are closed at all times, resulting in the following equation:
0 = Sin + Sout + Lin + Lout +Qh +Qe +Qg (1)
The difference between incoming (Sin) and reflected (Sout) shortwave radiation is the net
shortwave radiation, while the difference between downward (Lin) and upward (Lout) facing
longwave radiation is called net longwave radiation. Qh is the sensible heat flux, Qe the latent
heat flux and Qg the ground heat flux or snow heat flux during snow-covered periods. For a
complete surface budget, the water budget equation needs to be factored in. This includes
water transport in the soil, rainfall and evapotranspiration and is coupled with the surface
energy budget through the latent heat flux. In this thesis the water budget will be mentioned
but is not focused on further [Westermann 2010].
The relationship of incoming and outgoing shortwave radiation is given by the albedo (α =
Sout/Sin) of a surface. Values differ between 0 and 1, where snow-free tundra on Svalbard
ranges between 0.1 and 0.2 and snow cover between 0.8 and 0.9 [Maturilli et al. 2015]. Both
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shortwave and longwave radiation budgets are influenced by cloud cover. Shortwave through
the cloud albedo and longwave through the emission and absorption characteristics of the
surface, described by the Stefan-Boltzmann-Law:
Lout = εσsbT
4
surf − (1− ε)Lin (2)
with σsb being the Stefan-Boltzmann constant. Equation (2) describes the coupling of surface
temperature and outgoing longwave radiation, which is based on the blackbody radiation of
the ground. Since the tundra on Svalbard behaves differently than a black body, the Kichhoff’s
Law emissivity ε needs to be introduced.
3.2 Heat Flow in Frozen Soils
This chapter presents theories that describe the thermal processes in the soil. The focus
lies on heat propagation from the surface to deeper depths, thaw and freeze-back properties
and the thermal state of permafrost on Svalbard. Precipitation plays an important role as
it adds water to the system, thus being able to change the temperature regime on a short
scale through one single event (e.g. rain on snow event). Therefore, this chapter introduces
precipitation development on Svalbard. Several approaches to describe heat flow dynamics
exist, with differing levels of complexity. Here only the ones used for this work are introduced.
Loosely following Woo [2012], basic concepts of thermal conductivity and head capacity will
be explained (section 3.2.1), as well as the progression of temperature waves (section 3.2.2).
In section 3.2.3 an approach to estimate the maximal thawing depth of the active layer will be
described. This approach is only based on air and soil temperatures and the volumetric water
content of the soil. Temperatures at the exact surface are basically impossible to measure,
thus one method of approximation will be explained (section 3.2.4). With this physical
background, the data were analyzed and the steps will be explained in the next chapter.
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3.2.1 Thermal Conductivity and Heat Capacity
The connection of atmosphere and lithosphere is given by the surface energy budget (1). This
section describes thermal processes in the active layer. Soil properties, for example mineral
and organic material fractions, as well as air, water and ice content are the factors determining
thermal conductivity of a soil volume. Estimations for dry and wet soils are:
Kdry =
(0.135ρb + 64.7)
(2700− 0.947ρb) (3)
Ksat =
5∏
j=1
KT (j)
f(i) (4)
with ρb being bulk density, KT (j) and f(j) the thermal conductivity and volumetric fraction
of different type of soil (j), including ice, water, air and mineral and organic materials, as
defined by de Vries, Nichollson and Oke in Woo [2012]. The heat capacity is then calculated
by:
CT =
5∑
j=1
C(j)f(j) (5)
where CT is the bulk heat capacity and C(j) the heat capacity of the different soil types. The
thermal diffusivity is yielded by dividing the thermal conductivity by the heat capacity:
DT =
KT
CT
(6)
3.2.2 Progression of Temperature Waves
As temperature signals from the atmosphere travel deeper into the soil, they are dampened
over time. Analytical solutions face the following difficulties:
1. The annual amplitude of the air temperature is distorted by a seasonal snow cover.
2. Soil temperature rise in spring caused by melt water infiltration is hard to describe.
3. Zero-curtain effects during thawing and re-freezing are not always accounted for.
The thawing period happens gradually during late spring to summer. Freeze-back on the
other hand occurs in stages in late autumn to winter. There are different stages, that can
be followed in Figure 3a) where the temperature processions during freeze-back in 2011 of
all depths measured in the soil profile are shown. Positive temperatures in the active layer
start dropping towards 0°C in the first stage. This phase is referred to as zero-curtain effect
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(Outcalt et al. [1990] in Roth and Boike [2001]). The effect generates through water vapor
transport and mechanisms of internal distillation, caused at the soil surface by freeze/thaw
events. It is followed by a couple of days where conductive heat flow is close to zero, thus
temperatures stay roughly between 0 and -3°C. This isothermal state ends with the cold front
from the surface intervening, leading to a rapid decrease of soil temperatures.
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Figure 3: a) Active Layer Temperatures during freeze-back in October 2011. The Zero-
Curtain phenomenon is indicated (dashed black lines), where temperatures linger
just below 0°C until they start dropping rapidly. b) Empirical freezing char-
acteristic obtained from plotting measured values of liquid water content versus
temperature for the probes at 0.245m depth. The axes on the right indicate the
latent heat associated with the change of θliqw if the excess water freezes (Hsl) or
if it evaporates (Hsv) [Roth and Boike 2001].
3.2.3 The Stefan-Model
The Stefan-Model is a simplified description of heat transfer in permafrost regions, assuming
that sensible heat is negligible. Energy consumption or release during thaw or re-freeze
respectively is set equal to the conductive heat flux, which is approximated by interpolating
the freezing temperature of water Tf and the surface temperature Tsurf to the freeze-thaw
interface. This leads to
−ρwLslθw ∂Zthaw(t)
∂t
= −KhTsurf (t)− Tf
Zthaw
(7)
for thawing with the thawing depth Zthaw (positive below surface). Integration gives the
analytical solution:
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Zthaw =
√
Kh|TDD(t)|
ρwLslθw
. (8)
Kh denotes the thermal conductivity of soil in [WmK], −ρwLslθw can be summarized to the
volumetric latent heat of soil Qt and a thawing index TDD:
TDD(t) =
∫ t
t0
(Tsurf (t)− Tf )dt. (9)
The following three assumptions are made to simplify heat progression:
• Conduction is the only way of heat transport from the soil surface to the thawing front.
• A constant temperature gradient lets temperatures relax immediately after any distur-
bance.
• At the thawing front heat is consumed completely for melting water.
The Stefan-Model was applied on the Bayelva dataset by Weismüller et al. [2011] and Stern
[2017]. The results will be discussed in section 6.1.
3.2.4 Near-Surface Ground Temperature
As mentioned before, temperature measurements directly on the ground surface are impos-
sible to measure automated. In Bayelva, the uppermost sensor of the high-resolution soil
profile is located just under the surface, thus giving a good estimate. Analytical methods
are formulated, to get an estimate for ground surface temperatures, and one simple empirical
approach is introduced.
Lunardini defined the freezing/thawing n-factor in 1978, to link air and surface tempera-
tures, also accounting for a seasonally disturbing snow cover. By building the ratio between
freezing/thawing degree days in the air and at the surface [Smith et al. 2016; Klene et al.
2001; Phillips et al. 2003; Woo 2012]
nthaw =
TDDsurface
TDDair
, (10)
TDDsurface =
∑
[Tj(surface)− Tb], (11)
Tj being the mean surface temperature on day j, and the freezing temperature Tb of 0°C.
For the freezing n-factor, freezing degree days (FDD) are being used. TDDt is usually given
in degree · days and restricted to days where temperatures are above Tb, for FDD to temper-
atures below the freezing temperature. Equation (11) can be verified by inserting in equation
(8).
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The Thawing or Freezing Degree Days divide the year into warming and cooling regimes,
based on positive or negative (above or below 0°C) air temperatures. The balance of that
annual regime contains consequences on thermal soil-properties and was used in this work to
apply the Stefan-model.
Going one step further, Nelson and Outcalt (1987) calculate the Surface Frost Number F+
to derive frontiers between continuous, discontinuous, sporadic and no permafrost regions
[Barry and Gan 2011].
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In the following chapter the methods used to analyze the Bayelva regarding different aspects
are described. The analysis of the data-set is based on the physical theory/background that
was introduced in the previous chapter and aimed to answer the scientific questions stated in
chapter 1. The results will then be presented in the following chapter 5.
4.1 Air Temperature
Annual mean air temperatures from 1998 to 2016 were calculated for the whole dataset.
At the point of data-analysis, the year 2017 was only recorded until 30th April and is thus
excluded from annual aggregations. Since there are several gaps in the Bayelva time-series,
air temperature records from the neighboring AWIPEV station were used to fill the gaps.
The AWIPEV station is located about 3 km further east and air temperatures are measured
at 2m height, same as in Bayelva. Examining differences of the two datasets gives a mean of
1°C temperature difference of the whole period overlapping. A gap-filling with the AWIPEV
temperatures is thus justified. The monthly means were calculated by the daily means,
filtering out months with more than 5% missing values, in case the AWIPEV data-streams
didn’t catch all gaps. No months had to be excluded from further analysis though. Calendar
years (1st January to 31st December) were used when aggregating annual means to simplify
the comparison to literature (e.g. Maturilli et al. [2013]). For inter-annual variation analysis,
monthly as well as seasonalmean values were calculated. The seasons were defined following
Maturilli et al. [2013]:
spring: March, April and May
summer: June, July and August
autumn: September, October and November
winter: December, January and February.
Winter 2013 for example refers to the months December of 2012, January and February
of 2013. Seasonal aggregations have the advantage of a better representation of climatic
conditions such as cooling or warming, but monthly values permit a more detailed description
of the year.
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4.2 Radiation
Radiation balance trends were computed for annual net radiation from 1999 to 2016. Parallel
to air temperature aggregations in chapter 4.1, seasonal and monthly averages were computed.
The four single components (incoming/outgoing shortwave, incoming/outgoing longwave)
were aggregated monthly, to monitor annual variations. Single components were only recorded
since 2009, so this analysis is limited to this timespan. According to the radiation data
representation of Maturilli et al. [2015] which analyses AWIPEV data, daily aggregations
were excluded if more than 5 hours a day were missing. Monthly mean values were based
on daily aggregations and excluded if more than 4 days were missing. Since data collection
at the AWIPEV station has only little gaps, annual aggregations is possible for all years.
In Bayelva years with more than four months missing were excluded from averaging. This
threshold is justified, since there are either years with only one month missing, or years with
four or more months missing. One missing month is assumed to have only little effect on the
annual average.
4.3 Snow Cover Timing Variation
For most of the years of the Bayelva data-set the months October to May are covered with
snow. The average timespan of seasonal snow cover on the NH is from October to March
[Slater et al. 2017], i.e. the average duration at Bayelva is usually two to three months longer
than the NH mean. The timing of the beginning and ending of the snow cover are on one
hand dependent on air temperature and the radiation budget, and on the other hand influence
soil characteristics like volumetric water content or temperature. This chapter describes the
variables that were used to sketch the course of a snow-layer over the year. In Figure 4 these
variables are shown as an example on the snow cover of 2015/2016. Two kinds of maxima
were differentiated. The global maximum describes the maximal measured snow height
of one snow period. To be able to quantify the duration of the snow cover ablation the
global maximum is misleading, since there might follow more snowfall afterwards, and thus
the ablation process is prolonged or even disturbed. For this reason the last maximum is
defined, i.e. the snow depth after which no snowfall event occurs. From this day on, snow
depth change rates were either negative or stayed the same.
When detecting the beginning and end of snow covers, two different approaches were used.
The first one uses snow depth measurements, the second one changes in the reflection of
shortwave radiation. Both approaches will be explained in the following.
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Figure 4: Snow Cover Variables for an example snow cover in 2015/2016. Variations in the
beginning of the snow cover, the end of snow ablation as well as global and last
maximum snow cover values change the insulation effect on soil temperatures.
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Snow Depth
After first visual examinations of the data, false detections of the sensor during summer
periods can be observed. Following a snow ablation period to 0.0m snow depth, an increase
to around 0.05m snow depth followed. The measurements stayed at this depth until autumn,
when first snow-fall was detected (increase over a few hours to values over 0.1m). The
measured 5 cm during summer were identified as vegetation that started growing as soon as
all snow was melted in spring. Thus all data below 0.05m was excluded in all years from
further analysis. This step facilitates the detection of the end of snow ablation. The
start of the snow cover was defined as the point when a continuous (no more values
below 0.05m) snow cover has built up. The snow cover in Figure 4 started building up in
the middle of October for the first time, but melted off to below 0.05m after a couple of
days again. Since short snow periods like these are assumed to have no influence on the soil
temperatures [Sokratov and Barry 2002], they weren’t accounted for in further analysis. Some
years show incomplete recordings or gaps due to filtering (see section 2.3), and start as well
as end dates could not (with high uncertainty) be analyzed this way, so a second approach
was used, following Maturilli et al. [2015].
Reflection
This approach is based on the different albedo of vegetation, tundra or rocks (between 0.1
and 0.2) and snow (0.8 to 0.9). During onset/offset of a snow cover, albedo values change
with the transition of the surface texture. Figure 5 shows an exemplary course of albedo
values (black solid line) during snow cover ablation, summer and snow cover built up in 2003
(exemplary year) as well as the snow depth in meter (blue area). A rapid decrease in Albedo
follows the melt-of in the end of June, and Albedo values stay below a threshold of 0.2 (black
dashed line) for the duration of summer. The threshold was chosen after Maturilli et al.
[2015] (Fig. 8 and 9), to have a solid basis for comparison. The assumption, that snow depth
records over 5 cm during summer is vegetation is supported by Albedo values lower than 0.2.
First snow-falls in September change the short-wave-ratio immediately, leading to spikes in
the course of the black solid line. These first snow-fall-events are so small and vanish after a
few hours already, that they don’t show up in the daily averaged snow depth measurements
of Figure 5. Due to the frequent jumps in Albedo values, a threshold respective to the one
for the ablation dates is not generated in this thesis (neither in [Maturilli et al. 2015]) to
determine the beginning of the snow cover.
Results of the detection of variation in beginning and end of the Bayelva snow cover are
presented in chapter 5.2.1.
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Figure 5: The blue area shows the snow cover in 2003 (left y-axis), the black line the albedo
(right y-axis) in the same year. Thresholds to determine the end of the snow
cover for the two approaches are shown with dashed lines: dashed blue deter-
mines the end where snow depth measurements stay below 0.05m for the summer
period; dashed black determines the end where albedo values stay below 0.2 for
the summer period.
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4.4 Thermal-Insulation Effect
For a first inspection of the effect of a snow cover on soil and atmosphere, daily averages
were calculated from 1998 to June 2017 and plotted against each other. The results for
depths 0.01, 0.71 and 1.41m are presented in Figure 6. Proceeding days of the year (doy)
are color-coded, with beginning and end of the year both being red, to connect the transition
of years. Horizontal and vertical lines at 0°C as well as a diagonal line where air and soil
temperatures are the same are added to the figures. Divergences from the diagonal line show
more temperature differences between air and soil, when temperatures are below 0°C. This
observation vanishes with deeper depths, until there almost never the same at a depth of
1.41m. Soil temperatures at depth 0.01m varies between 15 and -15°C, while temperatures
at depth 1.41m varies only between 4 and -8°C, reflecting the dampening of air temperature
signals with depth. During summer months (blue and turquoise) and beginning of autumn,
as defined in chapter 4.1, both air and soil temperatures are positive at the uppermost layer,
while in spring and early summer (doy 100 to 150) at depths 0.71 and 1.41m, soil temperatures
are still below zero.
The snow covered part of the year, approximately doy 300 to doy 170 (red and green colors),
show high variability below 0°C. The area under the horizontal and above the diagonal black
lines shows the temperature measurements where soil are warmer than air temperatures.
Here highest variations are shown of mostly winter and spring temperatures. The influence
of a boundary layer between soil and air is clearly visible, but only through this visualization
no clear pattern can be followed. One distinctive feature at depths 0.71 and 1.41m are
winter soil temperatures (red) that linger close to 0°C, even though air temperature drops
below -2°C, represents the zero-curtain effect, explained in chapter 3.2.2. One approach to
describe the relationships between seasonal air and soil amplitudes during winter and spring
is introduced by Slater et al. [2017]. In three steps, data from over 100 study sites on the
Northern Hemisphere, adding up to 2049 observed study years, was analyzed. In this chapter
the steps will be described, chapter 5.2.2 presents the results of the analysis with the Bayelva
data and finally in chapter 6, advantages and difficulties with such estimates will be discussed.
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Figure 6: Daily mean air temperature versus soil temperatures at depths 0.01, 0.71 and
1.41m. Color-code differentiates day of year, with seasons marked for orientation.
Diagonal black line shows where air and soil temperature are the same.
24
4 METHODS
The authors use monthly mean values of air temperatures as well as soil temperatures at a
depth of 0.2m. Using temperatures at 0.2m is used since this is the depth in which most study
sites have continuous data recordings. The aggregation of monthly mean values is explained
as a consequence of being the most common output of large-scale land-models. The cooling
season is defined from October to March, being the average duration of snow covers on the
NH. In step one, a normalized temperature amplitude is generated as follows:
Aair/soil = MAX(Tair/soil)−MIN(Tair/soil) (12)
Seasonal amplitudes of air and soil temperatures are being calculated as shown in equation
(12) respectively. Eliminating climatically driven influences (e.g. large scale seasonal cycles
in deep continental regions and more moderate cycles in coastal regions), as well as describing
the process of heat transfer Anorm is derived from that:
Anorm =
Aair −Asoil
Aair
(13)
Values between 0 and 1 distinguish between minimal difference between soil and air tempera-
ture amplitudes of one cooling season (values close to 0), and soil temperatures that basically
do not change over the timespan (values close to 1). Equation (13) constitutes an inflexible
approach, neglecting the impact of snow cover, soil inhomogeneities or phase changes. Anorm
is thus extended by the parameters P, Q and R. P describes the offset arising from differences
in air and soil amplitudes even in snow-free periods (e.g. through imperfect thermal proper-
ties of the soil or phase change during freeze-back and thawing). Q is a multiplier accounting
for temporal aspects of the snow cover. Cooling of the soil is not only due to a snow cover,
but also due to atmospheric forcing. The last parameter R describes the damping effect of
temperature signals through a soil column, as a result of a snow cover. Before estimating the
non-linear parameter with the Levenberg-Marquardt algorithm (LM), an Effective Snow
Depth Sdepth,eff is introduced, to account for the timing aspects on the insulation properties
of the snow cover. The final equation for Anorm is:
Anorm = P +Q
(
1.− e−
(
Sdepth,eff
R
))
(14)
Sdepth,eff defines as follows:
Sdepth,eff =
M∑
m=1
(Sm · (M + 1−m))
M∑
m=1
m
(15)
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where S is the mean snow-depth of one month, M the maximum duration of the cooling
period, defined in the study as 6 (October to March) and m the index of each month (1 to 6).
Calculations begin with the mean snow-depth S1 in October (m = 1). The hypothesis behind
Sdepth,eff is, that early snowfall has a bigger insulation effect on the air and soil temperature
amplitudes. The result will thus be higher than from a snow cover that reaches maximum
depths late in the cooling season. These assumptions are backed by observations made on
many research sites around the NH. Woo [2012] summary the insulation role of the snow
cover as follows:
• A seasonal snow cover reduces heat loss from the soil to the atmosphere. At the same
time the snow cover experiences a net loss of energy, resulting in cold snow temperatures.
• The effectiveness of the snow cover comes from the amount of air locked in the snow-
pack, meaning the porosity. Roth and Boike [2001] (in [Woo 2012]) state that the
effectiveness is higher with a reduced snow cover.
• Thick snow covers require more melting-time which leads to near-surface temperatures
below 0 °C until the whole snow is gone. Thus influencing soil thermal regimes.
Results of the effective snow depth analysis with the Bayelva data are presented in section
5.2.2.
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4.5 Active-Layer
Active Layer temperatures are recorded in a high-resolution soil profile, that has been
renewed in 2009 (see chapter 1). To exclude seasonal over-representation, annual means with
more than 5% of data gaps longer than 48 hours were excluded from the trend analysis [Boike
et al. 2017]. Smaller gaps were interpolated linearly. Annual, sumer and winter trend were
calculated by the AWI and are shown in Figure 26.
The deepest point of boundary between the seasonally thawing and re-freezing soil layer and
permafrost is defined by the Active Layer Thickness ALT. To get the exact transition depth,
gap-less temperature or volumetric water content measurements would be needed. With
temperature and volumetric water content sensors with known distances like in Bayelva, the
ALT can be assessed by interpolating between the deepest sensor that still thaws in summer
(1.41m from the soil profile) and the first one that doesn’t rise above 0°C anymore (2.5m
from the bore-hole data). A different simple modeling estimate was achieved by applying the
Stefan-Model (see chapter 3.2.3).
Freeze-Back
Figure 3b) shows freezing the correlation of temperatures to the volumetric liquid water
content θliqw at 0.245m depth. This relationship is used to determine the duration of complete
freeze-up of the active layer. The limiting value for total frozen state condition is not set to
0 °C, but to -2 °C since there the volumetric liquid water content is below 8% and total freeze-
up commenced. The day of the year where soil temperatures at depth of 0.1, 0.71 and 1.41m
are below -2 °C is determined for each year from 1998 to 2017 and presented in Figure 14.
4.6 Permafrost
Permafrost temperatures are gathered from borehole data below 1.5m. Sensors in depths of
2.5, 3.5, 5.5, 7.5 and 9m are aggregated to annual mean values for the years from 2010 to 2016.
The years 2009 and 2017 were excluded from annual trend analysis since both years have not
been recorded in total at the time of this study. As mentioned before, the rest of the borehole
sensors were not used in this study, since temperature records that rise above 0°C contain
high uncertainties, probably connected to air temperature influences in the sensor set-up.
Sensors at depths of 0.5 and 1.5m are compared to temperatures recorded at the soil profile
in similar depths (see Fig. 24). Soil temperatures measured in a depth of 0.5m in the borehole
show high day-to-day amplitudes, which can not be seen at the record in the soil profile at a
similar depth (0.55m). When adding daily air temperature values, the amplitudes could be
explained by high amplitudes in the air temperature, which travel to a depth of 0.5m in the
borehole. Borehole records at a depth of 1.5m do not show these amplitudes, suggesting that
the influence of air temperatures vanishes with depth. Since these uncertainties need further
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investigation, temperature records above 2.5m from borehole measurements are excluded
from analyses in this study.
4.7 Precipitation
One of the challenges in recording precipitation on Svalbard is the distinction between liquid
(rainfall) and solid (snowfall) state precipitation. In Bayelva, measurements only represent
rainfall due to the measuring instrument (see chapter 1). Additionally wrong detections oc-
cur during wind-speeds above 12.5m/s, which lead to vigorous shaking of the installation,
falsely detecting rainfall. The affected measurements are flagged in the data-set. The Norwe-
gian Meteorological Institute (formerly: eklim) measures precipitation in Ny-Ålesund with a
heated and shielded bucket, eliminating false detection through high wind-speeds as well as
snowfall consideration. Precipitation measurements from Bayelva were completed with the
eklim-data-set for this study, to be able to regard both cases. Important for the snow energy
budget are rain-on-snow events, in which case the combination of eklim and Bayelva data
would not be necessary [Westermann 2010].
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5 Results
The results chapter consists of four parts. The first two sections present the results of the
data-sets provided by the two stations in Bayelva: climate and soil. Since the snow cover is
analyzed in more detail in this work, section three contains all results of snow-analyses. In
the final part the individual components will be cross-correlated to each other, to try and
find links in the complex system.
5.1 Climate
From the many climate components recorded in Bayelva, radiation and air temperatures were
analyzed in detail in this study. The focus on these two variables was chosen, based on their
importance in energy budget calculations (see chapter 4).
5.1.1 Radiation Component Characteristics
A data-stream from 1998 to 2017 only exists for net radiation values. The four component
sensor was installed in August 2009. Thus presented here are monthly mean values from 2010
to 2017 for incoming (downward) and outgoing (upward) shortwave and longwave radiation.
The nomenclature in Figure 7 is based on Maturilli et al. [2015], to simplify comparison. The
Bayelva data-set used incoming/outgoing, which is why it is used for the rest of this work.
Downward shortwave radiation is characterized by being zero for the months November to
February (11 to 2), the polar night. It reaches maximum values in June (month of summer
solstice) which have been varying between 148W/m2 (in 2013) and 201W/m2 (in 2015).
Inter-annual variations are mainly caused by the varying occurrence of clouds during polar
day seasons. The results of downward shortwave radiation analysis aligns well with the results
of Maturilli et al. [2015]. Directly connected to downward shortwave radiation is the short-
wave radiation reflected from the earth surface, the upward shortwave radiation. Obviously it
is zero during polar night as well (reflecting moonlight is to weak to be displayed in monthly
mean values), maximum values are reached in May and June. They range from 135W/m2
(in May 2016) to 182W/m2 (in June 2014). Since reflected shortwave radiation depends on
the structure of the earth surface, which differs greatly between snow and snow-free tundra,
the variations of monthly mean values in these two months is high. The abrupt decline after
maximum values were reached is also explained through this effect. In 2014 for example (pur-
ple line in Fig. 7c)) a thick snow-layer stayed until late June, explaining this year to differ
from the others. In contrast, 2016 (pink) has the lowest values in almost all months, which
can not be explained through surface differences and will thus be picked up in the discussion
chapter of this study. Downward longwave radiation is the incoming thermal radiation, that
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Figure 7: Bayelva monthly mean values for the years 2010 to 2017 for a) downward short-
wave radiation, b) downward longwave radiation, c) upward shortwave radiation
and d) upward longwave radiation. The legend in a) applies to all plots. e) Shows
the annual mean net radiation from 1999 to 2016 in 95% confidence interval. Lin-
ear regression suggests a trend of 3.28W/m2 per decade (with standard error of
±2.7W/m2 per decade).
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dominates the radiation budget during polar night. It is dependent on atmospheric temper-
ature and humidity. The variability seen in Figure 7b) arises from different cloud situations
and atmospheric water content over the months and years. Maximum values during sum-
mer (JJA) result of higher atmospheric temperatures in these months. The Bayelva dataset
shows similar inter-annual variability (± 50W/m2) for all months, which doesn’t support
observations made in Ny-Ålesund (see further: section 6). Winter downward radiation shows
higher variability, connected to high variation in winter air temperatures and humidity as
well as different cloud-covers. The small sample size of the Bayelva dataset could explain the
absence of those connections. Upward longwave radiation depends on surface temperatures
and properties, which is described in equation (2). Here the difference of month-to-month
variations for winter and summer months is visible. In January, highest variations between
238W/m2 (in 2011, orange) and 284W/m2 (in 2012, green) occur, while maximum values in
July only range between 341W/m2 (in 2014, purple) 367W/m2 (in 2016, pink). Annual mean
values for the net radiation budget were averaged next and are shown in Figure 7e). The
years 2002, 2009 and 2012 were excluded from annual aggregations by the filter introduced
in chapter 4.2. In 2002 no data was recorded until 14th May, in 2009 a big data-gap occurred
in the second halt of the year and in 2012 the time between February and May is missing.
Each data-gap is flagged with 1, meaning no data/missing value. A linear increasing trend in
net radiation of 3.28W/m2 per decade with a standard error of 2.7W/m2 per decade results
the trend analysis. The high error is explained by high variations of annual averages over
the years and the three missing years. Nonetheless the trend aligns with the trend Maturilli
et al. [2015] published, that is 4.9W/m2 per decade with a standard error of ±2.9W/m2 per
decade. The timespan of their study is from 1993 to 2012, with positive annual mean net
radiation values after 2000. The Bayelva dataset shows positive values only after 2005, with
an exception year 2014, where the annual average is -0.7W/m2. Maximum net radiation
value in Bayelva is reached in 2011 with 14.7W/m2, minimum in 2000 with -3W/m2. Net
radiation data from 1998 to 2009 is estimated to have field accuracies between ±10% (sensor
from 1998 to 2003) and ±20% (sensor from 2003 to 2009) because they were unattended for
most times and could not be checked for condensation, physical damage, hoar frost or dirt
[Boike et al. 2017] (see further: section 6).
31
5.1 Climate
5.1.2 Air Temperature Characteristics
Annual mean air temperatures
were aggregated and are shown in Figure 8. The annual mean air temperatures vary between
-7 and -1.8 °C from 1998 to 2016. The coldest year recorded at the climate station in Bayelva
was 2003, the warmest 2016. An increasing trend of 1.4±0.4 °C per decade can be observed
over the 18-year period.
Figure 8: Annual mean temperatures in Bayelva (grey points) from 1998 to 2016 with a
95% confidence interval (red shading) and the linear regression (black line). A
positive trend of 1.4 °C per decade is visible.
It needs to be looked at inter-annual air temperature processes, to gain deeper understanding
of the observed year-to-year variations. Monthly mean temperatures were aggregated
to distinguish months that show high variability over the observed time span from months
with little variations. The results are plotted in Figure 9a), similar to figure 2a) in Maturilli
et al. [2013]. During the cold months January, February, March, April as well as November
and December variations are greatest and range from 11 °C in October (-9 to 2 °C), 15 °C in
January (-19 to -4 °C) and 15 °C in April (-17 to -2 °C). Lowest temperature differences occur
in July (∆T = 4 °C) and August (∆T = 3 °C). Mean values of all months over the years are
shown in a separate Figure 9b) with absolute minimum and maximum temperatures recorded
in each month. Again the highest month-to-month differences occur during winter months.
Monthly mean temperatures between 1998 and 2017 show coldest values in March (-11 °C)
and warmest in July (6 °C). The absolute warmest month was recorded in July 2005, with
14 °C average air temperature, whereas January 2004 was the absolute coldest month (-31 °C)
recorded in Bayelva.
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(a) (b)
Figure 9: a) Averaged monthly mean air temperatures of all years show greatest variations
during winter months (1,2,3,4 and 11,12). b) Averaged monthly mean air temper-
atures (dark blue line) with standard error (shading) as well as observed minimum
and maximum temperatures (light blue dashed lines) from 1998 to 2017.
While monthly mean values help differentiate the years in an intuitive way, generating mean
values for each climatological season (spring, summer, autumn, winter) allows interpretations
of changes in the climate system (results see Appendix, Figure 25). Winter temperatures
have been following the steepest positive trend with 2.7±1 °C per decade. Maturilli et al.
[2015] observed a trend of 3.1K per decade. The difference in air temperature trends is due
to cold winter temperatures (around -13 °C) in Ny-Ålesund for the years before air tempera-
ture recordings in Bayelva began (1994 to 1998). Mean winter temperatures in Bayelva are
-11 ±0.1 °C.
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Freezing/Thawing Degree Day Index
To be able to compare the different years, regarding freezing and thawing degree-days, an
index was calculated by taking the square root from equation 11 for TDD and FDD. The
results are presented in Figure 10a) and b). 2003 has the highest freezing degree-day index
with 55, 2016 the lowest with 35.5. The thawing degree-day index is lowest in 2000 (19.2) and
highest in 2016 (27). After first visual examination and comparison with air temperatures
(see Figure 8), the results correlate in the way that extreme years, like 2003 as the coldest
year observed, also has the highest freezing degree-day index. Whereas the warmest year so
far, 2016, has the highest thawing degree-day index and lowest freezing degree-day. Detailed
Figure 10: Freezing/Thawing Degree Day Index
relations of freezing/thawing degree-day indices to air and soil temperatures, as well as snow
cover characteristics will be presented in chapter 5.4.
5.2 Snow
The snow cover in Bayelva show high spatial variability, comparable to many arctic seasonal
snow covers [Maturilli et al. 2013; Boike et al. 2013]. Irregular topography and redistribution
due to wind-blow are the two main reasons. Point measurements like the one in Bayelva thus
only represent a snap-shot of the overall snow situation. However, a characterization is still
possible and the results are presented in the following.
5.2.1 Duration of the Snow Cover
In a first analysis step, the end date of the ablation was determined by extracting the day in
spring/summer where the snow height is lower than 0.05 m and shows no further build up
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over July and August. The results show great variability over the years. The years 2001 and
2008 could not be defined clearly due to data gaps in the measurements. Extreme values,
like 2014 or are due to a very long snow cover duration. To verify the results of this method,
the approach Maturilli et al. [2013] used with their data was applied additionally. They used
the different albedo of snow and tundra ground to define the end point of snow cover. Values
around 0.1 are typical for tundra, as it is found around the snow height sensor during snow
free periods, so a filter of 0.2 was applied to the albedo dataset. Albedo values for fresh fallen
snow are around 0.8 (see Fig. 5). The first day in spring/summer below this filter was set to
be the end of snow cover. Applying this to the Bayelva dataset results in the dates shown in
Figure 11.To determine beginning and end of the snow cover, the two methods described in
chapter 4.3 were applied to the dataset from 1998 to 2016. The results show that a continuous
snow cover builds up between 11th September (in 2005) and 15th November (in 2016). Most
build-ups are in the last week of September and the first two weeks of October. The great
variation on these dates is partly due to the filter applied on snow depth measurements (see
chapter 4.3). In some years, first snowfall occurred earlier then the detected beginning, but
several periods of melt-off cuts the snow-period shorter. A clear definition of the beginning
of a snow cover that has a significant effect on soil temperatures is thus difficult.
The offset of the snow cover in Bayelva happens between 3rd June (in 2006) and 9th July
(in 2014). Most offset-dates vary in the last two weeks on June. Variations here are less,
since there is no more snowfall in spring and the distinction between the snow-covered and
snow-free period is clearer. Average duration of the snow cover is eight months. The results
of the offset-analysis are presented in Figure 11.
Figure 11: Comparison of end date of the snow cover (julian day) determined through filter,
where snow cover stays lower than 0.05m (black) and through filter where albedo
stays lower than 0.2 over the summer (green) with respective linear regressions.
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The second approach, to retrieve the end date over the albedo is shown with the green data
points with the corresponding linear regression. The trend of this analysis -4.9 days/decade,
which supports the theory that the snow covered period is getting shorter and the end of
ablation happens earlier in the year. Not just the trends of the two analyses differs greatly.
Only in two years (2003 and 2011) the approaches ended the snow period around the same
day (±1 day). For the most years the difference is between 3 to 10 days, the biggest divergence
are for the years 2001 and 2008, which were already detected as outliers due to measurement
insecurities of the snow height measurements. Differences between 3 to 10 days can be the
result of comparing data that is measured on just one point (snow height sensor) and data that
represents the snow situation on a bigger region. During ablation, some landscape patches
clear earlier than other ones. This influences the albedo but is not as clear as if the snow
sensor measures 10 cm of snow or none. To set the albedo threshold to 0.2 results in this
difference.
5.2.2 Measured versus Effective Snow Depth
Seasonal variations in the snow depth disturb the linear distance between air and soil tem-
peratures and influences the net radiation budget. This chapter presents the results of snow
cover analyses, and focuses on the difference between measured snow depths and calculated
effective snow depths after Slater et al. [2017]. Table 2 presents monthly mean snow depths
for the cooling months October to March as well as the mean snow depth of each cooling
period and Sdepth,eff, which was only calculated if no months were missing for the calculation.
The effective snow depth after Slater et al. [2017], introduced in chapter 4.3 weights the
monthly mean snow depths by their timing, this helps to gain insight to the insulation effect
of snow. The cooling period in Bayelva is defined from October to May. During these months
most of the recorded years are snow covered, differing from the average snow cover duration
of the terrestrial Northern Hemisphere, which lasts from October to March. Mean snow
depths for the cooling periods 1998, 2011 and 2016 are similar around 0.5 m (Fig. 12), their
behavior over the cooling period shows great differences though. In November 2016 heavy
snowfall built up the cover almost to its maximum height and only grew more until May.
The snow cover in 2011 reached around the same maximum height in April/May but took
more time to built up. Almost continuous snowfall over the whole period shows a smoother
evolution. In 1998, high snowfall from October to January built a snow cover as thick as in
2016. Melting periods and small snowfall rates for the rest of the cooling period follow. The
early snow cover built-up in 2016 lead to greater values of Sdepth,eff than in 2011 and 1998.
Steady snowfall in 2011 results in a higher effective snow depth than in 1998, even though
early snowfall occurred during that year.
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Figure 12: Effective snow depth after Slater et al. [2017] of three different snow regimes
(2000, 2006 and 2012) that have similar mean values over the period October-
May.
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Table 2: Effective Snow Depth: Monthly mean snow depths of cooling period (Oct to May) with
mean snow depth in meter and Effective Snow Depth.
Year Oct Nov Dec Jan Feb Mar Mean Sdepth,eff
1998 0.17 0.25 0.42 0.65 0.56 0.62 0.45 0.36
1999 0.19 0.11 0.29 0.28 0.27 0.3 0.24 0.22
2000 0.34 0.5 0.54 0.77 1.09 1.14 0.73 0.59
2001 0.25 0.38 - - - - 0.32 -
2002 0.08 0.25 0.26 0.2 0.33 0.55 0.28 0.22
2003 0.23 0.2 0.49 0.73 0.91 1.01 0.59 0.45
2004 0.26 0.6 0.62 0.64 0.68 0.74 0.59 0.53
2005 0.4 0.51 0.54 0.6 0.89 0.93 0.65 0.55
2006 0.53 0.69 0.76 0.83 0.87 0.89 0.76 0.7
2007 0.3 - 0.68 0.6 0.91 0.82 0.66 -
2008 - 0.82 0.8 0.79 0.89 0.98 0.86 -
2009 - 0.39 0.54 0.5 0.51 0.55 0.5 -
2010 0.14 0.46 0.64 0.84 0.9 0.88 0.65 0.52
2011 0.18 0.35 0.38 0.47 0.65 0.66 0.45 0.37
2012 0.2 0.37 0.57 1.02 1.04 0.98 0.7 0.55
2013 0.41 0.71 0.79 1.03 1.06 1.39 0.9 0.75
2014 0.19 0.37 0.47 0.54 0.66 0.71 0.49 0.41
2015 0.3 0.41 0.45 0.38 0.58 0.66 0.46 0.41
2016 0.11 0.15 0.57 0.69 0.74 0.71 0.5 0.38
Maximum mean snow depth for the cooling period is recorded in 2013 with 0.9m in average.
The result is due to a high snow cover in March 2014, where other years started to melt off
already. That snow cover already had high values in October 2013, resulting in the maximum
value for Sdepth,eff calculations of 0.75. A slightly lower Sdepth,eff results in 2006 with 0.7,
the mean measured snow depth here being 0.76m. The difference here results of over 10 cm
higher snow depths at the beginning of the cooling period (0.53m in 2006 and 0.41m in
2012). Minimal mean measured snow depth occurs in 1999 with 0.24m, leading to a Sdepth,eff
of 0.22, which also occurs in 2002, where the mean depth is 0.28m. In 1999 snow depth in
October was higher than in 2002, both years lingered around 0.3m for the following months
and in March of the 2002 cooling, late snow-fall led to a monthly mean of 0.55m compared
to 0.3m in the 1999 cooling. For verifying whether the Sdepth,eff of the two cooling periods
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in fact had the same insulation effect on air and soil temperatures, the amplitudes following
equation (13) were compared. The results are shown in Figure 13.
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Figure 13: Observed relation of observed Sdepth,eff and Anorm in Bayelva, for the years 1998
to 2016 with 2001, 2007 and 2008 excluded due to missing data.
The years 2002, 2007 and 2008 were excluded from the Figure, since no Sdepth,eff values were
calculated. Due to the very limited samples with high scattering, parameter-estimation of
equation (14) was not possible.
A comparison and discussion with the results from Slater et al. [2017] will follow in chapter
6.1.3.
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5.3 Soil
Results of the soil characteristics analysis are presented for active layer and permafrost fea-
tures separately.
5.3.1 Active Layer
Active Layer Temperatures
Absolute minimum and maximum temperatures at depths 0.01, 0.71 and 1.41m for each year
with the respective dates are presented in Table 4 and 3 in the appendix separately. Mean
temperatures over the recorded timespan are -1.23°C (0.01m depth), -1.55°C (0.71m depth)
and -1.20°C (1.41m depth) with an absolute maximum temperature of 16.88°C measured
at a depth of 0.01 m and absolute minimal temperature of -16.10°C measured at the same
depth. Absolute maximum temperature of 16.88 °C was measured in July 2016. Maximum
temperatures in that depth vary with ∆T = 9 °C. In a depth of 0.71m, maximum temperature
occurred in August 2007, with 6.6 °C (∆T being 4 °C) and in the lowermost sensor, warmest
temperature was measured in September 2016 with 3.29 °C (∆T being 4 °C). The uppermost
temperature sensor shows highest absolute values as well as highest ∆T between the years.
Coldest temperature in one year was measured in March 2000 at a depth of 0.01m. Minimum
temperatures in the uppermost sensor vary between ∆T = 10 °C. At a depth of 0.71m, coldest
temperature was measured in February 2003 with -13.1 °C (∆T being 12 °C). The sensor at a
depth of 1.41m recorded -11.7 °C in February 2003 as well, ∆T here being 10 °C. Year-to-year
variations are higher for minimum temperatures, where the sensor in a depth of 0.71m shows
highest fluctuations. When looking at the date of minimum/maximum temperatures in one
specific depth, the general trend is, that ∆T is always in the direction of highest absolute
temperatures being in the recent past, suggesting a warming trend. For a closer look at
trends, temperatures were aggregated annually as well as seasonally for three different depths
(44, 58, 133) by the AWI [Boike et al. 2017]. Trend analysis for the three depths each show
increasing temperatures. From 1998 to 2017 temperatures in all three depths have been rising
with 0.18 °C/year (±0.07, 0.06, 0.05 °C/year standard error respectively). Aligning with air
temperatures, active layer temperatures show most warming in the winter months: 0.25, 0.25
and 0.23 °C/year (±0.12, 0.11, 0.07 °C/year) for the three depths analyzed. The results of
trend analyses are shown in the appendix Figure 26.
A warming trend in the cold seasons results in a longer duration of re-freezing of the active
layer in the Alaskan Arctic [AMAP 2017]. To examine this hypothesis on the Bayelva active
layer, the day of year, on which all temperature sensors recorded temperatures below -2 °C was
extracted. Figure 14a) shows the results of this analysis. To get an even better understanding
of freezing-patterns, the total duration (first sensor below -2 °C to final sensor below -2°C) of
freezing of the active layer was measured and are presented in Figure 14b). The years 2001
and 2013 show the latest day until final freeze-up, day 496, which refers to the middle of May.
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In 2002, the active layer was completely frozen on the 11th November, showing the earliest
day of final re-freeze, day, 315. The years 2001 and 2013 also show the longest duration of
re-freeze with 189 and 227 days respectively. In 2005 it took only eleven days for the soil to
re-freeze. Low maximum temperature at depth 1.41m of 0.4 °C reacted quickly to the cooling
signal from overlaying layers, shortening the re-freeze duration.
a) Final Day
b) Duration
Figure 14: a) Final day of active layer freeze-up. All soil temperatures are below -2 °C. The
gray dashed line indicates day 365 (end of the year). b) The number of days for
freezing the active layer from top to bottom (0.01m to 1.41m depth).
Active Layer Thickness
An estimation of the maximal thaw depth of the active layer was calculated for each year,
using the Stefan Equation (see equation (8)). The result is presented in Figure 15 together
with a linear trend line. Trend analysis over the years 1999 to 2016 suggest a thickening of
the layer with 5±0.7 cm/year. While the maximum thawing in 2000 reached 1.04m below
surface, marking the lowest thawing value, the 2m mark was exceeded in 2016 for the first
time. Thaw depths were over 1.5m for over a decade now.
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Figure 15: Active Layer Thickness in Bayelva calculated with the Stefan-model. A linear
fit (black line) shows a thickness increase of 5±0.7 cm/year.
5.3.2 Permafrost
Temperatures were aggregated and visualized according to Figure 4 in the 20-year record
publication by Boike et al. [2017] to be able to compare trends (see Fig. 16). According to
AMAP [2017], permafrost temperatures that are already warm (between -1 and -5°C), like
in Bayelva, show less warming than colder permafrost regions. Nonetheless there are already
areas on Svalbard, that have been thawed all the way through and by definition do not count
as permafrost anymore [AMAP 2017; AWI 2017]. Small warming trend in warm permafrost
regions thus lead to complete depletion.
Results of trend analysis for the depth 2.5, 5.5 and 9m are shown in Figure 16, while complete
results are shown in Table 5 in the appendix. Highest warming in yearly and winter averages
are shown at a depth of 2.5m below surface. Summer mean values show highest warming at
a depth of 5.5m.
The depth of zero amplitude introduced in chapter 3 is visible in depths 5.5m and 9.0m.
Both show an increasing trend in the annual, winter and summer aggregations. Summer and
winter trends are similar, while the respective trends in a depth of 2.5m differ. Here the
seasonality is reflected.
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Figure 16: Permafrost Temperatures from 2009 to 2017 for 3 different depths (2.5, 5.5 and
9.0m) with regression lines. a) yearly mean temperatures, b) winter mean tem-
peratures include the months December, January and February, and c) summer
mean temperatures include the months June, July and August.
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5.4 Linkage between Climate, Snow and Soil Characteristics
In the final sub-chapter of the result part, all the components described so far were cross-
correlated to each other. The result serves as basis for comparisons of the Bayelva data-set
with other study sites in the next chapter. When presenting results of correlation analyses, the
pearson-coefficient for standard correlation analyses is given to show the level of significance.
The pearson-values are between -1 and 1, 0 meaning no correlation. Steps between 0 and
1/-1 are interpreted as follows:
• 0 to 0.3 (-0.3): small positive (negative) correlation,
• 0.3 to 0.5 (-0.5): weak positive (negative) correlation,
• 0.5 to 0.7 (-0.7): moderate positive (negative) correlation,
• 0.7 to 1 (-1): strong positive (negative) correlation.
Positive values describe changes of the variables in the same direction (i.e. increasing variable
x correlates with increasing variable y). Negative values act in the opposite direction.
Figure 17 presents the result of a pearson-correlation analysis, limited to correlations with
p-values higher than 0.69 and lower -0.69, suggesting strong positive and negative linear
correlations. Values close to zero weak to no correlation of the respective variables. The
complete spectrum as well as a description of the variables are shown in Figure 27 and
Table 6 in the appendix. Darker shadings of both colors on the heatmap refer to strong
positive/negative correlations, while lighter colors show correlations close to 0.7, which is still
in the range of moderate positive relations.
Against the hypotheses of the effective snow depth stated in chapter 4.4, no strong positive
correlation is observed between Sdepth,eff values (Snow_ESD) and any ground temperature
sensors in Bayelva. A p-value of 0.7 between Sdepth,eff (ESD) and the final day of active layer
freeze-back (Final_Freezeback), and Sdepth,eff to the mean snow height of the cooling season
(Snow_Mean, p = 0.9) are the only significant relations of Sdepth,eff results to other variables.
Thawing degree-day index (TDD) correlates positively with active layer temperatures in
0.01m depth (AL_summer_Ts1 ), as well as winter temperatures of permafrost depths 2.5
and 3.5m depths (Ts_250_winter and Ts_350_winter).
The hypothesis of a depth of zero amplitude (depth in which seasonality diminishes) below
5.5m (previously mentioned in chapter 5.3.2), is supported by those results since warm air
temperature signals included in TDD calculations are only represented in soil layers above
5.5m. Additionally, winter active layer temperatures (AL_winter) correlating with summer
permafrost temperatures (Ts_ _winter) to a depth of 7.5m, strengthens the conjecture of
the depth of zero amplitude being between the sensors at depths 5.5 and 7.5m. Summer
permafrost temperatures at a depth of 9m correlate to winter active layer temperatures at
a depth of 1.41m and summer permafrost temperatures in depths of 5.5 and 7.5m. Those
results on the other hand counteract with that hypothesis, especially a p-value of 0.8 with
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Figure 17: Heatmap of many parameters analyzed in this thesis. Background is a pairwise
standard correlation (pearson-value), resulting in values between -1 (strong neg-
ative correlation) and 1 (strong positive correlation). The color indicates the
level of correlation as shown in the legend on the left. Purple colors represent
positive values, green values represent negative values. Only correlation results
between 0.69<p<-0.69 are shown (statistically significant correlations).
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depths 7.5 and 5.5m.
The Freezing degree-day index (FDD), as opposed to the TDD, shows strong negative corre-
lations. Cooling signals from the air temperatures seem to be connected to permafrost winter
and summer temperatures at depths 2.5 and 3.5m in opposite directions, meaning that years
with a high FDD, winter, as well as summer temperatures at those depths are low. Absolute
temperature values in the calculation of FDD, explain the opposite direction of those correla-
tions, but in general represent expected processes. Very cold air temperatures during cooling
months are represented in soil layers. Surprisingly, there is no strong correlation between
FDD and active layer temperatures. Looking at Figure 27, a moderate negative correlation
can be observed for FDD and active layer temperatures in summer and winter and all depths.
Absolute snow depth maxima are positively connected to permafrost summer temperatures
(p between 0.7 and 0.9), meaning that years with high snow maxima, summer permafrost
temperatures were high as well. Low snow maxima on the other hand occurred in years with
low summer permafrost temperatures. Moderate negative correlation of snow maxima with
summer active layer temperatures (p-values between 0.5 and 0.7) can be observed, describing
a correlation in opposite directions than with the permafrost temperatures. The snow cover
thus seems to have different impacts on the active layer and permafrost summer tempera-
tures.
Correlations between different soil sensors will not described in detail at this point, but can
be followed in Figures 17 and 27.
The following chapter takes the results of the Bayelva dataset analyses and discusses them in
respect to other observations in the Arctic.
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6 Discussion
The discussion part of this thesis is divided into two parts. In a first section, the results of the
long-term analyses of climate, soil and snow cover features from the Bayelva research station
will be compared to global average developments, Arctic trends, and individual research sites
in the Arctic. The second part focuses on the role of the snow cover characteristics analyses
and the effective snow depth in snow cover modeling.
6.1 Comparison to other sites
When comparing Svalbard climate, soil and snow characteristics to other High-Arctic regions,
there is always the unique feature of Svalbard being semi-arid, compared to other High-Arctic
sites with mostly arid conditions (e.g. Siberia). The influence of the West Spitsbergen Ocean
Current is visible in air temperatures (comparatively warm), radiation components (through
higher air moisture content) and snow cover characteristics (comparatively high, see section
6.1.3). Each climate feature will at first be compared to other trend observations in the
Arctic, then a more close insight in different publications of Svalbard will be given.
6.1.1 Climate
Air Temperature
Data quality for air temperature analysis is very good, due to the gap-filling with the AWIPEV
data stream. Uncertainties resulting from missing values could thus be reduced.
Førland et al. [2011] state skepticism towards linear trend analysis for temperature develop-
ment, since changes do not necessarily occur in a linear way. In contrary, the climate system
is of chaotic nature, causing climate models to be incapable of predicting long-term trends
[Benestad 2003]. Linear trend analysis thus only depict a first-order approach to describe
changes in the natural environment.
The air temperature trend of +1.4 °C per decade in Bayelva for the past 18 years is higher
than the global temperature trend. The Fifth Assessment Report of the IPCC states a global
air temperature rise of 0.85 °C from 1880 to 2012. The average global air temperature be-
tween 2003 and 2012 is 0.78 °C warmer than the average of 1850 to 1900 [IPCC 2013b; IPCC
2013c]. In general, the Arctic has shown a higher air temperature rise, than the global average
[Førland et al. 2011; AMAP 2017]. Highest measured air temperature trends in the Arctic are
recorded in Barrow, Alaska with 0.29 °C per decade from 1940 to 2005 [Hinzman et al. 2005].
The years 2011 to 2015 have been the warmest ever recorded with an increasing frequency
of unprecedented regional warm events [AMAP 2017]. The past ten years in Bayelva show a
higher annual temperature increase as well, just as absolute maximum temperatures.
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Linear air temperature trends in Ny-Ålesund from 1920 to 2011 were published by Førland
et al. [2011]. The authors divided the observed timespan into four approx. 23-years periods.
The period overlapping most with the timespan of air temperature recordings in Bayelva –
from 1989 to 2011 – shows an increase of 0.99 °C per decade. Other sites on Svalbard, namely
Svalbard Airport (in Longyearbyen), Hopen and Bjørnøya show linear trends of 1.25, 1.21
and 0.91 °C per decade respectively (for location see Fig. 28 in appendix). The comparatively
high trend in Bayelva is due the high annual air temperatures in the last ten years, especially
the high annual mean in 2016 of -1.8 °C. A second publication by Gjelten et al. [2016] reports
similar long-term developments on Svalbard. Ny-Ålesund time-series from 1934 to 2015 (1941
to 1946 missing due to WW II) show an increase of 0.16 °C per decade and 0.96 °C per decade
for the years from 1979 to 2015. Both linear trends lie within the 5% significance level. The
publication stresses the increased temperature warming in recent years in all six meteorolog-
ical datasets used for their study (Hornsund, Isfjord Radio, Barentsburg, Svalbard Airport,
Pyramiden, Ny-Ålesund). Isaksen et al. [2016] examine this most recent warming concerning
variations in large-scale atmospheric circulation (AC), changes in air mass characteristics, and
sea ice concentration (SIC). Their study includes regional changes around Spitsbergen, but
also local phenomena in three specific fjords (Isfjorden, Kongsfjorden, and Hornsund, see Fig.
28 in appendix)). Data basis for the analysis are surface air temperature recordings at five
stations (Hornsund, Isfjord Radio, Barentsburg, Svalbard Airport and Ny-Ålesund plus one
extra station for sea ice concentration analyses: Janssonhaugen, 270m asl). For atmospheric
circulation patterns, the ’Niedźwiedź Classification’ (Niedźwiedź 2013 in Isaksen et al. [2016])
comprising 21 AC types, is used. To distinguish between changes in air temperature due to
changes in AC or changes in air mass characteristics, the period from 1971 to 2000 is used
as the normal period for the present climate. The reference time period used in the study is
2001 to 2015. Frequency of AC types in both periods as well as mean air temperatures for
one AC type in both periods are compared to each other. For collecting SIC information two
different sources are used:
(1) 1979 to 2015: Passive microwave satellite data from the European Organisation for
the Exploitation of Meteorological Satellites (EUMETSAT) Ocean and Sea Ice Satellite
Application Facility (OSI SAF)
(2) 1969 to 2015: Ice charts from the Norwegian Ice Service, using analogue Infra Red
satellite images up to 2007, and afterwards high-resolution synthetic aperture radar
satellite data
The results show a mean air temperature increase of 1.8 °C from the normal period 1971 -
2000 to 2001 - 2015, which the authors could mainly relate to changes in air mass charac-
teristics. Only six of the 21 atmospheric circulation types are shown to have a significant
influence on air temperatures. The main reason for changes in air mass characteristics is the
observed decrease of sea ice around Svalbard. Sea ice coverage in the Isfjorden for example
has decreased from 58% in 1997 to 6% in 2015.
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Maturilli et al. [2013] published time-series from 1993 to 2011 of the meteorology parame-
ters air temperature, humidity and pressure in Ny-Ålesund. Linear regression yields an air
temperature increase of 1.35±0.92K per decade, with the warmest year being 2006 with an
annual mean of -2.8 °C. For the overlapping period from 1998 to 2010 the Bayelva dataset
also shows 2006 as the warmest year even though 1999 the annual mean in Bayelva has been
similarly high. After 2010 all years except 2013 have been warmer than 2006, reflecting the
recent observed warming all over the Arctic that has been mentioned before. Maturilli et
al. [2013] observe the increasing air temperatures together with increasing air humidity of
0.22±0.14 g/kg per decade. The authors likewise state atmospheric circulation patterns and
sea ice coverage as possible reasons for the reported humidity increase.
Radiation
The SWIPA report from 2017 names downward longwave radiation as one major factor in
snow cover processes [AMAP 2017]. It responds to changes in the atmospheric moisture
content and air temperatures, as well as the concentration of aerosols and greenhouse gases
and the occurrence of clouds. From 1973 to 2008 a global increase of downward longwave
radiation of 2.2W/m2 per decade was observed. Maturilli et al. [2015] observe an increase
of downward longwave radiation especially in winter months (DJF) from 1992 to 2012 of
15.6±11.6W/m2 per decade in Ny-Ålesund. The reason for that increase is the coupling of
downward to upward longwave radiation, which then is tied to changes in both the snow
cover and winter air temperatures.
A detailed comparison of Bayelva radiation recordings to Ny-Ålesund radiation recordings
(presented in Maturilli et al. [2015]) follows. This serves as data quality assessment for the
Bayelva set-up. In a first step, monthly mean values of the four components will be com-
pared, followed by the evaluation of annual mean values and the resulting linear regression
(all shown in Fig.7).
Monthly mean values of downward/upward shortwave and longwave radiation in Bayelva were
aggregated for the years 2010 to 2017. Maturilli et al. [2015] report unusual low values of up-
ward shortwave radiation in 2006, which is not covered by the Bayelva dataset. Nonetheless,
the explanation for the low values in 2006, could be transfered to the low values recorded in
2016 in Bayelva: warm temperatures in early April caused an early onset of snow melt that
changed the reflectance of the surface. Even though air temperatures in spring 2016 (MAM)
were high in comparison to previous years (see Fig.25 in the appendix), snow cover offset
was not until the 13th June. Other than that, reflected shorwave recordings between the two
stations show similar behavior, concerning maximum values in May or June and a general
high variability of summer month mean values between the years. Similar is the comparison
of downward shortwave radiation: the high variability in summer months is explained by the
changing cloud situation each year. This factor could be excluded by only using clear-sky
consition data, but since there are only little hours without cloud-coverage on Svalbard, the
data set would become to small for statistical representation. Thus both the Bayelva and
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Ny-Ålesund analyses include all-sky conditions.
Both downward and upward longwave radiation recordings behave similar to the Ny-Ålesund
recordings. The variability of longwave fluxes has been explained in section 5.1.1. High air
temperatures in autumn (SON) and winter (DJF) month explain the slightly higher down-
ward longwave values in 2016 (pink).
Still following Maturilli et al. [2015], net radiation budget analyses were conducted following
to data procession done for the Ny-Ålesund dataset. Within the data- and measurement un-
certainties, the Bayelva trend analyses results align with the AWIPEV results, showing a net
radiation increase of 3.3±2.7W/m2 per decade from 1999 to 2016, the trend in Ny-Ålesund
being 4.9±2.9W/m2 per decade from 1993 to 2012. On Samoylov Island in Siberia – an
additional AWI research site – the annual net radiation budget is similarly to Bayelva with a
mean net radiation of 18W/m2 for the years 1998 to 2011 [Boike et al. 2013].
The trend analysis of the mean annual net radiation in Bayelva needs to be interpreted with
care, since the error is high (±2.7 W/m2 per decade). Averaging annual means with such
high inter-annual variations together with the missing years 2002, 2009 and 2012 are rea-
sons for that high uncertainty. Therefore seasonal mean values were calculated and trend
analyses show positive trends in spring, summer and autumn averages (see Fig. 29 in the
appendix). The highest increase occurs in summer net radiation means with 14.69W/m2 per
decade, the standard error being ±0.62W/m2 per decade. Standard errors for all seasons
are distinctly smaller than for annual means since inner-seasonal variations are smaller as
well as the amount of missing years in each data stream. Data quality in Ny-Ålesund is in
general better for the following reasons: all sensors are installed twice and a year-long daily
maintenance by the AWIPEV personnel ensures consecutive data-recording. Furthermore,
rime formation is removed through a ventilation system. The overall site set-up after BSRN
standards ensures comparability in a broad data network.
6.1.2 Soil
Permafrost temperatures as well as ALT are indicators for the thermal state of permafrost
[AMAP 2017]. The analyses regarding these two variables in Bayelva both show positive
trends. Permafrost temperatures were rising from 2009 to 2016 and the active layer has been
thickening from 1998 to 2016 (see chapter 5.3.2). During the Fourth International Polar
Year IPY from 2007 to 2009, a broad network of permafrost boreholes was established in the
Arctic [IPY 2018; Christiansen et al. 2010; AMAP 2017]. Mean permafrost temperatures in
Scandinavian lowland, peat plateaus and mountains are close to 0 °C, while in high mountain
areas, Greenland and Svalbard permafrost mean temperatures are a few degrees below 0 °C.
Those relatively warm areas are most sensitive to climatic changes [Christiansen et al. 2010].
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Figure 30 from the 2017 SWIPA report shows mean ground temperatures at depths between
9 to 26m below surface for cold continuous and discontinuous permafrost research sites in
the Arctic. To detect warming trends, permafrost temperatures with little annual fluctuation
give the best estimate. In Bayelva, temperatures at the deepest depth of 9m temperatures
are 0.24 °C warmer today, compared to 2009. This trend agrees with the observations in
Nordic regions as well as Siberia, where current temperatures are compared to temperatures
during the IPY [AMAP 2017].
Since permafrost temperatures in Bayelva are close to 0 °C already, warming has immediate
results of a thickening of the active layer. The trend estimated with the Stefan-Model in
Bayelva shows a thickening of 0.5m per decade. While there were variations in ALT observa-
tions in the Arctic, the past five years show thickening trends for most regions, only Russian
observation sites show little to no AL thickening [AMAP 2017].
Studies conducted on the North-West coastal line of Spitsbergen show an AL thickening of
0.13 to 0.25m per decade from 1996 to 2012 [Sobota and Nowak 2014]. Åkerman and Johans-
son [2008] published results of ALT studies in the Sub-Arctic Sweden. The authors present
mean summer air temperatures, mean air temperatures from October to May, TDD in May
summer precipitation and snow depths from October to May as relevant climate parameter
for AL thickening. Even though mean annual air temperatures in Bayelva are lower (ap-
prox. -5 °C) than in the Sub-Arctic Sweden (approx. -0.6 °C), ALT change rates are higher
in Bayelva, than in Sweden (change rate = 0.07 to 0.13m per decade). Our dataset only
represents 18 of the 29 years in Sweden and particular high ALT values in Bayelva over the
last 10 years explain this difference. The 2017 SWIPA report connects thickening of the AL
to variations in summer air temperatures. The correlation analysis of this study yields a
moderate positive correlation of ALT and summer air temperature means (p = 0.6). The
correlation coefficient for ALT and TDD is p = 0.7, which means a moderate to strong rela-
tionship. This aligns with findings of Schuh et al. [2017], who used the Advanced Terrestrial
Simulator (ATS) model to determine the role of soil moisture content on the inter-annual
active layer temperature. In-situ measurements of active layer temperature and soil moisture
permafrost temperature and thaw depth progressions in Adventdalen on Svalbard are con-
nected to the model, which is then run under different soil moisture retention characteristics.
Model runs suggest that the soil water content has little effect on long-term thaw depth de-
velopments. Thaw depth was measured through steel probing eight to fifteen times between
May and September and the results show a stronger correlation between ALT and winter soil
temperatures than variable summer conditions.
A land surface model (CHANGE), run on pan-Arctic areas by Park et al. [2015] estimates an
ALT increase of 0.23m per decade for the timespan from 1901 to 2009. The model examined
changes in ALT connected to changes in snow depth and air temperature. The authors state
that changes in ALT due to changes in snow depth appear mostly in southern boundary
permafrost regions, while in more northern regions (60° N - 80° N) snow depth changes lead
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to a permafrost temperature rise. For Bayelva (78° N) the correlation analysis is different:
pearson-values for snow depth to winter permafrost temperatures range between 0 and -0.7,
while ALT and snow depth correlate with p = 0.3. The big variation of negative p-values for
permafrost temperatures allows no distinct statement, same as the weak positive correlation
of ALT to snow depths. ALT to Sdepth,eff also shows a weak positive correlation (p = 0.3).
The variability of the snow cover between the years in Bayelva together with a small amount
of observed years could explain the difference of our results to the publication by Park et al.
[2015].
Ling and Zhang [2003] used a one-dimensional heat transfer-model with phase change in-
cluding the surface energy balance equation to link changes in snow cover characteristics to
active layer and permafrost temperatures. Using meteorological data from Barrow, Alaska as
basis, results show that the ground thermal regime reacts sensitively on changes in snow cover
timing. As presented in chapters 5.2.1 and 5.3, an earlier date of the end of the snow cover
as well as warming soil temperatures can be observed in Bayelva. Simple linear correlation
analysis in chapter 5.4 shows only a small positive correlation.
Regarding the date of final freeze-up, Bayelva air temperatures show warming in both summer
and winter periods, with more warming of winter temperatures. Thus the date of complete
freeze-up of the active layer is thus shifted back by almost two months [Hinzman et al. 2005;
AMAP 2017]. In Bayelva the day of final freeze-up was between late November and December
for the years from 1998 to 2004 (except 2001) and has been shifted to dates after January
of the next year. The latest day of final-freeze up occurred in May 2013. The results from
Bayelva align with the general trend reported by the 2017 SWIPA report, regarding the last
decade. Only 18 of the 30 years are represented our dataset though. The overall duration of
the re-freezing of the active layer also shows an increase since 2005, aligning with the SWIPA
statement, that warming has been especially strong during the last decade.
In conclusion, trend analyses on soil properties in Bayelva align well with general processes
observed in the Arctic. Temperature warming trends as well as AL thickening and re-freeze
properties are above average which can be explained by the unique climatic situation in Sval-
bard, being influenced by the warm West Spitsbergen Ocean Current. Correlation analysis
of this study can not always support findings of other Arctic regions, which is mostly due to
the small sample size as well high variability of all variables.
Regarding permafrost temperatures, the study of Isaksen et al. [2007] is used here to discuss
the results of my work. The authors present data from three deep boreholes (> 100m) in
Svalbard and Scandinavia: Janssonhaugen (270m asl) on Svalbard has been introduced in the
discussion of air temperatures, Tarfalaryggen (1550m asl) is a north-south oriented moun-
tain ridge in northern Scandinavia and Juvvasshøe (1894m asl) a mountain plateau in the
southern part of Scandinavia. The three study sites differ in mean annual air temperatures
(Janssonhaugen being the coldest with -8 °C), annual average precipitation values (highest
values on Juvvasshøe: 800 to 1000mm per year), type of ground surface, and altitude (see
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above). In Janssonhaugen the bedrock consists of a fine-grained porous sandstone with a high
silt content. The bedrock is traversed by thin shale interbeds. On Tarfalaryggen blocks of
regolith with a lot of chasms make up the upper 4m of the ground. On Juvvasshøe medium
gray quartz mozonorite form the bedrock. These soil properties are very different in their
ability to store water, thus showing different freezing and thawing characteristics. In Jansson-
haugen for example no zero-curtain effect was observed except in 2000, after heavy rainfall
in September and October. Snow depths are very low at all three sites, mostly due to wind
blow. A thin layer occurs in some winters in Tarfalaryggen. Analysis of data from six years
(2000 to 2005) shows warming permafrost temperatures at all sites with rates between 0.04
to 0.07 °C/year. Greatest warming was observed in Svalbard. All sites show high correla-
tions of air and ground surface temperatures at 0.2m depth. The absent or very thin snow
layer in Janssonhaugen distinguishes this study site from Bayelva. The missing insulating
cover results in highly variable winter temperatures to a depth of 1.6m. Annual temperature
amplitude starts to diminish at a depth of 10m (compared to 5.5m in Bayelva) but is only
completely gone at a depth of 20m. Comparison of the three boreholes gives insight that
exposed bedrock shows the most direct impact of climate change signals [Isaksen et al. 2007;
Smith and Riseborough 1996].
6.1.3 Snow Cover Characteristics
Snow Depth and Duration
Averaging the beginning and end date of snow cover in Bayelva gives a mean duration of
eight months, from October to May. As mentioned before, mean snow cover duration on
the Northern Hemisphere is six months, usually from October to March. While relations of
snow cover changes to air temperature warming and increased precipitation are still highly
variable in the Arctic, more and more evidence arises, that an earlier end date of snow cover
appears with global warming [AMAP 2017]. Lawrence and Slater [2010] suggest a shortening
of the snow season of -14±7 days for terrestrial northern high-latitude regions due to earlier
melt-off in spring. Snow cover onset in autumn is assumed to be delayed by +20±9 days.
Those results are based on a Community Climate System Model simulation of the twentieth
and twenty-first century. The 2017 SWIPA report states a shortening of -2 days per year
in the Arctic, based on observations. The results of this study are lower (-0.17 and -0.46
days per year), but also suggest earlier melt-off. Shortening of the snow covered period in
spring allows for more soil warming due to more absorption of incoming shortwave radiation.
Park et al. [2015] predict a shortening of the snow season, based on six models run with
the IPCC A2 scenario, for the period 2049 to 2060. A shorter snow-season is intuitively
connected to a warming of global air temperatures, which leads to midwinter snow melt as
well as compaction of the snow pack [Park et al. 2015]. Correlation analysis of annual mean
air temperatures and the end of snow cover day of year however show a weak negative relation
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(p = -0.3), supporting the high uncertainty of linking end of snow cover observations and air
temperatures. Regional and seasonal differences together with highly complex inner-snow
processes, which are difficult (so far even impossible) to measure, are not yet understood well
enough at this point to find statistically significant connections. Projections of snow cover
duration under IPCC emission scenarios RCP4.5 and RCP 8.5 suggest a shortening of 10%
and -20% respectively compared to the years 1986 to 2005 for all Arctic non-glacier areas
[AMAP 2017].
Lawrence and Slater [2010] find positive correlations (based on simulations) of snow mean
depth and the length of snow season, which is not examined in this study, since beginning
of snow cover dates could only be detected with high uncertainties. Nonetheless with a
maximum observed snow depth of 2.2m, Bayelva exceeds most other High-Arctic regions,
and even other study sites on Svalbard. In Adventdalen, close to Longyearbyen the capital
of Svalbard, maximal snow depth in 2010 has been 0.69m, while average snow depths in
that area are between 0.2 and 0.3m [Watanabe et al. 2017]. On Samoylov Island in Siberia,
maximal snow depth of 0.44 m was observed in 2007 and in the Trail Valley Creek in the
Northwest Territories in Canada, maximum depths between 2013 and 2016 were between 0.5
and 0.77m [Boike et al. 2013; Anders 2017]. Even if maximum depths in Bayelva vary from
year to year, a mean snow depth of 0.6m is above average, due to the semi-arid circumstances
unusual for such high latitudes, needing more energy to melt off in spring. The importance
of knowledge on melt processes to understand snow thermal characteristics will be discussed
in the following.
Snow melt
Woo [2012] state, that snow melt in temperate latitudes, the southern limits of permafrost
regions, starts in April but can be delayed up to two months in the Arctic Islands (e.g.
McMaster River, Cornwallis Island, 78° N). The authors state, that even when air and most
snow temperatures rose above 0 °C, stream flow only started several days later. This time lag
is characteristic for permafrost regions with a cold environment, but melt energy supplied on
the snow surface through high incoming shortwave radiation. In 2013 an automated camera
was installed at the climate station in Bayelva in order to detect pattern and timing of the
snow melt better [Boike et al. 2017].
Onset and duration of snow melt in Bayelva were only determined through negative snow
depth change rates. Additionally, air temperatures above 0 °C indicate snow melt from the
surface. Through the volumetric water content in the soil, melt water can be detected to a
certain degree, but without knowledge on the snow water equivalent (SWE), exact snow melt
rates are impossible to determine.
A sensitivity analysis with the GEOtop model, a soil model that uses thermal and hydraulic
characteristics, was applied on the Bayelva dataset by Stern [2017]. The results show two
counteracting processes concerning the maximum snow depth: the final ablation date gets
shifted to later dates with a higher maximum snow cover, shortening the snow-free period
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with high shortwave radiation values. On the other hand the snow cover insulates the soil
from extreme cold temperatures, leading to mild temperatures during the cold season.
The complexity of snow melt processes is mentioned at this point, since there are only little
information about them in Bayelva, but they play an important role for soil temperatures
and represent high uncertainties in snow cover modeling, which will be subject of the last
sub-chapter of the discussion.
Even though there have been great advances in understanding snow-processes in the Arctic,
the SWIPA assessment of 2017 [AMAP 2017] still identifies knowledge gaps, that lead to high
uncertainties, when advising decision makers on snow-related topics.
6.2 Difficulties in snow cover modeling
Both the 2017 SWIPA and 2013 IPCC report model future developments of soil temperatures,
snow cover and permafrost states. Future snow trends were modeled as a function of air
temperature, snowfall rates, circulation and radiation components [Lawrence and Slater 2010],
but when implementing relationships of air and soil temperatures under a seasonal snow
cover, there is still a high degree of inaccuracy. In this study, one approach of describing this
relationship was applied on the Bayelva soil and air temperature measurements [Slater et al.
2017]. The results were presented in chapter 5.2.2. This chapter discusses the results as well
as deficiency of the approach itself.
The surface offset between annual air and ground surface temperatures in Bayelva is ∆T =
3.19 °C, with Tannsurf = -1.34 °C and T
ann
air = -4.53 °C. Annual surface and air temperatures in
Ivotuk, Alaska are -1.4 °C and -10.3 °C respectively ([Romanovsky 2007] in [Lawrence and
Slater 2010]). In Franklin Bluffs, Alaska, Zhang [2005] observed daily mean temperature
differences of up to 20 °C. To understand the role of the snow cover on those temperature
differences, a correlation of Sdepth,eff and Anorm was done in this study.
Slater et al. [2017] use the exponential relationship of Sdepth,eff and Anorm to quantify land
model skills (see Eq. (14)). A snow and heat transfer metric SHTM is developed, to describe
how different model insulation curves depart from the observed curve. SHTM calculates as
follows:
SHTM = 1.−
√
[2 · (ModelAnorm,i −ObservedAnorm,i)]2 (16)
The land models vary widely which is attributed to structural weaknesses of the models.
Another deficiency lies in the exponential fit of the Sdepth,eff and Anorm relationship shown
in Figure 18b). Figure 18a) shows the results of the analysis with Bayelva data, 18b) the
corresponding figure of the underlying study by Slater et al. [2017]. Bayelva results are
presented for all Sdepth,eff values between 0 and 1 m, while the original only uses Sdepth,eff
values below 0.5 m, stating that the thermo-insulation effect of snow diminishes after a
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Sdepth,eff 0.5m. The vertical gray line in 18 marks the 0.5m margin. It is visible, that half of
the results are above Sdepth,eff = 0.5m, still showing high variability.
a) b)
Figure 18: a) Results of Sdepth,eff and Anorm observed relationship in Bayelva. Vertical gray
line indicates 0.5m Sdepth,eff. b) Relation of Sdepth,eff and Anorm from Slater et
al. [2017] along with the resulting exponential fit (dashed black line). The gray
shading shows the median fit plus/minus the mean scatter of all fits.
Sdepth,eff and Anorm correlation in 18b) shows high variability as well, which is explained by
the authors through three main reasons:
(1) Climate conditions as well as snow regimes (timing and metamorphism) vary greatly
on the Northern Hemisphere
(2) Moisture content of the soil
(3) Uncertainties of the measurements themselves
Those error sources will be discussed in the following.
Changes in snow cover timing, duration and depth in Bayelva show high variability, similar
to the results of other studies in the Arctic (see chapter 6.1.3). Therefore uncertainties exist
both in year-to-year comparisons of one site and between different sites. The second reason,
regarding the moisture content of the soil at 0.2m depth is crucial as well. The soil at 0.2m
depth undergoes a phase change from liquid to solid during freeze-back, which was shown to
continue far into the cooling period (January/February). Using soil temperatures at 0.2m
depth to represent the soil surface is thus highly critical. It represents a major source for the
high scattering in the correlation plot (Fig. 18b).
The third reason listed by the authors, measurement uncertainties, are always part of anal-
yses with different data sources and measuring techniques. In this kind of setting they are
hard to diminish, since no uniform measurement technique exists.
All of those error sources lead to a scattering of the correlation analysis. The exponential fit
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of equation (14) needs to be observed with care. As seen in Figure 18b), observed correlation
scatter widely, thus are bound to subjectivity. Reproduction of the results is difficult. Imple-
menting the exponential relationship on a model is thus assessed highly critical at this point.
Westermann [2010] states the SWE as an additional important factor regarding the insulation
properties of the snow cover. However exact estimated are hard to retrieve. The average snow
density can be calculated through snow depth and SWE giving the volumetric heat capacity.
Measuring the SWE can be done by manually analyzing snow samples on their stratigraphy,
which is related to a high work load and time consumption. Especially during the melting
phase, changes in SWE would need to be monitored on a daily basis at least, to record ice
lens formation after a temperature drop. This process is typical for the snow cover in Bayelva
[Westermann 2010], complicating the estimate of SWE even more. Westermann [2010] es-
timated the SWE for Bayelva by using the theory of conductive heat flow. That approach
gives a solid representation of a thicker snow pack, but lacks with smaller snow depths. He
suggest heated-needle probing of the snow pack, after Sturm [2002], which again is related to
field work under hard conditions.
The difficulty of achieving good results for SWE values was explained now. However, that
variable is one of many complications, when investigating snow thermal processes.
The complexity of the relationship between air and soil temperatures with a seasonal snow
cover can be seen in Figure 19 as well. Here, daily amplitudes of air and soil temperatures
on one day are plotted against the respective snow depth. All years from 1998 to 2017 are
included.
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Figure 19: On the y-axis the absolute difference of daily air and soil (at 0.01m depth)
temperature amplitudes are shown against the respective snow depth of that
day on the x-axis. Turquoise and blue data points are summer days with little or
no snow cover, bright green data points show spring days with the highest snow
covers.
Color-coding the respective day of year, allows to follow snow cover built up over the course
of a snow season. Snow cover onset occurs after day 200 (blue colors) and reaches maximum
values in spring (days 75 to 150, bright green). Interestingly the absolute difference of daily
soil and air temperature amplitudes is not increasing with an increasing snow depth. Max-
imum amplitude differences can be seen at a snow depth around 1m. Color-codes for the
highest amplitude difference values indicate late winter, early spring dates. This observation
aligns with the assumption, that while air temperatures in spring have high daily amplitudes,
following a day/night rhythm, soil temperatures are still ’shielded’ from these short-term
changes by the snow cover. In autumn (blue/purple colors) air temperatures show a similar
day/night behavior, but the soil is then not protected by a thick enough snow cover, so it
follows air temperature processions.
Another interesting part of Figure 19 are data points above a snow depth of 1.25m that
range are connected to a wide range of amplitude difference values (between 0 and 15 °C).
The dominating color is green, showing spring days. Here the onset of snow melt could play
an important role again.
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6 DISCUSSION
The aim of introducing Figure 19 at the end of the discussion chapter was to illustrate
the high complexity a seasonal snow brings to the thermal relationship of atmosphere and
lithosphere. All the parameters analyzed in this work are represented in this figure: air
and soil temperature via their daily amplitudes, radiation components and their procession
over a year are hidden in the day of year color-coding, together with snow depth and timing
characteristics. The wide scattering of the data points represents the variability af single
parameters in Bayelva as well as hidden relationships, that are not yet known.
The following final chapter of this work summarizes the previous chapters and gives an outlook
on further research in Bayelva.
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7 Summary and concluding remarks
The research site Bayelva is characterized by unique climatic conditions, resulting from the
warm West Spitsbergen Ocean Current. Aiming to give insight on the development of meteo-
rological, subsurface and snow parameters from 1998 to 2016, this study constitutes a status
report of this exceptional study site. Additionally, recent approaches to gain insight in the
thermo-insulation effect of a seasonal snow cover were tested on the Bayelva snow cover.
This study showed that air temperatures and soil temperatures at all depths measured
(0.01 to 9m depth) were warming from 1998 to 2016. Soil warming lead to a thickening
of the active layer. The resulting trends align with observations in other Arctic regions, and
are even slightly higher than the Arctic averages.
The correlation of different climate, soil and snow cover parameters are only statistically sig-
nificant to a certain degree. The most important results of the correlation analysis were on
one hand the validation of the effective snow depth as influencer of freeze-back dates of the
active layer, and on the other hand the connection of the ALT to summer AL temperatures
and winter permafrost temperatures.
Even though the snow cover in Bayelva could be characterized in this study, its role as thermal
insulator is still fraught with high uncertainties and should thus be handled with care when
implementing on land surface models. Obtaining better estimates for the SWE is crucial in
this context. Using remote sensing in this field of research has been improving the quality of
SWE estimates in recent years. One of the most important advantages of using remote sens-
ing in snow related issues, is the coverage of whole areas, compared to point representations
of manual in-situ measurements. Bigger areas can be recorded, giving a bigger sample size
for correlation analyses. Additionally the spacial variability of snow would be accounted for.
Bayelva can be used as a look into the future for colder permafrost regions that are currently
warming. It can be observed, that the single parameters show an even higher inner-annual
variability, thus making year-to-year comparisons more difficult.
Further analysis with the existing data set from Bayelva would be to analyze the snow temper-
ature measurements. Temperature sensors were installed at different heights over the 18-year
period and could give insight to snow melt processes. In general, a more complex statistical
analysis of the parameters used for this work could give more specific answers to the research
questions asked at the beginning of this work. As shown in Figure 19, there are many more
interesting connections hidden in the data set than the time frame of a master thesis allows
to look at.
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Appendix
Figure 20: Schematic set-up of the Bayelva climate station running from 1998 to 2009.
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Figure 21: Schematic set-up of the Bayelva climate station running from 2009 to now.
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Figure 22: Schematic set-up of the Bayelva 2D soil profile running from 1998 to now. Cross-
section of a mudboil.
(a) (b)
Figure 23: a) Temperature and TDR sensor set-up at the soil profile installed in 2009. b)
Schematic description of sensor location at the profile installed in 2009. Data
collection is still ongoing.
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Figure 24: Temperature measurements from the temperature chain in the borehole in depths
of 0.5 and 1.5 m are compared to temperatures from the soil profile at depths of
0.55 and 1.41 m for the period from 2009 to 2017. Air temperatures are shown,
to explain high amplitudes in borehole temperatures at 0.5 m depth with high
amplitudes in air temperatures.
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Figure 25: Seasonal mean air temperatures for the years 1998 to 2016 with linear regression
lines. Standard error of summer regression (red) is ±0.32°C/decade, for spring
(green) ±0.64°C/decade, for autumn (orange) ±0.83°C/decade and winter (blue)
±1°C/decade.
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Figure 26: Bayelva soil temperature trends for three depths from 1998 - September 2017,
using Level 2 soil temperatures. a) yearly trends at all three depths of 4, 58,
138 cms are 0.18 °C/year (standard error of trends: ± 0.07, 0.06, 0.05 °C/year),
b) winter trends (months December, January, February) are 0.25, 0.25, 0.23
°C/winter (standard errors of trends: ± 0.12, 0.11, 0.07 °C/winter) and c) sum-
mer trends (months June, July, August) are 0.08, 0.1, 0.12 °C/summer (standard
error of trends: ± 0.05, 0.04, 0.03 °C/summer) [Boike et al. 2017].
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Table 3: Maximum Soil Temperatures: Absolute annual maximum soil temperatures at depths
0.1, 0.71 and 141 m.
UTM Ts1 Ts71 Ts141
depth date depth date depth date
1999 12.8207 18.07.99 3.8495 24.07.99 0.1376 07.09.99
2000 7.993 12.08.00 2.7014 19.08.00 -0.5494 17.11.00
2001 9.2719 27.07.01 2.7205 15.08.01 -0.3209 10.11.01
2002 10.1543 13.07.02 4.199 19.08.02 0.3235 19.10.0
2003 9.8665 13.07.03 3.529 09.08.03 0.151 10.09.03
2004 11.1474 12.07.04 3.7522 30.07.04 0.312 10.10.04
2005 11.3607 07.07.05 4.3938 02.08.05 0.3924 05.09.05
2006 11.8052 23.07.06 5.5484 26.07.06 1.8604 20.08.06
2007 11.9309 03.08.07 6.5931 08.08.07 2.2536 12.08.07
2008 10.415 23.07.08 3.7617 27.08.08 1.0257 22.09.08
2009 11.5241 02.08.09 5.2914 06.08.09 1.384 21.08.09
2010 16.69 13.07.10 4.535 07.08.10 0.765 12.08.10
2011 16.79 19.07.11 5.674 23.07.11 2.164 03.09.11
2012 16.46 21.07.12 4.601 30.07.12 1.95 03.09.12
2013 15.7 03.07.13 5.088 08.08.13 3.152 11.08.13
2014 13.23 15.07.14 3.941 19.08.14 1.458 13.09.14
2015 16.72 01.08.15 6.242 05.08.15 1.754 18.08.15
2016 16.88 11.07.16 5.746 21.07.16 3.287 19.09.16
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Table 4: Minimum Soil Temperatures: Absolute annual minimum soil temperatures at depths
0.1, 0.71 and 141 m.
UTM Ts1 Ts71 Ts141
depth date depth date depth date
1999 -8.6581 18.04.99 -7.9533 19.04.99 -7.0133 22.04.99
2000 -16.0972 07.03.00 -12.791 14.03.00 -10.5472 16.03.00
2001 -9.1914 17.04.01 -7.528 17.04.01 -6.9521 01.05.01
2002 -10.3048 26.10.02 -7.0219 14.05.02 -6.513 15.05.02
2003 -15.6492 01.02.03 -13.9998 03.02.03 -11.7122 07.02.03
2004 -9.1182 12.02.04 -8.7164 07.03.04 -7.6345 08.03.04
2005 -8.1272 23.03.05 -7.6654 31.03.05 -6.0361 31.03.05
2006 -3.3589 05.04.06 -2.7638 06.04.06 -2.8671 26.04.06
2007 -3.1645 01.05.07 -3.077 10.05.07 -2.758 10.05.07
2008 -7.2646 03.04.08 -6.1867 08.04.08 -4.9415 02.05.08
2009 -8.41 12.10.09 -3.6961 05.05.09 -2.9549 08.05.09
2010 -14.25 24.03.10 -11.78 01.04.10 -8.72 06.04.10
2011 -10.07 15.11.11 -4.579 14.02.11 -3.607 24.04.11
2012 -9.31 01.01.12 -6.377 02.05.12 -5.252 02.05.12
2013 -7.803 12.04.13 -6.31 22.04.13 -4.95 25.04.13
2014 -6.127 30.10.14 -2.415 09.05.14 -2.06 18.05.14
2015 -8.87 13.02.15 -5.543 16.02.15 -3.774 16.04.15
2016 -13.59 12.01.16 -4.617 22.04.16 -3.786 27.04.16
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Table 5: Permafrost Temperatures: Results of trend analysis.
Ts250 ± Ts350 ± Ts550 ± Ts750 ± Ts900 ±
Year 0.132 0.080 0.102 0.046 0.060 0.010 0.056 0.010 0.046 0.012
Spring 0.172 0.197 0.131 0.078 0.048 0.014 0.039 0.018 0.029 0.017
Summer 0.039 0.060 0.098 0.059 0.093 0.025 0.074 0.014 0.059 0.015
Autumn 0.076 0.023 0.062 0.020 0.055 0.020 0.061 0.023 0.054 0.019
Winter 0.116 0.043 0.075 0.025 0.041 0.017 0.045 0.020 0.043 0.019
January 0.165 0.053 0.084 0.024 0.049 0.016 0.055 0.019 0.051 0.017
February 0.092 0.052 0.094 0.030 0.042 0.016 0.045 0.019 0.044 0.017
March 0.141 0.139 0.105 0.038 0.044 0.015 0.049 0.018 0.043 0.017
April 0.160 0.170 0.156 0.063 0.064 0.017 0.057 0.018 0.046 0.018
May 0.270 0.199 0.239 0.114 0.073 0.024 0.044 0.025 0.032 0.027
June 0.084 0.103 0.147 0.088 0.093 0.024 0.062 0.016 0.048 0.020
July 0.020 0.056 0.090 0.057 0.097 0.026 0.076 0.015 0.060 0.015
August 0.083 0.046 0.092 0.031 0.091 0.018 0.093 0.013 0.075 0.011
September 0.077 0.029 0.062 0.027 0.055 0.026 0.055 0.028 0.048 0.022
October 0.074 0.023 0.061 0.020 0.055 0.020 0.062 0.023 0.054 0.019
November 0.079 0.022 0.064 0.019 0.053 0.019 0.059 0.021 0.053 0.019
December 0.121 0.035 0.069 0.019 0.050 0.017 0.056 0.020 0.052 0.019
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APPENDIX
Figure 27: Heatmap of many parameters analyzed in this thesis. Background is a pairwise
standard correlation (pearson-value). The color indicates the level of correlation
as shown in the legend on the left. Purple shades are positive correlations, green
shades negative correlations. Desctiption of the variables can be found in table
6.
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Table 6: Correlation Variables: Name and description of variables used for correlation analysis.
Variable Description
Snow_ESD Effective Snow Depth after Slater et al. 2017
Snow_Mean Mean Snow depth of Cooling Season
Snow_max_doy Absolute maximum Snow Depth
Snow_off_doy End of Snow Cover (given in Day of Year)
AL_winter_Ts1 Active Layer winter Temperature at depth of 0.01 m
AL_winter_Ts71 Active Layer winter Temperature at depth of 0.71 m
AL_winter_Ts141 Active Layer winter Temperature at depth of 1.41 m
AL_summer_Ts1 Active Layer summer Temperature at depth of 0.01 m
AL_summer_Ts71 Active Layer summer Temperature at depth of 0.71 m
AL_summer_Ts141 Active Layer summer Temperature at depth of 1.41 m
Ts_250_winter Winter Permafrost Temperature at depth of 2.5 m
Ts_350_winter Winter Permafrost Temperature at depth of 3.5 m
Ts_550_winter Winter Permafrost Temperature at depth of 5.5 m
Ts_750_winter Winter Permafrost Temperature at depth of 7.5 m
Ts_900_winter Winter Permafrost Temperature at depth of 9 m
Ts_250_summer Summer Permafrost Temperature at depth of 2.5 m
Ts_350_summer Summer Permafrost Temperature at depth of 3.5 m
Ts_550_summer Summer Permafrost Temperature at depth of 5.5 m
Ts_750_summer Summer Permafrost Temperature at depth of 7.5 m
Ts_900_summer Summer Permafrost Temperature at depth of 9 m
Dur_Freezeback Duration of complete freeze-up of Active Layer
Final_freezeback Day of final freeze-up
Air_winter Winter Air Temperature
Air_summer Summer Air Temperature
Rad_winter Winter Net Radiation
Rad_summer Summer Net Radiation
FDD Freezing degree-day Index
TDD Thawing degree-day Index
ALT Active Layer Thickness Estimate after Stefan-Model
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Figure 28: Location of meteorological stations on Svalbard [Isaksen et al. 2016].
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Winter DJF: -3.81 [W/m2]/decade
Summer JJA: 14.69 [W/m2]/decade
Autumn SON: 2.22 [W/m2]/decade
Spring MAM: 4.55 [W/m2]/decade
Figure 29: Seasonal trend analysis of the net radiation budget for the years 1999 to 2017.
Summer mean values (red) show a positive trend of 14.69 W/m2 per decade
(standard error: ±0.62 W/m2 per decade), spring mean values (green) show
a positive trend of 4.55 W/m2 per decade (standard error: ±0.27 W/m2 per
decade), autumn mean values (orange) show a positive trend of 2.22 W/m2 per
decade (standard error: ±0.20 W/m2 per decade) and winter mean values (blue)
show a negative trend of -3.81 W/m2 per decade (standard error: ±0.34 W/m2
per decade).
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Figure 30: Mean ground temperatures for several sites in the Arctic from the 2017 SWIPA
report [AMAP 2017]
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