Abstract -A new distributed protocol which supports concurrent message transmissions on different ring segments in a ring network is proposed. This protocol allows the destination station to remove the message body from the ring and to issue a new token for the succeeding stations to establish another transmission in the remaining ring segment. This protocol requires only one-bit latency at each station and supports variable size messages. We derived the maximum throughput of the pipeline ring and found it to be heavily dependent on the message size distribution. The maximum throughput of a single ring for exponential messages and fixed size messages are 1.23 and 1.68 respectively; while for the double ring, the per-ring throughput is 1.7 and 3.25 respectively. Due to analytical complexity, the delay performance is obtained by simulation. Two service disciplines are compared. It is found that the Furthest Within Segment (FWS) discipline always performs better than the First Come First Serve (FCFS) discipline. The Short Message Transmission (SMT) scheme is introduced. Under bimodal traffic, it can significantly increase the ring efficiency.
I. INTRODUCTION
Ring networks are very common in local and metropolitan area networks. In particular the Token Ring and the FDDI were developed into the IEEE 802.5 standard [I] and the ANSI X3 standard [2] respectively. The node-to-node connective nature of the ring is particularly suitable for using optical fibres and for supporting concurrent message transmissions on different ring segments. This spatial reuse ability of the ring is used in anumber of single and double ring protocols [3-121. Examples include: 1.
2.

3.
Slotted Rings (e.g. Cambridge Ring [3], Orwell Ring [4]) By allowing the destination to remove the message, the emptied slots can be immediately used by the succeeding stations. Buffer Insertion Rings (e.g. DLCN 
[5], DDLCN [6])
The ring interface contains a variable length shift register which can buffer incoming messages during the transmission of locally generated messages. Segmented Rings (e.g. Jafari Loop [7] , Leventis Double Loop[8], Circuit-switched Playthrough Rings [9,10], T-S Ring [ 111, Concurrent Transmission Ring (CTRing) [ 
121)
The ring is logically partitioned into a number of segments, each supports a message transmission. In Jafari loop, when a node wants to communicate with another node, it sends a request message to the controller via a separate control ring. The controller then sends out messages to create a communication path between the two nodes on the data ring. Leventis loop is a double ring operating in cycles which are initiated by controller stations. Forward and backward transmissions are limited by the positions of these controller stations. In the playthrough ring, a higher priority preemptive token GO circulates continuously in the ring to collect information and set up new message transmissions on non-overlapping idle ring segments. All message transmissions are continually interrupted by GO and so the effective transmission time is increased. In the T-S protocol, destination stations are responsible for removing messages from the ring and for initiating new message transmissions by issuing tokens downstream. In order to prevent a new message from colliding with the current transmissions, all current transmissions must finish before the arrival of that new message. This requires long messages to be cut into small units before transmission and the protocol works like a slotted ring. If the message is too small, the destination will not issue any token. Instead, a new token will be released by the source station after the current transmission just like a token ring. These protocols can all achieve a maximum throughput greater than one but on the other hand, they have one or more of the following limitations: 1.
2.
3.
4.
5 .
Messages have to be cut into smaller units for transmission. This adds overheads in transmission and processing (buffer insertion ring, slotted ring and T-S ring ). Centralized ring access control by means of a separate ring is needed (Jafari loop). Each station has to buffer a sufficient number of inbound characters to check the address to determine if the passing message needs to be removed or not. Extra delay (say, 30 bits) is introduced at each station which might affect the ring efficiency if the number of stations is large (buffer insertrings, playthrough ring, Jafari loop and T-S ring). Message transmission is periodically interrupted by a higher priority control token. The ring interface design is complicated and the effective message transmission time is prolonged (playthrough ring). Only the double ring structure is supported (Leventis double loop and Jafari loop). In the following, we describe the pipeline ring protocol [13] which attempts to avoid the above limitations. This protocol performs like an ordinary token ring at light load but gives significantly higher throughput at heavy load by supporting concurrent transmissions on different ring segments. It operates in cycles and provides a fair access to all stations by rotating the start-up station status among the stations on around-robin basis. The CTRing is similar to the pipeline ring with the absence of the reset phase. It will be discussed in Section V.
PROTOCOL DESCRIPTION
Consider a ring network connecting N stations as shown in figure 1 . When the ring is operating, each station can either be in the bypass mode or in the transmidreceive mode (figure 2).
In the bypass mode, each bit arriving at the station is simply copied out onto the ring. One-bit latency is introduced to the messages passing by. A station in the transmitheceive mode can be transmitting messages, receiving messages, or both. There are three types of control tokens: the START-UP token, the SEGMENT token and the RESET token. Their formats are shown in figure 3a . The Tand the S bits are used to identify the tokens and the messages respectively. The Limit field stores the station address which marks the end of a free segment in the ring. Step-by-step pipeline nng operation.
To illustrate the ring operation, we use an example shown in figure 4. When the ring is idle, a START-UP token circulates in the ring and all stations are in the bypass mode, i.e., monitoring the ring channel bit by bit. Let station 1 has a message to transmit to station 2. When station 1 detects the START-UP token (i.e. S=l), it changes to the transmitheceive mode and converts the token into a message header (figure 3b) by setting the S-bit to 0, Limit field to 1 (its own address), F-bit to 0, C-bit to 0 or 1 depending on the message class and appends the destination address and the source address fields. The message body is then followed. Station 1 assumes the status of the start-up station and starts a busy cycle in the ring.
Succeeding stations relay the message on a bit-by-bit basis if they are not the destination and introduces one bit latency per station. When station 2 (the destination of the message) detects its own address, it changes to the transmitheceive mode and removes the message body from the ring. At the same time, it appends an end-delimiter (ED) to terminate the message header. This dummy message header will be ignored by all the downstream stations until it reaches the start-up station and gets absorbed.
The Limit field in the message header is recorded by the destination station. If that station has a message with a destination that is within the free segment limit, it can transmit the message with a new message header attached, following the previous dummy message header. Otherwise, the destination station issues a SEGMENT token downstream to create more transmission segment. In figure 4b , station 2 has no message to transmit, so it issues a SEGMENT token downstream.
Let station 4 has a message to transmit to station 6. When station 4 detects the SEGMENT token and finds that its message falls within the Limit (i.e. station 6 is between station 4 and the start-up station), it converts the token to a message header and follows it with the message body. Again, when this message reaches its destination (station 6), another SEGMENT token will be generated and forwarded. This process continues until the SEGMENT token reaches the start-up station and gets absorbed together with all the dummy message headers. In figure 4c we show two concurrent message transmissions (1 to 2 and 4 to 6) in this busy cycle.
When the start-up station (station 1) finishes its transmission, it sends out a RESET token (with the Limit field set to its own address). This RESET token is stored and forwarded by the "still transmitting" stations without preemption until it gets back to the start-up station. After the start-up station absorbs back the RESET token, the ring is idle again. The start-up station then issues a new START-UP token for the succeeding stations to start a new cycle.
A. Broadcast and Multicast Messages Transmission
When a station wants to broadcast a message, it waits for a START-UP token, seizes the token and then transmits the message with the destination address set to 0. All stations will then read the message in the bypass mode without removing the message body. When a station wants to send a message to a number of destinations, it sets the C-bit to zero and writes all the destination addresses in the message header according to their order in the ring. When aSTART-UP token or aSEGMENTtoken with sufficient segment size arrives, it seizes the token and transmits the multicast message. The last destination is responsible for removing the message body.
B. Short Messages Transmission (SMT) Scheme
Traffic patterns in LANs are often bimodal, Le. a mixture of short and long packets [14] . When a station has a very short message (say, a few characters) to transmit, the advantage of concurrent message transmissions is less pronounced. An optional SMT scheme can be used to increase the ring efficiency in this case. When a station has a short message, say the transmission time is less than the round-trip propagation delay on the ring, it waits for a START-UP token, seizes the token and transmits the packet with the Limit field set to zero. This setting prohibits the downstream stations from issuing SEGMENT tokens. After the message transmission, a new START-UP token is released immediately to start a new busy cycle. Short message are hence transmitted in cycles separated from long messages. This scheme provides a fair round-robin assignment of the start-up station status. Its performance is given in section V.
ERROR RECOVERY PROCEDURES
In the IEEE 802.5 token ring, the destination station can send an implicit acknowledgement back to the source station by setting a bit at the end of the message. The message will retum to the source station after around-trip delay and be removed from the ring. In the pipeline ring, errors are handled by the link-level protocols using explicit acknowledgement frames similar to those used in Ethernet. We now describe the recovery procedures for losing tokens and detecting unwarrented tokens:
A. Loss of START-UP token
When a station detects that there is no passage of tokens or messages for a specific time interval, it may conclude that the START-UP token is lost. It then switches into the transmidreceive mode and sends out a RESET token with its own address stored in the Limit field. When the RESET token returns, the station can issue a new START-UP token downstream. Since a number of stations may issue RESET tokens independently, the Limit field in each of the received RESET tokens is checked. If the Limit field is larger than the station's own address, the RESET token is discarded. Otherwise, the RESET token is forwarded. In this way, only the station with the smallest address will retrieve its RESET token.
B. Loss of RESET token
After a station issues a RESET token, it starts a timer. If it does not retrieve the issued RESET token within the time-out period, it reissues the RESET token.
C. Loss of SEGMENT token
The loss of SEGMENT token only prohibits possible concurrent transmission in a particular cycle. Since the ring is reset after each cycle, no particular recovery procedure is needed.
D.
Detection of unwarrented tokens If there are multiple START-UP andlor multiple SEGMENT tokens with overlapping segment limits in the ring, message transmissions may overlap. To cope with this situation, when a transmitting station receives a message which is not for itself, it terminates its own transmission immediately by appending an End-Delimiter (ED) and issues a RESET token to the ring. If multiple RESET tokens are generated, they are handled as in Case A. If a START-UP or a SEGMENT token is received while a station is transmitting, the token is simply discarded.
IV. THROUGHPUT ANALYSIS
Consider an N-node single ring. To find the maximum throughput, we assume that the ring is under heavy traffic and each station always has a message ready for transmission. We assume that the probability that the message in station i (i=1,2, ...iV) destined for station j (j ;ti) is l/(N-1), independent of i and j . Let K be a random variable representing the total number of message transmissions in a cycle and T(K) be the length of a K-transmission cycle (see below). In the following, we shall use a 3-node ring to illustrate the analysis. Let stations A, B and C in a 3-node ring be arranged as in figure 5 and let the direction of transmission be clockwise. Let h, be the number of hops required for the message at the start-up station to reach its destination. Similarly, let h, and h, be the number of hops required for the messages in stations one and two hops away from the start-up station to reach their destinations respectively, We denote (h,,hl,h2)=( 1,1,1) as state 0, or A,. At A,, since the hop counts for the messages in all three stations are one, three simultaneous transmissions are possible in the cycle. After the cycle, all three nodes generate new messages with hop counts equal to 1 or 2 with equal probability. Therefore, there are eight possible state transitions from A,, indicated by { (h,,hl,h,)ih,,hl,h, E { 1,2}}, each with probability 1/8.
A. 3-node Single Ring
To further illustrate the state transition process, consider A7 with (h,,hl,h,)=(2,2,2). Let station A be the start-up station. In this state, only the transmission by station A is possible. After ssion is over, station B becomes the new start-up station. But station B has a message with hop count equal to 2 still not transmitted. Therefore h, for the new cycle is 2. Siinilarly, station C has a message with hop count 2; but since station Cis one hop away from the start-up station, h,=2. After the message transmission, station A generates a new message with hop counts 1 or 2 with equal probability and in the new cycle, station A is 2 hops away from the start-up station. Hence h2=X, where X is equal to 1 or 2 with equal probability. The transitions of the other states are similar. Table 1 shows the eight possible states, their associated hop counts in the present cycle, the number of simultaneous message transmissions in each state, the possible hop counts of the messages in the next cycle (an X indicates that the entry could be either 1 or 2), the possible states in the next cycle and the transition probability to each of the next states (all equal). Figure 6 shows all the possible state transitions from cycle to cycle in the 3-node single pipeline ring. Let P, be the probability that the system is in state A,. The state equations are:
Together with Po + P, + .. + P, = 1, the P,'s are solved to be In general, for an N-node ring, the number of states in the Markov chain is (N-l)N. Due to symmetry, only (N-l)@"') -1 simultaneous equations need to be solved. Even so, analytical solution beyond N=5 is difficult. We have solved the 3 and 4 node cases and resort to simulation for larger values of N. As will be shown in section V, the performance of the pipeline ring is relatively independent of the number of stations in the ring. So the analysis for small number of stations is still useful.
i B. 3-node Double Ring
In a bidirectional double ring, each station selects the ring with the smaller hop count to transmit its message. The maximum size of each transmission segment is hence reduced from N-l hops to L, = LN/2_1 and L?_ = N -Lr~i2.I-1 hops for the clockwise and the anti-clockwise sub-rings respectively. As in the single ring case, we assume that the ring is under heavy traffic and each station always has a message ready for transmissioii at each sub-ring. Let the throughput of the two sub-rings be denoted as S, and S,. Then for the two sub-rings having the same bit rate, the average throughput per ring is (S,+S,)/2.
Consider first the clockwise sub-ring for the 3-node double ring. Here L, =L3/d = 1 and L,=l. Each message therefore requires only one hop to reach its destination. Hence three transmission segments can always be set up. Similarly, the number of simultaneous message transmissions in the anti-clockwise sub-ring is also 3. The average throughput per sub-ring is therefore equal to 3. To solve for the distribution of simultaneous message transmissions per cycle for double rings with four or more nodes, the same technique of enumerating all possible states used in the single ring case can be employed. Again, we limit the analytical computation to N54 and resort to simulation for larger values of N.
C. Cycle Length Since messages can be of variable sizes, short messages have to wait for long messages to complete before a cycle can end (figure 7). Let r be the ring propagation delay and b be the bit transmission time. Since the protocol introduces one-bit delay at each station, the ring walk time W, defined as the ring propagation delay plus the N-bit station delay, is W=r+Nb. Assuming the N stations are uniformly located on the ring, the walk time from one station to the next is WIN. Let the transmission time of the START-UP and RESETtokens be tl and the transmission time of the SEGMENT tokens be t2. Let the message transmission time X has a distribution function FAX). 
For fixed size messages of length B,
For exponentially distributed messages with mean transmission time Up, we have Denote the second integrand as D,,, we have
Repeated use of (7) 
E[Y(k)] =-+ s m D i d
We now expand the Di's into a series:
The coefficients A,G) are evaluated as follows. In the following discussions, we assume that the expected message size is 16 kbits for both exponential and fixed size messages. The channel data rate is 5 Mbps for each ring and the propagation delay in the cable is 5 psfkm. Figure 8 shows the maximum throughput S, , of 4-node single and double pipeline rings with different values of normalized propagation delay a where a=rlE[a is defined as the ratio of the round-trip ring delay to the expected message transmission time. The maximum throughput of a single ring for exponential messages and fixed size messages are 1.23 and 1.68 respectively. In the double ring, each station selects the ring with the smaller hop count to transmit its message. The possibility of concurrent transmissions is therefore increased. The per-ring throughput for exponential and fixed size messages are 1.7 and 3.25 respectively. The total throughput is twice the per-ring throughput, i.e., 3.4 an3 6.5 respectively. The maximum throughput of the pipeline rings I therefore is always larger than that of the IEEE 802.5 token ring, which is 1. The throughput decreases as a (or the ring size) increases. The ring throughput with fixed size messages only is larger than that with exponential messages because there i s no need to wait for the longest message to complete transmission beforeanew cyclecan be started. As shown, the analytical results agree very closely with the simulation results.
B. Simulation Results
In the simulation model, we assume that the mean message size is 16 kbits for both exponential an3 fixe3 size messages. The message anivals are assumed to be Poisson. The number ~ of stations is 15. The data rate on each ring is 5 Mbps and the 1 propagation delay in the cable is 5 psfkm. The expectedmessage transmission time E[XJ therefore is 16 kbits/5Mbps, or 3.2 ms. With an assumed 6.4 km cable length, the normalized propagation delay a is 0.01. Figure 9 compares the delay performance of pipeline ring, IEEE 802.5 token ring, CTRing, buffer insertion ring, slotted ring, Leventis loop, Jafari loop and playthrough ring. Slotted Ring and T-S ring are not shown for comparison as these rings require data messages to be cut into small units. The message size is exponentially distributed and the destination of a message is uniformly distributed over the ring. The service discipline is First-Come-First-Serve (FCFS). A double ring structure is assumed since it is supported by all protocols. Each station selects the ring with the smaller hop count to transmit its message.
1) Comparison with Other Schemes:
The total ring throughput is used for comparison. The results of the Jafari Loop, the playthrough ring and the buffer insertion ring are quoted from [[7] , [lo] and [16] respectively. Since other protocols are similar in operation with the pipeline ring, we modified our simulation program and obtained their simulation results under the same set of ring parameters. As shown, the pipeline ring gives the best overall performance. It has a maximum throughput of about 3.5 (2 times the 1.75 per-ring throughput) and the lowest delay among all the protocols shown up to a throughput of 3.4.
Since the Jafari loop uses only one ring for data transmission, the throughput is definitely lower than that of the other double ring schemes. The maximum throughput is about 1.5 because the number of simultaneous transmissions is limited by the uniform message destination distribution assumed and the FCFS discipline. If we allow the Jafari loop to configure transmissions in different directions, the maximum throughput can be slightly increased to 1.75.
Although the Leventis loop can set up multiple messages transmissions in both rings, the throughput is only around 2, which is similar to that of a double token ring. The throughput is not as high as the double pipeline ring because it needs to wait for the longest message in both "loops" to complete transmission before a new cycle can start. It is therefore better to have independent cycles for each ring (as in the pipeline ring case) so as to reduce the cycle length.
Since there is a continuous interruption of control messages, the delay performance of the playthrough ring at light load is slightly worse than that of the other ring protocols. However, it can achieve a higher maximum throughput of 3.3.
The buffer insertion ring has significantly higher delay than the other rings in light to medium traffic conditions. This delay increases with the number of stations in the ring. It can however achieve a maximum throughput close to 4 at very heavy traffic conditions.
The working principle of the CTRing is similar to that of the pipeline ring and was proposed roughly at the same time. Like the pipeline ring, only the message body is removed and the truncated message header is removed by the original source station. Instead of using special segment tokens, it uses the source and destination addresses in the truncated header to determine the transmission limit and hence can use standard IEEE 802.5 token and message formats. The main difference from the pipelinering is that thereis no reset cycle. When a station finishes its transmission, it will not notify other stations. Instead, it waits in transmitheceive mode until it retrieves its own message header. Therefore if a station receives the dummy headers of other stations and gets a token, it can only initiate new transmissions within the calculated transmission limit even if other stations have already finished their transmissions and the entire ring is available for a new cycle of concurrent transmissions. This reduces the possibility of concurrent transmissions and we found from simulation that the total maximum throughput of a double CTRing is only 2.5. As the load increases further beyond the limit, more stations have backlogged messages and the possibility that a transmission can be initiated within a limit is increased. But on the otherhand, the possibility that a new cycle can be restarted for more concurrent transmissions is also reduced. Simulation results in figure 9 show that the throughput is slightyly reduced at heavy loads. 3) Different Service Disciplines: Figure 11 shows the average delay of a 15-node single ring and a 15-node double ring, both with fixed size messages. The per-ring throughput is shown. Two service disciplines are compared. The First Come First Serve (FCFS) discipline is self-explanatory. The Furthest Within Segment (FWS) discipline selects the message in the station output queue that has the furthest destination within the transmission segment. It is shown that FWS gives higher throughput and lower delay in comparison to FCFS. The maximum throughput values are 1.68 and 1.87 for the single pipeline ring with FCFS and FWS disciplines respectively. The maximum per-ring throughput for the double pipeline rings is 3.26 and 3.51 for FCFS and FWS respectively. Figure 12 compares the delay standard deviations of single pipeline rings using the two service disciplines. We found that for both exponentially distributed and fixed size messages, there i s no increase of delay variance using the FWS discipline. In fact, the delay variance of FWS becomes increasingly smaller when compared to FCFS as the traffic load increases. Therefore, the overall performance of the FWS discipline is always superior than the FCFS discipline in the pipeline ring. From simulation, we found that with the use of tbe FWS discipline, messages to a closer destination are still more readily transmitted than messages to a further destination. There is no forever bloclung of certain messages because the status of start-up station is rotated on a round-robin basis. short packcts). Figure 13 shows the delay-throughput performance of the pipeline ring with half of the packets 16 kbits long and half of the packets 160 bits long. Other ring parameters are the same as before. The size of the short packets is comparable to the ring round-trip delay. Instead of the normalized delay which depends on the message transmission time, we showed the average waiting time for comparison. We found that the average waiting time of long and short packets are the same under all traffic conditions. The maximum throughput of the pipeline ring under bimodal traffic is 1.25, which is significantly less than the maximum throughput of a pipelinc sing with long packcts only, which is 1.63. Using thc SMT schcme described in section 11, the maximum throughput can be increased to 1.46. The delay-throughput performance o l the simple token ring is also shown for comparison.
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VI. CONCLUSION
In this paper the pipeline ring protocol was proposed and analyzed. This protocol is distributed and can provide a fair access to all stations. Both single and double rings are supported. We found that the ring efficiency is almost independent of the number of stations under symmetrical traffic.
The Furthest Within Segment (FWS) service discipline was proposed for use in the pipeline ring. Its performance was shown to be always better than the traditionally used First Come First Serve (FCFS) discipline. A Short Message Transmission (SMZ',) scheme was proposed which can significantly increase the ring efficiency under bimodal traffic conditions. A performance comparison with the IEEE 802.5 token ring, buffer insertion ring, Leventis loop, Jafari loop, CTRing and the playthrough ring was also made.
