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Abstract. In this paper we present a finite element method (FEM) for two-phase incompressible
flows with moving contact lines. We use a sharp interface Navier-Stokes model for the bulk phase
fluid dynamics. Surface tension forces, including Marangoni forces and viscous interfacial effects, are
modeled. For describing the moving contact we consider a class of continuum models which contains
several special cases known from the literature. For the whole model, describing bulk fluid dynamics,
surface tension forces and contact line forces, we derive a variational formulation and a corresponding
energy estimate. For handling the evolving interface numerically the level-set technique is applied.
The discontinuous pressure is accurately approximated by using a stabilized extended finite element
space (XFEM). We apply a Nitsche technique to weakly impose the Navier slip conditions on the
solid wall. A unified approach for discretization of the (different types of) surface tension forces and
contact line forces is introduced. The numerical methods are first validated for relatively simple test
problems, namely a stationary spherical droplet in contact with a flat wall and a spherical droplet on
a flat wall that spreads or contracts to a stationary form. A further validation is done for a two-phase
Couette flow with contact lines. To illustrate the robustness of our FEM we also present results of
simulations for a problem with a curved contact wall and for a problem with more complicated
contact line dynamics.
Key words. moving contact line, General Navier Boundary Condition(GNBC), sharp interface,
level set, Nitsche’s method, extended finite element method.
1. Introduction. Two-phase flows with moving contact lines (MCL) are very
common in nature and industry, e.g. droplet spreading, coating flows and two-phase
flows in porous media. It is well-known that the standard no-slip boundary condition
will cause non-physical infinite dissipation near the moving contact line [20]. There are
several ideas on how to resolve this dissipation singularity. A very popular approach is
to use slip type boundary conditions close to the contact line [5]. Another possibility is
to assume some thin layer of surface flow [37]. Yet another approach is to use a diffuse
interface model coupled with a no-slip boundary condition [22, 48]. Besides these basic
approaches there is a wide range of other MCL models available [24, 26, 8, 40, 43]. For
an efficient and accurate simulation of such MCL models, computational approaches
that are used for two-phase flows without contact lines have to be adapted to the
MCL situation[29, 41, 8, 11, 3, 44, 42, 12, 47, 36].
In this paper we present a finite element method for the simulation of two-phase
incompressible flows with moving contact lines. We only consider sharp interface
models. Instead of presenting our method for one of the many MCL models known
in the literature, we consider a class of sharp interface continuum models. This class
is characterized by constitutive laws for the bulk fluid stress tensor σ, the interface
stress tensor σΓ and “effective wall and contact line forces” fS , fL. These constitutive
laws are taken from the literature. For σ we restrict to the standard Newtonian stress
tensor. For σΓ we consider not only the “clean interface model” but also models that
include Marangoni effects and viscous behavior (Boussinesq-Scriven) of the interface.
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2For the wall and contact line forces we consider models very similar to the GNBC
[24, 25, 13]. The wall force fS corresponds to the Navier boundary condition and
the contact line force fL results from a contact line model. In this paper we do not
address the (important) topic of how to model the contact line dynamics in two-phase
incompressible flows, i.e., we do not investigate which choices for the wall force fS or
the contact line force fL are (most) appropriate for certain flow problems. Our goal is
to present a finite element method which has good accuracy and robustness properties
for a large class of two-phase sharp interface models with moving contact lines.
Special difficulties in this class of flow problems are the following. The bulk
fluid stress tensor σ is discontinuous across the (moving) interface Γ. The surface
stress tensor σΓ is localized on the interface and depends on the curvature of Γ.
Often Γ is only implicitly known (level set technique) and an accurate numerical
approximation of σΓ is a difficult task. The contact line force fL is localized on
the moving contact line and in general depends on the dynamic contact angle. An
accurate numerical approximation of these forces is hard to realize. Finally, the Navier
boundary condition plays an important role in the model. An accurate handling of
this boundary condition is very important. We treat numerical methods for dealing
with these difficulties.
The finite element solver is first validated for relatively simple test problems,
namely a stationary spherical droplet in contact with a flat wall and a spherical
droplet on a flat wall that spreads or contracts to a stationary form. For both cases
a comparison between analytical results and numerical simulation results is made. A
further validation is done for a two-phase Couette flow with contact lines. For this
test case our results are compared with results from a molecular dynamics simulation
[24]. To illustrate the robustness of our FEM we also present results of simulations
for a problem with a curved contact wall and for a problem with more complicated
contact line dynamics.
We outline the main contributions of this paper. We present a general class of
sharp interface continuum models for two-phase incompressible flows with moving
contact lines which contains several special cases known from the literature. For such
a model, which describes the bulk fluid dynamics, different types of surface tension,
wall and contact line forces, we derive a variational formulation and a corresponding
energy estimate. This variational formulation forms the basis for our finite element
solver. This solver is based on several established techniques such as e.g., level set
(combined with reparametrization), a stabilized finite element discretization of the
level set equation, continuous piecewise quadratics for the velocity approximation,
implicit Euler time discretization for the fully coupled system. These methods can be
found in the literature and are not addressed in this paper. We focus on the following
three numerical techniques:
• A stabilized XFEM for the pressure, to deal with the discontinuity in σ. This
method has recently been introduced and analyzed in [19] for a stationary two-
phase Stokes problem. We apply this method to two-phase incompressible
flow problems with moving contact lines. As far as we know, the stabilized
XFEM has not been used for this problem class, yet.
• A Nitsche technique for a flexible and accurate handling of the Navier bound-
ary condition. This Nitsche method has recently been studied in [45] for treat-
ing the Navier boundary condition in a one-phase stationary Stokes problem.
We are not aware of any literature in which this technique is applied to two-
phase flows with (moving) contact lines.
3• A unified finite element discretization approach for different types of surface
tension and contact line forces.
As already noted above, our aim is not the comparison and/or validation of certain
continuum models (e.g. GNBC) for contact line dynamics, but to present finite ele-
ment techniques that are accurate and robust for a large class of relevant models.
The rest of the paper is organized as follows. In section 2, we outline the physical
background and introduce a class of models in strong formulation. A corresponding
variational formulation and an energy estimate for the solution of this variational
problem are presented in section 3. In section 4 we very briefly treat the discretization
of the level set equation and the reconstruction of the approximate interface. The
three (new) numerical techniques mentioned above are explained in the sections 5, 6,
7. Results of numerical experiments are presented in section 9. In section 10 we draw
conclusions and give an outlook.
2. Physical background and a sharp-interface model in strong formu-
lation. We introduce a sharp-interface model for immiscible two-phase flow with a
moving contact line. We consider an immiscible two-phase flow in a polygonal do-
main Ω ⊂ R3. The time-dependent domains of each fluid are denoted by Ω1 := Ω1(t)
and Ω2 := Ω2(t). The evolving sharp interface between the two fluids is denoted by
Γ(t) := ∂Ω1 ∩ ∂Ω2. We assume that part of ∂Ω consists of a plane, denoted by ∂ΩS
(“sliding wall”) that is in contact with Ω1, cf. Figure 2.1. The contact line is denoted
by L and the normals on Γ and ∂ΩS are denoted by nΓ and nS , respectively. The
normal to L lying in ∂ΩS is denoted by nL.
∂ΩS
nL
L
nS
nΓ
fluid 1
fluid 2
θ
Fig. 2.1. A liquid droplet with a contact line.
A continuum model for the fluid dynamics is based on mass and momentum
conservation combined with constitutive laws for stress tensors σ, σΓ ∈ R3×3 and
(virtual) forces fS , fL ∈ R3 that describe (effective) forces in the bulk fluids, at the
interface, the wall ∂ΩS and the contact line, respectively. We only outline the main
ideas. For more detailed treatments we refer to the literature, e.g., [39, 17, ?]. We
restrict to incompressible bulk fluids, i.e. div u = 0 in Ωi, i = 1, 2, with u the velocity.
Bulk fluid stress tensor. For the bulk fluid stress tensor σ = σi(x, t), i = 1, 2, we
only consider the standard Newtonian model
σi := −pI + µiD(u), D(u) := ∇u +∇uT , i = 1, 2, (2.1)
with p the pressure and µi > 0 the constant viscosity of fluid i.
Interface stress tensor. The interface stress tensor σΓ acts only in planes tangential
4to Γ. Hence σΓ has to fulfill the condition PΓσΓPΓ = σΓ, with the orthogonal
projection PΓ := I−nΓnTΓ . Let γ be a small connected subset of Γ with boundary ∂γ
and a normal nγ which is orthogonal to ∂γ and tangential to Γ, hence PΓnγ = nγ .
The stress tensor σΓ models the contact force in the interface Γ, i.e., σΓnγ is the
force density on ∂γ (and thus a force per unit of length). This interface (line) contact
force induces a surface force in Γ given by divΓσΓ. A standard constitutive law is
given by
σ0Γ := τPΓ,
with a (variable) surface tension coefficient τ > 0, which may be a function of x ∈
Γ. If τ is constant this model corresponds to a “clean interface”. Models with a
variable τ , e.g., τ depending on a local surfactant concentration, lead to so-called
Marangoni effects. A standard constitutive law to describe interfacial viscous forces
is the following Boussinesq-Scriven model:
σBSΓ = σ
0
Γ + σ
visc
Γ
σviscΓ := λΓ( divΓu)PΓ + µΓDΓ(u), DΓ(u) = PΓ
(∇Γu + (∇Γu)T )PΓ (2.2)
with λΓ > −µΓ and µΓ > 0 the interface dilatational viscosity and interface shear
viscosity, cf. [39]. Note the similarity to the bulk tensor model in (2.1). In the New-
tonian stress tensor (2.1) the term div u does not occur, due to the incompressibility
assumption div u = 0. In general div u = 0 does not imply divΓu = 0. If the inter-
face has visco-elastic behavior, the stress tensor σΓ has to be adapted to this. The
development of such visco-elastic surface stress tensors is an active and relatively new
research area [?]. In the remainder of this paper we only consider interface stress
tensors
σΓ ∈ {σ0Γ,σBSΓ }.
We expect, however, that the methods that are treated can also be applied (with
minor modifications) to problems with other interface stress tensors.
Contact line model. There is extensive literature on the modeling of dynamic
contact lines. We outline a class of models used in many papers, e.g., [4, 24, 25,
26, 27, 28, 38]. Typically, for a sharp interface continuum model one uses effective
(virtual) dissipative forces on the wall ∂ΩS and at the contact line L. Let nS and
nL be the normals as illustrated in Figure 2.1 and PS = I − nSnTS the orthogonal
projection on the plane that contains ∂ΩS .
At the contact line there is a wall surface tension force (τ2 − τ1)nL, with τ1 and
τ2 the surface tension coefficient for wall-fluid 1 and wall-fluid 2, respectively. Using
Young’s equation τ cos θe = τ2− τ1, with θe the static contact angle, this wall surface
tension force can be represented as τ cos θenL. We assume that the wall effects can be
modeled using effective (friction) force densities. More specifically we assume “wall
effect” forces of the form
fS = −βSPSu on ∂ΩS (2.3)
fL = −βL(u · nL)nL + τ cos θenL on L, (2.4)
where βS , βL ≥ 0 may depend on the flow variables and on x ∈ ∂ΩS . Note that
the second term on the right hand-side in (2.4) is the wall surface tension force and
the first term models dissipative friction effects. In the remainder we restrict to the
5linear case, in which βS , βL ≥ 0 are assumed to be given functions, depending only
on x ∈ ∂ΩS (e.g., constants). The force fS is an area force density, whereas fL
is a line force density. Note that both forces are in the plane that contains ∂ΩS ,
i.e. PSfS = fS , PSfL = fL. For a motivation and validation of this ansatz, using
thermodynamic principles, energy arguments and molecular dynamics simulations, we
refer to the literature [4, 24, 25, 26, 27, 28, 38]. For the contact line force fL it is
convenient to introduce a corresponding contact line stress tensor σL ∈ R3×3:
fL = σLnL, σL =
[− βL(u · nL) + τ cos θe]I. (2.5)
Boundary conditions. On ∂ΩS we assume the no-penetration condition u ·nS = 0.
This can also be written as (I − PS)u = 0 on ∂ΩS . On the remaining part of the
boundary ∂ΩD := ∂Ω \ ∂ΩS we assume no-slip boundary conditions: u = 0 on ∂ΩD.
The results of this paper apply, with minor modifications, if on ∂ΩD we consider
inhomogeneous Dirichlet boundary conditions u = uD instead homogeneous ones, or
if on part of ∂Ω \ ∂ΩS we have a natural boundary condition (−pI + µD(u))n∂Ω =
−pextn∂Ω.
Model in strong formulation. From mass conservation and the incompressibility
assumption we obtain the equation div u = 0 in Ωi. With respect to momentum
conservation, we assume that the only forces in the system are an external volume
force (gravity) denoted by g, viscous contact forces in the bulk phases modeled by
the stress tensor σ, interface contact forces modeled by σΓ and the wall forces given
in (2.3), (2.4). Momentum conservation in a material volume contained in Ωi results
in
ρi
(∂u
∂t
+ u · ∇u) = divσi + ρig in Ωi,
where ρi > 0 denotes the constant density of the fluid in Ωi. Momentum conservation
in a material volume that is intersected by Γ (but not by ∂ΩS) yields the force balance
[σnΓ] = divΓσΓ on Γ,
with [·] the usual jump operator across Γ. Momentum conservation in a material
volume with part of its boundary on ∂ΩS (and no intersection with Γ) implies the
force balance condition
−βSPSu = PSσnS = µPSD(u)nS on ∂ΩS . (2.6)
Note that this condition, combined with the no-penetration condition u ·nS = 0 is the
usual Navier slip boundary condition on ∂ΩS . Similarly, using a material volume the
boundary of which is intersected by the contact line, momentum conservation implies
the force balance condition
σLnL = PSσΓτL on L,
where τL =
PΓnS
‖PΓnS‖ is the normal to L that is tangential to Γ.
To obtain a closed model, we need further conditions. From the assumption that
there is no slip at the interface and both fluids are viscous we get [u] = 0 on Γ. The
6immiscibility assumption leads to VΓ = u·nΓ, where VΓ denotes the normal velocity of
the interface. Summarizing we obtain the following two-phase sharp interface model{
ρi(
∂u
∂t + u · ∇u) = divσi + ρg
div u = 0,
in Ωi(t), i = 1, 2, (2.7)
[σnΓ] = divΓσΓ, VΓ = u · nΓ, [u] = 0 on Γ(t), (2.8)
σLnL = PSσΓτL on L(t), (2.9){
(I−PS)u = 0
−βSPSu = PSσnS on ∂ΩS , (2.10)
u = 0 on ∂ΩD. (2.11)
For well-posedness we in addition need suitable initial conditions for the velocity
u(x, 0) and the initial interface Γ(0). We are interested in the solution u(x, t), p(x, t)
(and Γ(t)) of this model, for (x, t) ∈ Ω× [0, T ].
Remark 2.1. We emphasize that there is still considerable freedom in the choice
of the stress tensor σΓ and the wall forces fS , fL. In this sense (2.7)-(2.11) forms
a class of sharp interface models. For special choices we relate the model above to
models studied in the literature. For the choice σΓ = σ
0
Γ we have, cf. [16],
divΓσΓ = div Γ(τPΓ) = −τκnΓ +∇Γτ
with κ the curvature of Γ. Hence, if τ is constant the stress tensor jump condition
in (2.8) takes the familiar form [σnΓ] = −τκnΓ. For this choice σΓ = σ0Γ = τPΓ we
have PSσΓτL = τPSPΓτL = τPSτL = τ cos θ nL and thus the force balance in (2.9)
takes the form
βLUL = τ(cos θe − cos θ) on L(t) (2.12)
with UL := u ·nL the contact line normal velocity. For βL > 0 this relates the contact
line normal velocity to the uncompensated Young stress or out-of-balance interfacial
tension τ(cos θe − cos θ). Such a relation is studied in the literature on dynamic con-
tact line modeling, e.g. [4, 26, 28, 27]. For βL = 0 the relation in (2.12) combined
with the Navier slip boundary condition in (2.10) form the so-called generalized Navier
boundary condition (GNBC), which is treated in e.g., [13, 24, 25].
In this paper we do not address the (important) topic of modeling the contact
line dynamics in two-phase incompressible flows, i.e., we do not study which choices
for the wall forces fS , fL are (most) appropriate for certain flow problems. The main
goal is to present a finite element method which has good efficiency and robustness
properties for the general two-phase sharp interface model (2.7)-(2.11).
3. Variational formulation. In this section we introduce a variational formu-
lation of the model (2.7)-(2.11) introduced above. This variational formulation forms
the basis for the finite element discretization treated in the sections 5-8. We introduce
function spaces
X := {v ∈ (H1(Ω))3 : v = 0 on ∂ΩD, (I−PS)v = 0 on ∂ΩS},
Q := {q ∈ L2(Ω) :
∫
Ω
q dx = 0 }.
7Note that for u ∈ X, the condition [u] = 0 in (2.8) and the boundary conditions
(I − PS)u = 0 (no-penetration) in (2.10) and u = 0 (Dirichlet BC) in (2.11) are
satisfied by definition of the space X (i.e., essential boundary conditions). It is well-
known that the force balance −βSPSu = PSσnS in the Navier boundary condition
(2.10) can be treated as a natural boundary condition in the variational setting. We
will see that the same holds for the force balances [σnΓ] = div ΓσΓ (on Γ) and
σLnL = PSσΓτL (on L).
It is instructive to give a derivation of the variational formulation. We multiply
the Navier-Stokes equation in (2.7) by a sufficiently smooth test vector function v
with v = 0 on ∂ΩD and integrate over Ωi. We do the integration by parts∫
Ωi
divσi · v dx = −1
2
∫
Ωi
µiD(u) : D(v) dx+
∫
Ωi
p div v dx+
∫
∂Ωi
σinΩi · v ds.
The boundary ∂Ωi is split into three parts ∂Ωi∩∂ΩD, ∂Ωi∩∂ΩS and ∂Ωi∩Γ = Γ. We
have either ∂Ωi ∩ ∂ΩD = ∅ or v = 0 on ∂Ωi ∩ ∂ΩD. Hence
∫
∂Ωi∩∂ΩD σinΩi ·v ds = 0.
On ∂ΩS we write v = PSv + (v ·nS)nS , and using the force balance in (2.10) we get
2∑
i=1
∫
∂Ωi∩∂ΩS
σinΩi · v ds =
∫
∂ΩS
PSσnS ·PSv ds+
∫
∂ΩS
(nS · σnS)(v · nS) ds
= −
∫
∂ΩS
βSPSu ·PSv ds+
∫
∂ΩS
(nS · σnS)(v · nS) ds. (3.1)
We now restrict to v ∈ X, hence v · nS = 0 on ∂ΩS . Thus the second term on the
right hand-side vanishes and we get
2∑
i=1
∫
∂Ωi∩∂ΩS
σinΩi · v ds = −
∫
∂ΩS
βSPSu ·PSv ds, v ∈ X. (3.2)
For the ∂Ωi ∩ Γ boundary part we get, using the force balance in (2.8),
2∑
i=1
∫
∂Ωi∩Γ
σinΩi · v ds =
∫
Γ
[σnΓ] · v ds =
∫
Γ
divΓσΓ · v ds.
Combining these results we obtain
2∑
i=1
∫
Ωi
divσi · v dx = −1
2
∫
Ω
µD(u) : D(v) dx+
∫
Ω
p div v dx
−
∫
∂ΩS
βSPSu ·PSv ds+
∫
Γ
divΓσΓ · v ds, v ∈ X.
(3.3)
Note that for the case σΓ = σ
BS
Γ we need more smoothness than only u ∈ X, since σΓ
contains a term ∇Γu. We need sufficient smoothness of u such that (∇Γu)i,j ∈ L2(Γ).
In the derivation above, by using the integration by parts, the force balances in (2.10)
and (2.8) are “included” in the bilinear form on the right hand-side in (3.3). We treat
the line force balance in (2.9) in the same way, namely by applying integration by
parts to the term
∫
Γ
divΓσΓ · v ds that occurs in (3.3). For any sufficiently smooth
vector function v the identity∫
Γ
divΓσΓ · v ds = −
∫
Γ
σΓ : ∇Γv ds+
∫
L
σΓτL · v ds (3.4)
8holds. Using v = PSv + (v ·nS)nS and the contact line force balance in (2.9) we get∫
L
σΓτL · v ds =
∫
L
PSσΓτL ·PSv ds+
∫
L
(nS · σΓτL)(v · nS) ds
=
∫
L
σLnL ·PSv ds+
∫
L
(nS · σΓτL)(v · nS) ds
= −
∫
L
βLu · nL v · nL + τ cos θe v · nL ds+
∫
L
(nS · σΓτL)(v · nS) ds. (3.5)
For v ∈ X we have v ·nS = 0 and thus the third term in (3.5) vanishes. Hence we get∫
Γ
divΓσΓ ·v ds = −
∫
Γ
σΓ : ∇Γv ds−
∫
L
βLu·nL v·nL ds+cos θe
∫
L
τv·nL ds (3.6)
in which the line force balance (2.9) is now “included”. Again, as noted above, we
need more regularity than only u,v ∈ X to guarantee that the quantities used in (3.6)
are well-defined.
For a compact representation of the variational problem we introduce bi- and trilinear
forms and linear functionals:
m(u,v) :=
∫
Ω
ρu · v dx,
a(u,v) :=
1
2
∫
Ω
µD(u) : D(v) dx+
∫
∂ΩS
βSPSu ·PSv ds+
∫
L
βLu · nL v · nL ds,
b(v, q) := −
∫
Ω
( div v)q dx,
c(w; u,v) :=
∫
Ω
ρ(w · ∇)u · v dx,
fext(v) :=
∫
Ω
ρg · v dx,
fΓ(u,v) := −
∫
Γ
σΓ : ∇Γv ds,
fL(v) := cos θe
∫
L
τv · nL ds.
Remark 3.1. We comment on the surface tension force functional fΓ(u,v). First
we consider σΓ = σ
0
Γ = τPΓ. Let idΓ be the identity on Γ, i.e. idΓ(x) = x for x ∈ Γ.
From ∇idΓ = I and ∇Γ = PΓ∇ we obtain the representation
fΓ(u,v) = −
∫
Γ
τ∇ΓidΓ : ∇Γvds =: f0Γ(v),
which is often used in the literature, e.g. [2, 6, 15, 16, 1, 21, 33]. A nice property of this
surface tension representation is that curvature approximations are not (explicitly)
needed. Note that in this case fΓ depends only on v, hence it is a linear functional.
For the Boussinesq-Scriven surface tension tensor we get, cf. (2.2),
fΓ(u,v) = −
∫
Γ
σ0Γ : ∇Γv ds−
∫
Γ
σviscΓ : ∇Γv ds
= f0Γ(v)− λΓ
∫
Γ
( divΓu)PΓ : ∇Γv ds− µΓ
∫
Γ
DΓ(u) : ∇Γv ds.
9This bilinear form is used in [31] for the numerical simulation of a two-phase flow
problem with a viscous interface force (but without a contact line). Note that the
viscous part is a bilinear form, i.e. depends not only on v but also on u. In the
solution process this part is shifted to the left hand-side.
Although not explicit in the notation, the bi- and trilinear forms and functionals
depend on t, due to Γ = Γ(t), L = L(t), ρ = ρ(x, t), µ = µ(x, t). For any given t ∈
[0, T ] let Xt be a (possibly large) dense subspace of X0 such that the bi- and trilinear
forms and functionals defined above are well-defined and continuous on Xt. The
derivation above, cf. (3.3) and (3.6), leads to the following variational formulation.
Find u = u(·, t) ∈ Xt, p = p(·, t) ∈ Q such that for (almost all) t ∈ [0, T ]
{
m(∂tu,v) + c(u; u,v) + a(u,v) + b(v, p) = fext(v) + fΓ(u,v) + fL(v)
b(u, q) = 0
(3.7)
for all v ∈ Xt, q ∈ Q. The derivation above, combined with standard variational argu-
ments yields that a sufficiently smooth solution pair (u, p) of the variational problem
(3.7) is a solution of the strong formulation (2.7)-(2.11). In this sense the variational
problem (3.7) is consistent with the model (2.7)-(2.11). An interesting property of this
formulation is that both curvature approximations and contact angle approximations
are not needed. In the remainder of this paper we consider the variational problem
(3.7). For the special case σΓ = σ
0
Γ with a constant τ , a numerical discretization
method of this variational problem based on an ALE approach is presented in [10, 9].
In the sections 4-8 we present an Eulerian finite element method for the discretization
of (3.7). In the next subsection, we first derive an energy decay property.
3.1. Energy estimate. An energy decay property of the weak formulation (3.7)
is shown in this subsection. We assume that the surface tension coefficients τ, τ1, τ2
are constant. We introduce some notation. The wall boundary part in contact with
fluid i is denoted by Γ
(i)
S = ∂Ωi ∩ ∂ΩS . The area of the interfaces Γ(t) and Γ(i)S (t) is
denoted by |Γ(t)| and |Γ(i)S (t)|. The norm ‖ · ‖ denotes the Euclidean vector norm.
We define the energy
Eu(t) =
1
2
∫
Ω
ρ‖u‖2 dx+ τ |Γ(t)|+ τ1|Γ(1)S (t)|+ τ2|Γ(2)S (t)|,
which is the sum of kinetic and surface energies.
Lemma 3.1. We assume g = 0, i.e., fext(v) = 0. We consider σΓ = σ
BS
Γ . Let
(u, p) be a solution of (3.7) for t ∈ [0, T ]. The following holds:
d
dt
Eu(t) = −
[1
2
∫
Ω
µtr
(
D(u)2
)
dx+ λΓ
∫
Γ
tr(∇Γu)2 ds+ 1
2
µΓ
∫
Γ
tr
(
DΓ(u)
2
)
ds
+
∫
∂ΩS
βS‖PSu‖2 ds+
∫
L
βL(u · nL)2 ds
]
. (3.8)
For σΓ = σ
0
Γ the same relation holds, with λΓ = µΓ = 0.
10
Proof. We choose u as the test function in the first equation (3.7). From the
second equation we get b(u, p) = 0. We have
1
2
d
dt
∫
Ω
ρ‖u‖2 dx = 1
2
2∑
i=1
d
dt
∫
Ωi(t)
ρ‖u‖2 dx
=
1
2
2∑
i=1
∫
Ωi(t)
ρi
∂
∂t
(u · u) + ρiu · ∇(u · u) dx
=
2∑
i=1
∫
Ωi(t)
ρi
∂u
∂t
· u + ρi(u · ∇u) · u dx = m(∂tu,u) + c(u; u,u)
= −a(u,u) + fΓ(u,u) + fL(u). (3.9)
We consider the three terms in (3.9). For the first one we get
a(u,u) =
1
2
∫
Ω
µ tr
(
D(u)2
)
dx+
∫
∂ΩS
βS‖PSu‖2 ds+
∫
L
βL(u · nL)2 ds. (3.10)
We consider the second term fΓ(u,u) for σΓ = σ
BS
Γ . The case σΓ = σ
0
Γ is a special
case of this, with λΓ = µΓ = 0. We use divΓu = tr(∇Γu) = tr(PΓ∇Γu) = PΓ : ∇Γu
and tr
(
(A+AT )A
)
= 12 tr
(
(A+AT )2
)
for any matrix A. We obtain
fΓ(u,u) = −
∫
Γ
σBSΓ : ∇Γu ds
= −τ
∫
Γ
PΓ : ∇Γu ds− λΓ
∫
Γ
( divΓu)PΓ : ∇Γu ds− µΓ
∫
Γ
DΓ(u) : ∇Γu ds
= −τ
∫
Γ
divΓu ds− λΓ
∫
Γ
tr(∇Γu)2 ds− 1
2
µΓ
∫
Γ
tr
(
DΓ(u)
2
)
ds
= −τ d
dt
|Γ(t)| − λΓ
∫
Γ
tr(∇Γu)2 ds− 1
2
µΓ
∫
Γ
tr
(
DΓ(u)
2
)
ds
(3.11)
where in the last equality we used
∫
Γ(t)
divΓu ds =
d
dt
∫
Γ(t)
1 ds. For treating the
third term fL(u) we use Stokes theorem in the plane that contains the wall ∂ΩS . The
divergence operator in this plane is denoted by divS . Using Γ
(1)
S ⊂ ∂ΩS and L = ∂Γ(1)S
we get
fL(u) = τ cos θe
∫
L
u · nL ds = τ cos θe
∫
Γ
(1)
S
divSu ds
= τ cos θe
d
dt
∫
Γ
(1)
S (t)
1 ds = τ cos θe
d
dt
|Γ(1)S (t)|
= − d
dt
(
τ1|Γ(1)S (t)|+ τ2|Γ(2)S (t)|
)
.
(3.12)
In the last inequality we used Young’s relation τ cos θe = τ2 − τ1 and |Γ(1)S (t)| +
|Γ(2)S (t)| = |∂ΩS | is independent of t. Combination of (3.9),(3.10),(3.11) and (3.12)
completes the proof.
A similar result, for the case σΓ = σ
0
Γ, is derived in [4, 13]. The terms on the right
hand-side in (3.8) have obvious interpretations: they correspond to bulk viscosity,
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interface viscosity and wall and contact line dissipation energies. From µ > 0, λΓ ≥
0, µΓ ≥ 0, βS ≥ 0, βL ≥ 0 it follows that there is energy decay.
Remark 3.2. The condition λΓ ≥ 0 may not be fulfilled in certain cases. A
weaker assumption that is more appropriate, cf. [39] Sect. 4.9.5, is the following:
λΓ ≥ −µΓ. (3.13)
With A := PΓ∇ΓuPΓ the surface viscosity part in (3.8) can be written as∫
Γ
λΓtr(A)
2 +
1
2
µΓtr
(
(A+AT )2
)
ds.
Recall that (B,C)→ tr(BTC) defines a scalar product on Rn×n and thus the Cauchy-
Schwarz inequality |tr(BTC)| ≤ tr(BTB) 12 tr(CTC) 12 holds. This yields
|tr(A)| = 1
2
|tr(A+AT )| ≤ 1
2
tr
(
(A+AT )2
) 1
2 tr(PΓ)
1
2
Using this in combination with tr(PΓ) = 2 and the assumption (3.13) we get
λΓtr(A)
2 +
1
2
µΓtr
(
(A+AT )2 ≥ (λΓ + µΓ)tr(A)2 ≥ 0
and thus we conclude that the weaker assumption (3.13) suffices to have energy decay.
4. Level-set method. A key difficulty in the numerical simulation of two-phase
flows is the numerical approximation of the (implicitly given) interface. Different
techniques are available, cf. [16] for an overview. In the numerical method used in this
paper we use the popular level set technique, which implicitly captures the position
of Γ(t). We will briefly introduce the method, and explain how one can approximate
the interface Γ. We introduce a time-dependent level-set function φ(x, t) such that
Γ(t) = { (x, t) | φ(x, t) = 0 }. This level set function is given for t = 0 (e.g. an
approximate distance function to Γ(0)) and its evolution is determined by the linear
transport equation
∂φ
∂t
+ u · ∇φ = 0. (4.1)
For the space discretization of this equation we use a standard finite element approach.
Let {Th}h>0 be a shape regular family of tetrahedral triangulations of the domain Ω.
For given boundary data φD on the inflow boundary ∂Ωin we introduce the finite
element space of piecewise quadratics:
Vh(φD) = {φh ∈ C(Ω) | φh|T ∈ P2 for all T ∈ Th, φh = φD on ∂Ωin }.
The level set equation is semi-discretized using the streamline diffusion finite element
method (SDFEM): determine φh(·, t) ∈ Vh(φD) such that∑
T∈Th
(∂φh
∂t
+ u · ∇φh, vh + δTu · ∇vh
)
L2(T )
= 0 for all vh ∈ Vh(0), (4.2)
where δT is the SDFEM stabilization parameter, cf. [32]. This parameter typically
has the form δT = c
hT
max{0,‖u‖∞,T } with 0 > 0 and c = O(1). The fact that we use
quadratic (instead of linear) finite elements is essential for an accurate approximation
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of surface tension forces [15]. The heuristic explanation for this is that in the surface
tension force the curvature of Γ(t) plays a key role and approximation of the curvature
using piecewise linears for φh(·, t) turns out to be too inaccurate. In the discretization
of the surface and line forces fΓ and fL in (3.7), which is explained in section 7 below,
we need an explicitly accessible approximation of Γ(t) and an approximation of the
normal nΓ. A crucial point in our approach is that the former is based on a piecewise
linear interpolation of the piecewise quadratic function φh(·, t), whereas for the latter
we use the piecewise quadratic function. We give a more precise explanation of this
approach. Computing (a parametrization of) the zero level of the piecewise quadratic
function φh(·, t) is computationally extremely expensive. Instead, we determine the
piecewise linear interpolation of φh(·, t) on the regularly refined triangulation T 1
2h
,
denoted by Iφh(·, t). The approximate interface is given by
Γh(t) := {x ∈ Ω | Iφh(x, t) = 0 }. (4.3)
This approximate interface is piecewise planar (consisting of triangles an quadrilater-
als) and easy to determine. Under reasonable assumptions the estimate dist(Γ,Γh) ≤
ch2 holds, cf. [16]. The normals and corresponding projections needed in the numer-
ical approximation of the force terms, cf. section 7, are determined as follows (we
delete the dependence on t in the notation):
n˜h :=
∇φh
‖∇φh‖ , P˜h = I− n˜hn˜
T
h . (4.4)
This choice leads to significantly better results than using the normals to the piecewise
planar approximation Γh.
Related to the numerical treatment of the level set function there are further important
issues such as reinitialization (also called reparametrization) and volume correction.
We do not treat these topics in this paper. For reinitialization we use a Fast Marching
Method as presented in [35]. For volume correction we apply a simple shift technique.
For more information about these methods we refer to [16].
5. Pressure discretization: stabilized P1-XFEM method. In the two-
phase problem the normal bulk stress tensor σnΓ is discontinuous across the interface
Γ, cf. (2.8). This results in a pressure jump and a discontinuity in the velocity deriva-
tive across the interface. An accurate approximation of these discontinuities is a
difficult task because, due to the use of the level set technique, the triangulation is
not fitted to the (moving) interface. In particular the discontinuity in the pressure re-
sults in very large discretization errors (of order
√
h in the L2-norm) if standard finite
element spaces are used. In recent years the XFEM technique has been successfully
applied to deal with this problem. For an accurate pressure discretization we will use
a P1-XFEM known from the literature [19], which we now outline . We use the same
family of shape-regular tetrahedral triangulations {Th}h>0 as for the discretization of
the level set equation. The space of piecewise linears is denoted by
Qh := {q ∈ C(Ω) : q|T ∈ P1 for all T ∈ Th}.
We introduce the subdomains
Ωi,h := {T ∈ Th : meas3(T ∩ Ωi) > 0}, i = 1, 2,
and the corresponding finite element spaces
Qi,h := Qh|Ωi,h = { q ∈ C(Ωi,h) | q|T ∈ P1 for all T ∈ Ωi,h }, i = 1, 2.
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We define T Γh := {T ∈ Th | meas2(T ∩ Γh) > 0 }, which is the set of elements
intersected by Γh. The following sets of faces are needed in the stabilization procedure,
cf. Fig. 5:
Fi = {F ⊂ ∂T | T ∈ T Γh , F 6⊂ ∂Ωi,h }, i = 1, 2,
and Fh := F1 ∪ F2. For each F ∈ Fh, the unit normal with a fixed orientation is
denoted by nF .
F1
Γh
Ω1,h
Fig. 5.1. The subdomain Ω1,h (in blue), the set of faces F1(in red) and the reconstructed
interface Γh (in purple).
A given pair ph = (p1,h, p2,h) ∈ Q1,h ×Q2,h may have two values for x ∈ T Γh . We
define a uni-valued function pΓh(x) ∈ C(Ω1 ∪ Ω2) by
pΓh(x) = pi,h(x), for x ∈ Ωi.
The mapping ph 7−→ pΓh is bijective. The P1-XFEM space is defined by
QΓh := (Q1,h ×Q2,h)/R = { ph ∈ Q1,h ×Q2,h |
∫
Ω
pΓh dx = 0 }. (5.1)
Note that {pΓh : ph ∈ QΓh} is a subspace of the pressure space Q. The space QΓh can also
be characterized as a space obtained by adding certain discontinuous basis functions,
with support in T Γh , to the original space Qh. This explains the name “extended
FEM”. Due to the very small areas of certain cut elements T ∩ Ωi a discretization
in the space QΓh may lead to instabilities in the discrete solution and/or very poor
conditioning of the stiffness matrix, cf. [19, 30]. Recently, the following ghost-penalty
stabilization for P1-XFEM has been introduced [19]:
j(ph, qh) =
2∑
i=1
ji(pi,h, qi,h), ph, qh ∈ Q1,h ×Q2,h,
ji(pi,h, qi,h) = µ
−1
i
∑
F∈Fi
h3F ([∇pi,h · nF ][∇qi,h · nF ])0,F ,
(5.2)
where hF is the diameter of the face F and [∇pi,h · nF ] denotes the jump of the
normal components of the piecewise constant function ∇pi,h across the face F . Below
in section 8 we will use the space QΓh for a conforming pressure discretization and
modify the bilinear form by adding the stabilization term pj(·, ·) with the parameter
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p > 0. Note that this is a consistent stabilization, in the sense that for a piecewise
continuous pressure solution p (i.e., p|Ωi is continuous) and for all qh ∈ QΓh we have
j(p, qh) = 0.
Another XFEM stabilization approach is presented in [30]. In that method one
deletes from the XFEM space all basis functions with a relatively very small support.
In our experience the ghost penalty method performs better. Hence, in the numerical
experiments we use the stabilization method based on (5.2).
6. Velocity discretization: Nitsche P2-FEM. As noted above, the disconti-
nuity of σnΓ across the interface causes a discontinuity not only in the pressure but
also in the normal derivative of the velocity, if µ1 6= µ2. Hence, if µ1 6= µ2 a standard
P2 finite element space for velocity discretization does not have optimal approxima-
tion properties. Numerical experiments [34, 16] have shown that in cases with small
viscosity jumps often the velocity error in the P2-FEM space does not dominate the
total discretization error. This explains why in practice the pair P1-XFEM (with
stabilization) for pressure and P2-FEM for velocity is often used. In this paper we
also use this pair, i.e., velocity is approximated in the finite element space
Xh := {v ∈ C(Ω) | v|T ∈ (P2)3 for all T ∈ Th, v|∂ΩD = 0 }. (6.1)
Note that this is not a conforming space, because the Navier boundary condition
nS · v = 0 on ∂ΩS is not an essential boundary condition in the finite element space.
Often the direct imposition of this condition is not easy to implement, especially when
the normal nS does not have the direction of a coordinate axis (e.g., an inclined wall
or a curved boundary ∂ΩS). In this paper we show how one can use the Nitsche
technique to weakly impose u · nS = 0 on the boundary ∂ΩS [18, 23].
For this Nitsche method we have to modify the blinear form(s) used in the vari-
ational formulation. We recall the arguments used in section 3. Note that the test
functions v ∈ Xh do not satisfy v · nS = 0. Following the arguments in section 3 we
observe that (3.1) is still correct, but now the term
∫
∂ΩS
(nS · σnS)(v · nS) ds does
not vanish. This term can be written as∫
∂ΩS
(nS · σnS)(v · nS) ds = −
∫
∂ΩS
pv · nS ds+
∫
∂ΩS
µ(nS ·D(u)nS)(v · nS) ds.
The first term on the right hand-side will be added to the bilinear form b(·, ·) and the
second term will be added to a(·, ·). Similarly following the arguments in the second
step of integration by parts (starting from (3.4)) we observe that (3.5) is still correct,
but now the term
∫
L
(nS ·σΓτL)(v · nS) ds does not vanish. This term will be added
to the contact line functional fL.
Hence, in the Nitsche method we introduce three modified bilinear forms:
b˜(v, q) = b(v, q) +
∫
∂ΩS
(v · nS)q ds, (6.2)
a˜(u,v) := a(u,v)−
∫
∂ΩS
µ(nS ·D(u)nS)(v · nS) ds
−
∫
∂ΩS
µ(nS ·D(v)nS)(u · nS) ds+ α
h
∫
∂ΩS
(u · nS)(v · nS) ds, (6.3)
f˜L(u,v) = fL(v) +
∫
L
(nS · σΓτL)(v · nS) ds. (6.4)
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In the bilinear form a˜(·, ·), besides the correction term ∫
∂ΩS
µ(nS ·D(u)nS)(v ·nS) ds,
there are two more terms in (6.3). The first one,
∫
∂ΩS
µ(nS · D(v)nS)(u · nS) ds,
is added to maintain symmetry. The second term αh
∫
∂ΩS
(u · nS)(v · nS) ds is a
penalty term that enforces the no-penetration condition u · nS = 0 in a weak sense.
The parameter α > 0 is independent of h and has to be taken sufficiently large. This
penalty term is the usual one in Nitsche’s method and it is consistent in the sense that
it vanishes if u is the solution of the continuous problem (which satisfies u · nS = 0).
Due to this we have that the error (u−uh, p−ph) has the usual Galerkin orthogonality
property w.r.t. Xh ×QΓh.
Using τL =
PΓnS
‖PΓnS‖ and nL =
PSnΓ
‖PSnΓ‖ the right-hand side in (6.4) can be rewritten
and we obtain
f˜L(u,v) = cos θe
∫
L
τ‖PSnΓ‖−1v ·PSnΓ ds+
∫
L
‖PΓnS‖−1(nS · σΓnS)(v · nS) ds.
(6.5)
In the latter representation the (only) geometric information we need is the location
of the contact line L, the known normal nS and the surface normal nΓ.
Remark 6.1. For the case σΓ = σ
0
Γ = τPΓ the formula in (6.5) simplifies to
f˜L(u,v) = f˜
0
L(v) := cos θe
∫
L
τ‖PSnΓ‖−1v ·PSnΓ ds+
∫
L
τ‖PΓnS‖v · nS ds. (6.6)
7. Discretization of force terms. The interface and contact line forces are
given by:
fΓ(u,v) = −
∫
Γ
σΓ : ∇Γv ds, (7.1)
f˜L(u,v) = cos θe
∫
L
τ‖PSnΓ‖−1v ·PSnΓ ds+
∫
L
‖PΓnS‖−1(nS · σΓnS)(v · nS) ds.
(7.2)
We discuss the discretization of these (bi)linear forms. The geometry Γ = Γ(t) and
L = L(t) are approximated as explained in section 4. For the interface we use the
approximation Γh given in (4.3). For the contact line approximation we take Lh :=
Γh ∩ ∂ΩS . Besides the known normal nS , the only further geometric information we
need in (7.1)-(7.2) is the surface normal nΓ. This normal is approximated by n˜h, with
corresponding projection denoted by P˜h, as in (4.4).
For the case σΓ = σ
0
Γ = τPΓ, cf. (6.6), we obtain the following discrete function-
als, with ei the ith basis vector in R3:
f0Γ,h(vh) = −
3∑
i=1
∫
Γh
τP˜hei · ∇(vh)ids (7.3)
f˜0L,h(vh) = cos θe
∫
Lh
τ‖PSn˜h‖−1vh ·PSn˜h ds+
∫
Lh
τ‖P˜hnS‖vh · nS ds. (7.4)
For the case σΓ = σ
BS
Γ similar results are easily obtained. The resulting discrete
bilinear forms are denoted by fΓ,h(uh,vh), f˜L,h(uh,vh).
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8. Fully discrete problem. We apply a Rothe approach in which we first apply
an implicit Euler method to the fully coupled system of level set and Navier-Stokes
equations and then use the methods explained in the previous sections for a spatial
discretization. Thus we obtain the following fully discrete problem, per time step. To
simplify the presentation, we assume δT = δh for all T ∈ Th in the SDFEM. Determine
(un+1h , p
n+1
h , φ
n+1
h ) ∈ Xh ×QΓh × Vh(φD) such that
m(
un+1h − unh
∆t
,vh) + a˜(u
n+1
h ,vh) + c(u
n+1
h ; u
n+1
h ,vh) + b˜(vh, p
n+1,Γ
h )
+ b˜(un+1h , q
Γ
h) + pj(p
n+1
h , qh) = fext(vh) + fΓ,h(u
n+1
h ,vh) + f˜L,h(u
n+1
h ,vh) (8.1)
for all vh ∈ Xh, qh ∈ QΓh,
(
φn+1h − φnh
∆t
+ un+1h · ∇φn+1h , ψh + δhun+1h · ∇ψh)L2(Ω) = 0, ∀ψh ∈ Vh(0). (8.2)
For the case σΓ = σ
0
Γ = τPΓ the discrete force terms fΓ,h and f˜L,h depend only on
vh and are given in (7.3), (7.4). We emphasize that through the dependence of fΓ,h
and f˜L,h on Γh = Γh(t), which is the zero level of Iφh(·, t), there is a strong nonlinear
coupling between the equations in (8.1) (fluid dynamics) and in (8.2) (interface and
contact line dynamics). The decoupling of these two equations is a delicate issue. In
the following, we describe two decoupling approaches we used in our simulations. In
the first approach(weak coupling), we decouple the computation of (8.1) and (8.2) in
each time step. In the second approach(strong coupling), the two equations are solved
coupled together by a fixed point iterative method in each step.
Weak coupling. In each time step, we solve (8.1) and (8.2) to get (un+1h , p
n+1
h )
and φn+1h based on φ
n
h and u
n
h from the previous time step. In each time step the
two subproblems, Navier-Stokes for fluid dynamics and the level set equation for the
interface dynamics, are decoupled. This approach is very simple and has relatively low
computational costs per time step. In our experiments this weak coupling performs
well in problems where the flow evolves to a stationary one and one is (mainly)
interested in the stationary limit solution. In cases where the solution has a strong
dependence on time, it is better to use the following strong coupling approach.
Strong coupling. In the strong coupling algorithm, per time step we solve (with
a certain tolerance) the coupled system (8.1)-(8.2) for the unknowns (un+1h , p
n+1
h , φ
n+1
h ).
This is realized by a certain fixed point approach which iterates between the equations
in (8.1) and (8.2). In this approach there is a special semi-implict treatment of the
surface tension force term fΓ,h(u
n+1
h ,vh), with Γ = Γ(φ
n+1
h ), which is very important
for the rate of convergence of this fixed point iteration. We do not explain this further
here, but refer to [16] for more information on the fixed point iteration.
After (un+1h , p
n+1
h , φ
n+1
h ) has been determined, it is checked whether a reinitial-
ization or a volume correction of the level-set function φn+1h should be determined.
Again, because it is outside the scope of this paper, we do not explain these methods,
but refer to [16].
9. Numerical experiments. In this section we apply the solver, outlined in
the sections above, to a few test problems. We restrict to the interface stress tensor
σΓ = σ
0
Γ, and for the contact line force fL we restrict to βL = 0, i.e., fL = τ cos θenL,
cf. (2.4). This GNBC model, cf. Remark 2.1, may have limitations in reproducing
certain (macroscopic) physical observations [4]. However, as mentioned above, in
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this paper we do not study the quality of different models for describing contact line
dynamics.
We summarize the main components of the solver:
• We use a modified P2-P1 Hood-Taylor pair for the spatial discretization of
the Navier-Stokes equation. The modification is that instead of P1 for the
pressure we use the stabilized P1-XFEM discretization. We use a hierarchy
of tetrahedral grids, which are locally refined close to the (moving) interface.
• We use the level set method for interface capturing. For the spatial dis-
cretization of the level set equation we use a standard streamline diffusion
FEM (SDFEM) with P2 finite elements. In this level set method it is essen-
tial to use a suitable reparametrization technique (which is not explained in
this paper).
• For the evaluation of surface tension and contact line forces we use a piecewise
linear reconstruction of the interface. These forces are discretized as in (7.3),
(7.4).
• We use Nitsche’s method for handling the Navier boundary condition, result-
ing in a modified bilinear form as in (6.3).
• For the numerical time integration we use an implicit Euler method applied
to the coupled system. Per time step either a weak or a strong coupling
is used. If a strong coupling is used, one needs a suitable iterative solver
for the coupled nonlinear system of equation (which is not explained in this
paper). For solving the resulting large linear sparse systems of equations
tailor-made preconditioned Krylov subspace methods are used (not explained
in this paper).
In the test problems considered in section 9.1 we use the weak coupling in the time
integration, whereas in all other test problems we use the strong coupling.
9.1. Static and sliding droplets.
Static droplet on a plate. In two-phase incompressible flow simulations with-
out contact line, a system with a static droplet is often used as a first test for the
accuracy of the two-phase flow solver. In this basic test problem the quality of the
discretization of surface tension forces and of the discontinuous pressure solution can
be verified. We consider such a static droplet problem with contact line. The test
problem, sketched in Figure 9.1, has a static droplet with radius R = 0.1 on a pla-
nar surface in a cubic domain Ω = (0, 0.5)3. We assume a constant surface tension
coefficient τ = 0.5. The densities and viscosities of both fluids are set to 1, and we
set gravity to 0. On the whole boundary we assume a Navier slip condition with
βS = 0.05.
This problem has the stationary solution
u∗ = 0 in Ω1 ∪ Ω2, p∗ =
{
c0 + kconst in Ω1
c0 in Ω2
where kconst =
2τ
R = 10. Due to the discretization of the surface tension forces and
the approximation of the pressure solution p∗ in the finite element space spurious
velocities will appear. The accurate Laplace-Beltrami approach in the discretization
(7.3) and the use of the XFEM method for the pressure approximation result in very
small spurious velocities. In Figure 9.2 and Figure 9.3 we illustrate the sharp pressure
jump.
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Fig. 9.1. A sketch of the static droplet system.
Fig. 9.2. A cross section of the pressure approximation on a locally refined mesh.
We investigate the convergence behavior of the discrete solution pair (uh, ph).
Results are presented in the table 9.1. The initial level 0 grid is obtained from a
uniform tetrahedral grid that has only 5 vertices (4 intervals) on each edge of the
cube Ω, which is then locally refined once close to the interface. Hence, on level 0,
the tetrahedra close to the interface have edges of length 0.5 ∗ ( 12 )3 = 116 . An increase
in the level number (first column) in this table corresponds to a local refinement close
to the interface of the tetrahedral grid (i.e. one regular local refinement followed by a
correction step for elimination of hanging nodes). In Figure 9.2 a cross section of the
level 4 mesh is shown. One important contribution of this paper is the application
of the stabilized XFEM method to this problem class. From experiments it follows
that the behavior of this method is very satisfactory. In particular, there is no strong
sensitivity with respect to the choice of the stabilization parameter p in (8.1). To
illustrate this we present results for p = 1 and for p = 0.01. For these two values
of p the discrete velocities do not show significant differences and therefore we only
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Fig. 9.3. The pressure jump is visualized by scaling in the normal direction of the cross section.
show the errors for the case p = 1. We observe only a mild deterioration of the
pressure quality if the stabilization parameter is reduced from p = 1 to p = 0.01.
Mesh lvl ‖eu‖L2 , p = 1 order ‖ep‖L2 , p = 1 order ‖ep‖L2 , p = 0.01 order
0 6.79E-5 – 5.37E-3 – 5.31E-3 –
1 1.54E-5 2.137 1.24E-3 2.13 1.34E-3 1.97
2 3.18E-6 2.281 3.38E-4 1.87 3.89E-4 1.79
3 7.33E-7 2.117 8.53E-5 1.99 1.09E-4 1.85
4 1.69E-7 2.120 8.53E-5 1.99 1.09E-4 1.85
5 4.08E-8 2.048 5.78E-6 1.93 1.04E-5 1.67
6 1.00E-8 2.025 1.57E-6 1.89 3.63E-6 1.52
Table 9.1
Convergence behavior for a static droplet on a plate with θe = 60◦ and different values p =
1, 10−2 in the XFEM stabilization.
An important conclusion is that these results show a very good agreement with
results from a similar experiment without a contact line, see subsection 7.10 in [16].
Hence, the numerical treatment of the contact line force and of the Navier boundary
condition is satisfactory (in this test problem).
The (very small) errors in velocity are caused by spurious velocities close to the
interface. The suboptimal order of convergence in velocity is caused by the errors
in the discretization of the surface tension force [14]. As a further error measure we
determine a numerical contact angle θh and compare it to the exact one, θe. The
numerical contact angle θh is defined as the average of the local (per tetrahedron)
approximate angles that are obtained from the level set function normals (4.4). In a
similar way a discrete radius rh, which approximates r, is determined. The results are
given in Table 9.2 and show (approximately) the expected second order convergence.
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Mesh lvl |θh − θe|/θe order |r − rh|/r order
0 3.07E-2 – 1.44E-2 –
1 1.06E-2 1.53 3.42E-3 2.08
2 2.46E-3 2.11 8.16E-4 2.07
3 4.75E-4 2.37 2.09E-4 1.97
4 1.31E-4 1.85 5.19E-5 2.01
Table 9.2
Errors in approximation of contact angle θ and radius r.
A droplet sliding to equilibrium state. We extend the previous test case to
a non-stationary problem. We take the same setup as described above except that we
take the initial contact angle θ0 = 90
◦ and take different equilibrium contact angles
θe 6= θ0. We consider the three cases θe = 30◦, θe = 60◦ and θe = 120◦, cf. Figure 9.4.
When we release the droplet with initial contact angle θ0 it will spread or contract to
a spherical cap with contact angle θe.
The time dependent solution of this problem converges to a static state, which is
known (essentially the same as in the static droplet case). Note that in this test case
we have an evolving interface (and contact line) and thus the level set method and its
coupling with the Navier-Stokes equations play a key role.
By using conservation of volume of the droplet, we can calculate the radius of the
droplet R and the radius r of the circle inside the contact line at the static state. For
the 3D case we thus obtain, with R0 the droplet radius at t = 0:
R = R0
3
√
2
2− 2 cos θe − sin2 θe cos θe
, r = R sin θe. (9.1)
(In [8] the 2D analogon of this formula is given).
R
r
Fig. 9.4. 2D sketch of the static droplet shape and of the radii R and r.
We perform a simulation until the equilibrium is reached (approximately). For
the numerical equilibrium solution we determine a numerical contact angle θh and
discrete radius in the same way as in the static droplet case above. The corresponding
(relative) errors on mesh level 1, which has the same resolution as the level 1 mesh in
the previous experiment, are shown in table 9.3. We note that in this experiment, due
to the dynamics of the interface, the locally refined grid is changing in time during
the simulation (local grid refinement and coarsening).
Comparing the results in Table 9.3 with the level 1 results in Table 9.2, we see
that these have the same order of magnitude. The errors in velocity and pressure
for the numerical equilibrium solution on mesh level 1 are ‖eu‖L2 =2.03E-6 and
‖ep‖L2 =1.13E-3. These are of the same order of magnitude (or even smaller) as
the level 1 errors in Table 9.1. From this we conclude that these results for the
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θe θh |θh − θe|/θe r rh |rh − r|/r
30◦ 29.77◦ 7.7E-3 0.169384 0.169425 2.42E-4
60◦ 59.74◦ 4.3E-3 0.127619 0.127408 1.65E-3
120◦ 119.6◦ 3.3E-3 0.0727416 0.0733349 8.15E-3
Table 9.3
Errors in contact angle θe and radius r for three cases on the level 1 mesh.
time dependent simulation are very satisfactory. Under mesh refinement we observe
convergence which, however, does not show a regular second order behavior. This
is caused by an undesirable behavior of the reparametrization and volume correction
method, which is not addressed in this paper.
9.2. Couette flow. In this section we do a further validation of the solver by
considering a two-phase Couette flow in a three-dimensional channel [0, Lx]× [0, Ly]×
[0, Lz] with moving contact lines. In the first experiment, cf. Figure 9.5, the two fluids
are separated by two different interfaces, whereas in the second experiment, cf. Fig-
ure 9.9, there is only one interface between the fluids. The upper and lower boundaries
are walls that move with velocity Uwall and −Uwall in x-direction, respectively.
We show results of two types of numerical experiments. First we present results
obtained with our solver and study grid convergence by using a reference solution
that is obtained by applying the solver on a very fine grid. In the second experiment
we compare the simulation results of our solver with molecular dynamics simulation
results from the literature. In both cases, we set θ0 = θe = 90
◦.
Convergence study with a fine mesh reference solution. The setup is as
described above, with a Navier boundary condition on the upper and lower (moving)
boundaries, a periodic boundary condition on left and right boundaries and a sym-
metry boundary condition in y direction. We take length Lx = 1, width Ly = 0.2 and
hight Lz = 0.4. The initial planar interfaces are as sketched in Figure 9.5.
z
x
0 Lx
Lz
Fluid 1 Fluid 2 Fluid 1
−Uwall
Uwall
Fig. 9.5. Sketch of a cross section of the Couette two-phase channel flow.
The initial velocity is u = 0 . Densities and viscosities are taken as ρ1 = µ1 = 3,
ρ2 = µ2 = 1. The slip coefficient in the effective wall force fS is set to βS = 1.2 and
the surface tension coefficient is τ = 5.5. These two parameter values are the same
as in the MD simulations from [24], which are considered in the next experiment.
In this test, we take an initial uniform tetrahedral triangulation with 5 vertices (4
intervals) on the edges of the channel in x-direction, 3 vertices (2 intervals) on the
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edges in z-direction an 2 vertices (1 interval) on the edges in y-direction. We use
uniform refinement. The (technical) reason for this is that with uniform refinement
the interpolation of coarse grid functions to finer grids is obvious and there are no
interpolation errors. For t = 0.032 we compute a reference solution uRef on the
tetrahedral triangulation obtained after 5 refinements of the initial one. We use
such a short time interval [0, 0.032] due to computational limitations for computing
the reference solution on the five times refined triangulation. For t = 0.032 the
velocity solution as a size ‖uRef‖L2 =8.76E-2. The velocity errors on coarser grids
(for t = 0.032) are shown in Table 9.4.
Ref. ‖uRef − uh‖L2 order
0 8.6e-3 -
1 2.5e-3 1.8
2 1.3e-3 0.94
3 4.4e-4 1.6
Table 9.4
The convergence behavior of velocity.
We observe that on average we get a close to 1.5 order of convergence for the
velocity. Furthermore, note that after one refinement we have a relatively coarse mesh
but already a rather accurate numerical solution. To illustrate this, in Figure 9.6, we
show a line plot of the x-velocity in x-z plane at y = 0.1 from the point (0, 0) to
the point (1, 0.4) for the reference mesh and the level 1 mesh. In Figure 9.8 and 9.9,
we show a cross section at y = 0.1 of the computed solution on a 2 times refined
triangulation at t = 0.032 and t = 0.32, respectively.
Fig. 9.6. The velocity in x direction from the point (0, 0) to the point (1, 0.4) in x-z plane at
t=0.032.
Comparison with molecular dynamics simulation. We performed a second
numerical simulation experiment for the Couette flow in which results are compared
with MD simulations in [24].
The MD setup from [24] is shown in Figure 9.9. It is a 3D channel with length
Lx = 163.5σ, width Ly = 6.8σ and hight Lz = 13.6σ, where σ is the relevant unit (a
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Fig. 9.7. The couette flow at t=0.032, 2 times refined triangulation.
Fig. 9.8. The couette flow at t=0.32, 2 times refined triangulation.
microscopic length scale in the MD simulation). Note that opposite to the previous
experiment, there is one interface between two immiscible fluids in the middle of the
channel. . The density of the two fluids are ρ1 = ρ2 = 0.81m/σ
3 and their viscosities
are µ1 = µ2 = 1.95
√
m/σ2, where m and  are suitable mass and energy scales in the
MD simulation. From now on we delete the units. The slip coefficient in the effective
wall force is set to βS = 1.2. The surface tension is τ = 5.5. The wall velocity, cf.
Figure 9.5, is Uwall = 0.25. In this system a steady state is reached as illustrated in
Fig. 9.9.
The MD simulations provide velocity profiles, which will be compared with the
numerical simulations by our finite element method. In our simulations we take the
channel given by (−Lx/2, Lx/2) × (0, Ly) × (0, Lz), and we use a periodic boundary
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Fig. 9.9. The MD Couette flow setup in [24].
condition in the y-direction. On the left and right boundary, we take Dirichlet bound-
ary condition given by u(y, z) = 2Uwall(z−Lz/2)Lz+2∗ls e1, for (y, z) ∈ (0, Ly)× (0, Lz), where
ls = µ/βS is the slip length. In this test, we take an initial tetrahedral triangulation
with 11 vertices (10 intervals) on the edges of the channel in x-direction, 5 vertices
(4 intervals) on the edges in z-direction an 3 vertices (2 interval) on the edges in
y-direction, and we apply 3 adaptive refinements near the interface.
Numerical results for the computed equilibrium solution are shown in Fig. 9.10.
We show the profile of the relative velocity in x-direction u1/Uwall, where u1 denotes
the x-component of velocity. The profiles are shown for u1(x,
1
2Ly, zj), with x ∈
[−25, 25], z1 = 0.425 (green/bottom), z2 = 2.125 (black), z3 = 3.825 (blue) and
z4 = 5.525 (red/top). The empty symbols show the results from MD simulations and
the filled symbols with solid lines show the results by our FEM method. We observe
a good agreement between the two sets of simulation results. Note that differences
may be due not only to numerics but also to modeling discrepancies. Near the wall
boundary, at z1 = 0.425 (bottom curve), the x-velocity u1(x,
1
2Ly, z1)/Uwall is close
zero for x close to the contact line, which implies that the fluids slip there (note that
the wall moves).
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Fig. 9.10. Comparisons of MD simulations and the sharp-interface model simulations.
9.3. Wetting on a curved boundary. The following example demonstrates
how our method performs for a contact line problem with a curved contact boundary.
We solve a sliding droplet problem in a hemispherical domain. A droplet is set at the
bottom of the hemisphere with a initial contact angle θ0 = 104.5
◦. The rest of the
domain is filled with another fluid. The density of the droplet is set to ρ1 = 3 and the
viscosity is µ1 = 3. The fluid outside has ρ2 = 1 and µ2 = 1. We ignore the effect of
the gravity. The initial velocity is zero. We set the equilibrium contact angle θe = 60
◦.
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Due to the difference between θ0 and θe, the droplet will spread on the bottom curved
boundary and it is expected to reach a static state with a contact angle θd = θe. The
spreading process and the static state are similar to the sliding droplet experiment in
subsection 9.1. The only difference is that the contact boundary is curved.
In Figure 9.11 we show a result of the dynamics of the droplet for t = 0.2.
In this simulation we use uniform grids with 16 intervals in each direction. The
contour color denotes the velocity magnitude, and the white arrows represent the
flow field. At the beginning stage t = 0.2, a significant velocity, tangential to the
curved boundary, appears in the vicinity of the contact lines. From the cross section
result, we also observe that two vortices are formed. For larger t (t ≈ 5) the droplet
becomes stationary and the contact angle is almost 60◦. Table 9.5 shows results
for the numerical contact angle and contact area at the static state. The experiment
shows that Nitsche’s method can handle the Navier boundary condition on the curved
boundary and results in an accurate approximation of the static state of a sliding
droplet. In Nitsche’s method, for nS we used the normal to the piecewise planar
approximation (faces of the tetrahedra) of the curved domain. We are aware of the
fact that this choice for the normal may lead to a suboptimal discretization scheme,
cf. [45, 7]. This is related to Babuska’s paradox [46]: the solution of stationary
Stokes equations with slip boundary conditions on polygonal domains approximating
the smooth domain do not converge to the solution of the smooth limit domain. A
systematic investigation of this topic is left for future research.
θe θe,h A Ah
60◦ 60.35◦ 0.055 0.054
Table 9.5
Comparison of analytical and discrete contact angle θe and contact area A.
9.4. Wetting on chemically boundary. In the last example, we present nu-
merical results for a liquid droplet sliding on a chemically patterned surface. In this
problem, due to the inhomogeneity of the solid surface, we have a more challenging
contact line dynamics. A real three dimensional simulation is required to capture all
the characteristics of the hydrodynamics.
In our example, the bottom x − z surface is not homogeneous with a spatially
varying static contact angle θe(x, z). In polar coordinates (x, z) = (r cosφ, r sinφ) the
prescribed static contact angles is
θe(r, φ) =
{
pi
3 if φ ∈ (0, pi3 ) ∪ ( 2pi3 , pi) ∪ ( 4pi3 , 5pi3 ),
2pi
3 otherwise.
(9.2)
In this setting, the surface contains both hydrophilic (θe <
pi
2 ) and hydrophobic
(θe >
pi
2 ) parts.
A spherical droplet is placed at the center of the bottom plane. All other condi-
tions are the same as in subsection 9.1. Figure 9.12 shows some typical shapes of the
droplet in the process of wetting. Starting with a uniform contact angle θ = pi2 the
droplet moves on the surface and changes its shape. It spreads on the hydrophilic part
of the bottom and shrinks on the hydrophobic part. At t = 1.2 the droplet is almost
stationary. The contact angle then is approximately 60o on the hydrophilic part of
the surface and approximately 120o on the hydrophobic part, away from boundaries
between the two parts. The discrete contact angles, which are average values on a
26
Fig. 9.11. Wetting on a curved boundary.
segment of the contact line away from the boundaries between the hydrophilic and
hydrophobic parts, are shown in Table 9.6 with the same resolution as the level 1
mesh in subsection 9.1. The results in this experiment show that our finite element
approach is robust in the sense that in can also deal with this more complicated mov-
ing contact line flow problem.
θA θA,h θB θB,h
60◦ 60.36◦ 120◦ 119.32◦
Table 9.6
Comparison of discrete contact angles and the prescribed Young’s angles in patterned surface.
θA denotes the hydrophilic angle and θB denotes the hydrophobic angle.
10. Conclusion and outlook. We presented finite element techniques for the
discretization of two-phase flow problems with moving contact lines. For describ-
ing these flow problems a class of models is given and a corresponding variational
formulation, which forms the basis for the finite element method, is derived. The sta-
bilized XFEM method, recently introduced in [19] for a stationary two-phase Stokes
problem, is also very suitable for two-phase flow problems with moving contact lines.
The Nitsche method is very suitable for handling the Navier boundary condition in
a convenient and accurate way. We presented a unified approach for discretization
of different interface stress tensors σΓ and contact line forces fL. We consider these
techniques to be promising for this problem class. A further study of these methods
by means of theoretical and numerical analyses is planned. In particular the applica-
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(a) t = 0 (b) t = 0.1
(c) t = 0.2 (d) t = 0.3
(e) t = 0.6 (f) t = 1.2
Fig. 9.12. Wetting on a chemically patterned surface.
tion to specific MCL models (e.g. GNBC) and a systematic comparison with other
finite element techniques is a topic of further research.
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