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MONOIDAL 2-STRUCTURE OF BIMODULE CATEGORIES
JUSTIN GREENOUGH
Abstract. We define a notion of tensor product of bimodule categories and
prove that with this product the 2-category of C-bimodule categories for fixed
tensor C is a monoidal 2-category in the sense of Kapranov and Voevodsky
([KV94]). We then provide a monoidal-structure preserving 2-equivalence be-
tween the 2-category of C-bimodule categories and Z(C)-module categories
(module categories over the center of C). For a finite group G we show that de-
equivariantization is equivalent to the tensor product over Rep(G). We derive
Rep(G)-module fusion rules and show that the group of invertible Rep(G)-
module categories is isomorphic to H2(G, k×), extending results in [ENO09].
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1. Introduction and Main Results
In this paper we investigate an extension of Deligne’s product of abelian cate-
gories [Del90] to the category C-bimodule categories. This new product is denoted
⊠C. Here C refers to a tensor category over field k which we take, in general, to
be of characteristic 0. This new tensor product reduces to Deligne’s product when
C = V ec, the fusion category of finite dimensional k-vector spaces.
First steps in defining this extended product involve defining balanced functors
from the Deligne product of a pair of module categories. This approach mimics
classical definitions of tensor product of modules as universal object for balanced
morphisms. Tensor product of module categories is then defined in terms of a
universal functor factoring balanced functors. In §5 we prove
Theorem 1.1. For any tensor category C, the associated 2-category B(C) of C-
bimodule categories equipped with the tensor product ⊠C becomes a (non-semistrict)
monoidal 2-category in the sense of [KV94].
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In [Tam01] constructions similar to these were defined for k-linear categories as
part of a program to study the representation categories of Hopf algebras and their
duals. Balanced functors appeared under the name bilinear functors, and the tensor
product there is given in terms of generators and relations instead of the universal
properties used here. The tensor product was defined and applied extensively by
[ENO09] in the study of semisimple module categories over fusion C.
In order to apply the tensor product of module categories we provide results in
§3.3 giving 2-category analogues to classical formulas relating tensor product and
hom-functor. In this setting the classical hom functor is replaced by the 2-functor
FunC giving categories of right exact C-module functors.
As an immediate application we prove in §6 a result relating de-equivariantization
of tensor category C to tensor product over Rep(G), the category of finite dimen-
sional representations of finite group G in V ec. Let A be the regular algebra in
Rep(G). Recall ([DGNO09]) that for tensor category C over Rep(G) (see Definition
6.1) the de-equivariantization CG is defined to be the tensor category of A-modules
in C. We prove
Theorem 1.2. There is a canonical tensor equivalence CG ≃ C ⊠Rep(G) V ec such
that the canonical functor C → C ⊠Rep(G) V ec is identified with the canonical (free
module) functor C → CG.
After introducing the notion of center of bimodule category (§7) we are able
to prove a monoidal-structure preserving 2-equivalence between the 2-category of
C-bimodule categories and Z(C)-Mod, module categories over the center Z(C):
Theorem 1.3. There is a canonical monoidal equivalence between 2-categories
B(C) and Z(C)-Mod.
In §8 we show that, for arbitrary finite group G, fusion rules for Rep(G)-module
categories over ⊠Rep(G) correspond to products in the twisted Burnside ring over
G (see e.g. [OY01] and [Ros07]). As a side effect we show that the group of
indecomposable invertible Rep(G)-module categories is isomorphic to H2(G, k×)
thus generalizing results in [ENO09] given for finite abelian groups.
1.1. Acknowledgements. The author is grateful to the University of New Hamp-
shire for support during the writing of this paper, and wishes to warmly thank his
advisor Dmitri Nikshych for valuable discussion and comments. Without him none
of this could have taken place.
2. Preliminaries
Very little in this section is new. Where it seemed necessary to do so we have
indicated sources. In most cases what is included here has become standard and so
we have omitted references (as general references we suggest [BK01], [Kas95]).
2.1. Braiding, module categories. In this paper all categories are assumed to
be abelian and k-linear, have finite-dimensional hom spaces, and all functors are
assumed to be additive. Even though most of what we do here is valid over fields
of positive characteristic we assume at the outset that k is of characteristic 0. All
tensor categories are rigid and so they are finite tensor categories in the sense of
[EO04].
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Definition 2.1. A tensor category C is said to be braided if it is equipped with a
class of natural isomorphisms
cV,W : V ⊗W →W ⊗ V
for objects V,W ∈ C satisfying the pair of hexagons which can be found in [Kas95]
among many other places.
When C is strict these reduce to commuting triangles
cU,V⊗W = (idV ⊗ cU,W )(cU,V ⊗ idW ) (1)
cU⊗V,W = (cU,W ⊗ idV )(idU ⊗ cV,W ). (2)
In §7 we show how braiding gives module categories bimodule structure.
In the next two examples G is a finite group.
Example 2.2. Rep(G), the category of finite dimensional representations of G, is a
braided tensor category with the usual tensor product. For 2-cocycle µ ∈ Z2(G, k×)
the category Repµ(G) of projective representations of G corresponding to Schur
multiplier µ constitutes a tensor category though is in general not braided.
Example 2.3. The category V ecωG of finite dimensional G-graded vector spaces
twisted by ω ∈ H3(G, k×) is a rigid monoidal category. Simple objects are given
by kg (g
th component k, 0 elsewhere) with unit object k1. Associativity is given by
ω and tensor product is defined by
(V ⊗W )g =
⊕
hk=g
Vh ⊗Wk
and (V ∗)g = (
∗V )g = Vg−1 . In general V ec
ω
G is not braided.
Definition 2.4. The center Z(C) of a monoidal category C is the category having
as objects pairs (X, c) where X ∈ C and for every Y ∈ C cY : Y ⊗X → X ⊗ Y is a
family of natural isomorphisms satisfying the hexagon
(X ⊗ Y )⊗ Z
cXY,Z
// Z ⊗ (X ⊗ Y )
a−1
Z,X,Y
((PP
PPP
PPP
PPP
P
X ⊗ (Y ⊗ Z)
a−1
X,Y,Z
66nnnnnnnnnnnn
idX⊗cY,Z ((PP
PPP
PPP
PPP
P
(Z ⊗X)⊗ Y
X ⊗ (Z ⊗ Y )
a−1
X,Z,Y
// (X ⊗ Z)⊗ Y
cX,Z⊗idY
66nnnnnnnnnnnn
for all Y, Z ∈ C. Here a is the associativity constraint for the monoidal structure
in C. A morphism (X, c)→ (X ′, c′) is a morphism f ∈ HomC(X,X ′) satisfying the
equation c′Y (f ⊗ idY ) = (idY ⊗ f)cY for every Y ∈ C.
The center Z(C) has the structure of a monoidal category as follows. Define the
tensor product (X, c)⊗ (X ′, c′) = (X⊗X ′, c˜) where c˜ is defined by the composition
Y ⊗ (X ⊗X ′)
c˜Y

a−1
Y,X,X′
// (Y ⊗X)⊗X ′
cY // (X ⊗ Y )⊗X ′
aX,Y,X′

(X ⊗X ′)⊗ Y X ⊗ (X ′ ⊗ Y )
a−1
X,X′,Y
oo X ⊗ (Y ⊗X ′)
c′Y
oo
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If r and ℓ are the right and left unit constraints for the monoidal structure in C
then the unit object for the monoidal structure in Z(C) is given by (1, r−1ℓ) as one
may easily check. Suppose now that C is rigid and X ∈ C has right dual X∗. Then
(X, c) ∈ Z(C) has right dual (X∗, c) where cY := (c
−1
∗Y )
∗ and ∗Y is the left dual of
Y . One may also check that Z(C) is braided by c(X,c)⊗(X′,c′) := c
′
X .
There is a canonical inclusion of monoidal category C into its center given by
X 7→ (X, cX). It is well known that the center Z(C) is in some sense “larger” than
C. This differs from the classical analogue in which a ring contains its center. We
generalize the notion of center in §7.
The next definition is essential for this paper.
Definition 2.5. A left module category (M,µ) over tensor category C is a category
M together with a bifunctor ⊗ : C×M→M and a family of natural isomorphisms
µX,Y,M : (X⊗Y )⊗M → X⊗ (Y ⊗M), ℓM : 1⊗M →M for X,Y ∈ C andM ∈ M
subject to certain natural coherence axioms (see [Ost03], for example). Similarly
one defines the structure of right module category onM. If the structure maps are
identity we say M is strict as a module category over C.
Note 2.6. It is possible to prove an extended version of MacLane’s strictness
theorem for module categories which reduces to the monoidal strictness theorem in
the regular module case. The proof given in [JG] mimics the proof of the monoidal
strictness theorem found in [JS93].
Example 2.7. Let G be a finite group with subgroup H . The category Repµ(H)
of projective representations of H (Example 2.2) constitutes a Rep(G)-module cat-
egory with module category structure defined by W ⊗ V := res(W ) ⊗ V whenever
W ∈ Rep(G), V ∈ Repµ(H) and res : Rep(G)→ Rep(H) is the restriction functor.
Definition 2.8. For M,N left C-module categories a functor F :M→ N is said
to be a C-module functor if F comes equipped with a family of natural isomorphisms
fX,M : F (X ⊗M)→ X ⊗F (M) satisfying coherence diagrams (again see [Ost03]).
We will write (F, f) when referring to such a functor. A natural transformation
τ : F ⇒ G for bimodule functors (F, f), (G, g) : M → N is said to be a module
natural transformation whenever the diagram
F (X ⊗M)
τX⊗M
//
fX,M

G(X ⊗M)
gX,M

X ⊗ F (M)
idX⊗τX⊗N
// X ⊗G(M)
commutes for all X ∈ C and M ∈ M.
Denote by FunC(M,N ) the category of left C-module functors having mor-
phisms module natural transformations. It is known that this category is abelian
and if is semisimple if bothM,N are semisimple (see [ENO05] for details). We will
have occasion to deal with categories of right exact module functors and therefore
fix notation now.
Definition 2.9. Functor F : A → B is said to be right exact if F takes short exact
sequences 0 → A → B → C → 0 in A to sequences F (A) → F (B) → F (C) → 0
exact in B. Similarly one defines left exact functors. Denote by Fun(A,B) the
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category of right exact functors A → B. If A, B are left C-module categories
FunC(A,B) is the category of right exact C-module functors.
2.1.1. Bimodule categories. In much of this paper we will be concerned with cat-
egories for which there are left and right module structures which interact in a
consistent and predictable way. In what follows ⊠ denotes the product of abelian
categories introduced in [Del90].
Definition 2.10. M is a (C,D)-bimodule category ifM is a C⊠Dop-module cate-
gory. IfM andN are (C,D)-bimodule categories call F :M→N a (C,D)-bimodule
functor if it is a C ⊠Dop-module functor.
Note 2.11 (Notation). For C and D finite tensor categories we can define a
new category whose objects are (C,D)-bimodule categories with morphisms (C,D)-
bimodule functors. Denote this category B(C,D). When C = D this is the category
of bimodule categories over C, which we denote B(C). For M and N in B(C,D)
denote by FunC,D(M,N ) the category of (C,D)-bimodule functors from M to N .
Proposition 2.12. Let C, D be strict monoidal catgories. Suppose M has both
left C-module and right D-module category structures µl, µr and a natural family of
isomorphisms γX,M,Y : (X ⊗M)⊗ Y → X ⊗ (M ⊗ Y ) for X in C, Y in D making
the pentagons
((XY )M)Z
µl⊗id

γ
// (XY )(MZ)
µl

(X(YM))Z
γ

X((YM)Z)
id⊗γ
// X(Y (MZ))
(XM)(Y Z)
µr

γ
// X(M(Y Z))
id⊗µr

((XM)Y )Z
γ⊗id

(X(MY ))Z γ
// X((MY )Z)
(1M)1
γ1,M,1
//
ℓM

1(M1)
rM

M1
rM

M 1M
ℓM
oo
commute. Then M has canonical (C,D)-bimodule category structure.
Proof. Straightforward ([JG] contains details). 
Remark 2.13. For bimodule structure (M, µ), γ is given by γX,M,Y = µX⊠1,1⊠Y,M
over the inherent left and right module category structures. In this way we get
the converse of Proposition 2.12: every bimodule structure gives separate left and
right module category structures and the special constraints described therein in a
predictable way.
Remark 2.14. We saw in Proposition 2.12 that bimodule category structure
can be described separately as left and right structures which interact in a pre-
dictable fashion. We make an analogous observation for bimodule functors. Let
F : (M, γ) → (N , δ) be a functor with left C-module structure f ℓ and right D-
module structure f r, where (M, γ) and (N , δ) are (C,D)-bimodule categories with
bimodule consistency isomorphisms γ, δ as above. Then F is a (C,D)-bimodule
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functor iff the hexagon
F (X ⊗ (M ⊗ Y ))
fℓX,M⊗Y

F ((X ⊗M)⊗ Y )
frX⊗M,Y
//
FγX,M,Y
oo F (X ⊗M)⊗ Y
fℓX,M⊗Y

X ⊗ F (M ⊗ Y )
X⊗frM,Y
// X ⊗ (F (M)⊗ Y ) (X ⊗ F (M))⊗ Y
δX,F (M),Y
oo
commutes for all X in C, Y in D, M in M. The proof is straightforward and so we
do not include it.
For right C-module category M having module associativity µ define µ˜X,Y,M =
µM,∗Y,∗X . ThenMop has left C-module category structure given by (X,M) 7→M⊗
∗X with module associativity µ˜−1. Similarly, ifM has left C-module structure with
associativity σ, thenMop has right C-module category structure (M,Y ) 7→ Y ∗⊗M
with associativity σ˜−1 for σ˜M,X,Y := σY ∗,X∗,M . Lemma 2.18 simply describes the
bimodule structure in the opposite category of functors. This is a special case of
the following proposition.
Proposition 2.15. These actions determine a (D, C)-bimodule structure
(Y ⊠X,M) 7→ X∗ ⊗M ⊗ ∗Y
onMop wheneverM has (C,D)-bimodule structure. If γ are the bimodule coherence
isomorphisms for the left/right module structures inM (see Proposition 2.12), then
γ˜Y,M,X = γX∗,M,∗Y are those for Mop.
In the sequel whenever M is a bimodule category Mop will always refer to
M with the bimodule structure described in Proposition 2.15. In the following
definition assume that module category M is semisimple over semisimple C with
finite number of isomorphism classes of simple objects.
Definition 2.16. For M,N ∈ M their internal hom Hom(M,N) is defined to be
the object in C representing the functor HomM( ⊗M,N) : C → V ec. That is,
for any object X ∈ C we have
HomM(X ⊗M,N) ≃ HomC(X,Hom(M,N))
naturally in V ec. It follows from Yoneda’s Lemma that Hom(M,N) is well defined
up to a unique isomorphism and is a bifunctor.
2.1.2. Exact module categories. It is desirable to restrict the general study of mod-
ule categories in order to render questions of classification tractable. In their beauti-
ful paper [EO04] Etingof and Ostrik suggest the class of exact module categories as
an appropriate restriction intermediary between the semisimple and general (non-
semisimple, possibly non-finite) cases. Let P be an object in any abelian category.
Recall that an object P is called projective if the functor Hom(P,−) is exact.
Definition 2.17. A module categoryM over C is called exact if for any projective
object P ∈ C and any M ∈ M, the object P ⊗M is projective.
It turns out that exactness is equivalent to exactness of certain functors. We will
not require the general formulation here, but formulate the next lemma for exact
module categories because exactness ensures adjoints for module functors [EO04].
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Lemma 2.18. For M,N exact left C-module categories the association
FunC(M,N )
ad
→ FunC(N ,M)
op
sending F to its left adjoint is an equivalence of abelian categories. If M,N are
bimodule categories then this equivalence is bimodule.
Proof. Clear. 
2.2. 2-categories and monoidal 2-categories. Recall that a 2-category is a
generalized version of an ordinary category where we have cells of various degrees
and rules dictating how cells of different degrees interact. There are two ways to
compose 2-cells α, β: vertical composition βα and horizontal composition β ∗ α as
described by the diagrams below.
A
f

h
FF
g // B
β

α

⇒ A
f
!!
h
==Bαβ
, A
f
!!
h
==B
f ′
!!
h′
== Cα
β

⇒ A
f ′f
!!
h′h
==Cβ∗α
It is required that α∗β = (β•h)(f ′•α) = (h′•α)(β•f) where • signifies composition
between 1-cells and 2-cells giving 2-cells (see [Lei04] for a thorough treatment of
higher category theory and [Ben67], [Kel82] for theory of enriched categories). For
fixed monoidal category C we have an evident 2-category with 0-cells C-module
categories, 1-cells C-module functors and 2-cells monoidal natural transformations.
Example 2.19. The category of rings defines a 2-category with 0-cells rings, 1-cells
bimodules and 2-cells tensor products.
A monoidal 2-category is essentially a 2-category equipped with a monoidal
structure that acts on pairs of cells of various types. For convenience we reproduce,
in part, the definition of monoidal 2-category as it appears in [KV94].
Definition 2.20. Let A be a strict 2-category. A (lax) monoidal structure on A
consists of the following data:
M1. An object 1 = 1A called the unit object
M2. For any two objects A, B in A a new object A⊗B, also denoted AB
M3. For any 1-morphism u : A → A′ and any object B a pair of 1-morphisms
u⊗B : A⊗B → A′ ⊗B and B ⊗ u : B ⊗A→ B ⊗A′
M4. For any 2-morphism
A A′
u

u′
DD
T

and object B there exist 2-morphisms
A⊗B A′ ⊗B
u⊗B

u′⊗B
??
T⊗B

B ⊗A B ⊗A′
B⊗u

B⊗u′
??
B⊗T

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M5. For any three objects A, B, C an isomorphism aA,B,C : A ⊗ (B ⊗ C) →
(A⊗B)⊗ C
M6. For any object A isomorphisms lA : 1⊗A→ A and rA : A⊗ 1→ A
M7. For any two morphisms u : A→ A′, v : B → B′ a 2-isomorphism
A⊗B
A⊗v
//
u⊗B

A⊗B′
u⊗B′

A′ ⊗B
A′⊗v
// A′ ⊗ B′
⊗u,vmu
M8. For any pair of composable morphisms A
u
→ A′
u′
→ A′′ and object B 2-
isomorphisms
A⊗B
u⊗B

(u′u)⊗B
// A′′ ⊗B
A′ ⊗B
u′⊗B
66lllllllllllll
⊗u,u′,B
9Azzzzzzzzz
B ⊗A
B⊗u

B⊗(u′u)
// B ⊗A′′
B ⊗ A′
B⊗u′
66lllllllllllll
⊗B,u,u′
9Azzzzzzzzz
M9. For any four objects A,B,C,D a 2-morphism
A⊗ (B ⊗ (C ⊗D))
aA,B,C⊗D⊗D

A⊗aB,C,D
// A⊗ ((B ⊗ C)⊗D)
aA,B⊗C,D

(A⊗B)⊗ (C ⊗D)
aA⊗B,C,D

((A⊗B)⊗ C)⊗D) (A⊗ (B ⊗ C))⊗D
aA,B,C⊗D
oo
aA,B,C,D
 
M10. For any morphism u : A→ A′, v : B → B′, w : C → C′ 2-isomorphisms
A⊗ (B ⊗ C)
aA,B,C
//
u⊗(B⊗C)

(A⊗B)⊗ C
(u⊗B)⊗C

A′ ⊗ (B ⊗ C)aA′,B,C
// (A′ ⊗B)⊗ C
au,B,C
mu
A⊗ (B ⊗ C)
aA,B,C
//
A⊗(v⊗C)

(A⊗B)⊗ C
(A⊗v)⊗C

A⊗ (B′ ⊗ C)aA,B′,C
// (A⊗B′)⊗ C
aA,v,C
mu
A⊗ (B ⊗ C)
aA,B,C
//
A⊗(B⊗w)

(A⊗B)⊗ C
(A⊗B)⊗w

A⊗ (B ⊗ C′)aA,B,C′
// (A⊗B)⊗ C′
aA,B,w
mu
M11. For any two objects A,B 2-isomorphism
A⊗ (B ⊗ 1)
aA,B,1

A⊗rB // A⊗B
(A⊗B)⊗ 1
rA⊗B
55llllllllllllll
ρA,B
6>vvvvvvvvvv
v
vv
v
v
v
1⊗ (A⊗B)
a1,A,B

lA⊗B
// A⊗B
(1⊗A)⊗B
lA⊗B
55llllllllllllll
λA,B
6>vvvvvvvvvv
v
vv
v
v
v
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A⊗ (1⊗B)
aA,1,B

A⊗lB // A⊗B
(A⊗ 1)⊗B
rA⊗B
55llllllllllllll
µA,B
6>vvvvvvvvvv
v
v
v
v
M12. For any morphism u : A→ A′ 2-isomorphisms
1⊗A
1⊗u
//
lA

1⊗A′
lA′

A
u // A′
lu
mu
A⊗ 1
u⊗1
//
rA

A′ ⊗ 1
rA′

A
r // A′
rumu
M13. A 2-isomorphism ǫ : r1 ⇒ l1.
These data are further required to satisfy a series of axioms given in the form of
commutative polytopes listed by Kapranov and Voevodsky. As well as describing the
sort of naturality we should expect (extending that appearing in the definition of
2-cells for categories of functors) these polytopes provide constraints on the various
cells at different levels and dictates how they are to inteact. For the sake of brevity
we do not list them here but will refer to the diagrams in the original paper when
needed. In [KV94] these polytopes are indicated using hieroglyphic notation. The
Stasheff polytope, for example, (which they signify by (• ⊗ • ⊗ • ⊗ • ⊗ •), pg.
217) describes how associativity 2-cells and their related morphisms on pentuples
of 0-cells interact. In the sequel we will adapt their hieroglyphic notation without
explanation.
We digress briefly to explain what is meant by “commuting polytope.” This
notion will be needed for the proof of Theorem 1.1 Our discussion is taken from
loc. cit.. In a strict 2-category A algebraic expressions may take the form of 2-
dimensional cells subdivided into smaller cells indicating the way in which the larger
2-cells are to be composed. This procedure is referred to as pasting. Consider the
diagram below left.
g
//
f

??
??
??
?
h
?? k //
c

??
??
??
?
d
??
e

??
??
??
?
b
//
a
??
T

V

U

g
//

??
??
??
?
f

??
??
??
?
h
??
c

??
??
??
? //
b
//
??
a
??
A

C

B
	
Edges are 1-cells and faces (double arrows) are 2-cells in A; T : gh⇒ dk, V : ek⇒
bc, U : fd⇒ ae. The diagram represents a 2-cell fgh⇒ abc in A as follows. It is
possible to compose 1-cell F and 2-cell α obtaining new 2-cells F ∗α, α∗F whenever
these compositions make sense. If α : G⇒ H , these are new 2-cells FG⇒ FH and
GF ⇒ HF , respectively. Pasting of diagram above left represents the composition
fgh
f∗T
=⇒ fdk
U∗k
=⇒ aek
a∗V
=⇒ abc.
For 2-composition abbreviated by juxtaposition the pasting is then (a ∗ V )(U ∗
k)(f ∗ T ). In case the same external diagram is subdivided in different ways a new
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3-dimensional polytope may be formed by gluing along the common edges. Thus
the two 2-dimension diagrams can be combined along the edges fgh and abc to
form the new 3-dimensional polytope
// //////
f
//
??
?? ????
g
??
//
??
OO
//
OOOO OOOO
a
OO
??
OOOO OOOO
h
OO
////////
c
//
OO
??
?? ????
b
??
A
T

V

C

B
+3
U +3
We have labeled only those edges common to the two original figures. As an aid to
deciphering polytope commutativity we will denote the boundary with bold arrows
as above. To say that the polytope commutes is to say that the results of the
pastings of the two sections of its boundary agree. In such a case we say that
the pair of diagrams composing the figure are equal: the 2-cells they denote in A
coincide.
3. Balanced Functors and Tensor Products
In the remaining sections of this paper we will describe data giving the 2-category
of C-bimodule categories for a fixed tensor C the structure of a monoidal 2-category.
3.1. Preliminary definitions and first properties. In what follows all module
categories are taken over finite tensor categories. Recall definition of tensor functor
(Definition 2.8) and of right exactness (Definition 2.9).
Definition 3.1. Suppose (M, µ) right, (N , η) left C-module categories. A functor
F :M⊠N → A is said to be C-balanced if there are natural isomorphisms bM,X,Y :
F ((M ⊗X)⊠N) ≃ F (M ⊠ (X ⊗N)) satisfying the pentagon
F ((M ⊗ (X ⊗ Y ))⊠N)
bM,X⊗Y,N
//
µM,X,Y

F (M ⊠ ((X ⊗ Y )⊗N))
ηX,Y,N

F (((M ⊗X)⊗ Y )⊠N)
bM⊗X,Y,N **VVV
VVVV
VVVV
VVVV
VV
F (M ⊠ (X ⊗ (Y ⊗N)))
F ((M ⊗X)⊠ (Y ⊗N))
bM,X,Y⊗N
44iiiiiiiiiiiiiiiii
whenever X , Y are objects of C and M ∈ M.
Remark 3.2. The above occurred in [Tam01] as the definition of “k-bilinear func-
tor” on module categories over k-linear tensor categories. The relative tensor prod-
uct is studied and applied in [ENO09] where many properties are derived in the
case that module categories in question are semisimple.
Of course Definition 3.1 can be extended to functors from the Deligne product
of more than two categories.
MONOIDAL 2-STRUCTURE OF BIMODULE CATEGORIES 11
Definition 3.3. Let F : M1 ⊠M2 ⊠ · · · ⊠Mn → N be a functor of abelian
categories and suppose that, for some i, 1 ≤ i ≤ n − 1, Mi is a right C-module
category and Mi+1 a left C-module category. Then F is said to be balanced in the
ith position if there are natural isomorphisms biX,M1,...,Mn : F (M1 ⊠ · · · ⊠ (Mi ⊗
X)⊠Mi+1 ⊠ · · · ⊠Mn) ≃ F (M1 ⊠ · · · ⊠Mi ⊠ (X ⊗Mi+1) ⊠ · · · ⊠Mn) whenever
Mi are in Mi and X is in C. The bi are required to satisfy a diagram analogous to
that described in Definition 3.1.
One may also define multibalanced functors F balanced at multiple positions
simultaneously. We will need, and so define, only the simplest nontrivial case.
Definition 3.4. Let M1 be right C-module, M2 (C,D)-bimodule, and M3 a left
D-module category. The functor F :M1⊠M2⊠M3 → N is said to be completely
balanced (or 2-balanced) if for X ∈ C, Y ∈ D, N ∈ M2, M ∈ M1 and P ∈ M3
there are natural isomorphisms
b1M,X,N,P : F ((M ⊗X)⊠N ⊠ P ) ≃ F (M ⊠ (X ⊗N)⊠ P )
b2M,N,Y,P : F (M ⊠ (N ⊗ Y )⊠ P ) ≃ F (M ⊠N ⊠ (Y ⊗ P ))
satisfying the balancing diagrams in Definition 3.1 and the consistency pentagon
F ((M ⊗X)⊠ (N ⊗ Y )⊠ P )
b2M⊗X,N,Y,P
//
b1M,X,N⊗Y,P

F ((M ⊗X)⊠N ⊠ (Y ⊗ P ))
b1M,X,N,Y⊗P

F (M ⊠ (X ⊗ (N ⊗ Y ))⊠ P )
γ−1
X,N,Y

F (M ⊠ ((X ⊗N)⊗ Y )⊠ P )
b2M,X,Y⊗N
// F (M ⊠ (X ⊗N)⊠ (Y ⊗ P ))
Here γ is the family of natural isomorphisms associated to the bimodule structure in
M2 (see Remark 2.12). Whenever F fromM1⊠M2⊠ · · ·⊠Mn is balanced in “all”
positions call F (n−1)-balanced or completely balanced. In this case the consistency
axioms take the form of commuting polytopes. For example the consistency axiom
for 4-balanced functors is equivalent to the commutativity of a polytope having
eight faces (four pentagons and four squares) which reduces to a cube on elision of
γ-labeled edges. With this labeling scheme the 1-balanced functors are the original
ones given in Definition 3.1.
Definition 3.5. The tensor product of right C-module category M and left C-
module category N consists of an abelian category M ⊠C N and a right exact C-
balanced functor BM,N :M⊠N →M ⊠C N universal for right exact C-balanced
functors from M⊠N .
Remark 3.6. Universality here means that for any right exact C-balanced functor
F :M⊠N → A there exists a unique right exact functor F such that the diagram
on the left commutes.
M⊠N
BM,N

F // A
M ⊠C N
F
::uuuuuuuuu
M⊠N
BM,N
 F
((QQ
QQQ
QQQ
QQQ
QQQ
U // U
F ′

α
vv
M ⊠C N
F
// A
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The categoryM⊠CN and the functor BM,N are defined up to a unique equivalence.
This means that if U :M ⊠N → U is a second right exact balanced functor with
F = F ′U for unique right exact functor F ′, there is a unique equivalence of abelian
categories α : U →M⊠C N making the diagram on the right commute.
Remark 3.7. The definition of balanced functor may be easily adapted to bifunc-
tors from M×N instead of M ⊠N . In this case the definition of tensor product
becomes object universal for balanced functors right exact in both variables from
M×N . This is the approach taken by Deligne in [Del90]. One easily checks that
our definition reduces to Deligne’s for C = V ec. This provides some justification
for defining the relative tensor product in terms of right-exact functors as opposed
to functors of some other sort.
The following lemma is a straightforward application of tensor product univer-
sality from Definition 3.5. We list it here for later reference.
Lemma 3.8. Let F,G be right exact functors M ⊠C N → A such that FBM,N =
GBM,N . Then F = G.
Proof. In the diagram
M⊠N
BM,N
 T
SSS
SSS
SSS
SSS
S
))SSS
BM,N
//M⊠C N
F

α
uu
M ⊠C N
G
// A
for T = FBM,N = GBM,N the unique equivalence α is idM⊠CN . 
Definition 3.9. ForM a right C-module category and N a left C-module category
denote by Funbal(M⊠N ,A) the category of right exact C-balanced functors. Mor-
phisms are natural transformations τ : (F, f)→ (G, g) where f and g are balancing
isomorphisms for F and G satisfying, whenever M ∈M and N ∈ N ,
F ((M ⊗X)⊠N)
fM,X,N

τM⊗X,N
// G((M ⊗X)⊠N)
gM,X,N

F ((M ⊠ (X ⊗N)) τM,X⊗N
// G(M ⊠ (X ⊗N))
for X in C. Call morphisms in a category of balanced functors balanced natural
transformations. Similarly we can define Funbali (M1⊠ · · ·⊠Mn,A) to be the cat-
egory of right exact functors “balanced in the ith position” requiring of morphisms
a diagram similar to that above.
It is not obvious at this point that such a universal category exists. The proof
of Proposition 3.8 in [ENO09] shows that, in the semisimple case, M ⊠C N is
equivalent to the center ZC(M ⊠ N ) (see §7.1 for definitions and discussion). We
include the statement here without proof. Functor I is right adjoint to forgetful
functor from the center.
Proposition 3.10. There is a canonical equivalence
M ⊠C N ≃ ZC(M ⊠N )
such that I :M⊠N → ZC(M⊠N ) is identified with the universal balanced functor
BM,N :M⊠N →M ⊠C N .
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3.2. Module category theoretic structure of tensor product. In this section
we examine functoriality of ⊠C and discuss module structure of the tensor product.
For M a right C-module category, N a left C-module category, universality of
BM,N implies an equivalence between categories of functors
Y : Funbal(M⊠N ,A)
∼
→ Fun(M ⊠C N ,A) (3)
sending F 7→ F (here overline is as in Definition 3.5). Quasi-inverseW sends G 7→
GBM,N with balancing G∗b, b the balancing of BM,N . On natural transformations
τ , W is defined by W(τ) = τ ∗BM,N where ∗ is the product of 2-morphism and 1-
morphism: components are given by W(τ)M⊠N = τBM,N (M⊠N). One easily checks
that YW = id so that W is a strict right quasi-inverse for Y. Let J : WY → id
be any natural isomorphism. Then components of J are balanced isomorphisms
J(F,f) : (F, F ∗ b) → (F, f) where f is balancing for functor F . Being balanced
means commutativity of the diagram
F (M ⊗X ⊠ N)
F (bM,X,N )
//
JMX⊠N

F (M ⊠ X ⊗N)
JM⊠XN

F (M ⊗X ⊠ N)
fM,X,N
// F (M ⊠ X ⊗N)
for any M ∈ M, X ∈ C, N ∈ N . Hence any balancing structure f on the functor
F is conjugate to F ∗ b in the sense that
fM,X,N = JM⊠XN ◦ F (bM,X,N ) ◦ J
−1
MX⊠N . (4)
Remark 3.11. Let F,G : M ⊠ N → A be right exact C-balanced functors. To
understand how Y acts on balanced natural transformation τ : F → G recall that to
any functor E : S → T we associate the comma category, denoted (E, T ), having
objects triples (X,Y, q) ∈ S × T × HomT (E(X), Y ). A morphism (X,Y, q) →
(X ′, Y ′, q′) is a pair of morphisms (h, k) with the property that k ◦ q = q′ ◦ E(h).
For E right exact and S, T abelian (E, T ) is abelian ([FGR75]).
Let F be the unique right exact functor having FBM,N = F and consider the
comma category (F ,A). Natural balanced transformation τ determines a functor
Sτ : M ⊠ N → (F ,A), X 7→ (BM,N (X), G(X), τX) and f 7→ (F (f), G(f)). It is
evident that Sτ is right exact and inherits C-balancing from that in BM,N , G and τ .
Thus we have a unique functor Sτ :M⊠C N → (F ,A) with SτBM,N = Sτ . Write
Sτ = (S1, S2, σ). Using Lemma 3.8 one shows that S1 = idM⊠CN and S2 = G.
Then σ(Y ) : F (Y )→ G(Y ) for Y ∈ M⊠C N . This is precisely τ : F → G.
Given right exact right C-module functor F : M → M′ and right exact left
C-module functor G : N → N ′ note that BM′,N ′(F ⊠ G) : M ⊠ N → M′ ⊠C N ′
is C-balanced. Thus the universality of B implies the existence of a unique right
exact functor F ⊠C G := BM′,N ′(F ⊠G) making the diagram
M⊠N
BM,N

F⊠G //M′ ⊠N ′
BM′,N′

M⊠C N
F⊠CG
//M′ ⊠C N ′
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commute. One uses Lemma 3.8 to show that ⊠C is functorial on 1-cells: (F
′
⊠C
E′)(F ⊠C E) = F
′F ⊠C E
′E. We leave the relevant diagrams for the reader. Thus
the 2-cells in M7. of Definition 2.20 are identity. If we define F ⊗N := F ⊠C idN
(Definition 4.5) then the 2-cells in M8. are identity as well.
Remark 3.12. Next consider how ⊠C can be applied to pairs of module natural
transformations. Apply BN ,N ′ to the right of the diagram for the Deligne product
of τ and σ
M⊠M′ N ⊠N ′ N ⊠C N ′
F⊠E

G⊠H
??
τ⊠σ

BN ,N′
//
giving natural transformation
(τ ⊠ σ)′ := BN ,N ′ ∗ (τ ⊠ σ) : BN ,N ′(F ⊠ E)⇒ BN ,N ′(G⊠H) (5)
having components BN ,N ′ ∗ (τ ⊠ σ)A⊠B = BN ,N ′(τA ⊠ σB). Here ∗ indicates
composition between cells of different index (in this case a 1-cell and a 2-cell with
the usual 2-category structure in Cat).
It is easy to see that this is a balanced natural transformation, i.e. a morphism
in the category of balanced right exact functors Funbal(M⊠N ,M′⊠C N
′). Using
comma category (F ⊠C F
′,M′ ⊠C N ′) we get
τ ⊠C σ := (τ ⊠ σ)′ : F ⊠C F
′ ⇒ G⊠C G
′. (6)
Note also that ⊠C is functorial over vertical composition of 2-cells: (τ
′
⊠C σ
′)(τ ⊠C
σ) = τ ′τ ⊠C σ
′σ whenever the compositions make sense. Though we do not prove
it here observe also that ⊠C preserves horizontal composition • of 2-cells:
(τ ′ • τ) ⊠C (σ
′ • σ) = (τ ′ ⊠C σ
′) • (τ ⊠C σ).
For the following proposition recall that, for left C-module category M, the
functor LX : M→M sending M 7→ X ⊗M for X ∈ C fixed is right exact. This
follows from the fact that Hom(X∗ ⊗N, ) is left exact for any N ∈M.
Proposition 3.13. Let M be a (C, E)-bimodule category and N a (E ,D)-bimodule
category. Then M ⊠E N is a (C,D)-bimodule category and BM,N is a (C,D)-
bimodule functor.
Proof. For X in C define functor LX :M⊠N →M⊠N : M⊠N 7→ (X⊗M)⊠N .
Then there is a unique right exact LX making the diagram on the left commute;
bimodule consistency isomorphisms in M make LX balanced.
M⊠N
BM,N

BM,NLX
//M ⊠D N
M⊠D N
LX
88ppppppppppp
M⊠N
BM,N

BM,NRY
//M⊠D N
M ⊠D N
RY
88ppppppppppp
Similarly, for Y in D define endofunctor RY : M⊠N 7→M⊠(N⊗Y ). Then there is
unique right exact RY making the diagram on the right commute; bimodule consis-
tency isomorphisms in N make RY balanced. LX and RY define left/right module
category structures on M ⊠E N . Indeed for µ the left module associativity in M
note that BM,N (µX,Y,M⊠idN) : LX LYBM,N ≃ LX⊗YBM,N is an isomorphism in
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Funbal(M⊠N ,M⊠EN ) and thus corresponds to an isomorphism LX LY ≃ LX⊗Y
in End(M ⊠E N ) which therefore satisfies the diagram for left module associativ-
ity in M ⊠E N . Composing diagonal arrows we obtain the following commuting
diagram.
M ⊠N
BM,N

BM,NLX
//M⊠D N
RY //M⊠D N
M⊠D N
LX
88ppppppppppp RY LX
33hhhhhhhhhhhhhhhhhhhh
Note then that
LX RYBM,N = RY LXBM,N
and since RY LXBM,N is balanced Lemma 3.8 implies RY LX = LX RY . Suppose
Q ∈ M⊠E N . Then (X ⊠ Y )⊗Q := LX RYQ = RY LXQ defines (C,D)-bimodule
category structure on M ⊠E N . Note also that since the bimodule consistency
isomorphisms in M⊠N are trivial the same holds in M⊠E N . As a result BM,N
is a (C,D)-bimodule functor. 
In the sequel we will use LX to denote left action of X ∈ C in M ⊠ N and for
the induced action on M⊠C N . Similarly for RX .
Remark 3.14. The above construction is equivalent to defining left and right
module category structures as follows. For the right module structure
⊗ : (MN )⊠ C
α1M,N ,C
−→ M(N ⊠ C)
id⊗
−→MN
where α1 is defined in Lemma 4.1 and where tensor product of module categories
has been written as juxtaposition. The left action is similarly defined using α2 and
left module structure of M in second arrow.
Proposition 3.15. LetM be a (C,D)-bimodule category. Then there are canonical
(C,D)-bimodule equivalences M⊠D D ≃M ≃ C ⊠C M.
Proof. Observing that the D-module action ⊗ inM is balanced let lM :M⊠DD →
M denote the unique exact functor factoring ⊗ through BM,D. Define U : M→
M⊠D by M 7→M ⊠ 1 and write U ′ = BM,DU . We wish to show that lM and U ′
are inverses.
Note first that lMU
′ = idM. Now define natural isomorphism τ : BM,D ⇒ U
′⊗
by τM,X = b
−1
M,X,1 where b is balancing isomorphism for BM,D. As a balanced
natural isomorphism τ corresponds to an isomorphism τ : BM,D = idM⊠DD ⇒ U
′⊗
in the category End(M⊠D D). Commutativity of the diagram
M⊠D
⊗
//
BM,D

M
U ′

M ⊠D D
lM
55kkkkkkkkkkkkkkkk
U ′⊗
//M⊠D D
implies U ′lM = U ′⊗ so that idM⊠DD ≃ U
′lM via τ . In proving C ⊠CM≃M one
lifts the left action of C for an equivalence rM : C ⊠CM
∼
→M. Strict associativity
of the module action onM implies that both rM and lM are trivially balanced. 
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Corollary 3.16. Let (F, f) : M → N be a morphism in B(C) where f is left C-
module linearity for F . Then there is a natural isomorphism FrM
∼
→ rN (idC⊠C F )
satisfying a polytope version of the diagram for module functors in Definition 2.8.
A similar result holds for the equivalence l.
Proof. Consider the diagram
C ⊠M
idC⊠F //
⊗

BC,M $$I
II
II
II
II
C ⊠N
BC,Nzzvv
vv
vv
vv
v
⊗

CM
rM
zzuu
uu
uu
uu
u
idC⊠CF// CN
rN
$$H
HH
HH
HH
HH
M
F
// N
The top rectangle is definition of idC ⊠C F , right triangle definition of functor rN ,
and left triangle definition of rM. The outer edge commutes up to f . We therefore
have natural isomorphism f : FrMBC,M → rN (idC ⊠C F )BC,N . Now observe that,
using the regular module structure in C we have the following isomorphisms.
FrMBC,M(XY ⊠M) = F ((XY )M)
= F (X(YM)) = FrMBC,M(X ⊠ YM),
rN (idC ⊠C F )BC,N (XY ⊠M) = (XY )F (M)
∼
→ XF (YM)
= rN (idC ⊠C F )BC,N (X ⊠ YM).
Here X,Y ∈ C, M ∈ M and ∼ is idX ⊗ f
−1
Y,M . Using the relations required of the
module structure f described in Definition 2.8 one sees that the second isomorphism
constitutes a C-balancing for the functor rN (idC⊠CF )BC,N . Thus both functors are
balanced. Using the relations for f from Definition 2.8 a second time shows that f is
actually a balanced natural isomorphism FrMBC,M → rN (idC ⊠C F )BC,N . Hence
we may descend to a natural isomorphism rF := f : FrM → rN (idC ⊠C F ). The
associated polytopes are given in Polytope 5.1 below. The result for l is similar. 
Corollary 3.16 shows, predictably, that functoriality of l, r depends on module
linearity of the underlying functors. In particular, if F is a strict module functor
lF and rF are both identity. As an example note that the associativity is strict as
a module functor (this follows from Proposition 4.6) and so raM,N ,P = id for the
relevant module categories. Similarly for l. Thus polytopes of the form (1⊗•⊗•⊗•)
(pg. 222 in [KV94]) describing interaction between a, l and r commute trivially.
Remark 3.17. rM : C⊠CM→M is itself a strict left C-module functor as follows.
Let X ∈ C and let LX be left C-module action in C⊠M. Replacing LX with id⊠CF
in the diagram given in the proof of Corollary 3.16 and chasing around the resulting
diagram allows us to write the equation
L′XrMBC,M = rMLXBC,M
where L′X is left X-multiplication in M and LX the induced left X-multiplication
in C ⊠C M. Thus L
′
XrM = rMLX , which is precisely the statement that rM is
strict as a C-module functor. Thus Corollary 3.16 implies that rrM = id for any
C-module categoryM. If M is a bimodule category it is evident that rM is also a
strict right module functor and hence strict as a bimodule functor.
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Proposition 3.18. For (C,D)-bimodule category M and (C, E)-bimodule category
N the category of right exact C-module functors FunC(M,N ) has canonical struc-
ture of a (D, E)-bimodule category.
Proof. ((X⊠Y )⊗F )(M) = F (M⊗X)⊗Y defines D⊠Erev-action on FunC(M,N ).
Right exactness of (X ⊠ Y ) ⊗ F comes from right exactness of F and of module
action in M,N . D ⊠ Erev acts on the module part f of F by
((X ⊠ Y )⊗ f)Z,M = γ
N
Z,F (M⊗X),Y fZ,M⊗XF (γ
M
Z,M,X)
The required diagrams commute since they do for f .
Next let τ : F ⇒ G be a natural left C-module transformation for right exact
left C-module functors (F, f), (G, g) : M → N . Define action of X ⊠ Y on τ by
((X ⊠ Y )⊗ τ)M = τM⊗X ⊗ idY : ((X ⊠ Y )⊗ F )(M)→ ((X ⊠ Y )⊗G)(M). Then
(X⊠Y )⊗ τ is a natural left C-module transformation as can be easily checked. 
Remark 3.19. Y in equation (3) at the beginning of this section is an equivalence
of (D,F)-bimodule categories
FunbalC (M ⊠N ,S)→ FunC(M ⊠E N ,S) (7)
whenever M ∈ B(C, E), N ∈ B(E ,D), S ∈ B(C,F). If balanced right exact bi-
module functor u : M ⊠ N → U is universal for such functors from M ⊠ N then
M⊠E N ≃ U as bimodule categories. We leave details to the reader.
3.3. Relative tensor product as category of functors. The purpose of this
section is to prove an existence theorem for the relative tensor product by providing
a canonical equivalence with a certain category of module functors. Let M,N be
exact right, left module categories over tensor category C, and define I :M⊠N →
FunC(M
op,N ) by
I :M ⊠ N 7→ HomM(−,M)⊗N
where HomM means internal hom for right C-module structure in M (Definition
2.16). Using the formulas satisfied by internal hom for right module category struc-
ture we see that images under I are indeed C-module functors:
I(M ⊠ N)(X ⊗M ′) = HomM(X ⊗M
′,M)⊗N = HomM(M
′, ∗X ⊗M)⊗N
= X ⊗HomM(M
′,M)⊗N = X ⊗ I(M ⊠ N)(M ′).
Using similar relations one easily shows that I is C-balanced. Hence I descends to
a unique right-exact functor I :M⊠CN → FunC(M
op,N ) satisfying IBM,N = I.
In the opposite direction define J : FunC(M
op,N ) → M ⊠ N as follows. For
F a C-module functor Mop → N let J(F ) be the object representing the functor
M ⊠N 7→ Hom(N,F (M)), that is HomM⊠N (M ⊠ N, J(F )) = HomN (N,F (M)).
Now denote by J ′ : FunC(M
op,N )→M⊠C N the composition BM,NJ .
Theorem 3.20. Let C be a rigid monoidal category. For M a right C-module
category and N a left C-module category there is a canonical equivalence
M⊠C N ≃ FunC(M
op,N ).
If M,N are bimodule categories this equivalence is bimodule.
Proof. In order to prove the theorem we simply show that I and J ′ defined above
are quasi-inverses. This will follow easily if we can first show that I, J are quasi-
inverses, and so we dedicate a separate lemma to proving this.
18 JUSTIN GREENOUGH
Lemma 3.21. I, J are quasi-inverses.
Proof. Let us first discuss internal homs for the C-module structure in M ⊠ N
induced by X⊗ (M ⊠N) := (X⊗M)⊠N . Let X be any simple object in C. Then
one shows, using the relations for internal hom in M and N separately, that the
internal hom in M⊠ N is given by
HomM⊠N (M ⊠ N,S ⊠ T ) = HomM(M,S)⊗HomN (N, T ) (8)
where the ⊗ is of course that in C. Using this and the definitions of I and J we
have
HomM⊠N (M ⊠ N, JI(S ⊠ T )) = HomN (N,HomM(M,S)⊗ T )
= HomC(1,HomN (N,HomM(M,S)⊗ T ))
= HomC(1,HomM⊠N (M ⊠ N,S ⊠ T ))
= HomM⊠N (M ⊠ N,S ⊠ T ).
The third line is an application of (8). The first and the last line imply that the
functor M ⊠ N 7→ HomN (N,HomM(M,S)⊗ T ) is represented by both S ⊠ T and
JI(S⊠ T ), and these objects must therefore be equal up to a unique isomorphism,
hence JI ≃ id.
Next we show that IJ ≃ id. Let F be any functor Mop → N . From the
first part of this proof we may write the following equation (up to unique linear
isomorphism):
HomN (N, IJ(F )(M)) = HomM⊠N (M ⊠ N, JIJ(F ))
= HomM⊠N (M ⊠ N, J(F )) = HomN (N,F (M)).
Thus both IJ(F )(M) and F (M) are representing objects for the functor N 7→
HomM⊠N (M ⊠ N, J(F )) for each fixed M ∈ M. Thus IJ(F )(M) = F (M) up
to a unique isomorphism. The collection of all such isomorphisms gives a natural
isomorphism IJ(F ) ≃ F , and therefore IJ ≃ id. This, with the first part of this
proof, is equivalent to the statement that J is a quasi-inverse for I, proving the
lemma. 
Now we are ready to complete the proof of Theorem 3.20. Using the definition
of J ′ and I write J ′IBM,N = BM,NJI ≃ BM,N . By uniqueness (Lemma 3.8)
it therefore follows that J ′I ≃ id. Also IJ ′ = IBM,NJ = IJ ≃ id, and we are
done. 
3.3.1. Adjunction with category of functors. As an immediate corollary to Theorem
3.20 and associativity of relative tensor product (equation 10, given below) we are
able to prove a module category theoretic version of a theorem which appears in
many connections in the classical module-theory literature .
Corollary 3.22 (Frobenius Reciprocity). Let M be a (C,D)-bimodule category,
N a (D,F)-module category, and A a (C,F)-module category. Then there is a
canonical equivalence
FunC(M⊠D N ,A) ≃ FunD(N , FunC(M,A)) (9)
as (E ,F)-bimodule categories.
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Proof. To see this we will first use Lemma 2.18 to describe the behaviour of the
tensor product under op. Observe that
(M⊠D N )
op ≃ FunD(M
op,N )op ≃ FunD(N ,M
op) ≃ N op ⊠DM
op
applying Theorem 3.20 twice (first and third) and Lemma 2.18 for the second step.
Now we may write
FunC(M⊠D N ,A) ≃ (M⊠D N )
op
⊠C A ≃ (N
op
⊠DM
op)⊠C A
≃ N op ⊠D (M
op
⊠C A)
≃ FunC(N , FunD(M,A)).

Theorem 3.22 states that functor M⊠D − : B(D, E)→ B(C, E) is left adjoint to
functor FunC(M,−) : B(C, E)→ B(D, E).
4. Associativity and unit constraints for B(C)
4.1. Tensor product associativity. In this section we discuss associativity of ten-
sor product. Let C,D, E be tensor categories. Let A be a right C-module category,
M a C-D-bimodule category, N a D-E-bimodule category and P a left E-module
category. In an effort to save space we will at times abbreviate tensor product by
juxtaposition.
Lemma 4.1. A⊠(M⊠DN ) ≃ (A⊠M)⊠DN and (M⊠DN )⊠A ≃M⊠D (N⊠A)
as abelian categories.
Proof. Let F : A ⊠M ⊠ N → S be totally balanced (Definition 3.4). For A in
A define functor FA : M ⊠ N → S by M ⊠ N 7→ F (A ⊠ M ⊠ N) on simple
tensors and f 7→ F (idA ⊠ f) on morphisms. Note that functors FA are balanced
since F is totally balanced. Thus for any object A there is a unique functor FA :
M⊠DN → S satisfying the diagram below left. The FA allow us to define functor
F ′ : A ⊠ (M ⊠D N ) → S : A ⊠Q 7→ FA(Q) whenever Q is an object of M ⊠D N
giving the commutative upper right triangle in the diagram on the right.
M⊠N
BM,N

FA
$$I
II
II
II
II
I
M⊠D N
FA
// S
A⊠M⊠N
BA⊠M,N

F
))RR
RRR
RRR
RRR
RRR
RRR
BM,N
// A⊠ (M⊠D N )
F ′
uu
(A⊠M)⊠D N
F
// S
Since the functors BA⊠M,N , BM,N , F and F
′ are unique by the various universal
properties by which they are defined, both A ⊠ (M ⊠D N ) and (A ⊠M) ⊠D N
are universal factorizations of F and must therefore be connected by a unique
equivalence
α2A,M,N : A⊠ (M⊠D N )
∼
→ (A⊠M)⊠D N
(perforated arrow in diagram). One obtains natural equivalence α1M,N ,A : (M ⊠D
N )⊠A
∼
→M⊠D (N ⊠A) by giving the same argument “on the other side,” i.e. by
first defining FN : A⊠M→ S for fixed N ∈ N and proceeding analogously. 
Remark 4.2. For bimodule category A Remark 3.19 implies that αi are bimodule
equivalences.
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Lemma 4.3. For α1 in Lemma 4.1 (A ⊠C BM,N )α1A,M,N : (A ⊠C M) ⊠ N →
A⊠C (M ⊠D N ) is balanced.
Proof. TreatM as having right C-module structure coming from its bimodule struc-
ture, and similarly give N its left C-module structure. Recall, as above, we define
RX : M → M and LX : N → N right and left action of X ∈ C on M,N re-
spectively. We will use superscripts to keep track of where C-action is taking place,
e.g. RMY means right action of X in M. Recall also X ∈ D induces right D-action
idA ⊠C RX : A ⊠C M → A ⊠C M which we denote also by RX . Consider the
following diagram:
A⊠M⊠N
B⊠id //
B⊠id

RMX

77
77
77
77
77
77
77
77
77
77
77
77
77
LNX
--ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZ
B(RX⊠id) ,,
B(id⊠LX)
!!
AM ⊠N
id⊠LX // AM ⊠N
α1

A⊠M ⊠N
B⊠id
66mmmmmmmmmmmm
id⊠B
wwnnn
nnn
nnn
nnn
n
B
((PP
PPP
PPP
PPP
P
A⊠MN
B
((PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
P A(M ⊠N )
id⊠∗B

AM ⊠N
RX⊠id

A⊠M⊠N
B⊠id
vvnnn
nnn
nnn
nnn
n
id⊠B
77nnnnnnnnnnnnn
B
((PP
PPP
PPP
PPP
P
AM ⊠N
α1
// A(M ⊠N )
id⊠∗B
// A(MN )
≃
b
DL




Leftmost rectangle is (definition of RX)⊠ idN , top rectangle is tautologically B ⊠
LX , upper right and lower left triangles are definition of α
1, lower right rectangles
definition of idA ⊠C BM,N and b is idA ⊠ (balancing isomorphism for BM,N ). An
application of Lemma 3.8 then gives
(idA ⊠C BM,N )α
1
A,M,N (RX ⊠ idN )
b
≃ (idA ⊠C BM,N )α
1
A,M,N (idA⊠CM ⊠ LX)
Since b satisfies the balancing axiom (Definition 3.1) for BM,N it satisfies it here.
This is precisely the statement that (A⊠C BM,N )α1A,M,N is balanced. 
Proposition 4.4. If A and N are bimodules we have (A ⊠C M) ⊠D N ≃ A ⊠C
(M⊠D N ) as bimodule categories.
Proof. We plan to define the stated equivalence as the image of the functor (A⊠C
BM,N )α
1
A,M,N : (A⊠CM)⊠N → A⊠C (M⊠DN ) under Y (equation (3)). Lemma
4.3 implies that indeed Y is defined there. With notation as above define a1 and
a2 using the universality of B by the following diagrams.
(A⊠CM)⊠N
α1A,M,N
//
BAM,N

A⊠C (M⊠N )
idA⊠CBM,N

(A⊠CM)⊠D N
a1A,M,N
// A⊠C (M⊠D N )
A⊠ (M⊠D N )
α2A,M,N
//
BA,MN

(A⊠M)⊠D N
BA,M⊠DidN

A⊠C (M ⊠D N )
a2A,M,N
// (A⊠CM)⊠D N
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αi are defined in Lemma 4.1.To see that a1 and a2 are quasi-inverses consider the
diagram
A⊠ (MN )
BA,MN

α2 ''OO
OOO
OOO
OOO
A⊠M⊠N
idA⊠BM,N
oo
BA,M⊠N
//
BA⊠M,N
ooo
oo
wwooo
o BA,M⊠idN
OOO
OO
''OO
OO
A(M ⊠N )
idA⊠CBM,N

(A⊠M)N
BA,M⊠DidN
OOO
O
''OO
OO
(AM)⊠N
α1
77ooooooooooo
BAM,N
ooo
o
wwooo
o
A(MN )
a2
// (AM)N
a1
// A(MN )
The triangles in upper left and right are those defining α2, α1 respectively. The
central square is the definition of BA,M ⊠D idN , and the left and right squares
those defining a2 and a1. Thus the perimeter commutes, giving
a1a2BA,MN (idA ⊠BM,N ) = (idA ⊠C BM,N )BA,M⊠N
⇒ a1a2BA,MN (idA ⊠BM,N ) = BA,MN (idA ⊠BM,N )
⇒ a1a2BA,MN (α
2)−1BA⊠M,N = BA,MN (α
2)−1BA⊠M,N
⇒ a1a2BA,MN = BA,MN
⇒ a1a2 = idA(MN )
where the first implication follows from the square defining idA ⊠C BM,N , the
second by the definition of α2, the third by Lemma 3.8 (for BA⊠M,N , BA,MN ,
resp.). Using a similar diagram one derives a2a1 = id(AM)N hence the a
i are
equivalences and by Remark 3.19 they are bimodule equivalences. 
In what follows denote
aA,M,N := a
1
A,M,N : (A⊠CM)⊠D N ≃ A⊠C (M ⊠D N ). (10)
In order to prove coherence for a (Proposition 4.8) we will need a couple of simple
technical lemmas together with results about the naturality of a. In the monoidal
category setting associativity of monoidal product is required to be natural in each
of its indices, which are taken as objects in the underlying category. In describing
monoidal structure in the 2-category setting we also require associativity though
stipulate that it be natural in its indices up to 2-isomorphism (see M.10 in Definition
2.20). For us this means, in the first index,
aF,M,N : aB,M,N (FM)N
∼
⇒ F (M⊠D N )aA,M,N
for bimodule functor F : A → B. Similarly we need 2-isomorphisms for F in the
remaining positions. The content of Proposition 4.6 is that all such 2-isomorphims
are actually identity. Before stating the proposition we give a definition to introduce
a notational convenience.
Definition 4.5. For right exact right C-module functor F : A → B define 1-cell
FM := F ⊠C idM : A⊠CM→ B⊠CM and note that FM is right exact. Similarly
we can act on such functors on the right.
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Proposition 4.6 (Associativity “2-naturality”). We have
aB,M,N (FM)N = F (M ⊠D N )aA,M,N .
Analogous relations hold for the remaining indexing valencies for a.
Proof. We will prove the stated naturality of a for 1-cells appearing in the first
index. A similar proof with analogous diagrams gives the others. Recall α1 defined
in Lemma 4.1. Consider the diagram:
(AM)N
(FM)N
//
a

(BM)N
a

(AM)⊠N
BAM,NNNN
ggNNNN
(FM)
//
α1A,M,N
$$
(BM)⊠N
BBM,Npppp
88pppp
α1B,M,N
zz
A⊠M⊠N
F
//
BA,M⊠N

BA,M
OO
B ⊠M⊠N
BB,M
OO
BB,M⊠N

A(M ⊠N )
F (M⊠N )
//
ABM,N
ppp
p
wwppp
p
B(M⊠N )
BBM,N
NNN
N
&&NN
N
A(MN )
F (MN )
// B(MN )
The top, bottom and center rectangles follow from Definition 4.5 and definition
of tensor product of functors. Commutativity of all other subdiagrams is given in
proof of Proposition 4.4. External contour is the stated relation. 
Remark 4.7. Observe that the proof of Proposition 4.6 also gives 2-naturality of
α1: the center square with attached arches gives the equation
α1B,M,N ((FM)⊠ idN ) = F (M ⊠N )α
1
A,M,N . (11)
Lemma 4.8. The hexagon
A(MN ) ⊠ P
α1A,MN ,P

(AM)N ⊠ P
B(AM)N ,P

aA,M,N
oo
A(MN ⊠ P)
BMN ,P

((AM)N )P
aAMN

A((MN )P) (A(MN ))PaA,MN ,P
oo
commutes.
Proof. The arrow BA(MN ),P drawn from the upper-left most entry in the hexagon
to the lower-right most entry divides the diagram into a pair of rectangles. The
upper right rectangle is the definition of aA,M,N ⊠E idP and the lower left rectangle
is the definition of aA,MN ,P . 
In the case of monoidal categories the relevant structure isomorphisms are re-
quired to satisfy axioms which take the form of commuting diagrams. In the
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2-monoidal case we make similar requirements of the structure morphisms but
here, because of the presence of higher dimensional structures, it is necessary
to weaken these axioms by requiring only that their diagrams commute up to
some 2-morphisms. Above we have defined a 2-associativity isomorphism aM,N ,P :
(MN )P →M(NP). In the definition of monoidal 2-category a is required to sat-
isfy the pentagon which appears in the lower dimensional monoidal case, but only
up to 2-isomorphism. The content of Proposition 4.9 is that, in the 2-category of
bimodule categories, the monoidal structure ⊠C is strictly associative just as it is in
the monoidal category setting. For us this means that the 2-isomorphism aA,M,N ,P
(see M9. Definition 2.20) is identity for any bimodule categories A,M,N ,P for
which the relevant tensor products make sense.
Proposition 4.9 (2-associativity hexagon). The diagram of functors commutes.
((AM)N )P
aAM,N ,P
//
aA,M,N⊠EP

(AM)(NP)
aA,M,NP

(A(MN ))P
aA,MN ,P

A((MN )P)
A⊠CaM,N ,P
// A(M(NP))
Proof. Consider the diagram below. We first show that the faces peripheral to the
embedded hexagon commute and then show that the extended perimeter commutes.
(AM)N ⊠ P
B(AM)N ,P
PPP
P
''PP
PP
α1AM,N ,P
//
aA,M,N

(AM)(N ⊠ P)
aA,M,N⊠P

idAM⊠DBN ,A
mmm
mm
vvmmm
mm
((AM)N )P aAM,N ,P
//
aA,M,N⊠EidP

(AM)(NP)
aA,M,NP

A(MN )⊠ P
α1A,MN ,P

(A(MN ))P
aA,MN ,P

A((MN )P)
idA⊠CaM,N ,P
// A(M(NP))
A(MN ⊠ P)
idA⊠CBMN ,Pnnnn
77nnnn
idA⊠Cα
1
MNP
// A(M(N ⊠ P))
idA⊠C(idM⊠DBN ,P )QQQQQ
hhQQQQQ
The top rectangle is the definition of aAM,N ,P , the rectangle on the right is natu-
rality of a as in Proposition 4.6, the bottom rectangle the definition of a tensored
on the left by A, and the hexagon is Lemma 4.8. To prove commutativity of the
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extended perimeter subdivide it as indicated below.
(AM)N ⊠ P
α1AM,N ,P
//
aA,M,N⊠P

(AM)(N ⊠ P)
aA,M,N

(AM)⊠N ⊠ P
BAM,NYYYYYYYYYYYYY
llYYYYYYYYYYYYYY
BAM,N⊠Plllll
66lllll
α1
A,M,N⊠P

α1A,M,N
lll
l
uulll
l
A(MN )⊠ P
α1A,MN ,P

A(M ⊠N )⊠ P
idA⊠CBM,N
oo
α1
A,M⊠N ,P
RRR
R
))RR
RR
A(M⊠N ⊠ P)
idA⊠C(BM,N⊠P)
eeeeee
eeeee
rreeeeee
eeeeee
e idA⊠CBM,N⊠P
RRR
RR
((RR
RRR
A(MN ⊠ P)
idA⊠Cα
1
MNP
// A(M(N ⊠ P))
The upper and lower triangles are the definitions of α1AM,N ,P and A⊠∗ (definition
of α1M,N ,P), respectively (Lemma 4.1). Right rectangle is definition of aA,M,N⊠P .
Upper left rectangle is (definition of aA,M,N ) ⊠ P , and the lower left rectangle is
explained in Remark 4.7. The central triangle is an easy exercise. An application
of Lemma 3.8 gives the result. 
Let Mi be a (Ci−1, Ci)-bimodule category tensor categories Ci 0 ≤ i ≤ n + 1.
Then one extends the arguments above to completely balanced functors (Definition
3.3) of larger index to show that any meaningful arrangement of parentheses in the
expression M1 ⊠C1 M2 · · ·⊠Cn−1 Mn results in an equivalent bimodule category.
Remark 4.10. Proposition 4.9 implies that the 2-morphism described in M9 of
Definition 2.20 is actually identity. The primary polytope associated to associativity
in the monoidal 2-category setting is the Stasheff polytope which commutes in this
case. It is obvious that the modified tensor product ⊗ˆ with associativity ([KV94]
§4) is identity and that nearly every face commutes strictly. The two non-trivial
remaining faces (one on each hemisphere) agree trivially. We refer the reader to
the original paper for details and notation.
4.2. Unit constraints. Recall from Proposition 3.15 the equivalences lM :M⊠D
D ≃M and rM : C ⊠CM≃M. The first proposition of this section explains how
l, r interact with 2-associativity a.
Proposition 4.11. (idM ⊠D lN )aM,N ,E = lM⊠DN , rM⊠DN (aC,M,N ) = rM ⊠D
idN . Also the triangle
(M ⊠D D)⊠D N
lM⊠DidN
((QQ
QQQ
QQQ
QQQ
Q
aM,D,N

M⊠D (D ⊠D N )
idM⊠DrN
//M⊠D N
commutes up to a natural isomorphism.
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Proof. The first two statements follow easily from definitions of α1 (Lemma 4.1),
module structure in M ⊠D N and those of l and r. This means that the 2-
isomorphisms ρ and λ in M11 of Defintition 2.20 are both trivial.
The diagram below relating l and r commutes only up to balancing isomorphism b
for BM,N where we write b : BM,N (⊗⊠idN )⇒ BM,N (idM⊠⊗). All juxtaposition
takes place over D.
(M⊠ D)N
α1M,D,N
//
BM,D

⊗

>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>
M⊠ (DN )
BM,CN

M⊠ D ⊠ N
BM⊠D,N
iiTTTTTTTTTTTTTTT
BD,N
22ffffffffffffffffffffffffffff
BM,D⊠N
''PP
PPP
PPP
PPP
P
M(D ⊠ N )
⊗
vvnnn
nnn
nnn
nnn
BD,N
$$I
II
II
II
II
II
II
II
II
II
II
I
MN
(MD)N aM,D,N
//
lM
44jjjjjjjjjjjjjjjjj
M(DN )
rN
llYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY
b
!)
Top triangle is definition of α1, rectangle is definition of idM⊠D BD,N , lower right
triangle is M ⊠D (definition of rN ), triangle on left is (definition of lM) ⊠D N ,
and central weakly commuting rectangle is definition of balancing b for BM,N .
The perimeter is a diagram occuring in the proof of Proposition 4.4 (we have been
sloppy with the labeling of the arrow across the top). Since all other non-labeled
faces commute we may write, after chasing paths around the diagram,
lM⊠DidN (BM,D⊠DidN )BM⊠D,N
b
≃ (idM⊠DrN )aM,D,N (BM,D⊠DidN )BM⊠D,N .
Applying Lemma 3.8 twice we obtain a unique natural isomorphism
µM,N : lM ⊠D idN
∼
→ (idM ⊠D rN )aM,D,N (12)
having the property that µM,N ∗ ((BM,D ⊠D idN )BM⊠D,N ) = b, the balancing in
BM,N . 
5. Proof of Theorem 1.1
In this section we finish verifying that the list of requirements given in the defi-
nition of monoidal 2-category ([KV94]), Definition 2.20 of this paper, are substan-
tiated by the scenario where we take as underlying 2-category B(C). Recall that
for a fixed monoidal category C the 2-category B(C) is defined as having 0-cells
C-bimodule categories, 1-cells C-bimodule functors and 2-cells monoidal natural
transformations. M1-M11 are evident given what we have discussed so far; explic-
itly, and in order, these are given in Proposition 3.15, Proposition 3.13, Definition
4.5, Remark 3.12 (take one of the 2-cells to be identity transformation on identity
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functor), Equation 10, Proof of Proposition 3.15, Definition 4.5 (trivial, compo-
sition with id commutes), Polytope 5.2, Proposition 4.9 (trivial), Proposition 4.6
(aF,M,N = id for bimodule functor F ), Proof of Proposition 4.11. Commutativity
of the Stasheff polytope follows from Proposition 4.9 (see Remark 4.10).
The data introduced throughout are required to satisfy several commuting poly-
topes describing how they are to interact. Fortunately for us only a few of these
require checking since many of the structural morphisms above are identity. Be-
cause of this we prove below only those verifications which are not immediately
evident. Recall (Definition 4.5) that we define actionMF of bimodule categoryM
on module functor F .
Polytope 5.1. For F :M→M′ a morphism in B(C) and any C-bimodule category
N the polytopes
(MC)N // //////
a //
lM
%%K
KK
KK
KK
KK
K
  
(FC)N

M(CN )
rN
yyss
ss
ss
ss
ss
  
F (CN )

MN
FN

(M′C)N
a //
%%K
KK
KK
KK
KK
%%%% %%
lM′ %%
M′(CN )
yyss
ss
ss
ss
s
yyyy yy
rN
yy
M′N
lFN
BJ µM,N
PX
µM′,N
OW
(NC)M // //////
a //
lN
%%K
KK
KK
KK
KK
K
  
(NC)F

N (CM)
rMyys
ss
ss
ss
ss
s
  
N (CF )

NM
NF

(NC)M′
a //
%%K
KK
KK
KK
KK
%%%% %%
lN
%%
N (CM′)
yyss
ss
ss
ss
s
yyyy yy
rM′
yy
NM′
NrF
T\µN ,M
PX
µN ,M′
OW
commute. Similarly there are commuting prisms for upper left vertex correspond-
ing to the remaining four permutations of M, C,N with upper and lower faces
commuting up to either λ or ρ.
In [KV94] these triangular prisms are labeled (→ ⊗1⊗ •), (1⊗ → ⊗•), etc.
Proof. We verify commutativity of the second polytope. Commutativity of the
other prisms is proved similarly. Denote by ∗ mixed composition of cells. Commu-
tativity of polytope on the right is equivalent to the equation
(idN ⊠C f)((idN ⊠C F ) ∗ µN ,M) = µN ,M′ ∗ (idN⊠CC ⊠C F ) (13)
where f is module structure of F and f = rF (recall Corollary 3.16). Let LHS
and RHS denote the left and right sides of (13). Then one easily shows that both
LHS∗((BN ,C⊠C idM)B⊠NC,M)M⊠X⊠N and RHS∗((BN ,C⊠C idM)B⊠NC,M)M⊠X⊠N ,
for N ∈ N , X ∈ C,M ∈ M, are equal to b′N,X,F (M) where b
′ is the balancing for
BN ,M′ . Two applications of Lemma 3.8 now imply that LHS=RHS. 
The next polytope concerns functoriality of the 2-cells lF , rF .
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Polytope 5.2. Let M
F
→ N
G
→ P be composible 1-morphisms in B(C). Then the
prisms
CM
C(GF )
//
""F
FF
FF
FF
F
"""" ""CF ""
  
rM

CP
  
rP

CN
rN

<<yyyyyyyy
<< <<<<
CG
<<
M ////////
GF //
F
""F
FF
FF
FF
F P
N
G
<<yyyyyyyy
rF
^f ⊗C,F,G
NV
id
X`
rG
u} rGF

MC
(GF )C
//
""F
FF
FF
FF
F
"""" ""FC ""
  
lM

PC
  
lP

NC
lN

<<yyyyyyyy
<< <<<<
GC
<<
M ////////
GF //
F
""F
FF
FF
FF
F P
N
G
<<yyyyyyyy
lF
^f ⊗C,F,G
NV
id
X`
lG
u} lGF

commute.
Proof. We prove commutativity of the first prism. Commutativity of the second
follows similarly. It is obvious that ⊗C,F,G is trivial (it is just composition of
functors). First polytope is the condition rGF = (G ∗ rF )(rG ∗ CF ). Let f be left
C-linearity for F , g that for G. Then (G, g)(F, f) := (GF, g • f) where (g • f)X,M =
gX,F (M)G(fX,M ) is left C-linearity for GF . One checks directly that
(G ∗ rF )(rG ∗ CF ) ∗BC,M = (g • f)
−1.
rGF is defined as the unique 2-isomorphism for which rGF ∗ BC,M = (g • f)−1 so
Lemma 3.8 gives the result. 
Polytope 5.3. For any 2-cell α : F ⇒ G in B(C) the cylinders
CM
((((((((
CF
((
CG
66
  
rM

CN
  
rN

M 77 777777
G
77
F
''
N
Cα

rG
fn
α

rF

MC
((((((((
FC
((
GC
66
  
lM

NC
  
lN

M 77777777
G
77
F
''
N
αC

lG
fn
α

lF

commute.
Proof. Again we sketch commutativity of the first polytope and leave the second to
the reader. The first cylinder is the condition (α ∗ rM)rF = rG(rN ∗ Cα) where Cα
is the 2-cell defined by idC⊠C α and idC means natural isomorphism id : idC ⇒ idC .
One verifies this directly using bimodule condition on α. 
This completes verification of the polytopes required for monoidal 2-category
structure, and therefore completes the proof of Theorem 1.1.
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6. De-equivariantization and tensor product over braided categories
6.1. Tensor product over braided categories. In this section we discuss the
tensor structure of C1⊠E C2 where Ci are tensor categories and E is a braided tensor
category. Recall that we denote by Z(C) the center of tensor category C.
Definition 6.1 ([DGNO09]). Let C be a tensor category. Then we say C is a tensor
category over braided tensor category E whenever there is a braided tensor functor
E → Z(C). In general we will identify objects in E with their images in C and talk
about E as a subcategory of C.
Suppose that σ : E → Z(C) is a braided tensor functor. σ gives C the structure
of an E-bimodule category via
X ⊗M := Forg(σ(X)⊗M) (14)
where the tensor product is that in Z(C) and Forg : Z(C)→ C is forgetful functor. E
right acts on C via (M,X) 7→ X⊗M giving C the structure of E-bimodule category
(see Proposition 7.1). Now let Ci for i = 1, 2 be tensor categories over braided
tensor E . Since Ci are E-bimodules we can form their tensor product C1 ⊠E C2.
Theorem 6.2. There is a canonical tensor category structure on C1 ⊠E C2 such
that the universal balanced functor BC1,C2 : C1 ⊠ C2 → C1 ⊠E C2 is tensor.
Proof. Denote by Λ the composition of functors
Λ := C1 ⊠ C2 ⊠ C1 ⊠ C2
τ2,3
// C1 ⊠ C1 ⊠ C2 ⊠ C2
(⊗1,⊗2)
// C1 ⊠ C2
BC1,C2 // C1 ⊠E C2.
τ2,3 permutes second and third entries. Let b denote the balancing for functor
BC1,C2 . Let X ∈ E ,Mi ∈ C1, Ni ∈ C2. Then it is not difficult to check that Λ is
E-balanced in positions 1, 3 (Definition 3.3) with balancing morphisms
b1 : Λ((M1 ⊗X)⊠ N1 ⊠M2 ⊠ N2)→ Λ(M1 ⊠ (X ⊗N1)⊠M2 ⊠ N2)
b3 : Λ(M1 ⊠ N1 ⊠ (M2 ⊗X)⊠ N2)→ Λ(M1 ⊠ N1 ⊠M2 ⊠ (X ⊗N2))
given by
b1M1,X,N1⊠M2⊠N2 := bM1⊗M2,X,N1⊗N2 ◦ ((idM1 ⊗ cX,M2)⊠E idN1⊗N2)
b3M1⊠N1⊠M2,X,N2 := (idM1⊗M2 ⊠E (cX,N1 ⊗ idN2)) ◦ bM1⊗M2,X,N1⊗N2 .
where c is braiding in Z(Ci). Diagram 3.1 is not difficult to write down for the bi
and this we leave to the reader. It is also evident that Λ is right exact. Thus we
get unique right exact Λ:
C1 ⊠ C2 ⊠ C1 ⊠ C2
B1,3C1,C2

Λ
**UUU
UUUU
UUUU
UUUU
UUU
(C1 ⊠E C2)⊠ (C1 ⊠E C2)
Λ
// C1 ⊠E C2
Here B1,3C1,C2 = BC1,C2 ⊠ BC1,C2 is the universal functor for right exact functors
balanced in positions 1, 3 from the abelian category at the apex. Associativity of
the tensor product Λ comes from associativity constraints ai in Ci. One shows
a1 ⊠B a
2 : Λ(Λ⊠ idC1⊠BC2)
∼
−→ Λ(idC1⊠BC2 ⊠ Λ)
is natural isomorphism using an extended version of Lemma 3.8, evincing Λ a bona
fide tensor structure on C1⊠EC2. Observe that unit object for Λ comes from identity
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objects of Ci in the obvious way. This completes the first statement in Proposition
6.2. The second statement follows from the definition of Λ: indeed BC1,C2 is a strict
tensor functor:
BC1,C2((X ⊠ Y )⊗ (X
′
⊠ Y ′)) = Λ(BC1,C2(X ⊠ Y )⊠ BC1,C2(X
′
⊠ Y ′))
since both are BC1,C2((X ⊗X
′)⊠ (Y ⊗ Y ′)). 
Remark 6.3. Let β : C1⊠E C2 → FunE(C
op
1 , C2) be the equivalence whose existence
is implied by Theorem 3.20 (see Remark 3.6). Then tensor structure in C1 ⊠E C2
described above induces a tensor structure on FunE(C
op
1 , C2) via β as follows. Let
F,G : Cop1 → C2 be right exact functors. Define XF to be the object in C1 ⊠E C2
with β(XF ) = F , and define XG similarly. Then tensor product F ⊙G is the right
exact functor Cop1 → C2 defined by
F ⊙G := β(XF ⊗XG) (15)
where ⊗ is that in C1 ⊠E C2. Thus XF⊙G = XF ⊗XG. Associativity comes from
that in C1 ⊠E C2.
6.2. On de-equivariantization and relative tensor product. The main result
of this section is the proof of Theorem 1.2. We begin with the following lemma.
Lemma 6.4. Let C, D be fusion categories and let F : C → D be a surjective tensor
functor. Let I be its right adjoint. Then
(1) I(1) is an algebra in Z(C).
(2) D is tensor equivalent to the category ModC(I(1)) of right I(1)-modules in
C.
(3) The equivalence in (2) identifies F with the free module functor X 7→ X ⊗
I(1).
Proof. To prove (1) observe that D is a Z(C)-module category with action X⊗Y :=
F ′(X) ⊗ Y where F ′ : Z(C) → D is F composed with functor forgetting central
structure. Under this action Hom(1,1) = I(1) (see Definition 2.16) so by Lemma 5
in [Ost03] I(1) is an algebra in Z(C). Note that since I(1) is an algebra in Z(C) we
have tensor structure on ModC(I(1)): X⊗I(1) = I(1)⊗X so for I(1)-modulesX,Y
X ⊗I(1) Y makes sense. Theorem 1 in the same paper says that ModC(I(1)) ≃ D
as module categories over C via F in (3). Observe that
F (X)⊗I(1) F (Y ) = (X ⊗ I(1)) ⊗I(1) (Y ⊗ I(1)) = (X ⊗ Y )⊗ I(1) = F (X ⊗ Y ).
Hence F : X 7→ X ⊗ I(1) respects tensor structure. This completes the proof of
the lemma. 
In what follows G is a finite group and we write E := Rep(G), the symmetric
fusion category of finite dimensional representations of G in V ec. Let C be tensor
category over E (Definition 6.1) which we thereby view as a right E-module category.
Let A be the regular representation of G. A has the structure of an algebra in E
and we therefore have the notion of A-module in C. Denote by CG the category
ModC(A) of A-modules in C. There is functor Free : C → CG, X 7→ X ⊗ A left
adjoint to Forg : CG → C which forgets A-module structure ([DGNO09, §4.1.9]).
We are now ready to prove the theorem.
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Proof of Theorem 1.2. Let F := BC,V ec : C ⊠ V ec → C ⊠E V ec be the canonical
surjective right exact functor described in Definition 3.5 which is tensor by The-
orem 6.2, and let I be its right adjoint. Lemma 6.4 gives us tensor equivalence
ModC(I(1)) ≃ C ⊠E V ec. Denote by A′ the image of the regular algebra A in E
under the composition
E → Z(C)→ C. (16)
We claim that I(1) is A′
Let X,Y ∈ C be in distinct indecomposible E-module subcategories of C. Since
the indecomposible E-module subcategories of C are respected by F the images of
X,Y under F are in distinct E-module components of C⊠E V ec. Not only does this
imply that F (X) and F (Y ) are not isomorphic but in fact Hom(F (X), F (Y )) = 0.
Thus if F (X) contains a copy of the unit object 1 ∈ C ⊠E V ec then X and 1 ∈ C
must belong to the same indecomposible E-module subcategory of C. Thus any
object whose F -image contains the unit object must be contained in the image of
E in C under the composition (16).
Note that the restriction of F to the image of E in C gives a fiber functor E → E⊠E
V ec = V ec. By [DGNO09, §2.13] the choice of a fiber functor from E determines a
group GF ≃ G having the property that Fun(GF ) is regular algebra A in Rep(G)
and as such is canonically isomorpic to I(1). Thus we have tensor equivalence
ModC(A) = CG ≃ C ⊠E V ec and the proof is complete. 
7. Module categories over braided monoidal categories
7.1. The center of a bimodule category. In this section we describe a construc-
tion which associates to a strict C-bimodule categoryM a new category having the
structure of a Z(C)-bimodule category. Assume C to be braided with braiding
cX,Y : X ⊗ Y → Y ⊗X (Definition 2.1). Our first proposition is well known and
we provide a proof only for completeness.
Proposition 7.1. Let M be a left C-module category. Then M has canonical
structure of C-bimodule category.
Proof. We begin with the following lemma.
Lemma 7.2. M is right C-module category via (M,X) 7→ X ⊗M where ⊗ is left
C-module structure.
Proof. For left module associativity a define natural isomorphism
a′M,X,Y = aY,X,M (idM ⊗ cX,Y ) :M ⊗ (X ⊗ Y )→ (M ⊗X)⊗ Y
for X,Y ∈ C and M ∈ M. In terms of the left module structure by which M ⊗X
is defined a′M,X,Y = aY,X,M (cX,Y ⊗ idM ) = (X ⊗ Y ) ⊗M → Y ⊗ (X ⊗M). We
show that a′ is module associativity for right module structure. Consider diagram
(XY Z)M
cX,Y Z
//
cXY,Z

cY,Z
&&N
NN
NN
NN
NN
N
(Y ZX)M
cY,Z
''OO
OOO
OOO
OOO
aYZ,X,M
// (Y Z)(XM)
cY,Z
// (ZY )(XM)
aZ,Y,XM

(XZY )M
cX,ZY
//
cX,Z
xxpp
pp
pp
pp
pp
(ZY X)M
aZY,X,M
77ooooooooooo
aZ,YX,M

(ZXY )M
cX,Y
22eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
aZ,XY,M
// Z((XY )M) cX,Y
// Z((Y X)M) aY,X,M
// Z(Y (XM))
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The upper left rectangle is naturality of c, upper right triangle naturality of a, left-
most triangle is equation (2), triangle in lower half of diagram is equation (1), central
bottom rectangle is naturality of a and rightmost rectangle is a-pentagon in C. The
two directed components of the external contour are precisely a′MX,Y,Za
′
M,X,Y Z and
(a′M,X,Y ⊗ Z)a
′
M,XY,Z. The diagrams for action of unit in C are even easier. 
Define action of X⊠Y ∈ C⊠Crev using left and right actions, i.e. (X⊠Y )⊗M =
Y ⊗ (X ⊗M). Define
γX,M,Y = aX,Y,M (cY,X ⊗ idM )a
−1
Y,X,M : Y ⊗ (X ⊗M)→ X ⊗ (Y ⊗M).
In order to verify that the candidate action is indeed bimodule we must show that
γ satisfies the necessary pentagons (Remark 2.12). Commutativity of the first
pentagon follows from an examination of the diagram below.
(ZXY )M
aZ,XY,M
''OO
OOO
OOO
OOO
cZ,XY
//
aZX,Y,M

(XY Z)M
aXY,Z,M
wwooo
ooo
ooo
oo
aX,Y Z,M

Z((XY )M)
aX,Y,M

γXY,M,Z
// (XY )(ZM)
aX,Y,ZM

Z(X(YM))
γX,YM,Z
// X(Z(YM))
γY,M,Z
// X(Y (ZM))
(ZX)(YM) cZ,X
//
aZ,X,Y M
77ooooooooooo
(XZ)(YM)
aX,Z,Y Mooooo
77ooooo
(XZY )MaXZ,Y,M
oo
aX,ZY,M
// X((ZY )M)
aZ,Y,MOOOOO
ggOOOOO
cZ,Y
// X((Y Z)M)
aY,Z,M
ggOOOOOOOOOOO
Every peripheral rectangle is either the definition of γ or the module associativity
satisfied by a. Note that top left vertex can be connected to the lower center vertex
by the map cZ,X ⊗ idY⊗M making commutative rectangle expressing naturality of
a in first index. Lower center vertex can be connected to uppermost right vertex
by the map idX ⊗ cZ,Y ⊗ idM making commutative rectangle expressing naturality
of a in the second index. Commutativity of this new external triangle is (equation
(1))⊗M . Thus the internal pentagon commutes, and this is precisely the first
diagram in Remark 2.12. Commutativity of second pentagon is similar. 
Next we generalize of the notion of center to module categories.
Definition 7.3. Let M be a C-bimodule category. A central structure on M is
a family of isomorphisms ϕX,M : X ⊗M ≃ M ⊗ X , X ∈ C, one for each object
M ∈ M, satisfying the condition
(XY )M
aℓX,Y,M
 
ϕXY,M
// M(XY )
arM,XY

X(YM)
X⊗ϕY,M

(MX)Y
X(MY ) γX,M,Y
// (XM)Y
ϕX,M⊗Y
OO
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whenever Y ∈ C where aℓ, ar are left and right module associativity in M and γ
bimodule consistency (Proposition 2.12). ϕM is called the centralizing isomorphism
associated to M .
Note that when M is strict as a bimodule category the hexagon reduces to
XMY
ϕX,M⊗idY
// MXY
XYM
idX⊗ϕY,M
eeKKKKKKKKK ϕXY,M
99sssssssss
In what follows assume C is strict.
Definition 7.4. The center ZC(M) ofM over C consists of objects given by pairs
(M,ϕM ) where M ∈ M and where ϕM is a family of natural isomorphisms such
that for X ∈ C ϕX,M : X ⊗M ≃ M ⊗ X satisfying Definition 7.3. A morphism
from (M,ϕM ) to (N,ϕN ) in ZC(M) is a morphism t : M → N in M satisfying
ϕX,N (idX ⊗ t) = (t⊗ idX)ϕX,M .
Note 7.5. Definition 7.4 appeared in [GNN09] in connection with centers of braided
fusion categories.
Example 7.6. For C viewed as a having regular bimodule category structure
ZC(C) = Z(C), the center of C.
Definition 7.7. LetM,N be bimodule categories central over C. Then C-bimodule
functor T :M→N is called central if the diagram
T (X ⊗M)
fX,M
//
T (ϕX,M )

X ⊗ T (M)
ϕX,T (M)

T (M ⊗X)
fM,X
// T (M)⊗X
commutes for all X ∈ C, M ∈ M, where ϕ denotes centralizing natural isomor-
phisms in M and N . f is linearity isomorphism for T . A central natural trans-
formation τ : F ⇒ G for central functors F,G : M → N is a bimodule natural
transformation F ⇒ G with the additional requirement that, for X ∈ C,M ∈ M
the diagram
X ⊗ F (M)
ϕX,F (M)
//
X⊗τM

F (M)⊗X
τM⊗X

X ⊗G(M) ϕX,G(M)
// G(M)⊗X
commutes.
It is evident that centrality of natural transformations is preserved by vertical
(and horizontal) composition, and we thus have a category (indeed a bicategory)
Z(M,N ) for central bimodule categoriesM,N consisting of central functorsM→
N having morphisms central natural transformations.
Lemma 7.8. ZC(M) is a Z(C)-bimodule category.
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Proof. Assume M is strict bimodule category. We have left action of Z(C) on
ZC(M) given as follows: for (X, cX) ∈ Z(C) and (M,ϕM ) ∈ ZC(M) define (X, cX)⊗
(M,ϕM ) = (X ⊗M,ϕX⊗M ) where for Y ∈ C
ϕY,X⊗M := Y ⊗X ⊗M
c−1
X,Y
⊗M
// X ⊗ Y ⊗M
X⊗ϕY,M
// X ⊗M ⊗ Y
so that X ⊗M ∈ ZC(M). Define right action of Z(C) by (M,ϕM ) ⊗ (X, cX) =
(M ⊗X,ϕM⊗X) where
ϕY,M⊗X := Y ⊗M ⊗X
ϕY,M⊗X
// M ⊗ Y ⊗X
M⊗cY,X
// M ⊗X ⊗ Y
putting M ⊗X ∈ ZC(M). It is easy to check that these actions are consistent in
the way required of bimodule action. 
Proposition 7.9. ZC(M) has a canonical central structure over Z(C).
Proof. ϕX,M : (X⊗M,ϕX⊗M )→ (M ⊗X,ϕM⊗X) is a morphism in ZC(M) as can
be seen by the diagram
Y XM
Y⊗ϕX,M
//
cY,X⊗M

ϕYX,M
**UUU
UUUU
UUUU
UUUU
UUU
YMX
ϕY,M⊗X

XYM
X⊗ϕY,M

ϕXY,M
**UUU
UUUU
UUUU
UUUU
UUU
MYX
M⊗cY,X

XMY
ϕX,M⊗Y
// MXY
Triangles are Definition 7.3 for ϕ and the square is C-naturality of ϕ. 
Proposition 7.10. For C-bimodule category M we have canonical Z(C)-bimodule
equivalence FunC⊠Cop(C,M) ≃ ZC(M).
Proof. For simplicity assume M is strict as a C-bimodule category. Define functor
∆ : FunC⊠Cop(C,M) ≃ ZC(M) by sending F 7→ (F (1), f
r ◦ f ℓ
−1
) where f ℓX :
F (X) ≃ X ⊗ F (1) and f rX : F (X) ≃ F (1) ⊗ X are left/right module linearity
isomorphisms for F . The diagram below implies (F (1), f r ◦ f ℓ
−1
) ∈ ZC(M):
F (1)XY F (XY )
frXYoo
frXYvvlll
lll
lll
lll
l
fℓXY ((RR
RRR
RRR
RRR
RR
fℓXY // XY F (1)
F (X)Y
frX⊗Y
OO
fℓX⊗Y
// XF (1)Y XF (Y )
X⊗frY
oo
X⊗fℓY
OO
Left and right triangles are diagrams expressing module linearlity of F and square
is bimodularity of F (Remark 2.14). Inverting all ℓ superscripted isomorphisms
gives the diagram required for centrality of f r ◦ f ℓ
−1
.
To complete definition of functor FunC⊠Cop(C,M) → ZC(M) we must define
action on natural bimodule transformations. For τ : F ⇒ G a morphism in
FunC⊠Cop(C,M) note that τ1 : (F (1), f
r ◦ f ℓ
−1
)→ (G(1), gr ◦ gℓ
−1
) is a morphism
in ZC(M): indeed, diagram required of τ1 as central morphism is given by pasting
together left/right module diagrams for τ along the edge τX : F (X)→ G(X).
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We now define quasi-inverse Γ for functor ∆. For M ∈ M denote by FM the
functor C → M defined by FM (X) := X ⊗ M . Right exactness of FM follows
from (contravariant) left exactness of Hom( ,Hom(M,M)). SinceM is a strict C-
bimodule category FM is strict as a left C-module functor. For (M,ϕM ) ∈ ZC(M)
we give FM the structure of a right C-module functor via
FM (X) = X ⊗M
ϕX,M
−→ M ⊗X = FM (1)⊗X (17)
and with this FM is C-bimodule. Define Γ(M,ϕM ) := FM with the bimodule
structure given in (17). It is now trivial to verify that ∆Γ = id and that Γ∆
is naturally equivalent to id via f ℓ. Finally, it is easy to see that Γ is a strict
Z(C)-bimodule functor. 
As a corollary we get a well known result which appears for example in [EO04].
Corollary 7.11. (C ⊠ Cop)∗C ≃ Z(C) canonically as monoidal categories.
7.2. The 2-categories B(C) and Z(C)-Mod. Recall that B(C) denotes the cat-
egory of exact C-bimodule categories. The main result of this section is Theorem
7.14 giving an equivalence B(C) ≃ Z(C)-Mod. Before we give the first proposition
of this subsection recall that C has a trivial Z(C)-module category structure given
by the forgetful functor.
Proposition 7.12. The 2-functor B(C) → Z(C)-Mod given by M 7→ ZC(M) =
FunC⊠Cop(C,M) is an equivalence with inverse given by N 7→ FunZ(C)(C
op,N ).
Proof. In Proposition 7.10 we saw that ZC(M) is a Z(C)-module category whenever
M is a C-bimodule category (here module structure is just composition of functors).
The category of Z(C)-module functors FunZ(C)(C
op,N ) for Z(C)-module category
N has the structure of a C-bimodule category with actions
(F ⊗X)(Z) := F (X ⊗ Z), (Y ⊗ F )(Z) := F (Z ⊗ Y ).
To see that FunC⊠Cop(C,−) and FunZ(C)(C
op,−) are quasi-inverses first note that
FunZ(C)(C
op, FunC⊠Cop(C,N )) ≃ FunC⊠Cop(C⊠Z(C)C
op,N ) ≃ FunC⊠Cop(Z(C)
∗
C ,N )
(18)
as C-bimodule categories for any bimodule categoryN where we have used equation
9 freely. Theorem 3.27 in loc. cit. gives a canonical equivalence (C∗M)
∗
M ≃ C for
any (exact) C-module categoryM. In the case thatM = C this and Corollary 7.11
imply Z(C)∗C ≃ ((C ⊠ C
op)∗C)
∗
C ≃ C ⊠ C
op. Thus the last category of functors in (18)
is canonically equivalent to FunC⊠Cop(C ⊠ C
op,N ) ≃ N .
In the opposite direction we have, for Z(C)-module category M,
FunC⊠Cop(C, FunZ(C)(C
op,M)) ≃ FunZ(C)(C
op
⊠C⊠Cop C,M). (19)
Note that Cop ⊠C⊠Cop C ≃ (C ⊠ C
op)∗C ≃ Z(C) (Corollary 7.11) and thus the last
category of functors in (19) is canonically equivalent to FunZ(C)(Z(C),M) ≃ M.

Lemma 7.13. As Z(C)-bimodule categories, ZC(Mop) ≃ ZC(M)op.
Proof. For M, C as above we have the bimodule equivalences
FunC⊠Cop(C,M
op) ≃ FunC⊠Cop(M
op, C)op ≃ FunC⊠Cop(C,M)
op.
The first equivalence is Lemma 2.18 and the second uses Corollary 3.22. By Propo-
sition 7.10 the first term is equivalent to ZC(M
op) and the last to ZC(M)
op. 
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Theorem 7.14. The 2-equivalence ZC : B(C) ≃ Z(C)-Mod is monoidal in that
ZC(M ⊠C N ) ≃ ZC(M)⊠Z(C) ZC(N ) whenever M,N are C-bimodule categories.
Proof. We have seen that ZC(M) is a Z(C)-module category whenever M is a
C-bimodule category. We have canonical Z(C)-bimodule equivalences
ZC(M⊠C N ) ≃ FunC⊠Cop(C,M⊠C N ) ≃ FunC⊠Cop(M
op,N )
≃ FunZ(C)(ZC(M
op), ZC(N )) ≃ FunZ(C)(ZC(M)
op, ZC(N ))
≃ FunZ(C)(Z(C), ZC(M)⊠Z(C) ZC(N )) ≃ ZC(M)⊠Z(C) ZC(N ).
The first equivalence is Proposition 7.10, the second and fifth are Corollary 3.22,
the third follows from the fact that the equivalence of 2-categories Z(C)-Mod ≃
(C⊠Cop)∗C-Mod (Corollary 7.11) preserves categories of 1-cells, and the fourth follows
from Lemma 7.13. Example 7.6 shows that ZC preserves units. 
Corollary 7.15. Let M be a C-module category for finite tensor C. There is a
canonical 2-equivalence B(C) ≃ B(C∗M) respecting monoidal structure.
Proof. Corollary 3.35 in [EO04] says that Z(C) ≃ Z(C∗M). The result follows from
Theorem 7.14. 
8. Fusion rules for Rep(G)-module categories
8.1. The Burnside Ring and Monoidal Structure in V ecG-Mod. Much in
the beginning of this section is basic and can be found for example in [CR87].
Let G be a finite group. Recall that the Burnside Ring Ω(G) is defined to be the
commutative ring generated by isomorphism classes of G-sets with addition and
multiplication given by disjoint union and cartesian product:
〈H〉+ 〈K〉 = G/H ∪G/K
〈H〉〈K〉 = G/H ×G/K
Here 〈H〉 denotes the isomorphism class of the G-set G/H for H < G and G acts
diagonally over ×. Evidently we have
〈H〉〈G〉 = 〈H〉, 〈H〉〈1〉 = [G : H ]〈1〉
so Ω(G) is unital with 1 = 〈G〉. It is a basic exercise to check that multiplication
in Ω(G) satisfies the equation1
〈H〉〈K〉 =
∑
HaK∈H\G/K
〈H ∩ aK〉.
We are interested in a twisted variant of the Burnside ring. Here we take as
basis elements 〈H,σ〉 where G/H is a G-set and σ is a k×-valued 2-cocycle on H .
Multiplication of basic elements takes the form
〈H,µ〉〈K,σ〉 =
∑
HaK∈H\G/K
〈H ∩ aK,µσa〉
where on the right µ, σa refer to restriction to the subgroup H ∩ aK from H, aK,
respectively. The cocycle σa : aK × aK → k× is defined by σa(x, y) = σ(xa, ya).
1One uses the fact that there is a bijection between the G-orbits of (xH, yK) ∈ G/H × G/K
and double cosets H \G/K given by (sH, tK) 7→ Hs−1tK. The orbit corresponding to the coset
HaK contains (H, aK) with stabilizer H ∩ aK, thus orbit OG(H, aK) of (H, aK) is G/(H ∩
aK)
as G-sets giving the formula.
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Note 8.1. The decomposition for twisted Burnside products described above oc-
curred in [OY01] in order to study crossed Burnside rings, and in [Ros07] in con-
nexion with the extended Burnside ring of semisimple Rep(G)-module categories
M having exact faithful module functor M→ Rep(G).
Recall that indecomposable V ecG-module categories are parametrized by pairs
(H,µ) where H < G and µ ∈ H2(H, k×). Denote module category associated to
such a pair by M(H,µ). Explicitly simple objects of M(H,µ) form a G-set with
stabilizer H and are thus in bijection with cosets in G/H . Module associativity
is given by scalars µ(g1, g2)(X), for µ ∈ Z2(G,Fun(G/H, k×)), associated to the
natural isomorphisms (g1g2)⊗X → g1⊗ (g2⊗X) whenever gi ∈ G and X ∈ G/H .
Module structures are classified by non-comologous cocycles so we take as module
associativity constraint any representative of the cohomology class [µ]. Identifying
µ ∈ H2(G,Fun(G/H, k×)) = H2(G, IndGHk
×) with its image in H2(H, k×) by
Shapiro’s Lemma we may classify such constraints by H2(H, k×).
The categories V ecG and Rep(G) are Morita equivalent via V ec: (V ecG)
∗
V ec ≃
Rep(G) (send representation (V, ρ) to the functor V ec → V ec having F (k) = V
with V ecG-linearity given by ρ). Since Rep(G) is braided the category Rep(G)-
Mod has monoidal structure ⊠Rep(G). Although V ecG is not braided the category
V ecG-Mod has monoidal structure as follows. For M,N ∈ V ecG-Mod define new
V ecG-module category structure on M ⊠ N by g ⊗ (m ⊠ n) := (g ⊗m) ⊠ (g ⊗ n)
for simple object kg := g in V ecG, and linearly extend to all of V ecG. Let M⊙N
denote M⊠ N with this module category structure.
Proposition 8.2 (V ecG-Mod fusion rules). With notation as above
M(H,µ)⊙M(K,σ) ≃
⊕
HaK∈H\G/K
M(H ∩ aK,µσa).
Proof. Send 〈H,σ〉 to module category M(H,σ). This association is clearly well
defined and respects the action of G. Applying the proof above for decomposition
of basic elements in Ω(G) to simple objects inM(H,µ)⊙N (K,σ) verifies the stated
decomposition on the level of objects. We must check only the module associativity
constraints for the summand categories. To do this we simply evaluate associativity
for a simple object in the summand category having set of objects G/H ∩ aK. We
may choose representative H ⊠ aK. For g, h ∈ G we have
gh⊗ (H ⊠ aK) ≃ g ⊗ (h⊗H)⊠ g ⊗ (h⊗ aK)
via µ(g, h)(H)⊠ σ(g, h)(aK). Noting that G/K ≃ G/aK as G-sets, restricting ϕ :
H2(G,Fun(G/K, k×)) ≃ H2(aK, k×) to coset aK on the right gives ϕ(σ)(k1, k2) =
σ(k1, k2)(aK) for k1, k2 ∈ aK. Thus ϕ(σ)a(k1, k2) = ϕ(σ)(ka1 , k
a
2 ) ∈ H
2(aK, k×),
and this we simply denote by σa; module associativity is µ ⊠ σa which is idential
to µσa since each is a scalar on simple objects. 
Corollary 8.3. The Grothendeick group of invertible irreducible V ecG-module cat-
egories is isomorphic to H2(G, k×).
Proof. Without taking twisting into consideration, invertible irreducible V ecG-
module categories correspond to invertible basis elements of the Burnside ring Ω(G).
Suppose 〈H〉〈H ′〉 = 〈G〉 in Ω(G). Then
∑
〈H ∩ aH ′〉 = 〈G〉 which can happen only
if there is a single double coset HH ′ and if H ∩ aH ′ = G, and this occurs only if
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H = H ′ = G. It follows from Proposition 8.2 that
M(G,µ)⊙M(G,µ′) =M(G,µµ′)
Sending M(G,µ) to µ gives the desired isomorphism. 
We have an equivalence of 2-categories V ecG-Mod → Rep(G)-Mod defined by
sending M 7→M where
M := FunV ecG(V ec,M). (20)
Observe that FunV ecG(V ec, V ec) acts on FunV ecG(M,N ) on the right by the
formula (F ⊗ S)(M) = F (M) ⊙ S(k) whenever M ∈ M and S : V ec → V ec is a
V ecG-module functor. F ⊗ S is trivially a V ecG-module functor:
(F ⊗ S)(g ⊗M) ≃ (g ⊗ F (M))⊙ S(k)
= (g ⊗ F (M))⊙ (g ⊗ S(k))
= g ⊗ (F (M)⊗ S(k))
= g ⊗ (F ⊗ S)(M).
The isomorphism is V ecG-linearity of F and the second line follows from the fact
that simple objects of V ecG (one dimensional vector spaces) act trivially on V ec.
Let T : V ec→ V ec over V ecG. Associativity of the action is also trivial:
(F ⊗ ST )(M) = F (M)⊙ ST (k)
= F (M)⊙ S(k ⊗ T (k))
= F (M)⊙ (S(k)⊗ T (k))
= (F (M)⊙ S(k))⊙ T (k)
= (F ⊗ S)(M)⊙ T (k) = ((F ⊗ S)⊗ T )(M)
The second line is tensor product (composition) in FunV ecG(V ec, V ec) and the
isomorphism is due to the canonical action of V ec on N given by internal hom.
Proposition 8.4. For H < G and µ ∈ H2(H, k×) denote by Repµ(H) the cate-
gory of projective representations of H with Schur multiplier µ. Then Repµ(H) ≃
M(H,µ) as Rep(G)-module categories.
Proof. Send functor F : V ec → M(H,µ) to F (k). Rep(G)-module structure on
Repµ(H) is given by res ⊗ id: for V ∈ Rep(G) and W ∈ Repµ(H) the action is
defined by V ⊗ W := resGH(V ) ⊗ W where ⊗ on the right is tensor product in
Repµ(G). 
One of the main results of this section is the following theorem.
Theorem 8.5. The 2-equivalence M 7→M between (V ecG-Mod,⊙) and (Rep(G)-
Mod,⊠Rep(G)) is monoidal in the sense that
M⊙N ≃M⊠RepG N
as Rep(G)-module categories.
The action of Rep(G) ≃ FunV ecG(V ec, V ec) is given by composition of functors.
Since the correspondence is an equivalence of 2-categories we may identify abelian
categories of 1-cells:
FunV ecG(M,N ) ≃ FunRep(G)(M,N ). (21)
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In what follows we provide a few lemmas which show that useful formulas provided
earlier for monoidal 2-categories hold also over the category of V ecG-modules.
Lemma 8.6. The 2-equivalence M 7→ M from V ecG-Mod to Rep(G)-Mod when
restricted to 1-cells is an equivalence of right Rep(G)-module categories.
Proof. The equivalence of 1-cells ζ : FunV ecG(M,N ) ≃ FunRep(G)(M,N ) takes
functor F : M → N over V ecG to the functor defined by Q 7→ FQ for Rep(G)-
module functor Q : V ec → M. We must check that this correspondence respects
Rep(G) action.
Any functor E : V ec→ V ec over V ecG determines representation E(k), and any
representation V determines functor EV (k) = V . V ∈ Rep(G) ≃ V ec right-acts on
F ∈ FunRep(G)(M,N ) by (F ⊗ V )(Q) = F (Q) ◦E
V . Writing < ζ(F ), Q > for the
functor in N determined by F,Q we have, for W ∈ V ec,
< ζ(F ⊗ EV ), Q > (W ) = (F ⊗ EV )(Q)(W )
= FQEV (W )
= < ζ(F ) ⊗ EV , Q > (W ).

Lemma 8.7. LetM, N be left V ecG-module categories. ThenM⊙N ≃ Fun(Mop,N )
as left V ecG-module categories.
Proof. Let M :=M(H,µ) and N :=M(K,σ) as above. Define
Φ :M⊙N → Fun(Mop,N ), Φ(M ⊙N)(M ′) := Hom(M ′,M)⊗N. (22)
Clearly Φ is an equivalence of abelian categories (see Lemma 3.21 for example)
and it remains to show that it respects V ecG-module structure. The category
Fun(Mop,N ) carries V ecG-module structure (g ⊗ F )(M) := g ⊗ F (g−1 ⊗M) for
simple objects g in V ecG. Left action on Mop is given by X ⊗opM = X ⊗M with
inverse module associativity. We have
(gh⊗ F )(M) = gh⊗ F (h−1g−1 ⊗M)
≃ g ⊗ (h⊗ F (h−1 ⊗ (g−1 ⊗M)))
= g ⊗ (h⊗ F )(g−1 ⊗M) = (g ⊗ (h⊗ F ))(M)
where ≃ is σ(g, h)µ−1(h−1, g−1) which is cohomologous to σ(g, h)µ(g, h), i.e. mod-
ule associativity on functors is given by µσ. For simple objects M,M ′ in M,
N ∈ N
(g ⊗ Φ(M ⊙N))(M ′) = g ⊗ (Hom(g−1 ⊗M ′,M)⊗N)
≃ Hom(M ′, g ⊗M)⊗ (g ⊗N)
= Φ(g ⊗ (M ⊙N))(M ′)
where ≃ is canonical. Φ respects V ecG-module structure. 
Lemma 8.8. FunV ecG(M,N ) ≃M
op ⊙N as right Rep(G)-module categories.
Proof. We have an equivalence ψ : FunV ecG(M,N )→M
op ⊙N , F 7→ ψF where
ψF (V )(M) := F (M) ⊙ V whenever V ∈ V ec,M ∈ M and where we have used
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Lemma 8.7 to express Mop ⊙ N as category of functors is an equivalence. ψ has
quasi-inverse F 7→ F (k):
< ψ(F ⊗ V ),W > (M) = (F (M)⊙ V )⊙W
≃ F (M)⊙ (V ⊗W )
= ψF (V ⊗W )(M)
= ψF (EV (W ))(M) =< ψF ◦EV ,W > (M).

Lemma 8.9. Mop ≃M
op
as Rep(G)-module categories.
Proof. FunV ecG(V ec,M
op) ≃ FunV ecG(M, V ec) ≃ FunRep(G)(M,Rep(G)) where
first ≃ is Lemma 8.7 and the second comes from the 2-equivalence. The first term
is Mop and the last is M
op
. 
Proof of Theorem 8.5. With notation as above,
M⊙N ≃ FunV ecG(M
op,N )
≃ FunRep(G)(Mop,N )
≃ FunRep(G)(M
op
,N ) ≃M⊠Rep(G) N .
First line is Lemma 8.8, second is Lemma 8.6 and third is Lemma 8.9. 
Theorem 8.5, together with the observation in Remark 8.4, immediately gives a
formula for Rep(G)-module fusion rules.
Corollary 8.10 (Rep(G)-Mod fusion rules). The twisted Burnside ring Ω(G) is
isomorphic to the ring K0(Rep(G)-Mod) of equivalence classes of Rep(G)-module
categories with multiplication induced by ⊠Rep(G). That is, for irreducible Rep(G)-
module categories Repµ(H), Repσ(K) we have, as Rep(G)-module categories
Repµ(H)⊠Rep(G) Repσ(K) ≃
⊕
HaK∈H\G/K
Repµσa(H ∩
aK). (23)
Corollary 8.11. The group of invertible irreducible Rep(G)-module categories is
isomorphic to H2(G, k×).
Proof. The proof is equivalent to that of Corollary 8.3. 
Note 8.12. Corollary 8.11 generalizes Corollary 3.17(ii) in [ENO09] where it was
given for finite abelian groups. Indeed when A is abelian V ecA = Rep(A
∗) for A∗
group homomorphisms Hom(A, k×).
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