Abstract: Social tagging systems are widely applied in Web 2.0. Many users use these systems to create, organize, manage, and share Internet resources freely. However, many ambiguous and uncontrolled tags produced by social tagging systems not only worsen users' experience, but also restrict resources' retrieval efficiency. Tag clustering can aggregate tags with similar semantics together, and help mitigate the above problems. In this paper, we first present a common co-occurrence group similarity based approach, which employs the ternary relation among users, resources, and tags to measure the semantic relevance between tags. Then we propose a spectral clustering method to address the high dimensionality and sparsity of the annotating data. Finally, experimental results show that the proposed method is useful and efficient.
Introduction
Social tagging is an important application in Web 2.0. It is a system of description, organization, management, and classification of Internet resources (Isabella, 2009) . In a free and open environment, web users can choose personal terms (i.e., tags) to annotate web resources, according to their own perception or understanding of these resources. At present, there are many social tagging systems on the Internet. For example, Flickr (www.flickr.com) is a picture-sharing system that allows users to upload and tag their pictures. CiteULike (www.citeulike.org) is an academic paper- ‡ Corresponding author * Project supported by the National Natural Science Foundation of China (Nos. 61273292, 61303131, 51474007, and 51374114) sharing system, in which researchers can annotate papers using their own scientific terms. Lastfm (www.last.fm) is a famed music community, in which users are permitted to tag songs, albums, and artists. Delicious (www.delicious.com) and Blogmarks (www.blogmarks.net) are social bookmarking systems, in which users can annotate any web page using tags. Bibsonomy (www.bibsonomy.org) provides both bookmarking and paper-sharing services. All of these systems belong to folksonomy, which was first proposed by Vander Wal (2004) , who regarded folksonomy as a bottom-up social classification system. Shirky (2004) described folksonomy as a typical and flat name-space. Mathes (2004) viewed folksonomy as a collaborative classification method based on shared metadata in which tags are generated by users. A tag may be a word or a term in an existing vocabulary, or a new word created by users. In general, a tag, as a kind of user-generated metadata with uncontrolled vocabulary, has special lexical information, embodies collective intelligence of users, and plays a key role in social tagging systems. Except for the characteristics of keywords and terms in the resources, a social tagging system offers a supplement for web resources to express the user's comments or viewpoints, which is very helpful for information retrieval and personalized recommendation. In the theoretical field, social tagging has aroused a lot of interest, such as the meaning of the tag (Noruzi, 2006) , the using motivation of the user (Furnas et al., 2006) , the visual interface of the tag (Rivadeneira et al., 2007) , and the information and semantic retrieval of the tag (Laniado et al., 2007; Vanderlei et al., 2007) . In the application field, tagging techniques have also been widely applied in social media and online service systems; for example, embedded tag knowledge management methods were introduced to web systems to promote context-aware web services (Cuzzocrea and Mastroianni, 2003; Cuzzocrea, 2006 ).
In some tagging recommender systems, tags and tagging information have been applied to reconstruct users' interest profile or resource summary based on the tag vector space. However, all of these social tagging recommender systems have to face such problems as ambiguity, sparsity, redundancy, and lack of semantics, as the tags are of syntactic nature and in a free form. The first hindrance is that some users with different knowledge backgrounds or preferences may use different words to tag the same resource, which could result in ambiguity. The second hindrance is that some users are not willing to annotate resources with enough tags, which could bring out sparsity. The third hindrance is that a huge number of social tags are 'tag spam', which could lead to redundancy. These problems lower the performance of social tagging systems in discovering ability, sharing capacity, and recommending accuracy. To alleviate these problems, the use of a tag clustering method has been introduced into social tagging systems. Tag clustering could expose the coherence of tags from the perspectives of how users tag and how resources are tagged. Undeniably, the tag cluster can reveal resource topic information or user interest profile in a more concise way, and thus mitigates the above problems to some extent.
The first task for tag clustering is to evaluate the relevance of tags, which can be measured by several methods. At present, the main method to assess the relationship between tags is based on the vector space model (VSM). First, the tag is represented as a weight vector based on resources or users, and the weight can be decided by the TF-IDF formula (Salton, 1983) . Second, the tag vector space is established by composing all tags. Finally, Euclidean distance or cosine distance is used to calculate the similarity of tags over the tag vector space (Simpson, 2008) . However, this method will suffer from highdimensionality and sparsity problems when there are a lot of resources or users. In addition, some semantic information will be lost when the ternary annotating relation is transformed to a binary relation based on resources or users. The second method is using the similarity of tag content combined with an external semantic dictionary to find the relation of tags. However, this method suffers from the problem that new words and concepts though used, are not contained in the dictionary (Simpson, 2008) . In the third method, the number of co-occurrences is directly used to measure tag similarity (Begelman et al., 2006) , which will alleviate the high-dimensionality and sparsity problems to a certain extent. Nevertheless, in the traditional method, tag co-occurrence means that two tags are used to describe the same resource, or two tags are used by the same user, which weakens the semantic relationship of tags, and brings semantic noise. In addition, the co-occurrence similarity between two tag individuals is not accurate enough to measure tag relevance, because their semantic relationships are influenced deeply by other information, such as their common co-occurrence group.
Most research applies the traditional clustering algorithms directly, such as agglomerative hierarchical clustering , or K-means (Noll and Meinel, 2007) for tagging data, which are designed to deal with the spherical structure. For an arbitrary shape data distribution, these traditional clustering algorithms find it hard to differentiate clusters accurately. In tag clustering, we know that the tagging data has a complex ternary relation, so the semantic relationship between tags is very complex, with the latent topics of tags largely overlapping and mixed. Therefore, the data distribution of tags may be irregular or arbitrary, which makes it difficult to simply apply the above clustering algorithms. As an alternative, spectral clustering can aggregate the objects in an arbitrarily shaped data space, and converges to a global optimal solution.
Hence, in this paper, we first analyze all statuses of tag co-occurrence, and look for a better tag co-occurrence form that maintains the tag semantic relationship perfectly. Then we extend the characteristic of tag co-occurrence and discuss the impact of the tag's common co-occurrence group on tag similarity, and acquire a new method to measure tag similarity based on the common co-occurrence group. After that, we build the tag's similarity affinity matrix and use a spectral clustering algorithm to aggregate the tags.
The method presented in this paper has two advantages. One is that we directly use tag cooccurrence to measure the tag semantic relevance, which can alleviate the high-dimensionality and sparsity problems, and shows good performance for a spectral clustering algorithm. The other is that the tag co-occurrence similarity measure method keeps the strongest semantic relevance of tags.
The rest of this paper is organized as follows. We review the related work in Section 2 and introduce the preliminaries in Section 3. The common co-occurrence group similarity between tags and its spectral clustering algorithm are discussed in Section 4. Experimental results are reported in Section 5. Section 6 concludes this paper and outlines future work.
Related work
Many studies have been carried out on tags in social tagging systems. Marlow et al. (2006) introduced some famous tagging systems and compared their differences. Furnas et al. (2006) discussed the using motivation of users and pointed out the working mechanism of the tagging system. Noruzi (2006) and Suchanek et al. (2008) discussed the meaning of tags when they were used to describe resources. Bischoff et al. (2008) segmented tags into eight types, and then pointed out how different types were used to annotate resources. Michlmayr and Cayzer (2007) considered that two tags had some semantic relation when they were used to annotate the same bookmark. Heymann and Garcia-Molina (2006) indicated that tags have some underlying structures.
Recently, using a tag clustering method to discover the emergent structure in tags has aroused much interest, and a lot of work has been carried out to improve the social tagging system. Deutsch et al. (2011) presented clustering tags in a tag cloud for improving user experience, where they conducted a study on the strengths and weaknesses of using tag clouds in common Web-based contexts. Vandic et al. (2011) proposed a method to enhance the search ability using social tagging systems; they used cosine similarity to measure semantic relatedness and aggregated syntactic variations of tags with the same meaning. Lehwark et al. (2008) employed U-map and emergent-self-organizing-maps (ESOMs) techniques to aggregate and visualize the tagging data, and discovered underlying structures in music collections. Dattolo et al. (2011) proposed a method for detecting clusters of similar tags and relationships among them, and a clustering process was used to find the different classes of related tags. Knautz et al. (2010) introduced tag co-occurrence into the retrieval system by using a single-link clustering algorithm to improve the efficiency of information retrieval. Simpson (2008) introduced a divisive method upon a graph, in which tags corresponded to nodes and relevance values of tags were called edge weights; Simpson then divided the graph into unconnected sub-graphs by removing the lowest weighted edges. Begelman et al. (2006) proposed a partitioning-based clustering method, in which a spectral bisection was used to split data into two clusters recursively and a modularity function was used to decide whether the partition was acceptable. Cui et al. (2011) introduced a novel tag clustering method, TagClus, and they used a random walk-based approach to measure relevance between tags by exploiting the relationship between tags and resources. Gemmell et al. (2008) used an agglomerative hierarchical clustering method to aggregate tags, and demonstrated how tag clusters serving as coherent topics could help in personalized recommendation or personalized navigation. Xu et al. (2015) proposed a kernel information propagation tag clustering algorithm, in which they exploited the kernel density estimation of the directed k-nearest neighbor (kNN) graph as a start to reveal the prestige rank of tags in tagging data. Van Damme et al. (2007) assessed the similarity of two tags through their contents and information from terminological or lexical resources. They used Leo Dictionary and WordNet to measure the semantic relationship between two tags, and based on this approach, the tags could be transformed to ontology. A similar work was presented by Markines et al. (2009) , who also used WordNet as the semantic grounding to compute tag similarity; particularly, they ranked tag pairs by using the Jiang-Conrath distance (Jiang and Conrath, 1997) , which integrates information theory and taxonomic knowledge.
The above methods can be successfully applied in all kinds of social tagging systems, but there are some problems, such as the lack of semantics (Begelman et al., 2006; Simpson, 2008; Knautz et al., 2010; Cui et al., 2011; Dattolo et al., 2011) , highdimensionality and sparsity Shepitsen et al., 2008; Xu et al., 2015) . For example, the method proposed by Cui et al. (2011) is a resource-based co-occurrence approach, which directly transforms the ternary annotating relation to a resource-based binary relation. This approach misses the user's information, and weakens the semantic relationship between tags. In the method proposed by Xu et al. (2015) , the tag was represented as a vector based on resources, and the cosine function of the angle was used to measure the similarity between tags, which would cause highdimensionality and sparsity when there are a lot of resources, and would also weaken the semantic relationship of tags. Another method proposed by Van Damme et al. (2007) and Markines et al. (2009) cannot avoid the confusion of new words or concepts. The tag co-occurrence method presented in this paper considers resources and users simultaneously, and does not need to represent the tags as a vector space model, which can alleviate the above problems.
Preliminaries

Social tagging system model
A social tagging system is an open web application environment. It permits web users to annotate web resources freely by using tags. A social tagging system includes three entity elements (i.e., web users, web resources, and tags) and one relation element (i.e., the ternary annotation relation among them). The model of the social tagging system could be represented as a four-tuple model
where U is a finite set of users, R a finite set of resources, T a finite set of tags, and A ⊆ U × T × R a finite ternary relation set among users, resources, and tags. The element a = (u, r, t) ∈ A represents an annotating behavior, which denotes user u using tag t to annotate resource r. The social tagging system model is shown in Fig. 1 .
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Analysis of tag co-occurrence relationship
As pointed out by Michlmayr and Cayzer (2007) and Szomszor et al. (2007) , the co-occurrence relationship of tags should be viewed as a kind of semantic relationship. Therefore, in this subsection, we analyze the co-occurrence relationship of tags and discover the most valuable tag co-occurrence status. We firstly define some sets for addressing some concepts:
T (r m ) = {t x |t x ∈ T }, which represents a tag set of resource r m , where r m ∈ R and T (r m ) ⊂ T ;
T (u l ) = {t y |t y ∈ T }, which represents a tag set of user u l , where
which represents a tag set that user u l annotates on resource r m , where
Hence, there are three statuses of tag co-occurrence:
Status 1:
, which denotes that the two tags t i and t j appear in the same tag set T (r m ). We then call t i and t j co-occurrence for the same resource.
Status 2:
, which denotes that the two tags t i and t j appear in the same tag set T (u l ). We then call t i and t j co-occurrence for the same user.
Status 3:
, which denotes that the two tags t i and t j appear in the same tag set T (u l , r m ). We then call t i and t j cooccurrence for the same user and the same resource simultaneously.
As is shown in status 1, the two tags exist in the same resource's tag set. The user's influence on this co-occurrence status is ignored, and the ternary annotation relationship among users, resources, and tags is separated. Therefore, this co-occurrence status will weaken the semantic relationship of tags when it is used to assess the relevance of tags.
As is shown in status 2, the two tags exist in the same user's tag set. The resource's influence on this co-occurrence status is ignored, and the ternary annotation relationship among users, resources, and tags is separated as well. Therefore, this co-occurrence status will also weaken the semantic relationship of tags when it is used to assess the relevance of tags.
As is shown in status 3, the two tags are used by the same user to annotate the same resource. In this status, there are three situations for the two tags to express their semantic relationship. We give three examples to respectively explain the three situations as follows: Example 1 Suppose tag python ∈ T (u 1 , r 1 ), tag programming ∈ T (u 1 , r 1 ), tag python ∈ T (u 2 , r 1 ) and tag programming ∈ T (u 2 , r 1 ), which means the two tags are used by different users to annotate the same resource. In this condition, the two tags reflect the unified understanding of different users to the same resource, so the semantic relationship of the two tags is very close. Example 2 Suppose tag python ∈ T (u 1 , r 1 ), tag programming ∈ T (u 1 , r 1 ), tag python ∈ T (u 1 , r 2 ) and tag programming ∈ T (u 1 , r 2 ), which means the two tags are used by the same user to annotate different resources. In this condition, the two tags reflect the unified understanding of the same user to different resources, and disclose the two resources with the same features, so the semantic relationship of the two tags is very close. Example 3 Suppose tag python ∈ T (u 1 , r 1 ), tag programming ∈ T (u 1 , r 1 ), tag python ∈ T (u 2 , r 2 ) and tag programming ∈ T (u 2 , r 2 ), which means the two tags are used by different users to annotate different resources. In this condition, the two tags reflect the unified understanding of different users to different resources, so the semantic relationship of the two tags is very close.
Obviously, the third tag co-occurrence status contains the ternary annotation relationship completely, and makes the semantic relationship of two tags very close. Therefore, we make use of this tag co-occurrence status and its extension to assess the semantic relevance of tags.
Spectral clustering
Spectral clustering is a graph-partitioning algorithm. The most widely used objective function to evaluate graph partitions in spectral clustering is the normalized cut (Shi and Malik, 2000) based on 2-way partitioning. Let G = (V, E, W ) be an undirected graph, where V is the set of vertices in the graph and w ij ∈ W is the affinity of edge e ij ∈ E between vertices i ∈ V and j ∈ V . Here, the normalized cut objective function can be defined as follows:
where A and B represent two different sub-graphs, vol(A) = i∈A i∼j w ij , and cut(A, B) = i∈A j∈B w ij .
The multi-way normalized cut (Gu et al., 2001 ) is a transformation of the normalized cut based on k-way partitioning, and its objective function can be defined as follows:
It is proven that NCut and MNCut are NP-hard problems. For this reason, the Laplace transformation is used in the spectral clustering algorithm to relax the constraints. Let L = D − W be a Laplacian matrix, where W is the similarity matrix of graph G, D is a diagonal matrix, and
After the Laplacian matrix L is normalized, the optimal solutions of NCut and MNCut exist in the vector space composed of the eigenvectors corresponding to the k minimum eigenvalues of L.
The key step of spectral clustering is using eigen decomposition technology to deal with the similarity matrix of sample data. The sample data is then aggregated in a new eigenvector space. Compared with the traditional clustering algorithms, the spectral clustering algorithm does not need to transform the data into an n-dimensional vector space. In addition, spectral clustering is cost-insensitive for the irregular or error data, and can be used to process large-scale sparse data. Hence, we choose spectral clustering to aggregate tags in the social tagging data space. The method ensures the integrity of the tag semantic relation, and alleviates the highdimensionality and sparsity problems because tags need not be represented as a vector space model.
Tag co-occurrence spectral clustering method
4.1 Tag co-occurrence Definition 1 (Tag co-occurrence)
Let S = (U, R, T ) be a social annotating data set, where U = {u 1 , u 2 , . . . , u l } is a set of users, R = {r 1 , r 2 , . . . , r m } a set of resources, and T = {t 1 , t 2 , . . . , t n } a set of tags.
The binary annotating relation set based on users and resources is decided by A ti , A ti = {< u p , r q > |u p ∈ U, r q ∈ R, t i ∈ T, < u p , r q , t i >∈ S}, and A ti ⊆ U × R. If A ti and A tj have the same element, namely (A ti ∩ A tj ) = ∅, we call tag t i a co-occurrence with t j , signed as Co(t i , t j ).
Individual co-occurrence similarity
Definition 2 (Tag individual co-occurrence similarity) Given two tags t i and t j , their binary annotating relation sets A ti and A tj have the same element. In this situation, we call the two tags t i and t j individual co-occurrence. The symbol sim indiv (t i , t j ), used to represent the individual co-occurrence similarity between two tags, can be measured by the Jaccard coefficient. Therefore, the tag individual cooccurrence similarity is defined as follows:
where |A ti ∩ A tj | is the number of elements in the intersection set of A ti and A tj , representing the individual co-occurrence frequency between tags t i and t j , and |A ti ∪ A tj | is the number of elements in the union set of A ti and A tj , representing the total using frequency of tags t i and t j .
Common co-occurrence group similarity
Using the individual co-occurrence similarity to aggregate tags may be a good choice, but the individual co-occurrence cannot be competent in disclosing the semantic relationship of tags. In fact, the co-occurrence similarity of tags is deeply influenced by their common co-occurrence group. Here, we first give the concept of the common co-occurrence group.
Given two tags t i and t j , t i co-occurs with t j , namely Co(t i , t j ), and there is a series of tags t v , . . . , t z co-occurring with t i and t j , namely Co(t i , t v ) and Co(t j , t v ) , . . ., Co(t i , t z ) and Co(t j , t z ). We call tags t v , . . . , t z the common co-occurrence group of t i and t j . Now we give two examples to explain the influence of the common co-occurrence group on similarity measure and clustering: Example 4
Given a tag set T = {t 1 , t 2 , t 3 }, t 1 co-occurs with t 2 , t 1 co-occurs with t 3 , while t 2 does not co-occur with t 3 .
Suppose
According to Eq. (3), we find sim indiv (t 1 , t 2 ) = sim indiv (t 1 , t 3 ) = 0 and sim indiv (t 2 , t 3 ) = 0. How to aggregate these tags into two clusters?
The clustering results are shown in Fig. 2 . Fig. 2 Clustering results of Example 4: (a) neither (t 1 , t 2 ) nor (t 1 , t 3 ) have a common co-occurrence group; (b) either (t 1 , t 2 ) or (t 1 , t 3 ) have a common cooccurrence group; (c) both (t 1 , t 2 ) and (t 1 , t 3 ) have a common co-occurrence group
If t 1 and t 2 do not have a common co-occurrence group, and t 1 and t 3 also do not have a common co-occurrence group, it is impossible to obtain the unique solution according to their individual cooccurrence similarity, because these tags can be aggregated into cluster {t 1 , t 2 } and cluster {t 3 }, or cluster {t 1 , t 3 } and cluster {t 2 }. The results are shown in Fig. 2a .
If t 1 and t 2 have a common co-occurrence group while t 1 and t 3 do not have a common co-occurrence group, influenced by the common co-occurrence group, the similarity between t 1 and t 2 is much larger than that between t 1 and t 3 . Then it is easy to obtain the unique solution. The three tags can be aggregated into cluster {t 1 , t 2 } and cluster {t 3 }. Conversely, the only one clustering result is composed of cluster {t 1 , t 3 } and cluster {t 2 }. The results are shown in Fig. 2b .
If t 1 and t 2 have a common co-occurrence group, and t 1 and t 3 have a common co-occurrence group, the only one clustering result can be decided by comparing the influences of the two common cooccurrence groups. The results are shown in Fig. 2c . Example 5 Considering an extreme situation, for a tag set
, can the two tags be aggregated into the same cluster?
According to Eq. (3), the individual cooccurrence similarity between t 1 and t 2 can be cal-
Obviously, t 1 and t 2 cannot be aggregated into the same cluster. In fact, the two tags may have a hierarchical relation in concepts. For instance, tag t 1 is 'programming', and tag t 2 could be a more professional concept 'python'. In this situation, using individual co-occurrence similarity cannot make a correct judgment. However, we can use the common co-occurrence group to describe their semantic relevance, and decide whether the two tags can be aggregated into the same cluster by calculating their common co-occurrence group similarity. Definition 3 (Tag common co-occurrence group similarity) Given two tags t i and t j , and Co(t j , t j ), let C = {t y |t y ∈ T } be a common co-occurrence group tag set of t i and t j , and C ⊆ T . We use t k c to represent the kth tag in C, and symbol sim group (t i , t j ) to represent the common cooccurrence group similarity between t i and t j . The common co-occurrence group similarity between the two tags can be measured by an improved Jaccard coefficient. The tag common co-occurrence group similarity is defined as follows:
The physical interpretation of Eq. (4) is that a group of co-occurrence tags are introduced to measure the similarity between two tags. Groups of these tags maintain the very strong semantic relationship. Thus, the differentiation between two tags is improved.
Combinatorial co-occurrence similarity
In the above discussion, Eqs. (3) and (4) provide two methods to calculate similarity on different aspects. Here, we propose a combination method to address the similarity between tags. Definition 4 (Tag combination co-occurrence similarity)
The symbol sim comb (t i , t j ) is used to represent the combinatorial co-occurrence similarity. Therefore, the tag combinatorial co-occurrence similarity is defined as follows:
where λ (0 ≤ λ ≤ 1) is a weight coefficient. Usually, as an equilibrium coefficient, λ is set to 0.5, which means the individual co-occurrence similarity and the common co-occurrence group similarity are equally important. Eq. (5) can be used to calculate the common co-occurrence group similarity when λ = 1, and the individual co-occurrence similarity when λ = 0.
Tag co-occurrence spectral clustering algorithm
In this subsection, we use a normalized spectral clustering algorithm to cluster tags (Ng et al., 2002) . We need to preprocess the data.
Given a social tagging dataset S = (U, R, T ), we need to construct a binary annotating relation set A t for each tag. Then we construct a dataset A T = {A t1 , A t2 , . . . , A tn }, which is the input of our algorithm. The tag spectral clustering algorithm based on common co-occurrence group similarity is shown in Algorithm 1.
In Algorithm 1, W is the similarity matrix of tags, D the diagonal matrix of tags derived from W , L the unnormalized Laplacian matrix of tags derived from D and W , L the normalized Laplacian matrix of tags derived from D and L, E the eigenvector matrix derived from L , and R the normalized matrix of E . The time complexity of our method is related mainly to steps 1, 4, and 8. For step 1, the time complexity of the similarity matrix construction is O(n 2 ). For step 4, the time cost of the eigenvector computation is O(kn 2 ). For step 8, the time cost of the K-means algorithm is O(tkn), where t is the number of iterations. In general, the time complexity of our method is acceptable.
Experimental evaluations
Experimental dataset
Our experiment was conducted on CiteULike, which is a famous academic paper-sharing system. Users in CiteULike can freely annotate their own or others' papers, and create their collections of articles. CiteULike has a very large amount of data and provides some kinds of datasets for researchers, such as 'Who-posted-what data', from which we obtain a subset. After data preprocessing, our dataset contains 4186 users, 1028 resources, and 6905 tags. The experiments were carried out using a workstation with an Intel Core i5 3470 CPU (3.2 GHz) and an 8 GB memory, running Windows 7 (64 bit). All the algorithms were implemented in Matlab 2010. Table 1 displays the statistics of our dataset. 
Evaluation criteria
Evaluation of clustering results can be viewed as a cluster validation. We cannot use precision or recall to assess clustering results, because there are no class labels or external benchmarks in our dataset. In this subsection, we introduce two internal valuations to assess the effectiveness of the clustering result. We first introduce the Silhouette coefficient (SC) (Kaufman and Rousseeuw, 2008) , which is a famous metric, to evaluate the clustering result. Next, we introduce the Dunn index (Dunn, 1974) as another way to assess our results. Kaufman and Rousseeuw (2008) introduced the SC to assess clustering results. For any tag t i in clustering results, its SC (represented as SC(t i )) is calculated as follows:
Silhouette coefficient
Here, we hypothesize that tag t i is in cluster A. In Eq. (6), a(t i ) is the average distance between t i and any other tag in cluster A, and b(t i ) is the minimum average distance between t i and any other cluster B. How can the distance between the two tags be measured? In our approach, we use similarity to assess how near the two tags are. Therefore, the dissimilarity can be used to measure the distance between two tags. Let sim(t i , t j ) be the similarity between tags t i and t j , so the distance between tags t i and t j can be measured by 1 − sim(t i , t j ). When tag t i belongs to a singleton cluster, a(t i ) cannot be calculated. According to Eq. (6), SC(t i ) also cannot be calculated. In this situation, we set any value v ∈ [−1, 1] as SC for these tags according to applications.
Singleton clusters do not have a semantic structure because there is only one tag in them. To ensure the integrity of our dataset, in this paper, we set SC(t i ) = 0 when the clustering result of tag t i is a singleton cluster.
If we want to obtain the SC for every tag in a cluster, we can use Eq. (7) to calculate it, which is the average SC of all tags in cluster C. Likewise, Eq. (8) is used to calculate the SC of the clustering result, which is the average SC of all tags. In this study, the average SC of all tags calculated by Eq. (8) is used as an evaluation criterion.
The SC confirms the clustering performance based on the pairwise difference of between-culster and within-cluster distances. Obviously, clusters with higher SC values tend to be good clusters.
Dunn index
Dunn (1974) introduced the Dunn index to recognize well-separated and dense clusters. The Dunn index is the ratio between the minimum inter-cluster distance and maximum intra-cluster distance:
where |C| is the number of clusters, d(C i , C j ) represents the distance between clusters C i and C j , and
sents the intra-cluster distance of cluster C k , and
The internal valuation criterion looks for clusters with high intra-cluster similarity and low intercluster similarity. Therefore, the higher the Dunn value is, the better the clustering result is.
Experiments and discussion
Comparisons of spectral clustering results with different similarities
To evaluate the effectiveness of our method, we conducted several experimental comparisons on our dataset. We first compared the spectral clustering results obtained by using different tag co-occurrence similarity measures mentioned in Section 4. Silhouette coefficients and Dunn values are shown in Figs. 3 and 4, respectively. Here, the cluster number (k) is 40, 60, 80, 100, or 120. As introduced in Section 4.4, when λ = 0, Eq. (5) is equivalent to Eq. (3), and they represent the individual co-occurrence similarity; when λ = 1, Eq. (5) is equivalent to Eq. (4), and they represent the common co-occurrence group similarity; when 0 ≤ λ ≤ 1, Eq. (5) represents the combinatorial co-occurrence similarity. Weight coefficient ( ) Fig. 4 Dunn comparisons by using different tag co-occurrence similarities in the spectral clustering algorithm
As shown in Figs. 3 and 4 , generally the SC values and Dunn values increase with the increase of λ. The results denote that, compared with the individual co-occurrence similarity and the combinatorial co-occurrence similarity, the spectral clustering method based on common co-occurrence group similarity has better performance and provides better clustering results. In our opinion, the most basic reason is that individual co-occurrence similarity cannot address enough semantic features in the context of a large amount of annotating data. In Fig. 3 , the SC value at some point is negative, which means that no meaningful cluster structure is found in this situation.
Processing of other contrastive clustering methods
Tag clustering contains two important tasks: one is the relevance assessment of tags, namely acquiring the similarity of tags, and the other is using a clustering algorithm to produce clusters. As analyzed in Sections 1 and 2, the similarity measure methods such as VSM and tag co-occurrence will lose some semantic relationship between tags if they are based only on resources or users, and traditional clustering algorithms such as K-means and agglomerative hierarchical clustering cannot tackle the annotating data of arbitrary shape. To verify the validity of our method, we implement K-means and agglomerative hierarchical clustering with different similarity measures, and then compare their performance with that of our method.
We first use VSM to measure the similarity between tags. Two approaches can be used to measure the similarity between tags based on VSM. One is based on resources, and the other on users. Given two tags t i and t j , for each tag, we use a weight vector based on resources to represent it, namely
Here, we use the TF-IDF formula to calculate the values of weights. Then we calculate the Euclidean distance of the two vectors t i and t j . The distance represents the dissimilarity between tags t i and t j . The same way is used for user VSM.
We also use resource co-occurrence or user cooccurrence to measure the similarity between tags. For two tags t i and t j , we count the number of individual occurrences and co-occurrences of t i and t j in all resources. Then we use the Jaccard coefficient to calculate the similarity between tags t i and t j . The same approach is used for user co-occurrence.
Based on the similarity of all tags, the similarity matrix is constructed. For the K-means algorithm, we directly run it on the similarity matrix to generate the clustering results. For the agglomerative hierarchical clustering algorithm, one problem must be solved; that is, how the distance between two clusters is measured. Several approaches, such as singlelinkage, complete-linkage, and average-linkage, can be adopted. In this paper, the shortest distance between objects in the two clusters is used to measure its distance. Namely, we use the single-linkage clustering algorithm to cluster tags. For K-means or hierarchical clustering, clustering results may contain some singleton clusters. As mentioned in Section 5, we set the SC value of these singleton clusters as 0. is considerably better than that of K-means and hierarchical clustering with respect to the SC and Dunn measures. The reason is that our proposed method can not only maintain the strongest semantic relationship of tags but also capture the global semantic information of tags through the common co-occurrence group. From Figs. 5 and 7, we can see that when the cluster number of k is 80, the SC value obtained by our spectral clustering method is lower than those of K-means and hierarchical clustering based on resource VSM or resource co-occurrence. Observing the inner structure of clustering results, we find that our method generates more singleton clusters than K-means and hierarchical clustering based on resource VSM or resource co-occurrence, which may be the reason why our method achieves a poor performance when k = 80.
From Figs. 5 and 6, we find that the clustering results obtained by K-means and hierarchical clustering based on resource VSM are in a similarly poor range. We also see that the clustering results obtained by K-means and hierarchical clustering based on user VSM are in a similarly poor range. The same situations exist in Figs. 7 and 8. Why do the two traditional clustering algorithms produce a similarly poor performance? The reason is that they have the same defects on high-dimensional and large datasets, no matter which method is used to measure the similarity.
From Figs. 5 and 6, the values of the SC and Dunn reveal that the similarity measure method based on user VSM produces the worst performance compared with the method based on resource VSM and our method. From Figs. 7 and 8, the similarity measure approach based on user co-occurrence also produces the worst performance compared with the approach based on resource co-occurrence and our approach. According to the statistics of our dataset in Table 1 , we find that the number of users is around 4 times that of the resources. In other words, the user dimension is much larger than that of the resources. We also find that the number of average annotations per user is 1/4 that of the average annotations per resource. When the user VSM or the user cooccurrence is used to assess the semantic relevance of tags, the problem of sparsity or the lack of semantics is more serious than in resource VSM or cooccurrence. Therefore, for our dataset, the semantic relevance evaluation methods based on user VSM or co-occurrence cannot measure the similarity of tags accurately, which results in the clustering results obtained by user VSM or user co-occurrence being the worst. However, our spectral clustering method based on the common co-occurrence group alleviates the above problems, and can generate meaningful cluster structures.
To sum up, the comparisons of the results under different clustering methods are given in Table 2 .
Conclusions
It is well known that tag clustering can help to find interesting tag clusters embedded in tagging datasets. We used the common co-occurrence group similarity to measure the relevance of tags based on tag co-occurrence, which not only keeps the strongest semantic relationship of tags, but also captures the global semantic information. To support relevance assessment, we first improved the Jaccard coefficient based on the common co-occurrence group to calculate the similarity of tags. After that, we proposed a spectral clustering method for tag clustering, which can alleviate some problems such as the lack of semantic, high dimensionality, and sparsity.
We implemented our relevance measure on a real world dataset from CiteULike, and compared our tag spectral clustering method with other different clustering approaches. Experimental results showed that our method achieves good performance in tag clustering. In this paper, we took into account only the ternary annotation information among users, resources, and tags to assess the relevance between tags. In future work, we will combine the ternary annotation information with resource's contents or user's characteristics to evaluate the relevance of tags. 
