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La falta de información del flujo peatonal es una barrera para agencias de transporte, ya que 
hace más difícil el planeamiento de infraestructura y mejora de seguridad para peatones. Los 
métodos de visión por computadora han estado evolucionando rápidamente y se plantean como 
solución a la falta de información del flujo peatonal, ofreciendo un conteo automatizado de 
peatones. En este documento académico se propone el diseño de un sistema automático de 
grabación y conteo de peatones, el cual tendrá como función grabar el flujo peatonal en dos 
intersecciones semaforizadas perpendiculares entre sí. La cámara utilizada se encontrará 
montada en una plataforma móvil la cual apuntará automáticamente a un crucero peatonal, 
dependiendo de la luz del semáforo. Las grabaciones de ambas intersecciones serán enviadas 
al operario para su procesamiento en un entorno externo. Esta tesis abarca el diseño de la 
estructura necesaria para una grabación automatizada, así como para la protección y 
alimentación de los componentes internos. También incluye el desarrollo los algoritmos de 
control del sistema y la implementación los programas necesarios para el conteo de peatones 
utilizando visión por computadora. Los algoritmos utilizados comprenden: YOLO v3 para la 
detección de los peatones, filtro de Kalman para el seguimiento y conteo; entre otros. Luego, 
se muestran los resultados de los algoritmos implementados y las simulaciones estáticas y 
dinámicas del sistema, a manera de validación. Finalmente, se concluye que se pudo desarrollar 
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Información acerca del flujo peatonal puede ser una valiosa métrica para el análisis de 
tráfico y planeamiento de infraestructura urbana. Lamentablemente, las agencias de 
gobierno no tienen los recursos para recolectar cuentas de peatones por largos periodos 
en todos los lugares relevantes. Es por lo que se obtiene la información mediante 
encuestas o conteos manuales utilizando voluntarios (Griswold, Medury, Schneider, & 
Grembek, 2018). Este método tiene distintas desventajas como su alto costo, corta 
duración y error al estimar promedios anuales. Debido a estos factores se hace difícil la 
obtención de información sobre el flujo peatonal (NCHRP, 2014).  Por lo tanto, el 
presente proyecto plantea diseñar un sistema de grabación automático para la detección, 
seguimiento y conteo de peatones utilizando tecnología de visión por computadora, con 
la finalidad de obtener información de la cantidad de peatones que transitan por 
intersecciones semaforizadas. La ventaja radica en que este sistema reduciría los costos 
por pago de operarios, y permitiría un conteo peatonal por mayores periodos de tiempo. 
Este diseño estará basado en un trabajo de investigación anterior, el cual ofrece un 
concepto de solución para la problemática tratada en esta tesis (Leiva M. , 2020).  
El diseño del Sistema Automático de Grabación y Conteo Peatonal (SAGCP) contempla 
la utilización de una cámara colocada en una plataforma Pan-Tilt la cual cambiará de 
posición automáticamente al momento de cambiar el color del semáforo, de esta manera 
grabando dos cruceros peatonales semaforizados por separado. Se contempla que el 
SAGCP se encuentre montado en un poste mediante el uso de abrazaderas, por lo cual los 
materiales elegidos deben ser ligeros (Policarbonato, Acrílico y ABS), y la estructura 
externa debe proveer un grado de protección IP54, la cual protege al sistema de polvo y 
lluvia, protección suficiente para su utilización en la ciudad de Lima. En cuanto a la 
alimentación del sistema, el SAGCP utiliza baterías, dándole al sistema una autonomía 
mínima de 6 horas. 
La operación típica del SAGCP comienza con el operario introduciendo los parámetros 
de entrada del sistema mediante una interfaz remota a la cual se puede acceder utilizando 
una computadora, esta se conecta al SAGCP mediante Wifi. Los datos de entrada son: La 
señal de inicio, duración del conteo, la ubicación aproximada de los cruceros peatonales, 
entre otros. Después de ingresar dichos datos, el SAGCP empezará a grabar de manera 
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automática los peatones que crucen por ambas intersecciones semaforizadas al mismo 
tiempo que envía mediante Wifi las grabaciones al operario. Una vez terminado el tiempo 
establecido previamente, el sistema se apagará y se realizará el procesamiento de 
imágenes de manera externa. Este documento académico también implementó el 
algoritmo necesario para la detección, seguimiento y conteo de peatones presentes en 
grabaciones. La detección de peatones se realizó basándose en YOLO v3, mientras que 
el seguimiento y conteo de peatones se consiguió implementando un filtro de Kalman. 
En el documento se detalla la información acerca del proyecto, organizándola en 
capítulos. En el primer capítulo, se aborda la problemática relacionada con la falta de 
automatización para el conteo peatonal. Luego, explicará la propuesta de solución, 
especificando el objetivo principal, los objetivos específicos y el alcance. Se concluirá 
con el primer capítulo analizando el estado del arte de la tecnología relacionada, con la 
finalidad de brindar un panorama acerca del SAGCP y los algoritmos utilizados. En el 
capítulo 2 se trata el diseño del sistema propuesto, exponiendo su funcionamiento y 
dividiéndolo en subsistemas, los cuales son examinados individualmente. También se 
comentará acerca de los algoritmos utilizados en el procesamiento de imágenes, se 
presentarán los planos del sistema y el presupuesto general. En el capítulo 3 se mostrarán 
los resultados de los algoritmos y las simulaciones de la estructura del sistema. 
Finalmente, se detallarán las conclusiones y recomendaciones en base al diseño realizado, 
con la finalidad de servir como consideraciones para futuros trabajos. En los apartados de 

















El objetivo principal de este capítulo es exponer la problemática relacionada a este 
documento académico, la cual es la falta de automatización para la toma de datos de flujo 
peatonal. Con el fin de contextualizar dicha problemática, se abarca la importancia del 
conteo peatonal, explicando su estado actual y las razones de la falta de información de 
flujo peatonal.  Finalmente, se expone la propuesta de solución, detallando su objetivo 




La mayoría de las instituciones estatales en diversos países tienen las capacidades 
mínimas para cuantificar la magnitud total de los viajes peatonales (Ohlms, Dougald, & 
Hannah, 2019). En el caso de Lima, existe una encuesta anual llama “Lima Cómo Vamos” 
realizada por el Instituto de Opinión Pública de la Pontificia Universidad Católica del 
Perú. Esta encuesta tiene como objetivo recoger la percepción de la ciudadanía sobre su 
entorno, incluyendo información referencial acerca de la manera en la que se desplazan 
los limeños en su capítulo de movilidad y transporte. Entre la información más relevante 
de dicho capítulo se encontró que el 46.6% de los limeños considera que el transporte 
público es el problema más importante la ciudad y la caminata está presente en un 69.3% 
de los viajes, siendo este el método más utilizado, ya sea como medio principal o como 
complemento a otro método.  No obstante, se afirma que estos datos no deben sustituir 
un estudio de viajes (Lima Cómo Vamos, 2019). 
 
1.1.1 Importancia del conteo peatonal 
 
Con el propósito de mejorar el transporte público, es necesario obtener información 
acerca del flujo peatonal. El conteo peatonal juega un rol importante en la gestión, 
planeamiento y control del tráfico urbano, teniendo el potencial de optimizar el diseño de 
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la infraestructura de tráfico (Hu, Gao, & Sun, 2017). Lamentablemente, las agencias de 
gobierno no tienen los recursos para recolectar cuentas de peatones por largos periodos 
en todos los lugares relevantes debido a las limitaciones técnicas (Griswold, Medury, 
Schneider, & Grembek, 2018).  
 
1.1.2 Razones de la falta de información peatonal 
 
Para entender por qué la falta de documentación de flujo peatonal se ha convertido en uno 
de los retos para las agencias de transporte, es necesario conocer el estado del conteo 
peatonal. Entre los aspectos más relevantes se encuentran: El conteo manual como 
principal método, la corta duración de las cuentas, la diferencia con el conteo de vehículos 
y el uso de conteo automático (Leiva M. , 2020).  
Es importante resaltar que, en la mayoría de los casos la recolección de información sobre 
el flujo peatonal se obtiene mediante el conteo manual, típicamente mediante voluntarios 
(Johnstone, Krista, & Kothuri, 2018). Este tipo de conteo es el más utilizado debido a su 
facilidad de implementación y movilidad, pero tiene diferentes desventajas. En primer 
lugar, tiene un costo elevado debido a que se necesita entrenar y remunerar al personal, 
lo cual hace al método viable solo para conteos de corto plazo. Otra desventaja para 
considerar es que la efectividad de este método está sujeta a diferentes factores humanos 
como la familiaridad con la zona a contabilizar, la fatiga o falta de atención (NCHRP, 
2014).  
Además, es necesario considerar que usualmente las cuentas de peatones son cortas, en 
gran parte porque el método más común solo es viable a corto plazo y también debido a 
que el conteo automático de peatones es percibido como difícil (Leiva M. , 2020). La 
utilización de conteos cortos tiene como consecuencia un error entre el 30% a 50% en la 
estimación del promedio anual de tráfico no motorizado debido a que es necesario el uso 
de factores de ajuste para aproximar un promedio anual partiendo de algunas horas 
(Johnstone, Krista, & Kothuri, 2018).  
Otro aspecto para considerar es la diferencia entre el conteo vehicular y peatonal. En 
diferentes países ya se ha estandarizado el conteo vehicular y tienen información 
disponible acerca tendencias del flujo de vehículos motorizados. Aun así, el conteo 
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peatonal sigue siendo un área en desarrollo debido a que el flujo peatonal es mucho más 
sensible a condiciones ambientales, tiene una alta variabilidad y el comportamiento 
peatonal es mucho más aleatorio que el vehicular (NCHRP, 2014).  
Finalmente, cabe resaltar que el conteo automatizado de peatones utilizando tecnologías 
basadas en visión puede alcanzar una alta precisión de conteo con un bajo costo 
computacional, siendo su limitación que solo se cubren pequeñas regiones (Quiroga, 
Romero, García, & Parra, 2011). Siendo la causa principal de esta limitación el uso de 
cámaras fijas. Una solución podría ser automatizar cámaras móviles. 
Desafortunadamente, en la actualidad estas son mayormente operadas de manera manual 
(Leiva M. , 2020). 
En resumen, las razones por las cuales falta información peatonal son debido al alto costo 
del conteo manual, el significativo error causado por conteos cortos y la dificultad de 
conteo en comparación al conteo vehicular. Diferentes estudios sugieren que el conteo 
automático sería más ventajoso que el manual (Ohlms, Dougald, & Hannah, 2019), pero 
la tecnología todavía se encuentra en desarrollo. 
 
1.1.3 Problemática principal por tratar 
 
Considerando los factores detallados con anterioridad, se decidió que el presente 
documento académico trate la problemática de: Falta de automatización para la toma de 
datos de flujo peatonal. Esto debido a que esta problemática engloba las principales 
razones de la dificultad del conteo peatonal. 
 
1.2 Propuesta de solución 
 
Se plantea basarse en el estado del arte y concepto solución propuesto por el trabajo de 
investigación previo a esta tesis (Leiva M. , 2020) para el diseño de un sistema de 
grabación automático para la detección, seguimiento y conteo de peatones en 
intersecciones semaforizadas de calles el cual ayudará a recolectar la información 
cuantitativa acerca del flujo peatonal, la cual será útil en la toma de decisiones con 
6 
 





• Se diseñará un sistema de grabación automático que cuente con la capacidad de 
direccionarse automáticamente. 
• Este sistema monitoreará dos cruces peatonales simultáneamente durante el día. 
• El sistema se direccionará al cruce peatonal respectivo mediante un sistema de 
control cuyos datos de entrada estarán relacionados con el video grabado y el 
estado del semáforo.  
•  El diseño contempla el desarrollo de los algoritmos para el control del sistema y 





En esta sección se presentan el objetivo general y los objetivos específicos del presente 
documento académico. 
Objetivo General: 
• Diseñar un sistema de grabación automático para la detección, seguimiento y 
conteo de peatones en intersecciones semaforizadas de calles. 
Objetivos Específicos: 
• Crear una base de datos de videos de intersecciones. 
• Realizar el sistema de control para la rotación del sistema de grabación. 
• Diseñar una plataforma que permita el direccionamiento automático de la cámara. 




• Orientar el desarrollo del proyecto hacia los objetivos del desarrollo sostenible, 
especialmente el número 11, el cual plantea ciudades y comunidades sostenibles, 







DISEÑO DEL SISTEMA 
 
El objetivo principal de este capítulo es explicar el diseño mecatrónico del Sistema 
Automático de Grabación y Conteo Peatonal (SAGCP). La estructura de este capítulo es 
la siguiente: Se comenzará explicando el SAGP como sistema integrado, comprende la 
explicación del funcionamiento, el diagrama de operaciones y la arquitectura de hardware 
del sistema y los materiales de fabricación. A continuación, presentarán los subsistemas. 
El SAGCP se encuentra subdividido en: subsistema de orientación de cámara, subsistema 
de protección, subsistema de energía y subsistema de control. Se desarrollan los 
programas del procesamiento de imágenes y se desarrollará el diagrama de flujo general. 
Además, se determinan las estrategias de control de los actuadores del sistema. En cada 
subsistema se abarcarán los cálculos respectivos de los componentes o piezas principales 
para poder seleccionarlas. Finalmente se presentan las listas de planos y esquemáticos. 
 
2.1 Diseño integrado del SAGCP 
 
El SAGCP tiene como función principal grabar el flujo peatonal que ocurre entre dos 
cruceros peatonales semaforizados perpendiculares entre sí para luego obtener 
información acerca del número de transeúntes grabados. Se contempla que el sistema esté 
situado en un punto elevado ubicado en una esquina, de tal manera que se puedan analizar 
individualmente ambos cruceros. Un esquema de la ubicación del SAGP, los cruceros 
peatonales, y semáforos se puede ver en la Figura 2-1. 
El objetivo de este posicionamiento es garantizar que solo un crucero peatonal esté siendo 
utilizado a la vez, de tal manera que al monitorear cualquiera de los dos semáforos se 
pueda determinar por cual pueden cruzar los peatones. Esto permite al SAGP grabar solo 
un crucero peatonal a la vez sin perder información relevante del flujo peatonal. 
Asimismo, las perspectivas de los cruceros peatonales obtenidas con este 
posicionamiento son similares entre sí, facilitando el procesamiento de imágenes 




Figura 2-1: Esquema del posicionamiento del sistema. Elaboración propia. 
 
Es necesario mencionar que se eligió la utilización de una vista superior, como se muestra 
en la Figura 2-2, debido a que esta minimiza las ocultaciones y variaciones de forma entre 
personas, siendo su desventaja que este tipo de ubicación solo cubre pequeñas regiones 
(Quiroga, Romero, García, & Parra, 2011), desventaja que es mitigada por el uso de una 
plataforma móvil, de esta manera otorgando a la cámara una perspectiva adicional. 
Teniendo en cuenta que solo un crucero peatonal está siendo utilizado a la vez, la 
grabación se logrará mediante una cámara, la cual se encontrará montada en una 
plataforma rotativa de 2 grados de libertad que cuenta con capacidad de direccionarse al 
cruce peatonal respectivo automáticamente teniendo en cuenta el video grabado. Las 
ventajas de utilizar una sola cámara y una plataforma móvil en vez de 2 cámaras de 1 
grado de libertad es la reducción del tamaño del SAGCP y la disminución del costo 
computacional, al tener que solo procesar una entrada de video. 
Leyenda: 
--: SAGCP 





Figura 2-2: Perspectivas del sistema con respecto a los cruceros peatonales. Elaboración propia. 
 
2.1.1 Descripción física del sistema 
 
Se contempla una estructura externa resistente a la corrosión que tiene como objetivo 
proteger los componentes electrónicos y eléctricos, con una protección IP 54 de tal 
manera que pueda estar protegido de polvo y lluvia moderada, así adaptándose al clima 
de la ciudad de Lima. La estructura externa del compartimiento principal contará con un 
domo transparente para no obstruir la visión de la cámara.  Además, se fijará al poste con 
la utilización de abrazaderas atornilladas, de tal manera que la unión no es permanente, 
lo cual le da la opción al sistema de posteriormente acoplarse a distintos postes. Las 
dimensiones generales del SAGP son de 362 mm x 244 mm x 281 mm. 
Este sistema cuenta con dos compartimientos: un compartimiento principal con la 
mayoría de los componentes, y otro secundario donde se encuentran las baterías que 
energizan el sistema. En la Figura 2-3 se puede ver una vista isométrica del sistema donde 





Figura 2-3: Vista isométrica del sistema y sus compartimientos. Elaboración propia. 
 
2.1.2 Operación del sistema 
 
En un ciclo normal de trabajo, se debe empezar por energizar el sistema presionando un 
botón, para luego ingresar de manera remota (utilizando de una interfaz para 
computadora) a la configuración inicial del SAGP. Esta configuración se realiza 
direccionando la cámara manualmente hacia el primer crucero peatonal, para así guardar 
la posición de los actuadores que permite grabar a los peatones correctamente. Luego, se 
indicará aproximadamente la ubicación del primer crucero peatonal y su respectivo 
semáforo. De igual manera, se realizará este proceso para el segundo crucero. Una vez 
ingresados estos datos, se especificará la duración de la grabación y se iniciará el proceso. 
Una vez iniciado el proceso, la plataforma donde está montada la cámara alternará entre 
las dos posiciones guardadas previamente dependiendo del color del semáforo, el cual se 
detectará en tiempo real mediante procesamiento de imágenes. Las grabaciones serán 
enviadas en simultaneo utilizando una red Wifi. Al terminar la grabación, externamente 
se procesarán los videos para detectar, seguir y contar a los peatones. Al finalizar el 
conteo, se generará un archivo con los resultados, donde se esperará a que el operario 
solicite los datos obtenidos usando la interfaz. El procesamiento de imágenes para el 
conteo se realizará después del proceso de grabación, y de manera externa para minimizar 













En la Figura 2-4 se muestra un diagrama de operaciones indicando los pasos que realiza 
en operario. En esta figura se indica que operaciones se hacen de manera manual y cuales 
se realizan mediante la interfaz por computadora. 
 
 
Figura 2-4: Diagrama de operaciones. Elaboración propia. 
 
2.1.3 Descripción de los subsistemas 
 
El SAGP cuenta con 4 subsistemas, subsistema de orientación de cámara, subsistema de 
protección, subsistema de control y procesamiento, y subsistema de energía. En la Figura 
2-5 se muestra una vista de la estructura interna del compartimiento principal donde se 
puede observar el subsistema de orientación de cámara, el cual es encargado de 
direccionar la cámara y realizar las grabaciones. Está compuesto por la plataforma pan-
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tilt, los servomotores que accionan dicha plataforma y la cámara embebida. Asimismo, 
se presenta el subsistema de control y procesamiento, el cual está compuesto por el 
controlador y la antena Wifi. La función de este subsistema es procesar las imágenes, así 
como generar las señales de control para los servomotores. El subsistema de protección 
es el encargado de proteger los componentes internos de sistema y acoplarse al poste. 
Está compuesto por la estructura externa del compartimiento principal y su abrazadera.  
 
 
Figura 2-5: Estructura interna del compartimiento principal. Elaboración propia. 
 
En la Figura 2-6 se muestra una vista isométrica del compartimiento secundario, en este 
se encuentran las baterías, que junto con los componentes encargados de acondicionar la 
energía formar el subsistema de energía, el cual se encarga de alimentar todos los 













Figura 2-6: Vista isométrica del compartimiento secundario. Elaboración propia. 
 
2.1.4 Arquitectura de hardware del sistema 
 
En la Figura 2-7 se muestra la arquitectura de hardware del SAGP, en este se especifica 
las distintas entradas de energía, así como bloques asociados a los sensores, actuadores y 
controlador del sistema. Al mismo tiempo se adiciona una leyenda indicando el 
significado de cada línea.  
 
Figura 2-7: Diagrama de bloques del sistema. Elaboración propia. 
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2.1.5 Selección de materiales de fabricación 
 
2.1.5.1 Estructura externa 
 
Para la fabricación de la estructura externa se consideran materiales utilizados en cámaras 
de vigilancia y en cajas electrónicas, ya que estos componentes se encuentran en 
condiciones ambientales similares al SAGCP. El material elegido debe ser durable y 
ligero, ya que debe ser fácilmente montable en un poste mediante abrazaderas. En cuanto 
a la resistencia mecánica, el SAGP cuenta con componentes de bajo peso y no está 
expuesto a cargas diferentes a su propio peso, por lo tanto, este no es un criterio de gran 
importancia.  
Debido a que varios de los materiales que cumplen los criterios previamente mencionados 
son plásticos, se decide utilizar impresión 3D como método de fabricación; ya que, 
comparado con los procesos tradicionales, el costo de producir pequeñas cantidades de 
piezas personalizadas es considerablemente menor (Pîrjan & Petroşanu, 2013).  Por lo 
tanto, un criterio adicional en la selección es que el material este debe ser apto para ser 
utilizado en impresión 3D. El material elegido es el policarbonato, ya que tiene la mayor 
resistencia al calor y mayor resistencia mecánica. En la Tabla 2-1 se puede apreciar una 
comparativa entre los materiales considerados para la fabricación de la estructura externa. 
 
Tabla 2-1: Comparativa entre materiales de fabricación para estructura externa. Elaboración propia. 
Características 
Materiales de fabricación 
ASA Policarbonato PC - ABS 
Temperatura máxima 
de operación (°C) 
95 113 109 
Resistencia a la 
tracción (MPa) 
40 63 40 
Densidad (g/cm3) 1.1 1.2 1.1 
Precio (PEN/kg) 129 124 129 
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2.1.5.2 Estructura Interna 
 
En cuanto al material de fabricación de la estructura interna, se tiene que tomar en 
consideración que las piezas a manufacturar son soportes para componentes de bajo peso 
y no están sometidas a carga, además se busca reducir el peso de esta estructura por las 
mismas razones que en la estructura externa. Hay que hacer notar que la geometría de los 
soportes para los componentes presentes en la estructura interna puede ser difícil de 
conseguir con métodos de fabricación tradicionales. Es por esto por lo que se ha elegido 
el plástico ABS para elaborar los soportes de cámara, servo y controlador debido a que 
es un material común en la impresión 3D, ideal para la fabricación de partes mecánicas 
al tener mayor durabilidad y resistencia al calor que otros materiales comúnmente usados 
(Kamran & Saxena, 2016), además de estar presente en el mercado local. 
 
2.2 Subsistema de orientación de cámara 
 
El subsistema de orientación de cámara (Figura 2-8) está diseñado para poder direccionar 
automáticamente la cámara embebida para que esta pueda grabar el crucero peatonal 
deseado. Integra la plataforma pan-tilt, los dos servomotores usados como actuadores y 
la cámara embebida. El servomotor 1 le da al subsistema la posibilidad de rotar en el eje 
horizontal, mientras que el servomotor 2 le permite al subsistema girar en el eje vertical. 




Figura 2-8: Vista del subsistema de orientación de cámara. Elaboración propia. 







2.2.1 Selección de la cámara 
 
En la Tabla 2-2 se puede ver la comparativa entre los módulos de cámara compatible con 
controladores tipo SBC (Single Board Computer) y que cuenten con conexión CSI. Se 
elige el módulo que cuenta con un sensor Sony IMX219 (Camera Module v2) debido a 
que cuenta con una mayor resolución y precio similar. La cámara elegida se encuentra 
sombreada en verde. 
 
Tabla 2-2: Comparación de módulos de cámara (Raspberry Pi, 2020). 
Características 
Módulos de cámara 
Módulo de cámara v1 Módulo de cámara v2 
 
Basado en: OmniVision OV5647 Sony IMX219 
Tamaño (mm) 25 x 24 x 9 25 x 24 x 9 
Precio (S/.) 75 145 
Resolución (Megapíxeles) 5 8 
Interfaz de comunicación CSI CSI 
Modos de video 1080p30, 720p60 1080p30, 720p60 
Tamaño del lente ¼” ¼” 
Campo de visión vertical 41.4° 48.8° 
Campo de visión horizontal 53.5° 62.2° 
Peso 10g 10g 
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2.2.2 Selección del servomotor 1 
 
En la Figura 2-9 se muestra la configuración del soporte de la cámara. Este soporte está 
unido por forma al servomotor. Para el cálculo se busca hallar el torque necesario para 
mover el soporte de la cámara y compararlo con el torque máximo que ofrece el 
servomotor. Se considera que el soporte está hecho de ABS con una densidad de 1.07 
g/cm3. En la Tabla 2-3 se puede observar los componentes considerados en este cálculo. 
 







Módulo de cámara v2 
Variado 26 x 32 x 32 10 1 
 
 
Brazo de servo 1 
ABS 5 x 19 x 27 0.93 1 
 
 
Brazo de servo 2 
ABS 5 x 19 x 27 0.98 1 
 
 
Soporte de cámara 




Figura 2-9: Configuración del soporte de cámara. Elaboración propia. 
 
El torque necesario para hacer rotar los componentes se puede obtener de la ecuación 2.1. 
En la Figura 2-10 se tiene muestra una simplificación del DCL teniendo en cuenta la 
Figura 2-9.  
 
 
Figura 2-10: DCL del servomotor 1. Elaboración propia 
 
𝑇𝑜𝑟𝑞𝑢𝑒 = 𝐼𝑛𝑒𝑟𝑐𝑖𝑎 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑜 𝑎𝑙 𝑒𝑗𝑒 𝑥 ∗ 𝐴𝑐𝑒𝑙𝑒𝑟𝑎𝑐𝑖ó𝑛 𝑎𝑛𝑔𝑢𝑙𝑎𝑟  (2.1) 






En cuanto al momento de inercia respecto al eje x, este se halla utilizando el programa 
Inventor 2020, el cual permite calcular esta magnitud si se tiene como dato de entrada la 
geometría de la pieza y el material. La inercia resultante es de 20.22 kg.mm2. 
Con el propósito de obtener la aceleración angular se va a considerar el servomotor a 
utilizar. Debido a que es peso total de esta configuración es baja, se comenzará el cálculo 
con un servo con el menor torque disponible en el mercado local, este es SG90. Las 
especificaciones de este servo son un torque máximo de 15.7 N.cm y una velocidad 
angular media de 60°/0.12s (8.72 rad/s). Conociendo la velocidad angular media, se arma 
la curva de velocidades para así hallar la aceleración angular. 
De acuerdo con el documento académico “Selection methodology of mechanical drive 
system servomotor and transmission through transient power analysis”, se considera una 
curva de velocidades triangular como se puede ver en la Figura 2-11 (Yugat, 2010). 
 
 
Figura 2-11: Curva de velocidad de un servomotor (Yugat, 2010). 
 
 Adaptando la Figura 2-11 a las especificaciones del servo, el valor T es igual a 0.12s 
mientras que el área debajo de la curva debe ser igual a 60° (1.047 rad). Debido a que la 




= Á𝑟𝑒𝑎     (2.2) 
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Reemplazando se obtiene una velocidad máxima de 17.45 rad/s. De la curva de 
velocidades se sabe que esta velocidad se alcanza en 0.6s (T/2). Por lo tanto, la 
aceleración angular es igual a 290.88 rad/s2. Resolviendo la ecuación 1 se obtiene que el 
torque necesario es de 0.59 N.cm, lo cual es 26.7 veces menor al torque máximo ofrecido, 
por lo que se concluye que el servo SG90 es apropiado para este uso. Las características 
de este servo se pueden ver en la Tabla 2-4. 
 
Tabla 2-4: Características del servo SG90. Elaboración propia. 
Características 
Micro Servo SG90 
 
Fabricante ElectroniLAB 
Alimentación (VDC) 3-7 
Torque (N.cm) 15.7 
Temperatura máxima 55 °C 
Velocidad (5V) 8.72 rad/s 
Precio (S/) 11 
 
2.2.3 Selección del servomotor 2 
 
La selección del servo 2 se realiza con la misma metodología utilizada para seleccionar 
el servo 1. La configuración considerada se presenta en la Figura 2-12. Este servo es el 
encargado de hacer rotar toda la plataforma pan-tilt en el eje vertical. 
Teniendo las mismas consideraciones que el caso anterior se obtiene que la inercia 
respecto al eje de giro es de 39 kg.mm2 y que el torque necesario es de 1.13 N.cm, lo cual 
es 13.75 veces menor que el torque ofrecido por el servo SG90, por lo cual se elige. Los 






Figura 2-12: Configuración del segundo servomotor. Elaboración propia. 
 










Variado 30 x 32 x 12 9 1 
 
Soporte de servo 1 
ABS 40 x 41 x 16 7 1 
 
Unión de servos 
ABS 5 x 38 x 22 1.5 1 
Eje de 
giro 




2.3 Subsistema de control y procesamiento 
 
La presente sección tiene como propósito seleccionar el controlador partiendo de los 
requerimientos del funcionamiento del sistema y la arquitectura de hardware del SAGP. 
Luego, se detalla el diagrama de flujo del algoritmo principal del sistema y elegirá la 
estrategia de control para la plataforma pan-tilt. Finalmente, se explican los algoritmos 
utilizados para el procesamiento de imágenes. 
 
2.3.1 Selección de controlador 
 
A propósito de la selección del controlador es necesario elegir tener en cuenta los 
requerimientos del funcionamiento del sistema, así como los presente en la arquitectura 
de hardware (ver Figura 2-7). Debido a que el SAGCP requiere procesar grabaciones 
para su funcionamiento, su controlador debe contar con una GPU (Unidad de 
procesamiento de gráficos) integrada para que pueda procesar imágenes. Asimismo, se 
debe contar con pines que generen señales PWM para poder controlar los servomotores 
Con respecto a los pines necesarios del controlador para satisfacer la arquitectura de 
hardware, estos se muestran en la Tabla 2-6, junto con su función. 
 
Tabla 2-6: Pines necesarios en el controlador. Elaboración propia. 
Tipo de pin Cantidad Entrada/Salida Funcionalidad 
PWM 2 Salida 
Enviar señales de control 




Conectar la cámara 
USB 1 
Entrada: Datos 
Salida: Datos, Alimentación 




Teniendo en cuenta la comparación de características generales presente en la Tabla 2-7, 
se elige en la Raspberry Pi 4 model B, debido a que cuenta con los pines necesarios, 
mientras que la Jetson Nano cuenta con más pines que la Raspberry, los cuales no serán 
utilizados. Otra ventaja de la Raspberry frente a la Jetson Nano es el precio, ya que el 
precio de la primera representa aproximadamente el 65% del precio de la segunda.  
Además, las especificaciones de la Raspberry Pi model 4 B le permiten realizar el control 
de la plataforma pan-tilt y procesamiento de imágenes. El componente seleccionado se 
encuentra relleno de color verde. 
 
Tabla 2-7: Comparativa de controladores con GPU. Elaboración propia. 
Características 
Controladores 
Raspberry pi 4 model b Jetson Nano 
 
 
Fabricante Raspberry Pi 4 model b NVIDIA 
Alimentación (V) 5 5 
CPU ARM Cortex A72@ 1.5 GHz Quad-core ARM A57 @ 1.43 GHz 
RAM (GB) 4 4 
Pines GPIO 40 260 
Tamaño (mm) 88 x 58  69 x 45  
GPU VideoCore VI 128-core Maxwell 
Puertos CSI 1 1 
Puertos USB 2 4 
Pines PWM 4 5 






2.3.2 Selección de la antena Wifi 
 
Una antena Wifi es utilizada en este sistema para poder recibir la configuración inicial 
del SAGCP y enviar las grabaciones al operario. En la Tabla 2-8 se muestra la selección 
de la antena, la cual debe tener conexión tipo USB para que pueda ser utilizada por el 
controlador. Se selecciona el modelo Archer T2u Plus debido a que tiene la mayor 
velocidad inalámbrica. El componente seleccionado se encuentra relleno de color verde. 
 
Tabla 2-8: Comparativa de antenas Wifi. Elaboración propia. 
Características 
Antenas Wifi 
Archer T2u Plus Wireless 802.11 N N150 
   
Fabricante TP-Link Buytra Encore 
Velocidad inalámbrica 
(Mbps) 
1300 600 150  
Ganancia (dBi) 5 5 5 






2.3.3 Diagrama de flujo 
 
En la Figura 2-13 se presenta el diagrama de flujo del programa principal, el cual cuenta 
con los siguientes pasos: 
 
1. Inicializar las variables y los actuadores. 
 
2. Iniciar la configuración inicial del sistema obteniendo de esta el tiempo de 
grabación, las posiciones a las cuales se moverá la plataforma además de los 
lugares aproximados del semáforo y crucero peatonal.  
 
3. Grabar por el tiempo establecido previamente. En este proceso de grabación, el 
sistema procesará la imagen y recortará la ubicación del semáforo de la imagen 
principal para poder detectar el color de este. Considerando un semáforo peatonal, 
si el color detectado es diferente a verde, el SAGP procederá a direccionar la 
cámara hacia el otro crucero peatonal. Durante este proceso, el video será enviado 
en tiempo real al operario mediante una conexión Wifi.  
 
4. Abrir el video enviado y se ejecutar el procesamiento de imágenes para poder 
hallar el número de peatones que han pasado por los cruces peatonales. 
 
5.  Se elabora un archivo con los resultados.  
 
En la Figura 2-13, se sombrea en color celeste las operaciones que se hacen en tiempo 
real, mientras que se sombrea en color verde claro, el procesamiento externo que se 
realiza después de las grabaciones.  
En los posteriores acápites se explican detalladamente las subfunciones presentes en 
el diagrama de flujo general, las cuales incluyen los subprogramas de control de 
posición de la cámara, detección del color del semáforo, detección peatonal, 




Figura 2-13: Diagrama de flujo del programa principal. Elaboración propia. 
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2.3.4 Control de la plataforma pan-tilt 
 
Con respecto a de controlar la plataforma pan-tilt, es necesario controlar la posición de 
los dos servomotores que la componen. Este control se realizará en dos pasos, uno en lazo 
abierto y otro en lazo cerrado. Al momento que el SAGCP necesite analizar una 
intersección semaforizada, los servomotores girarán para posicionarse en los ángulos 
correspondientes, indicados en la configuración inicial. Luego, se realiza una verificación 
de la posición utilizando un lazo de control cerrado. De acuerdo con en el documento 
académico en el cual se basa este diseño, el controlador elegido será un compensador 
clásico (Ver Figura 2-14). La entrada del sistema o referencia va a ser la posición del 
semáforo del crucero peatonal al cual se quiere llegar y se usará como sensor a la cámara 
embebida del sistema.  Por otro lado, la referencia serán las coordenadas del semáforo 
según las condiciones iniciales. 
 
 
Figura 2-14: Diagrama de bloques de control de la plataforma pan-tilt. Elaboración propia. 
 
El modelamiento de la plataforma pan-tilt, de acuerdo con Yosafat, se obtiene de manera 
experimental utilizando el método de “Toolbox de Identificación de Sistemas” de 
MATLAB. De esta manera se estiman dos funciones de transferencia, una para cada eje 
de la plataforma pan-tilt. El porcentaje de convergencia de estas estimaciones es del 91.78 
% para el eje horizontal, y 93.43% para el eje vertical (Yosafat, Machbub, & Hidayat, 
2017). La función transferencia del eje horizontal se muestra en la ecuación 2.3, mientras 












𝑠2 + 1.027𝑠 + 11.13
   (2.3) 
𝐺2(𝑠) =
13990𝑠 + 8394
𝑠2 + 0.348𝑠 + 9.093
   (2.4) 
 
Los compensadores que serán utilizados como controladores serán calculados utilizando 
la herramienta “Control System Designer” de MATLAB. Tomando en consideración los 
requerimientos de la respuesta en el tiempo de la investigación de Yosafat y el uso de 
grabaciones con 30 fotogramas por segundo (Yosafat, Machbub, & Hidayat, 2017), se 
elegirá un tiempo de establecimiento de 2 segundos, un sobre impulso máximo del 10% 
y un periodo de muestreo de 33ms. 
Las funciones de transferencia de los compensadores para el eje horizontal y vertical se 
muestran en la ecuación 2.5 y 2.6 respectivamente.  
 
𝐶1(𝑧) =
0.0033404𝑧2 − 0.004564𝑧 + 0.001498
𝑧2 − 1.184𝑧 + 0.184
      (2.5) 
𝐶2(𝑧) =
0.002227𝑧2 − 0.003065𝑧 + 0.0009706
𝑧2 − 1.379𝑧 + 0.3794
     (2.6) 
 
Con el propósito de implementar estas funciones de transferencia en un controlador, es 
necesario expresar estas fórmulas en ecuaciones de diferencias, las cuales tendrán como 
parámetros el error (E), y la señal de control (U).  La ecuación del eje horizontal es la 2.7, 
mientras que la referente al eje vertical es la 2.8.  
 
𝑈(𝑛) = 0.003. 𝐸(𝑛) − 0.003𝐸(𝑛 − 1) + 0.0008𝐸(𝑛 − 2) + 1.38𝑈(𝑛 − 1) − 0.375𝑈(𝑛 − 2)   (2.7) 
𝑈(𝑛) = 0.002. 𝐸(𝑛) − 0.003𝐸(𝑛 − 1) + 0.001𝐸(𝑛 − 2) + 1.38𝑈(𝑛 − 1) − 0.379𝑈(𝑛 − 2)   (2.8) 
 
La respuesta en el tiempo del eje horizontal y vertical se muestran en las Figuras 2-15 y 




Figura 2-15: Respuesta del eje horizontal en lazo cerrado. Elaboración propia. 
 
 










Error en estado 
estable (%) 
Horizontal 1.54 7.75 0 
Vertical 1.73 8.48 0 
 
En la Figura 2-15 se obtiene la respuesta en el tiempo del eje horizontal, la cual tiene un 
ligero sobreimpulso del 7.75%, así como un tiempo de establecimiento de 2 segundos, 
luego de este periodo este eje se estabilizará y no contará con error en estado estacionario; 
es decir, llegará a la posición deseada.  La respuesta en el tiempo del eje vertical mostrado 
en la Figura 2-16 cuenta con una respuesta similar a la del eje horizontal, pero con un 
tiempo de establecimiento y sobreimpulso ligeramente mayor. Considerando la Tabla 2-
9, concluimos que se cumplieron con los requerimientos de la respuesta en el tiempo de 
ambos ejes de la plataforma pan-tilt. 
El diagrama de flujo del movimiento de la plataforma pan-tilt se muestra en la Figura 2-
17, mientras que las variables utilizadas en dicho diagrama se detallan en la Tabla 2-10. 
Esta función tiene como entrada el crucero peatonal al cual se desea grabar. Dependiendo 
de esto, se cargan las condiciones iniciales, y se moviliza hacia el ángulo el cual se tiene 
guardado en la configuración inicial. Luego se ejecuta un control en lazo cerrado, 
aplicando las ecuaciones 2.7 y 2.8 para comprobar que la cámara se encuentra en la 
posición requerida. 
 




Ángulo 1 Ángulo deseado del servomotor 1 
 
PosY Posición del centroide del semáforo en el eje y 
Ángulo 2 Ángulo deseado del servomotor 2 
 
Ex Diferencia entre Ref X y Pos X  
Ref X Posición deseada del centroide del semáforo en el eje x  
Ey Diferencia entre Ref Y y Pos Y 
Ref Y Posición deseada del centroide del semáforo en el eje y  
D0s1 Ángulo del servomotor 1 
PosX Posición del centroide del semáforo en el eje x  





Figura 2-17: Diagrama de flujo para el control de desplazamiento de la cámara. Elaboración propia. 
2.3.5 Algoritmos del procesamiento de imágenes 
 
En esta sección se eligen los algoritmos a desarrollar para la detección, seguimiento y 
conteo de peatones. Asimismo, se especifican los algoritmos encargados de la detección 
del semáforo y el reconocimiento de su color para el control de la plataforma pan-tilt.   
 
2.3.5.1 Algoritmos para la detección de peatones 
 
La detección de peatones tiene como objetivo reconocer en cada fotograma de una 
grabación los peatones presentes y encerrarlos dentro de un recuadro llamado bounding 
box. De dicho recuadro se guardarán su dimensiones, ubicación y fotograma al que 
corresponde, para su posterior uso. Este proceso se realiza utilizando un detector basado 
en el modelo YOLOv3, el cual es uno de los métodos más eficaces y rápidos para la 
detección peatonal (Ahmad, Ning, & Tahir, 2019). 
YOLOv3 es la versión mejorada de YOLO y YOLOv2. Este modelo utiliza una red 
convolucional profunda (DNN) de 26 capas, la cual tiene como entrada una imagen. Esta 
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imagen es dividida en una cuadrícula de N x N, cada celda de la cuadrícula es responsable 
de predecir B recuadros donde podrían existir objetos. La información asociada al cada 
recuadro tiene 5 valores (posición en x, posición en y, ancho, largo y porcentaje de 
confiabilidad de la detección). Para la clasificación de las detecciones, se calcula la 
probabilidad de cada celda de contener peatones. Finalmente, la probabilidad es 
multiplicada con la confiabilidad para obtener un puntaje, si este es mayor a un umbral, 
entonces se considera que es un peatón. (Lan, Dan, Wang, & Wang, 2018). 
 
 
Figura 2-18: Diagrama de flujo de la detección de peatones. Elaboración propia. 
 
En la Figura 2-18 se muestra un diagrama de flujo del algoritmo de detección de peatones, 
en este se observan los pasos descritos previamente, así como los pasos complementarios. 
En la implementación inicial de este algoritmo se consideró reducir el tamaño de los 
fotogramas a la mitad para reducir el tiempo de procesamiento, y el uso del modelo 
YOLOv3 pre-entrenado por defecto. 
En la Figura 2-19 se pueden ver los resultados del algoritmo de detección de peatones. 
Para la implementación inicial se recopilaron grabaciones de intersecciones 
semaforizadas, tomadas en el distrito de San Miguel – Lima. En las imágenes se pueden 
observar fotogramas de distintas grabaciones; en estos los peatones son detectados y 
encerrados en recuadros azules. Es necesario resaltar que el fondo de esta imagen; es 




Figura 2-19: Prueba del algoritmo de detección de peatones. Elaboración propia. 
 
2.3.5.2 Algoritmos para el seguimiento y conteo de peatones 
 
En cuanto a los algoritmos de detección y seguimiento, estos se basan en una adaptación 
del código explicado por los investigadores Bewley, Wojke y Paulus (Bewley, Wojke, & 
Paulus, 2017). En este se desarrolla un algoritmo que es capaz de ejecutar los procesos de 
seguimiento de peatones previamente detectados, siendo la entrada de este programa el 
video, los recuadros donde se encuentran estos peatones, así como el fotograma al que 
pertenecen. El objetivo de este programa es identificar a cada peatón a lo largo del tiempo 
con un número y un color, reconociendo si un peatón detectado en un fotograma es nuevo, 
o caso contrario, determinar qué peatón es. Para el seguimiento de peatones se utilizará 
un filtro de Kalman recursivo y asociación de las detecciones de cada fotograma. 
El filtro de Kalman es utilizado para predecir la ubicación de un recuadro en el siguiente 
fotograma, donde esta predicción es utilizada para relacionar dos recuadros de distintos 
instantes de tiempo. Para esta implementación se considera un filtro basado en un modelo 
lineal y con movimiento de velocidad constante. (Bewley, Ge, Ott, Ramos, & Upcroft, 
2016). Cabe resaltar que, considerando los objetivos y alcance del presente documento 
académico, se puede considerar la velocidad como constante, ya que información exacta 
de esta no es requerida para el seguimiento ni el conteo peatonal. En implementaciones 
posteriores se puede considerar un modelo que incluya la medición de desplazamiento de 
los peatones, información que puede ser útil en estudios de modelamiento del 
comportamiento de las personas.  
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La manera utilizada para asociar las predicciones de Kalman con las detecciones 
presentes en los nuevos fotogramas es mediante la resolución de un problema de 
asignación usando el algoritmo húngaro, considerando la información de movimiento y 
apariencia (Bewley, Wojke, & Paulus, 2017).  
El proceso para el seguimiento de peatones es el siguiente. En cada fotograma se realiza 
predicciones igual al número de recuadros, estas predicciones pueden ser de peatones 
tentativos (hipótesis) o confirmados, donde los peatones tentativos son las detecciones 
que no se le ha asignado previamente una identificación, estas hipótesis se mantienen por 
los siguientes 𝜶 fotogramas, si se le relaciona con alguna detección, serán considerados 
como peatón confirmado y se le dará una identificación y color respectivo, de lo contrario 
estas hipótesis serán descartadas. En el caso de los peatones confirmados, en cada 
fotograma se intentará relacionar la predicción obtenida por el filtro de Kalman con una 
detección, en caso estos peatones no puedan relacionarse con ninguna detección por una 
cantidad 𝜷 de fotogramas, se considerará que han abandonado la escena (𝜶 y 𝜷 son 
establecidos por el usuario). Finalmente, se considerará que el número de peatones en una 
grabación es igual al número de peatones confirmados. El diagrama de flujo de este 
procedimiento se puede observar en la Figura 2-20. 
Se implementó una versión inicial de este algoritmo utilizando las mismas grabaciones y 
detecciones que la usadas en el documento previamente mencionado, la cuales provienen 
de 2D MOT 2016 benchmark dataset (Bewley, Ge, Ott, Ramos, & Upcroft, 2016); los 
resultados de las pruebas se muestran en las Figuras 2-21 y 2-22. Estas figuras son una 
secuencia enumerada de imágenes provenientes de una grabación, en las cuales se están 
enumerando y señalando mediante recuadros de diferentes colores los peatones 
identificados a lo largo del tiempo. En el caso de la Figura 2-21, se comprueba el 
funcionamiento del algoritmo siguiendo a la persona 201, la cual se encuentra enmarcada 
en un rectángulo de color verde. Esta persona mantiene su número de identificación a lo 
largo de las 4 imágenes donde recorre una avenida. Al mismo tiempo, se enumeran y 
encierran en rectángulos de diferentes colores a los otros peatones que fueron 
reconocidos, como es el caso de los peatones 292, 296, 309, 309, 320, etc.  En la secuencia 










Figura 2-21: Prueba 1 del algoritmo de seguimiento. Elaboración Propia. 
 











2.3.5.3 Algoritmos de detección del semáforo 
 
Otro punto para tratar es la detección del semáforo, utilizada en el control de la plataforma 
pan-tilt (explicado en la sección 2.3.4). Este algoritmo permite utilizar a la cámara como 
sensor de posición, debido a que el programa tiene como entrada las grabaciones en 
tiempo real, y como salida, las coordenadas del semáforo. El método utilizado para 
detectar el semáforo es el mismo que el utilizado para detectar peatones (ver sección 
2.3.5.1); es decir, utilizando un algoritmo basado en YOLOv3. La única diferencia entre 
ambos algoritmos es que se buscan objetos que tengan características de semáforos y no 
de peatones. Los resultados de la detección se muestran en la Figura 2-23. En esta figura 
se muestran fotogramas de una grabación correspondiente a una intersección 
semaforizada. En cada fotograma se encierra el semáforo en un recuadro de color azul. 
 
 
Figura 2-23: Prueba del algoritmo de detección del semáforo. Elaboración propia. 
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2.3.5.4 Algoritmos de reconocimiento del color del semáforo 
 
El reconocimiento del color de los semáforos se ejecuta utilizando las grabaciones en 
tiempo real y recortando el área donde se encuentra aproximadamente el semáforo, 
teniendo en cuenta las coordenadas ingresadas en la configuración inicial. Los fotogramas 
recortados son procesados de la siguiente manera. En primer lugar, se obtiene la capa roja 
y verde de la imagen, estas capas son consideradas imágenes en escala de grises. Cada 
capa es umbralizada para obtener una imagen que tenga como únicos colores blanco y 
negro. Luego se descartan los grupos de píxeles blancos más pequeños para evitar el 
ruido. Finalmente se cuentan los píxeles blancos de cada capa y se comparan. Si la 
cantidad de píxeles en una capa es mucho mayor a la otra, entonces se considerará que el 
color del semáforo es igual al de dicha capa. Sin embargo, de no existir una gran 
diferencia entre el número de píxeles de cada capa se reconocerá que el color es 
indeterminado. Se puede observar en la Figura 2-24 los resultados de este algoritmo. En 
este se pueden ver imágenes de semáforos y el color que se ha detectado. En la Figura 2-
25 se muestra el diagrama de flujo de este programa, así como el de su subprograma.  
 
 









2.4 Subsistema de protección 
 
El subsistema de protección (Figura 2-26) está diseñado para poder albergar y proteger a 
los componentes electrónicos del ambiente, y de ser capaz de sujetarse al poste. Integra 
la estructura externa de policarbonato, el domo transparente, las abrazaderas y los 
componentes que unen estas piezas. Las abrazaderas se fijarán al poste mediante una 
unión atornillada.  
 
 
Figura 2-26: Subsistema de protección. Elaboración propia. 
 
2.4.1 Selección de abrazadera 
 
Para poder seleccionar la abrazadera es necesario definir el diámetro de los postes. Según 
las especificaciones técnicas de postes de concreto, este diámetro debe ser cercano a 20 
cm (EPM, 2015). 
En el mercado local se pueden encontrar abrazaderas con los parámetros especificados en 














galvanizado revestida con caucho, debido a que el coeficiente de fricción estático entre 
caucho y concreto es de 1 (Serway & Jewett, 2014), lo que hace la fijación de la 
abrazadera al poste más fácil. 
 
Tabla 2-11: Especificaciones abrazadera. (HOtaste, 2020). 
Diámetro (mm) Espesor Ancho Rosca Tornillo 
198-203 2 20 M8 M6 x 45 
 
 
Figura 2-27: Especificaciones de la abrazadera (HOtaste, 2020).   
2.4.1.1 Verificación de la unión atornillada entre abrazaderas 
 
Para verificar la unión atornillada es necesario elaborar el DCL de la abrazadera. Este se 
muestra en la Figura 2-28. Del gráfico se puede observar una fuerza normal poste, siendo 









Figura 2-28: Diagrama de cuerpo libre de la abrazadera (Fernandez, 2018). 
 
Teniendo en cuenta que se consideran dos abrazaderas, se elabora un diagrama de las 
fuerzas paralelas al poste en las abrazaderas. Ver Figura 2-29. 
 
  
Figura 2-29: DCL Abrazadera en el eje axial del poste. Elaboración propia. 
Aplicando sumatoria de fuerzas en el eje axial del poste se obtiene la ecuación 2.9. 
𝑃𝑒𝑠𝑜 = 2 ∗ 𝑁 ∗ 𝜇𝑒       (2.9) 
 
El peso se obtiene de la geometría del modelo y de los materiales de fabricación 
escogidos. El peso del compartimiento principal es aproximadamente 1.25 kg. El peso de 
cada componente se ver en las Tablas 2-3,2-5 y 2-12. 
𝑁 ∗ 𝜇𝑒 

























208 x 208 x 52 300  2 
 
Domo transparente 5” 
Policarbonato 147 x 147 x 130 63.8 1 
 
Caucho para aislamiento 
Caucho 147 x 147 x 2 9.23 1 
 
Unión Servo-Raspberry 
ABS 14 x 14 x 21 7 2 
 
Soporte Raspberry 
ABS 95 x 105 x 45 74.84 1 
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Reemplazando los valores, la fuerza normal es igual a 0.63 kgf, mientras que la reacción 
de cada tornillo, de acuerdo con la Figura 2-16, es 0.32 kgf (3.14 N). 
De la norma DIN 13T1, ISO 273 e ISO 4014 se obtienen las siguientes dimensiones 
mostradas en la Tabla 2-13. 
 
Tabla 2-13: Dimensiones del tornillo. Elaboración propia 
d s b dh ls/r lr As A3 ds d2 
M6 10 18 6.6 27 3 20.1 17.89 4.71 5.35 
 
Donde: 
𝑠: 𝐷𝑖á𝑚𝑒𝑡𝑟𝑜 𝑑𝑒 𝑙𝑎 𝑠𝑢𝑝𝑒𝑟𝑓𝑖𝑐𝑖𝑒 𝑑𝑒 𝑎𝑝𝑜𝑦𝑜 (𝑚𝑚)𝑑𝑒 𝑙𝑎 𝑐𝑎𝑏𝑒𝑧𝑎 𝑑𝑒𝑙 𝑡𝑜𝑟𝑛𝑖𝑙𝑙𝑜. 
𝑏: 𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑟𝑜𝑠𝑐𝑎𝑑𝑎 𝑑𝑒𝑙 𝑡𝑜𝑟𝑛𝑖𝑙𝑙𝑜 (𝑚𝑚) . 
𝑑ℎ: 𝐷𝑖á𝑚𝑒𝑡𝑟𝑜 𝑑𝑒𝑙 𝑎𝑔𝑢𝑗𝑒𝑟𝑜 (𝑚𝑚). 
𝑙𝑠
𝑟
: 𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑑𝑒𝑙 𝑡𝑜𝑟𝑛𝑖𝑙𝑙𝑜 𝑠𝑖𝑛 𝑟𝑜𝑠𝑐𝑎𝑟(𝑚𝑚). 
𝑙𝑟: 𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑟𝑜𝑠𝑐𝑎𝑑𝑎 𝑒𝑛 𝑙𝑎 𝑝𝑙𝑎𝑐𝑎 (𝑚𝑚). 
𝐴𝑠: Á𝑟𝑒𝑎 𝑟𝑒𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑒 (𝑚𝑚2). 
𝑑𝑠: 𝐷𝑖á𝑚𝑒𝑡𝑟𝑜 𝑟𝑒𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑒 (𝑚𝑚). 
𝐴3: 𝑆𝑒𝑐𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑟𝑎í𝑧 (𝑚𝑚2). 
𝑑2: 𝐷𝑖á𝑚𝑒𝑡𝑟𝑜 𝑑𝑒𝑙 𝑓𝑙𝑎𝑛𝑐𝑜 (𝑚𝑚). 
De los datos anteriores se obtiene la rigidez de la placa (cp) y del tornillo(ct). 
𝑐𝑝 =  23.65𝑥105 𝑀𝑃𝑎  
𝑐𝑡 = 12.5𝑥104 𝑀𝑃𝑎 







= 0.05           (2.10) 
 
Utilizando la norma VDI 2230 se estima el asentamiento considerando una rugosidad de 
16 μm debido a que se trata de acero galvanizado. Este asentamiento es igual a 9 μm. 
También se utiliza esta norma para determinar el factor de ajuste (ɑA), el cual sería igual 
a 1.7 teniendo en cuenta un ajuste con atornillador. Se calcula la fuerza de asentamiento 
(Fas) mediante la ecuación 2.11. 
 
𝐹𝑎𝑠 =  𝑐𝑝 ∗
𝑐𝑡
𝑐𝑡 + 𝑐𝑝
∗ 𝐴𝑠𝑒𝑛𝑡𝑎𝑚𝑖𝑒𝑛𝑡𝑜 =  1068.52 𝑁           (2.11) 
 
Se calcula la fuerza de montaje máxima (FM) utilizando la ecuación 2.12. 
𝐹𝑀 = ɑ𝐴 ∗ (𝐹𝑎𝑠 + 𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎 ∗ (1 − ɸ))                  (2.12) 
𝐹𝑀 =  1821.55 𝑁 
 
Verificaciones 
Según la norma VDI 2230, se realizan las siguientes verificaciones: 
Se considera que el tornillo es de material 4.6; es decir, tiene un esfuerzo último (𝜎𝐵) de 
400 N, y un esfuerzo de fluencia (𝜎𝑓) de 240 N. 
Cálculo de la seguridad estática: La fuerza máxima admisible de los tornillos no es 
excedida si se cumple la ecuación 2.13. 
 
𝐹𝑒𝑥𝑡/𝑡 = ɸ ∗ 𝐹𝑒𝑥𝑡 < 0.1 ∗ 𝜎𝑓 ∗ 𝐴𝑠         (2.13) 
𝐹𝑒𝑥𝑡/𝑡 =  0.157𝑁 < 482.4 𝑁 
𝐹𝑆 = 3072.61 
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Por lo tanto, se afirma con un factor de seguridad de 3072.61, que la unión no falla por 
carga estática. 
Esfuerzos en el tornillo durante el montaje: Se calcula utilizando la ecuación 2.14. 
 
𝜎𝑒𝑞 =  ((𝐹𝑀/𝐴𝑠)2 + 3 ∗ (
𝐹𝑀 ∗ 𝑑2 ∗ 𝑡𝑔(14°)





)0.5  <  𝜎𝑎𝑑𝑚       (2.14) 
𝜎𝑒𝑞 = 136.79 𝑀𝑃𝑎 
Dónde: 
𝜎𝑎𝑑𝑚 =  0.9  𝜎𝑓 =  216 𝑀𝑃𝑎 (𝑅𝑜𝑠𝑐𝑎 𝑛𝑜𝑟𝑚𝑎𝑙) 
Se calcula el factor de seguridad (FS). Ver ecuación 2.15. 
 
                      𝐹𝑆 = 𝜎𝑎𝑑𝑚 /𝜎𝑒𝑞 = 1.54          (2.15) 
 
Con un factor de seguridad de 1.54, se concluye que el tornillo no fallará durante el 
montaje. 
Conclusión: 
La unión con abrazaderas no falla con 4 Tornillos M6x45. 
 
2.4.1.2 Verificación de los tornillos sometidos a corte 
 
En la presente sección se verifica la resistencia de los tornillos M8 sometidos a corte, los 
cuales se pueden observar en la Figura 2-30. El DCL de dichos tornillos se encuentra en 




Figura 2-30: Tornillos sometidos a corte en la abrazadera. Elaboración propia. 
 
 
Figura 2-31: DCL del tornillo sometido a corte. Elaboración propia. 
 
Se considera que cada tornillo soporta la mitad del peso del compartimiento principal (sin 
contar las abrazaderas), por lo cual el valor de F en esta figura es de aproximadamente 




   (2.16) 
𝜏𝑐 = 0.063 𝑀𝑃𝑎 
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Se calcula el factor de seguridad teniendo en cuenta un tornillo de resistencia 4.6 y 




     (2.17) 
𝐹𝑆 = 3027     (2.17) 
Con un factor de seguridad de 3027 se concluye que los tornillos de la abrazadera 
sometidos a corte no fallan por resistencia. 
2.4.2 Selección de domo transparente 
 
Con respecto al domo transparente (ver Figura 2-32) este tiene como función proteger a 
los componentes internos del ambiente, así como permitir la visibilidad de la cámara, por 
lo tanto, el material de esta estructura debe ser transparente y resistente a la corrosión. El 
material escogido es acrílico, debido a que es el de mayor uso en el mercado local en 
cuando a fabricación de domos transparentes. Asimismo, el acrílico es un polímero 
resistente con transparencia excelente, comparable con el vidrio (Groover, 2007), por lo 
que cumple con los requerimientos establecidos. 
 
Figura 2-32: Domo acrílico transparente. Elaboración propia. 
Las características necesarias para el domo, derivadas de la geometría del resto del 
compartimiento principal, se muestran en la Tabla 2-14. 
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2.4.3 Protección de ingreso del sistema 
 
Uno de los objetivos del presente subsistema es lograr que el SAGCP de tenga una 
protección de ingreso (IP) mayor igual a IP 54, lo cual es mencionado en el trabajo de 
investigación que precede a este documento (Leiva M. , 2020). Este nivel de protección 
implica que no entrarán partículas de polvo ni de salpicaduras de agua (The British 
Standards Institution, 2013), permitiendo el correcto funcionamiento del SAGCP en el 
clima de Lima.   
Teniendo en cuenta que este subsistema es la estructura externa del compartimiento 
principal, albergando tanto al subsistema de control como el de toma de imágenes, la 
manera en que se sella este compartimiento es cubriendo todas las conexiones que cuenta 
el subsistema de protección (Yu, Xiong, Li, & Pecht, 2019). Las conexiones que se 
presentan son las uniones de la estructura de policarbonato con el subsistema de control 
y los diferentes elementos del subsistema de protección mostrados en la Figura 2-26.  
 
2.4.3.1 Protección entre uniones atornilladas 
 
Las conexiones de la estructura de policarbonato con el subsistema de control, domo de 
acrílico y soporte Estructura-Abrazadera tienen como similitud que son uniones 
atornilladas entre placas, las cuales se mantendrán fijas durante el funcionamiento del 
SAGCP. En estos casos muchos dispositivos electrónicos deciden colocar 
empaquetaduras entre las placas para evitar el ingreso de agua y polvo (Yu, Xiong, Li, & 
Pecht, 2019). El fin de las empaquetaduras es comprimirse por la carga generada por los 
tornillos al presionar las placas, de esta manera impidiendo el paso de polvo o agua (Song, 
Huang, Hui, & Hu, 2020). El material utilizado en las empaquetaduras será caucho EPDM 
ya que es uno de los más utilizados en este tipo de aplicaciones por su excelente 
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elasticidad, flexibilidad y resistencia al calor (Li, Ding, Yang, Yuan, & Ye, 2020). En las 
Figuras 2-33, 2-34 y 2-35 se puede ver su aplicación en las uniones mencionadas. 
 
 
Figura 2-33: Unión entre Domo de acrílico y estructura de policarbonato. Elaboración propia. 
 
 




Figura 2-35: Unión entre subsistema de control y estructura de policarbonato. Elaboración propia. 
Estructura de 
policarbonato 

















2.4.3.2 Selección de componentes con protección IP 
 
Luego de sellar las conexiones atornilladas, es necesario que los demás componentes 
pertenecientes al presente subsistema sean seleccionados teniendo en cuenta una 
protección IP mayor o igual a 54. Los componentes para seleccionar son: Conector USB, 
tapón de ventilación y prensaestopas. 
En el caso del conector USB, utilizado como entrada de la antena Wifi, se decide 
seleccionar un conector con protección IP mayor igual a 54 con el menor peso y 
dimensión posible, de tal manera que se pueda instalar en el SAGCP. En la Tabla 2-15 se 
puede ver la comparativa entre conectores USB. Se elige el conector “MUSBR-A111-
30” debido a que cumple en mayor medida con las características mencionadas 
previamente. La elección se encuentra con relleno azul. 
 










Fabricante Ámprenlo Neutrik Conxall 
Clasificación IP IP 67 IP 65 IP67 
Peso (g) 25 30 53 
Dimensiones 
(mm) 
18 x 30 x 18 26 x 40 x 26 35 x 52 x 35  
Material  Nickel Latón Nickel 
Estándar USB 2.0 USB 2.0 USB 2.0 
Precio (S./) 35 25 36 
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Con el fin de proteger los componentes electrónicos de posibles cambios de presión 
generado por cambios de temperatura debido a la exposición al ambiente, es necesario 
incluir en el subsistema de protección un tampón de ventilación que deje pasar un 
pequeño flujo de aire con el fin de evitar el cambio de presión. Este tampón de ventilación 
debe tener una protección IP mayor o igual a IP 54 y debe ser de dimensiones y peso 
reducidos. En la Tabla 2-16 se puede ver la comparativa entre tampones de ventilación, 
entre las 3 alternativas se escoge el tampón de ventilación “UA-006” debido a su menor 
peso y dimensiones.  La elección se encuentra con relleno azul. 
 
Tabla 2-16: Tabla comparativa de tampones de ventilación. Elaboración propia. 
Características 







Fabricante Polycase Natural Baoxin 
Clasificación IP IP 68 IP66 IP 68 
Peso (g) 5 45 - 
Dimensiones (mm) 27 x 27 x 15 60 x 60 x 37 50 x 50 x 33 
Material  Nylon Plástico Aluminio 
Diámetro del ducto 
de ventilación 
(mm) 
20 40 40 





En el subsistema de protección se utiliza una prensaestopa como entrada del cable de 
alimentación proveniente del subsistema de energía al compartimiento principal. Debido 
a que se necesita conocer el diámetro del cable de alimentación para seleccionar la 
prensaestopa, esta se escogerá en la Sección 2.5, la perteneciente al subsistema de energía. 
                            
2.5 Subsistema de Energía  
 
El subsistema de energía, el cual es mostrado en la Figura 2-36 comprende los elementos 
presentes en el compartimiento secundario. Está compuesto por baterías, los conversores 
de voltaje, el botón de encendido, el encapsulamiento y pasamuros para cables necesarios 
para tener una protección IP54. La función de este subsistema es brindar alimentación al 
resto del SAGP, conectándose a este mediante cable. Se conectará al poste mediante el 
uso de abrazaderas.  
 
 











2.5.1 Cálculo del consumo de energía del sistema 
 
Como primer paso para conocer los requerimientos eléctricos del sistema, es necesario 
determinar el consumo de energía de los componentes determinados en la arquitectura de 
hardware presentes en la Figura 2-7. En la Tabla 2-17 se considera la corriente y el voltaje 
que consumen estos dispositivos. Se tomará en cuenta la corriente consumida cuando el 
componente esté en estado activo como en inactivo. 
 
























1 160 mA 0.11 mA 2.8 VDC 160 mA 0.11 mA 















Antena wifi 1 200 mA 25mA 5 VDC 200 mA 25mA 
 
Luego de conocer el consumo de corriente en Amperios, es necesario calcular el consumo 
total de la operación en mAh. En la Tabla 2-18 se presentan las actividades que realizará 
el SAGP basadas en el diagrama de flujo general, presente en Figura 2-13, el tiempo en 
el cual las realiza, el estado de los componentes y el consumo total de corriente.  
Se tienen las siguientes consideraciones: 
• Tiempo de configuración inicial. 
• Tiempo de operación: 6 horas. 
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• Duración del ciclo semafórico: 1 min. 
• Giro del servo cada ciclo semafórico: 180° (valor máximo). 
• Velocidad del servo: 0.12 s / 60°. 
• Tiempo de giro del servo: 0.36 s. 
 










Servo SG90 Activo 500.0 41.7 
Cámara Activo 160.0 13.3 
Raspberry Pi 4 
Model B 
Activo 780.0 65.0 
Antena wifi Activo 200.0 16.7 
Subtotal  1640.0 136.7 
Giro de cámara 2.16 min 
Servo SG90 Activo 500.0 18.0 
Cámara Activo 160.0 5.8 
Raspberry Pi 4 
Model B 
Activo 780.0 28.1 
Antena wifi 
 
Activo 200.0 7.2 




Servo SG90 Inactivo 20.0 119.3 
Cámara Activo 160.0 954.2 
Raspberry Pi 4 
Model B 
Activo 780.0 4651.9 
Antena wifi Activo 200.0 1192.8 
Subtotal  1160.0 6918.2 










2.5.2 Selección de la batería 
 
De la sección 2.5.1, considerando un factor de seguridad de 1.5 se obtuvo que el sistema 
necesita un arreglo de baterías que puedan brindar una cantidad mayor a 11000 mAh y 
tengan una capacidad de descarga mayor a la corriente máxima requerida (1.16 A). Para 
esta selección también se considerará un bajo peso de las baterías, así como sus 
dimensiones, debido a que estarán montadas en un poste. Considerando estas 
características, se elige utilizar 2 baterías Turnigy nano-tech Ultimate 6400mah 1S2P 
90C. En la Tabla 2-19 se muestra una comparativa entre baterías y la elección se 
encuentra con relleno azul. 
 











Fabricante Turnigy Zippy Rhino 
Tipo LiPo LiPo LiPo 
Capacidad (mAh) 6400 5900 6000 
Baterías 
requeridas 
2 2 2 
Capacidad total 
(mAh) 
12800 11800 12000 
Descarga máxima 
(A) 
576 354  300 
Voltaje (V) 3.7 7.4 14.8 
Peso unitario (g) 170 320 680 
Peso total (g) 340 640 1360 
Dimensiones 
(mm) 
93 x 47 x 18 138 x 46 x 25 156 x 49 x 46 
Precio total (S/.) 210 240 550 
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2.5.3 Selección del conversor de voltaje 
 
En la sección anterior, se seleccionaron las baterías que utilizaría el sistema, las cuales 
tienen un voltaje de 3.7 V, mientras que los demás componentes que serán alimentados 
directamente por la batería requieren de 5V. Es por esto por lo que se necesita un 
convertidor DC-DC de tipo elevador (Boost/Step up Converter) que pueda acondicionar 
los componentes a la batería, y que cuenta con capacidad de brindar una corriente mayor 
a la calculada en la sección 2.5.1. 
En la Tabla 2-20 se muestra una comparativa de convertidores tipo elevador. Se elige el 
convertidor “XL6009” debido a que cumple con las características de voltaje de entrada, 
voltaje de salido y corriente suministrada, y tiene un menor costo a las otras opciones. La 
elección se encuentra con relleno azul. 
 











Fabricante XLSEMI Ailavi AEROSEMI 
Voltaje de entrada 
(V) 
3-32 3-6 2-24 
Voltaje de salida 
(V) 
5-35 5-32 5-28 
Corriente de salida 
(A) 
3 3 2 
Eficiencia (%) 94 85 93 
Rizado de voltaje 
(%) 
1 1 2 
Precio (S/.) 10 21 15 
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2.5.4 Selección de encapsulamiento 
Teniendo en cuenta las dimensiones de los componentes seleccionados para el 
subsistema, se seleccionará un encapsulamiento que provea una protección igual a mayor 
a IP54. Se considerarán las dimensiones del encapsulamiento, peso, precio y protección 
ofrecida. Se elige la caja de modelo ML-44 debido a que cuenta con un menor peso, 
dimensiones similares a las baterías seleccionadas en la sección 2.5.2 y cumple con los 
requerimientos de protección IP. La elección se encuentra con relleno azul en la Tabla 2-
21. 
 









Fabricante Polycase Hammond Vero Technologies 
Dimensiones 
(mm) 
114 x 114 x 62 122 x 120 x 60 150 x 80 x 60 
Peso (g) 230 880 200 
Material Resina de policarbonato Aluminio ABS 
Protección IP 66 68 64 
Precio (S/.) 70 126 52 
 
2.5.5 Botón de encendido 
 
Con el motivo de energizar el SAGCP se utilizará un pulsador de encendido, el cual 
mientras no haya sido presionado, impedirá que las baterías suministren energía al 
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sistema. El sistema está energizado mientras este botón se mantenga presionado. En la 
selección de este componente, se considera las dimensiones del botón, el voltaje en 
inversa, la corriente y el grado de protección. Las especificaciones de voltaje y corriente 
son las mismas que las de la batería. En la Tabla 2-22 se muestra una comparativa entre 
distintos botones de encendido, se elige el modelo IPR1SAD2 debido a sus dimensiones. 
La elección se encuentra con relleno azul. 
 
Tabla 2-22: Comparativa de botones de encendido. Elaboración propia. 
Características 







Fabricante APEM Inc. Omron NKK Switches 
Dimensiones (mm) 23 x 18 x 18 48 x 30 x 30 33 x 18 x 18 
Peso (g) 5 6 5 
Voltaje en reversa 
(V) 
12 24 30 
Corriente máxima 
(A) 
4 10 3 
Grado de 
protección  
IP 67 IP65 IP65 




Se utilizará una prensaestopa con el fin de permitir la salida del cable de alimentación 
proveniente del conversor de voltaje y al mismo tiempo mantener una protección contra 
polvo o agua. El cable utilizado tiene dos hilos debido a que el conversor de voltaje posee 
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dos salidas: 5V+ y GND.  Este cable será del tipo apantallado debido a que evita la entrada 
de ruido electromagnético (Easton, Bryant, & Radasky, 2020) y según la norma VDE 
0812 este debe de ser de 6mm de diámetro considerando la corriente calculada en la 
sección 2.5.1 (German Institute for Standardisation, 1988). En la selección del 
componente se considera que la prensaestopa pueda admitir un cable de 6mm de 
diámetro, tenga una protección mayor o igual a IP 54 y tenga las menores dimensiones 
posibles, de tal manera que no interfiera con los demás componentes del subsistema. En 
la Tabla 2-23 se muestra una comparativa entre distintos prensaestopas, se elige el modelo 
IPG 222135 debido a sus dimensiones y precio. La elección se encuentra con relleno azul. 
 









Fabricante Bud Industries Jacob GmbH Polycase 
Dimensiones (mm) 24 x 24 x 36 24 x 24 x 39 25 x 25 x 38 
Peso (g) 9 9 9 
Diámetro del cable 
(mm) 
6 6 6 
Material Nylon Nylon Nylon 
Grado de 
protección 
IP66 IP68 IP68 




El SAGCP cuenta con una tarjeta electrónica en cada compartimiento con el fin de 
facilitar las conexiones entre componentes. El primer esquemático, presente en la Figura 
2-37, pertenece al compartimiento secundario, en el cual se muestra que la alimentación 
de la batería de 5V entra a la tarjeta a través de un conector, dicho voltaje es convertido 
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a 3.7 V utilizando un módulo step-up, el cual tiene su salida conectada a una bornera. 
Cabe resaltar que la alimentación suministrada por la batería puede ser interrumpida por 
el botón seleccionado en la sección 2.55, el cual se conectado a través de una bornera. En 
la Figura 2-38 y 2-39 se muestran respectivamente la vista superior e inferior de la tarjeta 
correspondiente al compartimiento secundario, mientras que en la Figura 2.40 se muestra 
la distribución de componentes. 
 
 
Figura 2-37: Esquemático del compartimiento secundario. Elaboración propia 
 
 
Figura 2-38: Vista superior de la tarjeta electrónica del compartimiento secundario. Elaboración propia. 
 
 




Figura 2-40: Ubicación de componentes de la tarjeta electrónica del compartimiento secundario. 
Elaboración propia. 
 
El esquemático perteneciente al compartimiento principal se ve en la Figura 2-41. Se 
puede apreciar que la alimentación proveniente del compartimiento secundario energiza 
directamente tanto los servomotores como el controlador. Por otro lado, cada pin PWM 
de los servomotores es conectado a un pin PWM de la Raspberry Pi 4 model B+. En la 
Figura 2-42 y 2-43 se muestran respectivamente la vista superior e inferior de la tarjeta 
correspondiente al compartimiento principal, mientras que en la Figura 2.44 se muestra 
la distribución de componentes. 
 
 




Figura 2-42: Vista superior de la tarjeta electrónica del compartimiento principal. Elaboración propia. 
 
 
Figura 2-433: Vista inferior de la tarjeta electrónica del compartimiento principal. Elaboración propia. 
 
 
Figura 2-44: Ubicación de componentes de la tarjeta electrónica del compartimiento principal. 
Elaboración propia. 
 
2.7 Planos del sistema 
2.7.1 Estructura del Plano de Ensamble 
 
En esta sección se detalla la estructura del plano de ensamble del SAGCP y los 
subensambles necesarios de cada compartimiento. Asimismo, se explicarán las vistas y 




2.7.1.1 Plano del compartimiento principal 
 
En el plano se consideraron 2 vistas principales, la frontal y la superior, pues con ambas 
se logra visualizar de mejor manera las dimensiones generales. Ver Figura 2-45.  
 
 




Se realizó una sección (corte A-A) en la vista frontal para mostrar los detalles de los 
componentes internos del SAGP que no se pueden ver externamente, de esta manera 
permitiéndonos enumerar la mayoría de los componentes. Asimismo, esta sección de 
mostrar la mayor parte de las uniones atornilladas, tanto de piezas estructurales, como de 






Figura 2-46: Corte A-A. Elaboración propia. 
 
2.7.1.3 Detalles de Uniones 
 
Tanto la sección A como las vistas principales muestran uniones atornilladas necesarias 
mediante unas mordeduras, pero al ser elementos pequeños, los componentes de unión 
no son fácilmente visibles, por tanto, se realizaron detalles en escala 2:1 y 5:1 para 
compensar el tamaño. Ver Figura 2-47. 
 
 
Figura 2-47:Detalle de las uniones. Elaboración propia 
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2.7.1.4 Lista de planos de ensamble 
 
A continuación, en la Tabla 2-24 se presentan la lista de planos de ensamblaje del sistema 
y de cada subsistema. Se especifica número de lámina y tamaño de hoja. 
 
Tabla 2-24: Lista de Planos. Elaboración propia. 
 
2.7.2 Planos de despiece 
Se realizó un plano de despiece general donde se encuentran todas las piezas a fabricar. 
Estas piezas se encuentran ordenadas según la enumeración presente en la Tabla 2-25. El 
plano de despiece se encuentra en el anexo respectivo. 
 




P1 Soporte de cámara 
 
P9 Aislamiento 
P2 Brazo de servo 1 
 
P10 Unión estructura - abrazadera 
P3 Brazo de servo 2 
 
P11 Domo transparente 5” 
P4 Soporte de servo 1 
 
P12 Soporte de Baterías 
P5 Unión de servos 
 
P13 Separador de Tarjeta Electrónica 1 
P6 Unión servo-controlador  
P14 Separador de Tarjeta Electrónica 2 
P7 Soporte de controlador 
 
P15 Soporte de Tarjeta Electrónica 
P8 Estructura externa 
   
 
Nro. de Lámina Nombre de plano Tamaño 
L1 Compartimiento principal A2 
L2 
Subsistema de orientación de 
cámara 
A2 
L3 Subsistema de control A4 
L4 Subsistema de protección A2 




En las Tablas 2-26 a 2-30, organizadas por subsistemas, se muestra las diferentes 
cantidades de artículos y los respectivos precios unitarios. El tipo de cambio 
considerado es de 3.5 PEN/USD (Julio 2020). 
 
Tabla 2-26: Presupuesto del subsistema de orientación de cámara. Elaboración propia. 




Camera Module v2 Cámara embebida 145.0 1 145.0 
KF301-2P Bornera-2 pines 0.6 3 1.8 
SG90 Servomotor 11.0 2 22.0 
- Piezas en ABS (Impresión 3D) 170/kg - 6.5 
M3x12, M2x8, 
M1.6x10 Pernería - - 5.0 
   Total (Sin 
IGV) 180.3 
 







4080 78x78 Bracket de esquina 18.0 0 18 
- Plancha de caucho 27.0 1 27.0 
5 pulgadas Domo transparente 40.0 1 40.0 
- Abrazadera 104.0 2 208.0 
- 
Estructura externa de 
policarbonato 
248/kg 1 31.0 
IPG-222135 Prensaestopa 3.9 1 3.9 
UA-006 Tampón de 
ventilación 
12.5 1 12.5 
MUSBR-A111-30 Conector USB 44.3 1 44.3 
M4x16, M3x12, 
M6x50, M8x25 
Pernería - - 25.4 







Tabla 2-28: Presupuesto del subsistema de control. Elaboración propia. 
Modelo Componente Precio unitario (S/) Cantidad Precio total (S/) 
Raspberry Pi 4 
Model B 4GB RAM  
SBC 299.0 1 299.0 
ARCHER T2U 
PLUS 
Antena Wifi 65 1 65 





170/kg 1 12.8 












ML-44F Encapsulado 70.8 1 70.8 
Nano-tech 
Ultimate 6400mah Batería 109 2 218 
- Abrazadera 104 2 208 
XL6009 Convertidor Buck 10.0 1 10.0 
IPR1SAD2 Botón de encendido 43.6 1 43.6 
IPG-222135 Prensaestopa 3.9 1 3.9 
UA-006 Tampón de ventilación 12.5 1 12.5  
- Placa electrónica 25.0 1 25.0 
KF301-2P Bornera 2 pines 0.6 3 1.8 
Cable apantallado 
2 hilos 
Cableado 2/m 5m 10.0 








Tabla 2-30: Presupuesto total. Elaboración propia. 
Subsistema Precio (S/) 




Total (sin IGV) 1595.8 
Total (con IGV) 1883.04 
 
El precio total en soles agregando el IGV (Impuesto General a las Ventas) del 18%, será 



















PRUEBAS Y RESULTADOS 
 
El propósito del presente capítulo es comprobar el funcionamiento del diseño realizado 
en el capítulo 2. Con este propósito, se realizarán pruebas de los algoritmos de conteo 
peatonal para comprobar su efectividad. Asimismo, se ejemplificarán los aciertos de los 
algoritmos y se explicarán los errores detectados. Además, se efectuarán simulaciones 
estáticas y dinámicas del sistema para determinar su funcionalidad. 
 
3.1 Experimentación de los algoritmos de conteo 
 
Para evaluar el desempeño de los algoritmos de detección, seguimiento y conteo, se han 
utilizado cinco diferentes grabaciones tomadas en intersecciones semaforizadas 
emulando la implementación del SAGCP. Tanto el código como las grabaciones y los 
resultados están disponibles en línea (Leiva, 2020). 
 
3.1.1 Criterios de Evaluación 
 
Los criterios de evaluación utilizados fueron elegidos considerando la investigación de 
Bewley, en la cual evalúan el rendimiento del programa en el que se basa este algoritmo 
(Bewley, Wojke, & Paulus, 2017). Los criterios por considerar son los siguientes: 
• Eficacia de detección (ED): Resumen de eficacia de la detección en términos de 
falsos positivos y falsos negativos. 
• Eficacia de conteo (EC): Resumen de eficacia del conteo en términos de falsos 
positivos, falsos negativos y cambios de identidad. 
• Cambios de identidad (CI): Número de veces que la identidad de una detección 
cambia. 
• Fragmentación (F): Número de veces que el proceso de seguimiento es 
interrumpido por una detección faltante.  




• Tiempo de seguimiento y conteo (TSC): Tiempo de procesamiento para el 
seguimiento y conteo de peatones. 
• Peatones contados (PC): Número de peatones contabilizados. 
Los resultados de la evaluación se muestran en la Tabla 3-1. Para la implementación de 
este algoritmo se utilizó un ordenador con procesador Intel Core i7-7700K CPU@4.20 
GHz, 32 GB de RAM y una tarjeta de video NVIDIA GeForce GTX 1080. 
 

















1 30 11 397 1.92 100.0 100.0 0.0 2 11 
2 40 17 523 1.98 88.2 93.3 6.7 2 16 
3 44 14 591 1.92 100.0 92.8 7.1 0 15 
4 91 14 1131 2.05 100.0 100.0 0.0 1 14 
5 13 11 168 1.40 100.0 100.0 0.0 2 11 
Total 218 66 2810 9.28 98.5 98.3 3.1 5 68 
 
De los resultados mostrados en la Tabla 3.1 se puede concluir que el algoritmo de conteo 
y el de seguimiento y conteo tienen un error máximo de aproximadamente 11.8%. La 
detección tiene un error promedio del 1.5%, mientras que el error promedio del 
seguimiento y conteo es del 1.7%. La principal fuente de error es el cambio de identidad, 
los cuales son ocasionados en la mayoría de los casos por movimientos bruscos de la 
cámara o por una oclusión total del peatón por periodos prolongados. También se 
identifica que, aunque puedan existir fragmentaciones en el proceso de seguimiento, estas 
no afectan en el conteo peatonal, debido a que el algoritmo de seguimiento es capaz de 
identificar detecciones que no han estado presentes en anteriores fotogramas.  
 
3.1.2 Ejemplificación de aciertos en el conteo 
 
En la Tabla 3.1, se muestra que el porcentaje de aciertos en el conteo peatonal es del 
98.3%, lo cual es ejemplificado en la Figura 3-1. Esta figura es conformada por una 
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secuencia de imágenes donde el proceso es exitoso. Comienza con una detección exitosa, 
encerrando a todos los peatones en recuadros azules. Luego, el algoritmo de seguimiento 
y conteo le da una identificación y color único a cada peatón, los cuales mantiene a lo 
largo del tiempo. Finalmente, el número de identificación mayor es considerado como la 
cuenta total de peatones.  
 
 
Figura 3-48: Ejemplo de un conteo exitoso. Elaboración propia.  
 
3.1.3 Errores detectados en el conteo 
 
Analizando la Tabla 3.1, se puede notar que la causa más común de los errores en el 
conteo es el cambio de identidad; es decir, cuando a un peatón se le da una identificación 
distinta a la que tenía previamente. Las causas de este error mayormente han sido 
causadas por movimientos bruscos de la cámara al momento de las grabaciones o debido 
a que el peatón en cuestión fue cubierto total o parcialmente por un periodo de tiempo 
moderado o prolongado. En la Figura 3-2 y 3-3 se pueden observar ejemplos de cambios 







peatón número 4, el cual es cubierto por los ciclistas 6 y 5 en la segunda imagen, por lo 
cual no es detectado. En la última imagen de la secuencia se vuelve a detectar al peatón 




Figura 3-2: Secuencia 1 de cambio de identidad. Elaboración propia 
.49 
En cuanto a la Figura 3-3, esta es una secuencia que muestra el cambio de identidad 
debido a un movimiento brusco de la cámara. En la primera imagen se muestra a peatón 
6, el cual después de un cambio repentino de posición, se vuelve el peatón 7 en la imagen 
siguiente. Cabe resaltar que este error se vuelve menos común si es que la cámara se 
mantiene fija durante el periodo de grabación, condición que el SAGCP cumple. 
 
 








Con respecto a la detección de peatones, esta puede fallar si uno de estos es cubierto casi 
en su totalidad. El propósito de la perspectiva vertical que se utiliza en las grabaciones es 
disminuir las ocultaciones que podrían perjudicar el conteo peatonal. En la Figura 3-4 se 
muestra un ejemplo de error en la detección, debido a las ocultaciones, se puede observar 
que en este caso los peatones no están caminando en la misma dirección que el crucero 
peatonal. Los peatones detectados se encuentran encerrados en azul, mientras que el no 
detectado, en rojo. Dicho peatón se encuentra cubierto por otros casi en su totalidad.  
 
  
51Figura 3-4: Errores en la detección peatonal debido a ocultaciones. Elaboración propia. 
 
3.2 Simulación estructural 
Se verifica la integridad estructural del SAGCP utilizando la herramienta “Stress 
Analysis” brindada por Autodesk Inventor 2020. Los resultados de la simulación 
comprenden los esfuerzos a los cuales está sometido la estructura, así como el 
desplazamiento por deformación y el factor de seguridad. Se consideró en la simulación 
que el sistema solo está soportando su propio peso, debido a que este no interactúa con 
algún otro objeto. 
En la Figura 3-5 se puede observar la simulación de esfuerzos según Von Misses y el 
factor de seguridad respectivo. La simulación muestra los esfuerzos y factor de seguridad 






no está sometido a esfuerzos significativos, mientras que el color rojo significa que el 
elemento está sometido a grandes esfuerzos.  
 
 
52Figura 3-5: Simulación de los esfuerzos del sistema y factor de seguridad. Elaboración propia. 
 
Con respecto a la Figura 3-5, se puede concluir que el sistema no falla por resistencia 
debido a que este tiene un factor de seguridad de 15. Los resultados de la simulación 
señalan que el cuerpo no está sometido a esfuerzos significativos, demostrado en el color 
predominantemente azul de la gráfica. 
En relación con el desplazamiento por deformación, este se puede ver en la Figura 3-6. 
La escala de colores en esta gráfica va desde el azul, que significa que el elemento no se 
ha desplazado; a rojo, que denota el máximo desplazamiento. En el caso de esta 
simulación, el desplazamiento máximo que ocurre es de 0.1 mm, lo cual puede ser 
considerado como despreciable. El desplazamiento máximo se da en la cima de cúpula 




53Figura 3-6: Simulación del desplazamiento por deformación. Elaboración propia 
 
3.3 Simulación dinámica del sistema 
Utilizando la herramienta “Dynamic Simulation” brindada por Autodesk Inventor 2020, 
se simuló el comportamiento dinámico de la plataforma pan-tilt del SAGCP, siendo este 
el único elemento móvil del sistema. En esta simulación se consideró que los 
servomotores tendrían la velocidad establecida en su respectiva hoja de datos. En la 
Figura 3-7 se muestran imágenes de la animación resultante de la simulación.  
 
 
54Figura 3-7: Animación de la plataforma pan-tilt. Elaboración propia. 
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Como parte de los resultados de la simulación, se presenta en la Figura 3-8 la gráfica 
del momento ejercido por los servomotores.  
 
 
55Figura 3-8: Momento ejercido por los servomotores. Elaboración propia. 
 
Analizando la gráfica de la Figura 3-8, se puede afirmar que el momento máximo ejercido 
por ambos servomotores durante la trayectoria del sistema es menor a 0.06 N.mm, 
mientras que el momento máximo que estos servomotores pueden ejercer es de 15.7 
N.cm. Se concluye que los servomotores seleccionados son capaces de accionar la 
plataforma pan-tilt del SAGCP. 
Se concluye este capítulo afirmando que se pudo comprobar el funcionamiento del 
sistema, teniendo en cuenta tanto los algoritmos relacionados con el conteo peatonal, así 










-- Servomotor 1(Eje horizontal) 






• Se diseñó un sistema de grabación automática para la detección, seguimiento y 
conteo de peatones en intersecciones semaforizadas.  Este diseño integra aspectos 
mecánicos, eléctricos, electrónicos, de control y de procesamiento de imágenes. 
• Se logró implementar los algoritmos relacionados al procesamiento de imágenes, 
obteniendo un resultado satisfactorio mostrado en la sección 3.1, al tener un error 
máximo de aproximadamente 11.8%. Las grabaciones utilizadas fueron tomadas 
en localizaciones que cumplían con las características planteadas en el diseño. 
• Las simulaciones estáticas y dinámicas de la plataforma para el direccionamiento 
automático de la cámara validaron la integridad estructural del sistema. El modelo 
tridimensional fue realizado con software CAD especializado, contemplando 
cálculos y consideraciones mecánicas. Debido al bajo peso de la estructura se 
hallaron factores de seguridad mayores a 10 aun cuando se seleccionaron uniones 
atornilladas y componentes de pequeñas dimensiones. 
• La selección de componentes eléctricos, electrónicos y mecánicos, así como de 
materiales, cumplió con los parámetros técnicos y económicos. Se tuvo en 
consideración que el sistema debía tener un peso ligero debido a que iba a ser 
montado en un poste, por lo cual es peso total de cada compartimiento es menor 
a 1.5 kg. Considerando este proceso de selección, se halló un costo total de 
S/1884.00. Este precio resulta ligeramente elevado en comparación con los 
ofrecidos por sistemas comerciales si se consideran los accesorios que necesitan 
las cámaras comerciales para montarse en un poste, además de las baterías 
requeridas para su operación. 
• Se encontró que el sistema cumple con las especificaciones de respuesta en el 
tiempo planteadas previamente, las cuales son tener un tiempo de establecimiento 
menor a 2 segundos y un sobre impulso máximo del 10%. El algoritmo de control 
del sistema fue elaborado y comprobado en software especializado, utilizando el 
Control System Toolbox de MATLAB.  
• El SAGCP es energizado por 2 baterías de LiPo, dándole una autonomía de 6 
horas, con la capacidad de ser recargadas para su uso posterior. Debido a que no 
necesita una toma de corriente fija, el SAGCP tiene la capacidad de ser 






• El procesamiento de imágenes para el conteo peatonal no requiere una resolución 
elevada. Se recomienda que los peatones tengan una altura mínima de 80 píxeles 
para que puedan ser detectados correctamente. 
• Los parámetros 𝜶  y 𝜷 utilizados en el seguimiento y conteo de peatones (ver 
sección 2.3.5.3) pueden ser sintonizados por pruebas experimentales. Se debe 
tener en cuenta que el parámetro 𝜶 es utilizado para disminuir el efecto de la 
oclusión, así que debe aumentarse en caso de que se analicen grandes multitudes, 
aunque si esta toma un valor elevado puede causar que dos peatones diferentes 
sean contados como el mismo (𝜶 > 𝟏𝟎𝟎). El parámetro 𝜷 debe ser bajo (𝜷 < 𝟏𝟎) 
ya que de lo contrario peatones que aparecen por pequeñas fracciones del video 
no serán considerados. 
• Para mejorar el rendimiento de la detección de peatones se puede considerar seguir 
entrenando el clasificador basado en YOLO v3 con imágenes de peatones 
cruzando intersecciones semaforizadas. Este procedimiento también se puede 
aplicar para la mejora de la detección de semáforos. 
• En caso se decida ubicar permanentemente el sistema en un poste de luz, se 
debería reemplazar el subsistema de energía, y cambiarlo por uno que pueda 
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1. Código utilizado 
En esta sección se detallará el código implementado basado en los diagramas de flujo presentes 
en el documento principal. 
1.1 Detección de Peatones 
Se implementó el algoritmo para la detección de peatones mostrado en el diagrama de flujo de 
la Figura 2-18. 
import cv2 
import numpy as np 
import imutils 
import os 
# Cargamos Yolo 
net = cv2.dnn.readNet("yolov3.weights", "yolov3.cfg") 
classes = [] 
with open("coco.names", "r") as f: 
    classes = [line.strip() for line in f.readlines()] 
layer_names = net.getLayerNames() 
output_layers = [layer_names[i[0] - 1] for i in net.getUnconnectedOutLayers()] 
colors = (255,0,120,3) 
path='G:/YOLO Detection/Intento1/Imagenes/TestP' 
 #Directorio donde se encuentre la grabación 




     
    # Cargamos la imagen 
    ret, img = cap.read() 
    img = imutils.resize(img, width=min(300, img.shape[1])) 
    #img = cv2.resize(img, None, fx=0.4, fy=0.4) 
    height, width, channels = img.shape 
    orig = img.copy() 
       
    # Detecting objects 
    blob = cv2.dnn.blobFromImage(img, 0.00392, (416, 416), (0, 0, 0), True, crop=False) 
 
    net.setInput(blob) 
    outs = net.forward(output_layers) 
 
    
    class_ids = [] 
    confidences = [] 
    boxes = [] 
    for out in outs: 
        for detection in out: 
            scores = detection[5:] 
            class_id = np.argmax(scores) 
            confidence = scores[class_id] 
            if confidence > 0.5: 
                # Object detected 
                center_x = int(detection[0] * width) 
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                center_y = int(detection[1] * height) 
                w = int(detection[2] * width) 
                h = int(detection[3] * height) 
     
                # Coordenadas del bounding box 
                x = int(center_x - w / 2) 
                y = int(center_y - h / 2) 
     
                boxes.append([x, y, w, h]) 
                confidences.append(float(confidence)) 
                class_ids.append(class_id) 
     
    indexes = cv2.dnn.NMSBoxes(boxes, confidences, 0.5, 0.4) 
    print(indexes) 
    font = cv2.FONT_HERSHEY_PLAIN 
    for i in range(len(boxes)): 
        if i in indexes: 
            x, y, w, h = boxes[i] 
            label = str(classes[class_ids[i]]) 
            color = colors[0] 
            if label=="person": 
                cv2.rectangle(img, (x, y), (x + w, y + h), color, 2) 
                mensaje=str(nroframe)+',-1,'+str(x)+','+str(y)+','+str(w)+','+str(h)+',-1,-1,-1,-1'   
                text_file = open("detP.txt", "a") 
                text_file.write("%s\n"%mensaje) 
                text_file.close() 
                #print("%s\n"%mensaje) 
                #cv2.putText(img, label, (x, y + 30), font, 3, color, 3) 
        
    cv2.imshow("Image",img) 
    if (nroframe>0)and(nroframe<=9): 
        cv2.imwrite(os.path.join(path,'00000%d.jpg'%nroframe), orig) 
    elif (nroframe>9)and(nroframe<=99): 
          cv2.imwrite(os.path.join(path,'0000%d.jpg'%nroframe), orig) 
    elif (nroframe>99)and(nroframe<=999): 
          cv2.imwrite(os.path.join(path,'000%d.jpg'%nroframe), orig) 
    elif (nroframe>999)and(nroframe<=9999): 
          cv2.imwrite(os.path.join(path,'00%d.jpg'%nroframe), orig) 
    elif (nroframe>9999)and(nroframe<=99999): 
          cv2.imwrite(os.path.join(path,'0%d.jpg'%nroframe), orig) 
    elif (nroframe>99999)and(nroframe<=999999): 
          cv2.imwrite(os.path.join(path,'0%d.jpg'%nroframe), orig) 
    nroframe=nroframe+1 
     
    if cv2.waitKey(1) == 13:  # 13 is the Enter Key 







1.2 Seguimiento y conteo de peatones 
El código de este programa es una adaptación del presente en la investigación de Bewley, Wojke 
y Paulus (Bewley, Wojke, & Paulus, 2017), el cual está presente en su repositorio online1. 
Se presentarán los archivos que fueron modificados: deep_sort_app.py, visualization.py 
y track.py. 
deep_sort_app.py 




import numpy as np 
from application_util import preprocessing 
from application_util import visualization 
from deep_sort import nn_matching 
from deep_sort.detection import Detection 
from deep_sort.tracker import Tracker 
 
 
def gather_sequence_info(sequence_dir, detection_file): 
    """Importa información acerca de la secuencia de imágenes, como sus nombres y 
detecciones 
   
    Entradas 
    ---------- 
    sequence_dir : str 
        Dirección de la secuencia de imágenes. 
    detection_file : str 
        Dirección del archivo con las detecciones. 
 
    Salidas 
    ------- 
    Dict 
        Un diccionario con la siguiente información: 
 
        * sequence_name: Nombre de la secuencia 
        * image_filenames: Un diccionario con los indices de las imágenes. 
        * detections: Un arreglo tipo numpy con las detecciones peatonales. 
        * groundtruth: Un arreglo tipo numpy con el groundtruth. 
        * image_size: Tamaño de las imagenes (altura, ancho). 
        * min_frame_idx: Índice del primer fotograma. 
        * max_frame_idx: Índice del último fotograma. 
 
    """ 
    image_dir = os.path.join(sequence_dir, "img1") 
    image_filenames = { 
        int(os.path.splitext(f)[0]): os.path.join(image_dir, f) 
        for f in os.listdir(image_dir)} 






    detections = None 
    if detection_file is not None: 
        detections = np.load(detection_file) 
    groundtruth = None 
    if os.path.exists(groundtruth_file): 
        groundtruth = np.loadtxt(groundtruth_file, delimiter=',') 
 
    if len(image_filenames) > 0: 
        image = cv2.imread(next(iter(image_filenames.values())), 
                           cv2.IMREAD_GRAYSCALE) 
        image_size = image.shape 
    else: 
        image_size = None 
 
    if len(image_filenames) > 0: 
        min_frame_idx = min(image_filenames.keys()) 
        max_frame_idx = max(image_filenames.keys()) 
    else: 
        min_frame_idx = int(detections[:, 0].min()) 
        max_frame_idx = int(detections[:, 0].max()) 
 
    info_filename = os.path.join(sequence_dir, "seqinfo.ini") 
    if os.path.exists(info_filename): 
        with open(info_filename, "r") as f: 
            line_splits = [l.split('=') for l in f.read().splitlines()[1:]] 
            info_dict = dict( 
                s for s in line_splits if isinstance(s, list) and len(s) == 2) 
 
        update_ms = 1000 / int(info_dict["frameRate"]) 
    else: 
        update_ms = None 
 
    feature_dim = detections.shape[1] - 10 if detections is not None else 0 
    seq_info = { 
        "sequence_name": os.path.basename(sequence_dir), 
        "image_filenames": image_filenames, 
        "detections": detections, 
        "groundtruth": groundtruth, 
        "image_size": image_size, 
        "min_frame_idx": min_frame_idx, 
        "max_frame_idx": max_frame_idx, 
        "feature_dim": feature_dim, 
        "update_ms": update_ms 
    } 
    return seq_info 
 
 
def create_detections(detection_mat, frame_idx, min_height=0): 
    """ Crea las detecciones para cada fotograma desde una matriz de detecciones 
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    Entradas 
    ---------- 
    detection_mat : ndarray 
 Matriz de detecciones. Las primeras 10 columnas de la matriz están en el estándar 
MOTChallenge para detecciones. En las columnas restantes se almacenan 
vectores con las características de cada detección 
         
    frame_idx : int 
        El índice del fotograma. 
    min_height : Optional[int] 
 La altura minica para el recuadro que encierra una detección. Detecciones más    
pequeñas son ignoradas  
 
    Salidas 
    ------- 
    List[tracker.Detection] 
        Retorna las respuestas a las detecciones para cada fotograma. 
 
    """ 
    frame_indices = detection_mat[:, 0].astype(np.int) 
    mask = frame_indices == frame_idx 
 
    detection_list = [] 
    for row in detection_mat[mask]: 
        bbox, confidence, feature = row[2:6], row[6], row[10:] 
        if bbox[3] < min_height: 
            continue 
        detection_list.append(Detection(bbox, confidence, feature)) 
    return detection_list 
 
 
def run(sequence_dir, detection_file, output_file, min_confidence, 
        nms_max_overlap, min_detection_height, max_cosine_distance, 
        nn_budget, display): 
    """ Ejecuta el proceso de seguimiento y conteo para una grabación. 
 
    Parámetros 
    ---------- 
    sequence_dir : str 
        Es el directorio con las imagenes y seqinfo. 
    detection_file : str 
        Dirección del archivo con las detecciones 
    output_file : str 
        Dirección del archivo donde se colocan los resultados 
    min_confidence : float 
        Esta es la confianza mínima admitida de las detecciones, se obtiene del txt  
        generado por el archivo GenerateDetections. Se ignora ya que el  
        algoritmo de detección incorpora la misma función. 
    nms_max_overlap: float 
        Maximum detection overlap (non-maxima suppression threshold). 
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    min_detection_height : int 
        Es la mínima altura que puede tener un bounding box, si es menor, entonces 
        no se toma en cuenta. 
    
    max_cosine_distance : float 
        Umbral para la distancia de cosenos (object appearance). 
    nn_budget : Optional[int] 
        Máximo tamaño de la galeria de descripcion de apariencia. Si no se especifica, no 
tendrá límite 
    display : bool 
    Si es verdadero entonces se muestran las imágenes 
 
    """ 
    seq_info = gather_sequence_info(sequence_dir, detection_file) 
    metric = nn_matching.NearestNeighborDistanceMetric( 
        "cosine", max_cosine_distance, nn_budget) 
    tracker = Tracker(metric) #Crea el objeto tracker 
    #En este constructor podrias modificar el numero de frames de permanecia  
    #y de prueba (max_age y n_init) 
    results = [] 
 
    def frame_callback(vis, frame_idx): 
        print("Processing frame %05d" % frame_idx) 
 
        # Carga la imagen y genera las detecciones 
        detections = create_detections( 
            seq_info["detections"], frame_idx, min_detection_height) 
        #Quita las detecciones con baja confiabilidad 
        detections = [d for d in detections if d.confidence >= min_confidence] 
 
        # Run non-maxima suppression. 
        boxes = np.array([d.tlwh for d in detections]) 
        scores = np.array([d.confidence for d in detections]) 
        indices = preprocessing.non_max_suppression( 
            boxes, nms_max_overlap, scores) 
        detections = [detections[i] for i in indices] 
 
        # Actualiza el seguimiento. 
        tracker.predict() 
        tracker.update(detections) 
 
        # Actualiza la  visualisación. 
        if display: 
            image = cv2.imread( 
                seq_info["image_filenames"][frame_idx], cv2.IMREAD_COLOR) 
            vis.set_image(image.copy()) 
            #vis.draw_detections(detections) 
            vis.draw_trackers(tracker.tracks) 
        if not display: 




        # Almacena resultados. 
        for track in tracker.tracks: 
            if not track.is_confirmed() or track.time_since_update > 1: 
                continue 
            bbox = track.to_tlwh() 
            results.append([ 
                frame_idx, track.track_id, bbox[0], bbox[1], bbox[2], bbox[3]]) 
 
    # Run tracker. 
    if display: 
        visualizer = visualization.Visualization(seq_info, update_ms=200) 
        #Se puede modificar esta linea para alterar la velocidad de visualisación 
    else: 
        visualizer = visualization.NoVisualization(seq_info) 
    visualizer.run(frame_callback) 
 
    # Almacena resultados finales. 
    print(visualizer.cont) #Muestra el número de peatones contados 
    f = open(output_file, 'w') 
    for row in results: 
        print('%d,%d,%.2f,%.2f,%.2f,%.2f,1,-1,-1,-1' % ( 




    if input_string not in {"True","False"}: 
        raise ValueError("Please Enter a valid Ture/False choice") 
    else: 
        return (input_string == "True") 
 
def parse_args(): 
    """ Obtiene los parámetros desde una linea de comandos. 
    """ 
    parser = argparse.ArgumentParser(description="Deep SORT") 
    parser.add_argument( 
        "--sequence_dir", help="Path to MOTChallenge sequence directory", 
        default="./test/MOT16-12") 
    parser.add_argument( 
        "--detection_file", help="Path to custom detections.", 
default="./detections/MOT16_POI_test/MOT16-12.npy") 
    parser.add_argument( 
        "--output_file", help="Path to the tracking output file. This file will" 
        " contain the tracking results on completion.", 
        default="./tmp/hypotheses.txt") 
    parser.add_argument( 
        "--min_confidence", help="Detection confidence threshold. Disregard " 
        "all detections that have a confidence lower than this value.", 
        default=-2, type=float) 
    parser.add_argument( 
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        "--min_detection_height", help="Threshold on the detection bounding " 
        "box height. Detections with height smaller than this value are " 
        "disregarded", default=0, type=int) 
    parser.add_argument( 
        "--nms_max_overlap",  help="Non-maxima suppression threshold: Maximum " 
        "detection overlap.", default=1.0, type=float) 
    parser.add_argument( 
        "--max_cosine_distance", help="Gating threshold for cosine distance " 
        "metric (object appearance).", type=float, default=0.2) 
    parser.add_argument( 
        "--nn_budget", help="Maximum size of the appearance descriptors " 
        "gallery. If None, no budget is enforced.", type=int, default=100) 
    parser.add_argument( 
        "--display", help="Show intermediate tracking results", 
        default=True, type=bool_string) 
    return parser.parse_args() 
 
 
if __name__ == "__main__": 
    args = parse_args() #Obtiene los parametros iniciales 
    run( 
        args.sequence_dir, args.detection_file, args.output_file, 
        args.min_confidence, args.nms_max_overlap, args.min_detection_height, 




# vim: expandtab:ts=4:sw=4 
 
class TrackState: 
    """ 
Esta clase describe el estado de un peatón. Los peatones recientemente detectados son 
clasificados como tentativos hasta que suficiente evidencia halla sido recolectada. 
Luego, el peatón es considerado como confirmado. Peatones que ya no se encuentren 
activos con considerados como eliminados 
     
     
 
    """ 
 
    Tentative = 1 
    Confirmed = 2 




    """ 
    Un solo seguimiento con dimensiones `(x, y, a, h)` y velocidades asociadas, donde 





    Parameters 
    ---------- 
    mean : ndarray 
        Mean vector of the initial state distribution. 
    covariance : ndarray 
        Covariance matrix of the initial state distribution. 
    track_id : int 
        Identificador. 
    n_init : int 
 Número de detecciones consecutivas hasta que un peatón sea confirmado. Su 
estado se vuelve ‘Deleted’ si un fallo ocurre en el los primeros ‘n_init’ fotogramas 
        `n_init` frames. 
    max_age : int 
        Máximo número de fotogramas en los que un peaton no aparezca para que sea 
considerado como ‘Deleted’  




    Atributos 
    ---------- 
    mean : ndarray 
    covariance : ndarray 
    track_id : int 
    hits : int 
    age : int 
    time_since_update : int 
    state : TrackState 
        El estado del peatón. 
    features : List[ndarray] 
         
 
    """ 
 
    def __init__(self, mean, covariance, track_id, n_init, max_age, 
                 feature=None): 
        self.mean = mean 
        self.covariance = covariance 
        self.track_id = track_id 
        self.isBanned=0 
        self.secondID=0 
        self.hits = 1 
        self.age = 1 
        self.time_since_update = 0 
 
        self.state = TrackState.Tentative 
        self.features = [] 
        if feature is not None: 




        self._n_init = n_init 
        self._max_age = max_age 
 
    def to_tlwh(self): 
        """Obtiene la posicion en formato bounding box `(Superior-izquierdo en x, 
Superior izquierdo en y, ancho, alto)`. 
 
        Returns 
        ------- 
        ndarray 
            The bounding box. 
 
        """ 
        ret = self.mean[:4].copy() 
        ret[2] *= ret[3] 
        ret[:2] -= ret[2:] / 2 
        return ret 
 
    def to_tlbr(self): 
        """Get current position in bounding box format `(min x, miny, max x, 
        max y)`. 
 
        Returns 
        ------- 
        ndarray 
            The bounding box. 
 
        """ 
        ret = self.to_tlwh() 
        ret[2:] = ret[:2] + ret[2:] 
        return ret 
 
    def predict(self, kf): 
        """Utiliza el filtro de Kalma para predecir la posición 
 
        Parameters 
        ---------- 
        kf : kalman_filter.KalmanFilter 
            The Kalman filter. 
 
        """ 
        self.mean, self.covariance = kf.predict(self.mean, self.covariance) 
        self.age += 1 
        self.time_since_update += 1 
 
    def update(self, kf, detection): 
        """Actualiza la posición 
 
        Parameters 
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        ---------- 
        kf : kalman_filter.KalmanFilter 
            The Kalman filter. 
        detection : Detection 
            The associated detection. 
 
        """ 
        self.mean, self.covariance = kf.update( 
            self.mean, self.covariance, detection.to_xyah()) 
        self.features.append(detection.feature) 
 
        self.hits += 1 
        self.time_since_update = 0 
        if self.state == TrackState.Tentative and self.hits >= self._n_init: 
            self.state = TrackState.Confirmed 
 
    def mark_missed(self): 
        """Marca el peatón como no encontrado. 
        """ 
        if self.state == TrackState.Tentative: 
            self.state = TrackState.Deleted 
        elif self.time_since_update > self._max_age: 
            self.state = TrackState.Deleted 
 
    def is_tentative(self): 
        """Retorna verdadero si aun no se confirma la detección. 
        """ 
        return self.state == TrackState.Tentative 
 
    def is_confirmed(self): 
        """Retorna verdadero si el peatón ha sido confirmado.""" 
        return self.state == TrackState.Confirmed 
 
    def is_deleted(self): 
        """Retorna verdadero si el peatón debe ser eliminado.""" 
        return self.state == TrackState.Deleted 
 
Visualization.py 
import numpy as np 
import colorsys 
from .image_viewer import ImageViewer 
cont =0 
 
def create_unique_color_float(tag, hue_step=0.41): 
    """ Crea un colo único en RGB y le da una identificación (tag). 
 
    El color es generado primero en HSV. 
 
    Entradas 
    ---------- 
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    tag : int 
        La identificación del peatón. 
    hue_step : float 
        Diferencia entre dos colores en HSV 
 
    Salidas 
    ------- 
    (float, float, float) 
        Color RGB 
 
    """ 
    h, v = (tag * hue_step) % 1, 1. - (int(tag * hue_step) % 4) / 5. 
    r, g, b = colorsys.hsv_to_rgb(h, 1., v) 
    return r, g, b 
 
 
def create_unique_color_uchar(tag, hue_step=0.41): 
    """Create a unique RGB color code for a given track id (tag). 
 
    r, g, b = create_unique_color_float(tag, hue_step) 




    """ 
    Objeto que actualiza el proceso de seguimiento sin mostrar imágenes 
    """ 
 
    def __init__(self, seq_info): 
        self.frame_idx = seq_info["min_frame_idx"] 
        self.last_idx = seq_info["max_frame_idx"] 
        self.cont=0 
 
    def set_image(self, image): 
        pass 
 
    def draw_groundtruth(self, track_ids, boxes): 
        pass 
 
    def draw_detections(self, detections): 
        pass 
 
    def draw_trackers(self, tracks): 
        for track in tracks: 
             
            if not track.is_confirmed() or track.time_since_update > 0: 
                
                continue 
            if(track.isBanned==0): #Reasignamos IDs 
                track.isBanned=1 
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                self.cont=self.cont+1 
          
         
 
    def run(self, frame_callback): 
        while self.frame_idx <= self.last_idx: 
            frame_callback(self, self.frame_idx) 




    """ 
    Esta clase muestra los resultados del seguimiento. 
    """ 
    def __init__(self, seq_info, update_ms): 
        image_shape = seq_info["image_size"][::-1] 
        aspect_ratio = float(image_shape[1]) / image_shape[0] 
        image_shape = 1024, int(aspect_ratio * 1024) 
        self.viewer = ImageViewer( 
            update_ms, image_shape, "Figure %s" % seq_info["sequence_name"]) 
        self.viewer.thickness = 2 
        self.frame_idx = seq_info["min_frame_idx"] 
        self.last_idx = seq_info["max_frame_idx"] 
        self.listaBan= [0] * 100 
        self.cont=0 
 
    def run(self, frame_callback): 
        self.viewer.run(lambda: self._update_fun(frame_callback)) 
 
    def _update_fun(self, frame_callback): 
        if self.frame_idx > self.last_idx: 
            return False  # Terminate 
        frame_callback(self, self.frame_idx) 
        self.frame_idx += 1 
        return True 
 
    def set_image(self, image): 
        self.viewer.image = image 
 
    def draw_groundtruth(self, track_ids, boxes): 
        self.viewer.thickness = 2 
        for track_id, box in zip(track_ids, boxes): 
            self.viewer.color = create_unique_color_uchar(track_id) 
            self.viewer.rectangle(*box.astype(np.int), label=str(track_id)) 
 
    def draw_detections(self, detections): 
        self.viewer.thickness = 2 
        self.viewer.color = 0, 0, 255 
        for i, detection in enumerate(detections): 




    def draw_trackers(self, tracks): 
        self.viewer.thickness = 2 
         
        for track in tracks: 
             
            if not track.is_confirmed() or track.time_since_update > 0 
                continue 
            if(track.isBanned==0): #Reasignamos IDs 
                track.isBanned=1 
                self.cont=self.cont+1 
                print(self.cont) 
                track.secondID=self.cont 
            self.viewer.color = create_unique_color_uchar(track.track_id) 
             
            self.viewer.rectangle( 
                *track.to_tlwh().astype(np.int), label=str(track.secondID)) 
 
 
1.3 Detección del semáforo 
import cv2 
import numpy as np 
import imutils 
import time 
# Load Yolo 
net = cv2.dnn.readNet("yolov3.weights", "yolov3.cfg") #Creas la red neuronal 
classes = [] 
with open("coco3.names", "r") as f: 
    classes = [line.strip() for line in f.readlines()] 
layer_names = net.getLayerNames() 
output_layers = [layer_names[i[0] - 1] for i in net.getUnconnectedOutLayers()] 
colors = (255,0,0) 
cap = cv2.VideoCapture('Semaforo.mp4') 
nroframe=1 
while cap.isOpened(): 
    # Loading image 
    ret, img = cap.read() 
    img = imutils.resize(img, width=min(120, img.shape[1])) 
     
    height, width, channels = img.shape    
    # Detecting objects 
    blob = cv2.dnn.blobFromImage(img, 0.00392, (416, 416), (0, 0, 0), True, crop=False) 
    start_time = time.time() 
    net.setInput(blob) 
    outs = net.forward(output_layers) 
    print("--- %s seconds ---" % (time.time() - start_time))  
    class_ids = [] 
    confidences = [] 
    boxes = [] 
    
    for out in outs: 
        for detection in out: 
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            scores = detection[5:] 
            class_id = np.argmax(scores) 
            print(class_id) 
            confidence = scores[class_id] 
            if confidence > 0.5: 
                # Object detected 
                center_x = int(detection[0] * width) 
                center_y = int(detection[1] * height) 
                w = int(detection[2] * width) 
                h = int(detection[3] * height) 
     
                # Rectangle coordinates 
                x = int(center_x - w / 2) 
                y = int(center_y - h / 2) 
     
                boxes.append([x, y, w, h]) 
                confidences.append(float(confidence)) 
                class_ids.append(class_id) 
    indexes = cv2.dnn.NMSBoxes(boxes, confidences, 0.5, 0.4) 
    font = cv2.FONT_HERSHEY_PLAIN 
    for i in range(len(boxes)): 
        if i in indexes: 
            x, y, w, h = boxes[i] 
            label = str(classes[class_ids[i]]) 
            color = colors[0] 
            if label=="traffic light": 
                cv2.rectangle(img, (x, y), (x + w, y + h), color, 2) 
    cv2.imshow("Image",img) 
    if cv2.waitKey(1) == 13:  # 13 is the Enter Key 



















    AreaVerde=infoVerde.Area; 
else 











    AreaRoja=infoRoja.Area; 
else 
    AreaRoja=0; 
end 
if(AreaRoja>AreaVerde*5) 
    title('El semáforo está en rojo'); 
end 
if(AreaVerde>AreaRoja*5) 
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