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x Dedication
Abstract
This thesis reviews bundle gerbe theory and the well-known basic bundle gerbe over
SU(n). We introduce the cup product bundle gerbe, and show it is stably isomorphic
to the pullback of the basic bundle gerbe by the Weyl map. This result enriches our
understanding of the basic bundle gerbe, which has numerous applications in physics.
xi
xii Abstract
0Introduction
A bundle gerbe is a differential geometric object first developed by M. K. Murray in
his 1996 paper Bundle Gerbes [43]. Based on J. Giraud’s theory of gerbes, bundle gerbes
provide us with a geometric realisation of degree-three integer cohomology. This is similar
to the geometric realisation of degree-two integer cohomology by line bundles. For this
reason, bundle gerbes can be understood as ‘higher-dimensional’ analogues of line bun-
dles. Just as line bundles have become foundational to differential geometry, so too have
bundle gerbes, with Murray’s paper [43] marking the beginning of what would become a
deeply rich and fruitful field.
The applications of bundle gerbes are far reaching, permeating many fields of math-
ematics and physics. For instance, they offer geometric interpretations of the ‘twists’ in
twisted K-theory [6], the B-field in mathematical physics [31], and the Wess-Zumino-
Witten models [44]. Other applications of bundle gerbes to physical problems appear in
the studies of quantum field theory [13, 38], topological insulators [23, 16], Chern-Simons
theory [12, 39], and mirror symmetry [27]. They have also been exploited to good effect
in the study of D-brane charges in string theory [6, 29, 32, 40, 41]. These constitute just a
few of the many applications of bundle gerbes that we will explore throughout this thesis.
Roughly, a bundle gerbe is a triple of manifolds (P, Y,M) for Y → M a surjective
submersion and P a hermitian line bundle over Y [2] ⊂ Y 2, the fibre product of Y with
itself. Additionally, we require an associative bundle gerbe multiplication on fibres of P
m : P(y1,y2) ⊗ P(y2,y3) → P(y1,y3).
Just as with line bundles, there are notions of bundle gerbe constructions (pullback,
product, dual, etc.), connections, curvature, and holonomy. Unlike line bundles, to define
the three-curvature and holonomy of a bundle gerbe connection, we require additional data
besides the connection, namely a curving or B-field in the physics literature. We call the
pair consisting of a connection and curving connective data. There are several types
of bundle gerbe morphisms, including isomorphisms, stable isomorphisms, and D-stable
isomorphisms. Crucially, stable isomorphism (respectively D-stable isomorphism) classes
1
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of bundle gerbes over M are in bijective correspondence with H3(M,Z) (H3(M,Z(3)D))
via the Dixmier-Douady class (Deligne class). Moreover, the real part of the Dixmier-
Douady class of a bundle gerbe can be represented by a multiple of its three-curvature,
and the Deligne class of a bundle gerbe can be related to its three-curvature and holonomy.
An in-depth treatment of each of these topics will be provided in Chapter 2.
In this work, we will focus on two specific bundle gerbes. The first of these bundle
gerbes we call the cup product bundle gerbe, defined over T × SU(n)/T for T a maximal
torus of SU(n). This construction is based on the work of S. Johnson in [30], allowing us
to realise certain wedge products of differential forms as the three-curvature of a bundle
gerbe. The second bundle gerbe of interest to us is the popularly studied basic bundle
gerbe introduced in [15] and described in greater detail in [50]. This is the classic example
of a bundle gerbe defined over a compact, simple, simply connected Lie group G. It is
particularly useful to physicists [24], allowing them to realise the Wess-Zumino-Witten
term of a Sigma model as the holonomy of a geometric object. Our work will be concerned
with the basic bundle gerbe over SU(n) constructed in [42]. The cup and basic bundle
gerbes are commonly studied in isolation in the literature. We will show that there
is a powerful result relating the cup and basic bundle gerbes, thereby deepening our
understanding of these objects and enriching the field as a whole.
In this thesis, we aim to prove the following, for T the subgroup of SU(n) consisting
of diagonal matrices which acts on SU(n) by left multiplication.
The pullback of the basic bundle gerbe over SU(n) by the Weyl map p : T × SU(n)/T →
SU(n), (t, gT ) 7→ gtg−1, is SU(n)-stably isomorphic to the cup product bundle gerbe over
T × SU(n)/T .
The crude interpretation of this result is that, under a transformation by the Weyl map,
the basic and cup product bundle gerbes are ‘the same’ as bundle gerbes enriched with
an SU(n)-action. In addition to the above statement, we will also prove that the cup and
basic bundle gerbes are not D-stably isomorphic with respect to their naturally induced
connective data (Theorem 5.10). While this result is significant in of itself, it also opens
up many avenues for further research. These include replacing the group SU(n) by an
arbitrary compact, simple, simply-connected Lie group G, considering this result in the
holomorphic category, or proving an analogous result for gerbes in the sense of Giraud
[25]. These and other possible extensions will be discussed in Chapter 5.
There is a straightforward reason as to why we expect our main result to be true. As
we will see, the three-curvature of the basic bundle gerbe is 2πiν for ν := − 1
24pi2
tr(g−1dg)3
the basic 3-form on SU(n). Now, the pullback of the basic 3-form by the Weyl map,
p∗ν, is an element of H3 (T × SU(n)/T ). By the Kunneth formula, and noting that the
cohomology of SU(n)/T vanishes in odd degree [3], we see that
[p∗ν] ∈ H3(T )⊕ (H2 (SU(n)/T )⊗H1(T )) .
3It follows from T being abelian that the restriction of ν to T vanishes. Therefore we have
[p∗ν] ∈ H2 (SU(n)/T )⊗H1(T ).
For this reason, we expect p∗ν (the three-curvature of the pullback of the basic bundle
gerbe by the Weyl map) to equal a wedge product of forms (modulo exact forms). This
wedge product is the three-curvature of a cup product bundle gerbe, which we suspect
will be stably isomorphic to the pullback of the basic bundle gerbe. Our aim is to identify
this cup product bundle gerbe, and construct explicitly the stable isomorphism. In doing
so, we will understand the geometry underlying this topological result.
As ‘higher versions’ of line bundles, it is unsurprising that bundle gerbes require a
foundational knowledge of vector bundles. This is the purpose of Chapter 1, Vector
bundles. Here, we shall review elementary vector bundle definitions, constructions, and
connections (Sections 1.1–1.3). The geometry of subbundles of the trivial bundle will be
considered in Section 1.4 to be used later in this work. The classification of line bundles
via the first Chern class will then be recalled (Section 1.5), followed by a brief study of
line bundle holonomy (Section 1.6). We conclude this chapter by introducing equivariant
vector bundles, and considering the categorical equivalence of homogeneous vector bun-
dles and linear representations, which will aid later computations (Section 1.7). Each of
these topics were thoughtfully chosen to prepare the reader for analogous topics on bundle
gerbes discussed in the next chapter.
In Chapter 2, Bundle gerbes, we present the general theory of bundle gerbes in prepa-
ration for our later work. We are especially fond of this chapter, as it appears to fill a
void in the student literature on bundle gerbes, particularly with its inclusion of bundle
gerbe holonomy and Deligne cohomology. Moreover, it is the only introduction to bun-
dle gerbes that we know of relying on the theory of line bundles, rather than principal
U(1)-bundles. With the addition of historical remarks throughout and the refinement of
several well-known definitions, we hope this chapter will also prove engaging to the expert
reader. The format of this chapter proceeds similarly to Chapter 1. Namely, we discuss
bundle gerbe preliminaries, definitions, constructions, and morphisms (Sections 2.1–2.4),
before progressing to bundle gerbe connections and classification (Sections 2.5–2.6). The
more substantial topics of bundle gerbe holonomy and Deligne cohomology, together with
a complete classification result for bundle gerbes (with and without connective data), will
conclude this chapter (Sections 2.7–2.8).
Chapter 3, The cup product bundle gerbe, marks the first of our more technically de-
manding chapters. Almost all of the definitions and computations in this chapter are our
own, and provide excellent examples of the theory in Chapter 2. We begin by consid-
ering the geometry of SU(n)/T (Section 3.1). Our objective in this section is to realise
the space SU(n)/T in terms of orthogonal projections, which will be useful to later cal-
culations. In the remainder of this chapter, we define the cup product bundle gerbe,
show it is SU(n)-equivariant, and calculate its connective data and three-curvature. We
do so via a three-tiered approach. First, we introduce the general cup product bundle
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gerbe (Section 3.2), extending constructions of [30], and calculate its connective data and
three-curvature. After this, we consider general cup product bundle gerbes defined over
T × SU(n)/T , called the i-th cup product bundle gerbes, for i = 1, ..., n. We show these
bundles gerbes are SU(n)-equivariant, and apply the results from Section 3.2 to compute
their connective data and three-curvature (Section 3.3). Finally, the cup product bundle
gerbe is defined as the product of the i-th cup product bundle gerbes, and is shown to be
SU(n)-equivariant. Its connective data and three-curvature are presented using compu-
tations from the previous sections (Section 3.4).
In our penultimate chapter, The basic bundle gerbe and the Weyl map, we define the
pullback of the basic bundle gerbe by the Weyl map, show it is SU(n)-equivariant, and
present its connective data and three-curvature. Unlike the previous chapter, we will ad-
ditionally consider stable isomorphisms of the pullback of the basic bundle gerbe, which
will be applied in later computations. The results in this chapter rely heavily on the work
of Murray–Stevenson in [42]. We begin by introducing the Weyl map, due to H. Weyl
[55, 56, 57] (Section 4.1). The basic bundle gerbe over SU(n) and its pullback by the
Weyl map are then constructed, and their connective data presented, using [42] (Sections
4.2–4.3). We choose to present this connective data without proof, due to its reliance
on delicate arguments in holomorphic functional calculus. To conclude this chapter, we
present a series of original computations, culminating in a stable isomorphism of the
pullback of the basic bundle gerbe with a product of general cup product bundle gerbes
(Section 4.4). This result will be crucial to solving our central research problem in the
final chapter.
In Chapter 5, The stable isomorphism, we combine the work of Chapters 1–4 to solve
the central problem of this thesis. Using results on general cup product bundle gerbes
from Section 3.2, together with the stable isomorphism from Section 4.4, we show that the
research problem simplifies significantly (Section 5.1). We then compare the connective
data of our bundle gerbes computed in Chapters 3 and 4 with the connective data we
would expect to obtain if these bundle gerbes were stably isomorphic (Section 5.2). Doing
so allows us to find an explicit stable isomorphism between the cup product bundle gerbe
and the pullback of the basic bundle gerbe (Proposition 5.7). Finally, by considering the
holonomy of our bundle gerbes, we show that the cup product bundle gerbe and pullback
of the basic bundle gerbe are not D-stably isomorphic (Section 5.3), and summarise our
findings in Theorem 5.10.
1Vector bundles
Theoretical physicists accept the need for mathematical beauty as an act of faith...
For example, the main reason why the theory of relativity is so universally ac-
cepted is its mathematical beauty.
– Paul A. M. Dirac
Vector bundles and connections are ubiquitous in mathematics and physics, forming
the backbone of General Relativity and Gauge theory. Outside of these fields, the language
of vector bundles appears in elliptic operator theory, PDE theory, and classical mechanics,
to name a few. The historical development of vector bundles and connections spans a
century, catalysed by Einstein’s special and general theories of relativity between 1905 and
1916. Consequently, the theory is deeply intertwined in physics. For example, in 1918,
H. Weyl discovered that electromagnetism can be described as a connection on a real line
bundle. Not long after, Dirac considered this result in a complex setting, leading him to
discover magnetic monopoles. Similar applications continue well into modern times. We
refer the interested reader to [20, 21, 35, 53] for a detailed history of vector bundles and
connections.
We begin this chapter by defining vector bundles, connections, curvature, and con-
structions (Sections 1.1–1.3). Although bundle gerbes rely chiefly on the theory of line
bundles (vector bundles of rank 1), the general theory is presented here as it requires little
extra effort and is relevant to later constructions. In Section 1.4, we turn our attention to
subbundles of the trivial bundle. Here we will consider the naturally induced connection
on a subbundle of a trivial bundle, and compute its two-curvature, which will appear in
later computations. The more robust topics of line bundle classification and holonomy will
then be recalled in Sections 1.5–1.6. The final portion of this chapter, Section 1.7, details
equivariant and homogeneous vector bundles, concluding with the categorical equivalence
of homogeneous vector bundles and linear representations. The relevance of this section
will become clear in due course. For now, it suffices to say that the bundle gerbes of
interest to this project can naturally be described in terms of equivariant line bundles,
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and that the categorical equivalence will simplify later calculations.
The purpose of this chapter is two-fold. Our main objective is to present the prereq-
uisites for the following chapters, and ease the reader into bundle gerbes, so to speak. We
also hope that this chapter will make clear the parallels between line bundle and bundle
gerbe theories later on. It is for this reason that we advise even the expert reader to skim
read this chapter, which has intentionally been formatted in a similar way to Chapter 2.
We assume the reader has encountered vector bundles before, and present many standard
results without proof.
1.1 Definitions and morphisms
In this section, we will consider vector bundles and vector bundle morphisms. For the
sake of brevity, we provide limited examples, and refer the reader to [34, 52] for a holistic
approach. We start with the definition of a vector bundle.
Definition 1.1 ([52]). Let M be a smooth manifold. A smooth complex vector bundle on
M consists of a smooth manifold E together with a smooth map π : E →M such that
(1) for all p ∈M , the set Ep := π−1(p) is a complex vector space;
(2) for all p ∈M , there exists an open neighbourhood U of p and a diffeomorphism
φU : π
−1(U) → U × Cn
for some n that is fibre-preserving, that is,
π−1(U) U × Cn
U
pi
φU
pr1
commutes (for pr1 projection onto the first factor);
(3) for all q ∈ U , the map φU restricts to a linear isomorphism Eq → {q} × Cn.
We call E the total space, M the base space, π the projection, and Ep the fibre over p.
The rank of Ep, rank(Ep), is defined to be the dimension of the vector space Ep.
Remark 1.2. By replacing C by R in Definition 1.1 we obtain the definition of a smooth
real vector bundle. Throughout this text we will be working in the complex setting.
Remark 1.3. Consider a vector bundle E → M . By Definition 1.1 (2), the rank is
constant over connected components of M . That is, if U ⊂ M is connected, rank(Ep) is
constant for all p ∈ U . If rank(Ep) = n ∈ N for all p ∈ M , we call E → M a rank n
vector bundle. Several of the vector bundles introduced later will not have constant rank.
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Definition 1.4. A smooth complex vector bundle of rank 1 is called a smooth complex
line bundle.
Example 1.5. (The trivial vector bundle) Let M be a smooth manifold and n ∈ N.
Then projection onto the first factor makes M × Cn →M into a smooth complex vector
bundle of rank n, called the trivial complex vector bundle of rank n on M , or simply the
trivial bundle.
We will proceed rather quickly with the following definitions and remarks, which we
assume the reader to be familiar with. Here we will define sections, frames, hermitian
vector bundles, bundle maps and subbundles.
Definition 1.6. A smooth section of a vector bundle π : E → M is a smooth map
s : M → E such that π ◦ s = idM . The space of all sections of E → M is denoted
Γ(M,E) or Γ(E) when the base space is understood.
Definition 1.7. Let E → M be a vector bundle of rank r. A frame for E over an
open set U ⊂ M is a collection of sections e1, ..., er : U → E such that, for all m ∈ U ,
{e1(m), ..., er(m)} is a basis of Em.
As we have mentioned, our work will primarily be concerned with complex vector
bundles. In this setting, a vector bundle can be endowed with some additional structure
to become a hermitian vector bundle.
Definition 1.8. Let E →M be a smooth complex vector bundle.
(1) A hermitian metric on E → M is a smooth assignment of a hermitian inner product
〈·, ·〉p on the vector space Ep to all p ∈M .
(2) The vector bundle E → M is a hermitian vector bundle if it is equipped with a
hermitian metric.
(3) A hermitian vector bundle of rank one is called a hermitian line bundle.
Remark 1.9. The assignment p 7→ 〈·, ·〉p is said to be smooth if, given s, t ∈ Γ(M,E),
the complex-valued function 〈s, t〉 is smooth on M .
Remark 1.10. The standard inner product endows the trivial vector bundle of rank n
with a hermitian vector bundle structure.
Definition 1.11. Call a non-vanishing section s of a hermitian vector bundle E → M a
unit section if ||s|| = 1 with respect to the hermitian inner product.
Throughout the remainder of this thesis, we shall refer to hermitian vector bundles
simply as vector bundles, unless otherwise stated. We can now progress to the study of
vector bundle morphisms, beginning with the definition of a smooth bundle map. Natu-
rally, a morphism of vector bundles consists of maps between the base and total spaces of
the vector bundles, which preserve the vector bundle structure in the appropriate sense.
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Definition 1.12 ([52]). Let π1 : E → M and π2 : F → N be vector bundles. A smooth
bundle map from E to F is a pair of smooth maps (fˆ : E → F, f : M → N) such that
(1) the diagram
E F
M N
fˆ
pi1 pi2
f
commutes;
(2) the map fˆ restricts to a C-linear map fˆp : Ep → Ff(p) for all p ∈M .
Example 1.13. The identity map of a vector bundle E →M is the pair of identity maps
(idE : E → E, idM : M →M), which is clearly a smooth bundle map.
Remarks 1.14. Let E →M and F → M be vector bundles.
(1) When the map f : M → N between base spaces is clear, we will denote a bundle
map (fˆ : E → F, f : M → N) by fˆ : E → F .
(2) A smooth bundle map of the form (fˆ : E → F, idM) is called a (smooth) bundle
map over M .
(3) A bundle map fˆ : E → F over M is called a bundle isomorphism if fˆ is a diffeo-
morphism. The vector bundles E →M and F →M are then said to be isomorphic
over M , or simply isomorphic.
As one might expect, a vector bundle is called trivial if it is isomorphic to a triv-
ial vector bundle of rank n for some n ∈ N. We conclude this section with one more
foundational definition.
Definition 1.15 ([52]). A smooth subbundle of a smooth complex vector bundle E →M
is a smooth complex vector bundle F →M such that
(1) the manifold F is a submanifold of E;
(2) the inclusion map F → E is a smooth bundle map.
Remark 1.16 ([26, p. 13]). Every vector bundle is a subbundle of the trivial bundle of
rank n for some n.
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1.2 Connections and curvature
To perform coordinate-invariant differential calculus on a vector bundle, we require
the notion of a vector bundle connection. Roughly speaking, a vector bundle connection
generalises the directional derivative on Rn to an arbitrary manifold. It does this by
providing us with means to ‘differentiate’ a section s of a vector bundle in the direction of
a vector fieldX. Vector bundle connections will form the basis of bundle gerbe connections,
defined in the next chapter.
In this section, we define vector bundle connections and curvature. Several standard
results will then be presented without proof. We refer the reader to [5, 34, 52] for details.
Familiarity with the tangent space to a manifold and smooth vector fields will be assumed.
Let C∞(M), X(M) and Ωk(M) denote the spaces of smooth mapsM → C, smooth vector
fields on M , and k-forms on M respectively. Let us begin by defining a connection on a
vector bundle.
Definition 1.17 ([52]). A connection on a complex vector bundle E → M is a map
∇ : X(M)× Γ(E)→ Γ(E)
(X, s) 7→ ∇Xs
such that, for all X ∈ X(M) and s ∈ Γ(E),
(1) ∇Xs is C∞(M)-linear in X and C-linear in s;
(2) the Leibniz rule holds, i.e. for f ∈ C∞(M), ∇X(fs) = df(X)s+ f∇Xs.
Remark 1.18. If E → M is a hermitian vector bundle, then we assume that the con-
nection ∇ is also hermitian. That is, for all s, t ∈ Γ(M,E),
d〈s, t〉 = 〈∇s, t〉+ 〈s,∇t〉.
Remark 1.19 ([52, Theorem 10.6]). Using a partition of unity argument, it can be shown
that every vector bundle admits a connection.
To perform local computations, it is critical to know how a connection on a vector
bundle E →M restricts to a connection on E|U → U for U ⊆ M . This is given to us by
the following remark.
Remark 1.20 ([52, p. 77]). Let E → M be a vector bundle and (U, ψ) be a coordinate
chart. Then there is a unique connection ∇U : X(U) × Γ(U,E) → Γ(U,E) such that
∇UX|U (s|U) = (∇Xs)
∣∣
U
for all s ∈ Γ(M,E) and X ∈ X(M). In particular, if ∂i = ∂∂ψi is
the i-th standard basis vector of the tangent space at U , we can define ∇i := ∇U∂i.
We conclude this section by discussing the curvature tensor R of a connection, along
with the (local) connection 1-forms and (local) curvature 2-forms.
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Definition 1.21. Given a vector bundle E → M with connection ∇, the curvature tensor
of ∇ is the C-multilinear map R : X(M)× X(M)× Γ(E)→ Γ(E) defined by
R(X, Y )s := ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s.
We often denote R by F∇ and call it the curvature of the connection ∇.
Definition 1.22. Let E →M be a vector bundle with connection ∇. Suppose U ⊆M is
a trivialising open set and e1, ..., en is a frame on U . Let i, j ∈ {1, ..., n} and X ∈ X(U).
The connection 1-forms of ∇, denoted Aij , are defined implicitly by
∇Xej =
n∑
i=1
Aij(X)ei.
The matrix A := (Aij) is called the connection matrix of ∇.
Remark 1.23. Any connection ∇ on a line bundle L → M can be written locally as
∇ = d + A for d the ordinary differential and a local 1-form A ∈ Ω1(U) for some open
U ⊂M . To make this explicit, if s : U → L is a unit section and ζ = ζUs for ζU : U → C
is a section of L, then ∇ζ = (dζU +AζU)s where ∇Us = As. It follows that the difference
of any two connections on L is a 1-form on M .
Proposition 1.24 ([52]). Let E → M be a vector bundle with connection ∇ and Aij be
the connection 1-forms on a trivialising open set U ⊆ M relative to a frame e1, ..., en. For
each j = 1, ..., n and X, Y ∈ X(U), the curvature tensor can be expressed as
R(X, Y )ej =
n∑
i=1
F ij (X, Y )ei (1.1)
for 2-forms F ij defined by
F ij := dA
i
j +
n∑
k=1
Aik ∧Akj . (1.2)
Definition 1.25. The 2-forms F ij in (1.2) are called the curvature 2-forms, and equation
(1.2) is called the second structural equation.
Remark 1.26. If L→M is a line bundle with connection ∇, there is a single curvature
2-form Fα over each trivialising open set Uα of M (with respect to a fixed frame). By
Remark 1.23 and equation (1.2), Fα = dAα for Aα the connection 1-form over Uα. It is a
standard fact that dAα defines a global 2-form F , and by equation (1.1), R = F = F∇.
Remark 1.27. Let L→M be a line bundle and {Uα}α∈I be an open cover ofM with unit
sections sα : Uα → L. Define transition functions gαβ : Uα ∩ Uβ → U(1) by sα = gαβsβ.
Then it is not difficult to check that the connection 1-forms Aα and Aβ over Uα and Uβ
respectively satisfy
Aβ + g
−1
αβdgαβ = Aα over Uα ∩ Uβ .
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1.3 Constructions
We will now consider vector bundle constructions. In each of the following examples,
we (1) define (or recall) a vector bundle construction, (2) define a natural connection on
this vector bundle, and (3) state the curvature of this connection in terms of the given
data. These constructions will give rise to analogous constructions for bundle gerbes in
the following chapter. The reader is once again encouraged to seek further details in
[5, 34, 52], including proofs that these constructions yield vector bundles.
Example 1.28. (The trivial vector bundle)
(1) Recall the trivial vector bundle of rank n over M , M × Cn → M (Example 1.5).
(2) The derivative d defines a connection on M × Cn →M called the flat connection.
(3) The curvature of this connection is zero.
Example 1.29. (Subbundle of the trivial vector bundle)
(1) Consider a vector bundle E →M that is a subbundle of Cn ×M → M , the trivial
bundle of rank n.
(2) The flat connection on the trivial bundle induces a connection ∇ on E → M by
∇ = P ◦ d for P orthogonal projection onto E.
(3) The curvature of this connection is F∇ = PdPdP (Proposition 1.41).
Example 1.30. (Dual)
(1) The dual of a vector bundle E → M , denoted E∗ → M , is defined fibrewise by
(E∗)x := (Ex)
∗, where (Ex)∗ denotes the dual of the vector space Ex.
(2) Let ∇ be a connection on E → M . There is a connection ∇∗ on E∗ → M called
the dual connection, defined on sections α ∈ Γ(E) and ζ ∈ Γ(E∗) by
(∇∗ζ)(α) = d(ζ(α))− ζ(∇α).
(3) If E →M is a line bundle, the curvature of ∇∗ satisfies F∇∗ = −F∇.
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Example 1.31. (Product)
(1) The tensor product of vector bundles E1 →M and E2 →M , denoted E1⊗E2 →M ,
is a rank mn vector bundle defined fibrewise by (E1 ⊗ E2)x := (E1)x ⊗ (E2)x.
(2) Let ∇E1 and ∇E2 be connections on E1 →M and E2 →M , respectively. There is a
connection ∇E1⊗E2 on the product vector bundle E1 ⊗E2 →M , called the product
connection, defined on sections α ∈ Γ(E1) and β ∈ Γ(E2) by
∇E1⊗E2(α⊗ β) = ∇E1α⊗ β + α⊗∇E2β.
(3) The curvature of ∇E1⊗E2 satisfies F∇E1⊗E2 = F∇E1 ⊗ idE2 + idE1 ⊗ F∇E2 .
Example 1.32. (Power)
(1) Let k ∈ Z. The k-th power of a line bundle L → M , denoted Lk → M , is the line
bundle defined by Lk := ⊗kL if k > 0, Lk := ⊗−kL∗ if k < 0, and C if k = 0.
(2) Let ∇ be a connection on L → M . The product connection from Example 1.31
induces a connection ∇k on Lk →M , defined on sections α1, ..., αk ∈ Γ(L) by
∇k(α1 ⊗ · · · ⊗ αk) =
k∑
i=1
α1 ⊗ · · · ⊗ ∇(αi)⊗ · · · ⊗ αk
if k > 0, d if k = 0, and (∇−k)∗ if k < 0.
(3) The curvature of ∇k satisfies F∇k = kF∇.
Example 1.33. (Determinant)
(1) Let E → M be a vector bundle of rank n. The determinant bundle, denoted
det(E) → M , is the line bundle defined fibrewise by det(E)x :=
∧n(Ex), the n-th
exterior power of Ex.
(2) Let ∇ be a connection on E →M . The connection ∇ induces a connection det(∇)
on the determinant bundle det(E)→ M , called the determinant connection, defined
on sections α1, ..., αn ∈ Γ(E) by
det(∇)(α1 ∧ · · · ∧ αn) =
n∑
i=1
α1 ∧ · · · ∧ ∇αi ∧ · · · ∧ αn.
(3) The curvature of det(∇) satisfies Fdet(∇) = tr(F∇).
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Example 1.34. (Pullback)
(1) The pullback of a vector bundle E → M by a smooth map f : N → M , denoted
pr1 : f
−1(E) → N (for pr1 projection onto the first factor), is defined by
f−1(E) := {(n, e) ∈ N × E | f(n) = π(e)}.
(2) Let ∇ be a connection on E → M . The connection ∇ induces a connection f ∗∇ on
f−1(E)→M , called the pullback connection, defined on X ∈ X(M), α ∈ Γ(E) by
(f ∗∇)X
(
f−1α
)
= f ∗
(∇df(X)α) .
(3) The curvature of f ∗∇ satisfies Ff∗∇ = f ∗F∇.
Example 1.35. (Function powers (i))
(1) Let E → M be a line bundle and f : M → Z be a smooth map. On each connected
component of M , f is a constant integer value, so we can define Ef →M fibrewise
by Ef |m := Ef(m)m using Example 1.31.
(2) Let ∇ be a connection on E → M . Suppose f(m) = c for all m ∈ Uc ⊂ N . Then
∇c from Example 1.32 defines a connection on Ef |Uc . Since we can do this on each
connected component of M , this defines a global connection ∇f .
(3) The curvature of ∇f satisfies F∇f = fF∇.
Example 1.36. (Function powers (ii))
(1) Let E → M be a line bundle and f : N → Z be a smooth map. Define the vector
bundle Ef → M ×N fibrewise by Ef |(m,n) := Ef(n)m using Example 1.31.
(2) Let ∇ be a connection on E → M . By almost identical arguments to Example 1.35,
∇ induces a connection ∇f on Ef →M ×N .
(3) The curvature of ∇f satisfies F∇f = fπ∗F∇ for π : M ×N → M projection.
Remark 1.37. The function power constructions in Examples 1.35 and 1.36 can be re-
lated as follows. Consider a line bundle E → M and a smooth map f : M → Z. From
Example 1.35, we obtain a line bundle Ef →M , which is the pullback of the line bundle
Ef →M ×M from Example 1.36 by the map M →M ×M , m 7→ (m,m).
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Example 1.38. (Function powers (iii))
(1) For i = 1, ..., n, let Ei → M be a line bundle, and fi : N → Z be a smooth map.
By Examples 1.31 and 1.36, Ef11 ⊗ · · · ⊗ Efnn → N ×M is a line bundle.
(2) Let ∇Ei be a connection on Ei → M for each i = 1, ..., n. By Examples 1.31 and
1.36, there is a product connection ∇⊗
E
fi
i
on Ef11 ⊗ · · · ⊗Efnn → M ×N .
(3) The curvature of ∇⊗
E
fi
i
satisfies F∇⊗
E
fi
i
=
∑n
i=1 fi π
∗F∇Ei for π : M × N → M
projection.
Remark 1.39. Unlike the other constructions, Examples 1.36–1.38 are non-standard
constructions that will be useful to our later work.
1.4 Subbundles of the trivial bundle
We diverge from our standard discussion of vector bundles for a moment, to consider
the induced connection from Example 1.29 in more detail. Our aim in this section is to
prove that this connection has the claimed curvature. We do so for two reasons - the
first being that this proof is more involved than what is required to show the other, more
standard curvature results above. Secondly, this result will be crucial to our bundle gerbe
calculations in Chapters 3 and 4, which ultimately enable us to prove the main result of
this thesis. The reader may skip the proofs in this section, and return to them at a later
time when their relevance is made clear.
This section consists of three related results. We begin with a technical lemma, Lemma
1.40. This will be used to prove Proposition 1.41, which states that the naturally induced
connection on a subbundle of a trivial bundle has the curvature claimed in Example 1.29.
Finally, Corollary 1.42 considers this result for line bundles. It is this corollary that will
be used throughout our later work.
Lemma 1.40. Let E → M be a vector subbundle of the trivial bundle of rank n, and
P : Cn ×M → E be orthogonal projection. If s is a local section of E,
P∂i(P )∂js = P∂i(P )∂j(P )s.
Proof. Applying ∂j to the equation Ps = s, we find ∂js = ∂j(P )s+ P∂js. Inputting this
expression for ∂js into P∂i(P )∂js, we obtain
P∂i(P )∂js = P∂i(P )∂j(P )s+ P∂i(P )P∂js. (1.3)
By applying ∂i twice to the equation P 2 = P , we find that P∂i(P )P = 0. Therefore the
last term in equation (1.3) is zero and we obtain the required result.
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With this lemma, we can prove the connection from Example 1.29 has the claimed
curvature.
Proposition 1.41. Let E → M be a vector subbundle of the trivial bundle of rank n. If
P : Cn ×M → E is orthogonal projection, then the induced connection ∇ = P ◦ d on E
has curvature
F∇s = PdPdPs
for s ∈ Γ(E).
Proof. Note that, for a local section s of E, ∇is = P∂is. Let Ai and F ji be the connection
1-forms and curvature 2-forms of ∇ with respect to some trivialising open cover {Ui}i∈I
of M . Since [∂i, ∂j ] = 0, we have
F∇(∂i, ∂j)s = ∇i∇js−∇j∇is
= P∂i(P (∂js))− P∂j(P (∂is))
= P∂i(P )∂js− P∂j(P )∂is
= P∂i(P )∂j(P )s− P∂j(P )∂i(P )s (Lemma 1.40)
= (P [∂iP, ∂jP ])s.
Denote the matrix (P [∂iP, ∂jP ]) by PdPdP , so F∇s = PdPdPs for s ∈ Γ(E). Note that
if Ps = 0, PdPdPs = 0 also (this can be seen by differentiating Ps = 0 twice).
We conclude this subsection by considering the previous proposition in the case when
E → M is a line bundle.
Corollary 1.42. Let L → M be a line bundle that is a subbundle of the trivial bundle
of rank n. Let P be orthogonal projection Cn ×M → L. Then the induced connection
∇ = P ◦ d on L has curvature F∇ = tr(PdPdP ).
Proof. By Proposition 1.41, the induced connection ∇ = P ◦d has curvature F∇ satisfying
F∇s = PdPdPs for all s ∈ Γ(M,L). Since L → M is a line bundle, F∇ is a 2-form and
PdPdP is a matrix of 2-forms. If ϕ ∈ Γ(M,L⊥), then Pϕ = 0 so that PdPdPϕ = 0. It
follows that F∇ = tr(PdPdP ).
1.5 The first Chern class
We will now consider the first Chern class, c1(L) ∈ H2(M,Z), associated to a line
bundle L → M , which allows us to classify line bundles. In general, there are n non-
trivial Chern classes c1(E), ..., cn(E) associated to a rank n vector bundle E →M . Since
the general definition of the n-th Chern class would take up too much time to introduce,
we focus only on the first Chern class here, which is all that is needed for our later work.
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A familiarity with sheaves and Čech cohomology is assumed, see [5] for details.
We construct the first Chern class, c1(L), of a line bundle L→M as follows. Denote
the sheaves of smooth functions with values in R, Z, and U(1) by R, Z, and U(1) respec-
tively. Let {Uα}α∈I be a trivialising open cover of M and sα : Uα → L be unit sections.
As before, the transition functions gαβ : Uα ∩ Uβ → U(1) of L are smooth maps defined
by sα = gαβ sβ. They satisfy the Čech cocycle condition
gβγ g
−1
αγ gαβ = 1
on Uα ∩ Uβ ∩ Uγ , and hence determine a class in H1(M,U(1)). Now, the short exact
sequence of sheaves
0 −→ Z −→ R −→ U(1) −→ 0
induces a long exact sequence in cohomology
· · · −→ 0 = H1(M,R) −→ H1(M,U(1)) −→ H2(M,Z) −→ 0 = H2(M,R) −→ · · · , (1.4)
where c1 denotes the connecting homomorphism. We remark that Hk(M,R) = 0 for all
k since R is a fine sheaf. With this information, we can define the first Chern class of L.
Definition 1.43. Let L → M be a line bundle with transition functions {gαβ}α,β∈I
over a trivialising open cover {Uα}α∈I of M . The first Chern class of L → M , denoted
c1(L) ∈ H2(M,Z), is defined to be the image of [gαβ] ∈ H1(M,U(1)) under the connecting
homomorphism H1(M,U(1)) ∼−→ H2(M,Z) from (1.4).
Proposition 1.44. The first Chern class classifies line bundles up to isomorphism.
Proposition 1.44 follows from exactness of (1.4) and the vanishing of Hk(M,R). The
next standard result details relations obeyed by the first Chern class under the dual,
product, and pullback operations.
Proposition 1.45. Let L→M and J → M be line bundles and f : N → M be a smooth
map. Then
(1) c1(L∗) = −c1(L);
(2) c1(L⊗ J) = c1(L) + c1(J);
(3) c1(f−1(L)) = f ∗c1(L) where f ∗ : H2(M,Z) → H2(N,Z) is the induced map on
cohomology.
We conclude this section by relating the curvature F∇ of a connection ∇ on a line
bundle L → M to its first Chern class. Recall, by the fundamental theorem of finitely
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generated groups, that H2(M,Z) can be decomposed into the sum of a free group, Zb,
and torsion groups. It is a standard fact that
H2(M,R) ∼= H2(M,Z)⊗Z R ∼= Rb,
where ⊗Z denotes the product of Z-modules. Let r : H2(M,Z) → H2(M,R) be the map
that includes the free part of H2(M,Z) into H2(M,R), and sends all torsion elements to
zero. We call the image of the first Chern class c1(L) ∈ H2(M,R) in H2(M,Z) under
r the real part of c1(L), denoted r(c1(L)). It is this quantity that we can relate to the
curvature F∇ of a connection ∇, thereby concluding this section.
Proposition 1.46. Let L → M be a line bundle with connection ∇ and curvature F∇.
Then the real part of c1(L) ∈ H2(M,R) is equal to the image of [ 12piiF∇] under the Čech-de
Rham isomorphism H2
dR
(M)
∼−→ H2(M,R).
1.6 Line bundle holonomy
In this section, we introduce line bundle holonomy. In doing so, we hope to motivate
the definition of bundle gerbe holonomy to come later. Just as with the last section, we
focus on line bundles, instead of vector bundles more generally, as to not over-complicate
things.
Let L → M be a line bundle with connection ∇. Fix a curve γ : [0, 1] → M . The
parallel transport of v ∈ Lγ(0) along γ is the vector in Lγ(1) which we obtain by translating
v along γ without changing it (with respect to ∇). That is, if v(t) ∈ Lγ(t) is the translate
of v such that
∇γ˙v ≡ 0
for γ˙ the tangent vector field to γ, then we call Pγ(v) := v(1) the parallel transport of
v. If L is hermitian with hermitian connection ∇, then Pγ : Lγ(0) → Lγ(1) preserves the
inner product.
Remark 1.47. A connection on a vector bundle induces a notion of parallel transport,
which in turn allows us to compare, or connect vectors in different fibres of L which
would otherwise have no natural means of comparison. It is for this reason connections
are named as such.
It is a standard result that parallel transport defines an isomorphism Lγ(0) ∼= Lγ(1). In
particular, if γ is a closed loop, i.e. γ(0) = γ(1), then it is possible that v and Pγ(v) are
not equal, but are complex (unit length) multiples of one another. A standard example
of this occurs on the two-sphere, as described in [52]. With this, we can define line bundle
holonomy, and relate the holonomy of a connection to its curvature.
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Definition 1.48. Let L → M be a hermitian line bundle with hermitian connection ∇.
Let γ : [0, 1] → M be a loop. The holonomy of ∇ along γ, denoted hol(γ,∇) ∈ U(1), is
defined by
Pγ(v) = hol(γ,∇)v
for v ∈ Lγ(0).
Remark 1.49. If L → M is a line bundle with connection ∇ and the loop γ is the
boundary of a compact submanifold Σ, then the holonomy is given by
hol(∇, γ) = exp
(
−
∫
Σ
F∇
)
.
1.7 Homogeneous vector bundles
We conclude this chapter with the study of homogeneous vector bundles. Here, we
detail G-equivariant vector bundles for G a Lie group, which allow us to consider group
actions on vector bundles. Homogeneous vector bundles, which are certain kinds of equiv-
ariant vector bundles, will then be introduced. After presenting some preliminary defi-
nitions, the rest of this section will be dedicated to proving the categorical equivalence
of homogeneous vector bundles and linear representations. The bundle gerbes of interest
to our research can naturally be defined in terms of G-equivariant vector bundles, and
consequently, this section will be crucial to our later work. Let us begin by recalling the
definition of a G-action, transitive G-action, and G-equivariant map.
Definition 1.50. Let G be a Lie group. Then a smooth left action by G on a smooth
manifold M is a smooth map G×M → M , (g,m) 7→ g ·m, such that
(1) g · (h ·m) = (gh) ·m for all g, h ∈ G and m ∈M ;
(2) e ·m = m for e the identity of G and m ∈M .
Definition 1.51. A smooth left action by G on M is transitive if, for all x, y ∈ M , there
exists g ∈ G such that g · x = y.
Definition 1.52. Let G be a Lie group and M,N be smooth manifolds endowed with a
smooth left action by G. Then a map F : M → N is G-equivariant if, for all g ∈ G and
m ∈ M , F (g ·m) = g · F (m).
Definition 1.53. Let M be a manifold endowed with a smooth left action by a Lie group
G. The isotropy group at a point p ∈M is the subgroup
Gp := {g ∈ G : g · p = p} < G.
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Definition 1.54. Let M be a smooth manifold and G be a Lie group. If G acts smoothly
and transitively on M , we call M a homogeneous G-space.
It turns out that a homogeneous G-space can always be viewed as a quotient space of
G by some subgroup.
Theorem 1.55 ([34, Theorem 7.19]). Let G be a Lie group and M be a homogeneous
G-space. Then for p ∈ M , the isotropy group Gp is a closed subgroup of G, and the map
F : G/Gp →M , gGp 7→ g · p, is an equivariant diffeomorphism.
We next define G-equivariant vector bundles. As one might expect, this is a vector
bundle endowed with a G-action on both the total and base spaces, such that the action
respects the vector bundle structure.
Definition 1.56. Let G be a Lie group. Call a vector bundle π : E → X a G-equivariant
vector bundle if there are left actions of G on E and X such that
(1) π is G-equivariant;
(2) the action of G on E restricts to a linear map on the fibres of E, i.e. the map
Ex → Eg·x, v 7→ g · v is linear.
Remark 1.57. Condition (2) of Definition 1.56 is equivalent to the action of G being a
linear isomorphism on fibres. The inverse of the action is defined by v 7→ g−1 · v, which is
linear by definition of a group action and linearity of v 7→ g · v.
Remark 1.58. A G-equivariant bundle map of G-equivariant vector bundles is a bundle
map (fˆ, f) such that fˆ and f are G-equivariant with respect to the G-actions on the
total and base spaces of the vector bundles. A G-equivariant bundle isomorphism can be
defined similarly.
Definition 1.59. Let G be a Lie group and π : E → X be a G-equivariant vector bundle.
If X is a homogeneous G-space, then π : E → X is a homogeneous vector bundle.
In the remainder of this section, we follow Segal [48] to prove the categorical equiva-
lence of homogeneous vector bundles over G/H and linear representations of H (Theorem
1.62). We begin by constructing a vector bundle G ×H V → G/H , and show that any
homogeneous vector bundle over G/H is isomorphic to a vector bundle of this form. Let
G be a Lie group and π : E → X be a homogeneous vector bundle. By Theorem 1.55,
X ∼= G/H where H is the isotropy subgroup of some p ∈ X. Let V := π−1(p). Note
that H fixes V by definition of H and G-equivariance of π. Therefore there is a linear
representation of H defined by
χ : H → GL(V )
h 7→ (v 7→ v · h).
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Let G×H V denote the orbits of G× V under the H-action
(g, v) · h = (gh, χ(h−1)v).
Define π′ : G ×H V → G/H by [(g, v)] 7→ Hg, which is well-defined and G-equivariant
with respect to the G-action on G×H V defined by g′ · [(g, v)] = [(g′g, v)].
Proposition 1.60. Let G×H V be the space defined above. Then G ×H V → G/H is a
G-equivariant vector bundle.
Proof. We show this is a vector bundle and leave G-equivariance as an exercise. Local
triviality follows by noting that G → G/H admits local sections. The fibre (G×H V )Hg
can be equipped with a vector space structure as follows. Let [p, v], [q, w] ∈ (G×H V )Hg.
A simple computation shows that there exists x ∈ H such that [q, w] = [p, x]. Let k ∈ C.
Then the scalar multiplication and addition operations defined by
[p, v] + k[p, x] := [p, vh+ kx]
equip (G×H V )Hg with the structure of a vector space.
The construction of G×H V → G/H from the linear representation χ : H → GL(V )
is an instance of the associated fibre bundle construction (for more on this see [48]). We
can now prove the following key result.
Proposition 1.61. There is a G-equivariant isomorphism from G ×H V → G/H to
E → G/H.
Proof. Define α : G×HV → E by α : [(g, v)] 7→ v·g. Then α is well-defined, G-equivariant,
and smooth. It can be verified that α restricts to a linear map on fibres and makes
G×H V E
G/H G/H
α
pi′ pi
id
commute, hence is a G-equivariant bundle map. It follows that α is a G-equivariant
bundle isomorphism by defining an inverse β : E → G×H V by
β : v 7→ [(g, vg−1)]
where π(v) = gH .
We conclude that any homogeneous vector bundle over G/H is isomorphic to a vector
bundle of the form G×H V defined for some representation of H on a finite-dimensional
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vector space V . Conversely, given a linear representation H → GL(V ) for V a finite-
dimensional vector space, there is a standard construction of a homogeneous vector bundle
associated to the linear representation. As a result, any homogeneous vector bundle
E → G/H is described completely by the representation of H on the fibre of E over the
identity coset H . By considering the space of all homogeneous vector bundles over G/H
and the space of linear representations of H as categories, the preceding discussion can
be summarised as follows.
Theorem 1.62. The category of homogeneous vector bundles over G/H is equivalent to
the category of linear representations of H.
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2Bundle gerbes
I recall that [Brylinski’s] book took some months to makes its away across the sea
to Australia during which time I pondered the advertising material I had which
said that gerbes were fibrations of groupoids. Trying to interpret this lead to a
paper on bundle gerbes...
– M. K. Murray
In 1971, J. Giraud developed a general theory of gerbes [25], defined as certain kinds
of sheaves of groupoids on M . The study of gerbes attracted the attention of the inter-
national mathematical community upon publication of J.-L. Brylinski’s 1993 book [10].
Drawing on Giraud’s work, Brylinski detailed a bijection between cohomology classes in
H3(M,Z) and equivalence classes of abelian gerbes. Brylinski’s ambition was best sum-
marised in his own words:
It would of course be highly desirable to have a theory for integer cohomology of any degree,
which is as clear, geometric, and as explicit as the Weil-Kostant theory for line bundles.
This book intends to be a first step in that direction. – J.-L. Brylinski.
Brylinski refers here to the classical Weil-Kostant theory of Proposition 1.46. In 1996,
Brylinski’s wish would be fulfilled in degree three. Motivated only by a summary of [10],
M. K. Murray developed the highly geometric, sheaf-free theory of bundle gerbes [43].
Murray showed that any bundle gerbe gives rise to a gerbe (though the converse need not
hold), and that many interesting examples of gerbes could be realised as bundle gerbes.
This paper also provided an explicit description of the cohomology class in H3(M,Z)
(called the Dixmier-Douady class) associated to a bundle gerbe. In 2000, once a suitable
notion of equivalence was developed (namely stable isomorphisms), it was shown that
equivalence classes of bundle gerbes are in bijective correspondence with H3(M,Z). Re-
markably, almost all of the fundamental aspects of bundle gerbe theory were described in
Murray’s original publication, making it a landmark paper that remains foundational to
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this field.
Roughly, a bundle gerbe is a triple of manifolds (P, Y,M) such that P is a line bundle
over a submanifold Y [2] of Y 2 and Y → M is a surjective submersion. Moreover, we
require P → Y [2] to be equipped with a fibrewise multiplication called the bundle gerbe
multiplication. Bundle gerbes are, in many ways, akin to line bundles. Each of the top-
ics pertaining to line bundles in the previous chapter, including constructions, the first
Chern class, triviality, connections, and holonomy, have higher-dimensional analogues for
bundle gerbes. Notably, the curvature of a bundle gerbe is a 3-form, and the holonomy
of a bundle gerbe is defined by exponentiating the integral of the three-curvature over a
surface. We will study each of these topics in detail.
Bundle gerbes and gerbes have a variety of applications in differential geometry, topol-
ogy and mathematical physics. Gerbes were used by Hitchin to study mirror symmetry
[27] and generalised geometry [28]. Applications of gerbes to quantum field theory were
studied in [13, 38]. Brylinski worked extensively with gerbes throughout the later part of
his academic career, even using holomorphic gerbes to understand the so-called Be˘ılinson
regulator map [8]. The benefit of working with bundle gerbes, as opposed to gerbes, is
due to their explicit geometric structure. For example, bundle gerbes provide a geometric
realisation of degree-three cohomology, the twist in twisted K-theory [6] and the B-field
in mathematical physics [31]. They have also become popular in the study of D-brane
charges in string theory [6, 29, 32, 40, 41]. More recently, bundle gerbes have been used
to study topological insulators [16, 23]. Even a certain well-known lifting problem of
principal bundles can be phrased in terms of bundle gerbes. Given a central extension of
Lie groups
0 → U(1) → Gˆ→ G→ 0,
one may ask, when does a principal G bundle Y → M lift to a principal Gˆ bundle? To
answer this, one can use the lifting bundle gerbe, defined in [43], whose Dixmier-Douady
class is precisely the topological obstruction to the existence of a lift. In particular, this
problem can be used to understand string structures when the central extension is the
Kac-Moody central extension, see [44]. Bundle gerbes also arise naturally in the study
of Wess-Zumino-Witten models [44, 54], as we will see later, and in the study of Chern-
Simons theory [12, 39]. These are just a few of the many examples in mathematics and
physics that utilise gerbes and bundle gerbes.
It should be noted that there has been some progress made to Brylinski’s original
question of defining a geometric representative of degree-p cohomology. These are called
bundle p-gerbes which (for historical reasons) define degree-(p+2) cohomology. D. Steven-
son motivates the problem of defining bundle p-gerbes by noting that it would be helpful
if physicists could understand p-forms as the curvature of some geometric object [51]. In
this work, Stevenson defines bundle 2-gerbes as certain kinds of bundles of bigroupoids,
based on the original definition presented in [15]. Although there is a notion of a bundle
p-gerbe, there is not, as of yet, a straightforward geometric interpretation of this object
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when p > 2.
We begin this chapter with some preliminaries needed to define bundle gerbes. Our
discussion thereafter progresses similarly to the previous chapter. After defining bundle
gerbes, we describe several key bundle gerbe constructions. Morphisms of bundle gerbes
will then be detailed, along with the theory of connections and curvature for bundle
gerbes. In the latter half of this chapter, we discuss the Dixmier-Douady class, holonomy
and Deligne cohomology class of a bundle gerbe. Assume throughout that all spaces are
smooth manifolds and all maps (and in particular sections) are smooth.
2.1 Preliminaries
In this section, we present the preliminary definitions needed to define bundle gerbes,
including surjective submersions and fibre products. The reader familiar with bundle
gerbes may wish to skip this section. We assume all maps to be smooth throughout. Let
us begin with surjective submersions.
Definition 2.1. A map π : X → N is a submersion if dπ|x is surjective for all x ∈ X.
Definition 2.2. Let πX : X → N and πY : Y → M be surjective submersions. If
f : N →M is a smooth map, a (smooth) morphism of surjective submersions covering f
from πX : X → N to πY : Y →M , denoted (fˆ, f), is a smooth map fˆ : X → Y making
X Y
N M
piX
fˆ
piY
f
commute. A morphism of surjective submersions fˆ : X → Y covering f is an isomorphism
of surjective submersions covering f if f and fˆ are diffeomorphisms. If N = M and
f = idM , we call fˆ a morphism of surjective submersions (over M).
Definition 2.3. Let πX : X →M and πY : Y → M be surjective submersions.
(1) The fibre product of X and Y over M , denoted X ×M Y , is the submanifold whose
underlying space is defined by
X ×M Y := {(x, y) ∈ X × Y | πX(x) = πY (y)} .
(2) For p ∈ N, the p-fold fibre product of πY : Y → M is the submanifold Y [p] whose
underlying space is defined by
Y [p] = {(y1, ..., yp) ∈ Y p | πY (y1) = · · · = πY (yp)} .
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(3) For i = 1, ..., p− 1, the i-th projection map πi : Y [p] → Y [p−1] is defined by
(y1, ..., yp) 7→ (y1, ..., yˆi, ..., yp).
Example 2.4. Suppose Y is the product manifold Y := M×N and consider the surjective
submersion Y → M given by projection onto the first factor. Then Y [2] ∼= M ×N2. More
generally, Y [p] ∼= M ×Np.
Given surjective submersions π1 : X → M , π2 : Y → M , it is not difficult to see that
X ×M Y is a submanifold and hence a manifold, and π1 : X ×M Y → M is a surjective
submersion. Further, Y [p] is a submanifold of Y p and Y [p] → M is a surjective submersion
(Corollary 2.6).
Proposition 2.5. Suppose f : N → M is smooth and π : Y → M is a surjective
submersion. Then f−1(Y ) ⊆ N × Y is a smooth submanifold and f−1(Y ) → N is a
surjective submersion.
Corollary 2.6. Let π : Y → M be a surjective submersion. Then for all p ∈ N, Y [p] is a
smooth submanifold of Y p, and Y [p] → M is a surjective submersion.
Proof. By setting N = Y and f = π in Proposition 2.5, we see that π−1(Y ) ∼= Y [2] is
a smooth submanifold of Y 2 and π2 : Y [2] → Y is a surjective submersion. Since the
composition of surjective submersions is a surjective submersion, π ◦ π2 : Y [2] → M is a
surjective submersion. Repeating this argument p− 1 times shows that Y [p] is a smooth
submanifold of Y p and Y [p] →M is a surjective submersion for all p ∈ N.
Remark 2.7. From this proof, we see that πi : Y [p] → Y [p−1] is a (smooth) surjective
submersion for all i.
Remark 2.8. If f : X → Y is a morphism of surjective submersions over M then there
is an induced morphism f [p] : X [p] → Y [p] of surjective submersions over M defined in the
obvious way.
We conclude this section by defining δ on smooth maps, line bundles, and sections.
Definition 2.9. Let P → Y [p−1] be a line bundle, π : Y → M be a surjective submersion
and A be an abelian Lie group.
(1) Let g : Y [p−1] → A be a smooth map. Define δ(g) : Y [p] → A by
δ(g) := (g ◦ π1)− (g ◦ π2) + (g ◦ π3) + · · ·+ (−1)p+1g ◦ πp.
(2) The line bundle δ(P )→ Y [p] is defined by
δ(P ) := π−11 (P )⊗ π−12 (P )∗ ⊗ π−13 (P )⊗ · · ·
where the final term in this product is π−1p (P ) if p is odd and π
−1
p (P )
∗ if p is even.
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(3) Let s ∈ Γ(Y [p−1], P ) be a unit section, and define s∗(y) ∈ Py by s∗(y)(s(y)) = 1.
Then
δ(s) := (s ◦ π1)⊗ (s∗ ◦ π2)⊗ · · ·
where the final term is (s ◦ πp) if p is odd and (s∗ ◦ πp) if p is even.
Remark 2.10. It is easily verified that δ(δ(P )) is canonically trivial, with canonical
section denoted by 1. It can be shown that 1 = δ(δ(s)) for s a non-zero section of P .
2.2 Definition
In this section, we present the long awaited definition of a bundle gerbe. We shall also
remark upon several equivalent descriptions of bundle gerbes, including those in terms
of groupoids and Čech cocycles. These remarks are provided for the reader’s enrichment,
and are the first of many comparisons to be made between bundle gerbes and line bundles
throughout this chapter. We conclude by presenting three standard examples of bundle
gerbes, in an effort to solidify the theory from this section.
As remarked earlier, bundle gerbes can be viewed as ‘higher’ versions of line bundles, in
the sense that bundle gerbes are classified by degree-three cohomology, while line bundles
are classified by degree-two cohomology. With this in mind, it is perhaps not surprising
that a bundle gerbe consists of a line bundle with some additional (algebraic) structure.
Definition 2.11 ([44]). A bundle gerbe (P, Y,M) consists of a surjective submersion
Y →M , a hermitian line bundle P → Y [2], and a bundle gerbe multiplication
m : π−13 (P )⊗ π−11 (P )→ π−12 (P )
which is a smooth isomorphism of hermitian line bundles over Y [3]. Moreover, the bundle
gerbe multiplication is associative, that is, for any (y1, y2, y3, y4) ∈ Y [4], the bundle gerbe
multiplication makes
P(y1,y2) ⊗ P(y2,y3) ⊗ P(y3,y4) P(y1,y3) ⊗ P(y3,y4)
P(y1,y2) ⊗ P(y2,y4) P(y1,y4)
commute.
Remark 2.12. In Murray’s original 1996 paper [43], bundle gerbes were defined in terms
of a fibration Y →M , i.e. a locally trivial fibre bundle. It was quickly observed by way of
example that this was too restrictive a condition. However, the progression from fibrations
to surjective submersions in the literature appears somewhat non-linear. For instance, the
definition was refined in terms of (surjective) submersions in Carey–Murray’s 1996 paper
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[14], but fibrations reappear in the 1997 paper [15]. In other early papers, including [14],
bundle gerbes are defined in terms of submersions, which are implicitly assumed to be
surjective. The 2005 paper of Murray et al. [12] appears to be the first instance of the
explicit use of the term ‘surjective submersion’. We should also mention that in the 2000
paper [46], in place of surjective submersions, Murray–Stevenson consider ‘locally split’
maps, i.e. maps π : Y →M that admit local sections. This however was only required in
a topological setting and is unrelated to the above discussion.
When the base space M is understood, we denote a bundle gerbe (P, Y,M) by (P, Y ),
and say (P, Y ) is a bundle gerbe over M . At times, we will need to emphasise the
surjective submersion π : Y → M present in a bundle gerbe. In these instances, we
denote the bundle gerbe by (P, Y,M, π). A pictorial description of a bundle gerbe is
presented in Figure 2.1. Here, the arrows from Y [2] to Y depict the first and second
projection maps π1 and π2 (Definition 2.3).
P
↓
Y [2]
→→ Y
↓
M
Figure 2.1: A bundle gerbe (P, Y,M)
The definition of a bundle gerbe presented above is, in the author’s opinion, the
easiest to digest at a first encounter. Of course, it is instructive to consider equivalent
descriptions, which we explore in the following remarks.
Remark 2.13. Let (P, Y,M) be a bundle gerbe. The existence and associativity require-
ments for bundle gerbe multiplication in Definition 2.11 can be restated more concisely
in terms of a unit section of δ(P )→ Y [3] (Definition 2.9) as follows. Define a section s of
δ(P )→ Y [3] by the bundle gerbe multiplication m. That is, for (y1, y2, y3) ∈ Y [3], set
s(y1, y2, y3) = p23 ⊗m(p12 ⊗ p23)∗ ⊗ p12 ∈ P(y2,y3) ⊗ P ∗(y1,y3) ⊗ P(y1,y2)
for any p12 ∈ P(y1,y2) and p23 ∈ P(y2,y3) with p12, p23 6= 0. Since δ(δ(P )) is canonically
trivial (Remark 2.10), we can ask that δ(s) is the canonical section 1. A simple com-
putation shows that δ(s) = 1 if and only if associativity of bundle gerbe multiplication
holds. Therefore the existence of the bundle gerbe multiplication in Definition 2.11 is
equivalent to the existence of a non-zero section s of δ(L) → Y [3], and associativity of this
multiplication is equivalent to δ(s) = 1.
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Remark 2.14. Let (P, Y,M) be a bundle gerbe. In the literature, P → Y [2] is often
defined to be a principal U(1)-bundle, rather than a hermitian line bundle. A principal
U(1)-bundle is a type of principal G-bundle defined for a Lie group G. Principal G-
bundles are conceptually similar to vector bundles, but are enriched by a group action
of G on the total space (see [52] for more on this). The choice of structure on P → Y [2]
results in two definitions of a bundle gerbe, which can be shown to be equivalent. This
is a consequence of the equivalence between the categories of principal U(1)-bundles and
hermitian line bundles, which can be proved via the associated bundle construction.
Remark 2.15. A groupoid is a category in which every morphism is invertible. In par-
ticular, a U(1)-groupoid is a transitive groupoid (i.e. a groupoid in which any two objects
are connected by at least one morphism) such that the automorphism groups of objects
are identified with U(1). A bundle gerbe over a point m ∈ M can be thought of as a
U(1)-groupoid. A bundle gerbe over M is then a ‘bundle of U(1)-groupoids’, with U(1)-
groupoids parametrised by the base manifold M (more precisely, this is a certain kind of
sheaf of U(1)-groupoids on M). For more on this, we refer the reader to [43].
Remark 2.16. In Section 2.6, we will show that associated to any bundle gerbe (P, Y,M)
are Čech 2-cocycles gαβγ : Uα ∩ Uβ ∩ Uγ → U(1) for {Uα}α∈I an open cover of M . The
cocycles {gαβγ}α,β,γ∈I determine (P, Y,M) (up to stable isomorphism), hence can be used
to define a bundle gerbe. This is analogous to the description of line bundles in terms of
transition functions gαβ : Uα ∩ Uβ → U(1).
These remarks give us a first insight into the rich field of bundle gerbe theory. We
have, however, neglected one fundamental question: what does a bundle gerbe look like?
We provide four straightforward examples of bundle gerbes below, thereby concluding this
section.
Example 2.17. This example aims to demystify the associativity condition required of
bundle gerbe multiplication. Let M be a smooth manifold and consider the simplest of
surjective submersions, the identity map id : M → M . Then M × C → M [2] ∼= M is a
trivial line bundle and (M × C,M,M, id) is a bundle gerbe, with multiplication defined
fibrewise by
mx : (M × C)x ⊗ (M × C)x → (M × C)x
((x, u), (x, v)) 7→ (x, uv).
In this instance, commutativity of the diagram in Definition 2.11 (2) holds if and only if
(x, (uv)w) = (x, u(vw)) for all x ∈ M,u, v, w ∈ C. That is, associativity of bundle gerbe
multiplication is precisely associativity of multiplication in C in this case.
The reader might expect the bundle gerbe in Example 2.17 to be called ‘the trivial
bundle gerbe’, because it appears to generalise the trivial line bundle M ×C→M . It is,
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indeed, part of a class of bundle gerbes that we call trivial, however it is not ‘the trivial
bundle gerbe’. The trivial bundle gerbe defined by a line bundle R → Y is constructed
as follows.
Example 2.18. (Trivial bundle gerbes) Let Y → M be a surjective submersion and
R→ Y be a line bundle. Consider the line bundle δ(R)→ Y [2] (Definition 2.9). There is
a natural multiplication map
(Ry2 ⊗R∗y1)⊗ (Ry3 ⊗R∗y2) → Ry3 ⊗ R∗y1
for all (y1, y2, y3) ∈ Y [3] which can be shown to be associative. This makes (δ(R), Y,M)
into a bundle gerbe which we call the trivial bundle gerbe defined by R.
Next, we define Hitchin-Chatterjee gerbes, or local bundle gerbes, in terms of cocycles
gαβγ . This is analogous to the construction of a line bundle from its transition functions.
Example 2.19 ([44]). Consider an open cover U = {Uα}α∈I of a manifold M . Define
YU = {(x, α) | x ∈ Uα}, the disjoint union of these open sets. Then YU → M is a
surjective submersion under the obvious projection, and Y [2]U consists of triples (x, α, β)
with x ∈ Uα ∩ Uβ . Let P = Y [2]U × U(1) be the trivial U(1)-bundle over Y [2]U . There is a
multiplication map π−13 (P )⊗ π−11 (P )→ π−12 (P ) given by
(x, α, β, v)⊗ (x, β, γ, w) 7→ (x, α, γ, gαβγ(x)vw)
for (x, α, β, γ) ∈ Y [3]U , v, w ∈ U(1) and some gαβγ : Uα ∩Uβ ∩Uγ → U(1). This multiplica-
tion will be associative if and only if gαβγ is a cocycle. When this is the case, (P, YU ,M)
is a bundle gerbe (in the sense of Remark 2.14), called a Hitchin-Chatterjee gerbe or a
local bundle gerbe.
Finally, we will consider a non-trivial bundle gerbe called the lifting bundle gerbe. The
following example assumes familiarity with the concept of a principal G-bundle, see for
example [52, p. 244].
Example 2.20 ([44, p. 13]). Let
1 −→ U(1) −→ Gˆ −→ G −→ 1
be a central extension of Lie groups and P → M be a (principal) G bundle. If Pˆ → M
is a Gˆ bundle, then Pˆ/U(1) is a G bundle and we call Pˆ a lift of P if Pˆ/U(1) ∼= P as
G bundles. Define τ : P [2] → G by p1τ(p1, p2) = p2. Then as Gˆ → G is a U(1) bundle,
τ−1(Gˆ) → P [2] is a U(1) bundle. There is a natural bundle gerbe multiplication on this
U(1) bundle induced by the group product on Gˆ. Hence (τ−1(Gˆ), P ) is a bundle gerbe
that we call the lifting bundle gerbe. It is shown in [11] that the lifting bundle gerbe
(τ−1(Gˆ), P ) is trivial if and only if P has a lift.
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2.3 Constructions
We now study how to make ‘new bundle gerbes from old’. The reader may notice that
we are deviating from the structure of the previous chapter here, by leaving bundle gerbe
morphisms for a later section. We do this in an effort to further familiarise the reader
with bundle gerbes, before moving on to the more complicated topic of their morphisms.
Expectedly, the usual constructions for line bundles (products, duals, pullbacks, etc.)
can be adapted to bundle gerbes. Several subtleties arise in these constructions (partic-
ularly in the pullback and product bundle gerbes). As a result, we approach this section
gingerly, and point out some commonly ignored details in the literature. Each of the
constructions described in the examples below will be used extensively in this work. Let
us begin with the dual bundle gerbe, based on the dual of line bundles (Example 1.30).
Example 2.21. (Dual) Let (P, Y,M) be a bundle gerbe. By taking the dual line bundle
P ∗ → Y [2], we obtain a bundle gerbe (P, Y,M)∗ := (P ∗, Y,M), depicted in Figure 2.2,
called the dual bundle gerbe of (P, Y,M). The bundle gerbe multiplication on P induces
a bundle gerbe multiplication on P ∗ on passing to duals.
P ∗
↓
Y [2]
→→ Y
↓
M
Figure 2.2: A dual bundle gerbe
Next, we detail the pullback bundle gerbe by a morphism of surjective submersions.
This appears to be the first construction of its kind in the literature, as we will remark
in a moment.
Example 2.22. (Pullback) Let (P, Y,M) be a bundle gerbe, X → N be a surjective
submersion, and (fˆ : X → Y, f : N → M) be a morphism of the surjective submersions.
Pulling back P → Y [2] by fˆ [2] we obtain a line bundle (fˆ [2])−1(P )→ X [2]. The triple
(fˆ, f)−1(P, Y,M) := ((fˆ [2])−1(P ), X,N)
is the pullback bundle gerbe by fˆ covering f , or the pullback bundle gerbe by (fˆ, f), depicted
in Figure 2.3. It is straightforward to check that the associative bundle gerbe multiplica-
tion on (P, Y,M) endows the pullback bundle gerbe with an associative multiplication.
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(fˆ [2])−1(P ) P
X [2] Y [2]
X Y
N M
fˆ [2]
fˆ
f
Figure 2.3: A pullback bundle gerbe
Remark 2.23. In the literature, the pullback of a bundle gerbe is almost always defined
along a map of base spaces, rather than a map of surjective submersions as we have done.
This is a special instance of our definition. To see this, consider a map f : N → M and
a bundle gerbe (P, Y,M). By Proposition 2.5, f−1(Y ) → N is a surjective submersion.
Let pr2 : f
−1(Y ) → Y be projection onto the second factor. Then pr2 covers f , and the
pullback of (P, Y,M) by f : N → M , denoted f−1(P, Y,M), is defined as the pullback of
(P, Y,M) by (pr2, f). That is, f−1(P, Y,M) := (pr2, f)−1(P, Y,M). It is not difficult to
check that this definition agrees with the definition in the literature.
Remark 2.24. The base spaces in Example 2.22 need not be different. Let (P, Y,M) be a
bundle gerbe and X →M be a surjective submersion. Consider a morphism of surjective
submersions fˆ : X → Y over M (Definition 2.2). The pullback of (P, Y,M) by fˆ , denoted
fˆ−1(P, Y,M), is defined to be the pullback of (P, Y,M) by fˆ covering the identity. That
is, fˆ−1(P, Y,M) := (fˆ, idM)−1(P, Y,M).
Remark 2.25. The two previous remarks encompass all possible pullback bundle gerbes.
That is, the pullback of any bundle gerbe (P, Y,M) by fˆ : X → Y covering f : N → M
can be written as a composition of pullback bundle gerbes of the forms in Remarks 2.23
and 2.24. This follows by commutativity of the diagram in Figure 2.4 and by noting that
fˆ = pr2 ◦ (π × fˆ) for pr2 : f−1(Y ) → Y projection onto the second factor.
X f−1(Y ) Y
N N M
pi×fˆ pr2
idN f
Figure 2.4: Composition of surjective submersions
Next, we study the reduced product bundle gerbe and product bundle gerbe construc-
tions. The reduced product bundle gerbe can be defined for bundle gerbes with the same
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surjective submersion, and is a straightforward generalisation of Example 1.31 (products
of line bundles). However, to define the product of bundle gerbes (P, Y,M) and (Q,X,M)
more generally requires some extra effort. We detail these constructions below.
Example 2.26. (Reduced product) Let (P, Y,M) and (Q, Y,M) be bundle gerbes.
Recall that, since P → Y [2] and Q → Y [2] are line bundles, so too is P ⊗ Q → Y [2]
(Example 1.31). The reduced product bundle gerbe is the triple
(P, Y,M)⊗red (Q, Y,M) := (P ⊗Q, Y,M).
This is clearly a bundle gerbe, with an associative multiplication induced from the asso-
ciative multiplication on (P, Y,M) and (Q, Y,M).
Example 2.27. (Product) Consider bundle gerbes (Q,X,M) and (P, Y,M). The sur-
jective submersion present in the product bundle gerbe will be X ×M Y → M . We
construct a line bundle over (X ×M Y )[2] via a two-step process. First, we pullback the
line bundles Q→ X [2] and P → Y [2] by the projections
π
[2]
X : X
[2] ×M Y [2] → X [2], π[2]Y : X [2] ×M Y [2] → Y [2]
respectively, to obtain line bundles (π[2]X )
−1(Q) and (π[2]Y )
−1(P ) over X [2] ×M Y [2]. Since
these line bundles are defined over the same base space, we can take their product in the
sense of Example 1.31, to define the line bundle
Q⊗ P := (π[2]X )−1(Q)⊗ (π[2]Y )−1(P ) (2.1)
over X [2] ×M Y [2] ∼= (X ×M Y )[2]. It follows that the triple
(Q,X,M)⊗ (P, Y,M) := (Q⊗ P,X ×M Y,M)
is a bundle gerbe, depicted in Figure 2.5, called the product bundle gerbe of (Q,X,M)
and (P, Y,M). Here, the bundle gerbe multiplication is taken to be the tensor product of
the multiplication maps on (Q,X,M) and (P, Y,M).
Q⊗ P
↓
X [2] ×M Y [2] →→ X ×M Y
↓
M
Figure 2.5: A product bundle gerbe
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Remark 2.28. The product and reduced product of bundle gerbes can be related as
follows. Consider bundle gerbes (P, Y,M) and (Q, Y,M) and let πY : Y → Y ×M Y be
the map y 7→ (y, y). Then
(P, Y,M)⊗red (Q, Y,M) ∼= π−1Y ((P, Y,M)⊗ (Q, Y,M))
where we pullback the product bundle gerbe in the sense of Remark 2.24. This is similar
to the situation for vector bundles in Remark 1.37. Alternatively, if πX : X ×M Y → X
and πY : X ×M Y → Y are the natural projections, then it is not difficult to see that
(P, Y,M)⊗ (Q,X,M) = π−1Y (P, Y,M)⊗red π−1X (Q,X,M).
This concludes our study of bundle gerbe constructions for the time being. The reader
may have noticed that the determinant and function power constructions (Examples 1.33,
1.36–1.38) did not give rise to a bundle gerbe construction in this section. We will revisit
these constructions later and see that they are key to defining the cup product bundle
gerbe and basic bundle gerbe.
2.4 Morphisms and equivariance
In this section, we detail morphisms of bundle gerbes, which are foundational to the
rest of this chapter. In contrast to line bundles, there are several kinds of bundle gerbe
morphisms, including bundle gerbe isomorphisms, stable isomorphisms and D-stable iso-
morphisms. In particular, stable isomorphisms will be used to classify bundle gerbes, and
D-stable isomorphisms will be used to classify bundle gerbes with connective data.
We begin by defining bundle gerbe morphisms and isomorphisms. Trivial bundle
gerbes are then introduced, enabling us to define stable isomorphisms. We then define
K-equivariant bundle gerbes, for K a compact Lie group, together with K-equivariant
bundle gerbe isomorphisms and stable isomorphisms. To conclude this section, we will
show that K-equivariance is preserved under bundle gerbe products and pullbacks, which
will be relevant to our later work. The definition of D-stable isomorphisms will be post-
poned until we discuss connective data.
Loosely, a bundle gerbe morphism (P, Y,M) → (Q,X,N) is a collection of maps
P → Q, Y → X and M → N that respect the bundle gerbe structure in an appropriate
way. We make this definition precise below.
Definition 2.29 ([43]). A morphism of bundle gerbes (P, Y,M) → (Q,X,N) is a triple
of maps (fˆ, fˆ, f) such that:
(1) the map fˆ : Y → X is a morphism of surjective submersions Y → M and X → N
covering f : M → N ;
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(2) the map fˆ : P → Q is a morphism of hermitian line bundles covering fˆ [2] that
commutes with the bundle gerbe product. That is, if mP , mQ are the bundle gerbe
products on P and Q respectively, then for all v ⊗ w ∈ π−13 (P )⊗ π−11 (P ),
fˆ(mP (v ⊗ w)) = mQ(fˆ(v)⊗ fˆ(w)).
Definition 2.30. A morphism (fˆ, fˆ, f) of bundle gerbes is an isomorphism if each of
fˆ, fˆ, and f are diffeomorphisms. If (P, Y,M) and (Q,X,N) are isomorphic we write
(P, Y,M) ∼= (Q,X,N).
We now divert our attention to trivial bundle gerbes, which will be required to define
stable isomorphisms of bundle gerbes. Equipped with the definition of a bundle gerbe
isomorphism, and having defined the so-called trivial bundle gerbe defined by R (Example
2.18), the definition of triviality is not surprising.
Definition 2.31 ([44]). A bundle gerbe (P, Y,M) is trivial if there is a line bundle
R → Y such that (P, Y,M) is isomorphic to (δ(R), Y,M). The choice of R together
with the bundle gerbe isomorphism (P, Y,M) ∼−→ (δ(R), Y,M) is called a trivialisation of
(P, Y,M). We will sometimes call R→ Y a trivialising line bundle of (P, Y,M).
A bundle gerbe trivialisation is not unique. This bears the question, how do two
bundle gerbe trivialisations differ? It turns out that two trivialisations of a bundle gerbe
differ by a line bundle. We state this formally below without proof.
Proposition 2.32 ([44, Proposition 5.2]). If (P, Y,M, π) is a trivial bundle gerbe with
trivialising line bundles R and R′, then there exists a line bundle Q → M for which
R = R′ ⊗ π−1(Q).
To reinforce the definition of bundle gerbe triviality, we provide the following example,
which is analogous to a well-known result for line bundles.
Example 2.33 ([44, Example 5.1]). Let (P, Y,M) be a bundle gerbe and suppose Y →M
admits a global section s. We claim (P, Y,M) is trivial. Consider the map f : Y → Y [2]
defined by f(y) = (s(π(y)), y). Then R := f−1(P ) → Y is a line bundle, and for any
(y1, y2) ∈ Y [2],
δ(R)(y1,y2)
∼= P ∗(s(pi(y1)),y1) ⊗ P(s(pi(y2)),y2)
= P(y1,s(pi(y1))) ⊗ P(s(pi(y2)),y2)
= P(y1,y2),
using that s(π(y1)) = s(π(y2)) and P(s(pi(y1)),y1) = P
∗
(y1,s(pi(y1)))
. It can be verified this iso-
morphism preserves the bundle gerbe multiplication, hence is a bundle gerbe isomorphism.
Therefore R together with this isomorphism is a trivialisation of (P, Y,M).
36 2. Bundle gerbes
Remark 2.34. Recall the bundle gerbe (M × C,M,M, id) from Example 2.17. At the
time, we cryptically called this bundle trivial, but not ‘the trivial bundle gerbe’. By
Example 2.33, we see that (M × C,M,M) is a trivial bundle gerbe, hence is isomorphic
to a bundle gerbe of the form described in Example 2.18.
As we have alluded, the definition of a bundle gerbe isomorphism presented above is too
restrictive to classify bundle gerbes. This motivates the notion of a stable isomorphism.
We will see later why stable isomorphisms are the correct notion of equivalence for bundle
gerbes.
Definition 2.35. Two bundle gerbes (P, Y,M) and (Q,X,M) are stably isomorphic if
(P, Y )∗ ⊗ (Q,X) is trivial. We write (P, Y ) ∼=stab (Q,X). A choice of trivialisation of
(P, Y )∗ ⊗ (Q,X) is called a stable isomorphism from (P, Y ) to (Q,X).
Remark 2.36. Stable isomorphisms of bundle gerbes were developed in 2000 by Murray–
Stevenson [46], four years after Murray’s original bundle gerbe paper [43]. The former
paper details the significance of stable isomorphisms to the study of local bundle gerbes
and to the classification of bundle gerbes in terms of BC∗ bundles.
Remark 2.37. It is shown in [50, Proposition 3.9] that stable isomorphisms can be
composed.
Remark 2.38. If two bundle gerbes are isomorphic, they are stably isomorphic. The
converse is not in general true.
Remark 2.39. Consider a bundle gerbe (P, Y,M, π) and a submanifold X of Y . If
π|X : X → M is a surjective submersion, then (P, Y,M) ∼=stab (P |X[2], X,M). This is a
special case of [46, Proposition 3.4].
Remark 2.40. Consider bundle gerbes (Pi, Y,M) for i = 1, ..., n. By taking their product
we obtain the bundle gerbe (
⊗n
i=1 Pi, Y ×M · · · ×M Y,M) . Since Y is a submanifold of
Y ×M · · · ×M Y , and Y →M is a surjective submersion, by Remark 2.39
n⊗
i=1
(Pi, Y,M) ∼=stab
n⊗
red
i=1
(Pi, Y,M) .
The bundle gerbes central to our research come endowed with a natural group action.
To make sense of this, we extend the definition of a K-equivariant line bundle to define a
K-equivariant bundle gerbe for K a compact Lie group. Equivariant bundle gerbes first
appeared in the 2003 paper by Meinrenken [36].
Definition 2.41 ([42]). Let (P, Y,M, π) be a bundle gerbe and K be a compact Lie group
that acts smoothly on M . Then (P, Y,M, π) is a (strongly) K-equivariant bundle gerbe if
the following conditions hold:
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(1) there is an action of K on Y making π a K-equivariant map;
(2) the line bundle P → Y [2] is K-equivariant for the induced K-action on Y [2];
(3) the section s of δ(P )→ Y [2] induced by bundle gerbe multiplication isK-equivariant.
Remark 2.42. There is also the notion of a weakly K-equivariant bundle gerbe. We will
not define this as the two bundle gerbes central to our research are strongly equivariant.
For more information, see [45].
Remark 2.43. Condition (3) in Definition 2.41 can be interpreted as the requirement
that the bundle gerbe multiplication map is K-equivariant. Therefore a bundle gerbe
is K-equivariant if each of the geometric and algebraic structures present in the bundle
gerbe are K-equivariant in the appropriate sense.
Remark 2.44. The standard constructions of pullbacks, products, and duals of bundle
gerbes can be extended to the K-equivariant setting. In particular, if R → Y is a K-
equivariant line bundle, and π : Y → M is K-equivariant, then the trivial bundle gerbe
(δ(R), Y,M, π) is K-equivariant.
Naturally, an (isomorphism/stable isomorphism) of K-equivariant bundle gerbes is
an (isomorphism/stable isomorphism) that preserves the group action in the appropriate
sense. We formalise this below.
Definition 2.45. Let (P, Y,M) and (Q,X,M) be K-equivariant bundle gerbes for K a
compact Lie group.
(1) An isomorphism (fˆ, fˆ, f) is aK-equivariant isomorphism, orK-isomorphism, if each
of fˆ , fˆ , and f are K-equivariant. If (P, Y,M) and (Q,X,M) are K-isomorphic, we
write (P, Y,M) ∼=K (Q,X,N).
(2) A stable isomorphism (fˆ, fˆ, f) is a K-equivariant stable isomorphism, or K-stable
isomorphism, if each of fˆ , fˆ , and f are K-equivariant, the trivialising line bundle
R → X ×M Y is K-equivariant, and the isomorphism δ(R) ∼= (P, Y )∗ ⊗ (Q,X)
is K-equivariant. If (P, Y,M) and (Q,X,M) are K-stably isomorphic we write
(P, Y,M) ∼=K-stab (Q,X,M).
We conclude this section by showing that K-equivariance is preserved under bundle
gerbe products and pullbacks, thereby partially proving Remark 2.44. We focus on these
constructions in particular, since they will be used later in this work.
Proposition 2.46. Let K be a compact Lie group and (Pi, Yi,M, πi) be K-equivariant
bundle gerbes for i = 1, ..., n. The product bundle gerbe
⊗n
i=1(Pi, Yi,M) is K-equivariant.
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Proof. Consider the induced surjective submersion π : Y1 ×M · · · ×M Yn →M . Certainly
the action of K on each Yi induces an action of K on their fibre product, and equivariance
of π will follow by equivariance of each πi. We next verify the line bundle
n⊗
i=1
Pi → (Y1 ×M · · · ×M Yn)[2] ∼= Y [2]1 ×M · · · ×M Y [2]n (2.2)
isK-equivariant (Definition 1.56). Once again, the action ofK on each Pi and Y
[2]
i induces
an action on the product line bundle. Equivariance of each projection Pi → Y [2]i implies
K-equivariance of the projection in (2.2). Now, the K-action restricts to a linear map
(Pi)(yi,y′i) → (Pi)k·(yi,y′i) for each i, so the K-action also restricts to a linear map in the
product
(P1)(y1,y′i) ⊗ · · · ⊗ (Pn)(yn,y′n) → (P1)k·(y1,y′i) ⊗ · · · ⊗ (Pn)k·(yn,y′n).
This shows that the product line bundle (2.2) is K-equivariant. It remains to show part
(3) of Definition 2.41, i.e. that the section defined by bundle gerbe multiplication is K-
equivariant. By equivariance of each (Pi, Yi,M), the section si : δ(Pi) → Y [2]i induced by
the bundle gerbe multiplication on (Pi, Yi,M) is K-equivariant. Therefore their product
s1 ⊗ · · · ⊗ sn is also K-equivariant. The section s1 ⊗ · · · ⊗ sn is precisely the section of
δ(⊗ni=1Pi)→ Y [2]1 ×M · · · ×M Y [2]n
defined by the bundle gerbe multiplication on the product bundle gerbe, hence the product
bundle gerbe is K-equivariant.
Proposition 2.47. LetK be a compact Lie group and (P, Y,M) be a K-equivariant bundle
gerbe. Suppose K acts smoothly on a manifold N , and f : N → M is a K-equivariant
map. Then the pullback bundle gerbe f−1(P, Y,M) is K-equivariant.
Proof. By K-equivariance of f , the K-action on Y pulls back to a K-action on f−1(Y )
covering the action on N . It follows that the induced map fˆ : f−1(Y ) → Y is K-
equivariant. Since the pullback of a K-equivariant line bundle by a K-equivariant map is
a K-equivariant line bundle, (fˆ [2])−1(P )→ p−1(Y )[2] is a K-equivariant line bundle. The
remaining details can be checked easily.
2.5 Connections and curvature
Just as with line bundles, a bundle gerbe (P, Y,M) can be endowed with a bundle
gerbe connection. As one might expect, a bundle gerbe connection is an extension of
a line bundle connection, which we are well acquainted with from Chapter 1. In this
section, we shall define bundle gerbe connections, curvings, and three-curvatures. The
induced connective data on the dual, pullback, and product bundle gerbes will then be
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considered. We will conclude this section by considering connective data on the trivial
bundle gerbe, along with the relationship between the connective data of stably isomorphic
bundle gerbes. Let us begin with a preliminary proposition that will be used throughout
the remainder of this chapter.
Proposition 2.48 ([44]). Let Ωq
(
Y [p]
)
be the space of differential q-forms on Y [p]. Define
δ : Ωq
(
Y [p−1]
)→ Ωq (Y [p]) by
δ =
p∑
i=1
(−1)i+1π∗i .
Then δ2 = 0 and the so-called fundamental complex
0 −→ Ωq(M) pi∗−→ Ωq(Y ) δ−→ Ωq (Y [2]) δ−→ Ωq (Y [3]) −→ · · · (2.3)
is exact. In particular, π∗ is injective.
Consider a bundle gerbe (P, Y,M). It is natural that we should consider a bundle
gerbe connection in terms of a line bundle connection P → Y [2]. Recall that bundle
gerbes are enriched with an algebraic structure via the bundle gerbe multiplication map
m. We call a line bundle connection ∇ on P → Y [2] a bundle gerbe connection if it
respects the bundle gerbe multiplication in an appropriate way. We make this precise in
the proceeding definition.
Let π∗i∇ be the induced pullback connection on π−1i (P ) for i = 1, 2, 3 (Example 1.34),
and π∗3∇⊗ id1+ id3⊗π∗1∇ be the induced tensor product connection on π−13 (P )⊗π−11 (P )
(Example 1.31). Here, id1 and id3 denote the identity maps on π−11 (P ) and π
−1
3 (P ),
respectively.
Definition 2.49. Consider a bundle gerbe (P, Y,M) and a line bundle connection ∇ on
P → Y [2]. Let m : π−13 (P )⊗ π−11 (P ) → π−12 (P ) be the bundle gerbe multiplication map.
Then ∇ is a bundle gerbe connection if
π∗2∇m(α ⊗ β) = m ((π∗3∇⊗ id1 + id3 ⊗ π∗1∇)(α⊗ β)) (2.4)
for all α ∈ Γ (π−13 (P )) and β ∈ Γ (π−11 (P )).
Remark 2.50 ([44, p. 9]). Every bundle gerbe (P, Y,M) has a bundle gerbe connection.
Remark 2.51. Recall that a bundle gerbe can alternatively be defined by asking that
P → Y [2] be a principal U(1)-bundle (Remark 2.14). In this case, we would not have a
line bundle connection on P → Y [2], but instead, a connection 1-form A. The 1-form A
induces a connection 1-form on δ(P )→ Y [3] that we denote by δ(A). We call A a bundle
gerbe connection if s∗(δ(A)) = 0 for s the section of δ(P ) → Y [3] defined by the bundle
gerbe multiplication. This is equivalent to Definition 2.49. In fact, it is much easier to
prove Remark 2.50 with this definition. For more on this, see [44].
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Before considering the connective data on a bundle gerbe, we present one elementary
result that will be used later. Recall that two line bundle connections differ by a 1-form on
the base space (Proposition 1.23). We have an analogous proposition for bundle gerbes.
Proposition 2.52. Let ∇,∇′ be bundle gerbe connections on (P, Y,M). Then there exists
α ∈ Ω1(Y [2]) such that δ(α) = 0 and
∇−∇′ = α.
Proof. Since a bundle gerbe connection is a line bundle connection, ∇−∇′ = α for some
α ∈ Ω1(Y [2]). As ∇ is a bundle gerbe connection, ∇′ + α must also be a bundle gerbe
connection, i.e. ∇′ + α must satisfy equation (2.4). Using that ∇′ is a bundle gerbe
connection, we see that the latter holds if and only if δ(α) = 0.
We now move on to define the connective data and three-curvature of a bundle gerbe.
Although the connection and curvature of bundles gerbes and line bundles appear super-
ficially similar, we will find that the construction of the bundle gerbe curvature is quite
different to what we have seen in Chapter 1.
Consider a bundle gerbe connection ∇ on (P, Y,M, π). We construct the connective
data and three-curvature associated to ∇ as follows. By (2.4), the connection 1-form of
π∗2∇ will be the sum of connection 1-forms of π−13 (P ) and π−11 (P ). Therefore the two-
curvatures satisfy Fpi∗1∇ + Fpi∗3∇ = Fpi∗2∇, i.e. δ(F∇) = 0. By exactness of the fundamental
complex, there exists f ∈ Ω2(Y ) for which F∇ = δ(f). Now, since δ commutes with d,
δ(df) = dδ(f) = dF∇ = 0.
By exactness of the fundamental complex, this implies df = π∗(ω) for a unique ω ∈ Ω3(M)
with dω = 0. We summarise this data below, and depict it in Figure 2.6.
Definition 2.53. Let (P, Y,M, π) be a bundle gerbe with connection ∇.
(1) A choice of f ∈ Ω2(Y ) for which F∇ = δ(f) is called a curving for ∇;
(2) The pair (∇, f) is called connective data for (P, Y,M, π);
(3) The unique ω ∈ Ω3(M) for which df = π∗ω is called the three-curvature of (∇, f).
Remark 2.54. We advise the reader to be wary of different terminology to ours in
the bundle gerbe literature. In some papers, authors refer to the pair (∇, f) as the
connective structure of a bundle gerbe. Our convention was chosen to remain compatible
with Brylinski [10], where connections on gerbes were called connective structures.
Remark 2.55. There is a notion of equivariant connective data on an equivariant bundle
gerbe. We will not discuss this here, and refer the reader to [36] for details.
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P
↓
F∇ = δ(f) Y
[2] →→ Y f, df = π∗ω
↓
M ω
Figure 2.6: Connective data on a bundle gerbe
Remark 2.56. We will sometimes use the phrase ‘the three-curvature of the bundle
gerbe’ instead of ‘the three-curvature of the connective data of the bundle gerbe’ when
the connective data is understood.
With this definition in mind, we can consider the induced connective data and three-
curvature on the dual, pullback, and product bundle gerbes. We do so via a series of
propositions. Let us begin with the simplest construction, the dual bundle gerbe.
Proposition 2.57. (Connective data on duals) Let (P, Y,M) be a bundle gerbe with
connective data (∇, f) and three-curvature ω. Then (∇, f)∗ := (∇∗,−f) is the canonical
connective data on (P, Y,M)∗, with three-curvature −ω.
Proof. It can be shown easily from Definition 2.49 that the dual connection ∇∗ is a bundle
gerbe connection on the dual bundle gerbe. By Example 1.30, the curvature F∇∗ is equal
to −F∇. Therefore a curving f ∗ on (P, Y,M)∗ must satisfy δ(f ∗) = −F∇, hence we can
choose f ∗ = −f . The claim about the three-curvature follows easily.
In the next proposition, we consider the connective data on the pullback of a bundle
gerbe by a morphism of surjective submersions (Example 2.22). Of course, this proposition
could be adapted easily to define the connective data on the pullback of a bundle gerbe
by a morphism of surjective submersions over M , or by a map on the base space.
Proposition 2.58. (Connective data on pullbacks) Let (P, Y,M) be a bundle gerbe
with connective data (∇, f) and three-curvature ω. Suppose X → N is a surjective sub-
mersion, and (gˆ : X → Y, g : N → M) is a morphism of surjective submersions. Then
there is canonical connective data (gˆ, g)∗(∇, f) := ((gˆ[2])∗∇, gˆ∗f) on (gˆ, g)−1(P, Y,M),
with three-curvature g∗ω.
Proof. Let (gˆ[2])∗∇ denote the induced pullback connection on (gˆ[2])−1P → X [2]. It is
straightforward to check that this is a bundle gerbe connection, and by Example 1.34, the
curvature of this connection is (gˆ[2])∗F∇. It follows by naturality of the coboundary map
δ that gˆ∗f is a curving for the pullback connection. Hence ((gˆ[2])∗∇, gˆ∗f) is connective
data on (gˆ, g)−1(P, Y,M). The claim about the three-curvature follows easily.
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Next, we study the connective data on reduced products of bundle gerbes with the
same surjective submersion. Since the curvings of our bundle gerbes will be forms on
the same space, they can be added together. We will use this proposition to find the
connective data on the product of bundle gerbes with different surjective submersions in
a moment.
Proposition 2.59. (Connective data on reduced products) Consider bundle gerbes
(P, Y,M) and (Q,X,M) with connective data (∇P , fP ) and (∇Q, fQ) respectively. Denote
the associated three-curvatures by ωP and ωQ. Then there is canonical connective data
(∇P⊗Q, fP + fQ) on (P ⊗Q, Y,M), with three-curvature ωP + ωQ.
Proof. It is straightforward to check that the connection ∇P⊗Q from Example 1.31 is a
bundle gerbe connection. By Example 1.31, ∇P⊗Q has curvature F∇P ⊗ idQ+ idP ⊗F∇Q .
Since δ is a homomorphism it follows that fP + fQ is a curving for ∇P⊗Q. The claim
about the three-curvature follows using that π∗ is a homomorphism.
Proposition 2.60. (Connective data on products) Consider bundle gerbes (P, Y,M)
and (Q,X,M) with connective data (∇P , fP ) and (∇Q, fQ) respectively. Denote the asso-
ciated three-curvatures by ωP and ωQ. Let πY : X ×M Y → Y and πX : X ×M Y → X be
the canonical projections. Then there is canonical connective data (∇P⊗Q, π∗Y fP + π∗XfQ)
on (P, Y,M)⊗ (Q,X,M), with three-curvature ωP + ωQ.
Proof. Recall that (P, Y,M) ⊗ (Q,X,M) = π−1Y (P, Y,M) ⊗red π−1X (Q,X,M) (Remark
2.28). By Proposition 2.58, π−1Y (P, Y,M) has connective data ((π
[2]
Y )
∗∇P , π∗Y fP ) and sim-
ilarly for π−1X (Q,X,M). Let
∇P⊗Q := (π[2]Y )∗∇P ⊗ idQ + idP ⊗ (π[2]X )∗∇Q
where we abuse notation and let idP , idQ denote the identity maps on (π
[2]
Y )
−1(P ) and
(π
[2]
X )
−1Q, respectively. By Proposition 2.59, ∇P⊗Q is a bundle gerbe connection on the
reduced product of these pullback bundle gerbes with the claimed curving and three-
curvature.
In the remainder of this section, we study the connective data on trivial and stably
isomorphic bundle gerbes. We will be reminded of the following proposition in Section
2.7 when we define the holonomy of a bundle gerbe.
Proposition 2.61. (Trivial connective data) Let R→ Y be a line bundle and consider
a trivial bundle gerbe (δ(R), Y,M, π). If ∇R is a line bundle connection on R→ Y , then
(δ(∇R), F∇R) is connective data on (δ(R), Y,M, π) with trivial three-curvature.
Proof. The proof that δ(∇R) is a bundle gerbe connection is a trivial computation using
equation (2.49). Since δ is defined by pullbacks, δ(F∇R) = Fδ(∇R) and F∇R is a curving
of δ(∇R). Finally, the pullback of the three-curvature by π is equal to dF∇R = 0. By
injectivity of π∗ (Proposition 2.48), the three-curvature is trivial.
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Definition 2.62. Consider a trivial bundle gerbe (P, Y,M) ∼= (δ(R), Y,M) for some line
bundle R→ Y . We say (P, Y,M) has trivial connective data if its connective data arises
as (δ(∇R), F∇R) for some connection ∇R on R→ Y with curvature F∇R .
The next proposition will be crucial for defining bundle gerbe holonomy.
Proposition 2.63. Consider the trivial bundle gerbe (δ(R), Y,M) with bundle gerbe con-
nection ∇. There exists a line bundle connection ∇R on R→ Y such that δ(∇R) = ∇.
Proof. Let ∇R be a line bundle connection on R→ Y . Recall, by Proposition 2.61, that
δ(∇R) is a bundle gerbe connection on (δ(R), Y,M). By Proposition 2.52, there exists
α ∈ Ω1(Y [2]) such that
δ(∇R)−∇ = α
and δ(α) = 0. By exactness of the fundamental complex, there exists α′ ∈ Ω1(Y ) with
α = δ(α′). So δ(∇R − α′) = ∇. Replacing ∇R with ∇R − α′ we obtain the result.
Remark 2.64. Upon presenting Proposition 2.63, it is tempting to say that trivial bundle
gerbes admit trivial connective data. However, ∇ = δ(∇R) does not imply the curving f
of ∇ equals F∇R (since there is not, in general, a unique choice of curving).
It is natural to ask how the connective data of stably isomorphic bundle gerbes are
related. We will explore this in greater depth once we have studied Deligne cohomology.
For now, we present the following proposition, thereby concluding this section.
Proposition 2.65. Let (P, Y,M) and (Q,X,M) be stably isomorphic bundle gerbes with
connective data (∇P , fP ) and (∇Q, fQ) respectively. Denote the associated three-curvatures
by ωP and ωQ. Let R→ X×M Y be a trivialising line bundle with connection ∇R. Suppose
the stable isomorphism preserves connections, i.e. ∇P +∇∗Q = δ(∇R). Then there exists
γ ∈ Ω2(M) such that
fP − fQ = F∇R + π∗γ (2.5)
and
ωP − ωQ = dγ (2.6)
for π : X ×M Y →M the natural projection.
Proof. Since ∇P +∇∗Q = δ(∇R), the two-curvatures satisfy F∇P − F∇Q = δ(F∇R). Note
that we are abusing notation here, since really these connections and forms should be
pulled back to (X ×M Y )[2]. By the previous equation, δ(fP − fQ − F∇R) = 0, which,
by exactness of the fundamental complex, implies there exists γ ∈ Ω2(M) satisfying
fP − fQ = F∇R + π∗γ, thereby proving (2.5). Differentiating this equation, we find
π∗(ωP − ωQ) = π∗(dγ), so by injectivity of π∗, ωP − ωQ = dγ, proving (2.6).
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Remark 2.66. Proposition 2.65 will be a crucial component in the proof of our main
result in Chapter 5. Namely, by inputting the connective data of the cup product bundle
gerbe and the pullback of the basic bundle gerbe by the Weyl map into equations (2.5)
and (2.6), we will be able to find a trivialising line bundle R for our bundle gerbes, and
hence prove they are stably isomorphic.
2.6 The Dixmier-Douady class
As we have mentioned, bundle gerbes are classified by degree-three cohomology with
integer coefficients. We will now formalise this claim. There are many parallels between
this section and Section 1.5 on the first Chern class of a line bundle. Just as line bundles
are determined by 1-cocycles gαβ ∈ H1(M,U(1)), we will show that there exist 2-cocycles
gαβγ ∈ H2(M,U(1)) which determine a bundle gerbe (up to stable isomorphism). We call
the cohomology class of gαβγ the Dixmier-Douady class, which is in bijective correspon-
dence with stable isomorphism classes of bundle gerbes.
After constructing the Dixmier-Douady class of a bundle gerbe, we will present some
standard results, leading us to the main classification result in this section, Theorem 2.74.
We will conclude our study of the Dixmier-Douady class with some remarks provided for
general interest. Let us begin by constructing the cocycles gαβγ associated to a bundle
gerbe. We follow the construction in [44].
Example 2.67. Consider a bundle gerbe (P, Y,M) and local sections sα : Uα → Y
defined on a good open cover U = {Uα}α∈I of M (i.e. finite intersections of sets in U are
contractible). Then
(sα, sβ) : Uα ∩ Uβ → Y [2]
is a section of Y [2] → M over Uα ∩ Uβ . Define Pαβ := (sα, sβ)−1P , a line bundle over
Uα ∩ Uβ . Choose a unit section σαβ of Pαβ , i.e. ||σαβ(x)||2 = 1 (Definition 1.11). There
exists gαβγ : Uα ∩ Uβ ∩ Uγ → U(1) such that, over Uα ∩ Uβ ∩ Uγ ,
m(σαβ(x), σβγ(x)) = gαβγ(x)σαγ(x). (2.7)
It can be verified that gαβγ is a Čech 2-cocycle that is independent of all choices made
above and gβγδ g−1αγδ gαβδ g
−1
αβγ = 1. The resulting class
[gαβγ ] ∈ H2(M,U(1))
defines the characteristic class of the bundle gerbe (P, Y,M).
We saw in Section 1.5 that the short exact sequence of sheaves
0 −→ Z −→ R −→ U(1) −→ 0
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induces a long exact sequence in cohomology
· · · −→ 0 = H2(M,R) −→ H2(M,U(1)) −→ H3(M,Z) −→ 0 = H3(M,R) −→ · · · ,
so H2(M,U(1)) ∼= H3(M,Z). With this in mind, together with the above example, we
can define the Dixmier-Douady class of a bundle gerbe.
Definition 2.68 ([44]). The Dixmier-Douady class of a bundle gerbe (P, Y,M), denoted
DD(P, Y,M) or DD(P, Y ), is the image of the characteristic class [gαβγ] ∈ H2(M,U(1))
constructed in Example 2.67 under the isomorphism H2(M,U(1)) ∼−→ H3(M,Z).
Remark 2.69. The mathematicians J. Dixmier and A. Douady, after which the Dixmier-
Douady class is named, never worked with bundle gerbes directly. Their namesake here
can be attributed to Brylinski’s use of the term ‘Dixmier-Douady sheaves of groupoids’
to describe the gerbes in [10], which generalised the work of Dixmier and Douady in [19].
For a simple example let us compute the Dixmier-Douady class of the trivial bundle
gerbe defined by R (Example 2.18). As one would hope, its Dixmier-Douady class is zero.
Example 2.70. Consider a trivial bundle gerbe (δ(R), Y,M) for R → Y a line bundle
and Y →M a surjective submersion. Let {Uα}α∈I be a good open cover of M with local
sections sα : Uα → Y . Choose local sections να of s−1α (R) → Uα. Then for m ∈ Uα ∩ Uβ ,
(sα, sβ)
−1δ(R)m = Rsβ(m) ⊗R∗sα(m),
and σαβ = νβ ⊗ ν∗α defines a section of δ(R)αβ. It follows immediately from equation (2.7)
that gαβγ = 1 and DD(δ(R), Y ) = 0.
It is a standard fact that the Dixmier-Douady class of the dual, product, and pullback
bundle gerbes obeys similar relations to those in Proposition 1.45 for the first Chern class.
Proposition 2.71 ([44, p. 8]). Let (P, Y,M) and (Q,X,M) be bundle gerbes and f : N →
M be a smooth map. The Dixmier-Douady class satisfies
(1) DD((P, Y )∗) = −DD(P, Y );
(2) DD((P, Y )⊗ (Q,X)) = DD(P, Y ) +DD(Q,X);
(3) f ∗(DD(P, Y )) = DD(f ∗(P, Y )), where f ∗ : H3(M,Z) → H2(N,Z) is the induced
map on cohomology.
As we have seen, trivial bundle gerbes have trivial Dixmier-Douady class. The converse
of this statement is also true. We present this result without proof in an effort to streamline
this discussion, and refer the reader to [44] for details. It will then be used immediately
to prove Proposition 2.73.
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Proposition 2.72 ([44, Proposition 5.2]). A bundle gerbe (P, Y,M) is trivial if and only
if DD(P, Y ) = 0.
Proposition 2.73. Two bundle gerbes (P, Y,M) and (Q,X,M) are stably isomorphic if
and only if DD(P, Y ) = DD(X,Q).
Proof. By definition, (P, Y ) ∼=stab (Q,X) if and only if (P, Y ) ⊗ (Q,X)∗ is trivial. By
Propositions 2.71 and 2.72, this is true if and only if DD(P, Y ) = DD(Q,X).
The reader may recall from Section 2.4 that we regard stable isomorphisms as the
‘correct’ notion of equivalence for bundle gerbes. We are now in a position to formalise
this claim in the following theorem.
Theorem 2.74 ([44, Proposition 5.4]). The Dixmier-Douady class defines a bijection
between stable isomorphism classes of bundle gerbes on M and H3(M,Z).
Sketch of Proof. We provide an outline of its proof and refer the reader to [44] for details.
In Example 2.67, we saw how to construct a cohomology class in H3(M,Z) from a bundle
gerbe. It is a consequence of the Hitchin-Chatterjee construction (Example 2.19) that
any bundle gerbe can be constructed in this way (see [17, 44] for details). Therefore the
assignment of a stable isomorphism class of a bundle gerbe to a class in H3(M,Z) is
surjective. This assignment is well-defined and injective by Proposition 2.73.
The results in the remainder of this section are provided for interest, and will not
be needed for our research. The reader will recall that, given a line bundle L → M
with connection ∇ and curvature F∇, the image of [ 12piiF∇] under the Čech-de Rham
isomorphism H2dR(M)
∼−→ H2(M,R) equals the real part of the first Chern class, r(c1(L))
(Proposition 1.46). We have an analogous result for bundle gerbes. Consider the map
r : H3(M,Z) → H3(M,R) defined similarly to that in Section 1.5. We call r(DD(P, Y ))
the real Dixmier-Douady class. Then we have the following.
Proposition 2.75. Let (P, Y,M) be a bundle gerbe with connective data and three-
curvature ω ∈ Ω3(M). The image of [ 1
2pii
ω
]
under the Čech-de Rham isomorphism
H3
dR
(M)
∼−→ H3(M,R) equals r(DD(P, Y )) ∈ H3(M,R).
A brief explanation of this fact will be given in Remark 2.102 once we have discussed
Deligne cohomology. We conclude this section with a brief comment on the types of
bundle gerbe surjective submersions we observe in practice.
Remark 2.76. The space Y in a bundle gerbe (P, Y,M) is commonly infinite dimensional.
This is a consequence of the following result: if Y → M is a fibre bundle with finite
dimensional, 1-connected fibres, then the Dixmier-Douady class of (P, Y,M) is torsion
[44]. A bundle gerbe with torsion Dixmier-Douady class is said to be a torsion bundle
gerbe. Of course, by definition of r : H3(M,Z) → H3(M,R), torsion bundle gerbes have
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r(DD(P, Y,M)) = 0. Therefore by Proposition 2.75, the three-curvature ω of a torsion
bundle gerbe is exact. In our examples, the fibres of Y are disconnected so this problem
does not arise.
2.7 Holonomy
We dedicate the penultimate section of this chapter to bundle gerbe holonomy. In the
the next section, we will see that bundle gerbe holonomy is a useful tool in determining
when two bundle gerbes are equivalent as bundle gerbes with connective data. Like line
bundle holonomy, bundle gerbe holonomy is defined in terms of the exponential of the
integral of a form. The key difference here is that line bundle holonomy is defined in terms
of the integral of a 1-form over a curve, whereas bundle gerbe holonomy is defined in terms
of the integral of a 2-form over a surface. While bundle gerbe holonomy is a useful tool
in physics, and particularly the Wess-Zumino-Witten models (Remark 2.82), the higher
dimensions make bundle gerbe holonomy more difficult to motivate geometrically than
line bundle holonomy (which was based on parallel transport).
The format of this section proceeds as follows. First, we define bundle gerbe holonomy
and show it is well-defined. We will then compute the holonomy of the dual, product,
and trivial bundle gerbes. These propositions will be used to prove the main result in
this section, Proposition 2.89, which states that stably isomorphic bundle gerbes have the
same holonomy. We opt to prove each of these results in detail as they are commonly
neglected in the literature. All of our proofs use similar techniques, so the reader could
read the first few and skim the rest, if they wish. Let us begin with the definition of
bundle gerbe holonomy, which requires a brief construction.
Consider a bundle gerbe (P, Y,Σ, π) for Σ a surface. Suppose (∇P , f) is connective
data on (P, Y,Σ). It is a standard fact that H3(Σ,Z) = 0, so by Proposition 2.72, (P, Y,Σ)
is trivial. By Proposition 2.63, there exists a line bundle R → Y with connection ∇R
such that δ(R) = P , and δ(∇R) = ∇P . Now consider the difference
f − F∇R ∈ Ω2(Y ).
Since δ(f−F∇R) = F∇P −Fδ(∇R) = 0, exactness of the fundamental complex implies there
exists a unique µ ∈ Ω2(Σ) satisfying
f − F∇R = π∗(µ).
With this construction of the 2-form µ, we can define bundle gerbe holonomy as follows.
Definition 2.77. Consider a bundle gerbe (P, Y ) over a surface Σ with connective data
(∇P , f). Let µ ∈ Ω2(Σ) be the 2-form constructed above. Then the holonomy of (∇P , f)
over Σ, denoted hol((∇P , f),Σ), is defined as
hol((∇P , f),Σ) := exp
(∫
Σ
µ
)
.
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Remark 2.78. We may at times use the phrase ‘the holonomy of the bundle gerbe’,
instead of ‘the holonomy of the connective data on the bundle gerbe’, when the connective
data we are working with is clear.
Remark 2.79. More generally, consider a bundle gerbe (P, Y,M) with connective data
(∇P , f). Let Σ be a surface, and suppose there is a map ϕ : Σ→M . We can then define
hol((∇p, f),Σ) := hol(ϕ−1(∇P , f),Σ)
for ϕ−1(∇P , f) the pullback of the connective data (Proposition 2.58).
Remark 2.80. If there exists a three-dimensional submanifold X ⊂ M such that the
boundary ∂X also a submanifold, we can define the holonomy of connective data (∇P , fP )
on (P, Y,M) by
hol((∇P , fP ), ∂X) := exp
(∫
X
ω
)
for ω the three-curvature of (∇P , fP ). To see that this agrees with Definition 2.77, first
note that (P, Y,M) can be pulled back and trivialised over all ofX. Then, for a trivialising
line bundle R → Y of (P, Y,X), there exists µ ∈ Ω2(X) satisfying fP − FR = π∗µ. By
injectivity of π∗ and definition of µ, dµ = ω over X. The result then follows by Stokes’
theorem. For more on this, see [44].
Remark 2.81 ([43, p. 415]). Suppose X is a ball with ∂X = S2 in Remark 2.80. Then
hol((∇P , fP ), S2) ∈ U(1). In this way we see that the holonomy of a bundle gerbe gener-
alises the holonomy of a line bundle.
Remark 2.82. One interesting application of bundle gerbe holonomy arises in the context
of Wess-Zumino-Witten (WZW) models. In [58], Witten was searching for a conformally
invariant action relating to his work on linear sigma models, leading him to define the
WZW-term as follows. Consider a smooth map g : Σ → G for Σ a surface and G
a compact, simple and simply connected Lie group. Let X be a three-manifold with
∂X = Σ and extend g to gˆ : X → G. The WZW-term is defined by
WZW(g) = exp
∫
X
gˆ∗(ω)
for ω the basic 3-form on G [42]. It is not difficult to show that this is well-defined under
our choice of extension gˆ, see, for example, [44]. So WZW(g) ∈ U(1) is a well-defined
invariant associated to the map g.
In [43], Murray pointed out that the WZW-term can be described in terms of bundle
gerbe holonomy, thereby removing the topological restrictions on X. To do this, one can
choose connective data (∇, f) on the basic bundle gerbe so that the three-curvature of
this connective data is the basic form on G. It then follows by Remark 2.80 that
WZW(g) = hol(g∗(∇, f),Σ).
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This removes the condition of simple-connectedness of G needed in Witten’s original
definition of WZW, since the basic bundle gerbe can be defined even if G is not simply
connected (see [22]). Moreover, this definition is advantageous in that the local formulae
used to compute the holonomy of a bundle gerbe (see, for example, [44]) is made available
to compute the WZW-term.
We next prove bundle gerbe holonomy is well-defined. Although we will not explicitly
reference this result later, we choose to include its proof here as it is commonly left out
of the student literature. Throughout the rest of this section let Σ be a surface.
Proposition 2.83. (Holonomy is well-defined) Let (P, Y,Σ, π) be a bundle gerbe with
connective data (∇P , f). Then hol((∇P , f),Σ) is well-defined, i.e. independent of the
choice of trivialising line bundle R and connection ∇R.
Proof. We first show independence of ∇R. Suppose ∇˜R is another connection on R
satisfying δ(∇˜R) = ∇P . By Remark 1.23, the difference ∇˜R−∇R = α for some α ∈ Ω1(Y ).
Then δ(∇˜R−∇R) = δ(α) = 0, and by exactness of the fundamental complex, α = π∗(α′)
for some α′ ∈ Ω1(Σ). Therefore ∇˜R := ∇R + π∗(α′), and F∇˜R = F∇R + dπ∗(α′). So
f − F∇˜R = π∗(µR + dα′) and
exp
(∫
Σ
µR + dα
′
)
= exp
(∫
Σ
µR
)
since
∫
Σ
dα′ = 0 by Stokes’ Theorem.
It remains to verify that the holonomy is independent of the choice of R. Let R and
R′ be two trivialising line bundles of P . Let ∇R′ be a connection on R′ and µR′ be the
unique 2-form on Σ satisfying f − F∇′
R
= π∗(µR′). By Proposition 2.32, there exists a
line bundle Q→ Σ for which R = R′⊗ π−1(Q). Choose a connection ∇Q on Q. Since we
know the holonomy is independent of the choice of connection, we can define a connection
∇R on R by ∇R := ∇R′ + π∗∇Q. Then F∇R = F∇R′ + π∗F∇Q, so
f − F∇R = (f − F∇R′ )− π∗F∇Q = π∗(µR′ − F∇Q).
Therefore the unique 2-form µR satisfying f − F∇R = π∗(µR) is µR := µR′ − F∇Q . It is a
standard fact that the integral of the two-curvature of a line bundle over a closed surface
takes values in 2πiZ. Therefore
exp
(∫
Σ
µR
)
= exp
(∫
Σ
µR′
)
exp
(∫
Σ
FQ
)
= exp
(∫
Σ
µR′
)
.
We conclude the holonomy is well-defined.
Before studying the holonomy of the dual, product, and trivial bundle gerbes, we
present one more proposition, which will be used later in this work.
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Proposition 2.84. (Holonomy under change of curving) Let (P, Y,Σ, π) be a bundle
gerbe with connective data (∇, f). Let ϕ ∈ Ω2(Σ). Then f + π∗ϕ is also a curving for ∇
and
hol((∇, f + π∗ϕ),Σ) = exp
(∫
Σ
ϕ
)
hol((∇, f),Σ).
Proof. Recall that f is a curving for ∇ if δ(f) = F∇. Since ker δ = imπ∗, δ(f+π∗ϕ) = F∇,
so f+π∗ϕ is indeed a curving for ∇. Let R be a trivialisation for (P, Y,Σ) with connection
∇R. Define µ ∈ Ω2(Y ) by f − F∇R = π∗µ. Then f + π∗ϕ− F∇R = π∗(µ+ ϕ), so
hol((∇, f + π∗ϕ),Σ) = exp
(∫
Σ
µ+ ϕ
)
= exp
(∫
Σ
ϕ
)
hol((∇, f),Σ).
We now discuss the holonomy of the trivial, dual, and product bundle gerbes. Although
we did not mention it in Chapter 1, there are analogous results for line bundle holonomy
(to see this, just consider the curvature of the trivial, dual, and product line bundle
connections). We begin with the holonomy of the trivial bundle gerbe, followed by the
holonomy of the dual and product bundle gerbes.
Proposition 2.85. (Holonomy of a trivial bundle gerbe) Consider the trivial bundle
gerbe (δ(R), Y,Σ) with trivial connective data (δ(∇R), F∇R). Then
hol((δ(∇R), F∇R),Σ) = 1.
Proof. Since the curving of the trivial bundle gerbe is equal to F∇R , injectivity of π
∗
implies µ = 0 and the result follows.
Proposition 2.86. (Holonomy of duals) Let (P, Y,Σ, π) be a bundle gerbe with con-
nective data (∇P , fP ). Then the holonomy of the connective data (∇∗P ,−fP ) on the dual
bundle gerbe (P, Y,Σ, π)∗ from Proposition 2.57 satisfies
hol((∇∗P ,−fP ),Σ) = hol((∇P , fP ),Σ)−1.
Proof. Let R be a trivialising line bundle of (P, Y,Σ) with connection ∇R and curvature
F∇R . Then R
∗ is a trivialising line bundle of (P, Y,Σ)∗ with connection ∇∗R and curvature
−F∇R . If µ ∈ Ω2(Σ) satisfies fP −F∇R = π∗(µ), then −fP −F∇∗R = −fP +F∇R = π∗(−µ),
and
hol((∇∗P ,−fP ),Σ) = exp
(
−
∫
Σ
µ
)
= hol((∇P , fP ),Σ)−1.
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Proposition 2.87. (Holonomy of products) Let (P, Y,Σ, π1) and (Q,X,Σ, π2) be bun-
dle gerbes with connective data (∇P , fP ) and (∇Q, fQ) respectively. Consider the projec-
tions πX : X×ΣY → X and πY : X×ΣY → Y . Then the holonomy of the connective data
(∇P⊗Q, π∗XfP +π∗Y fQ) on the product bundle gerbe (P ⊗Q,X×ΣY,Σ, π) from Proposition
2.60 satisfies
hol((∇P⊗Q, π∗XfP + π∗Y fQ),Σ) = hol((∇P , fP ),Σ) · hol((∇Q, fQ),Σ).
Proof. Let R and R′ be trivialising line bundles for (P, Y ) and (Q, Y ) respectively, with
connections ∇R and ∇R′ . So R ⊗ R′ is a trivialisation of the product bundle gerbe, and
∇R,∇R′ induce a connection ∇R⊗R′ on R⊗R′ with curvature equal to π∗XF∇R + π∗Y F∇R′ .
Define µ1, µ2 ∈ Ω2(Σ) by fP − F∇R = π∗1(µ1) and fQ − F∇R′ = π∗2(µ2). Noting that
π1 ◦ πX = π2 ◦ πY = π, we have
(π∗XfP + π
∗
Y fQ)− (π∗XF∇R + π∗Y F∇R′ ) = π∗Xπ∗1(µ1) + π∗Y π∗2(µ2) = π∗(µ1 + µ2).
Therefore
hol((∇P⊗Q, π∗XfP + π∗Y fQ),Σ) = exp
(∫
Σ
µ1 + µ2
)
= hol((∇P , fP ),Σ) · hol((∇Q, fQ),Σ).
For our final proposition, we require the notion of a stable isomorphism of bundle
gerbes with connective data, which we call a D-stable isomorphism for reasons that will
become clear in the next section. Recall that a bundle gerbe is said to have trivial
connection and curving if its connective data arises as (δ(∇R), F∇R) for some line bundle
connection ∇R on R→ Y (Definition 2.62).
Definition 2.88. A D-stable isomorphism of bundle gerbes (P, Y,M) and (Q,X,M) with
connective data is a stable isomorphism that preserves connections and curvings (where
the trivial bundle gerbe P ∗ ⊗ Q is assumed to have trivial connection and curving). If
(P, Y,M) and (Q,X,M) are D-stably isomorphic we write (P, Y,M) ∼=D-stab (Q,X,M).
With this definition, we can now prove that D-stably isomorphic bundle gerbes have
equal holonomy. The proof of this result will be a neat application of the previous propo-
sitions in this section.
Proposition 2.89. (Holonomy of D-stably isomorphic bundle gerbes) Let (P, Y,Σ)
and (Q,X,Σ) be bundle gerbes with connective data (∇P , fP ) and (∇Q, fQ) respectively.
If (P, Y,Σ) ∼=D-stab (Q,X,Σ), then hol((∇P , fP ),Σ) = hol((∇Q, fQ),Σ).
Proof. Now, (P ⊗ Q∗, X ×Σ Y ) ∼= (δ(R), X ×Σ Y ), where the latter bundle gerbe is en-
dowed with trivial connective data. Since this is a D-stable isomorphism, the connective
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data is equal, i.e. (∇P⊗Q∗, π∗XfP − π∗Y fQ) = (δ(∇R), F∇R), where πX and πY are the pro-
jections from earlier. Hence the respective holonomies should be equal. By the previous
propositions, this implies
hol((∇P , fP ),Σ) · hol((∇Q, fQ),Σ)−1 = 1,
and the result follows.
Remark 2.90. The converse of the above result is most useful in practice. That is, if
two bundle gerbes have different holonomies, they cannot be D-stably isomorphic. This
is how we will show the cup product bundle gerbe and pullback of the basic bundle gerbe
are not D-stably isomorphic in Chapter 5.
2.8 Deligne cohomology
We conclude this chapter with a powerful classification result for bundle gerbes. The
reader may recall that the construction of the Dixmier-Douady class in Example 2.67 did
not assume the bundle gerbe to have any connective data. This renders our classification
result in Theorem 2.74 somewhat incomplete. In this section, we aim to understand how
Deligne cohomology can be used to classify stable isomorphism classes of bundle gerbes
with connective data. Formally, the result we will prove is the following.
Theorem 2.91 ([46, Theorem 4.1]). The Deligne class defines a bijection between D-
stable isomorphism classes of bundle gerbes with connective data onM and H3(M,Z(3)D).
For our purposes, it will suffice to define the Deligne cohomology groups in terms of
isomorphic Čech hypercohomology groups. After doing so, we will detail how a Deligne
class can be associated to any bundle gerbe with connective data. The main result in this
section, Theorem 2.91, will then be proved, and a summary of the classification results
for bundle gerbes will be provided in Proposition 2.98. We conclude this section by
remarking on several interesting consequences of Theorem 2.91, including the unexpected
relationship between the holonomy of a bundle gerbe and its Deligne class. A foundational
understanding of sheaves, double complexes of sheaves, and Čech hypercohomology groups
will be assumed throughout. For general information on these topics, we refer the reader to
[5, 10], and for information on these topics in the context of bundle gerbes we recommend
[30, 46].
Remark 2.92. In Murray’s original 1996 publication [43], he detailed how to associate to
any bundle gerbe (with connective data) its Dixmier-Douady (Deligne) class. At that time,
however, stable isomorphisms had not been developed, so the bijective correspondence in
Theorems 2.74 and 2.91 could not be stated. Instead, the Dixmier-Douady (Deligne)
class was simply understood as the ‘obstruction to the bundle gerbe (with connective
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data) being trivial’. It was not until 2000 (when stable isomorphisms were developed)
that Theorems 2.74 and 2.91 could be stated and proved formally by Murray–Stevenson
in [46].
We begin by defining the Čech hypercohomology groups Hˇq(U ,Dp) that will be used
to define Deligne cohomology. Let U(1)
M
be the sheaf of smooth U(1)-valued functions
on M and ΩpM be the sheaf of real differential p-forms on M . We will abuse notation and
write U(1) or Ωp when the space M is understood. Define the complex of sheaves Dp by
Dp := U(1)
M
d log−−→ Ω1M d−→ · · · d−→ ΩpM .
Associated to Dp is the Čech double complex depicted in Figure 2.7.
...
...
...
C2(U , U(1)) C2(U ,Ω1) · · · C2(U ,Ωp)
C1(U , U(1)) C1(U ,Ω1) · · · C1(U ,Ωp)
C0(U , U(1)) C0(U ,Ω1) · · · C0(U ,Ωp)
d log
δ′
d
δ′
d
δ′
d log
δ′
d
δ′
d
δ′
d log
δ′
d
δ′
d
δ′
Figure 2.7: Čech double complex associated to Dp
Here, U is a Leray cover ofM (i.e. finite intersection of sets in U have trivial cohomology)
and the maps δ′ : Cp(U , ·)→ Cp+1(U , ·) are defined by
δ′(α)i0,...,ip+1 =
p+1∑
j=0
(−1)j(αi0,...,ˆij,...,ip+1)
∣∣
Ui0,...,ip+1
.
With this, we can define the Čech hypercohomology groups with coefficients in Dp.
Definition 2.93. Let U be a Leray cover of M . The q-th Čech hypercohomology group
with coefficients in Dp, denoted Hˇq(U ,Dp), is the q-th cohomology of the total complex
of the double complex depicted in Figure 2.7.
To provide the general definition of Deligne cohomology groups with coefficients in
Z(p)D would be a lengthy process. Instead, we circumvent this with the following propo-
sition. Let Z(p) = (2π
√−1)p · Z and let Z(p)M be the sheaf of locally constant functions
on M . Define the complexes of sheaves Z(p)D by
Z(p)D := Z(p)M
i−→ Ω1M d−→ · · · d−→ Ωp−1M .
54 2. Bundle gerbes
Proposition 2.94. Let U be a Leray cover of M . The q-th Deligne cohomology group
with coefficients in Z(p)D, denoted Hq(M,Z(p)D), is isomorphic to the (q − 1)-th Čech
hypercohomology group with coefficients in Dp−1, i.e. Hq(M,Z(p)D) ∼= Hˇq−1(U ,Dp−1).
Sketch of Proof. To streamline this discussion we will present the key elements of this
proof and refer the reader to [30, 10, 5] for details. The proof amounts to showing that
there is a sequence of isomorphisms
Hq(M,Z(p)D) ∼= Hq−1(M,Dp−1) ∼= Hˇq−1(U ,Dp−1)
for q ≥ 1 and U a Leray cover ofM . The first of these isomorphisms of Deligne cohomology
and sheaf hypercohomology groups is induced from a quasi-isomorphism of sheaves, as
shown in [30]. It is then shown in [10] that the latter groups are canonically isomorphic
to the Čech hypercohomology groups Hˇq−1(U ,Dp−1).
Throughout the remainder of this section we will take Hq(M,Z(p)D) := Hˇq−1(U ,Dp−1)
to be the definition of the Deligne cohomology groups. We next aim to understand what
a general element in H3(M,Z(3)D) looks like.
Proposition 2.95. The triple (hαβγ, θαβ , να) ∈ C2(U , U(1)) ⊕ C1(U ,Ω1) ⊕ C0(U ,Ω2) is
a cocycle, and hence representative of a class in H3(M,Z(3)D), if and only if
hβγδ h
−1
αγδ hαβδ h
−1
αβγ = 1 (2.8)
θβγ − θαγ + θαβ = −d log(hαβγ) (2.9)
νβ − να = dθαβ (2.10)
for U = {Uα}α∈I a Leray cover of M .
Proof. Consider a segment of the total complex of the double complex in Figure 2.7 with
p = 2.
· · · −→ C2(U , U(1))⊕C1(U ,Ω1)⊕C0(U ,Ω2) D−→ C3(U , U(1))⊕C2(U ,Ω1)⊕C1(U ,Ω2) −→ · · ·
Here D is defined by
D(hαβγ, θαβ , να) = (δ
′(hαβγ), d log hαβγ + δ
′(θαβ), δ
′(να)− dθαβ).
The triple (hαβγ , θαβ , να) is a cocycle if and only ifD(hαβγ , θαβ, να) = (1, 0, 0). By equating
coordinates and using the above definition of δ′ we obtain the result.
We now construct the Deligne cocycle associated to any bundle gerbe with connective
data, and prove it is a cocycle using the previous proposition. Let (P, Y,M) be a bundle
gerbe with connective data (∇, f) and {Uα}α∈I be a good cover of M . Following the
construction from Example 2.67, consider sections sα : Uα → Y and define the line
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bundle Pαβ := (sα, sβ)−1P over Uα ∩ Uβ. Since Uα ∩ Uβ is contractible, Pαβ → Uα ∩ Uβ
is trivial, so there exists a unit section σαβ on Uα ∩ Uβ . Recall that we can define Čech
cocycles gαβγ by σαβσβγ = gαβγσαγ . Define Aαβ ∈ Ω1(Uα ∩ Uβ) implicitly by
(sα, sβ)
∗∇σαβ = Aαβσαβ .
Finally, set fα := s−1α f . We will prove that the triple (gαβγ,−Aαβ , fα) defines a Deligne
cocycle in the following proposition.
Proposition 2.96. Let (P, Y,M) be a bundle gerbe with connective data (∇, f). Then
the triple (gαβγ ,−Aαβ, fα) constructed above defines a class in H3(M,Z(3)D).
Proof. We need only verify that equations (2.8)–(2.10) are satisfied by (gαβγ,−Aαβ , fα).
Since we know gαβγ to be a Čech cocycle, (2.8) is immediate. Next, observe that by
pulling back equation (2.49) by (sα, sβ, sγ) : Uα ∩ Uβ ∩ Uγ → Y [3] we obtain
(sα, sγ)
∗∇m(σαβ , σβγ) = m((sα, sβ)∗∇σαβ , σβγ) +m(σαβ , (sβ, sγ)∗∇σβγ).
Therefore (sα, sγ)∗∇m(σαβ , σβγ) = (Aαβ+Aβγ)m(σαβ , σβγ). Since m(σαβ , σβγ) = gαβγσαγ ,
by Remark 1.27 we have
Aαβ + Aβγ = Aαγ + d log gαβγ ,
that is, δ′(A)αβγ = d log gαβγ . So −Aαβ satisfies equation (2.9). Finally, recall that the
curving f satisfies δ(f) = F∇, and F(sα,sβ)∗∇ = dAαβ = (sα, sβ)
∗F∇, so
dAαβ = (sα, sβ)
∗F∇
= (sα, sβ)
∗δ(f)
= (sα, sβ)
∗(π∗1f − π∗2f)
= s∗βf − s∗αf
= δ′(f)αβ.
This shows that fα satisfies equation (2.10), hence the triple (gαβγ ,−Aαβ , fα) defines a
class in H3(M,Z(3)D).
We present the next proposition without proof, and refer the reader to [46] for details.
This result, combined with our above work, will allow us to present a sketch of the proof
of Theorem 2.91.
Proposition 2.97 ([46, Proposition 4.2]). Let (P, Y,M) be a bundle gerbe with connective
data and zero Deligne class. Then (P, Y,M) is a trivial bundle gerbe with trivial connection
and curving.
Theorem 2.91 ([46, Theorem 4.1]). The Deligne class defines a bijection between D-
stable isomorphism classes of bundle gerbes with connective data onM and H3(M,Z(3)D).
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Sketch of Proof. We follow the proof from [30]. Let (P, Y,M) be a bundle gerbe with con-
nective data (∇, f). By Proposition 2.96, the triple (gαβγ , Aαβ, fα) associated to (P, Y,M)
defines a class in H3(M,Z(3)D). This is shown to be well-defined in [30]. The map which
assigns to a bundle gerbe (P, Y,M) the class [(gαβγ , Aαβ, fα)] is clearly a homomorphism,
and is injective by Proposition 2.97. It remains to show how, given a Deligne class
(gαβγ , Aαβ, fα), one can construct a bundle gerbe. Define
Y := {(m,α) | m ∈ Uα} ⊆M × I,
the disjoint union of sets in the open cover U of M . So Y [2] consists of triples (m,α, β)
such that m ∈ Uα ∩ Uβ. Let P → Y [2] be the trivial bundle and define a bundle gerbe
product by
(m,α, β, z) · (m, β, γ, w) = (m,α, γ, zwgαβγ(m))
for z, w ∈ U(1). It can be shown that the resulting bundle gerbe (P, Y,M) defines the
desired Deligne class (in fact, d+Aαβ defines a bundle gerbe connection on (P, Y,M) with
curving fα).
It can be shown by similar arguments to those above that bundle gerbes over M
with connection and no choice of curving are classified by the Deligne cohomology group
H3(M,Z(2)D) [30]. This leads us to the following proposition, which summarises our
classification results. The remarks following this proposition will conclude our preliminary
study of bundle gerbes.
Proposition 2.98. Let M be a smooth manifold. Then
(1) stable isomorphism classes of bundle gerbes over M are in bijective correspondence
with H3(M,Z);
(2) stable isomorphism classes of bundle gerbes over M with connection are in bijective
correspondence with H3(M,Z(2)D);
(3) D-stable isomorphism classes of bundle gerbes over M with connection and curving
are in bijective correspondence with H3(M,Z(3)D).
Remark 2.99. Conditions (1) and (2) in Proposition 2.98 are, in fact, equivalent. By
Proposition 2.63, any two stably isomorphic bundle gerbes will have equal Deligne class
in H3(M,Z(2)D) when they are each endowed with a connection. Conversely, stably
isomorphic bundle gerbes with connection will certainly be stably isomorphic. Indeed,
H3(M,Z) ∼= H3(M,Z(2)D). In light of this, we see that the condition that the sta-
ble isomorphism in Proposition 2.65 preserve connections is redundant, since any stable
isomorphism can be given a connection that does this.
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Remark 2.100. It is a standard fact that line bundles over M with connection are
classified by H2(M,Z(2)D). Therefore Proposition 2.98 (2) formalises the notion of a
bundle gerbe with connection being a ‘higher’ version of a line bundle with connection.
Remark 2.101. It is possible to use the theory of differential characters [12] to relate
the three-curvature and holonomy of a bundle gerbe to its Deligne class.
Remark 2.102. Consider a bundle gerbe (P, Y,M) with connective data (∇, f) and
three-curvature ω. Let {Uα}α∈I be a Leray cover of M and consider the data gαβγ , Aαβ
and fα constructed above. Then(
1
2pii
ω|Uα, dAαβ, d log gαβγ , δ′ log gαβγ
) ∈ ΠΩ3(Uα)⊕ΠΩ2(Uαβ)⊕ΠΩ1(Uαβγ)⊕ΠΩ0(Uαβγδ)
and by standard homological arguments this defines a an element in the total complex of
the double complex seen in the proof of the Čech-de Rham isomorphism in [5]. It is then
a consequence of this isomorphism that the image of
[
1
2pii
ω
] ∈ H3dR(M) in H3(M,R) is
equal to
[δ′ log gαβγ] = r(DD(P, Y,M))
as claimed in Remark 2.75.
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3The cup product bundle gerbe
Given a line bundle L over a manifold X and a smooth function f : X → C∗,
there is a gerbe attached to L and f ... this gerbe is given by a cup-product
construction.
– J.-L. Brylinski
Having discussed the prerequisite bundle gerbe theory, we can now focus on the central
question of this thesis. The three remaining chapters are dedicated to the study of the
cup product bundle gerbe (Pc, X, T × SU(n)/T ), the basic bundle gerbe (Pb, Y, SU(n)),
and the relationship between them. We remind the reader that this latter relationship is
our claim that the pullback of the basic bundle gerbe by the Weyl map
p : T × SU(n)/T → SU(n)
is SU(n)-stably isomorphic to the cup product bundle gerbe. Our aim in this chapter is
to introduce the cup product bundle gerbe, study its equivariance, and explicitly describe
its connective data in such a way as to simplify our computations in the final chapter.
Our first section, The geometry of SU(n)/T , is distinct from the rest of this chapter.
There is, in fact, no mention of bundle gerbes in this section, and as such its placement
here may appear somewhat mysterious. The necessity for Section 3.1 will become clear by
the end of Section 3.3. In short, it offers a description of the space SU(n)/T in terms of
n-tuples of orthogonal projections. This will, in turn, allow us to describe the connective
data of our bundle gerbes very explicitly in the language of projections. We encourage
the reader to skim read this section, and return to it after its application in Section 3.3.
To define the cup product bundle gerbe and compute its connective data, we utilise
a three-tiered approach, progressing from general cup product bundle gerbes, to the i-th
cup product bundle gerbes, and finally, to the cup product bundle gerbe (Pc, X) itself.
In Section 3.2, we define general cup product bundle gerbes (Subsection 3.2.1), consider
stable isomorphisms between general cup product bundle gerbes (Subsection 3.2.2), and
calculate their connective data (Subsection 3.2.3). Subsection 3.2.2 will not be used in
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this chapter, but will be crucial to our later work. In Section 3.3, we restrict our study
to i-th cup product bundle gerbes for i = 1, ..., n (Definition 3.23), which are general cup
product bundle gerbes over T ×SU(n)/T . The results from Section 3.2 will be applied to
calculate the connective data on the i-th cup product bundle gerbes (Proposition 3.28).
In the final section of this chapter, Section 3.4, the cup product bundle gerbe (Pc, X) is
defined as the product of the i-th cup product bundle gerbes (Definition 3.23), and results
from Section 3.3 are used to compute its connective data (Proposition 3.34).
The cup product bundle gerbe constructed in this chapter is, to our knowledge, the
first explicit description of this bundle gerbe in the literature. It is based loosely on the
cup product bundle gerbe construction due to S. Johnson [30]. Recall that a function
f : M → C∗ is classified by its winding number in H1(M,Z). Therefore, if f, g : M → C∗
have winding class α, β respectively, then α ∪ β is a class in H2(M,Z) that determines a
line bundle. In [4, 18], Deligne and Be˘ılinson exploited this to describe a line bundle with
connection over M in terms of functions f, g : M → C∗, thereby providing a geometric
interpretation of the cup product of functions. In 1994, Brylinski expanded upon this
idea, using the fact that the cup product of α ∈ H1(M,Z) and β ∈ H2(M,Z) is an
element of H3(M,Z), the group that classifies gerbes. Since any α ∈ H1(M,Z) is the
winding class of some g : M → U(1), and β is the first Chern class of some line bundle
P → M , Brylinski was able to define the cup product gerbe from a function and a line
bundle [10, 11]. We recommend [9] for a refined definition of this gerbe. Notably to
this work, in 2000, Brylinski considered a cup product bundle gerbe over the product
T × G/T , showing it pushed forward to a gerbe on G by the Weyl map [9]. Later, in
2002, S. Johnson (under the supervision of M. K. Murray) defined the cup product bundle
gerbe of a smooth map M → S1 and line bundle L → M in his PhD thesis [30]. Our
work will draw upon the ideas of Johnson and Brylinski to define the cup product bundle
gerbe over T × SU(n)/T .
3.1 The geometry of SU(n)/T
We will temporarily divert our attention away from bundle gerbes to consider the left
coset space SU(n)/T for T the space of diagonal matrices in SU(n). We define T formally
below.
Definition 3.1. Let T be the subgroup of SU(n) consisting of diagonal matrices. Ex-
plicitly, T := {diag(e2piix1 , ..., e2piixn) | x1 + · · ·+ xn = 0} .
It is a standard fact that SU(n)/T is a manifold, see, for instance [33, Proposition 4.2].
In this section, we will introduce the manifold Projn consisting of n-tuples of orthogonal
projections, and show it is diffeomorphic to SU(n)/T . We will then consider a line bundle
Ji → SU(n)/T , and its isomorphism with a line bundle Ki → Projn. The line bundle
Ji → SU(n)/T will be key to defining the cup product bundle gerbe, and its isomorphism
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withKi → Projn will be crucial to defining the connective data on the cup product bundle
gerbe in terms of projections. This section can be skim-read, and returned to at a later
time. Let us begin by defining Projn.
Definition 3.2. For n ∈ N, let Projn be the set of n-tuples of ordered orthogonal pro-
jections (P1, ..., Pn), where, for each i, Pi : Cn → Wi, and the spaces Wi are mutually
orthogonal one-dimensional subspaces of Cn.
Remark 3.3. Clearly if (P1, ..., Pn) ∈ Projn, then
∑n
i=1 Pi = 1 and PiPj = 0 if i 6= j.
These facts will be used extensively to simplify later calculations.
We next prove the first key proposition in this section.
Proposition 3.4. There is a bijection SU(n)/T ∼= Projn.
Proof. We will utilise Theorem 1.55 (which can be applied to sets and functions to give
us a bijection, rather than a diffeomorphism). Consider the smooth left action of SU(n)
on Projn defined by
g · (P1, ..., Pn) = (gP1g−1, ..., gPng−1). (3.1)
We claim that this action is transitive. To see this, let (P1, ..., Pn), (Q1, ..., Qn) ∈ Projn,
and choose unit vectors pi ∈ im(Pi), qi ∈ im(Qi) for each i. Then (pi)ni=1 and (qi)ni=1 are
orthonormal bases of Cn, hence are related by an element of g ∈ U(n) which we can scale
to make an element of SU(n). It follows that g · (P1, ..., Pn) = (Q1, ..., Qn). So this action
is indeed transitive, and makes Projn into a homogeneous SU(n)-space.
For i = 1, ..., n, let Oi be the orthogonal projection onto the span of the i-th standard
basis vector of Cn. Set e := (O1, ..., On) ∈ Projn. It easy to verify that the isotropy group
of e is the set of all diagonal matrices in SU(n), i.e. (Projn)e = T . Therefore by Theorem
1.55, SU(n)/T ∼= Projn via the map gT 7→ (gO1g−1, ..., gOng−1).
This result gives rise to the following important proposition.
Proposition 3.5. The space Projn has a unique manifold structure making the SU(n)
action (3.1) smooth.
Proof. This follows from [34, Proposition 7.21], by noting that the action (3.1) is transitive
from the above proof and the isotropy subgroup of e ∈ Projn, namely T , is a closed Lie
subgroup of SU(n).
Remark 3.6. The reader familiar with flag manifolds will recognise SU(n)/T as the
manifold of all full flags in Cn, i.e. the space of n-tuples (V1, ..., Vn) of subspaces (called
flags) with V1 ⊂ · · · ⊂ Vn = Cn and dimVk = k. Equivalently, we can identify each
flag (V1, ..., Vn) with the n-tuple of mutually orthogonal 1-dimensional subspaces of Cn,
(V1, V2 ∩ V ⊥1 , . . . , Vn ∩ V ⊥n−1). Such an n-tuple can, in turn, be identified with the n-
tuple of orthogonal projections onto each 1-dimensional subspace, yielding the bijection
in Proposition 3.4.
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The remainder of this section is dedicated to introducing the line bundles Ji →
SU(n)/T , and proving they are isomorphic to line bundles Ki → Projn for each i. We
will show this using an intermediary isomorphism with a line bundle Xi → Projn. These
results will be used implicitly throughout the later parts of this chapter. Let us begin by
defining Ji → SU(n)/T .
Definition 3.7. The homomorphism pi : T → S1 is defined by
pi
(
diag(e2piix1 , ..., e2piixn)
)
= e2piixi.
Definition 3.8. For i = 1, ..., n, let Ji := C×pi SU(n) be the set of equivalence class in
C× SU(n) under the relation (z, s) ∼pi (pi(t−1)z, st) for all t ∈ T .
Note that Ji → SU(n)/T is the SU(n)-homogeneous vector bundle associated to the
linear representation on T defined by pi, following the construction from Section 1.7. Here
the SU(n) action on SU(n)/T is defined by left multiplication.
We next introduce line bundles Xi → Projn, and show they are isomorphic to Ji →
SU(n)/T . It will then be shown that Xi → Projn is isomorphic to Ki → Projn, thereby
acting as our intermediary isomorphism to showing that Ji → Projn is isomorphic to
Ki → Projn.
Definition 3.9. For i ∈ {1, ..., n}, let ei be the i-th standard basis vector of Cn and Oi
be orthogonal projection onto span(ei). Define
Xi =
⋃
g∈SU(n)
span(gei)×
{(
gO1g
−1, ..., gOng
−1
)} ⊂ Cn × Projn.
Remark 3.10. Projection onto the second factor makes Xi → Projn into a line bundle.
This line bundle is SU(n)-equivariant with respect to the conjugation action on Projn
and the SU(n)-action on Cn defined by (left) multiplication.
Proposition 3.11. For each i = 1, ..., n, there is an SU(n)-equivariant line bundle iso-
morphism from Ji → SU(n)/T to Xi → Projn.
Proof. It is easy to verify that the map Ji → Xi, [z, g] 7→ (zgei, (gO1g−1, ..., gOng−1)) is
a well-defined SU(n)-equivariant diffeomorphism covering SU(n)/T ∼−→ Projn.
Note that we can write span(gei) = im(gOig−1) in Definition 3.9. This idea motivates
us o the line bundles Ki → Projn, which will be shown to be isomorphic to Ji → SU(n)/T
using Proposition 3.11.
Definition 3.12. For each i = 1, ..., n, let Ki → Projn be the line bundle defined by
Ki = {(w, P1, ..., Pn) | w ∈ imPi} ⊂ Cn × Projn.
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It follows that the fibre of Ki at a point (P1, ..., Pn) is im(Pi). Clearly Ki → Projn is
SU(n)-equivariant with respect to the SU(n)-action on Ki defined by g · (v, P1, ..., Pn) =
(gv, gP1g
−1, ..., gPng
−1).
Proposition 3.13. For each i, there is an SU(n)-equivariant line bundle isomorphism
from Ji → SU(n)/T to Ki → Projn.
Proof. By setting (O1, ..., On) ∈ Projn to be the basepoint of Projn, it follows from
Theorem 1.62 that Ki and Xi are isomorphic as line bundles over Projn. Therefore
Ji → SU(n)/T is isomorphic to Ki → Projn by Proposition 3.11.
Throughout the later parts of this chapter, we will continue to write Ji → SU(n)/T ,
but will in practice work with the line bundles Ki → Projn. This is advantageous in
that our computations will take place in the space of n-tuples of orthogonal projections,
instead of the more abstract space SU(n)/T . This concludes our discussion of SU(n)/T
for the time being.
3.2 General cup product bundle gerbes
In this section, we will consider a non-standard bundle gerbe construction, which, for
lack of a better name, we call the general cup product bundle gerbe construction. Just
as the bundle gerbe constructions in Section 2.3 relied on line bundle constructions from
Section 1.3, so too does the general cup product bundle gerbe. Namely, it relates to
function powers of line bundles (Example 1.36).
General cup product bundle gerbes will have two key applications in this thesis. As
we have mentioned, they will ultimately allow us to define the cup product bundle gerbe
(via the i-th cup product bundle gerbes), and compute its connective data. The second,
less obvious, application of general cup product bundle gerbes will be to the computations
in our final chapter. As we shall see, the theory of general cup product bundle gerbes,
and in particular the work from Subsection 3.2.2, will significantly simplify our central
research question.
3.2.1 Definition
Let us begin with some motivation. Recall that smooth maps f : M → S1 are classified
by H1(M,Z), and line bundles with connection are classified by H2(M,Z). We saw in
the previous chapter that bundle gerbes are classified by H3(M,Z). Therefore we expect,
given a smooth map f : M → S1 and a line bundle L → M , to be able to construct a
bundle gerbe. This is achieved by Johnson’s construction in [30], and is the basis for our
more general cup product bundle gerbe which we describe now.
Consider a surjective submersion Y → M , a line bundle L → N , and a smooth map
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g : Y [2] → Z satisfying δ(g) = 0. By Example 1.36, Lg → Y [2] ×N ∼= (Y ×N)[2] is a line
bundle. We claim that the triple (Lg, Y × N,M × N) is a bundle gerbe. To see this, we
need only show that there is an associate multiplication on this triple. This follows by
noting that Lg(y1,y2)⊗Lg(y2,y3) = Lg(y1,y3) for all (y1, y2, y3) ∈ Y [3], since δ(g) = 0, therefore
this is indeed a bundle gerbe.
Definition 3.14. Let Y → M be a surjective submersion, L→ N be a line bundle, and
g : Y [2] → Z be a smooth map satisfying δ(g) = 0. The bundle gerbe (Lg, Y ×N,M ×N)
is called the general cup product bundle gerbe of L→ N and g, depicted in Figure 3.1.
Lg
↓
Y [2] ×N →→ Y ×N
↓
M ×N
Figure 3.1: A general cup product bundle gerbe
Remark 3.15. The reader familiar with Johnson’s cup product bundle gerbes will recall
that they take the form (f ∪L, f−1(R),M) for f : M → S1 a smooth map and L→M a
line bundle. Fibrewise, the total space f ∪ L is defined by (f ∪ L)(m,x,y) = Lx−ym . This is
in fact the pullback of a general cup product bundle gerbe (Ld, f−1(R)×M,M ×M) by
the map M →M ×M , m 7→ (m,m), where d is the difference map d(x, y) = x− y.
3.2.2 Stable isomorphisms
Next, we will consider criterion for general cup product bundle gerbes to be stably
isomorphic to one another. Although these results will not be referenced again in this
chapter, they are critically important to our final chapter. As we shall see, both the cup
product bundle gerbe and the pullback of the basic bundle gerbe are stably isomorphic to
a reduced product of n general cup product bundle gerbes. Therefore, in order to under-
stand if these two bundle gerbes are stably isomorphic, we should consider when, more
generally, reduced products of general cup product bundle gerbes are stably isomorphic.
The reader should feel free to skip ahead to Subsection 3.2.3 if they wish, and return to
these results after their application in the final chapter.
This subsection consists of a key proposition followed by two corollaries. This propo-
sition, Proposition 3.16, describes a condition for a general cup product bundle gerbe to
be trivial. Then, in Corollary 3.18, we use this result to describe a condition for two
general cup product bundle gerbes (Lf , Y × N,M × N) and (Lg, X × N,M × N) to be
stably isomorphic. Finally, our main result of this subsection, Corollary 3.19, describes
a condition for the reduced products of general cup product bundle gerbes to be stably
isomorphic.
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Proposition 3.16. Consider a general cup product bundle gerbe (Lg, Y ×N,M ×N). If
there exists a smooth map h : Y → Z such that
g(y1, y2) = h(y2)− h(y1) (3.2)
for all (y1, y2) ∈ Y [2], then the bundle gerbe (Lg, Y ×N,M ×N) is trivial.
Proof. Assume such an h exists. Then Lh → Y ×N is a line bundle and
δ
(
Lh
)
(y1,y2,n)
= Lh(y2)−h(y1)n = (L
g)(y1,y2,n)
for all (y1, y2, n) ∈ Y [2] × N . So Lg → Y [2] × N and δ
(
Lh
) → Y [2] × N are isomor-
phic. This line bundle isomorphism clearly preserves the bundle gerbe product. There-
fore
(
δ
(
Lh
)
, Y ×N,M ×N) is isomorphic to (Lg, Y ×N,M ×N) and the general cup
product bundle gerbe is trivial.
Remark 3.17. In Proposition 3.16, it is crucial that the function h is integer-valued. Since
δ(g) = 0 by assumption, by exactness of the fundamental complex it will always be the
case that there exists f : Y → R satisfying δ(f) = g. However, it is not possible to define
the trivialising line bundle as we have done above unless this function is integer-valued,
which in general will not be the case.
Corollary 3.18. Consider two general cup product bundle gerbes
(
Lf , Y ×N,M ×N)
and (Lg, X ×N,M ×N). If there exists a smooth map h : (X ×M Y )×N → Z such that
f(y1, y2)− g(x1, x2) = h(x2, y2, n)− h(x1, y1, n)
for (x1, y1, x2, y2, n) ∈ (X ×M Y )[2] ×N , then(
Lf , Y ×N,M ×N) ∼=stab (Lg, X ×N,M ×N)
with trivialising line bundle π−1N (L)
h → (X ×M Y )×N for πN : (X ×M Y )×N → N the
natural projection.
Corollary 3.19. For each i = 1, ..., n, let (Kfii , Y ×N,M×N) and (Kgii , X×N,M×N) be
general cup product bundle gerbes. If, for each i = 1, ..., n, there exists a smooth function
hi : (X ×M Y )×N → Z such that
fi(y1, y2)− gi(x1, x2) = hi(x2, y2, n)− hi(x1, y1, n) (3.3)
for all (x1, y1, x2, y2, n) ∈ (X ×M Y )[2] ×N , then
n⊗
red
i=1
(Kfii , Y ×N,M ×N) ∼=stab
n⊗
red
i=1
(Kgii , X ×N,M ×N)
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with trivialising line bundle
n⊗
i=1
π−1N (Ki)
hi → (X ×M Y )×N
for πN : (X ×M Y )×N → N the natural projection.
Proof. First, note that
n⊗
i=1
(Kfii , Y ×N,M ×N) ∼=stab
n⊗
i=1
(Kgii , X ×N,M ×N) (3.5)
if, for each i, (Kfii , Y × N,M × N) ∼=stab (Kgii , X × N,M × N). By Corollary 3.18, this
will hold if there exists smooth hi : (X ×M Y )×N → Z satisfying (3.3). The result then
follows by Remark 2.40.
3.2.3 Connective data
In this subsection, we will describe a natural connection on the general cup product
bundle gerbe of L → N and g : Y [2] → Z induced by a line bundle connection ∇ on L
(Proposition 3.20). A curving and associated three-curvature for this connection will then
be calculated in terms of g and F∇ (Proposition 3.21). This result will be utilised to find
connective data on the i-th cup product bundle gerbes introduced in the next section.
Throughout the following propositions, let πN : M ×N → N , πY [2] : Y [2] ×N → Y [2] and
π
[2]
N : Y
[2] ×N → N be the natural projections.
Proposition 3.20. (A connection on a general cup product bundle gerbe) Con-
sider a general cup product bundle gerbe (Lg, Y × N,M × N). Let ∇ be a connec-
tion on L → N with curvature F∇. Then there is a bundle gerbe connection ∇g on
(Lg, Y ×N,M ×N) with two-curvature given by
F∇g = g (π
[2]
N )
∗F∇.
Proof. By Example 1.36, there is a connection ∇g on Lg → Y × N with the desired
curvature. This can easily be verified to be a bundle gerbe connection.
We next describe the connective data associated to the connection in Proposition 3.20.
This result will be key to the computations in the next section.
Proposition 3.21. (Geometry of a general cup product bundle gerbe) Consider
a general cup product bundle gerbe (Lg, Y × N,M × N, π). Let ∇ be a connection on
L→ N , and let ∇g be the induced bundle gerbe connection from Proposition 3.20. Then
(1) there exists a smooth function ϕ : Y ×N → R such that δ(ϕ) = π∗
Y [2]
g;
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(2) for any such ϕ, dϕ = π∗(η) for some η ∈ Ω1(M ×N);
(3) the 2-form f ∈ Ω2(Y ×N) defined by
f = −ϕ (πN ◦ π)∗F∇
satisfies δ(f) = F∇g , so f is a curving for the connection ∇g;
(4) the three-curvature ω ∈ Ω3(M ×N) of (∇g, f) is given by
ω = −η ∧ π∗NF∇;
(5) the real Dixmier-Douady class of (Lg, Y ×N,M ×N) is represented by
− 1
2πi
η ∧ π∗NF∇.
Proof. Let us first verify that the function ϕ and 1-form η exist. By assumption,
δ(π∗Y [2]g) = π
∗
Y [2]δ(g) = 0,
so exactness of the fundamental complex implies there exists ϕ : Y × N → R satisfying
δ(ϕ) = π∗
Y [2]
g. Similarly,
δd(ϕ) = dδϕ = dπ∗Y [2]g = π
∗
Y [2]dg = 0,
so again by exactness of the fundamental complex, there exists η ∈ Ω1(M ×N) such that
π∗(η) = dϕ. This proves (1) and (2).
We compute δ(f) as follows. Let π1, π2 : Y [2] × N → Y × N be the first and second
projection maps (Definition 2.3). At a point (x, y, n) ∈ Y [2] ×N,
δ(f)
∣∣
(x,y,n)
= −ϕ(y) (πN ◦ π ◦ π2)∗F∇
∣∣
(x,y,n)
+ ϕ(x) (πN ◦ π ◦ π1)∗F∇
∣∣
(x,y,n)
.
Now, πN ◦ π ◦ π1 = πN ◦ π ◦ π2 = π[2]N , and ϕ(x)− ϕ(y) = g(x, y). Therefore
δ(f) = g (πN ◦ π ◦ π1)∗F∇
= g (π
[2]
N )
∗F∇
= F∇g .
This proves (3). To show (4), recall that the three-curvature ω ∈ Ω3 (M ×N) is defined
uniquely by df = π∗ω. Then
df = d (−ϕ (πN ◦ π)∗F∇)
= −dϕ ∧ (πN ◦ π)∗F∇
= π∗ (−η ∧ π∗NF∇) .
This gives us the claimed three-curvature in (4), and (5) follows immediately.
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We conclude this section by considering Proposition 3.21 for a specific cup product
bundle gerbe. In doing so, we hope to solidify the concepts in this section, and also
demonstrate how the real Dixmier-Douady class of a general cup product bundle gerbe
can be represented by a wedge product of forms.
Example 3.22. Let L→ N be a line bundle with connection ∇ and two-curvature F∇.
Consider the surjective submersion R → S1 defined as the quotient map by Z. Define
d : R[2] → Z by (x, y) 7→ x − y. Let x ∈ (0, 1) and θ ∈ (0, 2π) denote the standard
coordinates on R and S1 respectively, so dx = π∗( dθ
2pi
). By Proposition 3.21, the natural
connection on (Ld,R×M,S1×M) has associated two-curvature f = −x(πN ◦π)∗F∇, and
a representative of the real Dixmier-Douady class of this bundle gerbe is the pullback of
the form
1
2π
dθ ∧ 1
2πi
F∇
to S1 ×N . We can see that this is a representative of the cup product of the first Chern
class of L→ N with the winding class of id : S1 → S1.
3.3 The i-th cup product bundle gerbe
We will next introduce the i-th cup product bundle gerbes, which will be key to
defining the cup product bundle gerbe. By pulling back the surjective submersion R →
S1, x 7→ [x], by pi : T → S1, we obtain the surjective submersion p−1i (R) → T . Here
p−1i (R)
∼= {(t, x) ∈ T × R ∣∣ pi(t) = [x]} . Then i-th cup product bundle gerbe is then
defined as follows.
Definition 3.23. Define di : p−1i (R)
[2] → Z by (t, x, y) 7→ y − x. The i-th cup product
bundle gerbe over T ×SU(n)/T is the general cup product bundle gerbe of Ji → SU(n)/T
and di, denoted (
Jdii , p
−1
i (R)× SU(n)/T
)
,
and depicted in Figure 3.2.
Jdii
↓
p−1i (R)
[2] × SU(n)/T →→ p−1i (R)× SU(n)/T
↓
T × SU(n)/T
Figure 3.2: The i-th cup product bundle gerbe
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There is a a natural SU(n)-action on T × SU(n)/T making the i-th cup product
bundle gerbe SU(n)-equivariant, as we will see in the next proposition. This result will
allow us to easily show in the next section that the cup product bundle gerbe is itself
SU(n)-equivariant.
Proposition 3.24. The i-th cup product bundle gerbe is SU(n)-equivariant for the action
of SU(n) on T × SU(n)/T given by multiplication in the SU(n)/T factor.
Proof. This follows easily by SU(n)-homogeneity of Ji → SU(n)/T , and by noting that
the SU(n)-action on each of the spaces in the bundle gerbe is given by multiplication on
the SU(n)/T factor.
In the remainder of this section, we will describe the geometry of the i-th cup product
bundle gerbe. First, we must define a connection ∇Ji on Ji → SU(n)/T , and calculate
its two-curvature. We will then construct a bundle gerbe connection ∇ci on the i-th cup
product bundle gerbe and calculate its two-curvature using Proposition 3.20. Defining a
curving and calculating the three-curvature of the connective data on the i-th cup product
bundle gerbe will then be a straightforward application of Proposition 3.21. Throughout
this work we abuse notation and view the line bundles Ji → SU(n)/T as the line bundles
Ki → Projn from Section 3.1.
Proposition 3.25. (A connection on Ji → SU(n)/T ) There is a canonical line bundle
connection ∇Ji on Ji → SU(n)/T with curvature F∇Ji = tr(PidPidPi) for Pi orthogonal
projection SU(n)/T × Cn → Ji.
Proof. This is merely an application of Example 1.41. We need only show that Ji is a
subbundle of the trivial bundle of rank n. This follows by noting that Ji is a subbundle of
the SU(n)-homogeneous vector bundle (Cn × SU(n))/T → SU(n)/T , which is isomorphic
to the trivial bundle Cn × SU(n)/T → SU(n)/T by Theorem 1.62.
Remark 3.26. The connection ∇Ji induces a connection on the pullback of Ji by the
projection T × SU(n)/T → SU(n)/T . By Proposition 3.25, the two-curvature of this
connection will be tr(PidPidPi) for Pi : SU(n)/T × T × Cn → Ji orthogonal projection.
Now that we have defined a line bundle connection on Ji → SU(n)/T and computed
its two-curvature, we can apply Proposition 3.20 to define a bundle gerbe connection on
the i-th cup product bundle gerbe.
Proposition 3.27. (A connection on the i-th cup product bundle gerbe) Let ∇Ji
be the connection on Ji → SU(n)/T from Proposition 3.25 with curvature F∇Ji . Let
π
[2]
i : p
−1
i (R)
[2] × SU(n)/T → T × SU(n)/T
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be projection. Then there is a bundle gerbe connection ∇ci on the i-th cup product bundle
gerbe with two-curvature
F∇ci = di (π
[2]
i )
∗tr(PidPidPi)
for Pi : T × SU(n)/T × Cn → Ji orthogonal projection.
Finally, we can present the curving, three-curvature, and real Dixmier-Douady class
representative of the i-th cup product bundle gerbes using Proposition 3.21. The next
result concludes this section.
Proposition 3.28. (Geometry of the i-th cup product bundle gerbe) Consider the
i-th cup product bundle gerbe
(
Jdii , p
−1
i (R)× SU(n)/T, T × SU(n)/T, πi
)
with connection
∇ci from Proposition 3.27. Let Pi : T × SU(n)/T × Cn → Ji be orthogonal projection,
and define a 2-form fci ∈ Ω2
(
p−1i (R)× SU(n)/T
)
by
fci(t, gT, x) = −x π∗i tr(PidPidPi).
Abuse notation and denote the pullback of pi to T × SU(n)/T by pi. Then
(1) the 2-form fci satisfies δ(fci) = F∇ci , so fci is a curving for ∇ci;
(2) the three-curvature ωci ∈ Ω3 (T × SU(n)/T ) of (∇ci, fci) is given by
ωci = −
1
2πi
p−1i dpi ∧ tr(PidPidPi);
(3) the real Dixmier-Douady class of the i-th cup product bundle gerbe is represented by
1
4π2
p−1i dpi ∧ tr(PidPidPi).
Proof. To apply Proposition 3.21, we must compute the function ϕ and 1-form η for the
i-th cup product bundle gerbe. Let π : p−1i (R)
[2] × SU(n)/T → p−1i (R)[2] be projection.
Then δ(x) = π∗di, so x is our ‘ϕ’. Since π∗i pi = e
2piix,
π−1i
(
p−1i dpi
2πi
)
= x,
so p−1i dpi/2πi is our ‘η’. Lastly, by Remark 3.26, the π
∗
NF∇ term in Proposition 3.21
equals tr(PidPidPi) for Pi : SU(n)/T × T × Cn → Ji orthogonal projection. Inputting
this data into Proposition 3.21 gives us the desired result.
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3.4 The cup product bundle gerbe
We are now in a position to define the cup product bundle gerbe, and present the
main result of this section, which describes the connective data of this bundle gerbe in
terms of orthogonal projections. As we have mentioned, the cup product bundle gerbe is
the product of the i-th cup product bundle gerbes, which we define formally now.
Definition 3.29. The cup product bundle gerbe over T ×SU(n)/T is the tensor product
of all i-th cup product bundle gerbes (Definition 3.23), denoted
(Pc, X) :=
n⊗
i=1
(
Jdii , p
−1
i (R)× SU(n)/T
)
.
By Propositions 2.46 and 3.24, we immediately obtain our first result for the cup
product bundle gerbe.
Proposition 3.30. The cup product bundle gerbe is SU(n)-equivariant for the action of
SU(n) on T × SU(n)/T given by multiplication in the SU(n)/T factor.
The following proposition will be critical to our final chapter, realising the cup product
product bundle gerbe as a reduced product of general cup product bundle gerbes.
Proposition 3.31. There is an SU(n)-equivariant stable isomorphism
n⊗
i=1
(
Jdii , p
−1
i (R)× SU(n)/T
) ∼=SU(n)-stab n⊗
red
i=1
(
Jdii ,R
n−1 × SU(n)/T ) .
Proof. It is not difficult to see that there are SU(n)-equivariant diffeomorphisms
p−11 (R)×T×SU(n)
T
× · · · ×
T×
SU(n)
T
p−1n (R)
∼= {(x1, ..., xn, t) ∈ Rn × T ∣∣ [xi] = pi(t) ∀ i}
∼= {(x1, ..., xn) ∈ Rn ∣∣ ∑ni=1 xi ∈ Z}
=: W,
using that p1(t) · · · pn(t) = 1. Note that the surjective submersion W → T × SU(n)/T is
given by (x1, ..., xn, gT ) 7→ (diag([x1], ..., [xn]), gT ). So
n⊗
i=1
(
Jdii , p
−1
i (R)× SU(n)/T
) ∼= ( n⊗
i=1
Jdii ,W × SU(n)/T
)
.
Now, we can consider Rn−1 as a submanifold of W since
R
n−1 ∼= {(x1, ..., xn) ∈ Rn ∣∣ ∑ni=1 xi = 0} . (3.6)
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Clearly the restriction of the projectionW×SU(n)/T → T×SU(n)/T to Rn−1×SU(n)/T
is again a surjective submersion. Therefore by Remark 2.39,( n⊗
i=1
Jdii ,W × SU(n)/T
)
∼=stab
( n⊗
i=1
Jdii ,R
n−1 × SU(n)/T
)
.
It is trivial to verify that this stable isomorphism is SU(n)-equivariant. The result follows
by definition of the reduced product (Example 2.26).
Remark 3.32. We abuse notation and understand di : (Rn−1)
[2] → Z in the bundle
gerbes
(
Jdii ,R
n−1 × SU(n)/T ) to be the maps defined by
di(x1, ..., xn, y1, ..., yn) = yi − xi.
Clearly δ(di) = 0, so
(
Jdii ,R
n−1 × SU(n)/T ) are indeed general cup product bundle
gerbes.
We next study the connective data on the cup product bundle gerbe, thereby conclud-
ing this chapter. Similar to the previous section, we begin by considering a bundle gerbe
connection. This result follows immediately from Propositions 1.31 and 2.60.
Proposition 3.33. (A connection on the cup product bundle gerbe) Let
π : (Rn−1)[2] × SU(n)/T → T × SU(n)/T
be projection and Pi : SU(n)/T×T×Cn → Ji be orthogonal projection. The i-th cup prod-
uct bundle gerbe connections ∇ci from Proposition 3.27 induce a bundle gerbe connection
∇c on the cup product bundle gerbe with curvature
F∇c =
n∑
i=1
di π
∗tr(PidPidPi).
Proposition 3.34. (Geometry of the cup product bundle gerbe) Let ∇c be the
connection on (Pc, X, T × SU(n)/T, πc) from Proposition 3.33. Let Pi be orthogonal pro-
jection T × SU(n)/T × Cn → Ji, and define a 2-form fc ∈ Ω2 (X) by
fc(x1, ..., xn, gT ) := −
n∑
i=1
xi π
∗
c tr(PidPidPi).
Abuse notation and denote the pullback of pi to T × SU(n)/T by pi. Then
(1) the 2-form fc satisfies δ(fc) = F∇c, so fc is a curving for the connection ∇c;
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(2) the three-curvature ωc ∈ Ω3 (T × SU(n)/T ) of (∇c, fc) is given by
ωc = − 1
2πi
n∑
i=1
p−1i dpi ∧ tr(PidPidPi);
(3) the real Dixmier-Douady class of the cup product bundle gerbe is represented by
1
4π2
n∑
i=1
p−1i dpi ∧ tr(PidPidPi).
Proof. This follows immediately from Propositions 2.60, 3.33, and 3.28.
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4The basic bundle gerbe and the Weyl
map
For the special unitary group G = SU(d+1), the construction of the basic gerbe
simplifies... in fact, the gerbe is presented as a Chatterjee-Hitchin gerbe...
– E. Meinrenken
The basic gerbe is defined in full generality over a compact, simple, simply connected
Lie group G. It is defined to be any gerbe whose Dixmier-Douady class is a generator of
H3(G,Z). There are a number of ways to construct the basic gerbe. The first of these
constructions was due to Brylinski in 1993, who utilised the path fibration PG → G in
his construction [10, Theorem 5.4.7]. A similar (infinite-dimensional) construction for
bundle gerbes which also used path fibrations was provided in 1996 by Murray [43]. Here,
Murray defined the so-called tautological bundle gerbe over a 2-connected manifold M ,
whose curvature was equal to a given integral, closed 3-form. The special case when M
was a compact, simple, simply connected Lie group was later considered in the 1997 paper
[15], and in more detail in [50], to define the basic bundle gerbe. The basic bundle gerbe
over G is an example of a lifting bundle gerbe (Example 2.20). The central extension in
this construction is taken to be
U(1) → Ω̂G→ ΩG
for ΩG the group of based, smooth loops in G, and Ω̂G the Kac-Moody group.
In this work, we will restrict our study to the basic bundle gerbe over SU(n). This
is advantageous in that there is a much simpler, finite-dimensional construction of this
bundle gerbe due to Murray–Stevenson. There were several influential papers leading
up to this construction. In 2002, while studying the WZW model, Gawedzki and Reis
provided a representation-theoretic construction of a gerbe over SU(n) [24]. Meinrenken
extended the work of Gawedzki and Reis in [36] to describe a finite-dimensional con-
struction of an equivariant gerbe over G. In this paper, Meinrenken (and later Mickels-
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son [37]) considered an explicit example of a local bundle gerbe over SU(n). In 2008,
Murray–Stevenson generalised Meinrenken and Mickelsson’s constructions to describe the
aforementioned finite-dimensional construction of the globally defined basic bundle gerbe
over SU(n) [42]. In this work, Murray–Stevenson explicitly described a connection and
curving on the basic bundle gerbe over SU(n), and showed its three-curvature was
− 1
24π2
tr(g−1dg)3,
the basic 3-form on SU(n). These results will be used extensively in our work.
We begin this chapter with a brief study of the Weyl map p : T ×G/T → G (Section
4.1), with an emphasis on the case when G = SU(n). In Section 4.2, we define the basic
bundle gerbe over SU(n) following the construction in [42]. We show this bundle gerbe is
SU(n)-equivariant (Proposition 4.15), and present its connective data and three-curvature
(Proposition 4.16, Theorem 4.17). The pullback of the basic bundle gerbe by p will then
be constructed in Section 4.3. Here, the description of the Weyl map on Projn from
Section 4.1 will be used to describe the induced connective data on the pullback bundle
gerbe in terms of orthogonal projections (Propositions 4.22, 4.23). Doing so will enable us
to easily compare the connective data on the cup and pullback basic bundle gerbes later.
Finally, we present a series of computations in Section 4.4, culminating in Proposition
4.26. This result describes the pullback of the basic bundle gerbe by the Weyl map as a
reduced product of general cup product bundle gerbes, and will be crucial to the proof of
this thesis’ main result.
4.1 The Weyl map
The Weyl map p : T×G/T → G, (t, gT ) 7→ gtg−1 is defined forG a compact, connected
Lie group and T a maximal torus of G. This map first appeared in the fundamental works
of H. Weyl (1925-1926) [55, 56, 57] to prove the Weyl Integral Formula, which describes
the integral of a continuous function over G as a product of integrals over G/T and T .
This formula has a variety of applications in representation theory. Most notably, it was
used to proveWeyl’s character formula, a famous formula which expresses the character of
an irreducible representation in terms of its highest weight. We refer the reader to [7, 47]
for more on these topics. The Weyl map would continue to appear in proofs throughout
the 20-th century. Notably, in 1965, M. F. Atiyah made use of the Weyl map to provide
an alternative proof of a K-theoretic result on compact Lie groups due to L. Hodgkin [2].
These are just a few of the many applications of the Weyl map in Lie theory.
In this section we briefly introduce maximal tori and formally define the Weyl map.
A geometric interpretation of the Weyl map when G = SU(n) will also be considered.
We conclude this section by considering the image of the Weyl map on T × Projn ∼=
T×SU(n)/T , which will be used implicitly to describe the connective data on the pullback
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of the basic bundle gerbe later. Although the remainder of this chapter requires little more
than the definition of the Weyl map, we encourage the reader to explore this rich topic
further in [1, 47, 49]. Let us begin with the definition of tori in Lie groups.
Definition 4.1. Let G be a compact connected Lie group.
(1) A torus of G is a subgroup T of G that is isomorphic to a product of U(1) factors.
(2) A torus T is called a maximal torus of G if there is no other torus in G properly
containing T .
Remark 4.2 ([1]). A maximal torus of a compact connected Lie group G is a maximal
abelian subgroup of G.
Example 4.3. Let G = SU(n) and T be the subgroup of SU(n) consisting of all diagonal
matrices. Clearly T ∼= U(1)n−1 and T is a maximal torus of SU(n) (see [1]).
With this, we can define the Weyl map, and consider its image on T × SU(n)/T for
T the group of diagonal matrices in SU(n). As we have mentioned, the Weyl map in this
case has a highly geometric interpretation. For more on this, we recommend [47].
Definition 4.4. Let G be a compact, connected Lie group and T be a maximal torus of
G. Define the Weyl map by
p : T ×G/T → G
(t, gT ) 7→ gtg−1.
Remark 4.5. It is easy to verify the Weyl map is well-defined using the fact that T is
abelian.
Remark 4.6. The Weyl map is G-equivariant with respect to the G-action on G/T
defined by left multiplication and the G-action on G defined by conjugation. To see this,
let t ∈ T and g, h ∈ G. Then
p(t, hgT ) = hgtg−1h−1 = hp(t, gT )h−1.
Example 4.7. When G = SU(n) and T < SU(n) is the subgroup of diagonal matrices,
the Weyl map has several interpretations. For instance, the image of the Weyl map on
{t} × SU(n)/T for a fixed t ∈ T is
p({t} × SU(n)/T ) = {gtg−1 | g ∈ SU(n)},
the set of all elements in SU(n) whose eigenvalues are the diagonal entries of t. Equiv-
alently, p({t} × SU(n)/T ) is the orbit of t under the conjugation action in SU(n). We
can alternatively understand the restriction of the Weyl map to be a covering space over
the dense open subset SU(n)reg ⊂ SU(n) consisting of matrices whose eigenvalues are
distinct (see [42]).
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Remark 4.8. Throughout the remainder of this work, any use of the term ‘Weyl map’
shall be referring the the Weyl map on T × SU(n)/T for T the maximal torus of SU(n)
consisting of diagonal matrices.
As we have seen in the previous chapter, the curving and connection on the cup product
bundle gerbe can be described by orthogonal projections using that SU(n)/T ∼= Projn,
where Projn is the space of n-tuples of orthogonal projections with mutually orthogonal
one-dimensional image. We wish to describe the connective data on the basic bundle
gerbe and pullback of the basic bundle gerbe by the Weyl map similarly. To do so, we
must understand the image of the Weyl map on T ×Projn ∼= T ×SU(n)/T . This is given
to us in the next proposition, which concludes this section. For i = 1, ..., n, let pi : T → S1
be the homomorphism mapping t ∈ T to its i-th diagonal (Definition 3.7).
Proposition 4.9. Under the identification SU(n)/T ∼= Projn in Proposition 3.4, the
Weyl map p : T × Projn → SU(n) is given by
p : (t, P1, ..., Pn) 7→
n∑
i=1
pi(t)Pi. (4.1)
Proof. Let (t, gT ) ∈ T × SU(n)/T . Under the diffeomorphism in Proposition 3.4, (t, gT )
maps to (t, gO1g−1, ..., gOng−1) ∈ T × Projn. Since Oi is the matrix with a 1 in the i-th
diagonal and zeros elsewhere, t =
∑n
i=1 pi(t)Oi and
p(t, gT ) = gtg−1 = g
(
n∑
i=1
pi(t)Oi
)
g−1 =
n∑
i=1
pi(t)
(
gOig
−1
)
.
Therefore p(t, gO1g−1, ..., gOng−1) =
∑n
i=1 pi(t)gOig
−1. Since the action of SU(n) on
Projn is transitive, any element (P1, ..., Pn) ∈ Projn can be written as (gO1g−1, ..., gOng−1)
for some g ∈ SU(n), and the result follows.
4.2 The basic bundle gerbe
In this section, we will construct the basic bundle gerbe on SU(n), prove it is SU(n)-
equivariant, and study its connective data. Our construction of the basic bundle gerbe
(Pb, Y, SU(n)) follows closely that in [42]. First, the space Y will be introduced. We will
then consider an ordering on Y [2], which will provide us with a straightforward geometric
description of the disconnected sets Y [2]− , Y
[2]
0 and Y
[2]
+ that cover Y [2]. Finally, the line
bundle Pb → Y [2] will be defined over these components as the determinant of a vector
bundle.
The space Y is defined as follows. Let Z := U(1)\{1}. This is an open subset of U(1),
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z1
z2
λ
(z1, z2, g) ∈ Y [2]−
z2
λ
z1
(z1, z2, g) ∈ Y [2]0
λ
z1
z2
(z1, z2, g) ∈ Y [2]+
Figure 4.1: Components of Y [2]
hence a manifold. Denote the set of eigenvalues of an operator g ∈ SU(n) by spec(g).
Define
Y := {(z, g) ∈ Z × SU(n) | z /∈ spec(g)} .
This is an open subset of Z × SU(n), hence is a manifold. Let π : Y → SU(n) be
projection onto the second factor. This is a surjective submersion, and clearly
Y [2] ∼= {(z1, z2, g) ∈ Z2 × SU(n) | z1, z2 /∈ spec(g)} .
More generally, Y [p] consists of (p+ 1)-tuples (z1, ..., zp, g) such that z1, ..., zn /∈ spec(g).
To define the line bundle Pb → Y [2], we must understand the aforementioned dis-
connected cover of Y [2]. These sets can be described explicitly using the ordering on Z
induced from the natural ordering of elements in (0, 2π). Namely, if arg : Z → (0, 2π)
is the bijection satisfying exp(iarg(z)) = z for all z ∈ Z, we can define an ordering on
Z by setting z1 < z2 if and only if arg(z1) < arg(z2). The set in our cover containing
(z1, z2, g) ∈ Y [2] will then be determined by the positions of the eigenvalues of g relative
to z1 and z2 with respect to this ordering. To better explain this, we introduce some
terminology.
Definition 4.10. Let (z1, z2, g) ∈ Y [2] and λ be an eigenvalue of g. Say that λ ∈ Z is
between z1 and z2 if z1 < λ < z2 or z2 < λ < z1 (or, equivalently, if λ is in the connected
component of U(1)\{z1, z2} not containing {1}). Call a triple (z1, z2, g) ∈ Y [2] positive if
there exist eigenvalues of g between z1 > z2, null if there are no eigenvalues of g between
z1 and z2, and negative if there exist eigenvalues of g between z1 < z2.
Denote the set of all positive, null, and negative triplets in Y [2] by Y [2]+ , Y
[2]
0 and Y
[2]
− .
Note that (z1, z2, g) ∈ Y [2]+ if and only if (z2, z1, g) ∈ Y [2]− . Elements in each of these sets
are depicted in Figure 4.1, where we assume for simplicity that all eigenvalues of g are in
the connected component of Z\{z1, z2} containing λ.
With this description of Y [2], we can define Pb → Y [2] as follows. For λ an eigenvalue
of g ∈ SU(n), let E(g,λ) denote the λ-eigenspace of g. Define the vector bundle L→ Y [2]+
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fibrewise by
L(z1,z2,g) =
⊕
z1>λ>z2
E(g,λ).
For a proof that this is indeed a vector bundle we refer the reader to [42]. Note that
L(z1,z2,g) has finite dimension as a finite sum of finite-dimensional spaces. Therefore we
can define Pb → Y [2] fibrewise by
(Pb)(z1,z2,g) =

det(L(z1,z2,g)) if (z1, z2, g) ∈ Y [2]+
C if (z1, z2, g) ∈ Y [2]0
det(L(z2,z1,g))
∗ if (z1, z2, g) ∈ Y [2]− .
By [42], Pb → Y [2] is a smooth locally trivial hermitian line bundle.
Remark 4.11. The realisation of Pb as a determinant line bundle (Example 1.33) was
our primary motivation to define bundle gerbes using line bundles rather than principal
U(1)-bundles (Remark 2.14).
It remains to be shown that there is an associative multiplication operation that will
endow (Pb, Y, SU(n)) with a bundle gerbe structure. This is provided to us in the next
proposition.
Proposition 4.12. There exists an associative multiplication operation on Pb → Y [2]
making (Pb, Y, SU(n)) a bundle gerbe.
Proof. Let (z1, z2, z3, g) ∈ Y [3] with z1 > z2 > z3. Assume there are eigenvalues of g
between z1 and z2 and also between z2 and z3. Clearly⊕
z1>λ>z2
E(g,λ) ⊕
⊕
z2>λ>z3
E(g,λ) =
⊕
z1>λ>z3
E(g,λ),
so for this choice of (z1, z2, z3, g) ∈ Y [3] the fibres of L satisfy
L(z1,z2,g) ⊕ L(z2,z3,g) = L(z1,z3,g). (4.2)
It is a standard fact that, for vector spaces V andW , the wedge product defines a canonical
isomorphism det(V ) ⊗ det(W ) → det(V ⊕W ). Therefore the wedge product defines a
multiplication map
(Pb)(z1,z2,g) ⊗ (Pb)(z2,z3,g) = (Pb)(z1,z3,g)
for this choice of (z1, z2, z3, g). By considering the other connected components of Y [3], we
see that this equation holds for all (z1, z2, z3, g) ∈ Y [3] (see [42] for details). Associativity
of this multiplication follows by associativity of the wedge product.
Definition 4.13. Call the bundle gerbe (Pb, Y, SU(n), π) constructed above the basic
bundle gerbe over SU(n), or simply the basic bundle gerbe, depicted in Figure 4.2.
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Pb
↓
Y [2]
→→ Y
↓
SU(n)
Figure 4.2: The basic bundle gerbe
Remark 4.14. The construction of the basic bundle gerbe due to Murray–Stevenson
in [42] that we have replicated here is defined more generally over a group G equipped
with a unitary action on a Hilbert space. The possible choices for G include the group
U(H) of unitary operators on a finite dimensional Hilbert space H , the diagonal torus
T ⊂ U(n), and the Banach Lie groups Up(H) for H an infinite dimensional separable
complex Hilbert space. The limitation of the basic bundle gerbe construction to these
groups is a consequence of the space Y being defined in terms of eigenvalues of unitary
operators. This choice of Y by Murray–Stevenson in [42] was based on a space used in
Meinrenken and Mickelsson’s construction of local bundle gerbe over SU(n) in [36, 37].
Although Murray–Stevenson’s construction relies on G being unitary, it is advantageous
in that it is finite-dimensional, unlike the construction of the basic bundle gerbe over an
arbitrary compact, simple, simply connected Lie group G as in [50].
We now begin to explore the properties of this bundle gerbe. By noting that SU(n)
acts on itself by conjugation, it is natural to ask if the basic bundle gerbe over SU(n) is
itself SU(n)-equivariant (Definition 2.41). This is indeed the case, leading us to our next
proposition.
Proposition 4.15. The basic bundle gerbe (Pb, Y, SU(n), π) is an SU(n)-equivariant bun-
dle gerbe for the action of SU(n) on itself by conjugation.
Proof. We provide an outline of this proof and refer the reader to [42] for details. First,
we see that the conjugation action of SU(n) on itself lifts to an action on Y defined
by g · (z, s) := (z, gsg−1). This is well-defined since spec(s) = spec(gsg−1). Clearly
π : Y → M is SU(n)-equivariant, so we need only verify that Pb → Y [2] is an SU(n)-
equivariant line bundle. We show this is true for the restriction of Pb → Y [2] to Y [2]+ and
claim the other cases proceed similarly. Let (z1, z2, g) ∈ Y [2]+ and h ∈ SU(n). Consider
an eigenvector v ∈ L(z1,z2,g) with eigenvalue λ. Then hv is an eigenvector of hgh−1 with
eigenvalue λ, so multiplication by h defines an action L(z1,z2,g) → L(z1,z2,hgh−1). Since
Pb|Y [2]+ = det(L), this induces an action on Pb|Y [2]+ which is linear on fibres. It can be
verified that the line bundle projection is equivariant, so this is an SU(n)-equivariant line
bundle.
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The remainder of this section will focus on the geometry of the basic bundle gerbe.
This work will allow us to describe the induced geometry on the pullback of the basic
bundle gerbe later in the chapter. As a first observation, note that a vector bundle
connection ∇ on L will induce a line bundle connection det(∇) on Pb (Example 1.33).
We claim that there is a choice of ∇ such that this induced connection on Pb is a bundle
gerbe connection on (Pb, Y, SU(n)). Let Mn be the space of n× n matrices.
Proposition 4.16 ([42, p. 1577]). (A connection on the basic bundle gerbe) Con-
sider the orthogonal projection P : Y [2]+ → Mn associated to the line bundle L → Y [2]+ .
There exists a connection ∇ on L → Y [2]+ that induces a bundle gerbe connection ∇b :=
det(∇) on the basic bundle gerbe (Pb, Y, SU(n)). The two-curvature F∇b of this connection
satisfies
F∇b
∣∣
Y
[2]
+
= tr(PdPdP ), F∇b
∣∣
Y
[2]
−
= −tr(PdPdP ), F∇b
∣∣
Y
[2]
0
= 0.
Proof. Let ∇ be the connection on L ⊂ Cn × Y [2]+ induced by the trivial connection.
That is, ∇ := P ◦ d for P : Cn → L orthogonal projection (Example 1.29). This gives
rise to a connection det(∇)|
Y
[2]
+
on Pb|Y [2]+ (Example 1.33). The induced dual and trivial
connections define connections on Pb|Y [2]
−
and Pb|Y [2]0 respectively, thereby defining a global
connection ∇b := det(∇). We claim this is a bundle gerbe connection on (Pb, Y, SU(n)).
To see this, consider a connected component of U ⊂ Y [3] containing some (z1, z2, z3, g)
with z1 > z2 > z3. Further assume there exist eigenvalues of g between z1 > z2 and
z2 > z3. By equation (4.2),
π−12 (L) = π
−1
3 (L)⊕ π−11 (L)
over U . Since this is an orthogonal splitting and ∇ is defined by orthogonal projection,
over U we have
π∗2∇ = π∗3∇⊕ π∗1∇.
Hence the wedge product induces an isomorphism
π∗2∇b = π∗3∇b ⊗ id1 + id3 ⊗ π∗1∇b
over U , where id1, id3 denote the identity maps on π−11 (L) and π
−1
3 (L), respectively. Sim-
ilar arguments applied to the other connected components show this equation holds over
all of Y [3]. Therefore ∇b is a bundle gerbe connection on (Pb, Y, SU(n)). By Proposition
1.41 and Corollary 1.42, F∇b = tr(PdPdP ) on Y
[2]
+ . By similar arguments applied to the
dual and trivial connections on Pb, the result follows.
We conclude our preliminary work on the basic bundle gerbe by presenting its curving
and curvature, as calculated in [42, Theorem 5.1]. We omit the proof here as it is highly
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non-trivial and requires results from holomorphic functional calculus. This result is pro-
vided only for completeness, and will not be referenced again. It is significant because it
allowed the authors of [42] to compute the curving and curvature on the pullback of the
basic bundle gerbe in a very explicit form, as we will see later.
For z ∈ C∗, define Rz to be the closed ray from the origin through z. Define a branch
of the logarithm logz : C\Rz → C by setting logz(1) = 0. For (z, g) ∈ Y , let C(z, g) be an
anti-clockwise closed contour in C\Rz enclosing spec(g). Let ∇b be the connection from
Proposition 4.16.
Theorem 4.17 ([42, Theorem 5.1]). (Geometry of the basic bundle gerbe) Let ∇b
be the connection from Proposition 4.16. Define a 2-form fb on Y by the contour integral
fb(z, g) :=
1
8π2
∫
C(z,g)
logzζtr
(
(ζ − g)−1dg(ζ − g)−2dg) dζ.
Then
(1) the 2-form fb satisfies δ(fb) = F∇b, so fb is a curving for ∇b;
(2) the three-curvature ωb ∈ Ω3(SU(n)) of (∇b, fb) is given by
ωb = − i
12π
tr(g−1dg)3
for g ∈ SU(n) the standard coordinate chart ;
(3) the real Dixmier-Douady class of the basic bundle gerbe is represented by
νb = − 1
24π2
tr(g−1dg)3.
Remark 4.18. Recall that there is a notion of equivariant connective structures on equiv-
ariant bundle gerbes (Remark 2.55). It is shown in [45, Theorem 5.2] that the connective
data on the basic bundle gerbe defined above is equivariant. We will see that the cup
product bundle gerbe and pullback of the basic bundle gerbe by the Weyl map are not
D-stably isomorphic, hence cannot be isomorphic as bundle gerbes with equivariant data.
For this reason, we do not explore this concept further.
4.3 The pullback of the basic bundle gerbe by the Weyl
map
This is the penultimate section of this chapter. Here, we will describe the pullback of
the basic bundle gerbe by the Weyl map and consider its induced bundle gerbe connection
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(pˆ[2])−1(Pb)
↓
p−1(Y )[2]
→→ p−1(Y )
↓
T × SU(n)/T
Figure 4.3: Pullback of the basic bundle gerbe
using Proposition 4.16. The connective data associated to this induced connection will
then be presented in Proposition 4.23 using results from [42]. Let us begin by defining
the pullback of the basic bundle gerbe by the Weyl map.
Definition 4.19. Consider the Weyl map p : T × SU(n)/T → SU(n). The pullback of
the basic bundle gerbe by the Weyl map p, depicted in Figure 4.3, is the bundle gerbe
p−1 (Pb, Y, SU(n)) :=
(
(pˆ[2])−1(Pb), p
−1(Y ), T × SU(n)/T )
where pˆ : p−1(Y ) → Y is the canonical projection.
Remark 4.20. By Propositions 2.47, 4.15 and Remark 4.6, the pullback of the basic
bundle gerbe by the Weyl map is SU(n)-equivariant with respect to the action of SU(n)
on T × SU(n)/T given by multiplication in the SU(n)/T component.
Remark 4.21. The spaces present in the pullback of the basic bundle gerbe can be
described as follows.
p−1(Y ) ∼= {(gT, t, z) ∈ SU(n)/T × T × Z | z /∈ spec(t)} (4.3)
p−1(Y )[2] ∼= {(gT, t, z1, z2) ∈ SU(n)/T × T × Z2 | z1, z2 /∈ spec(t)} (4.4)(
pˆ[2]
)−1
(Pb) ∼=
{
(gT, t, z1, z2, v) ∈ p−1(Y )[2] × Pb | v ∈ (Pb)(z1,z2,gtg−1)
}
(4.5)
Naturally, the connective data on the basic bundle gerbe induces connective data
on the pullback. Let (∇b, fb) be the connective data on the basic bundle gerbe from
Proposition 4.16 and pˆ : p−1(Y ) → Y be the map from Definition 4.19. Recall that Mn is
the space of n× n matrices.
Proposition 4.22. (A connection on the pullback of the basic bundle gerbe)
Let P : p−1(Y [2]+ ) → Mn be orthogonal projection defined as the pullback by p of the
orthogonal projection Y [2]+ → Mn associated to the line bundle L→ Y [2]+ . The pullback of
the connective data on the basic bundle gerbe (∇p∗b, fp∗b) := (pˆ, p)∗(∇b, fb) is connective
data on p−1 (Pb, Y, SU(n)). Moreover, the two-curvature of ∇p∗b satisfies
F∇p∗b
∣∣
p−1
(
Y
[2]
+
) = tr(PdPdP ), F∇p∗b
∣∣
p−1
(
Y
[2]
−
) = −tr(PdPdP ), F∇p∗b
∣∣
p−1
(
Y
[2]
0
) = 0.
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Proof. It follows from Lemma 2.58 that (∇p∗b, fp∗b) is connective data on the pullback
bundle gerbe. The result about the two-curvature follows by Proposition 4.16.
The pullback of the connective data from Theorem 4.17 defines connective data for the
pullback connection. In the next proposition, we present this data in terms of orthogonal
projections, using implicitly Proposition 4.9 and Theorem 4.17. This proposition, together
with some remarks, concludes this section.
Recall that, for i = 1, ..., n, pi : T → S1 is projection onto the i-th diagonal. Let
Pi : T × SU(n)/T → Mn be orthogonal projection. Abuse notation and denote the
pullback of these maps to p−1(Y ) by pi and Pi. Let ∇p∗b be the bundle gerbe connection
from Proposition 4.22.
Proposition 4.23 ([42, Appendix B]). (Geometry of the pullback of the basic bun-
dle gerbe) Let ∇p∗b be the connection from Proposition 4.22. Define fp∗b ∈ Ω2(p−1(Y ))
by
fp∗b :=
i
4π
∑
i 6=k
(logz pi − logz pk + (pk − pi)p−1k )tr(PidPkdPk).
Then
(1) the 2-form fp∗b satisfies δ(fp∗b) = F∇p∗b, so fp∗b is a curving for ∇p∗b;
(2) the three-curvature ωp∗b ∈ Ω3 (T × SU(n)/T ) of (∇p∗b, fp∗b) is given by
i
4π
n∑
i,k=1
i 6=k
(
p−1i dpi − p−1k dpk − p−1k dpi + p−1k dpkp−1k pi
)
tr(PidPkdPk)−pip−1k tr(dPidPkdPk);
(3) a representative νp∗b of the real Dixmier-Douady class of the pullback of the basic
bundle gerbe is given by
1
8π2
n∑
i,k=1
i 6=k
(
p−1i dpi − p−1k dpk − p−1k dpi + p−1k dpkp−1k pi
)
tr(PidPkdPk)−pip−1k tr(dPidPkdPk).
Remark 4.24. The reader will recall that the curving in Theorem 4.17 was described
in terms of an integral over a curve. To derive the above equation for fp∗b := p∗fb is
a strenuous calculation, requiring knowledge of holomorphic functional calculus, see [42,
Appendix B]. For this reason we omit the proof of this result.
Remark 4.25. Recall in the previous chapter that the connective data on the cup product
bundle gerbe was also be described in terms of orthogonal projections Pi (Proposition
3.33). Therefore Proposition 4.23 will enable us to easily compare the connective data of
both of our bundle gerbes in the next chapter.
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4.4 Isomorphisms of the pullback of the basic bundle
gerbe
To conclude this chapter, we explore equivalent descriptions of the pullback of the
basic bundle gerbe, culminating in the following important result.
Proposition 4.26. There is an SU(n)-equivariant isomorphism
p−1 (Pb, Y, SU(n)) ∼=SU(n)
n⊗
red
i=1
(Jεii , YT × SU(n)/T, T × SU(n)/T ) .
The significance of Proposition 4.26 is that it realises the pullback of the basic bundle
gerbe as a reduced product of general cup product bundle gerbes, similar to the cup
product bundle gerbe from the previous chapter. This will allow us to directly apply the
results from Subsection 3.2.2 (which detailed stable isomorphisms of reduced products of
general cup product bundle gerbes) to simplify our central research question. We will also
show that the isomorphism in Proposition 4.26 preserves the bundle gerbes connections,
which will be useful in our final chapter. The reader should feel free to skim the results
from this section, and return to them after their application in Chapter 5.
The proof of Proposition 4.26 relies on a series of intermediary isomorphisms, which
we outline as follows.
p−1(Pb, Y )
Prop 4.29∼=SU(n) (Pb,T ×T SU(n), YT × SU(n)/T )
Prop 4.34∼=SU(n)
( n⊗
i=1
Jεii , YT × SU(n)/T
)
Ex 2.26
=:
n⊗
red
i=1
(Jεii , YT × SU(n)/T ) .
We begin with a dual proposition and definition. The proof of this result is left as an
exercise to the reader. Let YT := Y |Z×T and Pb,T := (Pb)|Y [2]
T
. Denote the restriction of
the basic bundle gerbe to T by (Pb,T , YT , T ).
Proposition 4.27 ([42, p. 1582]). Define Pb,T×T SU(n) to be the set of equivalence classes
in Pb,T × SU(n) under the relation
(v1 ∧ · · · ∧ vk, g) ∼ (tv1 ∧ · · · ∧ tvk, gt−1)
for all t ∈ T . Then Pb,T ×T SU(n) is a line bundle over Y [2]T × SU(n)/T , and there is an
associative multiplication induced by that on the bundle gerbe (Pb,T , YT ) over T making
(Pb,T ×T SU(n), YT × SU(n)/T ) (4.6)
a bundle gerbe over T × SU(n)/T .
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Remark 4.28. It is not difficult to show that the bundle gerbe (4.6) is SU(n)-equivariant
with respect to the SU(n) action on T×SU(n)/T given by multiplication on the SU(n)/T
component.
We next show that the bundle gerbe (4.6) is isomorphic to the pullback of the basic
bundle gerbe. To do so, we will make use of the explicit descriptions of p−1(Y ), p−1(Y )[2]
and
(
pˆ[2]
)−1
(Pb) from Remark 4.21. A pictorial description of the following result is
provided in Figure 4.5.
Proposition 4.29 ([42, Proposition 7.3]). There exists an SU(n)-equivariant bundle gerbe
isomorphism
(Pb,T ×T SU(n), YT × SU(n)/T ) ∼=SU(n) p−1(Pb, Y ).
Proof. It is clear from equation (4.3) that YT × SU(n)/T ∼= p−1(Y ), and that this identi-
fication is a smooth isomorphism of surjective submersions over T × SU(n)/T . It follows
that Y [2]T ×SU(n)/T ∼= p−1(Y )[2] and this diffeomorphism covers YT×SU(n)/T ∼−→ p−1(Y ).
It remains to define a line bundle isomorphism as in Figure 4.4 that respects the bundle
gerbe multiplication. We do so by considering the disconnected components of Y [2]T . Let
Pb,T ×T SU(n) (pˆ[2])−1(Pb)
Y
[2]
T × SU(n)/T p−1(Y )[2]
f
∼
Figure 4.4: Isomorphism of line bundles
Y
[2]
T,+, Y
[2]
T,0 and Y
[2]
T,− denote the restriction of Y
[2]
+ , Y
[2]
0 and Y
[2]
− to Y
[2]
T respectively. Con-
sider (z1, z2, t) ∈ Y [2]T,+ and v1 ∧ · · · ∧ vk ∈ (Pb,T )(z1,z2,t). Then each vi is an eigenvector
of t with eigenvalue λi, say. Recall from the proof of Proposition 4.15 that multiplica-
tion by g induces a map L(z1,z2,t) → L(z1,z2,gtg−1). This in turn induces a (linear) map
(Pb,T )(z1,z2,g) → (Pb,T )(z1,z2,gtg−1) defined by
v1 ∧ · · · ∧ vk 7→ gv1 ∧ · · · ∧ gvk.
Define f : Pb,T ×T SU(n) → (pˆ[2])−1(Pb) over fibres (gT, z1, z2, t) ∈ Y [2]T,+ × SU(n)/T by
[v1 ∧ · · · ∧ vk, g] 7→ (gT, t, z1, z2, gv1 ∧ · · · ∧ gvk).
This map is well-defined by definition of the T -action on Pb,T × SU(n). It is also clearly
a linear isomorphism on fibres covering Y [2]T,+ × SU(n)/T ∼−→ p−1(Y ). By duality, we can
extend f to Y [2]T,− × SU(n)/T , and we can trivially extend f to Y [2]T,0 × SU(n)/T . These
extensions will remain linear isomorphisms. It can be verified that f commutes with the
bundle gerbe multiplication, so is the desired line bundle isomorphism. It is not difficult
to show that this isomorphism is SU(n)-equivariant.
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Pb,T ×T SU(n) (pˆ[2])−1(Pb) Pb
Y
[2]
T × SU(n)/T p−1(Y )[2] Y [2]
YT × SU(n)/T p−1(Y ) Y
T × SU(n)/T T × SU(n)/T SU(n)
∼
∼ pˆ
[2]
∼ pˆ
p
Figure 4.5: (left-right) bundle gerbe (4.6), p−1 (Pb, Y, SU(n)), and (Pb, Y, SU(n))
Next, we define the maps εi and the T -spaces Cpi which will be crucial to the remaining
propositions. Recall that T is the maximal torus of SU(n) consisting of diagonal matrices,
and pi : T → S1 is the homomorphism sending t ∈ T to its i-th diagonal. To define εi we
use the ordering on Z from Section 4.2. Regard i as an integer between 1 and n inclusive
throughout.
Definition 4.30. Define εi : Y
[2]
T → Z by
εi(z1, z2, t) =

1 if z1 > pi(t) > z2
−1 if z2 > pi(t) > z1
0 otherwise.
Definition 4.31. Let Cpi be the space C equipped with the right T -action v ·t := pi(t−1)v.
Remark 4.32. Throughout this section, let C1pi := Cpi,C
−1
pi
:= C∗pi, and C
0
pi
:= C, where
C0pi is equipped with the identity action. The space C
∗
pi
can be understood as the dual of
Cpi, or equivalently as the space C equipped with the dual action v · t = pi(t)v.
We can now introduce the general cup product bundle gerbes of Ji → SU(n)/T and εi
in preparation for Proposition 4.34. Recall that Ji → SU(n)/T is the SU(n)-homogeneous
line bundle defined by setting Ji := C×pi SU(n) under the relation (z, s) ∼pi (pi(t−1)z, st)
for all t ∈ T .
Proposition 4.33. There is an associative multiplication making
(Jεii , YT × SU(n)/T ) (4.7)
a bundle gerbe over T ×SU(n)/T . Moreover, this bundle gerbe is SU(n)-equivariant with
respect to the SU(n)-action on T × SU(n)/T given by multiplication on the SU(n)/T
component.
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Proof. To see that this is a general cup product bundle gerbe (Definition 3.14), and hence
a bundle gerbe, it suffices to show that εi : Y
[2]
T → Z satisfies the cocycle condition
εi(z1, z2, t) + εi(z2, z3, t) = εi(z1, z3, t)
for all (z1, z2, z3, t) ∈ Y [3]T . We verify this holds for one case and leave the remaining cases
as an exercise. Let (z1, z2, z3, t) ∈ Y [3]T , and assume z1 < z2 < z3 with z1 < pi(t) < z2.
Then εi(z1, z2, t) = −1, εi(z2, z3, t) = 0 and εi(z1, z3, t) = −1, so the cocycle condition is
satisfied. Equivariance follows easily from equivariance of Ji → SU(n)/T .
Now we can present the second key result in this section, Proposition 4.34. Recall that,
for λ an eigenvalue of g ∈ SU(n), E(g,λ) is the λ-eigenspace of g, L(z1,z2,g) = ⊕z1>λ>z2E(g,λ),
and the line bundle Pb → Y [2] is defined as the determinant of L (Section 4.2).
Proposition 4.34. There exists an SU(n)-equivariant bundle gerbe isomorphism
(Pb,T ×T SU(n), YT × SU(n)/T ) ∼=SU(n)
( n⊗
i=1
Jεii , YT × SU(n)/T
)
. (4.8)
Proof. First, we show there is a line bundle isomorphism Pb,T ∼=
⊗
Cεipi × Y
[2]
T , which will
allow us to show that the line bundles in (4.8) are isomorphic in a moment. Consider
(z1, z2, t) ∈ Y [2]T with z1 > z2. Suppose there are eigenvalues of t between z1 and z2.
Denote these eigenvalues by pk1(t), ..., pkm(t) for 1 ≤ k1 ≤ · · · ≤ km ≤ n. Then
L(z1,z2,t) = E(t,pk1 (t)) ⊕ · · · ⊕E(t,pkm (t)) (4.9)
and
(Pb,T )(z1,z2,t) = det(L(z1,z2,t)) =
⊗
z1>λ>z2
det
(
E(t,λ)
)
= E(t,pk1 (t)) ⊗ · · · ⊗E(t,pkm(t)).
Now, each eigenspace E(t,pk(t)) ∼= C is equipped with a T -action v · s := pk(s−1)v, hence
E(t,pk(t))
∼= Cpk as T -spaces for each k. Since εki(z1, z2, t) = 1 for i = 1, ..., m and εk = 0
otherwise, we see that
(Pb,T )(z1,z2,t)
∼= Cpk1 ⊗ · · · ⊗ Cpkm ∼= Cε1(z1,z2,t)p1 ⊗ · · · ⊗ Cεn(z1,z2,t)pn .
By almost identical arguments, this holds over the other components of Y [2]T . Therefore
we have an isomorphism Pb,T ∼=
⊗n
i=1C
εi
pi
× Y [2]T , as claimed.
With this result, we can show that the line bundles in (4.8) are isomorphic. Now, the
isomorphism Pb,T ∼=
⊗n
i=1C
εi
pi
× Y [2]T implies we have an isomorphism
Pb,T ×T SU(n) ∼=
(⊗
C
εi
pi
× Y [2]T
)
×T SU(n), (4.10)
90 4. The basic bundle gerbe and the Weyl map
where the latter line bundle is SU(n)-equivariant with T -action defined by
(z1, ..., zn, u, g) · t = (p1(t−1)z1, ..., pn(t−1)zn, u, gt).
It can be verified that the line bundle isomorphism (4.10) is SU(n)-equivariant. This will
act as our ‘intermediary isomorphism’. Next, consider the space
(⊗n
i=1C
εi
pi
)×T SU(n) of
equivalence classes under the T -action
(z1, ..., zn, g) · t = (p1(t−1)z1, ..., pn(t−1)zn, gt).
This is an SU(n)-homogeneous line bundle over SU(n)/T , and it can be verified that the
natural map(
C
ε1
p1
⊗ · · · ⊗ Cεnpn × Y [2]T
)
×T SU(n) → Y [2]T ×
(
C
ε1
p1
⊗ · · · ⊗ Cεnpn ×T SU(n)
)
(4.11)
is a well defined, SU(n)-equivariant line bundle isomorphism over Y [2]T × SU(n)/T . Now,
by Theorem 1.62 and the definition of Ji, there are SU(n)-equivariant line bundle isomor-
phisms
C
ε1
p1
⊗ · · · ⊗ Cεnpn ×T SU(n) ∼= (Cε1p1 ×T SU(n))⊗ · · · ⊗ (Cεnpn ×T SU(n))
∼= Jε11 ⊗ · · · ⊗ Jεnn .
This, combined with (4.11), implies there is an SU(n)-equivariant line bundle isomorphism( n⊗
i=1
C
εi
pi
× Y [2]T
)
×T SU(n) ∼=
n⊗
i=1
Jεii
and hence, by (4.10), we have an SU(n)-equivariant line bundle isomorphism
Pb,T ×T SU(n) ∼=
n⊗
i=1
Jεii .
It remains to show that this isomorphism preserves the bundle gerbe product. Consider
z1 > z2 > z3 as in Proposition 4.12. Then the basic bundle gerbe product is induced from
det(L(z1,z2,t))⊗ det(L(z2,z3,t)) ∼= det(L(z1,z2,t) ⊕ L(z2,z3,t)) ∼= det(L(z1,z3,t)).
From the discussion above and equation (4.9), each L(zi,zj ,t) decomposes into appropriate
sums of the Jl to powers, so this becomes
n⊗
i=1
J
εi(z1,z2,t)
i ⊗
n⊗
i=1
J
εi(z2,z3,t)
i
∼=
n⊗
i=1
J
εi(z1,z3,t)
i ,
which is the cup product multiplication as in the proof of Proposition 4.33. The other
cases proceed similarly.
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Clearly, the reduced product of the SU(n)-equivariant bundle gerbes (4.7) will be an
SU(n)-equivariant bundle gerbe. This leads us to our final isomorphism, which follows
from Propositions 4.29 and 4.34.
Proposition 4.26. There is an SU(n)-equivariant isomorphism
p−1(Pb, Y ) ∼=SU(n)
n⊗
red
i=1
(Jεii , YT × SU(n)/T ) .
To conclude this section, we show that the isomorphism in Proposition 4.26 preserves
the bundle gerbe connections. This will be crucial to the proof of a key result in Chapter
5, namely that the holonomies of the pullback of the basic bundle gerbe and the cup
product bundle gerbe are not equal.
Proposition 4.35. The bundle gerbe isomorphism in Proposition 4.26 preserves connec-
tions, that is,
∇p∗b = ∇⊗Jε1i
for ∇p∗b the pullback connection from Proposition 4.22 and ∇⊗Jε1i the product connection
induced by the general cup product bundle gerbe connections from Proposition 3.20.
Proof. Recall that the total space of the basic bundle gerbe, Pb, is defined to be the
determinant of L → Y [2]+ where L is the sum of eigenspaces L(z1,z2,g) =
⊕
z1>λ>z2
E(g,λ).
We claim that, fibrewise, p−1(L) is isomorphic to a sum of spaces Ji. Fix (z1, z2, h) ∈ Y [2].
Write h = gtg−1 for some g ∈ SU(n) and t ∈ T . Denote the eigenvalues of t between z1
and z2 by ti1 , ..., tik for i1 ≤ · · · ≤ ik. Now, (z1, z2, t, gT ) ∈ Y [2]T × SU(n)/T and
p−1(L)(z1,z2,t,gT )
∼= L(z1,z2,h) ∼= SU(n)×T L(z1,z2,t)
where the final isomorphism is defined by v 7→ [g, g−1v]. Using similar arguments to those
in the proof of Proposition 4.34, we find that
SU(n)×T L(z1,z2,t) ∼= SU(n)×T
(
Cpi1
⊕ · · · ⊕ Cpik
) ∼= Ji1 ⊕ · · · ⊕ Jik∣∣gT .
Therefore p−1(L)(z1,z2,t,gT ) ∼= Ji1 ⊕ · · · ⊕ Jik
∣∣
gT
. Since the connection on L is defined by
orthogonal projection, so too is the pullback connection on p−1(L). Moreover, as p−1(L)
decomposes into a sum of orthogonal spaces Ji, orthogonal projection onto L will be equal
to the sum of orthogonal projections onto each space Ji. Therefore the connection on
p−1(L) will decompose into a product of connections ∇i defined by orthogonal projection
onto Ji. Finally, by taking the determinant of these connections, we obtain the result.
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5The stable isomorphism
In this chapter, we combine the work of Chapters 2, 3, and 4 to prove that the pullback
of the basic bundle gerbe by the Weyl map is SU(n)-stably isomorphic to the cup product
bundle gerbe, i.e.
(Pc, X, T × SU(n)/T ) ∼=SU(n)-stab p−1 (Pb, Y, SU(n)) . (5.1)
The significance of this result is that it deepens our understanding of the basic bundle
gerbe over SU(n)/T . As we have seen, the basic bundle gerbe over a Lie group G is
a standard example of a non-trivial bundle gerbe, and is, in some sense, the canonical
bundle gerbe associated to H3(G,Z). For this reason, it is one of the more interesting
examples of the many gerbes and bundle gerbes that have been constructed over compact,
simple, simply connected Lie groups, such as those studied in [10, 43, 15, 36, 37]. To offer
another perspective, the result (5.1) illustrates how the relatively modern cup product
bundle gerbe construction can be exploited to understand classical bundle gerbes such as
the basic bundle gerbe.
There is a range of possible extensions of our result. The most obvious would be to
replace SU(n) with a general compact, simple, simply connected Lie group G using the
basic bundle gerbe defined in terms of path fibrations from [50]. We are confident that
there is an analogous result to (5.1) for the basic and cup product gerbes in [10], which,
to our knowledge, has not been explored in the literature. One could also consider our
work in the holomorphic category using [9]. Another possible extension relates to descent
problems for bundle gerbes - that is, when, given a fibration M → N and a bundle gerbe
over M , does the bundle gerbe descend to N? We can interpret (5.1) to mean that the
cup product bundle gerbe descends to SU(n) via the Weyl map. The Weyl map is, how-
ever, not a fibration. This could be indicative of a more general descent result for bundle
gerbes, which would require further research.
We begin the first section of this chapter by explicitly describing the requirements for
our bundle gerbes to be stably isomorphic. This discussion, which relies heavily on results
from Chapters 3 and 4, culminates in the main result of this section, Proposition 5.1. This
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proposition states a sufficient condition for our bundle gerbes to be SU(n)-stably isomor-
phic in terms of continuous integer-valued functions hi, thereby simplifying our problem
significantly.
In the second section of this chapter, we endeavour to prove the existence of the
integer-valued functions hi from Proposition 5.1. The tool we make use of to do so is the
geometry of the basic and cup product bundle gerbes calculated in the previous chapters.
In Chapter 2, we described relationships obeyed by the connective data of stably isomor-
phic bundle gerbes (Proposition 2.65). By inputting the connective data of our bundle
gerbes into these relations, we are able to find explicit descriptions of the integer-valued
functions hi. We then show these hi satisfy the desired conditions (Proposition 5.6),
thereby proving our bundle gerbes are SU(n)-stably isomorphic.
We conclude this chapter with a brief study of the holonomy of our bundle gerbes. Us-
ing results from Chapter 2, together with a short computation, we find that the holonomies
of the pullback of the basic bundle gerbe and the cup product bundle gerbe are pro-
portional, but not equal (Proposition 5.8). Therefore the pullback of the basic bundle
gerbe and the cup product bundle gerbe are stably isomorphic (hence have the same
Dixmier-Douady class), but are not stably isomorphic as bundle gerbes with connection
and curving (so do not have the same Deligne class) (Theorem 5.10).
5.1 Set up of the problem
In the proceeding discussion, we aim to simplify our central research problem using
that the pullback of the basic bundle gerbe and cup product bundle gerbes are stably iso-
morphic to reduced products of general cup product bundle gerbes. Now, by Proposition
3.31, there is an SU(n)-equivariant stable isomorphism of the cup product bundle gerbe
and a reduced product of general cup product bundle gerbes
(Pc, X) ∼=SU(n)-stab
n⊗
red
i=1
(
Jdii ,R
n−1 × SU(n)/T ) .
Also, by Proposition 4.26, there is an SU(n)-equivariant isomorphism of the pullback of
the basic bundle gerbe with a reduced product of general cup product bundles
p−1(Pb, Y ) ∼=SU(n)
n⊗
red
i=1
(Jεii , YT × SU(n)/T ) . (5.2)
Therefore (5.1) is equivalent to
n⊗
red
i=1
(
Jdii ,R
n−1 × SU(n)/T ) ∼=SU(n)-stab n⊗
red
i=1
(Jεii , YT × SU(n)/T ) .
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Since both of these bundle gerbes are reduced products of general cup product bundle
gerbes, Corollary 3.19 applies. Namely, to prove these bundle gerbes are stably isomor-
phic, it suffices to show that there exist smooth functions hi : (Rn−1 ×T YT )×SU(n)/T →
Z such that
di(x, y, t)− εi(z, w, t) = hi(y, w, t, gT )− hi(x, z, t, gT )
for all (x, y, z, w, t, gT ) ∈ (Rn−1 ×T YT )[2]×SU(n)/T , where di and εi are the maps defined
in Remark 3.32 and Definition 4.30, respectively. Equivariance of the stable isomorphism
will then follow trivially by equivariance of the general cup product bundle gerbes. This
result, stated formally below, will be exploited in the next section to prove (5.1).
Proposition 5.1. The pullback of the basic bundle gerbe is SU(n)-stably isomorphic
to the cup product bundle gerbe if, for each i = 1, ..., n, there exist smooth functions
hi : (R
n−1 ×T YT )× SU(n)/T → Z such that
yi − xi − εi(z, w, t) = hi(y, w, t, gT )− hi(x, z, t, gT ) (5.3)
for all (x, y, z, w, t, gT ) ∈ (Rn−1 ×T YT )[2]×SU(n)/T with x = (x1, ..., xn), y = (y1, ..., yn).
5.2 Finding the stable isomorphism
We have now simplified our central research problem to one of finding n integer-
valued functions hi satisfying equation (5.3). To find these functions, we utilise the
connective data on our bundle gerbes presented in the previous chapters. By inputting
this connective data into the relations we would expect to obtain if our bundle gerbes
were stably isomorphic, we will find an explicit description for the functions hi, and show
that they satisfy the desired condition.
Recall that the basic bundle gerbe and the cup product bundle gerbe have connective
data (∇p∗b, fp∗b) and (∇c, fc) respectively with associated three-curvatures ωp∗b and ωc.
By Proposition 2.65, if the pullback of the basic bundle gerbe is stably isomorphic to
the cup product bundle gerbe, there exists β ∈ Ω2 (T × SU(n)/T ) and a trivialising line
bundle R with connection ∇R such that
fp∗b − fc = F∇R + π∗β (5.4)
and
ωp∗b − ωc = dβ (5.5)
where π is projection (Rn−1 ×T YT )×SU(n)/T → T ×SU(n)/T . Throughout this section
we will take R to be the line bundle
R :=
n⊗
i=1
π−1SU(n)/T (Ji)
hi → (Rn−1 ×T YT )× SU(n)/T (5.6)
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for πSU(n)/T : (Rn−1 ×T YT ) × SU(n)/T → SU(n)/T projection and hi : (Rn−1 ×T YT ) ×
SU(n)/T → Z the smooth maps that we aim to define. This is the trivialising line bundle
that we will obtain from Corollary 3.19 if Proposition 5.1 holds.
Throughout this section, we abuse notation and let the homomorphisms pi and pro-
jections Pi be defined on the spaces p−1(Y ), X, or X×T×SU(n)/T p−1(Y ) depending on the
context. Before commencing our calculations, recall by Propositions 3.34 and 4.23 that
(1) the curving of the cup product bundle gerbe is
fc = −
n∑
i=1
xi tr(PidPidPi); (5.7)
(2) the three-curvature of the cup product bundle gerbe is
ωc = − 1
2πi
n∑
i=1
p−1i dpi tr(PidPidPi); (5.8)
(3) the curving of the pullback of the basic bundle gerbe by the Weyl map is
fp∗b =
i
4π
n∑
i=1
i 6=k
(logz pi − logz pk + (pk − pi)p−1k )tr(PidPkdPk); (5.9)
(4) the three-curvature ωp∗b of the pullback of the basic bundle gerbe by the Weyl map is
i
4π
n∑
i,k=1
i 6=k
(
p−1i dpi − p−1k dpk − p−1k dpi + p−1k dpkp−1k pi
)
tr(PidPkdPk)− pip−1k tr(dPidPkdPk).
(5.10)
Let us begin by comparing the three-curvatures of our bundle gerbes, and verifying
that their difference is an exact form. This will provide us with an expression for β, which
we will then input into equation (5.4) to obtain a formula for F∇R, and hence for hi. The
proceeding proofs rely on a series of lemmas that we relegate to the appendix in an effort
to streamline this discussion.
Proposition 5.2. The three-curvature of the pullback of the basic bundle gerbe by the
Weyl map (5.10) can be rewritten as
ωp∗b = − 1
2πi
n∑
k=1
p−1k dpktr(PkdPkdPk) + dβ (5.11)
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for
β = − i
4π
n∑
i=1
i 6=k
n∑
k=1
pip
−1
k tr(PidPkdPk). (5.12)
Proof. This is an immediate consequence of Lemma A.1 and Lemma A.2 (3).
Proposition 5.3. The 2-form β (5.12) satisfies equation (5.5).
Proof. This follows by comparing our expression for ωp∗b in equation (5.11) with that of
ωc in equation (5.8).
This result shows that the three-curvatures of our bundle gerbes behave as we would
expect if they are to be stably isomorphic. Furthermore, we now have an explicit ex-
pression for β, which we can substitute into equation (5.4). This in turn determines an
expression for the functions hi, as seen in the next proposition.
Proposition 5.4. The curvings fp∗b (5.9), fc (5.7), 2-form β (5.12), and line bundle R
(5.6) satisfy equation (5.4) if, for each i = 1, ..., n,
hi(x, z, t, gT ) = xi − 1
2πi
logz pi(t)
for all (x, z, t, gT ) ∈ (Rn−1 ×T YT )× SU(n)/T with x = (x1, ..., xn).
Proof. First, note that
fp∗b − fc − π∗β = − 1
4πi
n∑
i=1
i 6=k
n∑
k=1
(logz pi − logz pk − 4πixi + 1)tr(PidPkdPk).
Since
∑n
i=1
i 6=k
∑n
k=1 tr(PidPkdPk) =
∑n
k=1 tr(PkdPkdPk) = 0, this becomes
n∑
i=1
xitr(PidPidPi)− 1
2πi
n∑
i=1
logz pitr(PidPidPi).
Now, the induced connection ∇R on R has curvature F∇R =
∑n
i=1(hi ◦ πi)tr(PidPidPi).
So if equation (5.4) holds,
n∑
i=1
(
xi − 1
2πi
logz pi
)
tr(PidPidPi) =
n∑
i=1
hi ◦ πitr(PidPidPi).
By equating coefficients we obtain the result.
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It remains to be shown that the hi from Proposition 5.4 satisfy equation (5.3). To do
so, we require the following key lemma. Recall that, for z ∈ C∗, Rz is the closed ray from
the origin through z, and the logarithm logz : C\Rz → C is defined by setting logz(1) = 0.
Lemma 5.5. For each i = 1, ..., n and (z, w, t) ∈ Y [2]T ,
εi(z, w, t) =
1
2πi
(logz pi(t)− logw pi(t)) .
Proof. Let (z, w, t) ∈ Y [2]T with z > w. If w < pi(t) < z, logz pi(t) − logw pi(t) = 2πi.
Otherwise, this difference is zero. Therefore in general
logzpi(t)− logwpi(t) =

2πi if z > pi(t) > w
−2πi if w > pi(t) > z
0 otherwise.
Dividing through by 2πi, we see that this is precisely the definition of εi.
With this, we can prove that the functions hi satisfy the desired condition.
Proposition 5.6. For i = 1, ..., n, define hi : (Rn−1 ×T YT )× SU(n)/T → Z by
hi(x, z, t, gT ) = xi − 1
2πi
logz pi(t)
where x = (x1, ..., xn). Then hi is smooth and satisfies
yi − xi − εi(z, w, t) = hi(y, w, t, gT )− hi(x, z, t, gT )
for all (x, y, z, w, t, gT ) ∈ (p−1i (R)×T YT )[2]×SU(n)/T with x = (x1, ..., xn), y = (y1, ..., yn).
Proof. We first show hi is integer-valued. Now, (x, z, t, gT ) ∈ (Rn−1 ×T YT ) × SU(n)/T
implies [xi] = e2piixi = pi(t). Therefore, exponentiating hi, we obtain e2piihi = e2piixipi(t)−1 =
1, and hi must be integer valued. Smoothness of hi follows by noting that log is smooth
over the given range as z 6= pi(t) for (x, z, t, gT ) ∈ (Rn−1 ×T YT )× SU(n)/T . Finally, by
Lemma 5.5,
hi(y, w, t, gT )− hi(x, z, t, gT ) = yi − xi − 1
2πi
(logz pi(t)− logw pi(t))
= yi − xi − εi(z, w, t),
so these are the desired functions hi.
The following result then follows immediately from Propositions 5.1 and 5.6. A more
precise statement of this result will be provided in Theorem 5.10.
Proposition 5.7. The cup product bundle gerbe is SU(n)-stably isomorphic to the pull-
back of the basic bundle gerbe by the Weyl map, i.e.
(Pc, X, T × SU(n)/T ) ∼=SU(n)-stab p−1 (Pb, Y, SU(n)) .
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5.3 Comparing holonomies
We conclude this chapter by briefly studying the holonomies of our bundle gerbes.
Recall that D-stably isomorphic bundle gerbes over a surface have the same holonomy
(Proposition 2.89). Therefore if we can show our bundle gerbes have different holonomies
on a surface Σ ⊂ T ×SU(n)/T , then the restriction of our bundle gerbes to Σ (and hence
the original bundle gerbes) cannot be D-stably isomorphic, and their Deligne classes will
not be equal (Proposition 2.98).
By Proposition 5.4, the curvings of the pullback of the basic bundle gerbe and cup
product bundle gerbes satisfy
fp∗b = fc + F∇R + π
∗βn (5.13)
for
βn = − i
4π
n∑
i=1
i 6=k
n∑
k=1
pip
−1
k tr(PidPkdPk). (5.14)
Here, we introduce the notation βn to emphasise that βn is defined on T × SU(n). Let
Σ ⊂ T × SU(n)/T be a surface. By Proposition 4.35, ∇p∗b = ∇c. So by Proposition 2.84
and equation (5.13),
hol((∇p∗b, fp∗b),Σ) = hol((∇c, fc + F∇R + π∗βn),Σ) = exp
(∫
Σ
βn
)
hol((∇c, fc),Σ).
(5.15)
That is, the holonomy of the pullback of the basic bundle gerbe by the Weyl map differs
from the holonomy of the cup product bundle gerbe by a multiple of exp
(∫
Σ
βn
)
. It could,
of course, be the case that
∫
Σ
βn = k2πi for some k ∈ Z, implying these holonomies are
equal. In the following proposition, we show that there exists a surface Σ2 ⊂ T×SU(2)/T
for which
∫
Σ2
β2 6= k2πi for any k ∈ Z. We will then generalise this result to obtain a
surface Σn ⊂ T × SU(n)/T for which hol((∇p∗b, fp∗b),Σn) 6= hol((∇c, fc),Σn).
Proposition 5.8. Define a surface Σ2 ⊂ T × SU(2)/T ∼= S1× S1 by Σ2 := {epii/4} × S2.
Then the holonomies of the pullback of the basic bundle gerbe over SU(2) and the cup
product bundle gerbe over T × SU(2)/T are not equal over Σ2.
Proof. By equation (5.15), we need only show
∫
Σ2
β2 6= k2πi for any k ∈ Z. Now,
β2 =
1
4πi
(
p2p
−1
1 tr(P2dP1dP1) + p1p
−1
2 tr(P1dP2dP2)
)
.
100 5. The stable isomorphism
Since P1 + P2 = 1, we can set P := P1, so P−1 := P2. Similarly, p2 = p−11 , so we can set
p := p1 and p−1 := p2. Then a simple calculation gives us
β2 =
i
4π
(p2 − p−2)tr(PdPdP ).
It is a standard fact that tr(PdPdP ) is the curvature of the tautological line bundle over
S2, which has Chern class minus one, i.e. i
2pi
∫
S2
tr(PdPdP ) = −1. Therefore∫
Σ2
β2 =
ie
ipi
2 − ie− ipi2
4π
∫
S2
tr(PdPdP )
=
−e ipi2 + e− ipi2
2π
=
sin(pi
2
)
πi
=
1
πi
6= k2πi ∀ k ∈ Z,
hence exp
(∫
Σ2
β2
)
6= 1 and the holonomies are not equal over this surface.
Corollary 5.9. There exists a surface Σn ⊂ T × SU(n)/T such that
hol((∇p∗b, fp∗b),Σn) 6= hol((∇c, fc),Σn). (5.16)
Proof. First, note that surface Σ2 = {epii/4} × S2 from Proposition 5.8 is an embedded
submanifold of T × SU(n)/T with respect to the inclusion ι : SU(2)/T1 →֒ SU(n)/Tn−1
defined by
XT1 7→
[
X 0
0 In−2
]
Tn−1.
Here, T1, Tn−1 denote the subgroups of diagonal matrices in SU(2) and SU(n) respectively,
and In−2 is the (n− 2)× (n− 2) identity matrix. Let Σn := ι (Σ). By equation (5.15), to
prove (5.16), it suffices to show that∫
Σn
βn =
∫
Σ2
ι∗βn 6= k2πi
for any k ∈ Z. To do so, we prove that ι∗βn = β2, hence
∫
Σn
βn 6= k2πi by the proof of
Proposition 5.8. We compute ι∗βn as follows. Recall that the maps pi : T → S1 were
defined as projection onto the i-th diagonal (Definition 3.7). Clearly
pi ◦ ι =
{
pi if i = 1, 2
1 if 2 < i ≤ n.
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Further recall that Pi was defined to be orthogonal projection onto Ji := C ×pi SU(n),
where pi was the relation (z, s) ∼pi (pi(t−1)z, st) for all (z, s) ∈ C × SU(n). Now, when
the maps pi are the constant value 1, this relation is equality, and Ji → SU(n)/T is
isomorphic to the trivial line bundle over SU(n)/T . In this case, Pi will be the constant
projection onto the span of ei, the i-th standard basis vector of Cn. That is, Pi = Oi for
Oi the matrix with a 1 in the (i, i) position and zeros elsewhere. Therefore
Pi ◦ ι =
{
Pi if i = 1, 2
Oi if 2 < i ≤ n.
Of course, dOi = 0, so any term of the form tr(PkdPidPi) for i > 2 in our expression for
βn in (5.14) will equal zero. Furthermore, any term of the form tr(PidPkdPk) for i > 2
will also be zero, by Lemma A.2 (2). So ι∗βn = β2, and (5.16) holds.
We can now refine Proposition 5.7 as follows, thereby concluding this chapter.
Theorem 5.10. The cup product bundle gerbe is SU(n)-stably isomorphic to the pullback
of the basic bundle gerbe by the Weyl map, i.e.
(Pc, X, T × SU(n)/T ) ∼=SU(n)-stab p−1 (Pb, Y, SU(n)) ,
with trivialising line bundle
n⊗
i=1
π−1SU(n)/T (Ji)
hi → (Rn−1 ×T YT )× SU(n)/T
for πSU(n)/T : (Rn−1 ×T YT ) × SU(n)/T → SU(n)/T projection and the smooth maps
hi : (R
n−1 ×T YT )× SU(n)/T → Z defined by
hi(x, z, t, gT ) = xi − 1
2πi
logz pi(t)
for x = (x1, ..., xn). Moreover, these bundle gerbes are not D-stably isomorphic with
respect to the connective data (∇c, fc) and (∇p∗b, fp∗b) from Propositions 3.34 and 4.23.
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Appendix A
Computational lemmas
Here, we present the lemmas used to prove various results in Chapter 5. Most im-
portantly, these results allowed us to express the three-curvature ωp∗b in terms of βn
(Proposition 5.2). Recall that projections Pi and homomorphisms pi from Chapter 5.
Lemma A.1. The three-curvature of the pullback of the basic bundle gerbe can be rewritten
as
ωp∗b =
i
4π
n∑
i=1
i 6=k
n∑
k=1
p−1i dpitr(PidPkdPk) +
i
4π
n∑
k=1
p−1k dpktr(PkdPkdPk) + dβn (A.1)
for βn := − i4pi
∑n
i=1
i 6=k
∑n
k=1 pip
−1
k tr(PidPkdPk).
Proof. Observe that
ωp∗b =
i
4π
n∑
i=1
i 6=k
n∑
k=1
(
p−1i dpi − p−1k dpk
)
tr(PidPkdPk)− d
(
pip
−1
k tr(PidPkdPk)
)
.
Now,
∑n
i=1 Pi = 1 implies that
∑n
i=1
i 6=k
∑n
k=1 Pi = 1 − Pk, and linearity of trace implies
tr(dPidPi) = 0. Therefore the second term in the above expression for ωp∗b can be
rewritten as
∑n
k=1 p
−1
k dpktr(PkdPkdPk), and the result follows.
Lemma A.2. Let i, j, k ∈ {1, ..., n}. Then
(1) for distinct i, j, k, tr(PidPjdPk) = 0;
(2) if i 6= j, tr(PidPjdPj) = −tr(PjdPidPi);
(3)
∑n
i=1
i 6=k
∑n
k=1 p
−1
i dpitr(PidPkdPk) =
∑n
i=1 p
−1
i dpitr(PidPidPi).
103
104 Appendix A. Computational lemmas
Proof. To prove (1), note that PiPj = 0 if i 6= j, and dPi = dPiPi + PidPi (where we
obtain the second equation by differentiating P 2i = Pi). So for distinct i, j and k we have
tr(PidPjdPk) = tr(Pi(PjdPj + dPjPj)dPk)
= tr(PidPjPjdPk)
= tr(PidPjPj(PkdPk + dPkPk))
= tr(PidPjPjdPkPk)
= tr(PkPidPjPjdPk) = 0,
thereby proving (1). Next, by differentiating the identity PiPj = 0, we obtain dPiPj =
−PidPj for i 6= j. Therefore, using (1) and that
∑n
i=1 dPi = 0, we obtain
tr(PidPjdPj) = −tr(dPiPjdPj)
= tr(PjdPjdPi)
= tr
(
Pj
(
−∑k 6=j dPk) dPi)
= −
∑
k 6=j
tr(PjdPkdPi)
= −tr(PjdPidPi),
thereby proving (2). By (2) and since
∑n
i=1 Pi = 1, tr(dPidPi) = 0, we have
n∑
i=1
i 6=k
n∑
k=1
p−1i dpitr(PidPkdPk) =
n∑
i=1
p−1i dpi ·
n∑
k=1
k 6=i
tr(PidPkdPk)
=
n∑
i=1
p−1i dpi ·
n∑
k=1
k 6=i
tr(−PkdPidPi)
=
n∑
i=1
p−1i dpitr ((Pi − 1) dPidPi)
=
n∑
i=1
p−1i dpitr(PidPidPi).
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