In this paper, we consider an exponential model with masked data. We show that the parameters are nonidentifiable under a general masking probability assumption, and under symmetric assumption find a prior based on which the posterior means of parameters coincide with their MLEs. The Jeffreys prior and the reference prior are also derived under symmetric assumption. Propriety of the posteriors under the Jeffreys prior and the reference prior is assessed. When the hazard function of the series system is of interest, a reparametrization is considered, and we derive Jeffreys prior and the reference prior under the reparametrization. Then the frequentist coverage probabilities of the α-quantiles of the marginal posterior distributions of the parameters are obtained. The simulation study shows that the reference prior performs better than the Jeffreys prior in meeting the target coverage probabilities.
INTRODUCTION
Masked data, a complex variant of competing risk data, is becoming more prominent in reliability studies, medical diagnostic studies and biological systems. With a competing risk data, each failure time is associated to a known cause of failure, whereas for masked data, the causes for a failure may be unknown (masked) for a group of subjects. In this paper, we assume that these masked failure times are known up to a subset of all causes of failures, the so-called Minimum Random Subset (MRS) ( [10] ). Denote MRS as M . When M is a singleton, the masked data reduces to a competing risk data. When M is the set of all causes of failures, the data is known to be completely masked ( [3] ). Note that the set M varies from subject to subject. There are many reasons that lead to masking in the data. The most common reasons are: (i) the lack of proper diagnostic equipments, (ii) the cost and time constraints associated to the data collection, (iii) recording errors, and (iv) the destructive nature of certain * Corresponding author.
failed components that prevents an exact diagnostic to take place.
Consider n identical series systems, each with J components. Let the random variable X ij be the lifetime of the jth component of the i-th series system. Then the lifetime of the i-th series system is given by Z i = min{X i1 , · · · , X iJ }. Due to censoring, the observed data from the i-th series system reduces to (t i ; M i ; C i ), i = 1, . . . , n, where t i is the failure time of the i-th series system, M i denote the MRS corresponding to the i-th system, and the binary variable C i captures whether the observed failure time of the i-th system is censored (C i = 0) or not (C i = 1). The setting of the censoring scheme is very general, including type-II censoring and progressively type-II censoring. We denote the observed data as (t, M , C). Then the likelihood function is
j∈Mi
where h j (t i |θ j ) = f j (t i |θ j )/R j (t i |θ j ) is the hazard rate function of X ij , K is a latent variable describing the true cause of failure of the system, and we assume the observed MRS always includes the true cause of failure. Thus, when M i is a singleton,
is the masking probability. The most used assumption of the masking probability is symmetric assumption (also called equiprobable assumption by some authors), that is, ∀j ∈ M i ,
In other words, under the symmetric assumption, the masking probability does not depend on the failure time and the true cause of failure. And the likelihood (1) reduces to
where P 1 is a vector with distinct p(M i ), i = 1, 2, . . . , n. Most of the earlier works in masked data analysis subject the masking probability to this symmetric assumption. [15] was the first one who considered the problem of a two-component series system when the lifetime of the system's components followed exponential distributions and the maximum likelihood estimators for the parameters were obtained based on the masked data. [20] extended Miyakawa's results to a three-component series system under the same assumption. [10] , Lin et al. (1993 Lin et al. ( , 1996 further extended these results when Weibull distribution was assumed. Reiser et al. (1995) provided a Bayesian analysis for the case of [20] . [3] discussed Bayesian inference with Weibull distributions for the system's components under complete masking and an extension to partial masking cases was studied by [17] , Basu et al. (1999) and Basu et al. (2003) . [23] utilized a nonparametric Bayesian method to estimate the survival function of the series system when the data was masked.
A generalization of symmetric assumption is to assume that the masking probability is independent of failure time, but depends on the cause of failure, that is
Thus (1) can be written as
where P 2 is a vector with distinct All the literature referenced so far can be split into two broad methodologies: the classical approach and the Bayesian approach, each having its advantages and drawbacks. In the classical approach, large-sample asymptotic methods are heavily relied upon to construct confidence intervals for the parameters of interest. Subjective Bayesian methods do not rely on the normal approximation and are known to work very well. However, the process of eliciting the prior distribution may not be easy to determine even in presence of historical data or the experience of experts. With limited time and little knowledge about the hyperparameters, the obtained priors could be quite bad. See [4] . Instead, the objective Bayesian approach is an alternative. The main spirit of the objective Bayesian approaches is the use of the noninformative prior distributions, and the Jeffreys prior and the reference prior are the two most used often noninformative priors. For more details, see [11] , [6] , [5] and [9] . To the best of our knowledge, all the literature about masked data is not devoted to objective Bayesian method. Thus, we will consider objective Bayesian method to analyze masked data in this paper, and the lifetime of each component is assumed to be an exponential distribution. In Section 2, we prove that the parameters of the likelihood function in (5) 
MAXIMUM LIKELIHOOD ESTIMATORS

Model
Suppose that a series system has two exponential components, that is,
. This model is considered by [15] and [12] . [15] derived maximum likelihood estimates of λ 1 and λ 2 under the symmetric assumption, while [12] proposed Bayesian method to obtain estimation of model parameters under the assumption (4). The likelihood function under (4) simplifies to
where
and r 2 are the number of system failures due to component one and two, respectively, r 3 denotes the number of failures masked and r 1 + r 2 + r 3 = r. See the proof in the Appendix. Thus, the frequentist method cannot provide a viable solution to this problem. For the Bayesian approach, it will work well if there is precise prior information of the parameters available. However, the precise prior information of the parameters are hard to collect. Thus, under the general assumption (4), both the frequentist and Bayesian methods fail to deal with the problem well. Flehinger et al. (2002) added second stage information (providing definitive diagnosis for part of the masked causes), and successfully estimated all the parameters in the model by maximum likelihood method. Sen et al. (2010) used covariates as additional information, and assumed a logistic structure between masking probability and covariates, then obtained the estimates of the parameters in the model. However, additional information is not always available. Another way to estimate these parameters is under symmetric assumption. Under symmetric assumption, the likelihood function (6) is reduced to
where p = P (M = {1, 2}). (7) is the model we consider in this paper. Without loss of generality, we assume a type-II censoring mechanism for the failure times and that r 3 > 0, since r 3 = 0 means that there is no data masked.
Connections between MLEs and Bayesian estimators
The MLEs of the parameters in (7) arê
The MLEs are very intuitive and can be obtained when the population means are replaced by the sample means, and they also have some nice properties. 
T follows the gamma distribution with mean
respectively. And
There are two drawback of the frequentist method: (i) the constraint of the number of failure (r > 2), (ii) r 1 , r 2 > 0. When r 1 = 0 or r 2 = 0, the MLEs and UEs of λ 1 or λ 2 will be 0, which always underestimates the parameter. As an alternative, Bayesian method can be used in this problem. To perform Bayesian analysis, we should assign prior for (p, λ 1 , λ 2 ). A natural prior for p is U (0, 1). Besides, we choose 1/(λ 1 λ 2 ) as the prior of λ 1 and λ 2 . Thus the prior of (p, See the proof in the Appendix. In Theorem 2.2, a condition is needed to make the posterior distribution proper. However, the condition is not always guaranteed, especially in the case of small sample size. Thus the prior π 1 (p, λ 1 , λ 2 ) is not recommended, though the posterior means coincide with MLEs. Also, if r 1 = 0 or r 2 = 0, the MLEs will fail, sinceλ 1 = 0 orλ 2 = 0, which significantly underestimate λ 1 or λ 2 . In the next section, two noninformative priors will be derived to overcome this problem.
NONINFORMATIVE PRIORS AND POSTERIOR ANALYSIS
It is not difficult to show that the Fisher information matrix of (p, λ 1 , λ 2 ) is (9)
Then we have
Thus the Jeffreys prior is {(λ 1 , λ 2 ) , p}, the reference prior is
Theorem 3.1. (i) When the group order is
(ii) When the group order is {p, (λ 1 , λ 2 )}, the reference prior is identical to the Jeffreys prior.
See the proof in the Appendix. Since the Jeffreys prior and the reference prior are improper, we should justify the posterior propriety of the parameters. 
Theorem 3.2. The posterior distributions of
where Γ(λ 1 /y; r, T ) is the cumulative distribution function of the gamma distribution with mean r/T evaluated at λ 1 /y. Both the marginal posterior cumulative distribution of λ 2 are
Proof. The second equality of (10) is due to the transformation y = x/(x + λ 2 ), z = x + λ 2 , and (11) is because of the transformation y = x/(x + λ 1 ), z = x + λ 1 .
Sometimes, the hazard rate of the series system λ 1 + λ 2 may be of the most interest. We reparametrize p, λ 1 and λ 2 as
In this setting, ν is the probability that the failure of series system is due to the first component. Then the likelihood function becomes
and the Fisher information matrix of p, ν and μ is
Then the Jeffreys prior is
. The reference priors of the different orders are From Theorem 3.4, we can easily obtain the posterior means and interval estimates of p, ν and μ. The estimates of the original parameters λ 1 and λ 2 can also be obtained using the results of Theorem 3.4. The procedure is as follows: See the proof in the Appendix. From Theorem 3.5, we know that the frequentist coverage probabilities of the α-quantile of the marginal posterior distributions of p under both the Jeffreys prior and the reference prior are related to p. Under the reference prior, the frequentist coverage probability has a symmetric property in the sense of Corollary 1 below. However, it does not hold under the Jeffreys prior. Besides, given p, the frequentist coverage probabilities of the α-quantile of the marginal posterior distributions of ν also has the symmetric property.
Theorem 3.4. Under the priors π
R (p, ν, μ) or π J (p, ν, μ),(a)1. Generate ν (i) from B(r 1 + 1/2, r 2 + 1/2), μ (i) from G(r, T ), i = 1, 2, . . . , m. 2. Let λ (i) 1 = ν (i) μ (i) and λ (i) 2 = (1 − ν (i) )μ (i) . Then
Denote qb(α, i, j) as the α-quantile of B(i, j). Let
ν (α) is kij r! i!j!(r−i−j)! p r−i−j (1 − p) i+j ν i (1 − ν) j , where S ij = {(i, j) : qb(α, i + 1/2, j + 1/2) ≥ ν, i + j ≤ r}.
Corollary 3.1. (a) If
See the proof in the Appendix.
SMALL SAMPLE COMPARISON
In this section simulation studies are performed to see the frequentist coverage of the α-quantiles of the marginal posterior distributions of p, ν, μ, λ 1 and λ 2 . We take Jp (α) are drawn in Figures 1 and 2 . We see that the reference prior performs much better than the Jeffreys prior, and the coverage probabilities based on the reference prior have symmetric property, just as Corollary 1 indicated. Besides, from Theorem 3.5, we know that the frequentist coverage probability of F Table 2 . 95% frequentist coverage probability of Tables 1 and 2 give the numerical values of the frequentist coverage probabilities of F and have some jump points. That is why the coverage probabilities are close to α in some areas of p, while in other areas, the coverage probabilities are much different from α. To assess the effects of λ 1 and λ 2 on the coverage probabilities, we Table 3 . 5% frequentist coverage probability of F also compute these frequentist coverage probabilities when λ 1 = 0.0010, λ 2 = 0.0011. The results are listed in Tables  3 and 4 . We find that the coverage probabilities are a little better than before, but not significantly. [7] gave the data that reported the death time and nonrenal vascular disease (NRVD) status at death for 58 female mice. The disease status is classified as "absent", "incidental", "unknown" or "fatal", according to whether the animal died without disease, with the disease present but not responsible for the death, with the disease present but its role in causing death unknown, or as a result of the disease. Therefore, the status "unknown" is referred to as masking of "incidental" and "fatal". To assess the role of the disease, we combine both the absent and the incidental status into one called the incidental status, which is also done by [12] . Let M i indicate the disease status. We denote M i = {1} if the disease status is "incidental" and M i = {2} if the disease status is "fatal". Thus M i = {1, 2} if the disease status is "unknown". The data is listed in Table 5 .
REAL DATA STUDY
Based on π J (p, λ 1 , λ 2 ) and π R (p, λ 1 , λ 2 ), we compute the posterior means and 95% credible intervals (CIs) of p, λ 1 , λ 2 , ν and μ. The results are listed in Table 6 . As a comparison, we also list the results of [12] . They utilized the uniform prior for p and G(1, 0.000001) for λ 1 and λ 2 . The result based on the three priors are very close to each other, because the sample size is large enough, so that the prior information can be ignored. From Table 6 , we see that λ 1 is significantly greater than λ 2 , because their 95% CIs are not overlapped. This means the probability of "incidental" status is greater than that of "fatal" status. Such a result can also be reflected by the 95% CI of ν.
DISCUSSION
In this paper, we indicate that the parameters may be nonidentifiable in the masked data model, and take the exponential distribution as an example to avoid the nonidentifiable problem by the symmetric assumption. Following the results of this paper, it can be shown that the unidentified problem also exists when the lifetimes of components are Weibull distribution with common shape parameter. Thus, our results can be extended to the Weibull case. Besides, for the case of the number of the components J > 2, the derivation of the noninformative priors will be more complicated. However, it can be easily proved that the result of item (a) of the theorem 7 still holds.
APPENDIX
Proof of Theorem 2.1. We make the following transformation . Thus, the second result holds. 1 , r 2 , r 3 ). Then the posterior density function of (p, λ 1 , λ 2 ) is where Γ(·) denotes the gamma function, and beta(·, ·) is the beta function. The third equality holds only if r 1 > 0 and r 2 > 0; otherwise, the integration would be infinity for the cases i = 0 and i = r 3 . Thus the posterior distribution of (p, λ 1 , λ 2 ) is proper only if r 1 > 0 and r 2 > 0. Thus, the first result holds. The second result can be easily obtained from (12) .
Proof of Theorem 2.2. Let t = (T, r
π(p, λ 1 , λ 2 |t) = L 1 /(λ 1 λ 2 ) m(t)(12)
