Introduction
Let M m be a m-dimensional compact (without boundary) minimal submanifold in an iV-dimensional unit sphere S N which lies in the (N + 1 )-dimensional Euclidean space R N+l . Let A denote the Laplacian acting on smooth functions defined on M m . Then A has a discrete set of eigenvalues and we list them counting multiplicity as 0 = A o < k x < A 2 < A 3 < • • • . In [4] , Yang and Yau, using the Payne-Polya-Weinberger method [3] , proved that this sequence of eigenvalues satisfies a universal inequality, that is, an inequality which depends only on the dimension m and the fact that M m is minimal in S N and otherwise does not depend on the geometry of M m . Before we can state their result we need to point out that there is a mistake in their calculation. The last term in [4, (3.10 The fact that this equation has a unique solution on (A n , oo) is clear because the left hand side is a decreasing function in x, approaches to oo as x -> A* and approaches to 0 as x -» o o . Note that a t is a decreasing function of f in (0, 1), reaching a minimum when t=\ and is an increasing function of t in ( 1 , oo) . Therefore the expression a t + (1 + t)m will attain a minimum at some t e (0, 1). Let CT denote this minimum value, that is,
In order to get explicit bounds we shall approximate (1.2) by a quadratic equation and then estimate the corresponding minimum value a. We shall show use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033000 [3] Compact minimal submanifold Clearly (1.5) is stronger than (1.1). Both (1.4) and (1.5) reduce to (1.1) when I = n and so can be considered as generalizations of (1.1). Of course the implicit bound (1.3) is the best among the four bounds we have discussed so far.
Proof of the Main Theorem
In this section we shall use the following ranges for indices: 0 < i, j , k < n; 1 < a < N + 1. Let x a be the coordinate functions of the minimal immersion. Therefore )S/m(n + l)t where S = £" = 1 A, , and from this we obtain From direct calculation, the right hand side of (3.2) is minimum when If x t denotes the solution on (k n , oo) of (3.4), then once again we have (3.5) X n+l <x t + (l + t)m and the minimum for t e (0, oo) of the right hand side of (3.5) will give us a better bound than (1.1). In practice it is quite complicated to locate exactly this minimum and the idea is to approximate this minimum by (3.3). Substituting (3.3) into (3.4) and (3.5) and then by a direct calculation we obtain (1.4) and this proves Theorem 1.
