Introduction
Let F be an algebraically closed field of characteristic ℓ ≥ 0, V = F d , and let G = GL(V ), or GO(V ), resp. Sp(V ) (the full isometry group of a non-degenerate symmetric, resp. alternating, bilinear form on V ). In various applications, including in the classification of maximal subgroups of classical groups and in algebraic geometry, it is important to know which closed subgroups G of G can act irreducibly on Sym k (V ) for some k ≥ 2. The list of such subgroups G, under the assumption that G is connected and positive dimensional, has been determined by Dynkin [Dyn] in characteristic 0 and by Seitz [Se1] and Testerman [Tes] in positive characteristic. A conjecture of Kollár and Larsen [KL] asserts that if k is not too small, say k ≥ 4, the complete list of such subgroups G remains essentially the same when G is assumed to be closed. This conjecture has interesting implications, in particular on the holonomy group of a stable vector bundle on a smooth projective variety, cf. the very recent work of Balaji and Kollár [BK] . The main result of the paper proves this conjecture in the affirmative. (
, where L is a quotient of SL d (q), SU d (q), or Sp d (q) for some power q = ℓ a .
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(iii) k = 4, 5. Furthermore, L ¡ G ≤ N G (L) with (d, L) = (6, 2J 2 ), (12, 2G 2 (4)), (12, 6Suz) .
(iv) k = 4, 5, ℓ = 5, 7, 8900000 > d ≥ 196882, and M ¡ G ≤ N G (M), where M is the Monster sporadic finite simple group. Conversely, the cases listed in (i) -(iii) give rise to examples.
Observe that there are infinite series of examples of finite subgroups of GL(V ), not satisfying conclusions (ii)-(iv) of Theorem 1.1 and such that Sym 2 (V ) and Sym 3 (V ) are irreducible over G, cf. [MT2] . Another curious example is that the subgroup G 2 (C) of G = SO 7 (C) is irreducible on all G-composition factors of Sym k (V ) for all k, cf. [Se1] .
The small dimensional case is handled by the following: ( (iv) ℓ = 5, d = 3, G = Z(G) * 3A 7 , and k = 4.
Conversely, all the above cases give rise to examples.
As shown in [BK] , Theorems 1.1 and 1.2 imply Corollary 1.3. [BK, Cor. 6 ] Let E be a stable vector bundle on a complex smooth projective variety X of rank different from 2, 6, 12. Then the following are equivalent:
(i) Sym k (E) is stable for some k ≥ 4. (ii) Sym k (E) is stable for every k ≥ 4. (iii) The commutator subgroup of the holonomy group is either SL(E x ) or Sp(E x ). P The exceptions in rank 2, 6, and 12 are related to the possibilities described in Theorem 1.1(iii) and Theorem 1.2(iii).
The main ideas of our proofs can be outlined as follows. Suppose a subgroup G of GL(V ) satisfies the hypotheses of Theorem 1.1, resp. Theorem 1.2. First, arguments along the lines of Aschbacher's Theorem [A] reduce the problem to the cases where G normalizes either a certain p-group for a prime p dividing d, a simple algebraic group, or a finite (quasi)simple group S, cf. Proposition 2.14. The first case can be handled quickly using character-theoretic methods, see Theorem 5.1. In the second case, as well as in the third case with S a finite group of Lie type defined in the same characteristic ℓ as of F, various tools from the (modular) representation theory of algebraic groups (cf. Theorem 3.1) allow us to reduce to the case of connected reductive algebraic groups and then apply the classic results of Dynkin [Dyn] and Seitz [Se1] . The main obstacles arise in the third case and moreover when S is not a finite group of Lie type in the same characteristic as of F. Unlike the situations considered previously in [GT2] and [MMT] , the irreducibility of Sym k (V ) does not yield (nontrivial) upper bounds on dim(V ) -such a bound was the crucial step in the mentioned papers. The key idea here is to show that G possesses a large enough subgroup C such that the restriction of Sym k (V ) to C contains a small enough submodule. Even though this argument does not yield an upper bound on dim(V ), it does lead to a strong constraint on G and some of its natural subgroups which ultimately yields a contradiction, cf. for instance Proposition 4.2. The case when S is a sporadic finite simple group also presents considerable difficulties since for some of them (say the Monster) there is only very scarce information about their modular representation theory (and this is usually available only when the Sylow ℓ-subgroups of S are cyclic). As usual, low dimensional representations such as Weil representations of finite classical groups and basic spin representations of (double covers of) symmetric and alternating groups also require special treatment as well. In certain situations when ℓ is large enough, results of Serre [S] and McNinch [McN] allow one to reduce to the complex case.
In this paper we also obtain various results concerning the reducibility of exterior powers ∧ k (V ) as well. But, as the example of S n acting on the heart of the natural permutation module shows, the irreducibility of ∧ k (V ) is not enough to tell apart G from its finite closed subgroups, cf. also [MMT] . In fact, as shown in Proposition 2.21 and Theorem 5.1, a Zariski closed subgroup of GL(V ) with dim(V ) ≥ 6 can be irreducible on ∧ k (V ) for some k ≥ 3 only when either G is almost quasi-simple (i.e. soc(G/Z(G)) is a simple, algebraic or finite, group) or G stabilizes a decomposition of V into 1-spaces. We intend to fully investigate this question in a sequel of the paper. Here we will prove the following theorem (In the situation of this theorem, one can identify Sym k (V ) with the space of homogeneous polynomials of degree k in d variables. The GO(V )-invariant quadratic form on V yields a GO(V )-invariant quadratic polylomial Q, and the multiplication by Q yields an embedding of Sym 2 (V ) into Sym 4 (V ).) Theorem 1.4 in particular yields another proof of Larsen's conjecture proved in [GT2] . (Indeed, the proof in [GT2] uses the irreducibility of G on every GO(V )-composition factor of V ⊗4 to derive the containment G ≥ SO(V ), whereas the new proof, see Corollary 1.5 and its proof below, uses G-irreducibility only on a few specific composition factors.) Larsen's conjecture has already been used by Katz, to study the monodromy group attached to a Lefschetz pencil of smooth hypersurface sections of a projective smooth variety X over a finite field k [Ka1] , and to determine the geometric monodromy group attached to a family of character sums over finite fiels [Ka2] . It also has implications on the holonomy group of a stable vector bundle on a complex smooth projective variety, cf. [BK] .
Corollary 1.5. (Larsen's conjecture) Let F be an algebraically closed field of characteristic 0, V = F d and let G = GL(V ), GO(V ), or Sp(V ) . If d ≤ 4, assume in addition that G = GO(V ). Let G be a Zariski closed subgroup of G such that G
• is reductive and G does not contain [G, G] . Then one of the following holds.
(ii) d = 6, G = Sp(V ), and G = 2J 2 . (iii) d = 2, G = GL(V ), and G = Z(G) * SL 2 (5).
Notice that we do not consider orthogonal groups in dimensions ≤ 4 in Theorem 1.4 and Corollary 1.5 because SO d (F) is not simple when d = 1, 2, 4 and isomorphic to P SL 2 (F) when d = 3. We also obtain the following variant of Corollary 2.19(i) which holds in almost every characteristic: Throughout the paper, we use the convention that ℓ > N means that either ℓ = 0 or ℓ > N. The notation for simple groups is as in [Atlas] ; in particular, M is the Monster, 6Suz is the sixth cover of the Suzuki group, and 2J 2 is the double cover of the second Janko group. S n , resp. A n is the symmetric, resp. alternating, group on n symbols. G * H denotes a central product of finite groups G and H, and G (∞) is the last term of the derived series of G. We will assume that ℓ > k whenever we address the irreducibility of Sym k (V ) with dim(V ) ≥ 3, cf. Lemma 2.1(i). If G is a closed subgroup of GL(V ) then G
• denotes the connected component of G, and the irreducible G-module with highest weight ̟ is denoted by L(̟). If G is a finite group and χ a class function of G thenχ denotes the restriction of χ to ℓ ′ -elements in G; furthermore, IBr ℓ (G) denotes the set of all irreducible ℓ-modular Brauer characters of G. A G-module (over field of characteristic = 2) is said to be of type +, resp. −, if it supports a nondegenerate G-invariant symmetric, resp. alternating form; the same for (irreducible) ordinary or Brauer characters of G. If
If G is any finite group, then m(G) denotes the largest degree of complex irreducible characters of G; clearly, m(G) ≤ |G/Z(G)|. If G is a finite group of Lie type in characteristic p, then d(G) denotes the smallest degree of nontrivial projective representations of G in characteristic other than p. We will freely use the Landazuri-Seitz-Zalesskii lower bounds on d(G) and their latest improvements as recorded in [T2] , and the upper bound for m(G) as given in [Se2] .
Preliminaries
Recall that F is an algebraically closed field of characteristic ℓ ≥ 0. Let V = F d and let G = GL(V ), Sp(V ), or GO(V ) throughout this section. We consider V as the irreducible G-module with highest weight ̟ 1 .
2.1. Basic reductions. To get some basic reductions for our problem, one might apply the fundamental result of Aschbacher [A] . But in our case one can give a direct argument (which in fact goes along the lines of the proof of Aschbacher's Theorem, and which also gives us some further information that will be needed later). The first step is to reduce to the case where the subgroup G ≤ GL(V ) satisfies the following hypothesis:
The G-module V is irreducible, primitive, tensor indecomposable, and not tensor induced.
(Recall that the G-representation Φ of G on V is tensor induced, if there is a decom-
(ii) G satisfies the hypothesis (S) .
2 and in fact the inequality is strict if i ≥ 2. Taking i = 1, . . . , d − 1, we see that
Write k = a 0 + a 1 ℓ + . . . + a s ℓ s for some integers 0 ≤ a 0 , . . . , a s ≤ ℓ − 1 and a s > 0. Using induction on s ≥ 1 with (1) as induction base, one can show that
Now if the SL(V )-module V has highest weight ̟ 1 , then Sym k (V ) has highest weight k̟ 1 , whence it has a quotient isomorphic to Sym
Now assume that the G-module V is tensor decomposable. Then V = A ⊗ B as a G-module, with dim A, dim B > 1. In particular d ≥ 4 and so in view of (i) we may assume that ℓ > k. Under this assumption on ℓ, Sym k (V ) is just the fixed point subspace for S k with S k naturally permuting the k factors of
Finally, assume that the G-module V is tensor induced. In this case, V = ⊗ n i=1 V i with G permuting the subspaces V i transitively. Again d ≥ 4 and so we may assume ℓ > k. Hence, Sym
Remark 2.2. Notice that Lemma 2.1(i) and Corollary 1.6 fail if dim(V ) ≤ 2. In fact, if dim(V ) = 2 then for any integers j ≥ 1 and 1 ≤ b < ℓ = char(F),
is irreducible over SL(V ) (as well as over any SL 2 (ℓ n ) with n > j). In particular, Sym ℓ j (V ) is reducible but Sym 2ℓ j −1 (V ) is irreducible over SL(V ). Another example is G = SL 2 (5) in SL(V ) with ℓ = 3 and d = 2: here Sym
Indeed, all these modules are irreducible over SL(V ), and we can see the isomorphism by comparing their highest weights.
(ii) Assume V and W are FG-spaces and char(F) > k. Then
and
where the first sum runs over all partitions λ of k with at most dim(V ) or dim(W ) rows, and the second sum runs over all partitions λ of k with at most dim(V ) rows and at most dim(W ) columns, cf. [FH, p. 80] . Here λ ′ is the partition conjugate to λ and S λ is the Schur functor corresponding to the partition λ. Indeed, the proof of these formulas in [FH, p. 521] uses only the semisimplicity of the group algebra FS k .
Lemma 2.4. Assume d ≥ 3, char(F) > 3, G ≤ GL(V ) and ∧ 2 (V ) is irreducible over G. Then one of the following holds.
(i) G satisfies the hypothesis (S) .
Proof. Assume that G is reducible on V and A = 0 is a proper G-submodule of V . Replacing V by V * if necessary, we may assume that dim
, again a contradiction. Finally, assume that the G-module V is tensor induced. In this case, V = ⊗ n i=1 V i with G permuting the subspaces V i 's transitively, and dim(V i ) ≥ 2. Hence, ∧ 2 (V ) contains the proper G-submodule
a contradiction, unless n = 2. Consider the case n = 2. Since
as G 1 -modules and (G :
as G 1 -modules, whence ∧ 3 (V ) is reducible over G.
Note that both exceptions listed in Lemma 2.4(ii), (iii) do occur.
Lemma 2.5. Assume G ≤ GL(V ) is an irreducible, primitive and tensor indecomposable subgroup, and H ¡ G. Then H is either central in G or irreducible on V .
Proof. By Clifford theory, the H-module V has only one isotypic component, i.e.
So assume e, f > 1. Let Φ, resp. Ψ, denote the representation of G on V , resp. of H on W . In a suitable basis of V , Φ(g) = (g ij ) 1≤i,j≤e with g ij ∈ Mat f (F) and
,j≤e ∈ Mat e (F). In particular, Λ(g) ∈ GL e (F). We have shown that Φ(G) ≤ GL e (F)⊗GL f (F). In other words, G is contained in GL(A)⊗GL(B) for some decomposition V = A ⊗ B with e = dim(A) and f = dim(B), a contradiction.
Lemma 2.6. Let S be a group, and let V 1 , . . . , V m be FS-modules such that the resulting representation Φ of S on
Proof. (i) Let Φ i denote the representation of S on V i . By assumption, there is h i ∈ GL(V i ) such that h i and g induce the same automorphism on Φ i (S) . It follows that h := ⊗ m i=1 h i ∈ K and g induce the same automorphism on Φ(S). Thus h −1 g centralizes Φ(S) and so it is scalar by irreducibility, whence is in K, and so is g.
(ii) Let Φ i denote the matrix representation of S relative to a fixed basis of V i . Without loss we may replace S by Φ (S) , and denote the matrix representation of S, g on V also by Φ. By assumption, there is an element τ ∈ S m and h i ∈ GL f (F) such that Φ i (gsg
for all s ∈ S. We may find an element σ of the subgroup S m of H such that σΦ(s)σ
It follows again by irreducibility that σ −1 h −1 Φ(g) is scalar, and so Φ(g) ∈ H.
Slightly abusing the language, in the situations (i) or (ii) of Lemma 2.6 we will say that g permutes the spaces V 1 , . . . , V m . Lemma 2.6(i) is not true without the assumption that G permutes the set of isomorphism classes of FS-modules V 1 , . . . , V m . Indeed, the group G = Sp 2n (5) · 2 has an irreducible complex representation V such that
′ distinct irreducible (Weil) S-modules of dimension (5 n − 1)/2 permuted by G, and B, B ′ distinct irreducible (Weil) S-modules of dimension (5 n + 1)/2 permuted by G, cf. [MT1] . However, see [Ra1] for an important case where tensor decomposition of a complex module is uniquely determined. Proof. Notice that V | H i is a direct sum of some copies of V i . Viewing the V i as S-modules, we see that G permutes the set of isomorphism classes of FS-modules V 1 , . . . , V m . Hence we are done by Lemma 2.6. Now we prove a version of Aschbacher's Theorem [A] which we need in the sequel and which may be applied to other situations as well: (ii) H is finite, S is nonabelian simple, and S ¡ H/Z(H) ≤ Aut(S) for some nonabelian simple group S.
(iii) H is finite, and H ≤ N G (P ), with P = Z(P )E and E an extraspecial p-group for some p = ℓ; furthermore, dim(V ) = |E/Z(E)|.
Proof. In the case
which implies H ≤ SL(V ) and so Z(H) is finite, and (S) imply that n = 1 and so H
• is simple. Finally, if ℓ > 0 then H acts on the set of isomorphism classes of Steinberg factors of V | H • , whence the latter must be restricted (up to a Frobenius twist) by Lemma 2.6 and (S) .
2) Now we may assume that H is finite. LetL be a minimal normal subgroup of H/Z(H). Here we consider the caseL is nonabelian; in particularL is perfect. Assume thatM is another minimal normal subgroup of H/Z(H). Consider the complete inverse images M and L ofM andL in G and set K] , K] = 1 and so [M, K] = 1 by the Three-Subgroup Lemma. By Lemma 2.5, V | K is irreducible. But then by Schur's Lemma, M ≤ Z(H), a contradiction.
Next we show thatL is simple. WriteL =S 1 × . . . ×S n , whereS 1 ≃ . . . ≃S n are simple. Let S i be the complete inverse image ofS i in H and let
Notice that H permutes the subgroups R i 's transitively, whence H permutes the spaces V i 's transitively by Corollary 2.7. Thus the H-module V is tensor induced if n > 1. By Lemma 2.1, n = 1 and soL =: S is simple. Clearly, H/Z(H) acts onL, and C H/Z(H) (L) intersectsL trivially. ButL is a unique minimal normal subgroup of
3) Now we may assume that H/Z(H) has an elementary abelian, minimal normal p-subgroupL for some prime p. Let R denote the complete inverse image ofL in H.
, and so p = ℓ. Let P be the subgroup generated by all elements of R of order p if p > 2 and of order 2 or 4 if p = 2. Then P ¡ H and P ≤ Z(H). Moreover, by Lemma 2.5 any characteristic abelian subgroup of P is cyclic. It follows that P = Z(P )E for some extraspecial p-group (and either P = E, or |Z(P )| = 4). By Lemma 2.5, V | P is irreducible, whence dim(V ) = |E/Z(E)|.
In what follows, the subgroup H described in Proposition 2.8 will be referred to as the normalized version of G and denoted by G n . Notice that det(g) = ±1 for all g ∈ G n .
To deal with self-dual modules, we will need the following two statements.
Lemma 2.9. Let V be an FG-module, and let
Proof. By the assumptions, V affords a non-degenerate bilinear form B M , resp. B N , which is M-invariant, resp. N-invariant. By irreducibility, M ∩ N admits a unique (up to scalar) non-degenerate invariant bilinear form on V . Hence after a suitable rescaling we have B M = B N and so B M is M, N -invariant.
Proof. By the assumptions, V affords a (unique up to scalar) non-degenerate Ninvariant bilinear form B N . Since N ¡ G, each g changes B N by a scalar λ g ∈ F × , in which case define g
Lemma 2.11. Let G be a finite group, ϕ ∈ IBr ℓ (G), and let N ¡ G be such that ϕ| N is irreducible and lifts to a complex character ρ of N. Assume that ρ extends to G. Then ϕ also lifts to a complex character of G.
Proof. By assumption, ρ = µ| N for some µ ∈ Irr(G). Henceμ is an extension of ϕ| N to G. By Clifford theory, in this case ϕ = α ⊗μ, where α ∈ IBr ℓ (G) and α(1) = 1. In particular, α is a Brauer character of
we see that ϕ = β ⊗ µ, as stated. In the case of (ii), B = A. By Clifford theory, any composition factor of Ind G N (B) is of the form A 2 ⊗ X for some projective FG-representation A 2 of degree dim(A) and some irreducible projectice F(G/N)-representation X, whence the claim follows.
We will discard the groups G with a normal subgroup contained in GO(V ) as follows:
Proof. (i) We realize Sym k (V ) as the space P k of homogeneous polynomials of degree k in variables x 1 , . . . , x d , with V = x 1 , . . . , x d F as a GO(V )-module (and equipped with the standard scalar product). Notice that h :
is an integral domain). Hence the claim follows.
(ii) Assume the contrary: Sym k (V ) is irreducible for some k ≥ 2. By Lemmas 2.1 and 2.5, ℓ > 2 and N acts either scalarly or irreducibly on V . In the former case, |N| ≤ 2 as N ≤ GO(V ), a contradiction. Hence N is irreducible on V . By (i) applied to the subgroup G * constructed in Lemma 2.10, Sym
The main reduction is provided by the following: Proposition 2.14.
Proof. The claim G ≤ GO(V ) follows from Lemma 2.13. By Lemma 2.1, G satisfies (S) . Now one just applies Proposition 2.8.
The following simple argument is useful in various situations:
Lemma 2.15. Let H be a subgroup of a finite group G, and V an irreducible FG-
Proof. (ii) Clearly,
is nonzero, and Z(G) certainly has a 1-dimensional submodule in it, whence the claim again follows by Frobenius' reciprocity.
If V is a self-dual simple CG-module, then the type of V can be determined using the Frobenius-Schur indicator. In the modular case, the following result of Thompson is very useful:
Lemma 2.16. [Th] Let G be a finite group and let χ ∈ Irr(G) be a real-valued character. For an odd prime ℓ, assume that ϕ ∈ IBr ℓ (G) is a real-valued constituent of odd multiplicity inχ. Then ϕ has the same type as of χ. P 2.2. Reduction to lower symmetric/exterior powers.
Lemma 2.17. Assume k, l ≥ 1 and that either char(
Proof. First we assume G = GL(V ). Let P l,k be the subspace of
consisting of homogeneous polynomials of degree l in x 1 , . . . , x d and of degree k in
is an integral domain. So the multiplication by h yields an injective G-homomorphism P l,k ֒→ P l+1,k+1 . Notice that, under the given assumptions, the modules L(m̟ 1 ) of GL(V ) and of Sp(V ), with m ∈ {k, l, k + 1, l + 1}, are the same, so we are also done with Sp(V ).
Next we consider the case G = GO(V ) and char(F) = 0. It is proved in [DW] that
and that the operator
The following is a theorem of Serre:
(ii) Let char(F) = 0 and let G be any subgroup of
Proof. Clearly, we may assume dim(V ) > 1.
(i) Consider any m ≥ k. By Lemma 2.1 we may assume that G is irreducible (and faithful) on V and that ℓ > m. In particular, Sym m (V ) = L(m̟ 1 ). Furthermore, the condition on ℓ implies that the G-module Sym k (V ) is semisimple by Lemma 2.18. Since Sym k (V ) is reducible over G, the semisimplicity implies that the fixed point subspace M G k has dimension ≥ 2, where we set
First we consider the case the G-module V is semisimple. By Lemma 2.18, the G-module V ⊗k is semisimple, and so is L(k̟ 1 ). Now we can apply Lemma 2.17 and argue as above.
Next we consider the general case. If every simple G-submodule of V is nondegenerate (w.r.t. the bilinear form on V ), then clearly the G-module V is semisimple and so we are done. Otherwise G preserves a nonzero (and proper) totally singular subspace W of V . It suffices to show that H := Stab G (W ) is reducible on L(m̟ 1 ). Let U be the unipotent radical of H. The kernel of the action of G on L(m̟ 1 ) is obviously normal in G and therefore has order ≤ 2. It follows that U acts nontrivially on L(m̟ 1 ) and so its fixed point subspace F on L(m̟ 1 ) gives a nonzero proper H-submodule.
Similarly, the following statement holds for exterior powers:
(i) First we consider the case ℓ = 0. Let ̟ 1 , . . . , ̟ d−1 denote the fundamental weights of SL(V ). Using [FH, Prop. 15 .25] one can show that
as an SL(V )-module. Hence the claim follows. Now we assume that ℓ > 2k(d − k). According to [McN] ,
Consider the complex Lie group G C = SL d (C) and its natural module V C = C d , and label the fundamental weights of G C in the same way as we did for G. Notice that, for a given highest weight ̟, the Weyl module V (̟) of G can be obtained by a reduction modulo ℓ of the irreducible module L C (̟) of G C , and L C (̟ m ) = ∧ m (V C ). So the above claim applied to the G C -module V C now implies that the multiplicity of each G-composition factor in
* . Hence our claim follows by semisimplicity.
(ii) As in the proof of Proposition 2.14 we may assume that G ≤ SL(V ). If G is reducible on V then it is easy to see that G is also reducible on ∧ m (V ). So we may assume G is irreducible on V , whence ∧ m (V ) is semisimple by [McN] . Now argue as in the proof of Corollary 2.19(i). Now we provide analogues of Proposition 2.14 and Lemma 2.13 for exterior powers:
one of the following statements holds.
(a) G satisfies (S) , and H satisfies one of the conclusions (i) -(iii) of Proposition 2.8.
Proof. It is well known, cf. [Se1] that G ≤ Sp(V ). By Lemmas 2.4 and 2.20 we may assume that ℓ = char(F) > 0 and that G fails (a). Then G fails the condition (S) . Arguing as in the proof of Lemma 2.4 we see that G is irreducible on V . Now G stabilizes an imprimitive decomposition, a tensor decomposition, or a tensor induced decomposition of V . Fix a basis (e 1 , . . . , e d ) for V that is compatible with this G-invariant decomposition. Then we use this basis to define the space VQ := e 1 , . . . , e d Q and the R-module V R := e 1 , . . . , e d R , where R is the ring of all algebraic integers inQ. Notice that if π is a maximal ideal of R that contains ℓ, then R/π ≃ F ℓ can be embedded in F. Moreover, V 1 := e 1 , . . . , e d R/π and ∧ m (V 1 ) can be obtained by reducing
On the other hand, the statement in the characteristic zero case applied toQ implies that
Observe that R is a Bezout domain of dimension 1, i.e. every finitely generated ideal of R is principal and every finitely generated torsion free R-module is free. Since L/M is finitely generated, it follows that L/M has an R-basis (
Notice that s > 0 as otherwise U ⊇ L and so U would not be proper in ∧ k (VQ).
(Indeed, since U = 0 andQ = Quot(R), we can find 0 = u = j a j w j ∈ U for some a j ∈ R. Now the ideal of R generated by the a j is finitely generated and so a principal ideal, say bR with 0 = b ∈ R. In this case,
Proof. (i) We fix a symplectic basis (e 1 , . . . , e d ) for V with d := dim(V ) and use it to define a complex space V C and the corresponding symplectic group Sp(V C ), as well as the R-module V R := e 1 , . . . , e d R and the symplectic group Sp(V R ), where R is the ring of all algebraic integers in C. Then the contraction map [FH, p. 260 ]
is surjective, where ∧ 0 (V C ) is defined to be the trivial module C, and we are done if char(
for each m, and relative to these bases, ∂ has an integer matrix. Let ℓ c be the highest power of ℓ that divides all the coefficients of the matrix of ∂ s and let σ = ℓ −c ∂ s . Then σ commutes with Sp(V R ). Since the matrix of σ has integer entries, we can use this matrix to define a map σ 1 :
(ii) We may assume k ≤ d/2. As mentioned in (i), N has an 1-dimensional trivial submodule but does not act trivially on
we can argue as in the proof of Lemma 2.13(ii), using Proposition 2.21. The only exception that may arise here is that N preserves every component of a decomposition of V into a direct sum of 1-spaces; but in this case N = O ℓ (N) is abelian.
3. The defining characteristic case
Proof. (i) By Proposition 2.14 (and Proposition 2.8(i)), we know that V | H = L(̟), an irreducible module with (restricted if ℓ > 0) highest weight ̟, where H := G
• n and we fix a maximal torus T of H. Then k̟ is the highest weight in Sym k (V ), and moreover there is a unique (up to scalar) vector v corresponding to the weight k̟ of T . As usual, we may assume ℓ > k. Then L(k̟) is a composition factor of the H-module Sym k (V ). Since G n normalizes H, ̟ is G n -invariant, and so is k̟. By Clifford's Theorem, it follows that every composition factor of the H-module Sym k (V ) is isomorphic to L(k̟). But then the uniqueness of v implies that Sym k (V )| H ≃ L(k̟) and so Sym k (V ) is irreducible over H. Now we can apply the fundamental result of Dynkin [Dyn] (in the case ℓ = 0) and of Seitz [Se1] (in the case ℓ > 0, see also [Su] ), to H and conclude that H = SL(V ) or Sp(V ).
(ii) Let M be the complete inverse image ofL in H and let S := M (∞) . Then S is quasisimple. Since V | S is irreducible by Lemma 2.5, O ℓ (Z(S)) = 1. It follows that there is a simple simply connected algebraic group S in characteristic ℓ and a Frobenius map F on S such that S is a quotient of S F . Without loss we may assume that S = S F . Since G n preserves the set of isomorphism classes of Steinberg factors of V | S , Lemmas 2.6 and 2.1 imply that V | S is a Frobenius twist of a restricted module. So without loss we may assume that V | S = L(̟)| S for some irreducible S-module L(̟) with restricted highest weight ̟. Let Φ : S → GL(V ) be the representation afforded by L(̟) (where we identify the spaces L(̟) and V ) and let L := Φ(S). Also let q = ℓ a be the absolute value of eigenvalues of F . Recall that ℓ > k ≥ 2. Notice that (S, ℓ) = (G 2 , 3). (For otherwise V | S is self-dual and furthermore it has odd dimension by [JLPW] , whence Φ(S) ≤ SO(V )). Since k = 2 in this case, we get a contradiction by Lemma 2.13.)
Consider an arbitrary (rational) representation of S on V that extends Φ| S , say yielding an irreducible module L(γ) with highest weight γ. Claim that this representation has image equal to L.
As shown in [MT1] , [Se1, (1.6 )] (and the assumption on ℓ) implies that L(̟)| S is tensor indecomposable. Observe that γ = p m β for some restricted weight β. Otherwise using Steinberg's tensor product theorem we would see that
can be obtained from L(̟) by twisting it using the Frobenius twist (x ij ) → (x q ij ) and so the claim follows. If F is twisted, then F = qρ and ρ induces an automorphism σ of S. In this case, L(qβ)| S = L(ρ −1 (β))| S , whence by the classification of irreducible S-modules we obtain γ = q b ρ c ̟ for some integers b, c ≥ 0. Thus L(γ) can be obtained from L(̟) by twisting it using the Frobenius twist (x ij ) → (x q ij ) and the automorphism σ, whence our claim follows. Next we show that
Notice that the irreducibility of V | S and the simplicity of S implies that L is a quotient of S by a finite subgroup, and that L has finite index in
Now we provide an analogue of Theorem 3.1 for exterior powers:
n is a simple algebraic group. Then one of the following holds.
(
is irreducible over H and we can apply the results of [Se1] (see also [Su] ) and [KlL, Prop. 5.4.3] . In all the remaining cases, G n induces an outer automorphism ϕ of H which stabilizes V | H . Moreover, modulo inner automorphisms of H, ϕ is just an involutive graph automorphism of H, and ϕ sends any (finite dimensional) irreducible FH-module to its dual. It follows that V | H is self-dual in this case as well.) We will replace G by G * n using the construction in Lemma 2.10. Notice that now
The former case is impossible, as otherwise G is reducible on ∧ k (V ). In the latter case, ∧ 2 (V ) can be identified with the adjoint module Lie(SO(V )), which contains Lie(H) as a G-submodule. By our assumptions, dim(H) < dim(SO(V )) and so G is reducible on ∧ 2 (V ); in particular, k > 2. But this contradicts Lemma 2.20(ii). The final statement follows from Theorem 3.1.
Remark 3.3. An extension of Seitz's results [Se1] to the disconnected (simple) case has been made in [Fo] . However, we cannot apply results of [Fo] to determine the disconnected subgroups G of GL(V ) such that G
• is simple and some W ∈ {Sym k (V ), ∧ k (V )} is irreducible over G, as [Fo] imposes the condition that all G
• -composition factors of W have restricted highest weights.
The cross characteristic case
The aim of this section is to prove the following theorem: 
, there is a unique irreducible FQ-module Q λ on which each z ∈ Z(Q) acts as the scalar λ(z) and in fact Q λ affords the Z(Q)-character |Q/Z(Q)|λ, cf. [LS, Lem. 2.3] . We will consider the following condition imposed on C G (Z(Q)):
The key ingredient of our treatment of the cross characteristic case is the following: Proposition 4.2. Let G be a finite group with a p-subgroup Q of special type and
(ii) Assume that Sym n (V ) is irreducible over G for some n ≥ 4, and in addition that
Proof. Since char(F) = p, we can write V = µ∈Ω(V ) V µ ⊕ V 1 , where 1 stands for 1 Z(Q) for short. Clearly, V λ | Q is the direct sum of d λ (V ) copies of Q λ . Hence the condition (⋆) implies that V λ = E λ ⊗ A for some C/Q-module A. Without loss we may choose E λ −1 to be E * λ , the dual of E λ . Then, again by (⋆),
which obviously has the indicated dimension. (ii) Now assume that Sym n (V ) is irreducible over G for some n ≥ 4. First consider the case n = 2k is even. Then by (i) and by Frobenius' reciprocity, dim(Sym
proving the claim. Next we consider the case n = 2k + 1 is odd. Then Sym 2k+1 (V )| C contains the submodules
It follows that Sym 2k+1 (V )| C contains the submodule
Of course, if p = 2 then any λ ∈ Ω(V ) is self-dual. In this case we need the following analogue of Proposition 4.2: Proposition 4.3. Let G be a finite group with a 2-subgroup Q of special type and
) satisfies the condition (⋆) for λ, and that E λ is of type +.
(ii) Assume that Sym n (V ) is irreducible over G for some n ≥ 4 and in addition that
Proof. As in the proof of Proposition 4.2, we can write V = µ∈Ω(V ) V µ ⊕ V 1 , and V λ = E λ ⊗ A for some C/Q-module A. By Lemma 2.13(i), Sym 2k (E λ ) contains the submodule 1 C as E λ is of type +. Hence Sym 2k (V )| C contains the submodules
proving (i). Denote E := dim(E λ ) = |Q/Z(Q)| ≥ 2, a := dim(A) ≥ 1, and v := dim(V ν ) if there exists ν ∈ Ω(V ) \ {λ}, and d := dim(V ) as usual. Then d ≥ Ea + v.
Now assume that Sym
n (V ) is irreducible over G for some n ≥ 4. First consider the case n = 2k is even. Then by (i) and by Frobenius' reciprocity, dim(Sym
which is at least 2E 4 /15 if a ≥ 2 or if a = 1 and d ≥ 2E, and at least E 4 /24 if a = 1 and d < 2E. Hence (ii) follows. In fact we can replace the constant 2/15 in (ii) by 2/9 if d ≥ 5E/2, and we will need this remark later.
Next we consider the case n = 2k + 1 is odd. Then Sym 2k+1 (V )| C contains the submodules
which is at least
which is at least 2E 4 /15 if d ≥ 2E (in fact at least 2E 4 /9 if d ≥ 5E/2), and at least
Next we will verify various conditions set in Propositions 4.2 and 4.3. Weil representations of symplectic groups will account for most exceptions where not all the conditions are met; we refer to [GMST] for necessary information about them. (
First we consider the case p = 2. Then Ω * (V ) = Ω * and |Ω(V )| ≥ 2 by [MMT, Lem. 2 .9], and we arrive at (ii). Assume p > 2. Clearly (i) holds if Ω(V ) = IBr ℓ (Z). Otherwise by [MMT, Lem. 2.9] and [GMST] , one of the following cases hold.
Case 1: q > p and Ω(V ) = Ω * . In this case (i) holds.
Case 2: G = SU 3 (p) and Ω(V ) = Ω * . Then either (i) holds or G = SU 3 (3).
Case 3: G = Sp 2n (q), n ≥ 1, and either V is a Weil representation and |Ω(V )| = (q + 1)/2, or n ≤ 2 and Ω(V ) = Ω * , or n = 1 and |Ω(V )| = (q − 1)/2. In fact the possibilities for Ω(V ) were described in [MMT, p. 386] .
Assume q ≡ 1( mod 4). If n ≥ 2, or if n = 1 but q ≥ 9, then either (i) or (iii) holds. Otherwise G = SL 2 (5).
Assume q ≡ 3(mod 4), but (iv) does not hold. If n = 2, then either (i) holds, or G = Sp 4 (3). The case n = 1 is now impossible as G = SL 2 (3). Proof. The assumption on G implies that Q is of special type. We will frequently aim to show that there is a character χ ∈ Irr(G) afforded by a QG-module W such that for any nontrivial λ ∈ Irr(Z) the λ-eigenspace W λ of Q on W has dimension equal to E := |Q/Z|. Since W λ is clearly C-invariant, it then follows that E λ can be taken to be the reduction modulo ℓ of the C-module W λ . Moreover, if p = 2 then, since λ = λ −1 and W is rational, W λ is of type + and so is E λ . Denote Ω * := Irr(Z) \ {1 Z } and P := N G (Z). 1) Here we consider the symplectic groups G = Sp 2n (q) with q = p f . Then p > 2, n ≥ 2, and G has two irreducible Weil characters η 1 , η 2 of degree (q n − 1)/2 which together afford all irreducible characters of Z. Restricting them to C, we obtain (i).
Next let G = SU n (q) with n ≥ 3. Then G has a rational-valued irreducible Weil character ζ 0 n,q of degree (q n −(−1) n q)/(q +1), cf. [TZ2] . Since (ζ 0 n,q | Z , λ) Z = q n−2 = E for all λ ∈ Ω * , we arrive at (i). Assume in addition that p = 2. We will show that ζ 0 n,q has Schur index 1 over R if n is even, and 2 if n is odd. The claim is clear when n = 2 as ζ 0 2,q is the Steinberg character and when n = 3 as ζ 0 3,q is the cuspidal unipotent character, see [Ge] . When n ≥ 4, one can check that C ≥ C ′ := Q : SU n−2 (q) and ζ 0 n,q | C ′ contains ζ 0 n−2,q (inflated from SU n−2 (q) to C ′ ) with multiplicity 1, so we are done by induction hypothesis.
Assume G = SL n (q) with n ≥ 3. Then the doubly transitive action of G on 1-spaces of its natural module affords the character 1 + τ with τ (1) = (q n − q)/(q − 1), and τ (t) = (q n−1 − q)/(q − 1) for 1 = t ∈ Z. It follows that (τ | Z , λ) Z = q n−2 = E for all λ ∈ Ω * , and so we are done. For the remaining Lie-type groups, any nontrivial irreducible (cross characteristic) character of G affords all λ ∈ Ω * with equal multiplicity, since P acts transitively on Ω * . Assume G = Spin 2n+1 (q) with p > 2. Then G has a nontrivial irreducible character µ of degree (q 2n − 1)/(q 2 − 1), cf. [TZ1] . Since µ(1) < 2q 2n−3 (q − 1) = 2E · |Ω * |, we are done. Next, assume G = Spin ǫ 2n (q) with n ≥ 4. Then we choose χ to be an irreducible constituent of degree (q n − ǫ)(q n−1 + ǫq)/(q 2 − 1) of the rank 3 permutation character ρ of G acting on the singular 1-spaces of its natural module, cf. [ST] . Since (ρ, χ) G = 1, χ is rational. Notice that if q > 2 then χ(1) < 2q 2n−4 (q−1) = 2E · |Ω * | and so we are done. Now assume that q = 2. Then ρ(1) = (2 n − ǫ)(2 n−1 + ǫ) and ρ(t) = 3 + 4(2 n−2 − ǫ)(2 n−3 + ǫ) for 1 = t ∈ Z. It follows that (ρ| Z , λ) Z = 3 · 2 2n−4 = 3E. Hence either χ or the other nontrivial constituent ψ of ρ affords Eλ, and so we are done again.
2) Now we handle the exceptional groups of Lie type. Consider the case G = E 7 (q). Then we choose χ to be the irreducible character of smallest degree qΦ 7 Φ 12 Φ 14 , cf. [Lu] , where Φ n is the value of the n th cyclotomic polynomial at q. Claim that (χ| Z , λ) Z = E for all λ ∈ Ω * . (Indeed, if q > 2 then χ(1) < 2q 16 (q − 1) = 2E · |Ω * |, whence the claim. Assume q = 2 but the claim is false. Since χ(1) < 3q 16 (q − 1) = 3E · |Ω * |, we see that W λ | Q is the sum of two copies of the unique irreducible representation of degree q 16 of Q. Notice that 1 = t ∈ Z is G-conjugate to some element t ′ ∈ Q \ Z. Since χ(t) = χ(t ′ ), it follows that χ has to afford some nontrivial linear characters of Q. The lengths of P -orbits on Irr(Q/Z) are given in [Hof] . It follows that 141, 986 = χ(1) ≥ 2 17 + (2 3 + 1)(2 5 + 1)(2 8 − 1), a contradiction.) It remains to prove (ii) for even q. Arguing as above using χ(t) = χ(t ′ ), one sees that χ affords exactly one P -orbit, of length (q 3 + 1)(q 5 + 1)(q 8 − 1), on nontrivial linear characters of Q. It was shown in [Hof] that the subgroup L ′ = Ω + 12 (q) of the Levi subgroup L in P cannot act trivially on C W (Q). Let µ be an irreducible character of degree > 1 afforded by L on C W (Q). Then χ is contained in the Harish-Chandra induction R G L (µ). Since χ is unipotent and the Harish-Chandra induction respects Lusztig series, µ is unipotent. Notice that χ(1) = q 16 (q − 1) + (q 3 + 1)(q 5 + 1)(q 8 − 1) + (q 6 − 1)(q 5 + q)/(q 2 − 1) + 1 and either µ(1) = (q 6 − 1)(q 5 + q)/(q 2 − 1) or µ(1) > q 10 by [TZ1, Prop. 7 .2]. Hence µ(1) = (q 6 − 1)(q 5 + q)/(q 2 − 1) and (χ| C , 1 C ) C = 1. We have shown that χ enters the permutation character ρ = 1 G C with multiplicity 1, whence χ is rational and (ii) follows.
Next we consider the case G = E 8 (q). Then we choose χ to be the irreducible character of smallest degree qΦ 2 4 Φ 8 Φ 12 Φ 20 Φ 24 , cf. [Lu] . Arguing as in the case of E 7 , we see that (χ| Z , λ) Z = E for all λ ∈ Ω * , whence (i) is proved. The assertion (ii) follows from a remark on [KlL, p. 203] . Now assume that G = E ǫ 6 (q), with ǫ = + for E 6 (q) and ǫ = − for 2 E 6 (q). Then we choose χ to be the irreducible character of smallest degree q(q 4 + 1)(q 6 + ǫq 3 + 1), cf. [Lu] . Arguing as in the case of E 7 , we see that (χ| Z , λ) Z = E for all λ ∈ Ω * , whence (i) is proved. Also, χ is an irreducible constituent of multiplicity 1 of the permutation character ρ = 1
, where P 1 is the parabolic subgroup of G corresponding to the A 5 -subdiagram of E 6 (before twisting if ǫ = −). It follows that χ is rational.
Assume G = F 4 (q). Then p > 2, and we choose χ to be the irreducible character of smallest degree q 8 + q 4 + 1, cf. [Lu] . Since χ(1) < 2q 7 (q − 1) = 2E · |Ω * |, we are done.
Assume G = 3 D 4 (q). Then we choose χ to be the irreducible character of smallest degree q(q 4 − q 2 + 1), cf. [Lu] . Since χ(1) < 2q 4 (q − 1) = 2E · |Ω * |, (i) follows. Assume in addition that q is even. Then the proof of [MMT, Thm. 4 .1] shows that (χ| C , 1 C ) C = 1. Thus χ enters the permutation character ρ = 1 G C with multiplicity 1, whence χ is rational.
Finally, assume G = G 2 (q) with q ≡ ǫ = ±1(mod 3) and q ≥ 4. Then we choose χ to be the irreducible character of smallest degree q 3 + ǫ, cf. [Lu] . Since χ(1) < 2q 2 (q − 1) = 2E · |Ω * |, (i) follows. Assume in addition that q is even. The uniqueness of χ shows that χ is rational-valued. Also, since χ(1) is odd, χ has Schur index 1 over Q, and so we are done.
Non-generic cases.
Since the unitary groups SU 2n+1 (q) with q even fall out from the general scheme of arguments, we handle them separately first. Proposition 4.6. Let S ≤ G/Z(G) ≤ Aut(S) for the simple group S = P SU n (q), where either 2 ≤ n ≤ 5, or q is even and n is odd. Let V be a faithful irreducible FG-representation in characteristic ℓ coprime to q of dimension > 4. Then Sym k (V ) is reducible for every k ≥ 4.
Proof. Assume the contrary: Sym m (V ) is irreducible for some m ≥ 4. Then it is clear that
We will also use the estimates d := dim(V ) ≥ d(S), m(G) ≤ m(Ŝ) · |Out(S)|, and |Out(S)| ≤ q(q + 1), whereŜ is the universal cover of S. If (n, q) ∈ {(2, 4), (2, 5), (2, 7), (2, 9), (2, 11), (3, 3), (3, 4), (4, 2), (4, 3), (5, 2)}, then using [Atlas] and [JLPW] it is straightforward to check that either (3) cannot hold, or else Sym k (V ) is reducible for all k ≥ 4. The same applies to (n, q) = (5, 3), where we use the bound m(S) ≤ m(GU 5 (q)) = q(q + 1)(q 4 − 1)(q 5 + 1) that follows from [Noz] . Henceforth we will assume that (n, q) is none of the above pairs.
1) First let S = P SL 2 (q). If 2|q, then d = dim(V ) ≥ q − 1 and m(G) ≤ q(q + 1)/2, violating (3) as q ≥ 8. If q is odd, then d = dim(V ) ≥ (q − 1)/2 and m(G) ≤ 2q(q + 1)/9, violating (3) as q ≥ 13. If S = P SU 3 (q), then d ≥ q(q − 1) and m(G) ≤ 3q(q + 1)(q 2 − 1), violating (3) as q ≥ 5. If S = P SU 4 (q), then d ≥ (q 2 + 1)(q − 1) and m(G) ≤ 4q(q + 1)(q 2 + 1)(q 3 + 1), violating (3) as q ≥ 4. If S = P SU 5 (q), then d ≥ q(q 2 + 1)(q − 1) and m(G) ≤ 5q(q + 1)(q 4 − 1)(q 5 + 1), violating (3) as q ≥ 4. So we may assume n ≥ 7 and q is even.
2) Next we consider the case n ≥ 9 and m ≥ 6. Without loss we may assume L = SU n (q). Consider a long-root subgroup Z 1 of M = SU n−1 (q), and its centralizer C 1 := C M (Z 1 ) = Q 1 .(SU n−3 (q).Z q+1 ) in M, of index q n−1 (q n + 1)(q n−1 − 1)(q n−2 + 1)/(q + 1) in L. By Proposition 4.5, the condition (⋆) and the assumptions of Proposition 4.3 hold for C 1 as n − 1 is even. Now we will argue as in the proof of Proposition 4.3, and denote
. A simple submodule of F will certainly extend to Z(G)C 1 . So by Frobenius' reciprocity, dim(Sym
1 /360 and so
Next we consider the case n = 2k + 1 is odd. Then Sym 2k+1 (V )| C 1 contains the submodule
We have shown that if a 1 ≥ 21, then
which is impossible as n ≥ 9. Thus a 1 ≤ 20, which means that dim(V λ ) ≤ 20E 1 for all λ ∈ Ω * (V ). In this case, the (−1)-eigenspace for 1 = t ∈ Z on V has dimension a 1 (q/2)E 1 ≤ 10q n−2 . Notice that n conjugates of t generates L by [GS] . Hence d ≤ 10nq n−2 by [GT3, Lem. 3.2] . This in turn implies by [GMST, Thm. 2.7 ] that every composition factor of V | L is trivial or a Weil module. Since V is primitive, we conclude that V | L is in fact a Weil module.
3) Here we consider the case n ≥ 9 and m ≤ 5 and return to the notation
First assume that a ≥ 4. Then Sym 4 (V )| C contains the submodules
as E λ is of type − by Proposition 4.3. Hence if m = 4, then by Frobenius' reciprocity, dim(Sym
Next we consider the case m = 5. Then Sym 5 (V )| C contains the submodules Sym
It follows that in both cases,
a contradiction since n ≥ 9. Thus 1 ≤ a ≤ 3. Arguing as in 2), we conclude that V | L is in fact a Weil module. 4) Assume that n = 7 and V | L contains a non-Weil irreducible constituent. Then by [GMST, Thm. 2.7] , d ≥ (q 7 + 1)(q 6 − q 2 )/(q 2 − 1)(q + 1) − 1 > (5/3)q 9 , whereas m(G) ≤ 7q 28 , contradicting (3). As in 3), we can conclude that V | L is again a Weil module.
5) We have shown that n ≥ 7 and V | L is a Weil module. Hence V L lifts to a complex Weil module of L, with character ζ := ζ i n,q for some i, 0 ≤ i ≤ q. These characters, together with their branching to M = SU n−1 (q), are described in [TZ2] .
If in addition q > 2, then in fact ζ 0 n,q | M contains α +ᾱ + β, with β := ζ 2 n−1,q , whence is of type +, whence
It follows that Sym 2k (V ) has a composition factor of dimension ≤ (G : Z(G)M) ≤ q n (q n + 1)(q + 1). If k ≥ 2, then the latter is less than dim(Sym 2k (V )) as d ≥ (q n − q)/(q + 1), whence Sym 2k (V ) is reducible. So m = 2k + 1 ≥ 5. In this case, if (q, i) = (2, 0) then Sym 2k+1 (V ) has a composition factor of dimension ≤ (G : Z(G)M)β(1) ≤ q 2n−1 (q n + 1) which is again less than dim(Sym 2k+1 (V )), whence Sym 2k+1 (V ) is reducible. Finally, assume that (q, i) = (2, 0). We aim to show that V lifts to a complex module, in which case Sym m (V ) is reducible for every m ≥ 4 by Corollary 2.19 as we have already shown that Sym 4 (V ) is reducible. Since V | L affords the characterζ, by Lemma 2.11 it suffices to show that ζ extends to G. Here L = S = P SU n (2) as ζ 0 n,q is trivial at Z(SU n (q)); also Z(G)S = Z(G) × S. Next, ζ is the unique irreducible character of L of degree (2 n − 2)/3, so it is invariant under Aut(S) = P GU n (2) · 2. Since ζ is real-valued and L has odd index in H := P GU n (2), by [NT, Lem. 2 .1], it has a unique real-valued extensionζ to H. Nowζ is the unique irreducible, realvalued, character of degree (2 n − 2)/3 of H, hence it is invariant under H · 2. Observe that if |G/(Z(G) × S)| ≤ 2, then ζ ⊗ 1 Z(G) is G-invariant and so it extends to G as required. In particular we are done if (n, 3) = 1 as in this case H = S. Assume 3|n and |G/Z(G)S| > 2; in particular ζ(1) = d is coprime to 3. By Proposition 2.14 we may replace G by its normalized version G n and assume that det(Φ(g)) = ±1 for all g ∈ G, if Φ denotes the representation of G on V . But (d, 3) = 1 and Φ is faithful, so O 3 (Z(G)) = 1. Let K be the complete inverse image of H = S : 3 in G; in particular, |G/K| ≤ 2. Since O 3 (Z(G)) = 1, we see that K ≃ Z(G) × H. Nowζ ⊗ 1 Z(G) is an extension of ζ to K which is G-invariant, and so it extends to G as required.
Proposition 4.7. Let S ≤ G/Z(G) ≤ Aut(S) for the simple group S = P Sp 2n (q), with n ≥ 2 and q ≡ 3(mod 4) is odd. Let V be a faithful irreducible FG-module in characteristic ℓ coprime to q and assume that an irreducible constituent of V | L is a Weil module. Then X k (V ) is reducible for every k ≥ 4 and X ∈ {Sym, ∧}, except for (n, q, X) = (2, 3, ∧).
Proof. Assume the contrary. The case (n, q) = (2, 3) can be checked directly, so we will assume that (n, q) = (2, 3). Now V is primitive, hence V | L is a Weil module of dimension (q n ± 1)/2. In particular, V | L lifts to a complex Weil module W . Notice that, since q ≡ 3(mod 4), any field automorphism of L has odd order, and so it stabilizes each of the two complex Weil modules of dimension d. Since the character of V takes different values at the two L-classes of transvections, cf. [TZ2] , and they are fused under the outer diagonal automorphism γ of L, we see that G/Z(G) cannot induce γ. Thus G/Z(G)S is cyclic and induces only field automorphisms of S. We conclude that W extends to a complex module of G. It follows by Lemma 2.11 that V lifts to a complex module which without loss we will denote also by V . So by Corollary 2.19 and Lemma 2.20, X 4 (V ) must be irreducible. Consider a long-root subgroup
1) First we consider the case (q, 3) = 1. We may identify Ω * (V ) with the subset
Claim that there are a, b ∈ A such that a + b + 1 = 0 and (a, b) = (1, 1). Indeed, the two subsets {1 + x 2 | x ∈ F q } and {−y 2 | y ∈ F q } of F q both have cardinality (q + 1)/2, hence they intersect, i.e. 1 + x 2 + y 2 = 0 for some x, y ∈ F q . Since q ≡ 3(mod 4), xy = 0, so a := x 2 ∈ A, b := y 2 ∈ B. Also, (a, b) = (1, 1) as (q, 3) = 1. In the character language, this means that there are α, β, γ ∈ Ω * (V ) such that αβγ = 1 Z and α = β. Assume γ / ∈ {α, β}. Then E α ⊗ E β ⊗ E γ affords the Q-character q n−1 ρ Q/Z , where ρ Y denotes the regular character of a finite group Y . In particular, the subspace F of Q-fixed points on E α ⊗ E β ⊗ E γ has dimension q n−1 , and it is stabilized by C. Next assume that γ = β. Then E α ⊗ X 2 (E β ) affords the Q-character (q n−1 ± 1)/2 · ρ Q/Z . In particular, the subspace F of Q-fixed points on E α ⊗ X 2 (E β ) has dimension (q n−1 + 1)/2, and it is stabilized by C. Notice that
In fact, F ⊗V 1 is a C/Q-module, so a simple submodule of it extends to P , as P/Q = (C/Q) × Z q−1 . Hence by Frobenius' reciprocity,
which is a contradiction since n ≥ 2 and p ≥ 7.
2) Next we consider the case q = 3 f > 3. Fix λ ∈ Ω * (V ). Since Q/ Ker(λ) has exponent 3, direct calculation shows that the subspace F of Q-fixed points on X 3 (E λ ) has dimension (q n−1 ± 1)/2, and it is stabilized by C. As above, X 4 (V )| C contains X 3 (E λ ) ⊗ V 1 and so it has a C-submodule F ⊗ V 1 , some simple submodule of which extends to P . Hence by Frobenius' reciprocity,
which is a contradiction since n ≥ 2 and q ≥ 27.
3) Now we may assume that q = 3 and G = Sp 2n (3). Recall that G has four Weil characters, ξ,ξ of degree (3 n + 1)/2, and η,η of degree (
whence ∧ 2 (ξ) = Sym 2 (η). On the other hand, 0 = (ξη,ξη) = (ξ 2 , η 2 ), so
Notice that
where S 2,1 is a Schur functor, cf. [FH] . Consequently, Sym 3 (ξ) containsξ with multiplicity 1 and so it is reducible. Similarly,
whence ∧ 3 (η) containsη with multiplicity 1 and so it is reducible. 4) Finally, we will use the Deligne-Lusztig theory, cf. [DM] , to show that Sym 4 (η) and ∧ 4 (ξ) are reducible. If n = 3 then this can be verified using [Atlas] . Notice that
are both coprime to 3, so it suffices to show that they are not equal to the degree of any semisimple character of G. If n = 4, then 43|D 1 and 19|D 2 but (|G|, 43 · 19) = 1. If n = 5, then 31|D 1 and 17|D 2 but (|G|, 31 · 17) = 1. If n = 6, then 367|D 1 and 181|D 2 but (|G|, 367 · 181) = 1. So we may assume that n ≥ 7. Consider the dual group G * = SO 2n+1 (3) and its natural module N = F . We need to show that there is no semisimple element s ∈ G * such that E := (G * :
Assume the contrary. For each m ≥ 3, by [Zs] there is a prime ℓ m that divides 3 m − 1 but not
, then E is divisible by (3 2n − 1)(3 n−1 ± 1)/16, whence E = D 2 as 3 n ≡ 5(mod 8). 5) Observe that the eigenspaces of s on N ⊗ F 3 F 3 gives rise to a C-invariant orthogonal decomposition N = N + ⊥ N 1 . . . ⊥ N t , where N + := Ker(s − 1) has odd dimension. Furthermore, if 1 ≤ i ≤ t then no eigenvalues of s on N i are equal to 1, and C GO(N i ) (s) = GL a (3 b ) or GU a (3 b ) with dim(N i ) = 2ab if s + 1 is non-degenerate on N i . We label Ker(s + 1) by N t if it is nonzero. The above claim implies that one of the following two cases must occur.
Case 1: t = 2, dim(N + ) = 1, {dim(N 1 ), dim(N 2 )} = {2, 2n − 2}. Notice that dim(Ker(s + 1)) ≤ 2n − 4 as otherwise C ≥ SO ± 2n−2 (3) and so E divides (3 2n − 1)(3 n−1 ± 1), a contradiction. Hence if we label N 1 to have dimension 2n − 2 then s| N 1 is a semisimple element s 1 with no eigenvalue equal to ±1. Also by our claim in 4) (taking N 2 = N + ⊕ N 2 ), we see that E = D 1 , N 1 is of type +, and E 1 divides (3 n + 5)/8 and is at least (3 n + 5)/128 > 2, where
is self-dual, it follows that it has an irreducible character of degree E 1 , contradicting [TZ1] .
Case 2: t = 1, and dim(N + ) = 1, 3, 2n − 1. If dim(N + ) = 3 then we can argue as in Case 1 to get a contradiction. If dim(N + ) = 2n − 1, then C ≥ SO 2n−1 (3) and so E divides 3 2n − 1, a contradiction. Thus dim(N + ) = 1, dim(N 1 ) = 2n, C = GU a (3 b ) or GL a (3 b ) with n = ab. In the former case E is coprime to ℓ 2n , but ℓ 2n divides both D 1 and D 2 , a contradiction. In the latter case E > 3 n(n+1)/2 ≥ 3 4n > max{D 1 , D 2 }, again a contradiction.
Remark 4.8. The identities Sym 2 (ξ) = Sym 2 (ξ) and ∧ 2 (η) = ∧ 2 (η) mentioned in the proof of Proposition 4.7 (there are similar examples with Sp 2n (5) as well, cf. [MT1] ), show that (irreducible) representations of finite quasisimple groups cannot be recovered from their symmetric square, resp. exterior square, as opposed to complex simple Lie groups, see [Ra2] .
Lemma 4.9. Let S ≤ G/Z(G) ≤ Aut (S) , where either S = P Sp 2n (q) with n ≥ 2 and q is even, or S ∈ {F 4 (q),
Proof. Assume the contrary. Then we can apply (3) to G and V . 1) First we consider the case S = P Sp 2n (q).
, and m(G) ≤ q n i=1 (q 2i −1)/(q−1) n as |Out(S)| ≤ q. Hence (3) cannot hold for 2 ≤ n ≤ 5 and q ≥ 4. The cases (n, q) = (2, 2), (3, 2), or (4, 2) can be checked directly. Assume (n, q) = (5, 2); in particular Aut(S) = S and so we may assume G = S. Then (3) implies that d ≤ 365. By [GT1, Thm. 1.1], V is a unitary-Weil module. We restrict V to P 1 = Q 1 .Sp 8 (2), the stabilizer of a 1-space in the natural module of G. Notice that any complex unitary-Weil character of G is real-valued, and by [GT1, Prop. 7.4 ] its restriction to P 1 contains some complex unitary-Weil character of Sp 8 (2) (which is of type + by [Atlas] ) with multiplicity 1. It follows that any complex unitary-Weil module of G is of type +. But V is a composition factor of multiplicity 1 in a complex unitary-Weil module, hence V is of type +, a contradiction by Lemma 2.13(i).
Thus we may assume n ≥ 6. Since Mult(S) = 1, S ¡ G. Consider the subgroup
. Then the assumptions of Proposition 4.3 hold for C, and moreover dim(V ) > (5/2) dim(E λ ) and |Out(S)| ≤ q/2. Hence the proof of Proposition 4.3 implies that [T2] , and m(G) ≤ q 27 as |Out(S)| ≤ q, contradicting (3). If q = 2, then (3) implies d ≤ 162, whence d = 52 and V | L is of type + by [HM] , and so Sym T2] , and m(G) ≤ q 14 /2 as |Out(S)| ≤ q/2, contradicting (3). Assume S = G 2 (q) and q ≥ 9. Then d ≥ d(S) = q 4 + q 2 , cf. [T2] , and m(G) < q 8 as |Out(S)| < q, contrary to (3). Assume S = 2 G 2 (q) and q ≥ 27. Then d ≥ d(S) = q(q − 1) and m(G) ≤ q 9/2 /9 as |Out(S)| ≤ q/9, contrary to (3). Assume S = 2 B 2 (q) and q ≥ 32.
4.3. Generic cases. In view of the results of §4.2, we may now assume that C L (Z) satisfies the assumptions of Propositions 4.2 and 4.3 for a long-root subgroup Z of G. Assume that Sym k (V ) is irreducible for some k ≥ 4 and d := dim(V ) > 4. We will then apply (3) and Propositions 4.2 and 4.3 to G and V to get a contradiction.
Suppose that S = P SL n (q), n ≥ 3. If (n, q) = (3, 2), (3, 3), (4, 2), (4, 3), or (5, 2), then it is easy to check that Sym k (V ) is reducible for k ≥ 4. Assume (n, q) = (3, 4). Then again it is easy to check that Sym k (V ) is reducible for k ≥ 4, except possibly when d = 6 and L = 6·S. In this case V lifts to a complex module V C , and Sym 4 (V C )| L contains irreducible constituents of dimensions 21 and 84, so Sym
as |Out(S)| ≤ q(q − 1). Hence (3) cannot hold for n ≤ 5. Assume n ≥ 6. In the notation of Proposition 4.3 we have dim(E λ ) = q n−2 < d/2. Hence Propositions 4.2 and 4.3 imply
Suppose that S = P SU n (q), n ≥ 6, (n, q) = (6, 2), and q is odd if n is odd. Then
E 6 (q) and q > 2, then
a contradiction. If S = F 4 (q) with q odd, then
D 4 (q) and q > 2, then
(2) can be handled easily using [Atlas] and [JLPW] . The case S = G 2 (4) leads to the example d = 12, L = 2 · S;
Observe that G contains a subgroup H ∈ {F 4 (2), 2 · F 4 (2)}. The irreducible ℓ-modular Brauer characters of 2·F 4 (2) are known [ModAt] . In particular, any such a character of degree ≤ 2512 is of type +. It follows by Lemma 2.15(i) that d ≤ 458, a contradiction. This completes the proof of Theorem 4.1.
Normalizers of Extraspecial Groups
The aim of this section is to prove the following
, and that the conclusion (iii) of Proposition 2.14 holds. Then, for X ∈ {Sym, ∧}, X k (V ) is reducible, if k > 2 and p > 2, or if k > 3 and p = 2, unless (dim(V ), X) = (5, ∧).
Proof. Assume the contrary. Without loss we may replace G by G n . Recall that either P = E, or p = 2 and P = Z 4 * E; furthermore, d := dim(V ) = |E/Z(E)| = p n . It is well known that the ℓ-modular representation V | P is liftable to a complex representation which extends to G. Hence by Lemma 2.11 we may assume that ℓ = 0. 1) First we consider the case p > 2. Then we may assume G = p 1+2n + ·Sp 2n (p) which is a split extension. Assume p = 3. Direct computation shows that the fixed point subspace Sym 3 (V ) P , resp. ∧ 3 (V ) P , has dimension (d + 1)/2, resp. (d − 1)/2, whence Sym 3 (V ) and ∧ 3 (V ) are reducible. Now we may assume that p ≥ 5 and consider the central involution j of Sp 2n (p). It is well known that V = V + ⊕V − , where j acts on V δ as the scalar δ1 for δ = ±, and {dim(V + ), dim(V − )} = {a, a + 1} with a = (d − 1)/2. Set ǫ := 1 if X = Sym and ǫ := −1 if X = ∧. By Corollary 2.19 and Lemma 2.20, X 3 (V ) is irreducible, and it affords the Z(P )-
affords the character dλ. Let V 3 denote the unique complex P -representation with Z(P )-character dλ 3 . Notice that V 3 extends to G and, by Clifford theory,
, then dim(C) = 5 does not divide |G| and so X 3 (V ) is again reducible. So we may assume n ≥ 2. Now j acts scalarly on A, whence the difference D between the dimensions of the 1-eigenspace and the (−1)-eigenspace of j on X 3 (V ) must be divisible by dim (A) . On the other hand, since the 1-eigenspace of j on
, we see that |D| = a + 1 if X = Sym and |D| = a if X = ∧, a contradiction. Observe that (V ⊗ V * )/1 G is irreducible, therefore both Sym 2 (V ) and ∧ 2 (V ) are irreducible over
2) Now we consider the case p = 2. Then E = 2 1+2n ǫ ≤ P ≤ Z 4 * E for some ǫ = ±. Direct computation shows that the fixed point subspace Sym
, whence Sym 4 (V ) and ∧ 4 (V ) are reducible. Observe however that Sym 3 (V ) and ∧ 3 (V ) are irreducible over N G (E) by [GT2] .
Alternating groups, symmetric groups, and their covers
This section is devoted to the proof of the following theorem Theorem 6.1. Theorem 1.1 holds true in the case G is finite and S := soc(G/Z(G)) is the alternating group A n for some n ≥ 5.
We begin with considering the case n ≥ 8. Then the representation Φ of G on V yields a projective representation of G/Z(G) = A n or S n . It follows that Z(GL(V ))G = Z(GL(V ))Ψ(H), where H =Â n , resp.S n (the double cover of S n in which transpositions lift to elements of order 4), and Ψ : H → GL(V ) is an irreducible representation. Ignoring the faithfulness of G acting on V , we may therefore assume that G ∈ {Â n ,S n }. In view of Lemma 2.1 we will assume that char(F) = ℓ > 3. Whenever we consider a subgroupÂ m orS m ofÂ n orS n , we will mean a standard one, that is the one fixing 1, 2, . . . , n − m in the natural permutation representation of S n . Also by a sum of simple modules we mean the sum in the Grothendieck group. We will also fix a preimage t of order 3 inÂ n of a 3-cycle.
We begin with the following observations:
Proof. (i) Let π :S n → S n be the natural projection and g ∈Â n . Clearly, g is rational inS n if π −1 (π(g) Sn ) is a singleS n -conjugacy class. Otherwise by [HH, Thm. 3 .8] π(g) is a product of disjoint cycles of odd lengths. In particular, π(g) has odd order k. It follows that g k = z i and (zg) k = z 1+i for some i ∈ Z and Z(A n ) = z . Replacing g by zg if necessary, we may assume that i = 0 and so |g| = k, |zg| = 2k.
In this case,
Hence, all generators of g belong to gS n and so g is rational, in which case zg is also rational.
(ii) By assumptions, ϕ = IndS n An (ψ) for some ψ ∈ IBr ℓ (Â n ), whence ϕ = 0 onS n \Â n . On the other hand, ϕ|Â n is rational by (i). (iii) follows from (i).
Among all the irreducible representations of G, the basic spin and second basic spin representations, cf. [Wa] and [KT] , will require special attention. For a fixed ℓ, define κ n to be 1 if 0 < ℓ|n and 0 otherwise. Then the (ℓ-modular) basic spin modules of A n , resp. ofS n , have dimension D 1 n := 2 ⌊(n−2−κn)/2⌋ , resp. D 2 n := 2 ⌊(n−1−κn)/2⌋ . The second basic spin modules ofS n have dimension at least 2 (n−3)/2 (n − 4) unless 2|n and ℓ|(n − 1) in which case they have dimension 2
(n−4)/2 (n − 4). Let D 3 n denote the smallest one among the dimensions of second basic spin representations ofS n and S n−1 . Then
n−2 }. Basic spin modules are distinguished by the following property:
Lemma 6.3. [Wa, Thm. 8 .1] Let V be an irreducible F-representation of G ∈ {Â n ,S n } such that the action of t (a 3 rd order preimage in G of a 3-cycle) on V has a quadratic minimal polynomial. Then V is a basic spin module. P Lemma 6.4. Let G ∈ {Â n ,S n } and let V be an irreducible FG-module which is not a basic spin module.
) contains a basic spin module ofÂ n−2 . Then
contains a basic spin module U, whence W is a quotient of IndS
(U) is a sum of basic spin modules ofS n−2 , there is a basic spin module Y n−2 ofS n−2 such that W is a quotient of IndS ñ S n−2 (Y n−2 ). Next, by [Wa] IndS
sum of basic and second basic spin modules ofS n−1 . It follows that W is a quotient of IndS ñ S n−1 (X), where either X is a basic spin module Y n−1 ofS n−1 , or a second basic spin module T n−1 ofS n−1 . In the former case, W must be a second basic spin module ofS n (as V is not basic), whence dim(W ) ≥ D (ii) can be proved similarly.
Corollary 6.5. Let G ∈ {Â n ,S n } and let V be an irreducible FG-module which is not a basic spin module. Assume soc(V |Â n−2
) contains a basic spin module ofÂ n−2 . Then Sym k (V ) is reducible for any k ≥ 3 if n ≥ 20, and for any k ≥ 4 if n ≥ 13.
Proof. Assume the contrary. Define H :=Â n−2 if G =Â n , and H :=S n−2 if G =S n . By assumptions, soc(V | H ) contains a basic spin module U of H, whence soc(Sym
Since (G : H) = n(n − 1) and dim(V ) ≥ e(n − 5)/2 for e := dim(U) by Lemma 6.4, this implies
The last inequality cannot hold if n ≥ 20 and k ≥ 3, or if n ≥ 13 and k ≥ 4, since e ≥ D Proof. 1) Assume the contrary. Write V = V 0 ⊕ V 1 ⊕ V 2 , where t acts on V j as the scalar ω j , ω a primitive cubic root of unity in F, and V 1 , V 2 = 0. By Lemma 6.3, V 0 = 0 if V is not basic. We give the proof for the case of m ≥ 4, the case with m = 3 is proceeded similarly.
Case 1: Assume G =S n and V |Â n is reducible. Then V is self-dual by Lemma 6.2. Setting C := C G (t), we see that
Case 2: Assume that either G =S n and V |Â n is irreducible, or G =Â n and V extends toS n . In either case, V |Â n is irreducible and self-dual by Lemma 6.2. So we can set C := CÂ n (t) and repeat the above argument to get (d+1)(d+2)(d+3)(d+4) ≤ 120(G : C) ≤ 80n(n − 1)(n − 2).
Case 3: Assume that G =Â n and V does not extend toS n . In this case, we can embed H :=S n−2 in G (as the inverse image in G of a subgroup of index 2 in S n−2 × S 2 that contains t). Consider a simple submodule U of smallest dimension of V | H .
Assume dim(U) = 1. Setting C := H ′ =Â n−2 , we see that
Now we may assume that dim(U) > 1. Again write U = U 0 ⊕ U 1 ⊕ U 2 , where t acts on U j as the scalar ω j , and U 1 , U 2 = 0. If U| H ′ is reducible, then U is self-dual by Lemma 6.2, whence U 2 ≃ U * 1 as modules over C := C H (t); set N := N H ( t ) in this case. If U| H ′ is irreducible, then U| H ′ is self-dual by Lemma 6.2, whence U 2 ≃ U * 1 as modules over C := C H ′ (t); set N := N H ′ ( t ) in this case. Now if m = 2k ≥ 4, then as in Case 1 we see that Sym m (V )| C contains 1 C . The proof of Lemma 2.12 shows that Sym m (V )| N contains a submodule of dimension 1, so dim(Sym 4 (V )) ≤ (G : N). Assume m = 2k + 1 ≥ 5. By Corollary 6.5 we may assume that soc(V |Â n−2 ) does not contain a basic spin module ofÂ n−2 , so U 0 = 0 by Lemma 6.3. Now Sym
2) We have shown that in all cases
Assume that V is faithful. Then d ≥ 2 ⌊(n−2−κn)/2⌋ by [KT] , so we get a contradiction if n ≥ 15, or if n = 14 but (G, ℓ) = (Â 14 , ℓ). Now assume that V is not faithful and that V |Â n is not the heart D of the natural permutation module. Then d ≥ (n 2 −5n+ 2)/2 by [GT3, Lem. 6 .1] and its proof, so we again get a contradiction when n ≥ 14. Thus V |Â n ≃ D. Since D is of type +, Sym m (V ) is reducible by Lemma 2.13.
Lemma 6.7. Let G ∈ {Â n ,S n } with n ≥ 12 and let V be a complex basic spin
Proof. It suffices to prove the statement for k = 2. Recall, cf. [T1] , that if m is even thenÂ m has a unique basic spin character α m which is real-valued, whereas if m is odd thenÂ m has two basic spin characters which are real-valued if and only if m ≡ 1(mod 4). Choose m = n if 2|n or if n ≡ 1(mod 4), and m = n − 1 if n ≡ 3(mod 4), and let H :=Â m−2 . Let α m be an irreducible character afforded by theÂ m -module V ; in particular, α m is real-valued. All irreducible constituents of α m | H are of degree α(1)/2 and are basic. If m is even, then the uniqueness of α m−2 implies that α m | H = 2α m−2 . If m is odd, then m − 2 ≡ 3(mod 4) and so the basic spin characters of H are not real-valued, whence α m | H = α m−2 + α m−2 . We have show that V | H contains U ⊕ U * for some H-module U. Now assume that X(V ) is irreducible for some X ∈ {Sym 2 , ∧ 2 }. Clearly, X(V )| H contains U ⊗ U * ⊃ 1 H and so dim(X(V )) ≤ (G : H); in particular, d(d − 1) ≤ 4n(n − 1)(n − 2). The last inequality cannot hold for n ≥ 18 as d ≥ 2 ⌊n/2⌋−1 . If n ∈ {12, 13, 14, 16, 17} then (G : H) ≤ 2n(n − 1) as m = n, again yielding a contradiction. If n = 15 and G =S n then d = 2
7 , leading to a contradiction. Finally, assume G =Â 15 , so H =Â 12 . We have shown that X(V )| H contains 1 H . On the other hand, G > K :=Â 12 × Z 3 . Hence X(V )| K contains a 1-dimensional submodule and so dim(X(V )) ≤ (G : K), yielding a contradiction.
Notice that ∧ 2 (V ) is irreducible for a complex spin module V ofÂ 11 .
Proposition 6.8. Let G ∈ {Â n ,S n } and let V be an ℓ-modular basic spin G-module. Then Sym k (V ) is reducible if k ≥ 2 and n ≥ 16, or if k ≥ 4 and n ≥ 14.
Proof. Assume the contrary. By Lemma 6.7, V cannot lift to a complex module. It follows by [KT] that ℓ|n, and either G =S n and n is odd, or G =Â n and n is even.
1) Here we assume that G =S n and n is odd; in particular, d = 2 (n−3)/2 . Hence V |Â n is irreducible, self-dual by Lemma 6.2, and lifts to a complex module W . Clearly,
n is a sum of at most two irreducible constituents, all of the same degree. The same must be true also for Sym k (W ).
Case 1: Assume n ≡ 3(mod 8). By [T1, p. 106] , V |Â n is of type +, whence Sym k (V ) is reducible if n ≥ 11 by Lemma 2.13.
Case 2: Assume n ≡ 1(mod 8) and n ≥ 17. Then W is of type +, cf. [T1] , and so is V |Â n , so we can argue as in Case 1.
Case 3: Assume n ≡ 7(mod 8) and n ≥ 15. Consider a subgroup H =Â n−5 . By [T1] , any simple submodule U of W | H is basic spin, real, and of dimension d/4. Thus Sym k (W )| H contains U if k ≥ 3 is odd, resp. 1 H if k is even. Consider K = H * Â 5 insideÂ n . Since K/H = A 5 and m(Â 5 ) = 6, by Lemma 2.12 Sym k (W )| K has a submodule T of dimension ≤ 6 dim(U) = 3d/2, resp. ≤ 6. Thus Sym k (W ) has a subquotient of dimension at most dim(T )(Â n :
is at most dim(T )(G : K), which is 3d/2 · (G : K), resp. 6(G : K). In particular, 2 n−3 < 2n(n − 1)(n − 2)(n − 3)(n − 4)/5, a contradiction if n ≥ 31. The upper bound on dim(Sym k (V )) also gives a contradiction if n = 15, 23 and k ≥ 4. Assume n = 23 and k = 2, 3. Then 41 divides dim(Sym k (W )) but not |Â n |, hence Sym k (W ) cannot be a sum of 1 or 2 irreducible constituents of the same degree.
Case 4: Assume n ≡ 5(mod 8) and n ≥ 21. Consider a subgroup H =Â n−3 . By [T1] , any simple submodule U of W | H is basic spin, real, and of dimension d/2. Thus Sym
In particular, 2 n−3 < 2n(n − 1)(n − 2), a contradiction as n ≥ 21.
2) Here we assume that G =Â n and n is even; in particular, d = 2 (n−4)/2 . Hence V |Â n−1 is irreducible and lifts to a complex module W .
Case 5: Assume n ≡ 0(mod 8). Since 2 < ℓ|n, we may assume that n ≥ 24. First we assume that ℓ ≥ 5; in particular n ≥ 40. Consider a subgroup H =Â n−6 . By [T1] , any irreducible constituent of W | H is basic spin, real, irreducible modulo ℓ (as (ℓ, n−6) = 1) and of dimension d/4. It follows that V | H contains a simple submodule U of type + and dimension d/4. Hence Sym
1 H if k is even. Consider K = H * Â 6 inside G. Since K/H = A 6 and m(6A 6 ) = 15, by Lemma 2.12 Sym k (V )| K has a submodule of dimension ≤ 15 dim(U) = 15d/4, resp. ≤ 15. Thus dim(Sym k (V )) is at most 15d/4 · (G : K), resp. 15(G : K). In particular, 2 n−4 < n(n − 1)(n − 2)(n − 3)(n − 4)(n − 5)/12, a contradiction as n ≥ 40. Now we assume that ℓ = 3 and consider a subgroup H =Â n−5 . Notice thatÂ n−1 contains an overgroup H 1 ≃S n−5 of H. If Φ denotes the representation of G on V , set H 2 := Φ(x), √ −1Φ(y) | x ∈ H, y ∈ H 1 \ H . Then H 2 is a subgroup of GL(V ) that is isomorphic toŜ n−5 . In the same way we can make H 2 act on W . By [T1] , any irreducible constituent of W | H 2 is basic spin, real, irreducible modulo ℓ (as (ℓ, n − 5) = 1) and of dimension d/2. It follows that V | H 2 contains a simple submodule U 2 of type + and dimension d/2. Hence, if k ≥ 3 is odd then Sym k (V )| H 2 contains U 2 , and so Sym
and m(Â 5 ) = 10, by Lemma 2.12 Sym k (V )| K has a submodule of dimension ≤ 6 dim(U) = 3d/2 if k is odd, resp. ≤ 6 if k is even. Thus dim(Sym k (V )) is at most 3d/2 · (G : K), resp. 6(G : K). In particular, 2 n−4 < n(n − 1)(n − 2)(n − 3)(n − 4)/5, a contradiction as n ≥ 24.
Case 6: Assume n ≡ 6(mod 8) and n ≥ 14. Consider a subgroup H =Â n−4 . By [T1] , any irreducible constituent of W | H is basic spin, real, irreducible modulo ℓ (as (ℓ, n−4) = 1) and of dimension d/2. It follows that V | H contains a simple submodule U of type + and dimension d/2. Hence Sym
In particular, 2 n−4 < n(n − 1)(n − 2)(n − 3), a contradiction if n ≥ 22. If n = 14 and k ≥ 4, then the upper bound on dim(Sym k (V )) yields 2 2n−8 < 20n(n − 1)(n − 2)(n − 3), again a contradiction.
Case 7: Assume n ≡ 2, 4(mod 8) and n ≥ 18. Consider a subgroup H =Â n−2 . By [T1] , W | H is basic spin, real, irreducible modulo ℓ (as (ℓ, n − 2) = 1). It follows that V | H is of type +. Hence Sym
In particular, 2 n−4 < 6n(n − 1), a contradiction as n ≥ 18.
The proof of Theorem 6.1 is now completed by the following lemma:
Lemma 6.9. Assume S = soc(G/Z(G)) = A n with 5 ≤ n ≤ 13, G < GL(V ), ℓ = 2, 3, and d > 4.
the heart of the natural permutation module.
Proof. (i) follows by inspecting [Atlas] and [JLPW] . Assume (ii) is false. We need to look at the modules V with dim(∧ 4 (V )) ≤ m(S n ). We give the details of the computation for n = 13. Here m(S n ) = 41600, so d ≤ 33. It follows that d = 32 and either V lifts to a complex basic spin module, or (G, ℓ) = (S 13 , 13). In the former case we are done by Lemma 6.7. The latter case can be checked directly using [Atlas] and [JLPW] .
Sporadic groups
In this section we prove the following theorem:
Theorem 7.1. Theorem 1.1 holds true in the case G is finite and S := soc(G/Z(G)) is a sporadic simple group.
Proof. Obviously, we need to consider only the cases where
For brevity, we take the convention that the condition k ≥ k 0 for ∧ k (V ) will actually mean that k 0 ≤ k ≤ d −k 0 . In fact, we will also work with ∧ k (V ) and we assume that ℓ > 3. The detailed results are listed in Table I (below), where in the third column we list the values (k 1 , d 1 ) such that k 1 is the (known) highest possible k ≥ 3 for which Sym k (V ) is irreducible (over some extension G of L and for some G-module of dimension d 1 in some characteristic ℓ), and the fifth column we list the values (k 2 , d 2 ) such that k 2 is the (known) highest possible k ≥ 3 for which ∧ k (V ) is irreducible (over some extension G of L and for some G-module of dimension d 2 in some characteristic ℓ). The cases marked by (♦) are the ones where we only look at Sym k (V ) and ∧ k (V ) with k ≥ 4. The cases marked by (♥) are the ones where we only look at Sym k (V ) with k ≥ 4 and ∧ k (V ) with k ≥ 5. The cases marked by (♠) are the ones where we only look at Sym k (V ) with k ≥ 4 and ∧ k (V ) with k ≥ 6. 1) For the first 11 sporadic groups, the ℓ-modular decomposition matrix is completely known, cf. [JLPW] . In these cases, it is straightforward to verify the above statements. Assume S = M 11 . Then m(G) = 55 and d ≥ 10, and so (5) cannot hold. Assume S = M 12 . Then m(G) = 320 and so (5) implies d ≤ 13. Using [Atlas] and [JLPW] , we can check that Sym k (V ) and ∧ k (V ) are reducible for k ≥ 4, Sym 3 (V ) is reducible except when d = 10, and ∧ 3 (V ) is reducible except when d = 10, 12. The cases S = J 1 , M 23 are similar.
2) For the remaining 15 sporadic simple groups which are not included in [JLPW] , we will work with the stronger bound
The lower bound for d is listed in [Jan] . In some cases, the modules V satisfying (5) are determined using [HM] . We also use the decomposition matrices available online at [ModAt] . Assume S = Ru. Then m(G) = 250, 560 and so (6) implies d ≤ 52, whence d = 28 by [HM] . It follows that V lifts to a complex module V C . Using [Atlas] and [JLPW] , we can check that Sym
is reducible for k ≥ 6 and irreducible for k ≤ 5. The cases S = Suz, O ′ N, CO 3 , Co 2 , F i 22 , HN, F i 23 , J 4 are similar.
3) For the 6 largest sporadic simple groups, there is only very scarce information about the irreducible ℓ-modular Brauer characters of them and their covers. Even in the case the Sylow ℓ-subgroups of L are cyclic, the shape of the Brauer tree is not known in some cases, cf. [HL] .
Assume S = Ly. Then (6) implies d ≤ 203. Hence d = 111 and V is of type + by [HM] , and so Sym k (V ) is reducible for k ≥ 2 and [ModAt] , one can check that all irreducible ℓ-modular Brauer characters of H of degree ≤ 2725 are of type + if ℓ = 17. In the case ℓ = 17, H has exactly 17 complex irreducible characters of positive 17-defect and they all belong to the principal 17-block. The shape of the Brauer tree of this block is determined in [HL] . Using this information we can show that the irreducible Brauer characters in the block are either trivial, or equal toχ − 1 H , or of degree ≥ 3588, where χ is the unique character of degree 783 in Irr(H) andχ denotes the restriction of χ to ℓ ′ -elements. Now it is easy to verify our claim for ℓ = 17. Hence Lemma 2.15(i) implies that d < 83, a contradiction. 4) Assume S = B. Then d ≥ 4370, whence dim(∧ 6 (V )) > m(G) and so Sym k (V ) and ∧ k (V ) are reducible for k ≥ 6. In fact if d ≥ 29, 130 then dim(Sym 4 (V )) > m(G) and so Sym 4 (V ) is reducible. Claim that Sym 4 (V ) and Sym 5 (V ) are also reducible if 2 ≤ d ≤ 29, 129 (in particular L = S) and ℓ = 5, 7. Assume the contrary. Consider the subgroup H = C G (t) ≃ 2· 2 E 6 (2) for some involution t ∈ G. Then V 0 := Ker(t−1) is actually a nonzero 2 E 6 (2)-module. Using [Atlas] and [ModAt] , one can check that all irreducible ℓ-modular Brauer characters of 2 E 6 (2) of degree ≤ 29, 129 are of type + if ℓ ≥ 11. This is also true for ℓ = 7, cf. [Mu1] and for ℓ = 5, cf. [Mu2] . Now any simple H-submodule U of V 0 is of type +. Hence Lemma 2.15(i) and its proof imply that d < 1600, a contradiction.
5) From now on we assume S = M. Since Mult(M) = 1, L = S, G = Z(G) × S. Without loss we may assume G = M. Now d ≥ 196, 882 and m(G) < (2.6) · 10 26 , whence dim(∧ 6 (V )) > m(G) and so Sym k (V ) and ∧ k (V ) are reducible for k ≥ 6. In fact if d ≥ D := (8.9) · 10 6 then dim(Sym 4 (V )) > m(G) and so Sym 4 (V ) is reducible. We will show that if 2 ≤ d < D and ℓ = 5, 7 then Sym k (V ) is also reducible for k = 4, 5. Assume the contrary. According to [Atlas] and [ModAt] , any such a V is of type + if ℓ = 0, 17, 19, 23, or 31. So ℓ ∈ {11, 13, 29, 41, 47, 59, 71}.
Consider the subgroup H = 2 · B = C G (t), where t is an involution of class 2A of G. Since ℓ = 2, we have V = V 0 ⊕ V 1 , where V j = Ker(t − (−1) j ) = 0. According to [Jan] , dim(V 1 ) ≥ 96256. Claim that any Brauer character ψ of degree < D, in IBr ℓ (H) if ℓ = 47 and in IBr ℓ (B) if ℓ = 47, is of type +. Using [Atlas] and [ModAt] , one readily checks the claim for ℓ ∈ {11, 29, 41, 59, 71}. Also, one needs to consider only characters ψ belonging to ℓ-blocks of positive defect. Notice that Irr(H) have a unique character of degree 1, resp. 4371, 96, 255, 1, 139, 374, 96, 256 , all of type +, and we denote them by χ 1 , resp. χ 2 , χ 3 , χ 4 , χ 5 . Assume ℓ = 13. Then H has 7 blocks of positive defect (all with cyclic defect group), and the shapes of their Brauer trees have been determined in [HL] . Now we can find the degrees of Brauer characters in these blocks. It follows that such a ψ isχ i with 1 ≤ i ≤ 5, and so the claim follows. Assume ℓ = 47. Then the only block of positive defect of B is the principal block (and it has cyclic defect group). There are five possible shapes for the Brauer tree of this block, as shown in [HL] . Now we can find the degrees of Brauer characters in all of these five cases. It follows that such a ψ is eitherχ i with i = 1, 3, 4 orχ 2 − 1 B , and so the claim follows again. 6) First we handle the case ℓ = 47. The above claim implies that, for j = 0, 1, V j | H contains a simple submodule U j of type +. Now if k = 4, then 7) Finally we treat the case ℓ = 47. The claim proved in 5) implies that V 0 | H contains a simple submodule U 0 of type +. Let ϕ, resp. α, β, denote the Brauer character afforded by V , resp. V 0 | H , V 1 | H . According to [Atlas] , G has another involution t ′ such that t, t ′ , tt ′ are all in the class 2A of G and t ′ belongs to class 2A in H; in fact C G ( t, t ′ ) = 2 2 · 2 E 6 (2). Observe that β(t ′ ) = 0. Indeed, t| V 0 = 1 V 0 and t| V 1 = −1 V 1 , whence α(tt ′ ) = α(t ′ ) and β(tt ′ ) = −β(t ′ ). Now
and so β(t ′ ) = 0. By Lemma 2.15(i) we get d ≤ 221, 336 if k = 4 and d ≤ 330, 975 if k = 5. It follows that all irreducible constituents of α have degree 1, 4371, or 96, 254, and we label them as ψ 1 , ψ 3 , and ψ 2 , respectively. As in 6), we see that V 0 | H cannot have a simple submodule or a simple quotient of dimension ≤ 4371 if k = 5, and it cannot have two distinct simple submodules if k = 4. Observe that ψ 1 and ψ 2 belong to the principal block and ψ 3 has defect 0. Claim that all composition factors of V 0 | H belong to the principal block. Assume the contrary. Then k = 5 as we noted. Now if these composition factors involve two different blocks then V 0 | H has simple submodules U 0 and U 1 (from different blocks), a contradiction. So all composition factors of V 0 | H have Brauer character ψ 3 (of degree 4371) and are isomorphic to U 0 . Since ψ 3 has defect 0, Ext 1 H (U 0 , U 0 ) = 0. Thus V 0 | H is in fact a direct sum of say a copies of U 0 . As we noted, a cannot be greater than 1, so α = ψ 3 , in particular, α(t ′ ) = −493. Now 4371 − dim(V 1 ) = ϕ(t) = ϕ(t ′ ) = α(t To complete the proof, we notice that Sym 5 (V ) is reducible when ℓ = 5 by Lemma 2.1.
Proofs of Main Results
Proof of Theorem 1.1. It follows immediately from Proposition 2.14 and Theorems 3.1, 4.1, 5.1, and 7.1. P Proof of Theorem 1.2. Since there is nothing to prove in the case d = 1, we may assume that d ≥ 2. Now we can apply Proposition 2.14 to G.
First we consider the case G . By Theorem 5.1, G is reducible on ∧ 4 (V ). c) d = (5 n + 1)/2 ≥ 13, S = P Sp 2n (5), and V | S is a Weil representation. We restrict V to the subgroup C := C S (t), where t is a long-root element, and apply Lemma 2.15(ii). It follows that G is reducible on ∧ 4 (V ). When n ≥ 4 we can apply Lemma 2.15(ii) to see that G is reducible on ∧ 4 (V ). When n = 2, clearly G is reducible on L(4̟ 1 ) (of dimension 105). f) (d, L) = (7, SL 2 (8)), (18, Sp 4 (4)), (7, Sp 6 (2)), (8,Â 8 ), (8,Â 9 ), (8, 2 · Sp 6 (2)), (8, Ω + 8 (2)), (14, G 2 (3)), (22, McL) , (23, Co 3 ), (23, Co 2 ), (24, 2 · Co 1 ), (52, 2 · F 4 (2)), (78, F i 22 ), (133, HN), (248, T h). In all cases but (24, 2 · Co 1 ), G is reducible on L(4̟ 1 ). In the case of (24, 2 · Co 1 ), G is reducible on ∧ 4 (V ) (but observe that G is irreducible on L(k̟ 1 ) for k ≤ 5 !) P Proof of Corollary 1.5. Notice that the reductivity of G • implies that the Gmodule V ⊗4 is semisimple. Also, L(4̟ 1 ) and L(̟ 4 ) are composition factors of the G-module V ⊗4 , and L(̟ 2 ) is a composition factors of the G-module V ⊗2 . Hence the statement follows from Theorem 1.4 in the case G = GO(V ) (notice that here d > 4 by the assumptions). Assume that G = GL(V ) or Sp(V ). Then L(4̟ 1 ) = Sym 4 (V ), and we can apply Theorems 1.1 and 1.2. First suppose that G = GL(V ). Then notice that Sp(V ) is reducible on the G-submodule L(̟ 4 ) = ∧ 4 (V ) if d ≥ 8 and on L(̟ 2 ) = ∧ 2 (V ) if d = 4, 6; furthermore, G is reducible on ∧ 4 (V ) in the cases (d, L) = (12, 2G 2 (4)), (12, 6Suz). So we arrive at (ii). Assume G = Sp(V ). Then G is reducible on L(̟ 4 ) (of dimension 429) in the case (d, L) = (12, 2G 2 (4)), so we again arrive at (ii). P
