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REFLECTING LINDELO¨F AND CONVERGING ω1-SEQUENCES
ALAN DOW† AND KLAAS PIETER HART
Abstract. We deal with a conjectured dichotomy for compact Hausdorff
spaces: each such space contains a non-trivial converging ω-sequence or a
non-trivial converging ω1-sequence. We establish that this dichotomy holds in
a variety of models; these include the Cohen models, the random real models
and any model obtained from a model of CH by an iteration of property K
posets. In fact in these models every compact Hausdorff space without non-
trivial converging ω1-sequences is first-countable and, in addition, has many
ℵ1-sized Lindelo¨f subspaces. As a corollary we find that in these models all
compact Hausdorff spaces with a small diagonal are metrizable.
Introduction
This paper deals with converging sequences of type ω and ω1. If γ is a limit
ordinal then a sequence 〈xα : α < γ〉 in a topological space is said to converge to a
point x if for every neighbourhood U of x there is an α < γ such that xβ ∈ U for
β > α. To avoid non-relevant cases we shall always assume that our sequences are
injective.
In [9] Juha´sz and Szentmiklo´ssy showed that if a compact space has a free se-
quence of length ω1 then it has a converging free sequence of that length — a
sequence 〈xα : α ∈ ω1〉 is free if for all α the sets {xβ : β < α} and {xβ : β > α}
have disjoint closures. One may rephrase this as: a compact space without con-
verging ω1-sequences must have countable tightness.
The authors of [9] also recall two questions of Husˇek and Juha´sz regarding con-
verging ω1-sequences
Husˇek: does every compact Hausdorff space contain a non-trivial converging
ω-sequence or a non-trivial converging ω1-sequence?
Juha´sz: does every non first-countable compact Hausdorff space contain a
non-trivial converging ω1-sequence?
In [1] it was shown that the space βN does contain a converging ω1-sequence, which
shows that Husˇek’s question is a weakening of Efimov’s well-known question in [4]
whether every compact Hausdorff space contains a converging ω-sequence or a copy
of βN.
For the remainder of the paper we refer to a space without converging ω1-
sequence as an ω1-free space. Our main result shows that the answer to Juha´sz’
question (and hence to that of Husˇek’s) is positive in a large class of models. The
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precise definition will be given later but examples are those obtained by adding
Cohen and random reals and models obtained by iterations of Hechler forcing.
An important class of ω1-free spaces consists of those having a small diagonal
— introduced by Husˇek in [6]. We say that a space, X , has a small diagonal if
there is no ω1-sequence in X
2 that converges to the diagonal ∆(X): a sequence〈
〈xα, yα〉 : α < ω1
〉
in X2 converges to the diagonal ∆(X) if every neighbourhood
of the diagonal contains a tail of the sequence. Note that if 〈xα : α ∈ ω1〉 converges
to x then
〈
〈x, xα〉 : α ∈ ω
〉
converges to 〈x, x〉 and hence to the diagonal. A
well-studied problem is whether a compact Hausdorff space with a small diagonal
(which we abbreviate by csD space) is metrizable.
The second part of our main result is that, in the same models, all ω1-free spaces
have many ℵ1-sized Lindelo¨f subspaces. This will then imply that, in these models,
all csD spaces are metrizable.
We benefit from the results in [11] concerning the notion of L-reflecting and the
preservation of the Lindelo¨f property by forcing.
Finally, we should mention that in [8] it was shown that in the Cohen model all
csD spaces are metrizable and Juha´sz’ question has a positive answer.
Status of the problems. There are consistent examples of compact ω1-free spaces
that are not first-countable; we review some of these at the end of the paper, where
we will also show that Husˇek’s question is strictly weaker than that of Efimov: there
are many consistent counterexamples to Efimov’s question but none to Husˇek’s
question (yet).
As to the consistency of the existence of nonmetrizable csD spaces: that is still
an open problem.
1. Preliminaries
1.1. Elementary sequences and L-reflection. For a cardinal θ we let H(θ)
denote the collection of all sets whose transitive closure has cardinality less than θ
(see [13, Chapter IV]). An ω1-sequence 〈Mα : α ∈ ω1〉 of countable elementary
substructures of H(θ) that satisfies 〈Mβ : β 6 α〉 ∈ Mα+1 for all α and Mα =⋃
β<αMβ for all limit α will simply be called an elementary sequence.
LetX be a compact Hausdorff space; an elementary sequence for X is elementary
sequence 〈Mα : α ∈ ω1〉 such that X ∈M0; of course in this case θ should be large
enough in order that X ∈ H(θ), in most cases θ = (2κ)+, where κ = w(X), suffices.
Definition 1.1. We say that a space is weakly L-reflecting if every ℵ1-sized sub-
space is contained in a Lindelo¨f subspace of cardinality ℵ1. We say that X is
L-reflecting if for some regular θ with X ∈ H(θ) and any countable M0 with
X ∈ M0 ≺ H(θ), there is an elementary sequence 〈Mα : α ∈ ω1〉 for X such that
X ∩
⋃
α∈ω1
Mα is Lindelo¨f.
1.2. csD spaces. We will need a technical improvement of Gruenhage’s result
from [5] that hereditarily Lindelo¨f csD spaces are metrizable. It is clear that com-
pact hereditarily Lindelo¨f spaces are both first-countable and L-reflecting; we shall
show that the latter two properties suffice to make csD spaces metrizable. This will
allow us to conclude that in the models from Section 2 all csD spaces are metrizable,
because they will be seen to be first-countable and L-reflecting.
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We use a convenient characterization of csD spaces obtained by Gruenhage in [5]:
for every sequence
〈
〈xα, yα〉 : α ∈ ω1
〉
of pairs of points there an uncountable
subset A of ω1 such that {xα : α ∈ A} and {yα : α ∈ A} have disjoint closures.
Theorem 1.2. If a compact first-countable space is L-reflecting and has a small
diagonal, then it is metrizable.
Proof. Let X be a csD space that is first-countable and L-reflecting.
Let 〈Mα : α ∈ ω1〉 be an elementary sequence for X such that X ∩
⋃
α<ω1
Mα is
Lindelo¨f; we denote this subspace by Y . For each α let Bα be the family of those
open subsets of X that belong to Mα.
If we assume that X is not metrizable then there is no α for which Bα is a base
for the topology of X , or even, by compactness, a T2-separating open cover of X .
Therefore we can find, by elementarity, points xα, yα ∈ X ∩Mα+1 that do not have
disjoint neighbourhoods that belong to Bα.
We apply Gruenhage’s criterion to find an uncountable subset A of ω1 such that
the closed sets F = cl{xα : α ∈ A} and G = cl{yα : α ∈ A} are disjoint. We take
disjoint open sets U and V around F and G respectively.
Since X is first-countable we know that Mα contains a local base at each point
of X ∩Mα. Thus we may choose for each x ∈ Y a neighbourhood Bx such that
• Bx ⊆ U if x ∈ F
• Bx ⊆ V if x ∈ G
• Bx ∩ (F ∪G) = ∅ otherwise
and in addition Bx ∈ Bα whenever x ∈Mα.
Since Y is Lindelo¨f there is an α such that Y ⊆
⋃
{Bx : x ∈ X ∩Mα}. But
now take β ∈ A above α and take x and y in Mα such that xβ ∈ Bx and yβ ∈ By.
It follows readily that Bx ⊆ U and By ⊆ V , so that xβ and yβ do have disjoint
neighbourhoods that belong to Bα.
This contradiction concludes the proof. 
1.3. ω1-free spaces. Here we include two technical results on ω1-free spaces that
will be useful in Section 2. The first follows from [10, Lemma 2.2] by setting
ρ = µ = ℵ1; we give a proof for completeness and to illustrate the use of elementary
sequences.
Theorem 1.3. If every separable subspace of a compact ω1-free space is first-
countable, then the space is first-countable.
Proof. Assume that X is compact and ω1-free. Working contrapositively we assume
that X is not first-countable and produce a separable subspace that is not first-
countable.
To this end we let 〈Mα : α ∈ ω1〉 be an elementary sequence for X . By ele-
mentarity there will be a point x in X ∩M0 at which X is not first-countable; by
compactness this means that {x} is not a Gδ-set in X . This implies that for each
α ∈ ω1 there is a point xα ∈ Mα+1 that is in
⋂
{U : U ∈Mα and U is open in X}
and distinct from x.
Since X is ω1-free, there is a complete accumulation point, z, of {xα : α ∈ ω1}
that is distinct from x. Since X has countable tightness there is a δ ∈ ω1 such that
z is in the closure of X ∩Mδ.
We show that cl(X ∩Mδ) is not first-countable at x. Indeed, if W is an open
neighbourhood of x that belongs to Mδ+1 then xα ∈ W for all α > δ and in
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particular z ∈ clW . This more than shows thatMδ+1 does not contain a countable
family of neighbourhoods of x that would determine a local base at x in cl(X∩Mδ);
by elementarity there is no such family at all. 
For the next result we need a piece of notation and the notion of a local pi-net.
If F is filter on a set X then F+ denotes the family of sets that are positive with
respect to F , i.e., G ∈ F+ iff G intersects every member of F .
A local pi-net at a point, x, of a topological space is a family, A, of non-empty
subsets of the space such that every neighbourhood of x contains a member of A.
Clearly {x} is a local pi-net at x but it may not always be a very useful one; the
next result produces a local pi-net that consists of somewhat larger sets.
Theorem 1.4. Let X be a compact space of countable tightness and let F be a
countable filter base in X. Then there is a point x in
⋂
{clF : F ∈ F} that has a
countable pi-net that is contained in F+.
Proof. Without loss of generality we assume that F is enumerated as {Fn : n ∈ ω}
such that Fn+1 ⊆ Fn for all n. Take a sequence 〈an : n ∈ ω〉 in X such that an ∈ Fn
for all n and let K be the set of cluster points of this sequence.
If K has an isolated point, x, then some subsequence of 〈an : n ∈ ω〉 converges
to x; the tails of that sequence form the desired pi-net at x.
In the other case there is a point x such that K has a countable local pi-base
{Un : n ∈ ω} at x. Shrink each member Un of this local pi-base to a compact
relative Gδ-set Gn.
Write Gn = K ∩
⋂
m∈ω On,m, where each On,m is open in X and clOn,m+1 ⊆
On,m for all m. Choose an infinite subset An of {ak : k ∈ ω} such that An \On,m is
finite for all m. Observe that all accumulation points of An belong to Gn.
Now, if O is an open set that contains x then Gn ⊆ O for some n and hence
An \ O is finite. This shows that the family {An \ F : n ∈ ω, F is finite } is the
desired pi-net at x. 
1.4. A strengthening of the Fre´chet-Urysohn property. We shall need a
version of the Fre´chet-Urysohn property where the convergent sequences are guided
by ultrafilters.
Definition 1.5. A space X will be said to be ultra-Fre´chet if it has countable
tightness and for each countable subset D of X and free ultrafilter U on D there is a
countable subfamily U ′ of U with the property that every infinite pseudointersection
of U ′ converges.
A set P is an infinite pseudointersection of a family F of subsets of ω if P \F is
finite for all F ∈ F .
We shall use this property in the proof of Theorem 2.6, where we will have to
distinguish between a subspace being ultra-Fre´chet or not. To see how the property
will be used we prove the following lemma.
Lemma 1.6. Let D be a countable subset of an ultra-Fre´chet space X and let
x ∈ clD. Then whenever 〈An : n ∈ ω〉 is a decreasing sequence of infinite subsets
of D such that x ∈
⋂
n∈ω clAn there is an infinite pseudointersection of the An that
converges to x.
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Proof. Let 〈An : n ∈ ω〉 be given and let U be an ultrafilter on D that converges
to x and contains all An. Let U ′ be a countable subset of U as in the definition of
ultra-Fre´chet.
We first claim that every infinite pseudointersection of U ′ converges to x. In-
deed, since the union of two pseudointersections is again a pseudointersection all
pseudointersections converge to the same point, y say. Next, every neighbourhood
of x contains such a pseudointersection, which implies that y belongs to every
neighbourhood of x and therefore y = x.
To finish the proof take any infinite pseudointersection of the countable family
U ′ ∪ {An : n ∈ ω}. 
1.5. A preservation result. We finish this section by quoting a preservation re-
sult on the Lindelo¨f property. The Tychonoff cube [0, 1]ω1 is compact but when
we pass to a forcing extension the ground model cube is at best a (proper) dense
subset of the cube in the extension and thus no longer a compact space. Under
certain circumstances, however, it will still posses the Lindelo¨f property.
Proposition 1.7 ([11]). If P is a poset whose every finite power satisfies the
countable chain condition then in any forcing extension by P the set of points in
[0, 1]ω1 from the ground model is still Lindelo¨f. 
Note that this result applies to closed subsets of [0, 1]ω1 as well.
2. Forcing extensions
In this section we prove the main result of this paper; it establishes first-countabi-
lity of ω1-free spaces in a variety of models. The better known of these are the Cohen
model, the random real model and Hechler’s models with various cofinal subsets
in ωω with the order <∗.
We begin by defining the particular type of poset our result will apply to.
2.1. ω1-finally property K. We recall that a subset A of a poset P is linked if any
two elements are compatible, i.e., whenever p and q are in A there is an r ∈ P such
that r 6 p and r 6 q. A poset has property K, or satisfies the Knaster condition if
every uncountable subset has an uncountable linked subset. Any measure algebra
has property K and any finite support iteration of property K posets again has
property K.
Our result uses a modification of this notion.
Definition 2.1. We say that a poset P is ω1-finally property K if for each com-
pletely embedded poset Q of cardinality at most ω1 the quotient P/G˙ is forced,
by Q, to have property K.
A poset Q is completely embedded in P if for every generic filter H on P the
intersection H ∩Q is generic on Q. As explained in [13, Chapter VII.7] the factor
(or quotient) P/G˙ is a name for the poset obtained from a generic filter G on Q
in the following way: it is the subset of those elements of P that are compatible
with all elements of G. We shall use the important fact that P is forcing equivalent
to the two-step iteration Q ∗ (P/G˙), [13, Chapter VII, Exercises D3–5] or [14,
Lemma V.4.45].
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2.2. Forcing and elementarity. Throughout our proofs we will be working with
elementary sequences and we shall frequently be using the following fact, a proof
of which can be found in [15, Theorem III 2.11].
Proposition 2.2. Let M ≺ H(θ) and let P ∈ M be a poset. Then M [G] is an
elementary substructure of H(θ)[G] (which is the H(θ) of V [G]). 
Here M [G] = {valG(τ) : τ ∈M and τ is a P-name}.
The general situation that we will consider is one where we have an elementary
sequence 〈Mα : α ∈ ω1〉 and a poset P that belongs to M0. The union M =⋃
α∈ω1
Mα is also an elementary substructure of the H(θ) under consideration.
Since we will be assuming CH it follows that ωM ⊆ M ; using this one readily
proves the following proposition.
Proposition 2.3. If P ∈ M is a partial order that satisfies the countable chain
then P ∩M is a complete suborder of P. 
Thus the intersection GM of a generic filter G on P with M will be generic
on PM .
Furthermore, if X˙ ∈M0 is a P-name for a compact space then the above implies
that in V [G] the sequence 〈Mα[G] : α ∈ ω1〉 is an elementary sequence for X .
Finally, a P-name A˙ for a subset of ω can be represented by the subset {〈p, n〉 :
p  n ∈ A˙} of P×ω and even by a countable subset of this product: simply choose,
for each n, a maximal antichain An in {p : p  n ∈ A˙} and let A′ = {〈p, n〉 : p ∈
An}. Now if A˙ ∈ M then, by elementarity there is such a countable A′ in M , and
then A′ ∈Mα for some α. But then A′ ⊆Mα and therefore valG(A˙) ∈Mα[GM ] ⊆
M [GM ].
The facts above are well known but we reviewed them because they are crucial
to some of our arguments.
2.3. Pre-Luzin gaps. In our proof we shall construct converging ω1-sequences in
an intermediate model and use the following combinatorial structure to lift these
to the full generic extension.
Definition 2.4. For a countable set D, a family {〈aα, bα〉 : α ∈ ω1} of ordered
pairs of disjoint subsets of D will be called a pre-Luzin gap if for all E ⊂ D the set
of α such that E ∩ (aα ∪ bα) =∗ aα is countable.
The lifting of the sequence to the full extension is accomplished using the fol-
lowing Lemma.
Lemma 2.5. If P has property K and {〈aα, bα〉 : α ∈ ω1} is a pre-Luzin gap on ω
then it remains a pre-Luzin gap in every forcing extension by P.
Proof. Let E˙ be a P-name of a subset of ω. Arguing contrapositively we assume
there is an uncountable subset A of ω1 so that for each α ∈ A there are a pα ∈ P
and an integer nα such that pα P E˙ ∩ (aα ∪ bα) \ nα = aα \ nα. We shall build a
subset E of ω such that E ∩ (aα ∪ bα) =∗ aα for uncountably many α ∈ A.
We apply property K and assume, without loss of generality, that {pα : α ∈ A}
is linked and that there is a single integer n such that nα = n for all α ∈ A.
We let E =
⋃
{aα \n : α ∈ A}. To verify that E is as required we let α ∈ A and
j ∈ E \ n. Fix β ∈ A such that j ∈ aβ . Then pβ  j ∈ E˙ and pα  E˙ ∩ bα ⊆ n; as
pα and pβ are compatible this implies that j /∈ bα. 
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2.4. The main theorem.
Theorem 2.6 (CH). Let P be a poset that is ω1-finally property K. Then in ev-
ery generic extension by P every compact ω1-free space is first-countable and L-
reflecting.
We prove this theorem in three steps.
Let X˙ be a P-name for a compact Hausdorff space that is ω1-free. We take an
elementary sequence 〈Mα : α ∈ ω1〉 such that P and X˙ are in M0.
We continue to write M =
⋃
α∈ω1
Mα, PM = P ∩M and GM = G ∩M . To save
on writing we put Nα =Mα[G] and N =M [G].
Proposition 2.7. In V [G] the space X is ultra-Fre´chet.
Proof. We assume X is not ultra-Fre´chet and take a countable set D witnessing
this — we know already that X has countable tightness. Let e : ω → D be a
bijection and let U be an ultrafilter on ω such that every countable subfamily of it
has an infinite pseudointersection whose image under e does not converge. Let z
be the limit of e(U) and observe that {z} 6=
⋂
{cl e[U ] : U ∈ U ′} whenever U ′ is a
countable subfamily of U ; indeed, if equality were to hold then the image of every
infinite pseudointersection of U ′ would converge to z.
By elementarity we can assume that D, e, U and (hence) z belong to N0.
For each α we find a point xα ∈ X and a countable family Aα of subsets of ω
as follows. We apply the property above to U ∩ Nα and fix y ∈ Nα+1 such that
y 6= z and y ∈
⋂
{cl e[U ] : U ∈ U ∩ Nα}. Next we take a neighbourhood W of y
with z /∈ clW .
We apply Theorem 1.4 to the filterbase generated by {W∩D}∪(e(U)∩Nα) to find
a point xα and a countable local pi-net at xα that can be written as {e[A] : A ∈ Aα},
where Aα is a countable subfamily of
(
{e←[W ]} ∪ (U ∩ Nα)
)+
, which itself is a
subfamily of (U ∩Nα)+. Note that xα 6= z because xα ∈ clW .
By elementarity the choices above —W , xα and Aα — can all be made in Nα+1.
As noted above in Subsection 2.2, since Aα is a countable family of subsets of ω
we can find a name for it that is actually a subset of Mα+1. Therefore we know
that each Aα and its members belong to V [GM ].
Since we assume that X is ω1-free the sequence 〈xα : α ∈ ω1〉 will have (at least)
two distinct complete cluster points, so that there are two open sets O1 and O2
with disjoint closures that each contains xα for uncountably many α.
Now we consider V [G] as an extension of V [GM ] by the poset P/GM and choose
a sequence 〈pα : α ∈ ω1〉 of conditions in the latter, two strictly increasing sequences
of ordinals 〈βα : α ∈ ω1〉 and 〈γα : α ∈ ω1〉, and two sequences 〈aα : α ∈ ω1〉 and
〈bα : α ∈ ω1〉 of subsets of ω, such that
pα  x˙βα ∈ O˙1 and pα  x˙γα ∈ O˙2
and aα ∈ Aβα and bα ∈ Aγα , and
pα  e[aα] ⊆ O˙1 and pα  e[bα] ⊆ O˙2
We apply the ccc to find q ∈ P/GM that forces G∩{pα : α ∈ ω1} to be uncountable.
In V [G] we form A = {α : pα ∈ G} and E = e←[O1]; then aα ⊆ E and bα∩E = ∅
for α ∈ A, so that {〈aα, bα〉 : α ∈ ω1} is not a pre-Luzin gap in V [G].
However, in V [GM ] the set {〈aα, bα〉 : α ∈ ω1} is a pre-Luzin gap. For if E ⊆ ω
belongs to V [GM ] then it belongs to Nα for some α and either it or its complement
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belongs to U , say E ∈ U . But then aβ and bβ both meet E in an infinite set
whenever β > α. 
The next step is to prove that X is first-countable.
Proposition 2.8. In V [G] the space X is first-countable.
Proof. We assume it is not and apply Theorem 1.3 to find a countable subset D
of X and a point z in clD that does not have a countable local base in clD. By
elementarity z and D can be found in N0; as above we take a bijection e from ω
to D, also in N0.
Using the fact that X is ultra-Fre´chet we shall construct an ω1-sequence that
converges to z. To this end we observe that for every α one can build a family
{A(α, s) : s ∈ <ω2} of subsets of ω that has the following properties
(1) A(α, ∅) = ω,
(2) A(α, s) = A(α, s ∗ 0) ∪A(α, s ∗ 1) (the ∗ denotes concatenation),
(3) A(α, s ∗ 0) ∩ A(α, s ∗ 1) = ∅,
(4) for every subset A of ω that is in Nα there is an n such that the family
{A(α, s) : s ∈ n2} refines {A,ω \A}.
This can be done in a simple recursion, using the fact that Nα is countable; by
elementarity we can assume that the family {A(α, s) : s ∈ <ω2} belongs to Nα+1.
Each A(α, s) determines, via e, a subset D(α, s) of D.
Fix an α and form
Cα = {s ∈
<ω2 : z /∈ clD(α, s)};
the set
⋂
{clD \ clD(α, s)} is a Gδ-set in clD and hence it is not equal to {z}.
Thus we may pick yα 6= z in this intersection and a function fα in ω2 such that
yα ∈ clD(α, fα ↾m) for all m; note that then also z ∈ clD(α, fα ↾m) for all m.
Now apply Lemma 1.6 and choose infinite pseudointersections aα and bα of
the A(α, fα ↾m) such that e[aα] and e[bα] converge to z and yα respectively. By
elementarity Cα, yα, fα, aα and bα can all be chosen in Nα+1, and as in the
previous proof, the countable objects — in particular aα and bα — actually belong
to Mα+1[GM ].
Again as in the previous proof: any subset of ω that belongs to V [GM ] has
a name that is in M and hence belongs to Nα for some α, which implies that
it either contains or is disjoint from both aβ and bβ whenever β > α. Thus,
{〈aα, bα〉 : α ∈ ω1} is a pre-Luzin gap in V [GM ] and hence, because P/GM has
property K, it is also a pre-Luzin gap in V [G].
We show that this implies that 〈yα : α ∈ ω1〉 converges to z. Indeed, let U be
a neighbourhood of z and consider e←[U ∩ D]; this set contains a cofinite part of
every set aα and hence an infinite part of all but countably many bα. This implies
that yα ∈ clU for all but countably many α. 
Proof that X is L-reflecting. Since 〈Mα : α ∈ ω1〉 is an arbitrary elementary
sequence it suffices to show that X ∩ N is Lindelo¨f. This will require some more
notation.
To begin we fix, in V , a cardinal κ and we assume that X˙ is forced to be a subset
of [0, 1]κ; we can take κ in M0. We also write Γ = κ ∩M and let piΓ denote the
projection of [0, 1]κ onto [0, 1]Γ. We shall show three things
(1) piΓ is a homeomorphism between X ∩N and piΓ[X ∩N ] in V [G],
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(2) piΓ[X ∩N ] is in V [GM ], and
(3) piΓ[X ∩N ] is a closed subset of [0, 1]Γ in V [GM ].
Proposition 1.7 then implies that piΓ[X ∩N ] is Lindelo¨f in V [G] and hence that
X ∩N is Lindelo¨f too.
The first item is a consequence of the first-countability of X .
Lemma 2.9. The map piΓ is a homeomorphism between X ∩N and piΓ[X ∩N ].
Proof. Because X is first-countable there is a countable local base at each point
of X ∩N that consists of basic open sets and that, by elementarity, may be taken
to be a member of N . The latter means that all members of such a local base have
their supports in Γ. This is enough to establish the lemma. 
In the proof of the other two statements we abbreviate Mα[GM ] by M
+
α and
M [GM ] byM
+. We also need a way to code members of [0, 1]κ that makes it easy to
calculate (names for) projections of members of X . A point of [0, 1]Γ is determined
by a function x : κ× ω → 2: its γth coordinate is given by
∑
n∈ω x(γ, n) · 2
−n−1.
If x˙ ∈M is such a name and x = valG(x˙) then one readily checks that piΓ(x) =
valGM (x˙).
We let X+ denote the set of P-names of such functions that are forced by P to
determine members of X . Note that X+ ∈M0 by elementarity.
Using these names it is easy to prove the second item in our list.
Lemma 2.10. The set piΓ[X ∩N ] belongs to V [GM ].
Proof. Using the coding described above it follows that piΓ[X ∩N ] = {valGM (x˙) :
x ∈ X+}; the latter set belongs to V [GM ]. 
In preparation for the proof of the third item in our list we prove.
Lemma 2.11. For every α we have piΓ[X ∩Nα] = piΓ[X ] ∩M+α .
Proof. The equality valGM (x˙) = piΓ
(
valG(x˙)
)
for x˙ ∈ Mα establishes the inclusion
piΓ[X ∩Nα] ⊆ piΓ[X ] ∩M
+
α .
For the converse let x˙ ∈ Mα be such that xM = valGM (x˙) ∈ piΓ[X ]; then
x = valG(x˙) belongs to Nα and, by elementarity, y = x ↾ (κ× ω) is a function that
also belongs toNα and whose domain contains Γ×ω. By elementarity dom y = κ×ω
and so xM = piΓ(y). 
The proof of our third statement will almost be a copy of that of Proposition 2.7.
Proposition 2.12. In V [GM ] the set piΓ[X ∩N ] is closed in [0, 1]Γ.
Proof. In V [GM ] let z ∈ clpiΓ[X ∩ N ]. Of course z is a point of clpiΓ[X ∩ N ] as
computed in V [G] as well and hence z ∈ piΓ[X ] as the latter set is compact; the
task is to find x ∈ X ∩N such that z = piΓ(x).
In V [G] the set piΓ[X ] is of countable tightness. Hence z is in the closure of
piΓ[X ∩Nδ] for some δ < ω1.
We assume, to reduce indexing, that δ = 0 and we write D for piΓ[X ∩ N0];
we also take an enumeration e : ω → D that belongs to M+1 ; we shall use e also,
implicitly, to enumerate X ∩N0.
We take an ultrafilter U on ω such that e(U) converges to z. Note that, in
contrast with the proof of Proposition 2.7, neither z nor U need belong to M+.
However, because ωM ⊆M and because PM is a ccc poset of cardinality ℵ1 we also
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have ωM+ ⊆ M+. Therefore we know that for every α there is βα > α such that
Uα = U ∩M+α ∈M
+
βα
.
Thus, if there is some α such that {z} =
⋂
{cl e[U ] : U ∈ Uα} then z ∈ M
+
βα
and Lemma 2.11 applies to show that z ∈ piΓ[X ∩ Nβα ]. From now on we assume
{z} 6=
⋂
{cl e[U ] : U ∈ Uα} for all α and follow the proof Proposition 2.7 to reach a
contradiction.
The only modification that needs to be made is when choosing the point xα and
the family Aα. Our assumption now yields that
⋂
{cl e[U ] : U ∈ Uα} has more than
one point, hence there are two basic open sets W1 and W2 in Mβα with disjoint
closures that both meet this intersection. We let W be one of the two that does
not have z in its closure.
We now use first-countability of X to find xα ∈ X ∩ Nβα and an infinite pseu-
dointersection cα of Uα ∪ {e←[W ]}, also in Nβα , such that e[cα] converges to xα
(remember that e also enumeratesX∩N0); Aα consists of the cofinite subsets of cα.
From here on the proof is the same as that of Proposition 2.7. 
3. Examples
Juha´sz’ question. Since our main result establishes a consistent positive answer
to Juha´sz’ question we should begin by recording a consistent negative answer as
well.
Example 3.1 ([7]). It is consistent to have a compact ω1-free space that is not
first-countable.
The space is the one-point compactification of a locally compact, first-countable
and initially ω1-compact space that is locally of cardinality ℵ1. The space is not
L-reflecting either but this is not easily shown so we omit the proof.
Question 1. If X is locally compact, not Lindelo¨f, and initially ω1-compact, does
it fail to be L-reflecting?
Husˇek versus Efimov. We can also use our main result to show that Husˇek’s
question is strictly weaker than Efimov’s: in [3] it is shown that b = c implies there
is an Efimov space, that is, a compact Hausdorff space that contains neither a
converging ω-sequence nor a copy of βN. Since we can use Hechler forcing to create
models for b = c, where c can have any regular value we please, we get a slew of
models where Husˇek’s question has a positive answer and Efimov’s a negative one.
The need for property K. To demonstrate the need for property K in the proof
of Theorem 2.6 we quote the following example.
Example 3.2 ([12]). There is a ccc poset P, with a finite powers also ccc, that forces
the existence of a compact first-countable space that is not weakly L-reflecting.
This space is constructed in Theorems 7.5 and 7.6 of [12]. Theorem 7.5 produces
a compact space K with ω12 as its underlying set and the property that whenever
a point f and a sequence 〈fα : α ∈ ω1〉 in ω12 are given such that fα ∩ f ∈ 2α for
all α then in K the point f is the limit of the converging ω1-sequence 〈fα : α ∈ ω1〉.
Theorem 7.6 then produces a compact first-countable space X that maps onto K.
The poset is constructed in a ground model V that satisfies CH. We let T =
(<ω12)V and we choose for each t ∈ T an ft ∈ ω12 such that t ⊂ ft. The closure
of the set Y = {ft : t ∈ T } will contain all the cofinal branches of T , and so will
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contain ℵ2 many converging ω1-sequences with distinct limits of K. It then follows
that any subset of X that maps onto Y will not be contained in a Lindelo¨f subset
of cardinality ℵ1.
Question 2. Are compact spaces with small diagonal metrizable in the model de-
scribed in Example 3.2?
While we do not know the answer to this question, let us remark that the space
constructed in Example 3.2 does not have a small diagonal. In fact it was the
space X of Example 3.2 that was the motivation for Proposition 2.4 of [2]. The
space X has copies of Cantor sets and ω1-sequences that co-countably converge to
these. By the aforementioned proposition this implies that X does not have a small
diagonal.
Acknowledgement. We thank the referee for suggesting that the proof of the
L-reflecting property of X could be simplified and made more direct.
References
[1] Bohuslav Balcar, Petr Simon, and Peter Vojta´sˇ, Refinement properties and extensions of
filters in Boolean algebras, Transactions of the American Mathematical Society 267 (1981),
no. 1, 265–283, DOI 10.2307/1998583. MR621987 (82k:06014)
[2] Alan Dow and Klaas Pieter Hart, Elementary chains and compact spaces with a small diag-
onal, Indagationes Mathematicae 23 (2012), 438–447, DOI 10.1016/j.indag.2012.02.008.
[3] Alan Dow and Saharon Shelah, An Efimov space from Martin’s Axiom, Houston Journal of
Mathematics. to appear.
[4] B. Efimov, The imbedding of the Stone-Cˇech compactifications of discrete spaces into bicom-
pacta, Doklady Akademi⁀ıa Nauk USSR 189 (1969), 244–246 (Russian); English transl., Soviet
Mathematics. Doklady 10 (1969), 1391–1394. MR0253290 (40 #6505), Zbl. 0204.22704
[5] Gary Gruenhage, Spaces having a small diagonal, Topology and its Applications 122 (2002),
no. 1-2, 183–200, DOI 10.1016/S0166-8641(01)00140-7. MR1919300 (2003g:54050)
[6] M. Husˇek, Topological spaces without κ-accessible diagonal, Commentationes Mathematicae
Universitatis Carolinae 18 (1977), no. 4, 777–788. MR0515009 (58 #24198)
[7] Istva´n Juha´sz, Piotr Koszmider, and Lajos Soukup, A first countable, initially ω1-compact
but non-compact space, Topology and its Applications 156 (2009), no. 10, 1863–1879, DOI
10.1016/j.topol.2009.04.004. MR2519221 (2010h:54011)
[8] I. Juha´sz, L. Soukup, and Z. Szentmiklo´ssy, What is left of CH after you add Cohen
reals?, Topology and its Applications 85 (1998), no. 1-3, 165–174, DOI 10.1016/S0166-
8641(97)00148-X. 8th Prague Topological Symposium on General Topology and Its Relations
to Modern Analysis and Algebra (1996). MR1617461 (99d:54001)
[9] I. Juha´sz and Z. Szentmiklo´ssy, Convergent free sequences in compact spaces, Proceedings
of the American Mathematical Society 116 (1992), no. 4, 1153–1160, DOI 10.2307/2159502.
MR1137223 (93b:54024)
[10] Istva´n Juha´sz and William A. R. Weiss, On the convergence and character spectra of com-
pact spaces, Fundamenta Mathematicae 207 (2010), no. 2, 179–196, DOI 10.4064/fm207-2-6.
MR2586011 (2011h:54004)
[11] Lu´cia Junqueira and Piotr Koszmider, On families of Lindelo¨f and related subspaces of 2ω1 ,
Fundamenta Mathematicae 169 (2001), no. 3, 205–231, DOI 10.4064/fm169-3-2. MR1852126
(2002h:03110)
[12] Piotr Koszmider, Forcing minimal extensions of Boolean algebras, Transactions of the Ameri-
can Mathematical Society 351 (1999), no. 8, 3073–3117, DOI 10.1090/S0002-9947-99-02145-5.
MR1467471 (99m:03099)
[13] Kenneth Kunen, Set theory. An introduction to independence proofs, Studies in Logic and
the Foundations of Mathematics, vol. 102, North-Holland Publishing Co., Amsterdam, 1980.
MR597342 (82f:03001)
[14] , Set theory, Studies in Logic (London), vol. 34, College Publications, London, 2011.
MR2905394
12 ALAN DOW AND KLAAS PIETER HART
[15] Saharon Shelah, Proper and improper forcing, 2nd ed., Perspectives in Mathematical Logic,
Springer-Verlag, Berlin, 1998. MR1623206 (98m:03002)
Department of Mathematics, UNC-Charlotte, 9201 University City Blvd., Char-
lotte, NC 28223-0001
E-mail address: adow@uncc.edu
URL: http://www.math.uncc.edu/~adow
Faculty of Electrical Engineering, Mathematics and Computer Science, TU Delft,
Postbus 5031, 2600 GA Delft, the Netherlands
E-mail address: k.p.hart@tudelft.nl
URL: http://fa.its.tudelft.nl/~hart
