Abstract. This work deals with the determination of the shape of a generally non-circular impenetrable cylinder from the way it scatters incident sound. A complete family (of generally non-orthogonal functions) representation of the scattered field is employed to match the total measured field. The data equation and state equation, derived from the Rayleigh hypothesis, are grouped into a single nonlinear cost functional which is minimized by means of the modified Levenberg-Marquardt algorithm to obtain the parametric equation of the boundary of the body in the cross section plane. Numerical examples of the results of the inversion scheme are given for cylinders with both convex and non-convex boundaries illuminated by a plane wave with frequency or angle-of-incidence diversity. Potential applications include robotics (artificial vision), non-destructive evaluation and medical imagery.
Introduction
This investigation is concerned with shape reconstruction (determination of the boundary) of an impenetrable body, exposed to a plane acoustic wave, from measured data pertaining to the scattered wavefield. This problem has been studied in a large number of previous publications which differ from one another essentially by the manner of treating the associated forward-scattering problem. The first class of such works solves the forwardscattering problem by a boundary-integral equation technique [1] [2] [3] [4] [5] [6] . The second class employs a domain integral equation method [7, 8] . Actually, the domain integral equation method is more suitable for penetrable bodies, but Kleinman and his colleagues have shown [7, 8] how to apply it successfully to impenetrable bodies as well. The so-called dual space technique deals with the original exterior-boundary-value problem by first solving the associated interior-boundary-value problem and appeals to the notion of Herglotz wavefunctions [9, 10] . Another approach is based on what is known as the extinction theorem and has been named the null-field method, the extended boundary condition method and the T -matrix method [11] [12] [13] . All of these four classes of techniques are rigorous outcomes of Green's theorem.
An altogether different, although likewise rigorous, technique makes use of analytic continuation of partial wave representations of the scattered field [14] . The use of a single complete family of functions (partial waves as in the analytic continuation of partial wave representations technique) representation of the scattered field outside the scattering body forms the basis of the Rayleigh hypothesis method for solving both the forward-scattering and inverse-scattering problems [15] [16] [17] [18] . The so-called equivalent source or multiple multipole methods rely on another single complete family of functions representation of the scattered field involving response functions to fictitious sources within the body for the exterior-boundary-value problem [19] [20] [21] [22] .
The incorporation of any of these seven types of methods into the inverse problem is generally computer intensive; this is the reason why historically the first attempts at solving the inverse problem for impenetrable bodies relied on approximate solutions to the forward-scattering problem. High-frequency asymptotic solutions based on the Kirchhoff (also known as the physical optics) approximation [23] [24] [25] have been widely used for shape reconstruction. Another, more involved high-frequency asymptotic solution inversion method has been proposed by Dassios and colleagues [26] . Low-frequency asymptotic solutions have also been widely used [27] [28] [29] [30] when appropriate. Perturbation theory has been shown to be useful for small departures from canonical shapes [31] . The so-called intersecting canonical body approximation has been employed [32] [33] [34] [35] successfully for dealing with moderate departures from canonical shapes. More details on many of these (and other) classes of methods can be found in the books of Colton and Kress [36] and Ramm [37] .
In the following we shall be concerned with a new variant of what is termed, for historical reasons (in the context of forward-scattering problems), the Rayleigh hypothesis method for treating the inverse problem. This variant leads to a better state equation than in previous studies [15] [16] [17] [18] employing the Rayleigh hypothesis and alleviates the arbitrariness associated with the choice of regularization parameters at the inversion stage. To answer forthwith the question of why it is of interest to employ the Rayleigh hypothesis in inverse scattering problems, and reveal some of the results obtained herein, it should be underlined that: (i) the Rayleigh hypothesis gives reconstructions with accuracy comparable to that obtained with the extinction theorem and equivalent source methods for a somewhat diminished computational effort; (ii) the Rayleigh hypothesis yields satisfactory reconstructions more simply and at less cost as compared to the integral equation and dual space methods; (iii) the Rayleigh hypothesis gives rise to better reconstructions than by means of all the presently-known methods which rely on explicit (e.g., Kirchoff, intersecting canonical body) approximations of the forward-scattered field. Naturally, the advantages of the Rayleigh hypothesis method over other methods are enhanced for three-dimensional (3D) bodies. On the other hand, the Rayleigh hypothesis method shares with the extinction theorem method, the drawback of not being applicable to bodies whose shapes are very different from the circular cylinder (in two-dimensional (2D)) or sphere (in 3D); this means that the shape of very high-eccentricity elliptical cylinders is out of reach, but does not mean that the shape of non-convex bodies cannot be reconstructed (note that non-convex bodies are essentially beyond the possibilities of most of the asymptotic methods, including the intersecting canonical body approximation).
As will be shown herein, how well an inversion scheme (such as the Rayleigh hypothesis-based scheme) performs depends on: (a) the type and percentage of noise in the measured or simulated data; (b) on where the measured or simulated data is collected; (c) on the number and type of realizations (e.g., angle of incidence or frequency diversity) that are employed; (d) on the shape and size of the initial guess concerning the shape of the target; (e) on the number of terms in the Fourier representation of the function used to represent the boundary of the scatterer; and (f) on the number of partial waves used (in the Rayleigh hypothesis method) to represent the scattered field.
The basic assumptions in the following work are that: (i) the measured (not necessarily far) field is available as concerns both phase and amplitude, on a part or on the totality of a surface completely enclosing the body for one or several scattering realizations with different incident plane waves (angle-of-incidence or frequency diversity); (ii) the scattering surface is acoustically soft (Dirichlet boundary condition); (iii) the space surrounding the body is filled with a linear, homogeneous, isotropic, non-absorbing fluid; (iv) the wavevector of each incident longitudinal plane wave lies in a plane perpendicular to the generators of the boundary, the latter being cylindrical and of infinite extent in one direction.
This work is therefore concerned with a 2D scalar inverse scattering problem (although it can be extended in straightforward manner to 3D scalar and 2D or 3D vectorial inverse scattering problems involving a variety of boundary conditions). The proposed inversion method has the following distinctive characteristics. The first is that the measured scattered field is matched to a representation in terms of a complete set of functions, the socalled polar-coordinate (or cylindrical) partial waves. The coefficients of the functions in the expansion set are unknowns which must be determined by imposing the boundary condition, assuming, as is implicit in the Rayleigh hypothesis, that the field representation on the measurement curve can be continued, as such, to the boundary of the body. More specifically, we employ the Rayleigh-Fourier method for setting up the state equation, i.e. the equation by which one can solve for the unknown expansion coefficients. The formal solution of this equation is introduced into the data equation which is transformed into a cost functional-nonlinear in terms of the parameters defining the boundary shape-that is minimized, without explicit regularization, by means of the modified Levenberg-Marquardt algorithm.
Problem ingredients
The unknown body is a vacuum-'filled' (medium M 1 in which no sound can penetrate) cylinder located within unbounded space filled with a non-lossy fluid (medium M 0 ). The axis of the cylinder is parallel to the z-axis of the Oxyz cartesian coordinate system and the origin O is located within the bounding curve of the cylinder. The wavevector associated with the incident plane wave (propagating within M 0 ) is assumed to lie in the Oxy plane perpendicular to the cylinder axis (the incident field therefore does not depend on z). The exp(−iωt) time dependence (ω is the angular frequency and t the time) of the incident wave is imparted to the entire wavefield outside the cylinder. The orientation of the incident wavevector and the cylindrical nature of the body imply that the total wavefield does not depend on z. The forward scattering (2D) problem consists in determining the scattered field in that portion ( ) of the cross section plane Oxy exterior to the body (figure 1).
The inverse scattering problem is to determine the bounding curve of the body, assumed to be representable, in the laboratory cartesian coordinate system Oxyz, with the origin O within the body, by the equation r = ρ(ϑ), with ρ(ϑ) a continuous, singlevalued function of ϑ and r, the polar coordinates in the x-y plane. This will be done assuming that the amplitude, frequency and angle of incidence of the incident wave are known and that measured values are available pertaining to the total (incident + scattered) field (amplitude and phase) on a portion or on the totality of a cylindrical surface fully enclosing the cylindrical body. This surface is chosen to be the envelope (whose trace in the x-y plane is designated by b ) of a circular cylinder of radius b r ≡ Max 0 ϑ<2π ρ(ϑ); 0 ϑ < 2π.
Let ψ i , ψ s and ψ denote the incident, scattered and total velocity potentials in . The plane-wave nature of the incident field is expressed by
with ϑ i the incident angle measured from counterclockwise from the positive x axis, k = ω/c the wavenumber and c the phase velocity in M 0 . ψ is a function which: (i) is locally square-integrable in ; (ii) is governed by the Helmholtz equation [ + k 2 ]ψ(r, ϑ) = 0; (iii) satisfies the outgoing wave condition at infinity and (iv) obeys the Dirichlet boundary condition ψ(r, ϑ) = 0 for r = ρ(ϑ), 0 ϑ < 2π. It is required to determine the profile function ρ(ϑ) from 'measured values' of ψ(b, ϑ) in part or in the totality of the interval 0 ϑ < 2π. The quotation marks stem from the fact that a simulation will be made of the measurement of the field by actually computing it numerically by means of the extinction theorem method [38] . Several types of error will be introduced into the results of this computation in order to simulate, to some extent, the errors that could be made in an actual measurement of the field.
The data equation
We assume that the field is known (i.e. measured or simulated) in some angular sector on the surface of a cylinder of radius b r for a number J of realizations corresponding to different choices of incident plane waves (one for each realization).
It can be shown [38] from Green's theorem that the total wave field can be represented, in the domain D = + ≡ {r r; 0 ϑ < 2π}, by
wherein N is finite for computational purposes, but otherwise infinite and H (1) n is the firstkind Hankel function of order n. The generic term in the above series is what we previously termed a 'cylindrical partial wave'. The representation of the 'measured field' on the cylinder of radius b is obtained by replacing r by b in equation (2) . This representation contains the as-yet unknown coefficients a n . To make it clear that the different terms in the above equation depend on the realization parameters (of the incident wave) k j , ϑ i j ; Table 1 . Description of the to-be-reconstructed scattering cylinders. All input 'measured' fields were computed by the extinction theorem method [38] except in case 23 for which the intersecting canonical body approximation [35] was employed to simulate measurements with non-random error. In cases 14 and 15 some random noise was added to the extinction theorem solution. In all except cases 4, 21 and 22, when two realizations were made they applied to two different choices of incident angles (0 and π). In case 4 the incident angles were π/4 and 7π/4. In cases 21 and 22 the incident angle was 0 and the two realizations applied to k = 1 and k = 1.5. In all other cases (one realization, i.e. J = 1) the wavenumber was k = 1 and the incident angle was 0. The fact that b = ∞ means that a far-field 'measurement' of the full scattering function was employed; otherwise a near-field 'measurement' was employed over a full circle enclosing the body. The number of iterations (last column) is an output parameter supplied by the subroutine DUNSLF and signifies the number of iterations required by the Levenberg-Marquardt algorithm to obtain the solution with the required precision. When this number is indicated by the symbol '?' the number of iterations was so large that the computations exceeded 2.5 h on the DEC ALPHA computer so that the computations were stopped and the last furnished solution of DUNSLF was chosen as the desired solution. In all cases N was chosen equal to I . 
. . , J , wherein j is the realization index, k j the wavenumber and ϑ i j the incident angle for the j th realization, we rewrite equation (2) as
wherein r = b. We assume that measurements are available for the left-hand side of this equation in the interval ϑ b ϑ ϑ e and project equation (3) onto the Fourier base {exp(−imϑ); m = −I, . . . , −1, 0, 1, . . . I } so as to obtain the system of matrix equations wherein
We can go a step further by writing equation (4) in the condensed single matrix equation form
wherein Figure 3 . Result of the reconstruction of a (small-eccentricity) E(1.2, 1) ellipse, whose boundary is represented by a Fourier series with six terms, for two incident wave realizations
from near-field measurements on a circular cylindrical surface of radius 2 for ϑ b = 0, ϑ e = 2π, starting from an initial circular cylinder solution of radius r init = 1. The points, joined by a bold curve, denote the reconstructed (found) shape, the full curve denotes the sought-for (real) shape of the scatterer, as given by equation (40), and the broken curve denotes the shape of the initial (init) circular cylinder solution.
Equation (8) 
The state equation
As pointed out above, the data equation contains the as-yet unknown vector a and does not explicitly contain the shape of the body so that it is impossible to determine this shape solely from equation (8) . For this, we must make use of the information of how the scattered field relates to the incident field on the boundary of the body, i.e. formally solve the forward scattering problem for a generic body. The point of departure is once again equation (2). We employ the Rayleigh hypothesis whose ingredients are as follows. First, we assume that equation (2) is valid not only in + but throughout and on . This allows us to employ equation (2) in the boundary condition. However, this procedure can be shown [39] to be unsound mathematically unless is close to being a circle with centre at the origin O, which means that the infinite series in equation (2) does not converge (as it should) in general, and even less so to −ψ i (r, ϑ), at all points of the boundary curve . Nevertheless, the Rayleigh hypothesis can be understood in a restricted sense whereby the infinite series in equation (2) is replaced by a finite series (of 2N + 1 terms, N finite), and in this case it may be possible to approximate −ψ i (r, ϑ) by this finite series representation at all points of . The same representation is then used (as is done to obtain the data equation) to approximate the total field in , i.e. equation (3) in which D = + . It should be noted that in this sense it is not actually necessary to invoke the Rayleigh hypothesis in that the scattered field can always be approximated by a finite linear combination of partial waves. Nevertheless, we do so for historical reasons connected with the forward-scattering problem, and henceforth employ the so-called Rayleigh-Fourier variant (of the Rayleigh hypothesis) [38, 40] which consists in projecting the boundary condition onto the Fourier base {exp(−imϑ); m = −N, . . . , −1, 0, 1, . . . , N} so as to finally obtain, on account of equation (3) (for D = + ), the matrix equation Figure 6 . Result of the reconstruction of a (large-eccentricity) E(1.8, 1) ellipse, whose boundary is represented by a Fourier series with six terms, for two incident wave realizations (ϑ i 1 = 0, ϑ i 2 = π) from measurements of the complex far-field scattering function G(ϑ) for 0 = ϑ b ϑ < ϑ e = 2π, starting from an initial circular cylinder solution of radius r init = 1. The points, joined by a bold curve, denote the reconstructed (found) shape, the full curve denotes the sought-for (real) shape of the scatterer, as given by equation (40), and the broken curve denotes the shape of the initial (init) circular cylinder solution.
wherein
Equation (12) is what was previously termed the state equation. Note that the (known) vector c contains J (2N + 1) elements.
Inversion after combination of the state and data equations
The formal solution of the state equation (12) is
The introduction of this result into the data equation (8) gives
wherein 0 designates a vector containing J (2I + 1) zeros. This functional equation, which is nonlinear in terms of the parameters describing the boundary curve , can be solved as such for these parameters, using, for instance the IMSL subroutine DNEQBF [40] (this Figure 7 . Result of the reconstruction of an apple, whose boundary is represented by a Fourier series with six terms, for two incident wave realizations (ϑ i 1 = 0, ϑ i 2 = π) from near-field measurements on a circular cylindrical surface of radius 2 for ϑ b = 0, ϑ e = 2π , starting from an initial circular cylinder solution of radius r init = 1. The points, joined by a bold curve, denote the reconstructed (found) shape, the full curve denotes the sought-for (real) shape of the scatterer, as given by equation (44), and the broken curve denotes the shape of the initial (init) circular cylinder solution.
procedure was adopted, in a similar context, in [33] ). Herein we prefer to proceed as follows. The multiplication of equation (17) by the complex transpose of G gives
so that, rather than solve the nonlinear matrix equation, we search for those parameters (that describe the shape of the boundary of the scatterer) which minimize the quadratic form F . To carry out this program we employ the IMSL subroutine DUNSLF [40] based on the Levenberg-Marquardt algorithm with finite-difference Jacobian computation, but beforehand we represent the boundary profile by the (finite) Fourier series
so that the unknown parameters in the minimization scheme are the entries in the vector b = {b ; = 1, 2, . . . , 2L}. It will be noticed that the inversion technique proposed herein is a one-step process (except for the iterations in the black-box subroutine DUNSLF) which does not appeal to any penalty (regularization) parameter. The resolution of the associated forward-scattering problem is implicit in the above scheme and makes itself felt by the presence of the inverse of the matrix E in the function G. In the following section we show how our method differs, at the theoretical level, from the two heretofore-proposed Rayleigh hypothesis methods: the Angell, Kleinman, Kok and Roach (AKKR) technique [15] [16] [17] and the Jones and Mao (JM) method [18] . 
Other Rayleigh hypothesis methods for solving the inverse scattering problem
At this point we underline the main features of the other Rayleigh hypothesis-based inversion schemes by treating the case of a single realization (only in [17] is the case of more than one realization taken into account) for measurements of the field over the totality of a circle at infinity as in [15] [16] [17] [18] .
The first proposed Rayleigh hypothesis-based method for solving the inverse scattering problems begins at the same point (equation (2) in which D = + ) as in the method outlined above. The data equation (for one realization) is obtained somewhat differently than previously since in the far-field zone equation (2) becomes, by virtue of the asymptotic form of the Hankel functions,
is the complex far-field scattering function. Assuming G(ϑ) is known (measured or simulated) for all ϑ ∈ [0, 2π[, equation (21) can be interpreted as the partial wave representation of this measured function G(ϑ). By projecting equation (21) onto the Fourier base {exp(−im(ϑ − π/2)); m = −N, . . . , N} one once again obtains the (data) matrix equation, equation (8), where, at present,
a = {a n ; n = −N, . . . , N}.
(24) Figure 9 . Result of the reconstruction of a peanut, whose boundary is represented by a Fourier series with eight terms, for one incident wave realization (ϑ i 1 = 0) from near-field measurements on a circular cylindrical surface of radius 2 for ϑ b = 0, ϑ e = 2π , starting from an initial circular cylinder solution of radius r init = 1. The points, joined by a bold curve, denote the reconstructed (found) shape, the full curve denotes the sought-for (real) shape of the scatterer, as given by equation (41) , and the broken curve denotes the shape of the initial (init) circular cylinder solution.
Solving equation (8) for a, with H and d defined as in equations (22)- (23), is equivalent to minimizing the functional
with respect to a. The state equation is also obtained in a somewhat different manner than previously. Introducing equation (2) into the boundary condition gives
By projection we again obtain the (state) matrix equation, equation (12) , wherein, at present,
and ρ ≡ ρ(ϑ),ρ ≡ρ(ϑ) = dρ/dϑ. Solving equation (12) for a, with E and c as defined in equations (27) and (28), is equivalent to minimizing the functional
with respect to a. The AKKR method consists in first expanding the boundary profile function in a Fourier series (see equation (19) ) and then determining simultaneously the vectors a and b (see equations (18) and (19)) by minimizing the nonlinear (in terms of b) functional
wherein σ is the (positive) penalty (regularization) factor. Unfortunately, Angell et al [15] [16] [17] do not offer a recipe for choosing this factor, although they usually take σ 1. Let us now turn to the JM variant [18] of the Rayleigh hypothesis method. To make the comparison with our own variant as meaningful as possible, we adapt theirs to the chosen case of a soft 2D scatterer (Dirichlet boundary condition) and a single measurement realization, implying the knowledge of the entire complex scattering function G(ϑ). Note that [18] deals with a hard 3D scatterer (Neumann boundary condition) for a single measurement realization.
Once again, the point of departure is equation (2), the corollary of which, incorporating the Dirichlet boundary condition, is [38] 
wherein x = (x, y), ∂ v ψ(x) is the normal derivative of the total field on the scattering boundary, dγ (x) = (ρ 2 + ρ 2 ) 1/2 dϑ, and J n the Bessel function of order n. As above (see the analysis relative to the AKKR method) one seeks the vector a from the measurements of G(ϑ) by minimizing the functional F 1 given in equation (25) . Figure 11 . Result of the reconstruction of a 'rectangle'-shaped cylinder, whose boundary is represented by a Fourier series with six terms, for one incident wave realization (ϑ i 1 = 0) from near-field measurements on a circular cylindrical surface of radius 2 for ϑ b = 0, ϑ e = 2π , starting from an initial circular cylinder solution of radius r init = 1. The points, joined by a bold curve, denote the reconstructed (found) shape, the full curve denotes the sought-for (real) shape of the scatterer, as given by equation (42) , and the broken curve denotes the shape of the initial (init) circular cylinder solution. Result of the reconstruction of a 'three-leaf-clover'-shaped cylinder, whose boundary is represented by a Fourier series with six terms, for two incident wave realizations (ϑ i 1 = 0, ϑ i 2 = π) from near-field measurements on a circular cylindrical surface of radius 2 for ϑ b = 0, ϑ e = 2π, starting from an initial circular cylinder solution of radius r init = 1. The points, joined by a bold curve, denote the reconstructed (found) shape, the full curve denotes the sought-for (real) shape of the scatterer, as given by equation (43) , and the broken curve denotes the shape of the initial (init) circular cylinder solution. Figure 14 . Same as figure 3 except that 10% random noise is added to the ideal 'measured' field as indicated in equations (38) and (39) .
To obtain the state equation Jones and Mao [18] proceed in a manner quite different from that of Angell et al [15] [16] [17] and ourselves. Instead of equation (2), with D = + , they assume that the Rayleigh hypothesis is embodied by
(a) Figure 15 . Same as figure 3 except that 20% random noise is added to the ideal 'measured' field as indicated in equations (38) and (39) . (a) Indicates the aspect of the 'measured' field before (smooth curves, computed by the Waterman extinction theorem method [38] ) and after (irregular curves) the addition of noise. (b) Is concerned with the aspect of the scattering body.
wherein one notes that the a n have become α n and this new representation applies only to the field on the boundary . Jones and Mao further assume that and introduce this expression into equation (31) in order to relate a n to α n . It would seem that equation (33) should be true only if equation (32) applied not only to but to the domain ( − ) included between and the circle r =r as well, as is usually assumed in the Rayleigh hypothesis (equation (2) for D = + ). But, in this case, continuity arguments (on the circle r =r) show that necessarily a n = α n and that there is thus no need to appeal to equation (31) to relate these two sets of coefficients to each other.
Be this as it may, the remainder of the JM analysis is similar to that of Angell et al, so they are led to the same state equation embodied by equation (25) in which the a n are replaced by the α n . Needless to say, the boundary condition enters into this state equation, which means that it is employed twice in the JM method, since, as pointed out above, equation (33) is also an outcome of applying the boundary condition. The final step in the JM method is to expand the profile function as in equations (18) and (19) and solve simultaneously for the vectors α = {α n ; n = −N, . . . , N} and b by minimizing the nonlinear (in terms of b) functional
and
It will be noted that the penalty parameter η now multiplies F 1 and is chosen in [18] to be larger or equal to 10. Although Jones and Mao, like Angell et al, offer no recipe for the 'right choice' of η they write that choosing it to be relatively large '. . . is reasonable because the known far-field pattern is the basis for solving the inverse scattering problem. . . , i.e. F 1 is more important than F 2 '. They go on to add: 'However, in order to make the optimization subroutine work properly the weight factor could not be chosen to be too big. . . '. This citation illustrates the opinion, expressed personally to the authors by R E Kleinman, that 'the proper choice of the penalty parameter is a matter of art'. It will be appreciated that both the AKKR and JM variants of the Rayleigh hypothesis employ a penalty parameter whereas our own variant does not. Another crucial difference between the AKKR and JM methods on the one hand, and our own method on the other hand has to do with the state equation. The associated forward problem in both the AKKR and JM methods begins with equation (26) and ends with the projection on a set of adjoint basis functions resulting in the state matrix equation, equation (13) , wherein the E matrix and c vector are given by equations (27) and (28) . We have shown [41, 42] , in a somewhat different context, that this manner of solving for the vector a is much less efficient than by the Rayleigh-Fourier variant of the Rayleigh hypothesis embodied by state matrix equation, equation (13) , wherein the E matrix and c vector are given by equations (14) and (15) . What this means is that the computed a, at a given order N, is much closer to its true value when the chosen method is the RayleighFourier method than when it is the AKKR method or the JM method, and that the algorithm for computing a can be used for objects whose shape is much farther from that of a centred circle (in the cross section plane) when the chosen method is the Rayleigh-Fourier method than when it is the AKKR method or JM method. What is true for the forward problem is probably true for the inverse problem, so that it can be said that our state equation is better than the one employed in [15] [16] [17] [18] for the purpose of solving the inverse problem of shape reconstruction of objects of arbitrary shape.
Computational procedures
The 'measured' field was computed by the extinction theorem method [38] . We performed shape reconstructions solely by our own variant of the Rayleigh hypothesis method, embodied in equation (16) or (17). The details concerning the proper choice of N are given in [38, 43] . We systematically chose I = N. As discussed in [43] , one of the most important issues is the computation of the integrals appearing in E and the bad conditioning of this matrix (which gets worse as N and/or the departure of the shape of the body from that of a circle with centre at the origin increase). As concerns the integration, we employed the IMSL subroutine DQDAWO [40] based on a globally adaptive scheme of quadrature for integrands having the special form w(x)f (x), where w(x) is either cos(ωx) or sin(ωx). Depending on the length of the subinterval in relation to the size of ω, either a modified ClenshawCurtis procedure or a Gauss-Kronrod 7 15 rule is employed to approximate the integral on a subinterval. This routine also uses the ε-algorithm extrapolation procedure. The Hankel functions appearing in the integrands were computed by means of the IMSL subroutines DBSJS and DBSYS [44] . The inverses of E were performed by a complex arithmetic version of subroutine GAUSSJ [45] which relies on Gauss-Jordan elimination with full pivoting. As concerns the conditioning of E, we employed the IMSL subroutine DLFCCG [40] to obtain an estimation of the L 1 condition number for different sizes of the matrix.
As stated previously, we searched for the Fourier coefficients of the function that describes the shape of the boundary of the scatterer by minimizing the quadratic form (a) Figure 23 . Same as figure 3 (2N + 1 = 2L + 1 = 25 instead of 21 as previously) except that now non-random noise (that associated with the intersecting canonical body approximation model) has been introduced into the 'measured' field. (a) Indicates the aspect of the 'measured' field before (computed by the Waterman ('Wat') extinction theorem method [38] ) and after the introduction of intersecting canonical body approximation ('icba') model noise. (b) Is concerned with the aspect of the scattering body.
F given in equation (17) with the help of the IMSL subroutine DUNSLF [40] based on the Levenberg-Marquardt algorithm with finite-difference Jacobian computation. The main problem at this stage is the choice of the initial solution because the inverse problem is essentially non-unique and the algorithm tends to choose the (local minimum) solution closest to the initial solution. Thus, we (usually) implicitly included a priori information about the solution of the type: the boundary curve is included between some circle of radius r = α and another circle of radius r = β, β being chosen equal to b (the radius of the measurement circle) when the measurements are performed in the near-field zone. In some cases we chose an initial solution r = r init > b to show how this affects the final solution.
Results
Three basic types of numerical experiments were performed: (1) one realization was made for a plane wave incident on the body at fixed wavenumber and incident angle and the reconstruction was made from perfect 'measurements' of the scattered field in the near-field zone (see figures 9 and 11); (2) two realizations were made for a plane wave incident on the body at fixed wavenumber and two incident angles or at fixed incident angle and for two wavenumbers, and the reconstruction was made from perfect 'measurements' of the scattered field in the far-field zone (see figure 6) ; (3) two realizations were made for a plane wave incident on the body at fixed wavenumber and two incident angles or at fixed incident angle and for two wavenumbers, and the reconstruction was made from perfect or noisy 'measurements' of the scattered field in the near-field zone (see figures 3-5, 7, 8, 10, 12-23) .
'Measurements' with additive stochastic noise were simulated in the following manner. Let u and v be the real and imaginary parts of a perfect measured field variable w (which is a function of the polar angle ϑ). Let U and V be the real and imaginary parts of the corresponding noisy field variable W . We generated W from w, at every measurement angle, by means of
(38)
where φ u and φ v are two (statistically unrelated) numbers located in the interval [0, 1] drawn from the IMSL random (uniform distribution) number generator DRNUNF [40] and b r is the percentage noise (ranging from 0 to 100).
'Measurements' with non-random (model) noise were simulated by replacing the perfect field (computed by the extinction theorem method) by the approximate field obtained from the intersecting canonical body approximation method [35] .
Subsidiary sets of numerical experiments involved: (a) variation of the number (2L) of Fourier terms used to describe the boundary curve; (b) variation of the number (1 or 2) of realizations; (c) variation of the realization parameter (k or ϑ i ); (d) variation of the radius (r init ) of the initial solution (a circle) in the Levenberg-Marquardt scheme.
We attempted to reconstruct the shape of both convex and non-convex bodies. These shapes, defined below in equations (40)- (44) and used as such in the simulation of 'measured' data, were elliptical (for various eccentricities; see figures 3-6, 14-23), cloverleaf-like (see figure 13) , apple-like (figures 7 and 8), peanut-like (see figures 9 and 10) and rectangle-like (see figures 11 and 12) . The parametric equation of the ellipse (E(c 1 , c 2 ) ) is
that of the peanut is
that of the rectangle is
that of the clover-leaf is
and that of the apple is
The parameters for the numerical experiments involving the reconstruction of the shape of these scattering objects are given in table 1. Let us first consider figure 2 relative to the condition number as a function of the dimension of the matrix E, employed in the Rayleigh hypothesis method for the forwardscattering problem, for both large-and small-eccentricity ellipses and a single realization. One observes: (a) that, for a given dimension (2N + 1) , the condition number is much larger for the larger-eccentricity ellipse and that this discrepancy increases with (2N + 1); (b) that whatever the eccentricity, the condition number increases with the size of the matrix and attains very large values for matrix sizes that are not all that large when the scatterer is a large-eccentricity ellipse. As the stability and consequent precision of the computation of the inverse of E decrease as the condition number increases [43] , one can expect to obtain numerical solutions of the forward-scattering problems, via the Rayleigh hypothesis method, whose quality is all the more mediocre the larger the eccentricity of the ellipse. This puts a fundamental limitation on the use of the Rayleigh hypothesis method to solve inverse problems.
Let us now consider type A numerical experiments involving variations in the incident angles of the plane waves striking the body. Figures 3-6 apply to ellipses of varying eccentricities whose shapes are reconstructed for two realizations with angle of incidence diversity. The incident angles are 0 and π in figures 3, 5 and 6 and π/4 and 7π/4 in figure 4 . One observes that the reconstructions are satisfactory even in the case in which the incident wavevectors do not lie along symmetry axes of the target.
Let us next consider type B numerical experiments involving variations of the number (2L) of Fourier terms in the boundary equation. Figures 7 and 8 apply to an apple. It is observed that increasing 2L improves the quality of the reconstruction.
Next consider type C numerical experiments involving variations of the number (J ) of realizations when the realization variable is the incident angle, figures 9 and 10 apply to a peanut and figures 11 and 12 to a rectangle. In all cases it is found that increasing J from 1 to 2 (i.e. reconstructing with one to two successive incident waves at different angles) results in a (sometimes spectacularly) large increase in the quality of the reconstruction.
Next consider type D numerical experiments involving evaluations of the effect of changing the realization variable from the incident angle to the wavenumber when J = 2. Figures 3 and 21 apply to a less-eccentric ellipse and figures 5 and 22 apply to a moreeccentric ellipse. It is easily observed that the quality of the reconstructions for both ellipses is nearly the same whether the realization variable is the incident angle or the wavenumber.
Consider type E numerical experiments involving variations of the radius of the initial boundary (a circle); the appropriate figures are figures 3, 16 and 17 for a less-eccentric ellipse and figures 5 and 18-20 for the more-eccentric ellipse. As regards the less-eccentric ellipse it is seen that the reconstruction is quite good and invariable over the whole range of radii varying between 0.5 (circle wholly within the ellipse) to 2 (circle fully enclosing the ellipse). Actually, other results not shown here indicate that the reconstruction proceeds in a satisfactory manner for radii as large as 5.3. This means that the reconstruction is quite insensitive to the size of the initial boundary (of circular shape) in the Levenberg-Marquardt scheme over a wide range of initial shapes (i.e. radii). As regards the more-eccentric ellipse, the algorithm is in trouble for the smallest initial circle (wholly within the ellipse; figure 19 ) but does well in the other cases, even when the initial circle is larger than the measurement circle (figure 20)! Next consider type 1 numerical experiments for one realization of near-field measurements. In figure 9 , which applies to a peanut-shaped cylinder, it is seen that the reconstruction is satisfactory even though the initial solution is quite different from the sought-for solution. In figure 11 , which applies to a 'rectangle'-shaped cylinder, the reconstruction is unsatisfactory even though the initial solution is not further removed from the sought-for solution than in the case of figure 9 . From this we conclude that it is generally not safe to rely on reconstructions for a single realization of measurements in the near-field zones. Other numerical experiments have shown that the same is true for measurements in the far-field zone.
Next consider type 2 numerical experiments relative to two realizations (for fixed wavenumber and two incident angles of the incident plane wave) of far-field measurements. In results not shown here, which apply to a small-eccentricity (E (1.2, 1) ) ellipse, a near-perfect reconstruction was obtained, whereas in figure 6 , which applies to a largeeccentricity ellipse, the sought-for boundary is only a sort of average curve with respect to the reconstructed boundary. The reason for this discrepancy is probably related to the inadequacy of the Rayleigh hypothesis method for the forward-scattering problem when the scatterer is a large departure from a circular cylinder with centre at the origin of the laboratory reference system [38] . This is related to the bad conditioning of the matrix E for such bodies (see figure 2) , as discussed in more detail above. Note also that neither Angell et al [17] nor Jones and Mao [18] gave results for bodies constituting such large departures from a centred circular cylinder or sphere. In other results not shown here, which apply to the three-leaf-clover-and peanut-shaped cylinders, respectively, it was observed that nearperfect reconstructions are obtained even though the bodies are rather large departures from a circular cylinder. This shows that the adequacy of the Rayleigh hypothesis method is also conditioned by the number of Fourier harmonics that enter into the parametric equation of the boundary of the body (see equations (41) and (43)): when this number is small the Rayleigh hypothesis method copes more easily with the problem of representing the scattered field.
Consider next type 3 numerical experiments relative to two realizations of near-field measurements. Figures 3 and 5 (relative to small-and large-eccentricity ellipses), the latter of which is the near-field counterpart of the previously-discussed figure 6 , show that the quality of the reconstruction does not depend on whether the measurements are made in the near-or far-field zones. Figures 7-8 apply to an apple and show that its shape is reconstructed in a more satisfactory manner than for the large-eccentricity ellipse, probably due to the fact that less Fourier harmonics are required to accurately describe its boundary. Figures 10 and 13 , which apply to a peanut and three-leaf clover, respectively, indicate (by comparison with results not shown here) that the (good) quality of the reconstruction for these shapes (which are described with very few Fourier harmonics) does not depend on whether the measurements are made in the near-or far-field zones. Figure 14 , relative to a small-eccentricity ellipse, shows (by comparison with results not shown here) that two realizations with noisy measurements yield a type of (fair) reconstruction similar to a single realization with perfect measurements. Figure 15 shows, as expected, that more noise leads to a lowering of the quality of the reconstruction of the shape of the loweccentricity ellipse. Results not shown here, which apply to noisy (10%) measurements for the E(1.8, 1) ellipse, which we compared to those in figure 5 , show, rather unexpectedly, that noise does not affect notably the quality of the reconstruction for the large-eccentricity ellipse. This is probably due to the fact that the reconstruction is more largely affected by the non-random (model) noise associated with the Rayleigh hypothesis representation of the scattered field than by the random noise added to the 'measured' scattered field in the near-field zone. Figures 3, 16 and 17 show that the good quality of the reconstruction for the small-eccentricity ellipse is largely unaffected by the size of the initial shape (circle). The same remark can be made from an observation of the results in figures 18-20, except for the case in which the initial solution is a small circle very different from the sought-for (large-eccentricity elliptical) shape. By comparing figures 21 and 22 with figures 3 and 5 (all relative to ellipses) one sees that changing the realization parameter from the incident angle to the wavenumber does not significantly affect the reconstruction. Figures 14, 15 and 23, show that equivalent amounts of random and non-random noise produce similar effects on the quality of the reconstructions. On the whole, this set of results shows that reconstructions based on near-field measurements are as good as those based on far-field measurements and that they are better for boundaries that can be described by only a few Fourier harmonics.
Conclusions
This work was devoted to a description and a rather thorough evaluation of a new inversion scheme, based on the Rayleigh hypothesis, for the reconstruction of the shape of a scattering body. The new scheme was shown to be different from other Rayleigh hypothesis-based (the AKKR method and JM method) schemes in that: (i) the forward-scattering problem is solved via the Rayleigh-Fourier method instead of the less-efficient Rayleigh least-squares methods; (ii) no penalty parameter (whose choice poses some problems in the AKKR and JM schemes) is explicitly invoked at the inversion stage of the new method. These changes were shown to enable a better description of the scattering process while retaining the intrinsic (and attractive) simplicity of the Rayleigh hypothesis formulation, and reduce an annoying source of arbitrariness in the inversion algorithm.
The evaluation process employed here is of more general interest than is initially apparent since it is not often that results are presented concerning the influence on the quality of the reconstruction of: (i) the shape and size of the initial solution in the costfunction minimization scheme; (ii) the number and type (incident angle or wavenumber changes) of realizations used to perform the reconstruction; (iii) whether the measurements are performed in the near-or far-field zones; (iv) the quantity and type (random or model) of noise in the measurements; (v) the number of harmonics used to describe the boundary shape function. In addition, we have placed much emphasis on the influence of the (to be reconstructed) shape of the scattering body because Rayleigh hypothesis-based methods (for the forward-scattering problem) perform more or less satisfactorily according to whether the shape of the body (in the cross section plane) is close to or far from a circle or whether a small or large number (2L) of Fourier harmonics is necessary to represent this boundary curve. This aspect is related to the increasingly-bad conditioning of the E matrix for increasing L and departure of the shape of the body from the circle.
Our numerical experiments have shown that: (i) increasing the number of Fourier harmonics used to describe the shape of the scattering body improves the quality of the reconstruction (although this leads to diminishing returns beyond a certain threshold due to round-off error associated with the bad conditioning of the matrix E [43] ); (ii) increasing, from 1 to 2, the number of realizations results in a large increase in the quality of the reconstructions; (iii) the quality of the reconstruction is about the same whether the realization variable is the incident angle or the wavenumber; (iv) the reconstruction is invariant to the size of the initial (circular) solution shape over a rather wide range of sizes; (v) the quality of the reconstruction is about the same whether the measurements are made in the near-or far-field zones; (vi) the quality of the reconstruction is satisfactory even for rather large departures (highly-eccentric ellipses or shapes with deep concavities) from circular shapes, (vii) the reconstructions are not unduly sensitive to noise, be it of random or model nature; (viii) the same amount of random and model noise produces about the same amount of distortion in the reconstruction.
For these reasons the proposed Rayleigh hypothesis-based technique appears to be a good candidate for a great variety of 2D, scalar wavefield, shape reconstruction problems involving both penetrable and impenetrable bodies. The interest of this technique is even greater in the context of 3D and/or vectorial wavefield reconstruction problems which otherwise involve huge amounts of computations with the usually-employed rigorous methods based on integral equation or finite element formulations.
