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Abstract
Being able to find relevant information about prominent entities quickly is the main
reason to use a search engine. However, with large quantities of information on the
World Wide Web, real time search over billions of Web pages can waste resources and
the end user’s time. One of the solutions to this is to store the answer to frequently
asked general knowledge queries, such as the albums released by a musical artist, in a
more accessible format, a knowledge base. Knowledge bases can be created and main-
tained automatically by using information extraction methods, particularly methods
to extract relations between proper names (named entities). A group of approaches
for this that has become popular in recent years are distantly supervised approaches
as they allow to train relation extractors without text-bound annotation, using instead
known relations from a knowledge base to heuristically align them with a large textual
corpus from an appropriate domain. This thesis focuses on researching distant super-
vision for the Web domain. A new setting for creating training and testing data for
distant supervision from the Web with entity-specific search queries is introduced and
the resulting corpus is published. Methods to recognise noisy training examples as well
as methods to combine extractions based on statistics derived from the background
knowledge base are researched. Using co-reference resolution methods to extract rela-
tions from sentences which do not contain a direct mention of the subject of the relation
is also investigated. One bottleneck for distant supervision for Web data is identified to
be named entity recognition and classification (NERC), since relation extraction meth-
ods rely on it for identifying relation arguments. Typically, existing pre-trained tools
are used, which fail in diverse genres with non-standard language, such as the Web
genre. The thesis explores what can cause NERC methods to fail in diverse genres and
quantifies different reasons for NERC failure. Finally, a novel method for NERC for
relation extraction is proposed based on the idea of jointly training the named entity
classifier and the relation extractor with imitation learning to reduce the reliance on
external NERC tools. This thesis improves the state of the art in distant supervision
for knowledge base population, and sheds light on and proposes solutions for issues
arising for information extraction for not traditionally studied domains.
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Chapter 1
Introduction
1.1 Problem Statement
In the information age, we are facing an abundance of information on the World Wide Web through
different channels – news websites, blogs, social media, just to name a few. One way of making
sense of this information is to use search engines, which locate information for a specific user query
and sort Web pages by relevance. This still leaves the user to dig through several Web pages and
make sense of overlapping, and sometimes even contradictory pieces of information.
These problems have partly been addressed by information extraction (IE), an area which
aims at capturing central concepts in text, such as proper names or relations between them, and
research in the area of knowledge base construction and population, which aims at modelling and
storing such world knowledge.
Both knowledge bases and information extraction methods can help to answer user queries
more effectively. For instance, if a user query is to obtain the names of all albums by “The
Beatles”, this information could already be stored in the knowledge base and then retrieved from
there, or information extraction methods could extract this information from the Web. Table 1.1
shows a portion of the information contained in the knowledge base Freebase (Bollacker et al.,
2008) about The Beatles. The header indicates that The Beatles have a unique identifier (mid),
one or several types (here, Musical Artist) and several relations such as genres, place musical
career began, albums or record labels.
Because it saves time and resources to retrieve common facts from knowledge bases, they have
become a popular solution for Web search, e.g. Google uses the Google Knowledge Vault (Dong
et al., 2014) to enhance search. Instead of manually populating knowledge bases, which can be very
laborious and expensive, IE methods can then be used for automatic knowledge base population
(KBP). Entities in knowledge bases can further be used for entity disambiguation and identification
in unstructured text (Bunescu and Pasc¸a, 2006; Mendes et al., 2011; Zheng et al., 2012). Relations
in knowledge bases enable more complicated natural language processing tasks such as question
answering (Yao and Van Durme, 2014; Fader et al., 2014), also used in industry settings such as
the IBM DeepQA question answering framework (Wang et al., 2012a).
1
2 CHAPTER 1. INTRODUCTION
The Beatles, mid: /m/07c0j, notable type: Musical Artist
Relation Relation Value
Musical Genres Rock music, Pop music, Pop rock, Psychedelic rock
Place Musical Career Began Liverpool
Albums Red Album, Something New The Beatles, Please Please Me, Let It Be
Record Labels Capitol Records, Parlophone, Apple Records, EMI, MGM Records
Table 1.1: Information about The Beatles in the knowledge base Freebase
Early work in information extraction has focused on researching methods recognising proper
names, i.e. named entities (NEs) such as names of politicians, for competitions including MUC (Gr-
ishman and Sundheim, 1995) or ACE (Doddington et al., 2004), which provided hand-labelled
training data and fixed schemas to define what type of information to extract, similar to schemas
in knowledge bases such as Freebase. As a result, many of those early information extraction
methods were supervised and required manually labelled data. With the emergence of the Web
and more heterogeneous domains and types of text, unsupervised methods became popular, which
do not require a fixed schema and thus do not make any strong assumption about the content of
text (e.g. Etzioni et al. (2004)). Instead, they provide methods to group (“cluster”) similar infor-
mation and to explore the resulting clusters. While unsupervised methods are useful for exploring
information, they are not as useful for knowledge base population, where the goal is to extract
information with respect to a schema.
A further approach for relation extraction called distant supervision combines the benefits of
the two streams of information extraction approaches (Craven et al., 1999; Mintz et al., 2009). It
is a weakly supervised relation extraction (RE) method which allows one to extract relations with
respect to an existing schema, but does not require manually annotated training data. Instead, it
requires a partly populated knowledge base already containing some examples for each relation,
and a large corpus of the same domain. The approach both achieves state of the art results
in recent evaluation campaigns (Surdeanu and Ji, 2014) and has been shown to be useful in an
end-to-end real world setting (Dong et al., 2014).
The approach relies on a heuristic labelling method to automatically generate training data
for a supervised classifier: it finds sentences which contain two named entities which, according
to the knowledge base, are in a relation, and assumes they are positive training data for that
relation. If a sentence contains two NEs which are not in a relation according to the knowledge
base, the sentence is used as negative training data. Assuming a partly populated knowledge base
with the NE pair “The Beatles”, “Capitol Records”, which is an example for the relation Musical
Artist: record label, Example 1.11 illustrates how a sentence can be annotated using the distant
supervision assumption. Example 1.2 further shows an ambiguous example, as explained later in
this section, for which the distant supervision heuristic fails, here annotated correctly with the
1http://h2g2.com/approved_entry/A3418201
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relation Musical Artist: album between the NEs “The Beatles” and “Let It Be”.
(1.1) In November 1963 Capitol Records finally signed a contract with the Beatles and
announced plans to release the Beatles’ single ‘I Want To Hold Your Hand’ in December
1963 as well as their second album With The Beatles in January.
(1.2) Let It Be is the twelfth and final album by The Beatles which contains their hit single ‘Let
it Be’. They broke up in 1974.
An important characteristic of a successful knowledge base population method is to discover
new facts with high precision, e.g. 0.9 or above (Dong et al., 2014). State of the art relation
extraction methods from unstructured text do not achieve this performance, e.g. on the KBP 2014
slot filling challenge, the best system achieved a precision of 0.5540 at a recall of 0.2814 (Surdeanu
and Ji, 2014). Currently it is difficult to achieve a successful knowledge base population method
as described above; successful approaches such as Dong et al. (2014) rely on combining different
extraction methods, extract from several sources and adjust the confidence threshold for extraction.
This thesis aims at researching a relation extraction approach from Web text which allows one
to extract new facts with high precision and does not require any manually labelled data. To
achieve this, several challenges distant supervision approaches face are discussed and addressed:
• One of the main challenges of distant supervision is that the heuristic for automatically anno-
tating training data sometimes fails, which leads to noise. In Example 1.2, the first mention
of Let It Be is an example for the MusicalArtist:album relation, whereas the second mention
is an example of the MusicalArtist:track relation (see Table 1.1). Using the distant supervi-
sion assumption, both of those would be used as a positive example for MusicalArtist:track,
although only one of them is a true positive. Using noisy training data like that results in
a lower precision than using manually annotated training data. Thus, using methods for
identifying such noise is crucial to improving precision of distant supervision approaches.
• A further restriction of distant supervision methods is that, at extraction time, only sentences
which contain two named entities are considered candidates for extraction. This means that
both subjects (e.g. “The Beatles”) and objects (“Let It Be”) of relations need to be referred
to by the proper name in order to be a valid extraction candidate. However, authors do not
write their articles in such a manner – they might mention the name of the subject in the
first sentence and in following sentences refer to it with pronouns or nouns, e.g. “they” or
“the band”. Ignoring this means potential new facts can be missed (Gabbard et al., 2011).
• When populating a knowledge base, evidence for the same facts may appear several times
on different Web pages. This can be utilised to improve the overall precision of extractions.
Intuitively, the more often the same information can be observed, the more likely it is to
be true, and the more different sources it appears in, the stronger the evidence is. An-
other challenge is therefore how to make use of this in order to improve distant supervision
performance.
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• A prerequisite for relation extraction is to recognise named entities which are potentially
arguments of relations. Named Entity Recognition and Classification (NERC) for newswire
text has been studied extensively, e.g. in the context of challenges such as MUC (Grishman
and Sundheim, 1995) or ConLL (Tjong Kim Sang and De Meulder, 2003) and off-the-shelf
NERC tools tuned for specific training corpora are available as a result (Finkel et al., 2005).
However, large hand-labelled NERC corpora are mostly available for the newswire genre and
existing tools struggle to generalise over text from genres they were not trained on.
• A corpus of Web pages for relation extraction has the potential to be very diverse, spanning
different domains and containing articles written by different authors. When named entity
recognisers fail on such text, it would be useful to understand what the reason for that failure
is. For example, is the main reason that named entities are not seen in the training set or
that the context is very diverse? Such studies could help to inform how to better develop
NERC methods for relation extraction from Web pages.
• Assuming existing NERC approaches fail for the Web genre, what could an alternative
approach be? Ideally, a relation extraction approach should not be completely dependent on
the performance of external tools such as 3rd party named entity recognisers and classifiers.
Further, it is desirable to have a NERC approach which is robust across domains and genres
does not require any additional manual annotation.
• Finally, in order to achieve high precision for distant supervision approaches from Web pages,
it is important to have expressive features which can capture indicators for relations. Some
features may be high-frequency, but low precision, i.e. they may appear in the context of
specific relations very often, but may also appear often in other contexts. Other features can
be the opposite, they do not appear often, but when they do, they are very good indicators
for certain relations. A challenge is therefore to study and select the best combination of
such features. Web pages also contain more than just unstructured text – they often contain
markup such as hyperlinks and lists. The usefulness of those characteristics for relation
extraction is studied in addition.
1.2 Contribution
This thesis presents novel methods to address the challenges described in the previous section. In
more detail, the contributions of this thesis are as follows:
• Statistical methods for reducing noise in automatically generated training data for distant
supervision, based on assessing the ambiguity of relation examples. Results show that those
methods outperform a baseline method without filtered training data.
• Evaluating methods for extracting relations from sentences which do not contain a direct
mention of the subject of the relation, and thus potentially discovering more new facts.
Methods are based on existing co-reference resolution methods and additional co-reference
resolution heuristics. Results indicate that, although extractions obtained via co-reference
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resolution may be more prone to noise, they increase precision overall by providing more
additional results which can be combined for knowledge base population.
• Evaluating methods for integrating extracted relations based on either integrating features of
mentions across sentences and documents or integrating extractions post-hoc. Results show
that integrating extractions post-hoc leads to a higher precision. Further, using statistics
gathered from the knowledge base about the number of results per relation and subject
entity and about which relations often have objects with the same surface form improves
precision.
• Developing an entity-centric search-based approach for Web relation extraction with distant
supervision which utilises a search engine to gather training data for relation examples given
the subject of the relation and the relation name. The approach has the benefit that it is
easy to find positive training examples in the resulting Web pages and negative training data
can be sampled from the same Web pages.
• Studying reasons for poor named entity recognition and classification performance in dif-
ferent genres. A quantitative analysis finds that one of the main reasons for low NERC
performance is NEs which appear in the testing, but not the training set. Another reason
is that NERC corpora for diverse genres are small and, because popular NEs change over
time, it is difficult to maintain them. This impacts NER performance and in turn relation
extraction performance, especially if off-the-shelf NER tools, which are tuned to perform
well on newswire corpora, are used as a pre-processing step for relation extraction
• Proposing a joint approach for named entity recognition and classification and relation ex-
traction based on imitation learning, a structured prediction method. This significantly
outperforms distant supervision approaches with two off-the-shelf supervised NEC systems,
Stanford NER and FIGER, one of which is trained on newswire, and the other one of which
is trained on a very similar genre, Wikipedia.
• Evaluating and comparing different methods against a distant supervision approach with im-
itation learning: distant supervision with off-the-shelf supervised NEC, as mentioned above,
a relation exraction approach without NEC preprocessing, and a one-stage classification
approach which aggregates named entity and relation features.
• Exploring and evaluating the effect of different named entity classification and relation ex-
traction features, including Web features. Low-frequency high-precision features such as
parsing features lead to higher average precision than high-frequency features such as the
bag of context words. Web-based features, e.g. occurrence in a list or hyperlinks significantly
improve average precision.
To summarise, the contributions of this thesis are to study methods for selecting training and
testing data for Web-based distant supervision; to research reasons for NERC failure in diverse
genres; and to propose a method for jointly learning a NERC and a RE which do not rely on
manually labelled data.
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1.3 Thesis Structure
The remainder of this thesis is structured as follows:
• Chapter 2 describes the task of relation extraction and the notion of knowledge bases.
Different streams of research on relation extraction for knowledge base populatio without
manually annotated data are described and compared and the choice of distant supervision
as a research method is motivated. Existing work on distant supervision and its limitations
are discussed in depth and the research presented in this thesis is motivated based on this
analysis of the state of the art.
• Chapter 3 describes the aims of the research conducted within the context of this thesis,
as well as how the different contributions fit together to advance the state of the art in
information extraction.
• Chapter 4 describes experiments for reducing noise of heuristically labelled training data,
for extracting relations across sentence boundaries with co-reference resolution, and methods
for relation integration. It introduces the entity-centric search-based approach for distant
supervision, which is also used for subsequent work. The chapter shows early results for how
NER for distant supervision can be improved by using part-of-speech-based and Web-based
heuristics in addition to preprocessing with Stanford NER and concludes that NERC is one
of the bottlenecks for Web-based distant supervision.
• Chapter 5 describes a qualitative study, analysing reasons for failure of different existing
NERC approaches in diverse genres. The chapter concludes with lessons learnt for NERC
for Web-based distant supervision.
• Chapter 6 then proposes a solution for the problem of NERC for distant supervision. A
novel method or distant supervision with imitation learning, which jointly learns models for
NEC and RE. The approach is compared to distant supervision with supervised off-the-shelf
NER approaches, as studied in Chapter 4. It further documents research on features for
named entity and relation extraction, including Web features.
• Chapter 7 summarises the work of this thesis and suggests future work directions.
1.4 Previously Published Material
The major research documented in this thesis has been published in conference proceedings and
journals or is currently under review as follows:
• Parts of Chapter 3 have been published in the proceedings of the 13th International Se-
mantic Web Conference (Augenstein, 2014a).
• Chapter 4 is based on publications at the third workshop on Semantic Web and Information
Extraction at the 25th International Conference on Computational Linguistics (Augenstein,
2014b), in the proceedings of the 19th International Conference on Knowledge Engineering
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and Knowledge Management (Augenstein et al., 2014), and in the Semantic Web Jour-
nal (Augenstein et al., 2016a).
• Chapter 5 is based on work which is currently under review with the journal Information
Processing & Management (Augenstein et al., 2015a).
• Chapter 6 is based on a publication in the proceedings of the 20th Conference on Empirical
Methods in Natural Language Processing (Augenstein et al., 2015b).
For the publications listed above, the first author proposed and conducted the experiments
and was supported by the co-authors with discussions and guidance on the work as well as with
feedback on the writing of the publications.
Other papers which have been published in the timeframe of this thesis and have served as
motivation for some of the work presented in this thesis, though do not have any significant
overlap with chapters in this thesis, are: Augenstein et al. (2013); Gentile et al. (2013); Zhang
et al. (2013a,b); Blomqvist et al. (2013); Zhang et al. (2014, 2015); Derczynski et al. (2015a);
Lendvai et al. (2016a,b); Augenstein et al. (2016c,b).
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Chapter 2
Background on Relation
Extraction
2.1 Introduction
Information extraction is the process of extracting information and turning it into structured
data, or also the activity of populating a structured knowledge source with information from an
unstructured knowledge source (Gaizauskas and Wilks, 1998). The information contained in the
structured knowledge base can then be used as a resource for other tasks, such as answering
natural language queries or text mining. There are many different kinds of information which can
be extracted, for example proper names and relations between them.
This chapter contains a description of the background and related work for relation extraction
without manually annotated training data. First, an overview of the relation extraction task is
given in Section 2.2, which defines relation extraction formally and describes a typical relation
extraction pipeline. In Section 2.3, relevant research streams which fit the scope of the thesis,
i.e. relation extraction methods for knowledge base population which do not require manual
annotation, are described and the choice of research stream for the remainder of the thesis, distant
supervision, is motivated. This is followed by a detailed survey of research on distant supervision
with respect to 5 different aspects in Section 2.4. The chapter concludes with an analysis of
research gaps in the state of the art. Since only relation extraction research streams that fit the
scope of this thesis are described, existing work on two big research streams is not discussed,
namely rule-based methods and supervised methods. For a survey on those and a comparison to
the relation extraction research streams discussed in this thesis, the reader is referred to Bach and
Badaskar (2007).
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2.2 The Task of Relation Extraction
2.2.1 Formal Definition
Relation extraction (RE) is defined as the task of extracting semantic relations between argu-
ments (Bach and Badaskar, 2007). Arguments can either be general concepts such as “a company”
(ORG), “a person” (PER); or instances of such concepts (e.g. “Microsoft”, “Bill Gates”), which
are called proper names or named entitites (NEs). An example for a semantic relation would
be “PER founder-of ORG”, also written as “founder-of(PER, ORG)”. Semantic relations further
contain predicates (e.g. “founder-of”), also sometimes called “properties”. Note that there is
some degree of confusion in the field regarding the terms “relation”, “property’ and “predicate’.
In this thesis, the terms “predicate” and “property” is used to refer to the name of the relation
(e.g. “founder-of”), whereas the term “relation” will be used to refer to <subject, predicate,
object> tuples. Conceptual knowledge as well as instance definitions and relations are stored in a
knowledge base.
Formally, let concepts (also called classes) be defined as C, and instances of such classes, also
called entities, as E. In this thesis, relations are extracted with respect to a knowledge base KB
such as Freebase (Yao and Van Durme, 2014), in which each concept c ∈ C, each entity e ∈ E
and each property p ∈ P is considered a resource r ∈ R with a unique identifier. Resources are a
way of assigning a unique identifier to all things described in a knowledge base.
Concepts are named entity types; traditional coarse-grained types used are person (PER),
organisation (ORG), location (LOC), date (DATE) and miscellaneous (MISC). In addition, each
resource r ∈ R has a set of lexicalisations, Lr ⊂ L. Lexicalisations in the KB are typically
represented as either a name or an alias, i.e. a less frequent name of a resource. As an example,
the entity with unique Freebase identifier http://www.freebase.com/m/017nt has the name “Bill
Gates”, aliases including “William H. Gates III”, and the coarse type /people/person. More
details on knowledge bases are given in Section 2.2.3.
Further, although relations can have more than two arguments, only binary relations or relations
which can be expressed in binary form are considered here. For instance, “has siblings” can either
be expressed as an n-ary relation with n+1 being the number of siblings, or as several binary
relations (Surdeanu and Ji, 2014). In the TAC KBP 2014 Slot Filling challenge, these are called
“list” relations, and are expressed as several binary relations. On the other hand, some relations
are 3-ary or 4-ary because they contain a date and/or place as additional arguments, e.g. “PER
married PER on DATE at LOC”. In that case the relation could not simply be expressed as several
binary relations and all arguments past the second one would be disregarded for the purpose of
relation extraction.
Binary relations consist of a subject (e.g. “Bill Gates”), a predicate (e.g. “founder-of”) and an
object (e.g. “Microsoft”), i.e. they are represented as triples of the form (s, p, o) ∈ E × P × E.
2.2.2 Relation Extraction Pipeline
This subsection aims at describing a typical relation extraction approach. A graphical overview of
such an RE pipeline is given in Figure 2.1. Note that there are several variations of this approach,
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Figure 2.1: Typical Relation Extraction Pipeline
as described in the following chapters.
The input to the relation extraction task is usually a set of training documents, a set of testing
documents and an extraction template. The extraction template defines which relations are to
be extracted and how they are defined, i.e. how many arguments they have and what concepts
those arguments belong to. For instance, “founder-of” is defined as a relation between a person
(PER) and an organisation (ORG): founder-of(PER, ORG) and is a “list” relation, i.e. may have
more than one object (founder) per subject and relation. Detailed NE types are not always given,
e.g. the TAC KBP 2014 Slot Filling challenge does not provide the NE type of the object of
the relation (Surdeanu and Ji, 2014). Next, the documents are pre-processed with several NLP
steps to determine morphology, syntax and semantics of the sentence. These pre-processing steps
aim at helping to “understand” text to facilitate the extraction of relations. One of the most
important pre-processing steps is named entity recognition and classification (NERC), which is
the task of recognising and assigning a type to proper names in text. This is because, as already
mentioned in the previous section, relations are either extracted between named entities only or
between a mixture of named entities and general concepts (“a person”). As an example, “Bill
Gates” would be assigned the type “PER” and “Microsoft” the type “ORG”. Historically, the first
series of NER evaluation efforts at the MUC conferences distinguished between the named entity
types person (PER), location (LOC), organisation (ORG) and miscellaneous (MISC) (Grishman
and Sundheim, 1995), though depending on the extraction template, more fine-grained types (e.g.
Politician, Film) may be used.
After pre-processing, the training set is used to develop relation extractors, after which they are
applied to the test set to extract relations. If more than one relation per relation template is
extracted, those extractions are validated. The definition of relations can help with this. For
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instance, a company may have more than one founder, but every person only has two biological
parents, which determines how many extractions per subject of each relation should be returned.
The output of the relation extraction task is a set of annotated test documents (often called
sentence-level extraction) or a list of extraction triples (instance-level extraction). In case the
output is a list of extractions, those can be used to populate knowledge bases. More details on
knowledge bases and their role in the relation extraction task are explained in the next section.
2.2.3 The Role of Knowledge Bases in Relation Extraction
Knowledge bases are an integral part of the relation extraction process. They consist of a schema,
sometimes also called extraction template, and data associated with the schema. The schema de-
fines the structure of information, e.g. it might define that persons can be politicians or musicians,
and that they have names and birthdates, politicians are in addition associated with a party and
musicians play instruments in bands with other musicians. In other words, the schema defines
classes (e.g. Person), their subclasses (e.g. Politician) and properties (e.g. in-party). What is
relevant for the task of relation extraction is that properties define what relations can hold be-
tween instances of classes, whereas their classes restrict the types of the relations’ arguments.
The data associated with the schema would then be examples of such politicians and musicians
with their respective names, birthdates, parties, instruments and bands. The relation extraction
process typically starts with such a schema and the goal is then to annotate text with relations, or
to populate the knowledge base with information, i.e. extract and add data. The latter is called
knowledge base population (KBP) and has become popular, among other reasons, due to the TAC
KBP series of challenges1. This series of evaluation efforts comprises several parts of the rela-
tion extraction pipeline, including extracting relations (slot filling) (Surdeanu and Ji, 2014) and
validating extractions (slot filler validation). For slot filling, the subjects of relations are already
given and the task is then to find the objects of relations in a corpus.
Shared task evaluation efforts often use locally defined templates. However, with the rise of the
World Wide Web and then the Semantic Web, Web-based publicly available knowledge bases also
became popular for the KBP task (Ji and Grishman, 2011; Mintz et al., 2009). Since this thesis
focuses on such knowledge bases, this subsection contains background on the Semantic Web and
Linked Data, the idea of interlinking data in different knowledge bases.
The Semantic Web
The Web of Data or Semantic Web is a global information space consisting of billions of interlinked
documents. Certain Semantic Web standards have been developed by the World Wide Web
Consortium (W3C)2 which include RDF and OWL to describe data and SPARQL to query data.
These standards can be used to describe the relationships between things, such as people, locations
or organisations.
1http://www.nist.gov/tac/2014/
2http://www.w3.org/standards/semanticweb/
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A set of best practices for publishing data on the Web (also called the Linked Data principles)
were outlined as follows by Tim Berners-Lee 3:
1. Use URIs as names for things.
2. Use HTTP URIs so that people can look up those names.
3. When someone looks up a URI, provide useful information, using the standards (RDF,
SPARQL).
4. Include links to other URIs so that they can discover more things.
There are two kinds of information which can be described. First, information about classes
(e.g. artist, track) and their relationships (e.g. released-track). This kind of information is
published as a schema. Second, information about instances of these classes (e.g. David Bowie,
Changes) can be published in a dataset. Note though that this is optional: some websites contain
Semantic Web annotations, but do not publish them in a separate dataset.
While, for the purpose of relation extraction, schemas serve a similar purpose as locally defined
templates (Section 2.2.3), there is a clear advantage in the way data is described (using URIs).
Imagine a slot filling task, for which the subjects of relations are given and the goal is to extract
values for the objects of those relations. Some of the subjects may be ambiguous and refer to
many different real-world entities. This ambiguity may be across classes (a jaguar can be an
animal or a car brand), or instances of classes may be ambiguous (there are many persons named
John Smith). Especially for the latter, it is very useful to have URIs as input for each subject.
For instance, if the task is to extract birthdates, the RE approach would be expected to return
only one result per subject entity, but would likely find more than one for “John Smith”. If there
are several URIs with the name “John Smith” in the knowledge base, the RE approach can make
use of this information and return several results, or, if other information about persons named
“John Smith” is already contained in the knowledge base, try to return the likely birthdate for
that specific John Smith, based on that additional information.
More advantages of Semantic Web standards are clarified after taking a closer look at Linked
datasets.
Linked Datasets
Since the vision of the Semantic Web was introduced, billions of triples in hundreds of interlinked
datasets, describing instances of classes and relations between those instances, have been created.
Some of those datasets are released publicly and are available to everyone, in which case they are
referred to as Linked Open Data (LOD). To get a better idea of the nature and size of Linked
Open Data, a visualisation of datasets and their links is shown in Figure 2.2.
The figure shows that there are several cross-domain datasets, with DBpedia having the most
links to other datasets and effectively functioning as a hub for Linked Data. Other prominent
examples of cross-domain datasets include Freebase (Bollacker et al., 2008), Yago (Suchanek et al.,
2008), and Wikidata (Vrandecˇic´ and Kro¨tzsch, 2014) (not included in cloud diagram). Domain-
specific datasets exist for several different domains: Governments release their data using Semantic
3http://www.w3.org/DesignIssues/LinkedData.html
4http://linkeddatacatalog.dws.informatik.uni-mannheim.de/state/
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Figure 2.2: LOD Cloud diagram, as of April 20144
Web standards, sciences make use of the technology to describe complex processes with ontologies,
libraries and musea structure and release their data about books and artifacts, and media and
social media providers enrich their Web sites with semantic information.
There are several strategies for creating Linked datasets: they can be created automatically
from existing resources (DBpedia, Yago, WordNet (Fellbaum, 1998)), created collaboratively by
a community (Freebase, Wikidata) or they can be created manually by domain experts (Mu-
sicBrainz, UMLS). A very popular existing resource is Wikipedia, since it contains both text
and also the most important facts for each page summarised in an infobox table, which can be
converted into a stuctured data format very easily.
One relation extraction method, distant supervision (see Section 2.3.3), relies to a large degree
on both the schema and the data contained in Linked datasets. More details on which knowledge
bases are used for distant supervision and why are given in Section 2.4.1.
What is important to know for relation extraction is that information in different datasets
is often interlinked. Some of them contain information about the same entities and to indicate
this, links between datasets exist. This means relation extraction approaches which make use of
information already contained in datasets (as becomes clear in Section 2.3 and Section 2.4) can
combine information from several datasets. More than that, there are also links on the schema
level (e.g. the property “birthdate” in one schema may be linked to the property “born-on” in
another schema, or the class “album” may be linked to the class “musicalbum”), which facilitates
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combination of information in datasets, and also combination of extraction schemas even further.
For instance, one schema may define that musical artists have birthdates, and another that they
release albums. Those could then be combined for extracting both relations.
2.3 Relation Extraction with Minimal Supervision
Having seen how a typical relation extraction approach works, this section now details different
relation extraction streams which are variations of the typical relation extraction approach de-
scribed in the previous section. The research streams described here are all the ones which fit the
scope of this thesis, i.e. relation extraction methods for knowledge base population from text on
Web pages which do not require any, or only very little, manual effort for training. Streams of
approaches which fit this scope are semi-supervised bootstrapping methods, unsupervised / Open
IE methods and distantly supervised approaches5.
2.3.1 Semi-supervised Approaches
Semi-supervised or bootstrapping approaches were among the first machine learning based relation
extraction approaches, prominent pioneers being DIPRE (Brin, 1999) and Snowball (Agichtein and
Gravano, 2000). A description of DIPRE is now given, since subsequent approaches used a similar
architecture.
Algorithm 1 DIPRE (Brin, 1999): extract(R, D)
while |R| < n do
O ← findOccurrences(R,D)
P ← generatePatterns(O)
R←MD(P )
end while
return R
DIPRE consists of four simple steps (see Algorithm 1). The input to DIPRE is R, a set of 5
< s, o > tuples for the relation “PERSON author-of BOOK”, and D, a document collection, in
this case the Web. The first step is to find occurrences of tuples on the Web. Next, patterns are
generated. Third, pattern matches are generated; MD(p) is the set of tuples for which any of the
patterns p ∈ P is matched on a Web page. This process is repeated until n relation occurrences
are found.
This basic algorithm is used by almost all semi-supervised approaches, with slight variations.
For instance, the input to the algorithm might be examples as well as extraction patterns or
extraction rules. Also, matching of patterns can be handled in different ways, using exact or
inexact matching. The most interesting part of the algorithm is how patterns are generated. In
DIPRE, this is very basic: a pattern is created by grouping sentences for which the sequence of
words between person and book match and for which person and book are in the same order.
5These methods are summarised here as “minimal supervision” methods, though there is no one agreed upon
name for those approaches in the research community
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Next, specificity is measured: if a pattern matches too many sentences and as a result specificity
is above a manually tuned threshold t, the pattern is rejected. If specificity is too low and only
the same book is found with that pattern, the pattern is rejected too.
This already hints at one downside of bootstrapping approaches called semantic drift, which is
their tendency to move too far away from R and create patterns which express different, related
relations, which often co-occur with the same entity tuples, e.g. for “author-of”, this could be
“editor-of”.
Subsequently, bootstrapping models have been researched to improve on the DIPRE model.
Prominent large-scale bootstrapping models include KnowItAll (Etzioni et al., 2004) and NELL (Carl-
son et al., 2010a).
KnowItAll (Etzioni et al., 2004) is a Web-scale information extraction system, which relies on
the scale and redundancy of the Web to provide enough information and validate it. In contrast
to DIPRE, it does not start with a single relation, but with several, and also contains methods
for extending the extraction schema. KnowItAll consists of four modules: an extractor, a search
engine interface, an assessor and a bootstrapping component. The extractor component applies
Hearst patterns (Hearst, 1992) to extract instances for classes (this would be instances of books in
DIPRE). Hearst patterns are lexico-syntactic extraction rules such as “NP1 is a NP2”, where NP2
is the name of a class such as “books”, and NP1 is the name of an instance of that class. Using the
search engine interface, these patterns (with NP1 left blank) are then formulated as search queries
to retrieve Web pages containing NP1. The component further contains relation extraction rules,
e.g. “NP1 plays for NP2”, representing the relation “playsFor(Athlete, SportsTeam)”. Once
all extraction rules are applied, extracted patterns are validated by the assessor. The assessor
measures co-occurrence statistics of candidate extractions with discriminator phrases, which are
highly frequent extraction patterns. This means for each search query, e.g. “Tom Cruise starred
in X” the number of search results is recorded and the PMI (pointwise mutual information) of
the entity, “Tom Cruise” and the pattern is computed. KnowItAll then uses bootstrapping in
combination with the assessor to validate extractions: for each class, the 20 instances with the
highest average PMI are retrieved. These are then used to train conditional probabilities for each
extraction pattern. Negative instances are sampled from positive instances for other classes. The
best 5 extraction patterns for each class are saved, the rest are discarded. A Naive Bayes classifier is
then trained combining evidence from those 5 extraction patterns to classify if an entity, e.g. “Tom
Cruise”, is an instance of a class, e.g. “actor”. Instead of just selecting the best extraction patterns
once, a bootstrapping process can be used: once the best 5 extraction patterns are determined,
those can be used to find a new set of instances with high PMI. To ensure high quality extraction
patterns, incorrect instances are also removed manually. Etzioni et al. (2004) argue that their
approach of using Web-based statistics is very useful to discard unreliable patterns; however, they
do not measure specificity, as Brin (1999) does. Overall, however, their approach is much more
extensible and relies on Web statistics and machine learning instead of just local statistics and
patterns.
NELL (Carlson et al., 2010a) is a bootstrapping system that extracts information from the Web
to populate a knowledge base and learns to extract information more accurately over time. Like
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KnowItall, it is based on the hypothesis that the large amount of redundant information on the Web
is a huge advantage for learning mechanisms. The main differences are that the bootstrapping
component is more sophisticated and that NELL combines extractions from different sources
on the Web: text, lists and tables. Similar to KnowItAll, it learns to extract which instances
belong to which classes and which relations hold between instances of those classes. Information
is extracted from unstructured information on the Web (i.e. text), as well as semi-structured
data (i.e. lists and tables). Extractors are trained in concert using coupled learning based on
CPL for free text and CSEAL for lists and tables (Carlson et al., 2010b). CPL, similarly to
KnowItAll, relies on co-occurrence statistics between noun phrases and context patterns to learn
extraction patterns. CSEAL uses mutual exclusion relationships to provide negative examples,
which are then used to filter overly general lists and tables. In addition, NELL learns morphological
regularities of instances and probabilistic Horn clause rules to infer new relations from relations
it has already learnt. For learning morphological regularities, NELL uses a coupled morphological
classifier (CMC). For each class, a logistic regression model is trained to classify noun phrases
based on morphological and syntactic features (e.g. words, capitalisation, affixes, POS tags). The
Rule Learner learns probablistic Horn clauses to infer new relations from relations that are already
present in the knowledge base.
The learning system starts with a knowledge base (123 classes, 55 relations, and a few instances
for classes and relation triples) and gradually populates and extends it. After the extraction
component has extracted a belief, the precision of the belief is evaluated by consulting external
data resources or humans, promoting the most strongly supported beliefs to facts and integrating
them into the knowledge base. For the following extraction steps, the extractor always uses the
updated knowledge base. Carlson et al. (2010a) find that NELL allows one to extract instances
and relation with a relatively high precision initially, and that the different extractors they use
are complementary. However, one of their findings demonstrates a problem that is very typical
of bootstrapping approaches: extraction precision declines over time. In their case it declines
from 0.91 to 0.57 over the course of 66 iterations. They suggest that this could be solved by
allowing a human to interact with the system during learning using active learning, which was
then researched subsequently (Pedro and Hruschka Jr, 2012).
2.3.2 Unsupervised Approaches
Unsupervised relation extraction approaches became popular soon afterwards with open infor-
mation extraction systems such as TextRunner (Yates et al., 2007), ReVerb (Fader et al., 2011)
and OLLIE (Mausam et al., 2012). Open information extraction is a paradigm to use simple and
scalable methods to extract information which is not restricted beforehand. This is in contrast
to semi-supervised approaches described in the previous section, which use pre-defined extraction
schemas. Thus, Open IE can be seen as a subgroup of unsupervised approaches. For Open IE
methods this means they have to infer entities, their types, and relations between entities from
text. As for bootstrapping method, the first Open IE approach is now described to introduce the
research stream, and shortcomings and improvements of subsequent research are pointed out.
TextRunner (Yates et al., 2007) is the first fully implemented and evaluated Open IE system.
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It learns a Conditional Random Field (CRF) model for relations, classes and entities from a cor-
pus using a relation-independent extraction model. First, it runs over the whole corpus once and
annotates sentences with POS tags and noun-phrase chunks. To determine whether a relation
should be extracted or not, the system uses a supervised classifier. This supervised classifier is
trained by parsing a small subset of the corpus and then heuristically labelling sentences as positive
(trustworthy) and negative (not trustworthy) examples using a small set of hand-written rules.
The classifier then makes the decision for unseen sentences based on POS tags instead of the parse
tree, because it would be too expensive to parse the whole corpus. To resolve synonyms, TextRun-
ner performs unsupervised clustering of relations and entities based on string and distributional
similarity (Yates et al., 2007).
ReVerb (Fader et al., 2011) addresses two shortcomings previous Open IE systems have: inco-
herent extractions and uninformative extractions. Incoherent extractions occur when the extracted
relation phrase has no meaningful interpretation. This is due to the fact that decisions in TextRun-
ner are made sequentially. An example would be the relation “contains omits” which is extracted
from the sentence “The guide contains dead links and omits sites.” To solve this, syntactic con-
straints on which relations to extract are introduced. The first is that a relation phrase either
has to be a verb (e.g. “invented”), a verb followed by a preposition (e.g. “located in”) or a verb
followed by nouns, adjectives or adverbs and a preposition (e.g. “has atomic weight of”). Also, if
there are multiple possible matches, the longest possible match is chosen. If adjacent sequences
are found (e.g. “wants”, “to extend”), these are merged (e.g. “wants to extend”). Lastly, the
relation has to appear between the two arguments in a sentence.
Uninformative extractions omit important information, e.g. for the sentence “Faust made a deal
with the devil”, TextRunner would extract “Faust, made, a deal” instead of “Faust, made a deal
with, the devil”. These can partly be captured by syntactic constraints; however, this may cause
the extraction of overly-specific relations such as “is offering only modest greenhouse gas reduction
targets at”. To tackle this, a lexical constraint is introduced. A relation has to appear with at
least 20 distinct arguments in a sentence in order to be meaningful.
Although open information extraction is a promising research paradigm and it is possible to
map clusters of relations to extraction schemas afterwards, it also provides an unneccessary restric-
tion for the task of knowledge base population. Problems that ongoing research is addressing such
as incoherent and uninformative extractions are issues which are less pronounced for bootstrapping
methods, as introduced in the previous section.
2.3.3 Distant Supervision Approaches
Distant supervision is a method for automatically annotating training data using existing rela-
tions in knowledge bases. The first approach was proposed by Craven et al. (1999) in 1999 as
a method for knowledge base population for the biomedical domain, and was called “weakly la-
beled”. Although results were promising, this approach did not gain popularity until 10 years
later, when Mintz et al. (2009) coined the term “distant supervision”. The re-surfacing of these
approaches may be partly due to the increasing availability of large knowledge bases on the Web.
Mintz et al. (2009) define the distant supervision assumption as:
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If two entities participate in a relation, any sentence that contains those two entities might express
that relation.
How such an approach works in practice is visualised in Figure 2.3. The input to the approach is
a knowledge base, containing a set of classes and relations, instances of those classes and examples
of those relations, and training and test corpora. The training corpus is preprocessed to recognise
named entities, then searched for sentences containing both the subject and the object of known
relations (e.g. “Virginia” and “Richmond” for the relation “contains(LOC, LOC)”). Sentences
containing both the subject and the object of known relations are considered positive training
data for the relation, others are negative training examples (NIL). A supervised classifier (e.g.
Naive Bayes, SVM, MaxEnt) is then trained and applied to a test corpus. Overall, the learning
process is the same as that for supervised learning, merely the training data labelling process is dif-
ferent (automatic instead of manual). As such, the approach has all the advantages of supervised
learning (high precision extraction, output with respect to extraction schema), and additional
advantages since no manual effort is required to label training data. Extraction performance is
slightly lower than for supervised approaches due to incorrectly labelled training examples. Im-
proving the automatic labelling process has been the main focus of distant supervision research
since, as a survey by Roth et al. (2013) outlines.
Figure 2.3: Mintz et al. (2009) Distant Supervision Method Overview
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2.3.4 Summary
Table 2.1 summarises the key points of the three types of minimally supervised approaches. All
three different relation extraction streams have different advantages and disadvantages. They dif-
fer with respect to how much initial input is required, if human intervention is required during
the learning process and how suitable they are for knowledge base population. Semi-supervised
/ bootstrapping methods may only need a handful of initial examples, but as discussed in Sec-
tion 2.3.1, the problem of semantic drift may require additional human intervention during the
learning process. They are suitable for knowledge base population as extraction is performed with
respect to an extraction schema. Unsupervised / Open IE approaches, on the other hand, do
not require any input to start with. This means, however, that the output of such approaches is
merely clusters of relations and there is no straightforward way of mapping them to an existing
relation schema. Therefore, they are interesting for scenarios for which such an extraction schema
is not available or for which the goal is to extend an extraction schema, but they are less suitable
for knowledge base population. Lastly, distant supervision approaches require the most input out
of the three methods initially, around 30 examples per relation at least. The abundance of such
information on the Web in existing knowledge bases (see Section 2.2.3) makes it possible to gather
such information automatically and as such, they do not require human input. Because they
then also use the schema associated with relation examples for training, they are very suitable for
knowledge base population. Based on the analysis presented in this section, distant supervision
was picked as the most suitable relation extraction approach given the research scope of this thesis.
Note though that this does not mean distant supervision is the best possible relation extraction
approach overall. If large quantities of manually labelled training instances are available, those
might be more preferable than automatically labelled data. The next section now discusses the
state of the art in distant supervision in more detail.
Method Semi-supervised Unsupervised Distantly supervised
Input Unlabelled text, extraction Unlabelled text Unlabelled text, extraction
schema, rules and/or examples schema, examples
Output Extraction rules, relations Groups of relations Supervised classifier, relations
Description Using a small set of extraction Discover groups of relations Using a schema and examples
rules, extract examples, keep from text using clustering, of extractions, automatically
prominent ones, iteratively keep prominent ones annotate training data, train a
learn more extraction rules classifier to extract more data
and examples
Advantages Easy to add new rules, can also No knowledge about text Extractions with high precision
be supplied by user necessary and recall
Disadvantages Often low recall and/or Difficult to make sense of Initial examples required
manual refinement needed for groups and map to extraction
high precision schemas
Table 2.1: Comparison of different minimally supervised relation extraction methods
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2.4 Distant Supervision for Relation Extraction
As introduced in Section 2.3.3, distant supervision is a relation extraction method which exploits
existing examples in a knowledge base for automatically labelling training data. In this section, a
detailed comparison of research on distant supervision is performed with regard to the key aspects
in which they differ: what kind of background knowledge and corpora they use (Section 2.4.1), how
automatic labelling is performed (Section 2.4.3), how named entity recognition and classification
for distant supervision is performed (Section 2.4.4), how relations are extracted and evaluated
(Section 2.4.2), and, lastly, what applications of distant supervision methods exist (Section 2.4.5).
Limitations of the state of the art in distant supervision are explained in Section 2.5 and the main
findings are summarised in Section 2.6.
2.4.1 Background Knowledge and Corpora
As mentioned in the last section, distant supervision approaches rely on a corpus and a background
knowledge base to automatically label sentences in a corpus for training. Early approaches to
distant supervision use a variety of different corpora and mostly small domain knowledge bases.
Craven et al. (1999) use the Yeast Protein Database (Hodges et al., 1998) and match it to abstracts
of PubMed6 papers. Bellare and McCallum (2007) use BibTex citations and match them to
the Cora data set7 containing computer science research papers. Wu and Weld (2007) and Wu
and Weld (2008) then extract information from Wikipedia and treat Wikipedia infoboxes as the
corresponding knowledge base. Some later approaches also exist for domain-specific extraction,
e.g. Roller and Stevenson (2014) use the biomedical knowledge base UMLS and the Medline
corpus8.
Most subsequent approaches, however, use large cross-domain knowledge bases. The most
commonly used knowledge base is Freebase (Bollacker et al., 2008), used by Mintz et al. (2009);
Riedel et al. (2010); Hoffmann et al. (2011); Surdeanu et al. (2012) and others; some research (e.g.
Nguyen and Moschitti (2011a)) uses YAGO (Suchanek et al., 2008).
Freebase is a collaboratively created knowledge base, which has an extremely rich set of entities
and relations, containing around 3 billion triples. Entities are organised in topics (e.g. music,
book, media, people), which have associated classes (e.g. musical artist, politician). Entities are
instances of one or more classes. Information in Freebase follows Semantic Web standards in
that entities have unique dereferencable URIs and there are outward links to other data source.
Knowledge in Freebase is partly imported from other sources9, e.g. MusicBrainz (Swartz, 2002)
or Wikipedia, the schema as well as the data are then edited by collaborators. The richness of
the schema and the fact that data is edited to ensure higher quality and reduce redundancy make
Freebase very suitable for distant supervision. As of April 2015, Freebase is being discontinued
and transitioned to Wikidata (Vrandecˇic´ and Kro¨tzsch, 2014).
The knowledge bases Wikidata, DBpedia (Bizer et al., 2009) and YAGO are all primarily
6http://www.ncbi.nlm.nih.gov/pubmed
7http://people.cs.umass.edu/~mccallum/data.html
8http://mbr.nlm.nih.gov/Download/
9http://wiki.freebase.com/wiki/Data_sources
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based on Wikipedia and are thus multilingual. While DBpedia and YAGO are knowledge bases
automatically constructed from Wikipedia, Wikidata is a collaboratively constructed knowledge
base. The difference between DBpedia and YAGO is that, while DBpedia automatically converts
Wikipedia infoboxes into a knowledge base and then interlinks it with other Linked datasets,
YAGO re-uses WordNet for constructing its schema. YAGO2 (Hoffart et al., 2011) further uses
hand-crafted patterns to reconcile duplicate relations, resulting in 100 relations, whereas DBpedia
has many redundant and inconsistent relations. YAGO2 also normalises times and dates, which
further facilitates automatic reuse. These additional efforts means YAGO and YAGO2 are poten-
tially more suitable for information extraction purposes than DBPedia. YAGO2 consists of 120
million facts and is thus much smaller than Freebase; however, it has the advantages of integration
with WordNet and time and date normalisation.
In addition to evaluation with Linked datasets as background knowledge, distant supervision
has also been used as an approach to tackle the TAC KBP challenges (Surdeanu et al., 2010;
Angeli et al., 2014a; Roth et al., 2012, 2014) and has thus been evaluated on TAC KBP corpora
using locally defined extraction templates. The system by Roth et al. (2014) even won the KBP
challenge in 2014, which further strengthens the argument of distant supervision being a suitable
approach for knowledge base population (Section 2.3.4).
So far, YAGO has been used as a background knowledge base, but neither DBpedia nor
Wikidata have been used. With Freebase being discontinued, this could possibly change10.
In terms of different corpora, as already mentioned above, PubMed abstracts and the Medline
corpus have been used for the biomedical domain. Approaches evaluated in a cross-domain scenario
mostly use Wikipedia (e.g. Yao et al. (2010); Takamatsu et al. (2012); Ling and Weld (2012))
or the New York Times corpus (e.g. Riedel et al. (2010); Yao et al. (2010); Hoffmann et al.
(2011); Ling and Weld (2012)). Recent approaches have also used a Web-based approach for
acquiring training data (Dong et al., 2014; Vlachos and Clark, 2014b), similar to semi-supervised
Web-based approaches (Etzioni et al., 2004; Carlson et al., 2010a): Web pages are retrieved with
queries containing the subject of a relation and the relation name, hoping that those pages then
contain the object of the relation. However, while those approaches make use of text on Web
pages, they do not make use of semi-structured content such as lists or tables like NELL (Carlson
et al., 2010a) does, nor of HTML markup like Wikipedia-based approaches do (Wu and Weld,
2008; Ling and Weld, 2012).
2.4.2 Extraction and Evaluation of Distant Supervision Methods
Distant supervision methods differ with respect to whether they perform sentence-level extraction
or if they combine extractions for knowledge base population. Traditionally in the information
extraction area, sentence-level extraction is prefered as it provides an estimation of performance
independent of the number of or dependency between extractions. Gold standards such as the
ACE corpus11 are annotated with entities and relations, and the task is to use one part of the
corpus for training and reproduce the results on a held-out (test) part of the corpus. Measures
10https://plus.google.com/109936836907132434202/posts/3aYFVNf92A1
11https://catalog.ldc.upenn.edu/LDC2006T06
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such as precision, recall and F1-measure can then be computed on the corpus to estimate how
exact the extraction method is (precision) and what the ratio of true positive extractions to all
extraction is (recall). However, producing such a gold standard is very expensive since much effort
goes into finding suitable annotators and merging annotations by different annotators. In order to
still evaluate performance, distant supervision approaches use the following evaluation methods:
1) only annotating the most highly ranked extractions manually, 2) trying to map labels obtained
through distant supervision to gold standards, or 3) not performing sentence-level evaluation, but
entity-level evaluation instead.
For 1), test data is annotated using the same heuristic as for annotating training data, i.e.
the distant supervision heuristic (Section 2.3.3). Sentences are then classified and ranked by
confidence value of the relation classifier. The top ranked 1000 sentences are then selected and
annotated manually. Mintz et al. (2009) perform such an evaluation as well as Hoffmann et al.
(2011); Alfonseca et al. (2012); Ling and Weld (2012); Liu et al. (2014). 2) is something that
is explored by Roller and Stevenson (2014). They make use of annotated corpora by identifying
relations similar to the ones in their background knowledge base, UMLS. They semi-automatically
map relations by measuring the overlap of < s, o > relation tuples in UMLS with those of relations
in gold standard corpora. They then manually examine the result and select suitable relations,
discarding the very general “is-a” relationship. Mapping relations in the knowledge base is also
explored by approaches which aim to combine both manually labelled and automatically labelled
data for training (Sterckx et al., 2014; Angeli et al., 2014b; Pershina et al., 2014; Nguyen and
Moschitti, 2011b).
The most popular evaluation setting is to not perform sentences-level evaluation, but entity-
level evaluation (sometimes also called “aggregate evaluation”), or perform entity-level evaluation
in addition to a sentence-level evaluation of the most highly ranked examples (Mintz et al., 2009;
Riedel et al., 2010; Hoffmann et al., 2011; Alfonseca et al., 2012). The benefit of instance-level
evaluation is that no manual effort is necessary to produce test data. For instance-level evaluation,
an extraction is defined as correct if it also appears in the knowledge base. The number of all
possible extractions is the number of entries for a relation in the knowledge base. This can also
be seen as a task of reproducing part of the knowledge base. The problem, however, is that recall
is defined differently and it is not possible to measure how many single extractions are missed.
To combine the benefits of both sentence- and instance-level extraction, most studies report both,
but sentence-level performance only for the most highly ranked ones, as mentioned above.
2.4.3 Distant Supervision Assumption and Heuristic Labelling
Early approaches to distant supervision use the assumption that every sentence (e.g. “Bill Gates
founded Microsoft”) which contains the subject and object of a relation contained in a background
knowledge base (e.g. “Bill Gates” and “Microsoft” for “founder-of(PER, ORG”)) also expresses
that relation (Mintz et al., 2009). However, this heuristic can fail and generate false positive or false
negative training data. False positives are created if the subject and object of a relation matches,
but the sentence does not express that relation, e.g. for the sentence “Bill Gates spoke about
Microsoft”. False negatives occur if a sentence expresses a true relation which is not contained in
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the knowledge base and is therefore considered negative training data (Min et al., 2013).
As a result, a number of research papers have focused on reducing such noise due to incorrect
labelling, some of which have also been summarised in a recent survey paper (Roth et al., 2013).
This section now gives an overview of such noise reduction methods grouped by type of approach.
At-least-one Models For Reducing False Positives
The distant supervision assumption is that all sentences which contain a known relation might
be true positives. In practice, all such sentences are considered positive training examples for the
respective known relation. As explained above this assumption does not always hold true. At-least
one models therefore make a relaxed distant supervision assumption (Riedel et al., 2010), which
differs from Mintz et al. (2009)’s assumption (see Section 2.3.3):
If two entities participate in a relation, at least one sentence that mentions these two entities might
express that relation.
Note that the wording of the “at least one” ’assumption is a bit confusing. What is meant is
that at least one sentence is a true positive, which differs from the original assumption that all
sentences are potential true positives. As an example, the assumption is that, given the relation
“founder-of(Bill Gates, Microsoft’)’ at least one sentence that contains the entity pair “<Bill
Gates, Microsoft>” expresses the relation “founder-of(PER, ORG)”. This is in contrast to the
original assumption, which is that all such sentences express the relation.
This at-least-one assumption is then added to the model as a constraint (Riedel et al., 2010; Yao
et al., 2010; Hoffmann et al., 2011; Surdeanu et al., 2012; Roth and Klakow, 2013b). Typically, the
constraint is included in a graphical model over which inference is performed to estimate how likely
a training example is to be a true positive training example. Approaches implementing this differ
with respect to at what stage the constraint is used and how inference is performed. Riedel et al.
(2010) were the first to propose an at-least one model. In a factor graph, an undirected graphical
model, two tasks are modelled jointly: the task of predicting relations between entities and the
task of predicting which sentences express these relations. This task is seen as a constraint-driven
semi-supervised learning problem (Chang et al., 2008). The model does not have the information
whether sentences indeed express the relation, so instead a constraint is applied which penalises
violations of the at-least-one contraint. To find the most likely configuration of relation and relation
mention varibles, Gibbs sampling with SampleRank (Wick et al., 2009) is performed. Hoffmann
et al. (2011) then introduce MultiR, a multi-label extension to the multi-class at-least-one model
introduced in Riedel et al. (2010). This extension addresses the issue of overlapping relations, e.g.
the relation “employee-of” overlaps with the relation “ceo-of”. The model is trained with a simple
perceptron training scheme. MIMLRE (Surdeanu et al., 2012) is a further extension to MultiR,
it is a jointly trained two-stage classification model. On the first layer, multi-class predictions for
contexts are made, which are then used by the second layer, which is a collection of binary relation
classifiers. The at-least-one assumption is a feature of the relation classifiers. In an evaluation on
the Riedel et al. (2010) corpus, MIMILRE outperforms all previous methods, including Hoffmann
et al. (2011).
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Pattern-Based Models For Reducing False Positives
Alfonseca et al. (2012) propose the use of hierarchical topic models to classify the context of
relations. Topics are modelled as patterns, using either the syntactic dependency path between
entities, or simply the words between the two entities. They construct four different topic mod-
els, estimated with Gibbs sampling (Geman and Geman, 1984): a model which captures general
patterns that appear with all relations, a model with captures patterns that are specific for an
entity pair, but not typical for the relation, and finally a model which contains patterns that are
observed across most pairs with that relation. The latter topic model is used to estimate P (r|w),
the probability that a pattern w conveys a relation r. The results are not directly compared to
previous approaches; rather, they are compared to an internal baseline: p(r|w) based on a max-
imum likelihood estimate of the number of times that a pattern w has been seen connecting the
two entities for which r holds divided by the total frequency of the pattern. There is improvement
between using the topic models and using simple patterns for all four relations used in the eval-
uation, but no absolute numbers are given (precision is given with respect to a confidence value,
recall is not given) and the results are difficult to interpret given the relatively simple baseline.
Takamatsu et al. (2012) also propose a pattern-based model for modelling whether a pattern
expresses a relation or not. Compared to Alfonseca et al. (2012), they model more directly whether
a pattern can express a relation or not. Compared to at-least-one models, the approach does not
fail if an entity pair is only mentioned once in a corpus (Riedel et al., 2010). The idea of the
generative model is that contexts either express a relation, or have many < s, o > tuples that have
an overlap with other patterns expressing that relation. Pattern co-occurrence probabilities are
computed, followed by an inference process based on the overlap of < s, o > tuples. A probabilistic
graphical model is learned with a hidden variable to model if a pattern expresses a relation. One
of the main differences between the model of Alfonseca et al. (2012) and that of Takamatsu et al.
(2012) is that Alfonseca et al. (2012) do not group occurrences of contexts for all < s, o > tuples.
The model is evaluated on Wikipedia, compared against Mintz et al. (2009) and Surdeanu et al.
(2012) and outperforms both approaches.
Modelling Missing Data For Reducing False Negatives
A further group of methods address the problem of false negative training data, which arises if a
training example which should be marked as positive is marked as negative for a relation because
the example is missing from the background knowledge base. This happens surprisingly often,
even in large knowledge bases. Min et al. (2013) show that, as of 2013, Freebase was missing a
nationality for 78.5% of all persons.
One possible approach followed by Min et al. (2013) is to only make minimal use of negative
training data by learning from almost exclusively positive training data and unlabeled data. Their
model is an extension to the MIML model (Surdeanu et al., 2012) and is a 4-layer hierarchical
model with positive and unlabeled data and a small sample of negative data as input. Latent
variables are used to model the true labels for the training instances, which are then the input
to MIML. The model is trained iteratively with an expectation maximisation algorithm and log-
likelihood as objective function. Full inference over the search space is performed. An evaluation
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on the Riedel et al. (2010) dataset shows that the proposed approach is a small improvement
over the approach it extends (Surdeanu et al., 2012). Moreover, the authors suggest that such an
approach could easily be incorporated into any distant supervision approach. While this might
work, the approach requires full inference over the search space and is thus very expensive, but
only brings small improvements.
Ritter et al. (2013) also propose to model missing information with latent variables, but in
contrast to Min et al. (2013) they only perform local search instead of inferencing over the full
search space and their method is thus more suited for large datasets. They build their model on
top of MultiR (Hoffmann et al., 2011). In addition, they incorporate the popularity of entities
in Freebase and add a manually set parameter for the popularity of relations. The latter is to
distinguish between relations with the same types as arguments, e.g. “contains(UK, London)” vs
“capital of(UK, London)”. The parameter is set so that relations with a greater true positive rate
are preferred over relations with lower true positive rate. Results of the model without popularity
give an improvement over the model it is an extension of, Hoffmann et al. (2011), and are similar
to another method for reducing false negatives by Xu et al. (2013). Incorporating popularity
of entities and relations gives a bigger boost. However, the latter relies on setting parameters
manually. Furthermore, it is unclear if the approach would also improve results with MIML as a
base model.
Xu et al. (2013) propose a method based on pseudo-relevance feedback. The benefit of their
method is that relation labels are corrected before training the relation extractor, thus no inference
is needed. Sentences are first annotated with relations, then a passage retrieval model is learned
to provide relevance feedback on the annotated sententences. The passage retrieval model is based
on the idea that entity pairs that appear in more sentences and more relevant sentences are more
likely to express the relation. Relevant sentences are sentences which contain a positive training
example, others containing negative training examples are irrelevant sentences. The model uses
coarse features, such as bag of words features for high recall, and is trained with an SVM. After
training, the model is applied to all testing sentences, and relevant sentences are used as training
data for MultiR. The resulting approach shows encouraging results, outperforming MultiR in
terms of recall at the same precision. Compared to Min et al. (2013) and Ritter et al. (2013) it
is inexpensive and could easily be integrated with other approaches that, e.g. address the true
positives problem.
Universal Schemas
The idea of universal schemas (Riedel et al., 2013) is somewhat similar in spirit to methods for
reducing false negatives. Methods for modelling missing data to reduce false negatives assume
that not all relation mentions (e.g. “Microsoft founded-by Bill Gates”) are contained in the KB,
which leads to them being labelled as negative training data. Universal schemas, on the other
hand, address the idea that not all relations (e.g. “founded-by”) are contained in the KB. They
then aim at combining relation mentions extracted with distant supervision with respect to the
Freebase schema with other relations, e.g. with relation mentions discovered in text with Open IE
methods. Recall that Open IE methods (Section 2.3.2) do not rely on an extraction schema, and
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instead cluster surface patterns (e.g. “founded”, “was founded by”) to relations (e.g. “founded’-
by’). Universal schemas avoid the need for just using one relation schema (e.g. Freebase) to
extract relations against and instead provide a union of extracted relations for several schemas
(Freebase, Open IE clusters). One benefit of universal schemas is that they can be used for textual
reasoning, e.g. “A ceo-of B” implies “A employee-of B”, which is something that existing distant
supervision approaches also do not address.
The problem is modelled as a matrix factorisation problem with entity-entity pairs (e.g.
<Microsoft, Bill Gates>, <Larry Page, Google>) in the rows and relations in the columns (e.g.
founded-by, employee-of, ceo-of). The relations in the columns are relations defined by different
schemas, e.g. Freebase or Open IE. The input is an incomplete matrix with values of 1 for known
relation tuples and missing values for unknown relation tuples, the output is a completed matrix.
For the missing values, a probability is learned using the logistic function and a natural parameter,
capturing the compatibility between a relation (e.g. “founded-by”) and a tuple (e.g. <Microsoft,
Bill Gates>) based on the dot product of their latent feature representations. The confidence of a
relation triple (e.g. <Microsoft, founded-by, Bill Gates>) to be true is assessed using a combina-
tion of learned collaborative filtering models capturing e.g. compatibility between NE types of the
arguments and the relation or compatibility between the latent feature representations between a
relation and a tuple.
The approach is tested on the Riedel et al. (2010) New York Times data; the top 1000 results
are evaluated. Compared to MIML, they improve by 18 points in average precision and compared
to Mintz et al. (2009) by 31 points. The results show the importance of considering integrating
several extraction schemas, which is often neglected in relation extraction.
Adding Manually Labelled Data
Finally, some works propose to enrich manually labelled data with automatically labelled data,
which demonstrates the usefulness of distant supervision for other tasks. Nguyen and Moschitti
(2011b) show a Wikipedia-based distant supervision approach enriched with manually annotated
ACE data, which outperforms an approach trained on ACE data alone. For this, they use YAGO
as a background knowledge base and manually map YAGO relations to ACE relations. Two REs,
one using distantly labeled data and one using ACE data, are trained based on kernel methods
and the probabilities of those classifiers are combined linearly. Their approach outperforms an
approach trained on ACE data alone by 3 points in F1.
Pershina et al. (2014) use KBP data as manually labeled data and implement an approach on
top of MIML. Instead of training an RE on both datasets as Nguyen and Moschitti (2011b) do,
they use the KBP data to inform the MIML training. On the KBP data, they learn guidelines for
particular relations, consisting of a pair of semantic types for the two entities, and a dependency
path, optionally lexicalised. Those guidelines are then incorporated into the MIML training. The
approach is evaluated on the Riedel et al. (2010) corpus, and shows an improvement of 4 points
in F1 over MIML and 6 points in F1 over a model trained on the KBP data alone.
Angeli et al. (2014b) propose to use active learning. The idea is to manually correct sample
training instances iteratively which are likely to be useful, but also likely false positive candidates.
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In practice 1% of all training instances are inspected. This is achieved by using three active learning
criteria, sampling uniformity, and two criteria based on disagreement. The approach is evaluated
on the KBP 2013 data and is based on the MIML distant supervision approach. Results show
an improvement of 4 points in F1 compared to an approach without active learning. Although
these results are promising, from an application perspective, the prior informed model by Pershina
et al. (2014) or the linear combination of a supervised and distantly supervised model proposed by
Nguyen and Moschitti (2011b) are more useful, since they reuse existing gold standards instead
of requiring additional manual effort.
2.4.4 Named Entity Recognition for Distant Supervision
Named Entity Recognition and Classification is typically seen as a preprocessing step for rela-
tion extraction by distant supervision approaches. Almost all publications report using Stanford
NERC (Finkel et al., 2005), others use a Wikipedia-based NER (Nguyen and Moschitti, 2011b).
Some research has been done on improving distant supervision by using fine-grained instead of
coarse-grained Wikipedia-based named entity classifiers (Ling and Weld, 2012; Liu et al., 2014).
FIGER (Ling and Weld, 2012) is a Wikipedia-based fine-grained NERC system. The tag set
for FIGER is made up of 112 types derived from Freebase, by selecting the most frequent types
and merging too fine-grained types. The goal is to perform multi-class multi-label classification,
i.e. each sequence of words is assigned one or several of multiple types or no type. Training data
for FIGER is created by exploiting the anchor text of entity mentions annotated in Wikipedia,
i.e. for each sequence of words in a sentence, the sequence is automatically mapped to a set of
Freebase types and used as positive training data for those types. The system is trained using a
two step process: training a CRF model for named entity boundary recognition, then an adapted
perceptron algorithm for named entity classification. Typically, a CRF model would be used for
doing both at once (Finkel et al., 2005), but this is avoided here due to the large set of NE
types. An evaluation is performed in which MultiR (Hoffmann et al., 2011), a state of the art
multi-label multi-class distant supervision system, is augmented with FIGER’s NE types. This
results in 224 additional features representing binary indicators of NE types, which are simply
aggregated with each relation extraction feature vector. The system is evaluated using 36 relation
types from the NELL knowledge base (Carlson et al., 2010a) and the NYT corpus (Sandhaus,
2008). Results show that MultiR+FIGER achieve a maximum F1 of 0.4, compared to the original
MultiR achieving 0.207 on the same corpus. The highest improvements are for relations for which
there is no straightforward way of representing them with the traditional 3 NE types (PER, LOC,
ORG), e.g. teamPlaysIn-League(Sports team, Sports league) or musicianInMusicArtist(musician,
musicArtist).
Liu et al. (2014) then aim to improve on the method presented in (Ling and Weld, 2012) by
exploring different methods for exploiting fine-grained NER information which go beyond simple
aggregation. For each NE in the test data, their types are predicted by retrieving the top 20 Bing
search snippets and then tagging each mention of the NE in the search snippets with a Wikipedia-
based fine-grained NER using the FIGER tag set trained in a similar fashion. Final types for each
NE are predicted by obtaining a ranked list of types for each NE and sorting them by prediction
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scores. The fine-grained NERC is then integrated with MultiR, and three different methods of
combining the NE types with RE features are tested. The first method substitutes coarse Stanford
NERC types with fine-grained NE types, but also adds super-types of those fine-grained NE types,
e.g for “/person/politician”, the super-type “/person” would also be added. The second method
is to augment the Stanford NERC type features with fine-grained NERC features. The third
method is to only add fine-grained NERC features for sparse feature vectors with fewer than
30 features. For evaluating their approach, the NYT data is used, using part of it as held-out
for testing as in Riedel et al. (2010); Hoffmann et al. (2011). Evaluation is performed both on
instance-level and on sentence-level, using the manually labelled 1000 sentences from (Hoffmann
et al., 2011) for the latter. Out of the different NER aggregation methods, the third method of
adding fine-grained NERC features only for sparse feature vectors performs best. Instance-level
results compared with MultiR only show marginal improvements; however, sentence-level results
show a significantly higher precision at all points of recall. No direct comparison to Ling and
Weld (2012) is made and no F1 results are given, but the improvement is much smaller than that
reported by Ling and Weld (2012), either due to the slightly different evaluation method or the
Bing expansion method.
2.4.5 Applications of Distant Supervision
Several approaches which apply the idea of distant supervision to solve NLP tasks other than
relation extraction have been proposed, which demonstrate the usefulness of distant supervision
beyond relation extraction. Note that the term “distant supervision” is used very loosely for some
of those applications.
Marchetti-Bowick and Chambers (2012) identify keywords related to political subtopics (e.g.
Obama, Ideology) and make the assumption that if that keyword occurs in that tweet, it is about
that topic. In addition, they use sentiment words to identify the sentiment of each tweet. The
combination of the two, topic keyword and sentiment word, leads to an aspect-based sentiment
analysis approach. Unlike distantly supervised relation extraction aproaches, they do not use
tweets containing both words for training one classifier, but first train a topic classifier, then
train a second classifier for sentiment on topic-relevant tweets. For both stages, a multinomial
Naive Bayes classifier is used. For topic identification, findings are that for a Twitter corpus only
containing political tweets, a very high F1 score of around 90% can be achieved with such an
approach, but for general tweets, only an F1 score of around 18% can be achieved, mostly due to
precision being around 10%. At the second stage, sentiment classification, it is shown that the
aspect-based sentiment analysis appraoch with distant supervision outperforms a lexicon-based
approach. While the reported results show the benefit of the distant supervision idea, the authors
do not discuss why they opted for a two-stage classification approach instead of labelling tweets
with both arguments, then training a classifier, as for distantly supervised relation extraction. It
would be interesting to see how this would compare to the two-stage setting.
Exner et al. (2015) propose to use distant supervision creating semantic role labelling resources
in languages other than English, then training a semantic role labeler on those resources. They
start with the English version of PropBank and English Wikipedia. The goal is then to identify
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propositions in the Swedish Wikipedia, e.g. they try to translate the English predicate “win.01” to
Swedish predicate “vinna.01”. Using Wikipedia disambiguation pages and external named entity
linking tools, they map mentions of NEs to unique Wikipedia-based identifiers in both English and
Swedish Wikipedia. They then identify propositions in the English version of Wikipedia and for
sentences which contain them, get the unique Wikipedia-based identifiers. The distant supervision
idea of the approach is to then use those pairs of named entities linked to identifiers with a
proposition to identify pairs in the Swedish Wikipedia. Because they use the same Wikipedia-
based identifiers for NEs via cross-language links, the propositions can be transferred from one
corpus onto the other corpus in a straight-foward way, by identifying sentences which contain the
same pairs of identifiers. The sentences with automatically aligned propositions are then used to
train a semantic role labeler. The overall idea of the approach is very similar to distant supervision
for relation extraction, with the difference that the corpus, in that case Swedish Wikipedia, is not
directly annotated with the background knowledge base, but indirectly via a semi-parallel corpus,
English Wikipedia. This makes the task more challenging than distantly supervised relation
extraction. However, they still report reasonably high results – a precision of 58% at a recall of
47%.
Parikh et al. (2015) experiment with using the distant supervision idea to train a semantic
parser. Whereas relation extraction focuses on extracting binary relations, semantic parsers learn
to recognise additional semantic relations such as “cause” or “theme”. Thus this can be seen as
a more complex form of knowledge extraction, where the event structure has the representation
of a semantic parse. In the case of events, it is very difficult to find all arguments of events in
one sentence. Instead, they decompose the events into subevents, then later augment the local
events. They evaluate on the GENIA event extraction shared task data (Kim et al., 2009), on
which they outperform 19 of 24 submissions. The distantly supervised approach alone achieves
a precision of 29.4% at recall of 19.1%. What brings big improvements is collecting five trigger
words for each event and incorporating them into learning, which radically improves results to a
precision of 72.2% at a recall of 27.9%. It is interesting to see that trigger words bring such a
big improvement for distantly supervised event extraction. Maybe this is something that could
also bring improvements to distantly supervised binary relation extraction, i.e. to manually define
trigger words for relations.
Magdy et al. (2015) use the idea of distant supervision and apply it to classifying tweets into
topics with the help of YouTube labels. They do so by collecting tweets which contain links to
YouTube videos and then retrieving the topic the video is assigned, which is one of 18 coarse-
grained classes. They merge those to 14 classes, thereby avoiding too sparse or too general classes,
and end up with categories such as “Pets & Animals”. A topic classifier is then trained on such
tweets containing YouTube links and can be applied to other tweets which do not have to contain
YouTube links. In practice they perform a hold-out experiment. The overall idea of using distant
supervision is similar to that of Marchetti-Bowick and Chambers (2012), apart from that they
do not train a sentiment classifier afterwards. They do not test their approach on general tweets
as Marchetti-Bowick and Chambers (2012) do, instead only tweets which they already know to
contain one of the topics. As such, their results are relatively high, around 57% precision and
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recall, but it is unclear how the approach would perform in a less controlled setting.
Plank et al. (2014) also exploit links in tweets for part of speech tagging of tweets, but instead of
restricting themselves to particular websites and collecting labels, they use links to retrieve richer
linguistic information from those websites that are linked. Crucially, linked websites are only used
during training, but not required during testing. What happens during training is that words
appearing in the tweet are aligned with words on linked websites, so that more context for those
words is available. The tag most frequently assigned to those words on the website is then projected
to the occurrence of the word in the tweet. They call their method “not-so-distant supervision”
and indeed, the method is only vaguely related to distantly supervised relation extraction. The
general method of acquiring additional information from linked websites is a strategy also used for
Twitter-based entity linking (Gorrell et al., 2015) and could also be used for relation extraction
from social media or Web data.
Fan et al. (2015) propose to use a variant of distant supervision with Freebase for entity
linking. Entity linking approaches are typically trained with Wikipedia. In Wikipedia, text is
annotated with links, most of which are named entities. These annotations can then be used
to train models for entity linking. The idea of Fan et al. (2015) is to achieve something similar
with Freebase instead of Wikipedia. To do so, they make use of the Freebase property /common/
topic/topic_equivalent_webpage to collect Web pages which are known to be about specific
entities. Whenever they find an entity’s name on those Web pages, they then annotate them
with their Freebase ID. This can be used to train an entity linking approach with Freebase as
a background knowledge base and linked Web pages, in addition to Wikipedia pages as text.
It would be interesting to see how useful only using the topic related Web pages would be for
training distantly supervised relation extractors. In particular, the authors do not discuss how
many Freebase entries have such linked Web pages, so it would be interesting to study how many
entities do and if so, how useful they are for training relation extractors.
2.5 Limitations of Current Approaches
Most distant supervision approaches (Section 2.4.2) use the same distant supervision paradigm
for creating training as well as test corpora, with the exception of Roller and Stevenson (2014),
who try to map relations to existing gold standard corpora and then reuse those. What existing
approaches do not evaluate is relation extraction across sentences using coreference resolution, as
e.g. annotated in gold standards such as the ACE 2005 Multilingual Corpus. Further, approaches
which perform instance-level extraction for knowledge base population focus on relation extraction,
and leave validation of extractions, a popular task as part of the TAC KBP challenges, to future
work.
Section 2.4.3 explains that the distant supervision assumption can cause incorrect labelling and
summarises different methods for improving on that. At-least-one models make the assumption
that at least one of the sentences in which an entity pair is mentioned is a positive training
example. The suitability of the context for a relation is learned in concert with the suitability of
an entity pair for a relation. However, this assumption can fail, then leading to low performance.
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In addition, performing inference in the context of learning the graphical models can be very
expensive. Pattern-based models do not have the at-least-one restriction. However, they still
rely on expensive graphical models and in addition, they rely on expressing relations in terms
of patterns. Approaches combining data labelled with the distant supervision assumption with
manually labelled data is sensible for some use cases where such data already exists (e.g. for the
TAC KBP challenges); however, for most scenenarios, additional manually annotated training data
is not available. Approaches addressing the problem of the false negatives model do this by avoiding
the use of negative training data; by incorporating latent variables and performing inference over
the search space; or by using pseudo-relevance feedback. The best-performing approach of the ones
discussed (Min et al., 2013) only shows minor improvements over MIML, an approach addressing
the problem of false positives, but is computationally expensive. Moreover, the problem might
be specific to the relations selected and also depends on how negative training data is selected.
The research in this thesis therefore only focuses on the problem of false positives. Approaches
combining distant supervision with supervised data using the ACE or KBP 2011 corpus show an
improvement over both training distantly supervised RE models alone and over training supervised
models alone. However, the reason for this is not uncovered, i.e. is it due to currently available
hand-labeled RE corpora being small and still being able to benefit from more training data, even
if it is noisy, or does the training data happen to be complementary? Future work still needs to
uncover the relationship between size of manually labeled RE data and usefulness of additional
automatically generated RE data.
Section 2.4.4 shows that most distant supervision methods use Stanford NERC for pre-processing.
There are two methods which use fine-grained NERC for distant supervision (Ling and Weld, 2012;
Liu et al., 2014) and show promising results. However, both of them rely on Wikipedia for gen-
erating training data by specifically exploiting the anchor text of entity mentions and Wikipedia
categories to map to Freebase types. For NE types not annotated in such a resource, or for testing
documents which are not very similar in style to Wikipedia articles and would thus be considered
out of genre, this approach would not be suitable. Overall, research on fine-grained NERC for
distant supervision shows promise, but still leaves much room for future work. Most importantly,
existing distant supervision methods view NERC as a preprocessing step. Such a pipeline archi-
tecture can lead to errors made at an earlier stage of the pipeline (e.g. NERC) being propagated
to a later stage of the pipeline (e.g. RE). Future work could focus on jointly learning models for
those the tasks, thus learning dependencies between the stages.
2.6 Summary
Distant supervision, a relation extraction method that uses relations defined in a background
knowledge base to automatically label training data, has become a popular research area since
2009. Research efforts have mostly focused on improving automatic labelling to reduce false
positives and false negatives (Section 2.4.3), and there has been some work on improving NERC
for distant supervision (Section 2.4.4), and on integrating distant supervision with Open IE (Riedel
et al., 2013). Distant supervision approaches further differ with respect to what knowledge base
2.6. SUMMARY 33
and corpus they use: most approaches use Freebase and either Wikipedia or the New York Times
corpus, and a handful use the YAGO knowledge base or biomedical knowledge bases and biomedical
corpora (Section 2.4.1). Distant supervision is either used for sentence-level or instance level
extraction, and some approaches try to reuse gold standards as test corpora, whereas most perform
a held out evaluation (Section 2.4.2). Applications of distant supervision include semantic role
labelling, Twitter tagging, parsing, classifying YouTube labels and entity linking (Section 2.4.5),
which further demonstrate the usefulness of distant supervision.
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Chapter 3
Research Aims
3.1 Methodology Overview and Experiment Design
Figure 3.1: Overview of Distant Supervision Approach of this Thesis
This chapter explains the thesis aims and how the contributions of this thesis, for which
experiments are described in subsequent chapters, fit together to advance the state of the art.
The contributions, described in more detail in Section 1.2, either directly influence the state of
the art in relation extraction with distant supervision or broaden the general understanding of
named entity recognition for distant supervision. To guide this description, an overview of the
distant supervision approach of this thesis is given. References to the related work discussion in
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the previous chapter are made to explain research gaps and motivate the research aims of this
thesis.
To recap, the contributions of this thesis concern:
• New statistical methods for selecting training instances for distant supervision
• An evaluation of methods for obtaining more testing instances for distant supervision via
co-reference resolution methods
• Experiments on combining predictions of extracted relations
• The setting of the distant supervision approach as an entity-centric Web search-based relation
extraction approach which gives instance-level results for knowledge base population
• A quantitative study on NERC in diverse genres, analysing reasons for NERC failure
• A new method for jointly training a NEC and a Relation Extractor for distant supervision
with imitation learning
• Evaluating and comparing different methods against a distant supervision approach with
imitation learning
• A study on how features extracted from HTML markup (e.g. links, text in bold or italics,
or also lists) can help improve NERC performance
Figure 3.1 illustrates how the different methods documented in this thesis fit together. The
approach starts with an initial incomplete knowledge base populated with entities and relations
between some of them. The goal is to populate the knowledge base with more relations. The
Web search-based setting provides training and testing instances for distant supervision. Training
instances are the ones for which both subjects and objects of relations are known (e.g. <Michael
Jackson, Music & Me>), whereas testing instances are those for which only the subjects of relations
are known, but not the objects (e.g. <The Beatles, ?>). Named entities are then recognised and
sentences are annotated with relations. Afterwards, some of those training instances are selected
for training (Training Data Selection). Sentences are processed using a standard NLP pipeline
including a sentence splitter, tokeniser, part of speech (POS) tagger and parser. From those
sentences, features, including those based on POS tags, the parse tree and Web-based features
are extracted. Extracted features are then used to train models for distantly supervised relation
extraction. One option for this, proposed in the thesis, is to train NEC and RE models jointly
with imitation learning. Testing instances are selected, which includes resolving co-references in
testing sentences. The NEC and RE models are then applied to the testing sentences and relations
are predicted for known subject entities.
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3.2 Setting and Evaluation
3.2.1 Setting
Existing distantly supervised relation extraction approaches generally contain the following five
components, also displayed in Figure 2.3 above: named entity recognition and classification; au-
tomatically labelling sentences with the distant supervision heuristic; preprocessing and feature
extraction; training a classifier; and combining and returning results.
The approach described in this thesis adds to these components an additional component for
training and testing data retrieval. The aim of the setting is an entity-centric Web search-based
distant supervision approach which gives instance-level results for knowledge base population.
Most documented distant supervision approaches perform experiments on corpora such as the
New York Times corpus or Wikipedia (see Section 2.4.1). They process each sentence with named
entity recognisers. For those sentences that contain at least two entities, they iterate over each
relation pair from a background knowledge base to label sentences with relations, which are then
used as positive training examples for those relations. Negative training examples for relations are
named entity pairs which are not identified as being in any relation in the knowledge base and are
sampled randomly from the corpus.
Attempting to match each named entity in the corpus with each named entity in a background
knowledge base is a significant computational effort. In reality entities and relations discussed in
documents are on different topics, e.g. some documents are about politicians and their parties,
whereas others are about musical artists and their albums. This means only a fraction of documents
in a fixed corpus such as the New York Times are relevant to a specific entity in a background
knowledge base. Therefore, attempting to match NEs tuples with every sentence in every document
could lead to many false positives. A solution to this would be to preprocess the documents to
find out if they are about the entity in question. However, a static corpus might not even contain
the information desired, and significant effort could go into finding a suitable corpus which does.
Consequently, a different setting is proposed in this thesis (see Figure 3.1): instead of processing
a static corpus and extracting all relations from it, the setting assumes that there is a user with
a particular query, e.g. “What albums did the musical artist Michael Jackson release?”. The
queries should contain the type of the subject entity (musical artist), its name (Michael Jackson)
and the type of the object entity (album). The query is then used to retrieve sentences from
the Web using a search engine. The search engine functions as a preprocessing step to retrieve
relevant Web pages. Moreover, this is a dynamic way of retrieving information, rather than the
static corpus-based way and could be used in a real-world setting where a user has a specific query
and wants to retrieve the answer to such a query. This has the additional benefit of having access
to large quantities of information, which eliminates the need for having to search for a suitable
corpus that contains the desired information.
The same setting is used for training and testing. To generate annotated training data, Web
pages potentially related to that query are then retrieved using a search engine, and all NEs on the
Web pages matched against the named entity in the query (Michael Jackson) and objects of the
relation “album of” with the subject “Michael Jackson”, as already contained in the knowledge
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base (Music & Me). Sentences which contain both the subject and the object of the relation are
used as positive training data. NE pairs with the subject of the relation, but a different object,
i.e. a mention of an entity of the type specified by the relation, but not one referring to an entity
known to stand in the given relation to the subject entity, are used as negative training data.
Note that surface forms such as “Michael Jackson” can refer to multiple real-life entities, which
the task of named entity disambiguation is concerned with. This issue is left for future work.
3.2.2 Evaluation
In order to measure the performance of a distant supervision approach, a test set is neccessary.
Information extraction approaches usually rely on gold standard corpora produced in the context of
evaluation initiatives such as ACE (Walker et al., 2006) or Ontonotes (Hovy et al., 2006). Another
possibility is to use benchmark data provided by evaluation challenges, e.g. TAC KBP Surdeanu
and Ji (2014).
The problem is that, for relation extraction, not many large manually annotated corpora exist
and it is particularly difficult to find gold standard testing corpora for the same genre as the
training data. One approach for solving this is to find a gold standard which contains some
of the desired relations, and then to only evaluate those relations which can automatically be
mapped to that gold standard (Roller and Stevenson, 2014). Other existing distant supervision
approaches use the same method for obtaining test data as they use for obtaining training data,
i.e. automatically annotating it with relations from a knowledge base. In that case, part of the
knowledge base is used for training, while another part is used for testing (also called “hold-out
evaluation”). They then perform a sentence-level or an instance-level evaluation. For sentence-
level evaluation (Mintz et al., 2009; Hoffmann et al., 2011; Alfonseca et al., 2012; Ling and Weld,
2012; Liu et al., 2014), testing instances are classified by a model and then ranked by confidence
of each prediction. Top ranked sentences are then annotated manually. Another possibility is
instance-level evaluation (Mintz et al., 2009; Riedel et al., 2010; Hoffmann et al., 2011; Alfonseca
et al., 2012) for which predictions for the same < s, o > relation tuples are aggregated. A prediction
is deemed correct if it is contained in the knowledge base. This evaluation setting is therefore a
good measure for knowledge base population performance.
For the Web genre, no corpus of Web pages with manually annotated Freebase relations is
available. The closest suitable corpora would be the TAC KBP challenge corpora, which consist
of manually annotated Wikipedia corpora. However, Wikipedia is a curated text collection and
articles have very similar structures. Therefore, Wikipedia text is not very diverse and not a good
representation of the Web genre overall. An example of a large and diverse Web corpus is the
ClueWeb corpus1. However, the only annotations which exist for it are unofficial automatic NE
annotations provided by Google researchers2.
One of the research aims is therefore to create a new corpus for the Web genre using the
entity-centric search-based method proposal described in Section 3.2.1, which is made available
publicly. Evaluations are be performed on instance-level, to measure performance for knowledge
1http://lemurproject.org/clueweb12/
2http://lemurproject.org/clueweb12/FACC1/
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base population, and on sentence-level. For the latter, the highest ranked results are marked as
correct or incorrect, following existing work.
3.3 Selecting Training Instances
While distant supervision is a successful method for creating training data for any domain for
which a small number of extractions are already available, it also has its drawbacks. One of the
biggest drawbacks of distant supervision is that the method of automatically annotating training
data produces noise, which affects relation extraction performance. As explained in Section 2.4.3,
the distant supervision heuristic produces some false positive and false negative training data.
False positives are created if a relation tuple from the background knowledge base matches two
named entities that appear in the same sentence, but the sentence does not express that relation.
False negatives are created if relations are missing from the knowledge base and then used as
negative training data.
There have been several research efforts to prevent distant supervision methods from producing
noisy training data. Existing methods fall into the categories described in Section 2.4.3. One goal
of the research described in this thesis is to focus on new methods for reducing false negative
training samples.
One possibility that has been explored is to infuse heuristically labelled data with manually
labelled data (Sterckx et al., 2014; Angeli et al., 2014b; Pershina et al., 2014; Nguyen and Moschitti,
2011b), either by adding manually labelled data directly or by iteratively improving the quality of
training data using active learning (Sterckx et al., 2014; Angeli et al., 2014b). While these methods
are successful, also on other domains than the ones reported in the publications, additional manual
effort is neccessary.
Other possibilities are to change the relation extraction model, e.g. by using the “at-least-
one” assumption. At-least-one models assume that at least one of the training examples is a true
positive (see Section 2.4.3). They then include this assumption in their relation model, e.g. by
using factor graphs and performing global inference (Riedel et al., 2010). Results for such methods
are mostly positive, however, global inference is computationally very expensive.
Another possibility is to use a different model for preprocessing the training data, e.g. hierar-
chical topic models (Alfonseca et al., 2012; Roth and Klakow, 2013a), pattern correlations (Taka-
matsu et al., 2012), or reranking (Xu et al., 2013). The idea of those models is that the contexts
of true positive examples are different from the contexts of false positive examples.
This thesis takes an alternative approach, which tries to assess the ambiguity of surface forms
of relation mentions using more background knowledge from the knowledge base. The assumption
is that surface forms which are very ambiguous are likely to lead to noisy training data. Training
examples containing such ambiguous NE mentions can then be discarded before training. Such
an approach is computationally inexpensive and could be combined with other preprocessing
approaches focusing on detecting unsuitable contexts (Alfonseca et al., 2012; Roth and Klakow,
2013a; Takamatsu et al., 2012; Xu et al., 2013). Experiments for this approach are described in
Chapter 4.
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3.4 Named Entity Recognition
3.4.1 Named Entity Recognition of Diverse NEs
As already indicated in Section 3.2.1, one of the central other natural language processing tasks
relation extraction relies on is named entity recognition and classification. Concretely, for distant
supervision, before sentences are annotated with relation tuples from a knowledge base, all named
entities in those sentences are identified. Candidates for positive and negative training data are
those pairs of NEs which are both identified by a NERC tool such as Stanford NER (Finkel et al.,
2005) and also contained in a background knowledge base as a relation tuple. It is therefore crucial
for relation extraction performance that the NERC approach used for preprocessing has a high
precision and recall.
While off-the-shelf NERC approaches exist for genres traditionally studied in the NLP com-
munity, such as the newswire genre, not as much training data is available for less well studied
genres such as the Web or newly emerging ones such as the social Web. Applying NERCs trained
for one genre to another genre causes a drop in performance, which has led to research on domain
adaption and transfer learning (e.g. Daume´ (2007); Arnold et al. (2008); Guo et al. (2009)).
Further, information extraction is more challenging for some genres than for others, as some
genres, e.g. Web data, blogs, social media or chat are characterised by a large degree of noise (Sub-
ramaniam et al., 2009) such as grammar and spelling mistakes, and in general lexical variation,
which leads to lower precision and recall than in the newswire genre (Subramaniam et al., 2009;
Derczynski et al., 2013).
While this has been observed by several studies, there is no study which systematically analyses
what the main reasons for NERC failure in diverse genres are. One of the goals of this thesis is
to answer why NERC approaches perform poorly on diverse genres, such as the Web genre and
social media, or in other words, why they have more problems generalising from training to testing
data for diverse genres. To answer this, several benchmark corpora for different genres, including
the Web genre, are analysed. Corpus statistics which quantify the diversity of a genre such as the
ratio between NE and unique NEs are measured and compared across corpora. Experiments are
performed using different NERC approaches, ranging from Stanford NER (Finkel et al., 2005)3,
which is typically used as a preprocessing approach for distant supervision, to methods which try
to avoid the “unseen NE” problem by using word embeddings (Collobert et al., 2011). Experiments
on this quantitative analysis of NERC generalisation are reported in Section 5.
Hypotheses which are tested are if this is due to more diverse genres containing a larger
proportion of unseen NEs than less diverse genres or because the context is more diverse and
therefore NERC approaches have to deal with unseen features. Moreover, it is analysed whether
NERC performance on diverse corpora being lower than for corpora of traditionally studied genres
is due to only small training corpora being available for such diverse genres. One solution which
is commonly used if there is no large training corpus from the same genre is to instead train on a
large corpus from a different genre. Experiments are performed to analyse for which genres such
a strategy might be beneficial.
3http://nlp.stanford.edu/projects/project-ner.shtml
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3.4.2 NERC for Distant Supervision
Lessons learnt from those experiments are then applied to research how the task of NERC can
be improved for distant supervision for the Web genre. Currently there is only limited research
in this area; most research for distant supervision focuses on reducing noise for heuristic labelling
(which is also studied in this thesis, see Section 3.3).
Previous studies for improving NERC for distant supervision have made the hypothesis that the
main problem is that Stanford NERC produces coarse-grained NE labels, which are not always
a good fit for relation types. They therefore propose training a NERC with fine-grained NE
types (Ling and Weld, 2012; Liu et al., 2014) using Wikipedia. However, such an approach only
works if additional annotated NERC training data is available for that genre. Although their fine-
grained NERC, FIGER, might also perform better than Stanford NERC for out-of-genre scenarios,
a drop in performance would still be expected compared to using NERC training data for the same
genre.
The aim of the research described in Chapter 6 is to jointly train a NERC and relation extrac-
tor using only the training data automatically annotated with the distant supervision assumption.
Traditionally, NLP tasks use a pipeline architecture, where models for different parts of the pipeline
(e.g. NEC, RE) are trained separately. However, this ignores the fact that there are dependencies
between the different tasks. In addition, if an error is made at an early stage in the pipeline, it is
propagated to a task at a later stage of the pipeline. Such errors can be reduced by jointly learn-
ing models for different stages, since then, dependencies between the different tasks are learned.
Methods explored for this in the context of natural language processing are e.g. integer linear pro-
gramming (Roth and Yih, 2004, 2007; Galanis et al., 2012) and markov logic networks (Domingos
et al., 2008; Riedel et al., 2009). Ideally, all different possibilities of dependencies between the
tasks would be explored by performing full inference over the search space. However, this is com-
putationally very expensive. A cheaper method is to only explore parts of the search space which
are likely to be relevant. One way of doing this is with imitation learning.
This joint approach proposed in this thesis therefore uses the structured prediction method
imitation learning (Ross et al., 2011). The approach is compared against a pipeline approach
with both Stanford NERC and FIGER for the NEC component and a subsequent distantly super-
vised RE. The assumption is that a joint approach with imitation learning outperforms a distant
supervision approach with supervised NERC as a preprocessing step for some of the relations.
Those relations are the ones between “non-standard” NE types such as “album”, which do not
correspond directly to a NE type the supervised NERC is trained for.
3.5 Training and Feature Extraction
3.5.1 Training
Distant supervision approaches use a variety of different learning methods, ranging from simple
classifiers such as SVMs or MaxEnt models to tensor models or RNNs. For experiments on selecting
training samples (Section 3.3), a simple MaxEnt classifier is used for the purpose of comparing
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against Mintz et al. (2009) as a baseline.
For experiments on joint named entity recognition and relation extraction, the imitation learn-
ing algorithm DAgger (Ross et al., 2011) is used. The aim is to study if the same distantly
labelled training data can successfully be used to train two models, a named entity classifier and
a relation classifier, to outperform an approach which uses a supervised NEC and a distantly
supervised RE, as described in Section 3.4.
3.5.2 Feature Extraction
Most distant supervision approaches use standard relation extraction features, such as the con-
text around the relation candidate, the words between the subject and object candidate and the
dependency path between the subject and object candidate (Mintz et al., 2009; Hoffmann et al.,
2011).
For the experiments in Chapter 4 the relation features proposed in Mintz et al. (2009) are
used for comparison reasons. In Chapter 6, feature selection is then studied in more detail. In
particular, the goal is to study if low-precision high-frequency features such as bag of words features
or high-precision low-frequency features such as lexicalised dependency paths, or a mix of those
lead to the highest performance. Results reported in Mintz et al. (2009) suggest that there is
very little difference between the performance of shallow features such as bag of words features
and semantic features such as dependency features. However, for a multi-stage learning approach
with NEC followed by RE, it is plausible that results could be different. The second stage (RE) is
only reached if the first stage (NEC) indicates that the NEs are of the correct types. Therefore, it
might be beneficial for the first stage to have high recall to make sure relevant RE candidates are
not discarded. For the second stage, it might then be important to have high precision to make
the correct prediction.
Another research goal is to study whether Web features can help NERC performance for RE
with imitation learning. Although Web pages have been used for information extraction, this has
so far not been studied. Using Web features is typically limited to information extraction from
semi-structured data such lists and tables (Dalvi et al., 2012; Wang et al., 2012b; Shen et al., 2012)
or to research on using Wikipedia as a corpus for named entity linking (Bunescu and Pasc¸a, 2006;
Han et al., 2011). Those studies indicate that HTML markup on Web pages helps to improve
performance of semi-structured information extraction. In the case of named entity linking, Web
pages with links are useful because they provide a corpus annotated with references to a knowledge
base, which can then be used for learning to link named entities in text to a knowledge base.
As mentioned before (Section 3.2.2), Wikipedia is a curated corpus, and conclusions reached
on the basis of studies of information extraction from Wikipedia might not hold for information
extraction from Web pages in general. Specifically, in Wikipedia, links in articles almost always
point to other articles, which are in turn often NEs. On general Web pages, many links are links
to other websites and this assumption cannot be made.
The research goal is to study if features extracted from HTML markup such as links, text in
bold or italics, or also lists can help improve NERC performance. Both local (the same mention)
and global (on the same Web page) features are studied.
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3.6 Selecting Testing Instances and Combining Predictions
3.6.1 Selecting Testing Instances
Testing instances for distant supervision are usually generated in the same way as training in-
stances, holding some of the distantly annotated data out for testing. However, only very few
sentences contain both the name of the subject and the object of a relation, i.e. some might be
referred to using a personal pronoun or a definite description (“the artist”). While this is not a
problem for training – more training data can be generated easily – by only using those sentences
with names as mentions, some types of relations might be strategically missed. This is especially
true for using Wikipedia articles or other websites containing person descriptions. The first sen-
tence often contains the name, birthdate and birthplace of a person, thus containing both the
subject and the object for the “birthdate” and “birthplace” relations. Other relations less central
to a person’s identity, e.g. for musical artists the names of their albums, are mentioned in other
parts of the text and are less likely to contain a mention of the subject’s name.
Therefore, another task that is important for knowledge base population is co-reference resolu-
tion. The aim is to evaluate performance using both standard co-reference resolution approaches
and other simple heuristics based on gazetteers, e.g. to take into account that NEs are often
referenced using a definite description (“the artist”). In Chapter 4, such co-reference methods are
tested to extract relations from sentences which do not contain the name of the subject of the
relation directly. The effect of additional predictions for those testing instances on knowledge base
population is evaluated.
3.6.2 Combining Predictions
For instance-level relation extraction, predictions with the same surface form are combined for
knowledge base population. Most studies on distant supervision combine those in a straightforward
way after extraction (e.g. Hoffmann et al. (2011)). However, there are other methods for combining
predictions, e.g. training an ensemble classifier to combine predictions (Viswanathan et al., 2015)
or coupled learning (Carlson et al., 2010b). There is even a shared task, TAC KBP Slot Filler
Validation4.
Another simple way of combining extractions is to combine feature vectors of testing instances
for the same < s, o > tuples before training (Mintz et al., 2009). Chapter 4 contains experiments
for testing which method for combining predictions is better – trying to combine feature vectors
of the same relation tuples before training or combining the output of the classifiers.
Further, distantly supervised relation extraction approaches typically do not make use of back-
ground knowledge in the knowledge base for assessing which predictions to return. This includes
how many objects there are for each subject and relation, e.g. how many albums are typically
listed for each musical artist in the knowledge base. Such information could be used to assess
how many results per subject and relation to return. Further, cross-relation information can be
4http://www.nist.gov/tac/2015/KBP/SFValidation/index.html
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retrieved such as if objects which are related to the same subject have relations with the same
object lexicalisations. An example for this would be the origin of a river, which is also a loca-
tion contained by the same river. Chapter 4 further contains experiments on how to utilise such
information from the knowledge base.
3.7 Summary
This chapter explains how different contributions of this PhD thesis fit together and can be inte-
grated in a distant supervision framework. The following three chapters now detail methods and
experiments conducted and Chapter 7 draws conclusions and discusses current and future work
on the topics covered in this thesis.
Chapter 4
Distant Supervision for Web
Relation Extraction
As discussed in Section 2.3.3, distant supervision techniques are very promising as they can be used
to train relation extractors with respect to a relation schema, but without the need for manually
labelled training data. However, they have several limitations with respect to Web information
extraction that require further research. This chapter makes contributions with respect to six
different aspects of distant supervision1.
Selecting Training Instances: The distant supervision heuristic for automatically anno-
tating training data can lead to false positives. Previous work has approached this shortcoming
by adding training data or improving training data over time with active learning, changing
how relations are modelled using the “at-least-one” assumption or by preprocessing the training
data with unsupervised learning methods that try to distinguish suitable from unsuitable con-
texts (Section 2.4.3). Most of those approaches either require more direct supervision or are
computationally expensive. The research documented in this chapter proposes a computationally
inexpensive approach based on the notion of assessing how likely it is for lexicalisations of objects
to be ambiguous. The assumption is that the more likely it is for an object candidate lexical-
isation to be ambiguous, the more likely that candidate is to be a false positive. Ambiguity is
measured using simple statistical methods based on data already present in the knowledge base.
If a training instance is considered to be too ambiguous, it is considered unreliable and discarded
from the training set. The benefit of this approach compared with other approaches is that it does
not result in an increase of run-time during testing and is thus more suited towards Web-scale
extraction than approaches which aim at resolving ambiguity during both training and testing.
Moreover, since the approach assesses the ambiguity of an object candidate lexicalisation alone,
it could be combined with other inexpensive existing approaches which distinguish suitable from
unsuitable contexts (Section 2.4.3). Results show that the simple statistical methods proposed in
1This content in this chapter is based on publications at the third workshop on Semantic Web and Information
Extraction at the 25th International Conference on Computational Linguistics (Augenstein, 2014b), in the pro-
ceedings of the 19th International Conference on Knowledge Engineering and Knowledge Management (Augenstein
et al., 2014), and in the Semantic Web Journal (Augenstein et al., 2016a).
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this chapter can increase the precision of distant supervision by filtering ambiguous training data.
Whereas this chapter focusses on discarding false positive training samples, this is related to the
broader challenge of selecting suitable training instances is for machine learning problems (Blum
and Langley, 1997). The goal of representative sampling is to select training samples which are
representative of the learning problem, i.e. some training instances better aid the learning process
than others. The main reason for studying selecting representative training instances is to achieve
better generalisation by training on data which is more representative of the learning problem.
Training on a non-representative sample, on the other hand, leads to learning a biased model which
is unlikely to perform well on the testing dataset. Further reasons are computational efficiency,
increasing the speed of learning and, related to the problem discussed in this thesis, the cost of
annotation. Samples are either selected before training or during training, which is known as
learning to sample (Bouchard et al., 2015).
Arctic Monkeys are a guitar rock band from Sheffield, England. The group, which is comprised
of frontman and lyricist Alex Turner, guitarist Jamie Cook, drummer Matt Helders and bassist
Nick O’Malley, are one of the most successful British bands of the 21st century: their debut
album ’Whatever People Say I Am, That’s What I’m Not’ is the fastest-selling debut in British
chart history and they have released five consecutive Number One albums. They have released
two albums, ’Whatever...’ and their most recent LP ’AM’, which have received 10/10 reviews
from NME. Other accolades and achievements include winning seven Brit Awards and headlining
Glastonbury Festival on two occasions.
Figure 4.1: Arctic Monkeys biography, illustrating discourse entities2
Selecting Testing Instances: Existing distant supervision systems only learn to extract
relations from sentences which contain an explicit mention of the name of both the subject and
the object of a relation (see Section 2.4.2). As a result, those sentences which contain an indirect
reference to the subject, e.g. using a pronoun or a category, are not considered for testing. Fur-
ther, some information is systematically missed out on due to the nature of discourse. Figure 4.1
illustrates this with a typical musical artist biography, as often found on Web pages: the first sen-
tence contains a direct mention of the name of the musical artist (“Arctic Monkeys”) and relations
representing key facts about the artist (“guitar rock” genre, their origin is “Sheffield, England”).
The second sentence refers to “Artic Monkeys” as “the group” and mentions the band members
and their debut album, while the third sentence utilises the pronoun “they” as a referent and lists
two more albums. The fourth sentence finally does not contain any referent for “Artic Monkeys”.
If only sentences containing direct mentions of “Arctic Monkeys” are used for testing, other sen-
tences containing mentions in the form of pronouns (“they”), categories (“the group”) or no
explicit referents are missed out on. The contribution of this chapter to selecting testing instances
is therefore to propose and evaluate methods to extract relations from sentences which do not
contain direct mentions. One method is to use those sentences contained in a paragraph which
contain at least one sentence with a direct mention. Another method is the integration of an
2http://www.nme.com/artists/arctic-monkeys
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existing supervised co-reference resolution approach. This does not always perform well, because
the co-reference resolution approach might be trained for a different domain or genre. It also
partly relies on other NLP components, e.g. the recognition of NEs, which might also be trained
for a different domain or genre and not perform well, resulting in errors being propagated to the
co-reference resolution stage. A third method therefore is to perform co-reference resolution, but
in a less restrictive way, by only applying gender and number gazetteers for co-reference resolution.
The evaluation shows that a combination of the supervised co-reference resolution approach and
gazetteers performs best.
Co-reference resolution for distant supervision has been tested by one related work (Koch
et al., 2014), which was published at the same time as the publications this chapter is based
on (Augenstein, 2014b; Augenstein et al., 2014, 2016a). However, they assume the text already
contains co-reference annotations and evaluate on the ACE 2005 corpus (Doddington et al., 2004).
This is not portable to other corpora without manual annotation and therefore a much less realistic
scenario than the one described in this thesis.
Recognising Entities: Distant supervision approaches typically use named entity recognisers
and classifiers trained for either the news genre or Wikipedia (Section 2.4.4). These typically label
entities as either persons (PER), locations (LOC), organisations (ORG), subtypes thereof, or
miscellaneous (MISC). The definition of what constitutes the MISC category differs widely from
corpus to corpus, which makes it the most difficult NE type to recognise, and specifically to adapt
to other genre. When applying such approaches to heterogenous Web pages, types of entities
which would fall into the MISC category specifically, but also subclasses of person, location and
organisation are often not recognised. Two of those types used for the experiments described in
this thesis are MusicalArtist:track and MusicalArtist:album. NERCs often struggle with long NE
mentions, such as “Whatever People Say I Am, That’s What I’m Not” (Figure 4.1). The proposed
approach in this chapter is to use additional heuristics based on HTML markup on Web pages to
recognise such mentions.
Setting: As described in Section 3.2.1, existing distant supervision approaches generally as-
sume that every text might contain information about any possible relation. This means, when
identifying candidates for specific relations, they search the whole corpus for every relation pair
from a background knowledge base, which is computationally expensive. In addition, the trained
classifiers (or classifier, for multi-class settings) also have to learn to distinguish between all pos-
sible relations, which is infeasible with diverse domains and a big corpus.
Attempting to match each named entity in the corpus with each named entity in a background
knowledge base is a big computational effort, which should be avoided, if possible. In reality, Web
pages are often about a specific entity (see Figure 4.1 for an example). What would reduce this
effort would be to determine what entities specific Web pages are about and then use only those
Web pages to generate training data for those entities. This could also increase the precision of
training data, especially for negative training.
Existing approaches sample negative training and testing data from sentences in any document
which contain two NEs which are unrelated according to the knowledge base. Sampling negative
and positive training data from the same distribution is generally a good strategy for achieving
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high model performance (Li et al., 2010). We use a different strategy for selecting testing data
from existing distant supervision work. We select negative testing data from Web pages not from
all sentences in the corpus, but only from Web pages which are assumed to be about a specific
entity using an information retrieval step. Therefore, we select negative training data in the same
way.
The contribution of this chapter with regard to the setting is therefore the proposal of an
architecture for a Web search-based distant supervision approach which gives instance-level results
for knowledge base population. The search-based aspect of the setting mimics a user with a
specific query, e.g. “What albums did the musical artist Arctic Monkeys release?” For search, a
commercial search engine is used with the assumption that top ranked retrieved Web searches are
mostly relevant to the query.
Evaluation and Corpus: Since no publicly available corpus for Web-based distant super-
vision exists (see Section 2.4.1) a corpus is collected using the setting introduced above. The
knowledge base Freebase (Bollacker et al., 2008) is used, in line with most existing work, from
which the most popular types and relations are selected for corpus creation. A hold-out evaluation
is then performed on sentence-level and on instance-level.
Combining Predictions: For instance-level relation extraction, predictions are combined for
knowledge base population. Most previous approaches combine predictions in a straightforward
way after extraction (see Section 2.4.2). Another simple way of combining extractions is to combine
feature vectors of testing instances for the same < s, o > tuples before training, which is how
experiments in Mintz et al. (2009) are performed. However, the two different methods are not
compared. This chapter therefore contains experiments for testing what a more successful method
for combining predictions is – trying to combine feature vectors of the same relation tuples before
training or combining the output of the classifiers. Further, distantly supervised relation extraction
approaches typically do not make use of background knowledge in the knowledge base for assessing
which predictions to return. This includes how many objects there are for each subject and relation,
e.g. how many albums are typically listed for each musical artist in the knowledge base. Also
cross-relation information can be retrieved such as if objects which are related to the same subject
have relations with the same object lexicalisations. This chapter further contains experiments on
how to utilise such information from the knowledge base for assessing which predictions to return.
4.1 Distantly Supervised Relation Extraction
Distantly supervised relation extraction is defined as automatically labelling a corpus with prop-
erties, P and resources, R, where resources stand for entities E from a knowledge base, KB, to
train a classifier to learn to predict binary relations. The distant supervision paradigm is defined
as follows (Mintz et al., 2009):
If two entities participate in a relation, any sentence that contains those two entities might express
that relation.
4.2. TRAINING DATA SELECTION 49
In general relations are of the form (s, p, o) ∈ E × P × E, consisting of a subject, a predicate
and an object; during training, those which are contained in a knowledge base are considered, i.e.
(s, p, o) ∈ KB ⊂ R×P×R. In any single extraction we consider only those subjects in a particular
class C ⊂ R, i.e. (s, p, o) ∈ KB ∩ C × P × R. Each resource r ∈ R has a set of lexicalisations,
Lr ⊂ L. Lexicalisations are retrieved from the KB, where they are represented as the name or
alias, i.e. less frequent name of a resource.
In the remainder of this chapter, several variations of this approach are presented, method
names are indicated in bold font.
4.2 Training Data Selection
Before using the automatically labelled corpus to train a classifier, training examples containing
highly ambiguous lexicalisations are detected and discarded. What is measured is the degree to
which a lexicalisation l ∈ Lo of an object o is ambiguous. Ambiguity is defined as the number
of senses the lexicalisation has, where the number of senses is the number of unique resources
representing a lexicalisation.
4.2.1 Ambiguity Of Objects
A first approach is to discard lexicalisations of objects if they are ambiguous for the subject entity,
i.e. if a subject is related to two different objects which have the same lexicalisation, and express
two different relations. To illustrate this, consider the following problem: Let It Be can be both
an album and a track of the subject entity The Beatles, therefore Let It Be should be discarded
as a training example for the class Musical Artist.
Unam: For a given subject s, if it is discovered that a lexicalisation for a related entity o,
i.e. (s, p, o) ∈ KB and l ∈ Lo, then it may be the case that l ∈ Lr for some R 3 r 6= o,
where also (s, q, r) ∈ KB for some q ∈ P , i.e. l has a “sense” o and r, giving rise to ambiguity.
Next, Asl , is defined as the ambiguity of a lexicalisation with respect to the subject as follows:
Asl = |{r | l ∈ Lo ∩ Lr ∧ (s, p, o) ∈ KB ∧ (s, q, r) ∈ KB ∧ r 6= o}|.
4.2.2 Ambiguity Across Classes
In addition to being ambiguous for a subject of a specific class, lexicalisations of objects can be
ambiguous across classes. The assumption made here is that the more senses an object lexicalisa-
tion has, the more likely it is that the object occurrence is confused with an object lexicalisation
of a different property of any class. An example for this are common names of book authors or
common genres as in the sentence “Jack mentioned that he read On the Road”, in which Jack is
falsely recognised as the author Jack Kerouac.
Stop: One type of very ambiguous words with many senses is stop words. Since some objects
of relations in the training set might have lexicalisations which are stop words, those lexicalisations
are discarded if they appear in a stop word list. For this purpose, the stop word list described
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in Lewis et al. (2004) is used, which was originally created for the purpose of information retrieval
and contains 571 highly frequent words.
Stat: For other highly ambiguous lexicalisations of object entities the approach is to estimate
cross-class ambiguity, i.e. to estimate how ambiguous a lexicalisation of an object is compared
with other lexicalisations of objects of the same relation. If its ambiguity is comparatively low,
it is considered a reliable training instance, otherwise it is discarded. For the set of classes under
consideration, the set of properties that apply are known, D ⊂ P , and the sets {o | (s, p, o) ∈
KB ∧ p ∈ D} can be retrieved, as well as the set of lexicalisations for each member, Lo. Ao
is then computed, which is the number of senses for every lexicalisation of an object Lo, where
Ao = |{o | l ∈ Lo}|.
The number of senses of each lexicalisation of an object per relation is viewed as a frequency
distribution. Several metrics are computed – min, max, median (Q2), the lower (Q1) and the
upper quartile (Q3) of those frequency distributions – and compared to the number of senses of
each lexicalisation of an object. If Al > Q, where Q is either Q1, Q2 or Q3 depending on the
model, the lexicalisation of the object is discarded.
StatRes: Since Stat is mainly aimed at n-ary relations, for which many training instances are
available, the goal of StatRes is to restrict the impact of Stat for relations with only few object
lexicalisations per relation. The number of object lexicalisations per property is computed and
viewed as a frequency distribution with min, max, median, lower and upper quartile. If the number
of object lexicalisations at the upper quartile for a relation is 2 or smaller, no training instances
for that relation are discarded. This method is applied for all variants of StatRes.
4.2.3 Relaxed Setting
In addition to increasing the precision of distantly supervised systems by filtering training data,
further experiments are performed aimed at increasing recall by changing the method for creating
test data. Instead of testing, for every sentence, if the sentence contains a lexicalisation of the
subject and one additional entity, we relax the former restriction. The assumption made here is
that the subject of the sentence is mostly consistent within one paragraph as the use of paragraphs
usually implies a unit of meaning, i.e. that sentences in one paragraph often have the same sub-
ject. In practice this means that classifiers are first trained using the original assumption and then,
for testing, instead of only extracting information from sentences which contain a lexicalisation
of the subject, information is also extracted from sentences which are in the same paragraph as
a sentence which contains a lexicalisation of the subject. The new relaxed distant supervision
assumption is as follows:
If two entities participate in a relation, any paragraph that contains those two entities might
express that relation, even if not in the same sentence, provided that another sentence in the
paragraph in itself contains a relationship for the same subject of the relation.
If the assumption is relaxed so two entities only have to appear together in a paragraph, that
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means that the subject has to be resolved in a different way, e.g. by performing co-reference
resolution and searching for a pronoun which is coreferent with the subject mention in a different
sentence. Four different methods are tested for the relaxed setting, one of which does not attempt
to resolve the subject of sentences, one based on an existing co-reference resolution tool, and two
based on gazetteers of Web co-occurrence counts for number and gender of noun phrases.
NoSub: Instead of trying to perform co-reference resolution, the first approach does not at-
tempt to find the subject of the sentence at all. Instead, all features which require the position of
the subject of the relation to be known are disregarded. Features used in both the NoSub setting
and the normal setting are documented in Section 4.3.4.
CorefS: To test how useful off-the-shelf co-reference resolution is for a variety of different
classes and properties, co-reference resolution using the Stanford NLP co-reference resolution tool
is performed. For every sentence in a paragraph that contains at least one sentence with the
subject entity, if any of the sentences contain a pronoun or noun phrase that is coreferent with
the subject entity, it is treated as if it were a lexicalisation of the subject entity and all features
are extracted which are also extracted for the normal setting.
CorefN and CorefP: Since the Stanford NLP co-reference resolution tool is a supervised ap-
proach trained on the news genre, it might not be able to resolve co-references for some of the
classes used. Since training data is not available for all of the domains considered, a heuristic
based on Web co-occurrence counts using the gazetteers collected by Bergsma and Lin (2006) is
used instead.
The first step in co-reference resolution is usually to group all mentions in a text, i.e. all noun
phrases and pronouns, by gender and number. If two mentions disagree in number or gender,
they cannot be coreferent. As an example, should “The Beatles” and “he” be found in the same
sentence, then “The Beatles” and “he” could not be coreferent, because “The Beatles” is a plural
neutral noun phrase, whereas “he” is a singular male pronoun. However, a-priori information
on number and gender of the subject entity is not available. Therefore, those judgments are
instead made based on the number and gender of the class of the subject, e.g. The Beatles is
a Musical Artist, which can be a band (plural) or a female singer or a male singer. Bergsma
and Lin (2006) have collected such a resource automatically, which also includes statistics to
assess how likely it is for a noun phrase to be a certain number or gender. In particular, they
collected co-occurrence counts of different noun phrases with male, female, neutral and plural
pronouns using Web search. The heuristic co-reference approach consists of three steps. First,
noun phrases which express general concepts related to the subject entity are collected, which
is here referred to as synonym gazetteer. The process starts with the lexicalisation of the class
of the entity (e.g. “Book”), for which synonyms, hypernyms and hyponyms are retrieved using
Wikipedia redirection pages and WordNet (Fellbaum, 1998). Second, the gender of each class
is determined by looking up co-occurrence counts for each general concept in the noun phrase,
gender and number gazetteer. Co-reference counts are aggregated for each class and gender or
number (i.e. male, female, neutral, plural). If the aggregated count for each number or gender is
at least 10% of the total count for all genders and numbers, that gender or number is considered to
agree with the class. For each class, a pronoun gazetteer is then created, which contains all male,
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female, neutral or plural personal prounouns including possessives, e.g. for “Book”, that gazetteer
would contain “it, its, itself”. Lastly, those gazetteers are used to resolve co-reference. For every
sentence in a paragraph that contains at least one sentence with the subject entity, if any of the
following sentences contain a pronoun or noun phrase that is part of the synonym or pronoun
gazetteer for that class and it appears in the sentence before the object lexicalisation, that noun
phrase or pronoun is considered coreferent with the subject. The reason to only consider noun
phrases or pronouns to be coreferent with the subject entity if they appear after the object entity
is to improve precision, since anaphora (expressions referring back to the subject) are far more
common than cataphora (expressions referring to the subject appearing later in the sentence).
Two different methods are tested. CorefN only uses the synonym gazetteer, whereas CorefP
uses both the synonym and the pronoun gazetteer. If a sentence contains both a synonym and a
pronoun, the synonym is selected as coreferent for the subject. Then, as for CorefS, those noun
phrases and pronouns are treated as lexicalisations of the subject and all features also used for
the normal setting are extracted.
4.2.4 Information Integration
After features are extracted, a classifier is trained and used to make predictions for testing in-
stances. Predictions for different testing instances can be combined for populating knowledge
bases. Since the same relations might be found in different documents, but some contexts might
be inconclusive or ambiguous, it is useful to integrate information taken from multiple predictions
to increase the chances of predicting the correct relation. Several different methods are tested to
achieve this.
Comb: Normally, one feature vector would be extracted for each training or testing instance.
However, the context of individual instances might be sparse and inconclusive. Since training
and testing instances often occur several times in the document, features can be extracted from
the individual instances, and then aggregated to one feature vector. This provides the classifier
with more information per training or testing instance. This is the default way of integrating
information used in Mintz et al. (2009).
Aggr: For every Freebase class, all testing instances are retrieved from the corpus and the
classifier’s confidence values for classes assigned to object occurrences. There are usually several
different predictions, e.g. the same occurrence could be predicted to be MusicalArtist:album,
MusicalArtist:origin and MusicalArtist:NONE. For a given lexicalisation l, representing an object
to which the subject is related, the classifier gives each object occurrence a prediction which is
the combination of a predicted relation and a confidence. These are collected across the chosen
documents to form a set of confidence values, for each predicted relation, per lexicalisation Elp.
For instance if the lexicalisation l occurs three times across the documents and is predicted to
represent an object to relation p1 once with confidence 0.2, and in other cases to represent the
object to relation p2 with confidence 0.1 and 0.5 respectively, then E
l
p1 = 0.2 and E
l
p2 = {0.1, 0.5}.
Following this, only the relation p with the highest single confidence value E > 0.5 is selected.
In order to form an aggregated confidence for each relation with respect to the lexicalisation,
gpl , the mean average for each such set is calculated and normalised across relations, as follows:
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glp = E
l
p · |E
l
p|∑
q∈P |Elq| . For each lexicalisation l, the relation p with the highest confidence g
l
p is
selected.
Limit: One of the shortcomings of Aggr is that it returns all possible aggregated predictions
for each relation, which sometimes means too many predictions are returned. To address this, the
number of object lexicalisations per property is computed and viewed as a frequency distribution.
Maximum and upper quartile of that distribution is computed, then all predictions are sorted by
confidence value in descending order. The highest ranked n predictions are selected and returned,
starting with the one with the highest confidence value. For LimitMax n is the maximum of
the object lexicalisation per property frequency distribution, whereas for Limit75 it is the upper
quartile.
Multilab: Another shortcoming of Aggr is that it can only be used to predict one label per
aggregated prediction, i.e. Let it Be will either be predicted to be MusicalArtist:album or Mu-
sicalArtist:track, but not both. While it is possible to train a multi-label classifier with noisy,
ambiguous examples (Surdeanu et al., 2012), another option, which is pursued here, is to discard
those examples for training, and to integrate them for testing post hoc. To find out which relations
have any object lexicalisations overlapping with other relations, this information about mutual la-
bels is collected from the part of Freebase used for training. After predictions are aggregated using
Aggr, instead of only returning the label with highest confidence, all possible labels are sorted by
confidence value. If the label with highest confidence and the one with second highest confidence
are mutual labels, both of them are returned, afterwards, if the label with highest confidence and
the one with third highest confidence are mutual labels, the label with third highest confidence is
also returned.3
4.3 System
4.3.1 Corpus
To create a corpus for Web relation extraction using background knowledge from Linked Data,
seven Freebase classes and their five to seven most prominent properties are selected, as shown
in Table 4.1. The selected classes are subclasses of either “Person” (Musical Artist, Politician),
“Location” (River), “Organisation” (Business (Operation)), Education(al Institution)) or “Mixed”
(Film, Book). To avoid noisy training data, only entities which have values for all of those
properties are used and retrieved with the Freebase API. This resulted in 1800 to 2200 entities
per class. For each entity, at most 10 Web pages were retrieved via the Google Search API using
the search pattern “‘subject entity” class name relation name’, e.g. “‘The Beatles” Musical Artist
Origin’. By adding the class name, the expectation is for the retrieved Web pages to be more
relevant to the extraction task. Though adding the class name means the Web pages are more
relevant, this might boost the results compared to other distant supervision methods which do not
make use of this information. Although subject entities can have multiple lexicalisations, Freebase
distinguishes between the most prominent lexicalisation (the entity name) and other lexicalisations
3There is only one instance of three mutual labels for the evaluation set, namely River:origin, River:countries
and River:contained by
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(entity aliases). The entity name is used for all of the search patterns. In total, the corpus consists
of around one million pages drawn from 76,000 different websites. An overview of the distribution
of websites per class is given in Table 4.2.
Person
Musical Artist : album Politician : birthdate
Musical Artist : active (start) Politician : birthplace
Musical Artist : active (end) Politician : educational institution
Musical Artist : genre Politician : nationality
Musical Artist : record label Politician : party
Musical Artist : origin Politician : religion
Musical Artist : track Politician : spouses
Organisation
Business : industry Education : school type
Business : employees Education : mascot
Business : city Education : colors
Business : country Education : city
Business : date founded Education : country
Business : founders Education : date founded
Mixed
Film : release date Book : author
Film : director Book : characters
Film : producer Book : publication date
Film : language Book:genre
Film : genre Book : original language
Film : actor
Film : character
Location
River : origin
River : mouth
River : length
River : basin countries
River : contained by
Table 4.1: Freebase classes and properties/relations used
4.3.2 NLP Pipeline
Text content is extracted from HTML pages using the Jsoup API,4 which strips text from each
element recursively. Each paragraph is then processed with Stanford CoreNLP5 to split the
text into sentences, tokenise it, annotate it with part of speech (POS) tags and normalise time
expressions. Named entities are classified using the 7 class (time, location, organisation, person,
money, percent, date) named entity model. For the relaxed setting (Section 4.2.3), co-references
4http://jsoup.org
5http://nlp.stanford.edu/software/corenlp.shtml
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Musical Artist Politician
21 en.wikipedia.org 17 en.wikipedia.org
6 itunes.apple.com 4 www.huffingtonpost.com
5 www.allmusic.com 3 votesmart.org
4 www.last.fm 3 www.washingtonpost.com
3 www.amazon.com 2 www.nndb.com
2 www.debate.org 2 www.evi.com
2 www.reverbnation.com 2 www.answers.com
57 Others 67 Others
Business Education
13 en.wikipedia.org 23 en.wikipedia.org
6 www.linkedin.com 8 www.linkedin.com
2 www.indeed.com 4 colleges.usnews.rankingsandreviews.com
2 www.glassdoor.co.uk 1 www.forbes.com
1 connect.data.com 1 www.facebook.com
1 www.answers.com 1 www.greatschools.org
1 www.forbes.com 1 www.trulia.com
74 Others 61 Others
Film Book
15 en.wikipedia.org 20 en.wikipedia.org
15 www.imdb.com 15 www.goodreads.com
3 www.amazon.com 12 www.amazon.com
3 www.rottentomatoes.com 9 www.amazon.co.uk
1 www.amazon.co.uk 4 www.barnesandnoble.com
1 www.tcm.com 3 www.abebooks.co.uk
1 www.nytimes.com 2 www.abebooks.com
61 Others 28 Others
River
24 en.wikipedia.org
2 www.britannica.com
1 www.researchgate.net
1 www.facebook.com
1 www.gaiagps.com
1 www.tripadvisor.co.uk
1 www.encyclo.co.uk
69 Other
Table 4.2: Distribution of websites per class in the Web corpus sorted by frequency
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are resolved using the Stanford CoreNLP co-reference resolution system (Lee et al., 2013)6.
Relation candidate identification
Some of the relations we want to extract values for cannot be categorised according to the 7
classes detected by the Stanford NERC and are therefore not recognised. An example for this is
MusicalArtist:album, MusicalArtist:track or MusicalArtist: genre. Therefore, as well as recognising
named entities with Stanford NERC as relation candidates, NER heuristics are applied, which only
recognise entity boundaries, but do not classify them. Note that this does not solve the problem
of labelling NEs for which Stanford NERC fails – a novel method for solving this is proposed in
Chapter 6. Since the NE type is used as a feature for relation extraction (see Section 4.3.4), if an
NE is recognised with heuristics, the NE feature is set to “O” (no type), which is the same as for
NEs for which Stanford NER cannot detect a NER type.
To detect entity boundaries, sequences of nouns and sequences of capitalised words are recog-
nised and both greedy and non-greedy matching is applied, i.e. both full sequences and subse-
quences of those sequences are considered. The reason to do greedy as well as non-greedy matching
is because the lexicalisation of an object does not always span a whole noun phrase, e.g. while ‘sci-
ence fiction’ is a lexicalisation of an object of Book:genre, ‘science fiction book’ is not. However, for
MusicalArtist:genre, ‘pop music’ would be a valid lexicalisation of an object. For greedy matching,
whole noun phrases and sequences of capitalised words are considered. For non-greedy matching,
we consider all subsequences starting with the first word of the those phrases as well as single
tokens, i.e. for ‘science fiction book’, the candidates considered are ‘science fiction book’, ‘science
fiction’, ‘science’, ‘fiction’ and ‘book’. Further, short sequences of words in quotes are recognised.
This is because lexicalisation of objects of MusicalArtist:track and MusicalArtist:album often ap-
pear in quotes, but are not necessarily noun phrases.
4.3.3 Annotating Sentences
The next step is to identify which sentences express relations of interest. Only sentences from
Web pages which were retrieved using a query which contains the subject of the relation are used.
To annotate sentences, all lexicalisations Ls, Lo for subjects and objects related under properties
P for the subject’s class C are retrieved from Freebase. Next, it is checked, for each sentence, if
the sentence contains at least two entities recognised using either the Stanford NERC or the NE
heuristics described in Section 4.3.2, one of which has a lexicalisation of a subject and the other
a lexicalisation of an object of a relation. If it does, this sentence is used as training data for that
property. All sentences which contain a subject lexicalisation and one other entity that is not a
lexicalisation of an object of any property of that subject are used as negative training data for
the classifier. It is likely that some of those instances selected as negative training data are false
negatives since knowledge bases are often incomplete (Min et al., 2013). Mintz et al. (2009) only
use 1% of their negative training data; however, in the setting described in this chapter, all training
data is used. This is because there is less training data overall and it was observed during the
6http://nlp.stanford.edu/software/dcoref.shtml
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evaluation that using more negative training data increases precision and recall of the system. For
testing all sentences that contain at least two entities recognised by either entity recogniser, one
of which must be a lexicalisation of the subject, are used. For the relaxed setting (Section 4.2.3)
only the paragraph the sentence is in must contain a lexicalisation of the subject.
4.3.4 Training Data Selection
After training data is retrieved by automatically annotating sentences, instances are selected from
it, or rather some of the training data is discarded, according to the different methods outlined
in Section 4.2. These models are compared against Baseline models, which do not discard any
training instances.
Features
Given a relation candidate as described in Section 4.3.2, the system then extracts the following
lexical features and named entity features, some of them also used by Mintz et al. (2009). Features
marked with (*) are only used in the normal setting, but not for the NoSub setting(Section 4.2.3).
• The object occurrence
• The bag of words of the occurrence
• The number of words of the occurrence
• The named entity class of the occurrence assigned by the 7-class Stanford NERC
• A flag indicating if the object or the subject entity came first in the sentence (*)
• The sequence of POS tags of the words between the subject and the occurrence (*)
• The bag of words between the subject and the occurrence (*)
• The pattern of words between the subject entity and the occurrence (all words except for
nouns, verbs, adjectives and adverbs are replaced with their POS tag, nouns are replaced
with their named entity class if a named entity class is available) (*)
• Any nouns, verbs, adjectives, adverbs or named entities in a 3-word window to the left of
the occurrence
• Any nouns, verbs, adjectives, adverbs or named entities in a 3-word window to the right of
the occurrence
In comparison with Mintz et al. (2009) a richer feature set is used, specifically more bag of
words features, patterns, a numerical feature and a different, more fine-grained named entity
classifier.
Experiments are performed for both relation extraction for knowledge base population, as in Mintz
et al. (2009), and for predicting relations for individual testing instances. For knowledge base
population, feature vectors are aggregated for relation tuples, i.e. for tuples with the same subject
and object, for training a classifier. In contrast, predicting relations for individual testing instances
means that feature vectors are not aggregated for relation tuples. While predicting relations is
sufficient if the goal is only to retrieve a list of values for a certain property, and not to annotate
text with relations, combining feature vectors for distant supervision approaches can introduce
additional noise for ambiguous subject and object occurrences.
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4.3.5 Models
The models evaluated differ with respect to how sentences are annotated for training, how positive
training data is selected, how negative training data is selected, which features are used, how
sentences are selected for testing and how information is integrated.
Mintz: This model follows the setting of the model which only uses lexical features described
in Mintz et al. (2009). Sentences are annotated using the Stanford NERC (Finkel et al., 2005) to
recognise subjects and objects of relations, 1% of unrelated entities are used as negative training
data and a basic set of lexical features is used. If the same relation tuple is found in several
sentences, feature vectors extracted for those tuples are aggregated. For testing, all sentences
containing two entities recognised by the Stanford NERC are used.
Baseline: This group of models follows the setting described in Section 4.3. It uses sentences
annotated with both Stanford NERC and NER heuristics (Section 4.3.2). All negative training
data is used. For testing, all sentences containing two entities recognised by both Stanford NERC
and the NER heuristics are used.
Comb: This group of models uses the same settings as Baseline models except that feature
vectors for the same relation tuples are aggregated.
Aggr, Limit, MultiLab: These models use the same strategy for named entity recognition and
selecting negative training data as the Comb group of models. However, feature vectors are not
aggregated. Instead, labels are predicted for testing instances and relations are predicted using
the different information integration methods described in Section 4.2.4.
Unam, Stop, Stat, StatRes: Those models select training data according to the different
strategies outlined in Section 4.2.
NoSub: This group of models uses the relaxed setting described in Section 4.2.3 which does
not require sentences to explicitly contain subjects and only uses a restricted set of features for
testing which do not require the position of the subject entity to be known.
CorefS: This is a variant of the relaxed setting, also described in in Section 4.2.3 which uses
Stanford Coref to resolve co-references. The full set of features is extracted for testing.
CorefN, CorefP: Co-references are resolved for those variants of the relaxed setting using
gender and number gazetteers. As for CorefS, the full set of features is extracted for testing.
4.3.6 Predicting Relations
In order to be able to compare the results, the same classifier as in Mintz et al. (2009) is chosen, a
multi-class logistic regression classifier. One multi-class classifier per Freebase class and model is
trained, i.e. 7 classifiers in total. The models are used to classify each testing instance into one of
the relations of the class or NONE (no relation). Predictions are then aggregated for knowledge
base population using the different information integration methods described in Section 4.2.4.
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4.4 Evaluation
4.4.1 Manual Evaluation
To evaluate the models, first, a hold-out evaluation is carried out on a subset of Freebase types,
for which 50% of the data per Freebase type is used for training and 50% for testing. The whole
corpus is annotated with relations already present in Freebase, as described in Section 4.3. 50% of
it is used for training and 50% for testing. Next, a manual evaluation of the highest ranked 10%
of predictions is conducted for a subset of the classes. The following two metrics are used: number
of predictions (number of occurrences which are predicted to be a value of one of the properties
for an entity) and precision.
Ideally, recall would be reported, which is defined as the number of detected true positives
divided by the number of positive instances. However, the number of positive instances is not
known, those could only be obtained by manually examine the whole corpus.
The respective models are restricted as to how many positive predictions they can make by
the distant supervision assumption or the relaxed distant supervision assumption. Therefore,
instead of reporting recall, the number of true positives is reported. This equals the number of
positive instances, also called hits, identified by manual labelling. For the manual evaluation, all
predictions are ranked by probability per property and manually annotated and compared from
the top ranked 10%, then are averaged over all properties per class, as shown in Table 4.3.
Model Book Musical Artist Film Politician
N P N P N P N P
Mintz 105 0.236 216 0.255 110 0.343 103 0.241
Comb 168 0.739 510 0.672 283 0.764 150 0.863
Baseline 1546 0.855 2060 0.586 1574 0.766 488 0.868
Baseline + Stop + Unam 1539 0.857 2032 0.620 1574 0.766 485 0.874
Baseline + Stop + Unam + Stat75 1360 0.948 1148 0.694 303 0.775 474 0.82
Comb + NoSub 705 0.653 2363 0.619 973 0.623 363 0.687
Baseline + NoSub 4948 0.663 11286 0.547 2887 0.673 3970 0.703
Table 4.3: Manual evaluation results: Number of true positives (N) and precision (P) for all Freebase classes
4.4.2 Automatic Evaluation
The goal of the automatic evaluation is to measure how the different distant supervision models
described in Section 4.3.5 perform for the task of knowledge base population, i.e. to measure how
accurate the information extraction methods are at replicating the test part of the knowledge base.
The following metrics are computed: precision, recall and an estimated upper bound for recall.
Precision is defined as the number of correctly labelled relations divided by the number of correctly
labelled plus the number of incorrectly labelled relations. Recall is defined as the number of
correctly labelled relations divided by the number of all relation tuples in the knowledge base.
The number of all relation tuples includes all different lexicalisations of objects contained in the
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knowledge base.
To achieve a perfect recall of 1, all relation tuples in the knowledge base have to be identified
as relation candidates in the corpus first. However, not all relation tuples also have a textual
representation in the corpus. To provide insight into how many of them do, we compute an
estimated upper bound for recall. The upper bound would usually be computed by dividing the
number of all relation tuples appearing in the corpus by the number of relation tuples in the
knowledge base, as e.g. in Gentile et al. (2013). The upper bound provided is only an estimate,
since the corpus is too big to examine each sentence manually. Instead, it is computed by dividing
the number of relation tuples identified using the most inclusive relation candidate identification
strategy, those used by the NoSub models, by the number of relation tuples in the test knowledge
base.
Results for different training data selection models detailed in Section 4.3.5 averaged over all
properties of each class are listed in Table 4.4. Results for different information integration models
are listed in Table 4.5 and results for different co-reference resolution methods per class are listed
in Table 4.6. Finally, Table 4.7 shows results for the best performing normal model and the best
performing model for the relaxed setting per Freebase class.
Model P R F1
Mintz 0.264 0.0359 0.0632
Baseline 0.770 0.0401 0.0762
Baseline + Stop + Unam 0.773 0.0395 0.0752
Baseline + Stop + Unam + Stat75 0.801 0.0243 0.0472
Baseline + Stop + Unam + Stat50 0.801 0.0171 0.0335
Baseline + Stop + Unam + Stat25 0.767 0.00128 0.0026
Baseline + Stop + Unam + StatRes75 0.784 0.0353 0.0676
Baseline + Stop + Unam + StatRes50 0.787 0.0341 0.0654
Baseline + Stop + Unam + StatRes25 0.78 0.0366 0.0699
NoSub 0.645 0.0536 0.0990
CorefS 0.834 0.0504 0.0951
CorefN 0.835 0.0492 0.0929
CorefP 0.830 0.0509 0.0959
CorefN + Stop + Unam + Stat75 0.857 0.0289 0.0559
Table 4.4: Training data selection results: micro average of precision (P), recall (R) and F1 measure (F1) over
all relations, using the Multilab+Limit75 integration strategy and different training data selection models. The
estimated upper bound for recall is 0.0917.
4.5 Results
From a manual evaluation of the highest ranked 10% of results per property (Section 4.3) it can
be observed that there is a significant difference in terms of precision between the different model
groups. In addition, it can be observed that there is a sizable difference in precision for different
properties and classes. It is easiest to classify numerical values correctly, followed by people.
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Model P R F1
Comb 0.742 0.0328 0.0628
Aggr 0.813 0.0341 0.0655
LimitMax 0.827 0.0267 0.0517
MultiLab 0.837 0.0307 0.0336
Limit75 + MultiLab 0.857 0.0289 0.0432
Table 4.5: Information integration results: micro average of precision (P), recall (R) and F1 measure (F1) over all
relations, using the CorefN+Stop+Unam+Stat75 model and different information integration methods.
Class CorefS CorefN CorefP
P R F1 P R F1 P R F1
Musical Artist 0.736 0.0112 0.0221 0.744 0.0112 0.0221 0.7473 0.01121 0.0221
Politician 0.796 0.0577 0.1076 0.788 0.0498 0.0937 0.788 0.0567 0.1058
River 0.890 0.0902 0.1638 0.889 0.0902 0.1638 0.873 0.0932 0.1684
Business 0.849 0.1232 0.2152 0.861 0.1352 0.2337 0.856 0.1593 0.2686
Education 0.927 0.09 0.1641 0.928 0.0893 0.1629 0.926 0.0898 0.1637
Book 0.814 0.0465 0.0880 0.804 0.0461 0.0872 0.808 0.0484 0.0913
Film 0.8 0.0405 0.0771 0.0803 0.0411 0.0544 0.795 0.0415 0.0789
Table 4.6: Co-reference resolution results: micro average of precision (P), recall (R) and F1 measure (F1) over all
relations, using the CorefN+Stop+Unam+Stat75 model and different co-reference resolution methods.
Class best normal best relaxed
P R F1 P R F1 upper bound
Musical Artist 0.671 0.006 0.1102 0.7443 0.0112 0.0354 0.0221
Politician 0.76 0.0316 0.0607 0.7876 0.0498 0.1777 0.0937
River 0.875 0.0234 0.0456 0.889 0.0902 0.14 0.1638
Business Operation 0.851 0.071 0.1311 0.8611 0.1352 0.232 0.2337
Educational Institution 0.931 0.0795 0.1465 0.9283 0.0893 0.1343 0.1629
Book 0.773 0.0326 0.0626 0.8044 0.0461 0.105 0.0872
Film 0.819 0.0258 0.0500 0.8026 0.0411 0.1804 0.0782
Table 4.7: Best overall results: micro average of precision (P), recall (R), F1 measure (F1) and estimated upper
bound for recall over all relations. The best normal method is the Stop+Unam+Stat75 training data selection
strategy and the MultiLab+Limit75 integration strategy, the best “relaxed” method uses the same strategies for
training data selection and information integration and CorefN for co-reference resolution.
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Overall, the lowest precision is achieved for Musical Artist and the highest for Book.
The results for a bigger set of classes in the automatic evaluation confirm the general tendency
already observed for the automatic evaluation. The (reimplemented) Mintz baseline model has
the lowest precision out of all models. This is partly because the amount of available training
data for those models is much smaller than for other models. For candidate identification, only
entities recognised by Stanford NERC are used and in addition the approach by Mintz et al. (2009)
only uses 1% of available negative training data. For other models NER heuristics are used in
addition, which do not assign a NE label to instances. As a result, the NE class feature for the
relation extractor is missing for all those NEs only detected by NER heuristics, which makes it
much more difficult to predict a label. In the Mintz et al. (2009) paper this is solved by using more
training data and only training a classifier for relations which have at least 7000 training examples.
As Mintz et al. (2009)’s approach and other distant supervision approaches use different corpora
and a different evaluation setup, the experiments documented in this chapter cannot be directly
compared with those other approaches.
The Comb group of models have a much higher precision than the Mintz model. This difference
can be explained by the difference in features, but mostly the fact that the Mintz model only uses
1% of available negative training data. The absolute number of correctly recognised property
values in the text is about 5 times as high as the Mintz group of features which, again, is due to
the fact that Stanford NERC fails to recognise some of the relevant entities in the text.
For the different training data selection methods, Unam, Stop, Stat and StatRes, it can be
observed that removing some of the ambiguities helps to improve the precision of models, but
always at the expense of recall. However, removing too many positive training instances also
hurts precision. The highest overall precision is achieved using the Stop+Unam+Stat75 training
data selection method.
Although strategically selecting training instances improves precision, the different informa-
tion integration methods tested have a much bigger impact on precision. Allowing multiple
labels for predictions (MultiLab) amounts to a significant boost in precision, as well as restricting
the maximum number of results per relation. Limit75 leads to a higher precision than LimitMax
at a small decrease in recall.
The different models based on the relaxed setting show a surprisingly high precision. They out-
perform all models in terms of recall, and even increase precision for most classes. The classes
they do not increase precision for are “Educational Institution” and “Film”, both of which already
have a high precision for the normal setting. The NoSub model has the highest recall out of all
models based on the relaxed setting, since it is the least restrictive one. However, it also has the
lowest precision.
The different co-reference resolution models overall achieve very similar precision and recall.
There is a difference in performance between different classes though: the gazetteer-based method
outperforms the Stanford Coref model in terms of precision for the classes “Musical Artist”,
“Business Operation”, “Educational Institution” and “Film”, whereas the Stanford Coref method
outperforms the gazetteer-based method for “Politician”, “River” and “Book”. Stanford Coref
relies on Stanford NER as a pre-processing step. If the latter fails, co-references cannot be resolved.
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As analysed in depth in the next two chapters, named entity recognition and classification is easiest
for persons and locations (such as politicians and rivers) and more challenging for organisations
and especially miscellaneous NEs. Performing such tasks in diverse genres such as the Web genre
makes it all the more challenging. NERC failure could be part of the reason Stanford Coref
performs better for some entities, whereas gazetteer-based methods perform better for others.
This suggests that in the context of Web information extraction for knowledge base population,
simple co-reference resolution methods based on synonym gazetteers are equally as effective as
supervised co-reference resolution models overall.
The models which perform co-reference resolution have about the same recall as other models,
but increase precision by up to 11% depending on the class. The reason those models perform
so well is that individual predictions are combined. Even if predicting relations for individual
instances is more challenging using co-reference resolution compared to just using sentences which
contain mentions of entities explicitly, predictions for some testing instances can be made with a
high confidence. This redundancy gained from additional results helps to improve overall precision.
However, it is possible that with more testing data, performing co-reference resolution on the
testing data might not increase precision. Examining the relationship between using co-reference
resolution and increased recall is left for future work.
In general, the availability of test data poses a challenge, which is reflected by the estimated
upper bound for recall (see Table 4.4). The upper bound is quite low, depending on the class
between 0.035 and 0.23. Using search based methods to retrieve Web pages for training and
testing is quite widely used, e.g. Vlachos and Clark (2014b) also use it for gathering a corpus for
distant supervision. To increase the upper bound, one strategy could be to just retrieve more pages
per query, as Vlachos and Clark (2014b) do. Another option would be to use a more sophisticated
method for building search queries, as for instance researched by West et al. (2014). What was not
investigated in the context of this thesis is which websites the correct and incorrect extractions are
from. It might be that the correct extractions are from more structured sources such as Wikipedia
or imdb (see Table 4.2 for a list of training data sources)
As for different relations and classes (see Table 4.7), it can be observed that there is a sizable
difference in precision for them. Overall, the lowest precision is achieved for Musical Artist and
the highest for Educational Institution. The reason for this could partly be albums and tracks are
only recognised with NER heuristics, but not with Stanford NERC, a problem that is addressed
in Chapter 6.
When examining the training set it is further observed that there seems to be a strong corre-
lation between the number of training instances and the precision for that property. This is also
an explanation as to why removing possibly ambiguous training instances only improves precision
up to a certain point: the classifier is better at dealing with noisy training data than too little
training data.
Also, the test data is analysed to try to identify patterns of errors. The two biggest groups of
errors are entity boundary recognition and subject identification errors. An example for the first
group is the following sentence:
“<s>The Hunt for Red October</s> remains a masterpiece of military <o>fiction</o>.”
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Although “fiction” would be a correct result in general, the correct property value for this spe-
cific sentence would be “military fiction”. The NER heuristics suggest both as possible candidates
(since both greedy and non-greedy matching are employed, but the relation classifier should only
classify the complete noun phrase as a value of Book:genre. There are several reasons for this:
“military fiction” is more specific than “fiction”, and since Freebase often contains the general
category (“fiction”) in addition to more fine-grained categories, more property values for abstract
categories are available to use as instances for training than for more specific categories. Sec-
ond, the Web corpus also contains more mentions for broader categories than for more specific
ones. Third, when annotating training data, positive candidates are not restricted to whole noun
phrases, as explained in Section 4.3.2. As a result, if none of the lexicalisations of the entity match
the whole noun phrase, but there is a lexicalisation which matches part of the phrase, that is used
for training and the classifier learns wrong entity boundaries. Instead of requiring strict matching
of entity boundaries, following the ConLL 2003 NERC evaluation guidelines (Tjong Kim Sang and
De Meulder, 2003), lenient matches could also be allowed, as e.g. in the context of (Walker et al.,
2006). For the ACE evaluation, partial matches are allowed if the head of the NE matches and a
certain minimum proportion of characters match. Different criteria for comparing NE anontations
are also discussed and compared in Demetriou et al. (2008).
The second big group of errors is that occurrences are classified for the correct relation, but
the wrong subject.
“<s>Anna Karenina</s> is also mentioned in <o>R. L. Stine</o>’s Goosebumps series
Don’t Go To Sleep.”
In that example, “R. L. Stine” is predicted to be a property value for Book:author for the
entity “Anna Karenina”. This happens because, at the moment, we do not take into consideration
that two entities can be in more than one relation. Therefore, the classifier learns wrong, positive
weights for certain contexts.
4.6 Discussion
This chapter proposes and evaluates a distantly supervised class-based approach for relation ex-
traction from the Web which strategically selects instances for training, extracts relations across
sentence boundaries, and integrates relations for knowledge base population. Previous distantly
supervised approaches have been tailored towards extraction from narrow genres, such as news
and Wikipedia, and are therefore not fit for Web relation extraction: they fail to identify named
entities correctly; they suffer from data sparsity; and they either do not try to resolve noise caused
by ambiguity or do so at a significant increase of runtime. They further assume that every sentence
may contain any entity in the knowledge base, which is very costly. The goals of this chapter are
therefore to:
• improve named entity recognition and classification
• use more testing data by integrating co-reference resolution methods
• experiment with how to combine extractions
• research simple and cheap methods of reducing noise for distant supervision
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• propose a setting for distant supervision which uses Web search to identify Web pages con-
taining sentences which are relevant to the relation in question
The research described in this chapter has made a first step towards achieving those goals. Ex-
periments with simple NER heuristics are presented, which are used in addition to a NERC trained
for the news genre. Findings for this are that it can especially improve on the number of extrac-
tions for non-standard named entity classes such as MusicalArtist:track and MusicalArtist:album.
At the moment, the NER heuristics only recognise, but do not classify NEs. In the following
chapters, the goal is to to research distantly supervised named entity classification methods to
assist relation extraction.
To overcome data sparsity and increase the number of extractions, co-references are resolved
and relations are extracted across sentence boundaries and integrated for knowledge base popu-
lation. Findings are that extracting relations across sentence boundaries not only increases recall
by up to 25% depending on the model, but also increases precision by 8% on average. Moreover,
a finding is that while Stanford Coref works well for Freebase classes including “Politician”, for
other types such as “Film”, a gazetteer-based method for co-reference resolution performs better.
To populate knowledge bases, different information integration strategies are tested, which differ
in performance by 5%.
Further, it is demonstrated that simple, statistical methods to select instances for training
can help to improve the performance of distantly supervised Web relation extractors, increasing
precision by 3% on average. The performance of those methods is dependent on the type of
relation they are applied to and on how many instances there are available for training. Removing
too many training instances tends to hurt performance rather than improve it.
One potential downside of using distant supervision for knowledge base population is that it
either requires a very large corpus, such as the Web, or a big knowledge base for training. As such,
distant supervision itself is an minimally supervised domain-independent approach, but might not
necessarily be useful for scenarios for which only a small corpus of documents or only a very small
number of relation tuples is available in the knowledge base. For the experiments documented in
this chapter, a relatively large part of the knowledge base is used for training, i.e. 1000 entities
for training per class, and 10 Web documents per entity and relation. In other experimental
setups for distant supervision, only 30 entities, but 300 Web documents per entity and relation
are used (Vlachos and Clark, 2014b). It is not just the quantity of documents retrieved that
matters, but also the relevance to the information extraction task. Information retrieval for Web
relation extraction, i.e. how to formulate queries to retrieve relevant documents for the relation
extraction task is something that has already been researched, but not been exploited for distant
supervision yet (West et al., 2014).
4.7 Summary
This chapter contains research and experiments addressing six shortcomings of distant supervision.
In order to decrease the noise of training data, methods for selecting training instances are
researched and documented in this chapter. The methods aim at exploiting background knowledge
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from knowledge bases even further to measure ambiguity of terms and then select training data
which is very unlikely to be noisy. These methods can be used prior to the learning process, whereas
other state of the art methods aim at decreasing the noise of training data as part of the learning
process, selecting more suitable contexts or manually improve training data. It would therefore be
easy to apply those methods in conjunction with each other as they are complementary. Results
indicate that these methods improve precision, but that other factors might play a more important
role, such as candidate identification with named entity recognition and classification, acquiring
additional test data with co-reference resolution and information integration.
As for selecting testing instances, a popular off-the-shelf co-reference resolution approach,
Stanford Coref (Lee et al., 2013) is compared against heuristics relying on gender and number
gazetteers (Bergsma and Lin, 2006) and gazetteers created from Wikipedia redirection pages and
WordNet (Fellbaum, 1998), and also against a baseline which does not try to resolve the subjects of
relations. Findings are that co-reference resolution methods for acquiring additional testing data
increase performance for knowledge base population. Further, Stanford Coref and the gazetteer-
based methods suggested in this chapter show complementary performance. Co-reference resolu-
tion methods increase recall by up to 25% depending on the model and increase precision by 8%
on average for the setting in this chapter. Those are promising results, however, there are still
several open research questions not investigated in this respect. One reason co-reference resolution
is helpful is the number of additional extracted relations for knowledge base population. What
is left for future research is to study what the exact relation between the number of results per
relation candidate and F1 are.
A different setting for the evaluation of distant supervision systems is presented in this chapter.
An architecture for Web search-based distant supervision is proposed and discussed. The approach
uses search queries about instances to retrieve top ranked Web pages. In contrast to existing work,
relations can be extracted from a small set of Web pages instead of a large corpus, which should
reduce the probability of false predictions for knowledge base population and reduce computational
effort. However, no direct empirical evaluation and comparison of this setup is made to other
settings.
The evaluation setup in this chapter demonstrates that the manual evaluation and an au-
tomatic evaluation for knowledge base population show very similar results. It can therefore be
concluded that, although an automatic knowledge base population evaluation relies on imprecise
annotations, it is suitable to assess the performance of distant supervision methods. This setup is
therefore also used in Chapter 6. A corpus for Web-based distant supervision has been created
which contains sentences with relations of seven popular Freebase types: Musical Artist, Politi-
cian, Business Operation, Educational Institution, Film, Book and River. The corpus contains
Web pages from over 100 different websites per Freebase type, making it a diverse corpus. The
corpus is also used for further experiments documented in Chapter 6.
Different methods for combining predictions also substantially help to improve the preci-
sion for knowledge base population, namely allowing multiple labels for predictions, as well as
restricting the maximum number of results per relation.
Further, the chapter contains early experiments on named entity recognition heuristics for
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relation extraction to make up for errors caused by an off-the-shelf tool, namely Stanford NER. The
heuristics use POS tags and Web-based heuristics, i.e. HTML markup. Named entity recognition
and classification is an integral part of relation extraction since relation extraction directly depends
on named entity recognition and classification for relation candidate identification, and errors made
at this stage are difficult to make up for at the relation extraction stage. NERC is well-researched
for the newswire genre, for which corpora and tools are readily available, but less so for more
diverse genres such as the Web. As observed in early experiments documented in this chapter,
applying supervised NERC approaches trained on newswire to the more diverse Web genre results
in NEs not being recognised.
To summarise, this chapter introduces a Web search-based setting for gathering training and
testing data for distant supervision and it introduces a new corpus for Web-based distant supervi-
sion. Simple methods for discarding noisy training data for distant supervision are proposed and
evaluated. These methods are less computationally expensive than previously proposed methods
and improve precision for knowledge base population. Relations are extracted from sentences which
do not contain the proper name of the subject of the relation, based on existing co-reference reso-
lution approaches and simpler approaches based on synonyms and number and gender gazetteers.
Those further improve the precision for knowledge base population. Several simple methods for
combining extractions for knowledge base population are evaluated, which take into account how
many results to return and if extractions can have multiple labels. Finally, simple methods for
increasing the number of relation candidates with NER heuristics are studied since off-the-shelf
supervised NER solutions often fail on noisy Web text. The next chapter now studies the problem
of named entity recognition and classification in diverse genres in more detail.
Since named entity recognition and classification is such an important part of relation extrac-
tion, the next chapter (Chapter 5) documents studies why NERC errors happen, particularly in
diverse genres such as the Web, and quantifies these errors.
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Chapter 5
Recognition and Classification of
Diverse Named Entities
5.1 Introduction
Named entity recognition and classification (NERC, short NER), the task of recognising and
assigning a type to mentions of proper names (named entities, NEs) in text, has a long standing
tradition, starting from the first MUC challenge in 1987 (Grishman and Sundheim, 1995).
NERC is an integral part of relation extraction since relation extraction directly depends on
named entity recognition and classification for relation candidate identification. Unrecognised
NEs are a big problem for Web-based distant supervision, as early experiments in the previous
chapter have already shown. If suitable corpora are readily available, using trained NERC tools
as preprocessing can be successful, but this poses a more substantial problem for the Web genre
because standard pre-trained NERC tools do not work well on this type of text.
Generally speaking, NLP methods struggle with noisy text, that is, text that contains spelling
errors, abbreviations, dialectical and informal usage and grammatical mistakes (Subramaniam
et al., 2009). Such informal communications appear often on Web pages, blogs, tweets or in online
chat, or generally speaking any kind of unedited user-generated content. The corpus used for
relation extraction experiments in this thesis contains a variety of such content (see Table 4.2):
websites with user reviews such as Amazon, Goodreads or Tripadvisor or knowledge exchange
websites such as Answers.com.
The prevailing assumption has been that lower NER performance in diverse genres such as
social media is due to differences arising from using newswire as training data, as well as from
language irregularities (e.g. Ritter et al. (2011)). No prior studies, however, have investigated
this quantitatively; for example, it is unknown if this performance drop is really due to a higher
proportion of unseen NEs in the social media, or NEs being situated in different kinds of linguistic
context.
This chapter quantifies errors made by NERC tools, and analyses and compares NERC ap-
proaches on different gold standard corpora to get a better understanding of the NERC task
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for different genres1. Domains and genres are two of the characterising distinctions of corpora.
Domains typically indicate subject fields such as “politics” or “science”, whereas genres help
to differentiate between the type of communication such as “broadcast news” or “phone calls”,
though some definitions and categorisations overlap (Lee, 2001). This chapter focuses on analysing
corpora for different genres. Notable genres analysed include Web data and Twitter data, since
informal language is even more pronounced in the latter, which has lead to much research on this
topic in the past few years (e.g. Baldwin et al. (2015)) and the creation of NERC corpora for
Twitter (Finin et al., 2010; Ritter et al., 2011; Rowe et al., 2013).
Existing studies suggest that named entity diversity, a discrepancy between named entities in
the training set and the test set, and a diverse context makes NER more difficult (Derczynski et al.,
2015b). As mentioned above, user generated content on Web pages or social media contains noise,
which means such corpora contain an even more diverse context and more diverse NE mentions.
The hypothesis analysed in this chapter is that one of the main reasons for NERC failure is that
NERC tools heavily rely on direct lexical matches as cues and have difficulties generalising over a
training set to recognise unseen NE mentions in the test corpora. The latter is a challenge arising
from entity drift (Derczynski et al., 2013; Fromreide et al., 2014) over time. Drift is where unseen
NE mentions in user generated content such as Twitter or blogs increase over time since popular
topics discussed change. In addition, unseen words increase over time since linguistic conventions
change very quickly due to new abbreviations or colloquialisms emerging. In practice, annotated
corpora become less and less useful over time (Eisenstein, 2013).
This chapter aims to quantify how NERC diversity impacts different NER methods, by mea-
suring named entity (NE) and context variability, feature sparsity, and their effects on precision,
recall and F1.
In particular, the findings indicate that supervised NERC methods struggle to generalise in
diverse genres with limited training data. Further, the best predictor for a high NERC performance
is found to be the percentage of NEs which appear in both the training and the test corpus.
After studying the NERC task for diverse genres, the chapter discusses what the implications
of the findings of this chapter are for relation extraction on Web data and how a successful NERC
method for distantly supervised relation extraction for Web pages can be developed (Section 5.6).
Accordingly, the contributions of this chapter lie in investigating the following open research
questions:
RQ1 How does NERC performance differ for corpora over different text types/genres?
RQ2 What is the impact of NE diversity on NERC performance?
RQ3 How well do NERC methods perform out-of-genre and what impact do unseen NEs (i.e.
those which appear in the test set, but not the training set) have on out-of-genre perfor-
mance?
RQ4 What is the relationship between Out-of-Vocabulary (OOV) features (unseen features),
OOV entities (unseen NEs) and performance?
To ensure representativeness and comprehensiveness, experiments in this chapter are per-
1The content of this chapter is based on work which is currently under review with the journal Information
Processing & Management (Augenstein et al., 2015a).
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formed on key benchmark NER corpora spanning multiple genres, time periods, and corpus
annotation methodologies and guidelines. As detailed in Section 5.4.1, the corpora studied are
OntoNotes (Hovy et al., 2006), ACE (Walker et al., 2006), MUC 7 (Chinchor, 1998), the Ritter
NER corpus (Ritter et al., 2011), the MSM 2013 corpus (Rowe et al., 2013), and the UMBC Twitter
corpus (Finin et al., 2010). To eliminate potential bias from the choice of statistical NER approach,
experiments are carried out with three differently-biased NER approaches, namely Stanford NER,
SENNA and CRFSuite (see Section 5.4.2 for details).
5.2 Related Work
The general problem of machine learning-based named entity recognition has been addressed in
the literature over many years, and so there are accompanying analyses. For example, early NER
tasks such as the MUC series prompted a statistical analysis (Palmer and Day, 1997). Later, there
were major general surveys of existing NER methods, such as (Nadeau and Sekine, 2007). In
turn, desiderata and frameworks for general NER have been developed and presented alongside
implemented approaches (Ratinov and Roth, 2009).
Throughout the years, it has been important to regularise and avoid overfitting – even in
cases where there are large corpora all of the same type and with the same entity classification
scheme, such as ACE (Mooney and Bunescu, 2005). This becomes more important as the scope
and variety of the text broadens, e.g. when moving from newswire to web text (Whitelaw et al.,
2008). Additionally, recall has been a problem, as named entities often seem to have unusual
surface forms. They may consist of unusual character sequences for that language (e.g. Szeged)
or words that individually are typically not NEs, but as phrases are being used as one (e.g. the
White House). Gazetteers often play a key role in overcoming low NER recall (Mikheev et al.,
1999). Research on gazetteer collection has moved from manual assembly (Cunningham et al.,
2002), through automatic collection (Kozareva, 2006; Maynard et al., 2009), and now the most
recent NER challenges have distributed entity gazetteers (Baldwin et al., 2015) derived from linked
data (Bollacker et al., 2008) as part of their baseline systems.
Indeed, the move from ACE and MUC to broader kinds of corpus seem to present existing
NER resources and resources with a great deal of difficulty (Maynard et al., 2003). This has led to
productive research on domain adaptation, specifically with entity recognition in mind (Daume´,
2007; Wu et al., 2009; Chiticariu et al., 2010). However, in more recent comparisons of NER
performance over different corpora with different methods, the older tools tend to simply fail to
adapt, even given a fair amount of in-genre data and support (Ritter et al., 2011; Derczynski et al.,
2015b). Simultaneously, the value in non-newswire data has rocketed: for example, social media
now provides us with a sample of all human discourse, which is unedited and does not follow
publishing guidelines, and all in digital format – leading to whole new fields of research opening
in computational social science (Hovy et al., 2015; Plank and Hovy, 2015; Preot¸iuc-Pietro et al.,
2015).
Research on NER for social media content is, accordingly, a highly popular research area (Ritter
et al., 2011; Liu et al., 2011; Plank et al., 2014; Derczynski et al., 2015b; Cherry and Guo, 2015),
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with multiple recent shared tasks (Rowe et al., 2015; Baldwin et al., 2015). The task is generally
cast as a genre adaptation problem from newswire data, integrating the two kinds of data for
training (Cherry and Guo, 2015) or including a lexical normalisation step (Han and Baldwin,
2011) to move the problem back to territory more familiar to existing models and methods.
Two major perceived challenges are that NEs mentioned in tweets change over time, i.e. entity
drift (Derczynski et al., 2013; Fromreide et al., 2014), and that diversity of context makes NER
more difficult (Derczynski et al., 2015b).
This chapter takes a new angle on genre adaptation and the progress of named entity recog-
nition research. The idea explored in this chapter is that overfitting has occurred not only at
the level of dataset and model, but also through the community’s reliance on ageing, low-variety
datasets over a long period. Accordingly, analyses of multiple systems are performed, comprising
different approaches to statistical NER, over multiple text genres with varying NE and lexical di-
versity. In line with prior work on analysing NER performance (Palmer and Day, 1997; Derczynski
et al., 2015b), Section 5.4 next starts by carrying out corpus analysis and introduces briefly the
NER methods used for experimentation. Unlike prior efforts, however, the main objectives of this
chapter are to uncover the impact of NE diversity and context diversity on F1, and also to study
the relationship between OOV NEs and features and F1 (see Section 5.5 for details).
5.3 Experiments
5.4 Datasets and Methods
5.4.1 Datasets
Since the goal of this study is to compare NER performance on corpora from diverse domains and
genres, seven benchmark NER corpora are included, spanning newswire, broadcast conversation,
web content, and social media (see Table 5.1 for details). These datasets were chosen such that
they have been annotated with the same or very similar entity types, in particular, names of people,
locations, and organisations. Thus corpora including only domain-specific entities (e.g. biomedical
corpora) were excluded. The choice of corpora was also motivated by their chronological age, i.e.
we wanted to ensure a good temporal diversity, in order to study possible effects of entity drift.
Corpora Used
In chronological order, the first corpus included here is MUC 7, which is the last one of the
MUC challenges (Chinchor, 1998). This is an important corpus, since the Message Understanding
Conference (MUC) was the first one to introduce the NER task in 1995 (Grishman and Sundheim,
1995), with a focus on recognising persons, locations and organisations in newswire text.
A subsequent evaluation campaign was the ConLL 2003 NER shared task (Tjong Kim Sang
and De Meulder, 2003), which created gold standard data for newswire in Spanish, Dutch, English
and German. The corpus of this evaluation effort is now one of the most popular gold standards
for NER, with new NER tools and methods typically reporting performance on that.
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Later evaluation campaigns began addressing NER for genres other than newswire, specifically
ACE (Walker et al., 2006) and OntoNotes (Hovy et al., 2006). Both of those contain subcorpora
in several genres, namely newswire, broadcast news, broadcast conversation, weblogs, and con-
versational telephone speech. ACE, in addition, contains a subcorpus with usenet newsgroups.
The languages covered are English, Arabic and Chinese. A further difference between the ACE
and Ontonotes corpora on one hand, and CoNLL and MUC on the other, is that they contain
annotations not only for NER, but also for other tasks such as coreference resolution, relation and
event extraction and word sense disambiguation. In this chapter, however, we restrict ourselves
purely to the English NER annotations, for consistency across datasets.
With the emergence of social media, studying NER performance on this genre gained momen-
tum. So far, there have been no big evaluation efforts, such as ACE and OntoNotes, resulting in
substantial amounts of gold standard data. Instead, benchmark corpora were created as part of
smaller challenges or individual projects. The first such corpus is the UMBC corpus for Twitter
NER (Finin et al., 2010), where researchers used crowdsourcing to obtain annotations for persons,
locations and organisations. A further Twitter NER corpus was created by Ritter et al. (2011),
which, in contrast to other corpora, contains more fine-grained types defined by the Freebase
schema (Bollacker et al., 2008). Next, the Making Sense of Microposts initiative (Rowe et al.,
2013) provides single annotated data for named entity recognition on Twitter for persons, loca-
tions, organisations and miscellaneous. MSM initiatives from 2014 onwards in addition feature a
named entity linking task, but since we only focus on NER here, the 2013 corpus is used.
These corpora are diverse not only in terms of genres and time periods covered, but also in
terms of NE types and their definitions. In particular, the ACE and OntoNotes corpora try to
model entity metonymy by introducing facilities and geo-political entities (GPEs). Since the rest
of the benchmark datasets do not make this distinction, metonymous entities are mapped to a
more common entity class (see below).
In order to ensure consistency across corpora, only Person (PER), Location (LOC) and Or-
ganisation (ORG) are used in the experiments, and other NE types are mapped to O (no NE).
For the Ritter corpus, the 10 entity types are collapsed to 3 as in Ritter et al. (2011). For the
ACE and OntoNotes corpora, the following mapping is used: PERSON → PER; LOCATION,
FACILITY, GPE → LOC; ORGANIZATION → ORG; all other types → O.
Tokens are annotated with BIO sequence tags, indicating that they are the beginning (B) or
inside (I) of NE mentions, or outside of NE mentions (O). For the Ritter and ACE 2005 corpora,
separate training and test corpora are not publicly available, so we randomly sample 1/3 for testing
and use the rest for training. Separate models are then trained on the training parts of each corpus
and evaluated on the development (if available) and test parts of the same corpus. If development
corpora are available, as they are for ConLL (ConLL Test A) and MUC (MUC 7 Dev), they are
not merged with the training corpora for testing, as it was permitted to do in the context of those
evaluation challenges.
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Corpus Genre N PER LOC ORG
MUC 7 Train Newswire (NW) 552 98 172 282
MUC 7 Dev Newswire (NW) 572 93 193 286
MUC 7 Test Newswire (NW) 863 145 244 474
ConLL Train Newswire (NW) 20061 6600 7140 6321
ConLL TestA Newswire (NW) 4229 1641 1434 1154
ConLL TestB Newswire (NW) 4946 1617 1668 1661
ACE NW Newswire (NW) 3835 894 2238 703
ACE BN Broadcast News (BN) 2067 830 885 352
ACE BC Broadcast Conversation (BC) 1746 662 795 289
ACE WL Weblog (WEB) 1716 756 411 549
ACE CTS Conversational Telephone Speech (CTS) 2667 2256 347 64
ACE UN Usenet Newsgroups (UN) 668 277 243 148
OntoNotes NW Newswire (NW) 52055 12640 16966 22449
OntoNotes BN Broadcast News (BN) 14213 5259 5919 3035
OntoNotes BC Broadcast Conversation (BC) 7676 3224 2940 1512
OntoNotes WB Weblog (WEB) 6080 2591 2319 1170
OntoNotes TC Telephone Conversations (TC) 1430 745 569 116
OntoNotes MZ Magazine (MZ) 8150 2895 3569 1686
MSM 2013 Train Twitter (TWI) 2815 1660 575 580
MSM 2013 Test Twitter (TWI) 1432 1110 98 224
Ritter Twitter (TWI) 1221 454 380 387
UMBC Twitter (TWI) 510 172 168 170
Table 5.1: Corpora genres and number of NEs of different types
Dataset Sizes and Characteristics
Table 5.1 shows what genres the different corpora belong to, the number of NEs and the proportions
of NE types per corpus. Sizes of NER corpora have increased over time, from MUC to OntoNotes.
Further, the type distribution varies between corpora: while the ConLL corpus is very balanced
and contains about equal numbers of PER, LOC and ORG NEs, other corpora are not. The most
imbalanced corpus is the MSM 2013 Test corpus, which contains 98 LOC NEs, but 1110 PER
NEs.
This makes it very difficult to compare NER performance across corpora, since performance
partly depends on training data size. Since comparing NER performance as such is not the goal
of this research, the impact of training data size is illustrated by using learning curves in the next
section. NERC performance is shown on trained corpora normalised by size in Table 5.5. For
subsequent experiments throughout this chapter, only the original training data sizes are used.
In order to compare corpus diversity across genres, NE and token/type diversity metrics are
used (see e.g. Palmer and Day (1997)). Table 5.3 shows the ratios between the number of NEs
and the number of unique NEs per corpus, while Table 5.2 reports the token/type ratios. The
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Corpus Genre Tokens Types Ratio Norm Ratio
MUC 7 Train NW 8476 2086 4.06 3.62
MUC 7 Dev NW 9117 1722 5.29 4.79
MUC 7 Test NW 12960 2895 4.48 3.80
ConLL Train NW 204567 23624 8.66 2.91
ConLL TestA NW 34392 7815 4.40 2.62
ConLL TestB NW 39474 8428 4.68 2.64
ACE NW NW 66875 8725 7.66 3.40
ACE BN BN 66534 7630 8.72 3.40
ACE BC BC 52758 5913 8.92 4.40
ACE WL WEB 50227 8529 5.89 3.12
ACE CTS CTS 58205 3425 16.99 7.22
ACE UN UN 82515 8480 9.73 4.49
OntoNotes NW NW 1049713 42716 24.57 3.69
OntoNotes BN BN 259347 16803 15.43 3.77
OntoNotes BC BC 245545 13218 18.58 3.95
OntoNotes WB WEB 205081 17659 11.61 3.86
OntoNotes TC TC 110135 5895 18.68 6.98
OntoNotes MZ MZ 197517 15412 12.82 3.68
MSM 2013 Train TWI 56722 10139 5.59 3.50
MSM 2013 Test TWI 32295 6474 4.99 3.66
Ritter TWI 48864 10587 4.62 2.78
UMBC TWI 7037 3589 1.96 1.96
Table 5.2: Token/type ratios and normalised token/type ratios of different corpora
lower those ratios are, the more diverse a corpus is. While token/type ratios also include tokens
which are NEs, they are a good measure of broader linguistic diversity.
While these are good metrics, there are other factors which contribute to corpus diversity,
including how big a corpus is and how well sampled it is, e.g. if a corpus is only about one
story, it should not be surprising to see a high token/type ratio. Therefore, by experimenting on
multiple corpora, from different genres and created through different methodologies, the aim is to
encompass all those aspects of corpus diversity.
Since the original NE and token/type ratios do not account for corpus size, Tables 5.2 and 5.3
present also the normalised ratios. For those, a number of tokens equivalent to those in the UMBC
corpus (7037) (Table 5.2) or, respectively, a number of NEs equivalent to those in the UMBC corpus
(506) are selected (Table 5.3). One possibility for sampling would be to sample tokens and NEs
randomly. However, this would not reflect the composition of corpora appropriately. Corpora
consist of several documents, tweets or blog entries, which are likely to repeat the words or NEs
since they are about one story. The difference between bigger and smaller corpora is then that
bigger corpora consist of more of those documents, tweets, blog entries, interviews, etc. Therefore,
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Corpus Genre NEs Unique NEs Ratio Norm Ratio
MUC 7 Train NW 552 232 2.38 2.24
MUC 7 Dev NW 572 238 2.40 2.14
MUC 7 Test NW 863 371 2.33 1.90
ConLL Train NW 20038 7228 2.77 1.83
ConLL TestA NW 4223 2154 1.96 1.28
ConLL TestB NW 4937 2338 2.11 1.31
ACE NW NW 3835 1358 2.82 2.13
ACE BN BN 2067 929 2.22 1.81
ACE BC BC 1746 658 2.65 1.99
ACE WL WEB 1716 931 1.84 1.63
ACE CTS CTS 2667 329 8.11 4.82
ACE UN UN 668 374 1.79 1.60
OntoNotes NW NW 52055 17748 2.93 1.77
OntoNotes BN BN 14213 3808 3.73 2.58
OntoNotes BC BC 7676 2314 3.32 2.47
OntoNotes WB WEB 6080 2376 2.56 1.99
OntoNotes TC TC 1430 717 1.99 1.66
OntoNotes MZ MZ 8150 2230 3.65 3.16
MSM 2013 Train TWI 2815 1817 1.55 1.41
MSM 2013 Test TWI 1432 1028 1.39 1.32
Ritter TWI 1221 957 1.28 1.20
UMBC TWI 506 473 1.07 1.07
Table 5.3: NE/Unique NE ratios and normalised NE/Unique NE ratios of different corpora
sampling is instead performed by taking the first n tokens for the token/type ratios or the first n
NEs for the NEs/Unique NEs ratios.
Looking at the normalised diversity metrics, the lowest NE/Unique NE ratios <= 1.5 (in bold)
can be achieved for TWI corpora as well ConLL Test corpora. The former is not surprising since
one would expect noise in social media text such as spelling mistakes to also have an impact on how
often the same NEs are seen. The latter is more surprising and suggests that the ConLL corpora
are well balanced in terms of stories. Also low NE/Unique ratios (<= 1.7) can be observed for
ACE WL, ACE UN and OntoNotes TC. Similar to social media text, weblogs, usenet dicussions
and telephone conversations also contain a larger amount of noise compared to the traditionally
studied newswire genre, hence this is also not a surprising result. Corpora with high NE/Unique
NE ratios (> 2.5) are ACE CTS, OntoNotes MZ and OntoNotes BN. These results are also not
surprising. The telephone conversations in ACE CTS are all about the same story and MZ and
NW data BN data are expected to be more regular due to editing.
The token/type ratios reflect similar trends. Low token/type ratios <= 2.8 (in bold) are
observed for the TWI corpora Ritter and UMBC, as well as ConLL Test corpora. Token/type
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ratios are also low (<= 3.2) for ConLL Train and ACE WL. Interestingly, ACE UN and MSM
Train and Test do not have low token/type ratios although they have low NE/Unique ratios, i.e.
in those corpora, many diverse persons, locations and organisations are mentioned, but similar
context words are used. Token/type ratios are high (>= 4.4) for MUC7 Dev, ACE BC, ACE
CTS, ACE UN and OntoNotes TC. Telephone conversations (TC) having high token/type ratios
is unsuprising since they contain many filler words (e.g. “uh”, “you know”), as well as NE corpora,
which are generally expected to have regular language use.
Furthermore, it is worth pointing out that, especially for the larger corpora, e.g. OntoNotes
NW, size normalisation makes a big difference. The normalised NE/Unique NE ratios drop by
almost half compared to the unnormalised ratios, and normalised Token/Type ratios drop by up
to 85%. This strengthens the argument for size normalisation and also poses the question if low
NERC performance for diverse genres is mostly due to the lack of large training corpora. This is
investigated further in Section 5.5.1.
Corpus Genre NE tokens O tokens Density Norm Density
MUC 7 Train NW 914 7562 0.11 0.11
MUC 7 Dev NW 976 8141 0.11 0.10
MUC 7 Test NW 1624 11336 0.13 0.13
ConLL Train NW 29450 174171 0.14 0.15
ConLL TestA NW 6237 28154 0.18 0.18
ConLL TestB NW 7194 32279 0.18 0.19
ACE NW NW 7330 59545 0.11 0.11
ACE BN BN 3555 62979 0.05 0.06
ACE BC BC 3127 49631 0.06 0.06
ACE WL WEB 3227 47000 0.06 0.08
ACE CTS TC 3069 55136 0.05 0.06
ACE UN UN 1060 81455 0.01 0.01
OntoNotes NW NW 96669 953044 0.09 0.11
OntoNotes BN BN 23433 235914 0.09 0.08
OntoNotes BC BC 13148 232397 0.05 0.11
OntoNotes WB WEB 10636 194445 0.05 0.06
OntoNotes TC TC 1870 108265 0.02 0.01
OntoNotes MZ MZ 15477 182040 0.08 0.11
MSM 2013 Train TWI 4535 52187 0.08 0.07
MSM 2013 Test TWI 2480 29815 0.08 0.07
Ritter TWI 1842 44627 0.04 0.04
UMBC TWI 747 6290 0.11 0.11
Table 5.4: Tag density and normalised tag density, the proportion of tokens with NE tags to all tokens
Lastly, Table 5.4 reports tag density (percentage of tokens tagged as part of a NE), which is
another useful metric of corpus diversity that can be interpreted as the information density of
a corpus. What can be observed here is that the NW corpora have the highest tag density and
generally tend to have higher tag density than corpora of other genres. Corpora with especially
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low tag density <= 0.06 (in bold) are the TC corpora, Ritter, OntoNotes WB, ACE UN, ACE
BN and ACE BC. As already mentioned, conversational corpora, to which ACE BC also belong,
tend to have many filler words, thus it is not surprising that they have a low tag density. There
are only minor differences between the tag density and the normalised tag density, since corpus
size as such does not impact tag density.
5.4.2 NER Models and Features
The performance of three widely-used supervised statistical approaches to NER are evaluated:
Stanford NER2, SENNA,3 and CRFSuite.4
These systems have contrasting notable attributes. Stanford NER (Finkel et al., 2005) is
the most popular of the three, deployed widely in both research and commerce. The system
has been developed in terms of both generalising technologies and also specific additions for cer-
tain languages. The majority of openly-available additions to Stanford NER, in terms of models,
gazetteers, prefix/suffix handling and so on have been for newswire-type text. Named entity recog-
nition and classification is modelled as a sequence labelling task with a first-order a Conditional
Random Field (CRF) model (Lafferty et al., 2001).
SENNA (Collobert et al., 2011) is a more recent system for named entity extraction and
other NLP tasks. Using word representations and deep learning with deep convolutional neural
networks, the general principle for SENNA is to avoid task-specific engineering while also doing
well on multiple benchmarks. The approach taken to fit these desiderata is to use representations
induced from large unlabeled datasets, including LM2 (introduced in the paper itself) and Brown
clusters (Brown et al., 1992; Derczynski and Chester, 2016). The outcome is a flexible system
that is readily adaptable, given training data. Although the system is more flexible in general, it
relies on learning language models from unlabelled data. For the setup in Collobert et al. (2011)
language models are trained for seven weeks on the English Wikipedia, Reuters RCV1 (Lewis et al.,
2004) and parts of the WSJ, and results are reported on ConLL 2003. Reuters RCV1 is chosen
as unlabelled data because the English ConLL 2003 corpus is created from the Reuters RCV1
corpus. For the experiments described in this chapter, the original language models distributed
with SENNA are used and SENNA is evaluated within the DeepNL framework (Attardi, 2015).
As such, it is to some degree also biased towards the ConLL 2003 benchmark data.
Finally, the classical NER approach from CRFsuite (Okazaki, 2007) is used. This frames NER
as a structured sequence prediction task, using features derived directly from the training text.
Unlike the other systems, no external knowledge (e.g. gazetteers and unsupervised representations)
are used. This provides a strong basic supervised system, and has not been tuned for any particular
domain or genre, thus having potential to reveal more challenging genres without any intrinsic
bias.
The feature extractors natively distributed with the NER tools are used: for Stanford NER,
the feature set “chris2009” is used without distributional similarity, for SENNA the only available
2http://nlp.stanford.edu/projects/project-ner.shtml
3https://github.com/attardi/deepnl
4https://github.com/chokkan/crfsuite/blob/master/example/ner.py
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one is used, for CRFSuite the provided feature extractor without POS or chunking features is
used.
These systems are compared against a simple surface form memorisation tagger. The mem-
orisation baseline picks the most frequent NE label for each token sequence as observed in the
training corpus. There are two types of ambiguity: one is overlapping sequences, e.g. if both
“New York City” and “New York” are memorised as a location. In that case the longest-matching
sequence is labeled with the corresponding NE type. The second, type ambiguity occurs when the
same textual label refers to different NE types, e.g. “Google” could either refer to the name of a
company, in which case it would be labelled as ORG, or to the company’s search engine, which
would be labelled as O (no NE).
5.5 Experiments
5.5.1 RQ1: NER performance in Different Domains
CRFSuite Stanford NER SENNA
Genre P R F1 P R F1 P R F1
MUC 7 Dev NW 62.95 61.3 62.11 68.94 69.06 69 55.82 65.38 60.23
MUC 7 Test NW 63.4 50.17 56.02 70.91 51.68 59.79 54.35 51.45 52.86
ConLL TestA NW 66.63 44.62 53.45 70.31 48.1 57.12 72.22 70.75 71.48
ConLL TestB NW 67.73 43.47 52.95 69.61 44.88 54.58 48.6 48.46 48.53
ACE NW NW 49.73 30.72 37.98 46.41 34.19 39.37 46.78 50.45 48.55
ACE BN BN 56.69 13.55 21.87 56.09 26.64 36.12 40.07 36.83 38.38
ACE BC BC 59.46 29.88 39.77 60.51 40.07 48.21 39.46 41.94 40.66
ACE WL WEB 65.48 21.65 32.54 59.52 22.57 32.73 53.07 32.94 40.65
ACE CTS TC 69.77 14.61 24.15 74.76 23.05 35.24 72.36 68 70.11
ACE UN UN 20 0.41 0.81 10.81 1.65 2.87 12.59 7.44 9.35
OntoNotes NW NW 53.48 28.42 37.11 64.03 30.45 41.28 36.84 51.56 42.97
OntoNotes BN BN 65.08 55.58 59.96 76.5 57.81 65.86 59.33 66.12 62.54
OntoNotes BC BC 49.13 30.14 37.36 55.47 36.56 44.07 36.33 50.79 42.36
OntoNotes WB WEB 50.41 22.02 30.65 57.46 28.83 38.4 51.39 48.16 49.72
OntoNotes TC TC 67.18 22.82 34.07 65.25 29.44 40.58 59.92 50 54.51
OntoNotes MZ MZ 58.15 44.1 50.16 74.59 43.84 55.22 54.19 54.64 54.41
MSM 2013 Test TWI 70.98 36.38 48.11 75.37 38.9 51.31 56.7 60.89 58.72
Ritter TWI 75.56 25.19 37.78 78.29 29.38 42.73 59.06 46.67 52.14
UMBC TWI 47.62 10.64 17.39 62.22 14.81 23.93 33.15 31.75 32.43
Macro Average 58.92 30.82 38.64 63.00 35.36 44.13 49.59 49.17 48.98
Table 5.5: P, R and F1 of NERC with different models evaluated on different testing corpora, trained on corpora
normalised by size
The first research question studied in this chapter is whether existing NER approaches gener-
alise well over training data in different genres. In order to answer this, Precision (P), Recall (R)
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Memorisation CRFSuite Stanford NER SENNA
P R F1 P R F1 P R F1 P R F1
MUC 7 Dev 44.35 27.4 33.87 63.49 61.82 62.64 69.98 70.1 70.04 55.12 73.43 62.97
MUC 7 Test 50 18.75 27.27 63.43 50.64 56.31 71.11 51.97 60.05 53.84 60.95 57.17
ConLL TestA 61.15 35.67 45.06 91.51 88.22 89.84 93.09 91.39 92.23 91.73 93.05 92.39
ConLL TestB 54.36 23.01 32.33 87.24 82.55 84.83 88.84 85.42 87.1 85.89 87 86.44
ACE NW 48.25 31.59 38.18 57.11 44.43 49.98 55.43 48.06 51.48 53.45 50.54 51.95
ACE BN 34.24 20.85 25.92 55.26 22.37 31.85 53.61 33.94 41.57 51.15 50.84 50.99
ACE BC 48.98 32.05 38.75 59.04 46.01 51.72 59.41 50.93 54.84 52.22 47.88 49.96
ACE WL 45.26 5.63 10.01 62.74 21.65 32.2 59.72 22.18 32.34 51.03 22.83 31.55
ACE CTS 79.73 17.2 28.3 80.05 32.04 45.76 81.89 39.59 53.38 75.68 67.22 71.2
ACE UN 12.29 11.93 12.11 20 0.41 0.81 13.51 2.07 3.58 22.22 1.65 3.08
OntoNotes NW 39.01 31.49 34.85 82.19 77.35 79.7 84.89 80.78 82.78 79.37 76.76 78.04
OntoNotes BN 18.32 32.98 23.55 86.51 80.59 83.44 88.33 83.42 85.8 84.69 83.7 84.2
OntoNotes BC 17.37 24.08 20.18 75.59 65.26 70.04 76.34 69.02 72.5 70.38 73.4 71.86
OntoNotes WB 52.61 29.27 37.62 64.73 45.52 53.45 68.62 54.13 60.52 63.94 61.3 62.59
OntoNotes TC 6.48 16.55 9.32 65.26 32.4 43.31 68.82 44.6 54.12 73.45 57.84 64.72
OntoNotes MZ 44.56 31.12 36.64 79.87 74.27 76.97 82.07 79.32 80.67 74.42 76.23 75.31
MSM 2013 Test 20.51 7.84 11.35 83.08 56.91 67.55 83.64 60.68 70.34 70.89 70.74 70.81
Ritter 50.81 15.11 23.29 76.36 31.11 44.21 80.57 34.81 48.62 67.43 43.46 52.85
UMBC 76.92 5.29 9.9 47.62 10.64 17.39 62.22 14.81 23.93 33.15 31.75 32.43
Macro Average 42.38 21.99 26.24 68.48 48.64 54.84 70.64 53.54 59.26 63.69 59.50 60.55
Table 5.6: P, R and F1 of NERC with different models trained on original corpora
and F1 metrics are reported on size normalised corpora (Table 5.5) and original corpora (Tables 5.6
and 5.7). The reason for size normalisation is to make results comparable across corpora. For size
normalisation, the training corpora are downsampled to include the same number of NEs as the
smallest corpus, UMBC. For that, sentences are selected from the beginning of the train part of
the corpora so that they include the same number of NEs as UMBC. Other ways of downsampling
the corpora would be to select the first n sentences or the first n tokens, where n is the number of
sentences in the smallest corpus. The reason that the number of NEs, which represent the number
of positive training examples, are chosen for downsampling the corpora is that the number of
positive training examples have a much bigger impact on learning than the number of negative
training examples. For instance, Forman and Cohen (2004) study topic classification performance
for small corpora and sample from the Reuters corpus, among others. They find that adding more
negative training data gives little to no improvement, whereas adding positive samples drastically
improves performance.
In Table 5.5 with size normalised precision (P), recall (R), and F1-Score (F1), the lowest 5 P,
R and F1 values per method (CRFSuite, Stanford NER, SENNA) are in bold and results for all
corpora are summed up with macro average.
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Memorisation CRFSuite Stanford NER SENNA
Corpus PER LOC ORG PER LOC ORG PER LOC ORG PER LOC ORG
MUC 7 Dev 3.67 28.3 43.87 58.54 63.83 63.03 57.61 75.44 70.44 60.83 62.99 63.8
MUC 7 Test 16.77 51.15 9.56 52.87 59.79 55.33 61.09 72.8 50.42 79.08 61.38 47.4
ConLL TestA 34.88 49.11 55.66 92 91.92 84 94.31 93.85 87.09 95.14 94.65 85.55
ConLL TestB 12.8 40.52 41.71 87.45 87.09 79.78 90.47 89.21 81.45 91.42 89.35 78.78
ACE NW 0 52.12 0 37.47 57.35 33.89 39.92 58.46 38.84 49.72 57.89 30.99
ACE BN 13.37 41.26 18 35.58 35.36 14.81 45.86 41.56 31.09 55.74 55.02 26.73
ACE BC 0 62.64 0 44.32 64.07 23.19 49.34 65.24 30.77 44.98 61.81 18.92
ACE WL 1.44 33.06 0 39.01 37.5 10.97 37.41 42.91 7.96 37.75 40.15 5.96
ACE CTS 18.62 63.77 0 46.28 46.64 0 52.67 60.56 0 75.31 47.35 26.09
ACE UN 0 14.92 7.55 3.08 0 0 0 6.17 0 5.48 2.78 0
OntoNotes NW 20.85 55.67 14.85 84.75 82.39 74.82 86.39 85.62 78.47 80.82 85.71 69.08
OntoNotes BN 15.37 27.52 12.59 88.67 86.4 66.64 90.98 88.88 68.78 90.06 87.46 66.24
OntoNotes BC 10.92 24.89 10.9 69.13 79.28 52.26 75.54 79.04 54.48 74.13 81.02 50.98
OntoNotes WB 26.2 54.86 5.71 50.17 67.76 22.33 60.28 72.05 30.21 66.63 73.15 31.03
OntoNotes TC 19.67 7.71 0 40.68 50.38 8.16 54.24 58.43 18.87 67.06 68.39 7.84
OntoNotes MZ 21.39 58.76 4.55 83.49 80.44 52.86 86.44 84.65 56.88 83.92 78.06 48.25
MSM 2013 Test 4.62 44.71 26.14 75.9 43.75 24.14 78.46 42.77 31.37 81.04 45.42 28.12
Ritter 15.54 35.11 20.13 43.19 54.08 33.54 48.65 57 37.97 63.64 61.47 22.22
UMBC 5.97 22.22 0 8.33 32.61 6.06 25.32 39.08 2.94 33.12 52.1 6.38
Macro Average 12.74 40.44 14.27 54.78 58.98 37.15 59.74 63.88 40.95 65.05 63.48 37.60
Table 5.7: F1 per NE type with different models trained on original corpora
Comparing the different methods, it can be observed that the highest F1 results are achieved
with SENNA, followed by Stanford NER and CRFSuite. SENNA has a balanced P and R, which
can be explained by the use of word embeddings as features, which help with the unseen word
problem. For Stanford NER as well as CRFSuite, which do not make use of embeddings, recall
is about half of precision. These findings are in line with other work reporting the usefulness of
word embeddings and deep learning for a variety of NLP tasks and domains (Socher et al., 2011;
Glorot et al., 2011; Bengio, 2012). With respect to individual corpora, the ones where SENNA
outperforms other methods by a large margin (>= 13 points in F1) are ConLL Test A, ACE CTS
and OntoNotes TC. The first is not surprising since this is the genre SENNA was tuned to in the
original publication. The second is more unexpected and could be due to those corpora containing
a disproportional amount of PER and LOC NEs compared to ORG NEs, which are easier to tag
correctly, as can be seen in Table 5.7, where F1 of NERC methods is reported on the original
training data.
The hypothesis that CRFSuite is less tuned for NW corpora and might therefore have a more
balanced performance across genres does not hold. Results with CRFSuite for every corpus are
worse than the results for that corpus with Stanford NER.
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Figure 5.1: F1 of different NER methods with respect to corpus size, measured in log of number of NEs
As for performance on different corpora, even with size normalisation it can be observed that
F1 scores vary widely across corpora, e.g. for SENNA ranging from 9.35% F1 (ACE UN) to 71.48%
(ConLL Test A). The lowest results are consistently observed for the ACE subcorpora, UMBC,
and OntoNotes BC and WB. The highest results are obtained on the ConLL Test A corpus,
OntoNotes BN and MUC 7 Dev. This to some degree confirms our hypothesis that NER systems
achieve higher performance on NW than on corpora from other genres, probably due to many
researchers using them as benchmarks for tuning their approaches. Looking at the TWI corpora
which previous work has reported as being challenging, the results are not as clear as anticipated
originally. Although results for UMBC are among the lowest, results for MSM 2013 and Ritter are
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in the same range or even higher than those on NW datasets. This begs the question whether low
results for TWI corpora reported in previous studies were mostly due to the lack of sufficiently
large in-genre (i.e. Twitter) training data.
When results on the normalised datasets are compared against those obtained using the original
training corpora, TWI results are lower than those for most OntoNotes corpora and ConLL test
corpora, mostly due to lower recall. Other corpora with noticably lower NERC performance are
ACE UN and WEB corpora. This confirms the hypothesis that social media and Web corpora are
amongst the more challenging for NERC, but as mentioned above, part of the reason for this is
their small size.
The CoNLL results, on the other hand, are the highest across all corpora irrespective of the
NERC method. What is very interesting to see is that they are much higher than the results on the
biggest training corpus, OntoNotes NW. For instance, SENNA has an F1 of 78.04 on OntoNotes,
compared to an F1 of 92.39 and 86.44 for ConLL Test A and Test B respectively. So even though
OntoNotes NW is more than twice the size of ConLL in terms of NEs (see Table 5.3), NERC
performance is much higher on ConLL. NERC performance with respect to training corpus size
is represented in Figure 5.1. The latter figure confirms that although there is some dependency
between corpus size and F1, the variance between results on comparably sized corpora is big. This
strengthens the argument that there is a need for experimental studies, such as those reported
below, to find out what, apart from corpus size, impacts NERC performance.
Another set of results presented in Table 5.6 are those of the simple NERC memorisation
baseline. It can be observed that corpora with a low F1 for NERC methods, such as UMBC and
ACE UN, also have a low memorisation performance. For corpora with high NERC performance
this holds again, but not for all corpora, e.g. for ConLL Test A and OntoNotes NW, both
memorisation performance and NERC performance is high, but memorisation performance for
OntoNotes BC is only average.
When NERC results are compared to the corpus diversity statistics (i.e. NE/Unique NE ratios,
token/type ratios, and tag density), the strongest predictor for F1 is tag density. There is a loose
correlation between high F1 and high tag density, whereas for NE/unique ratios and token/type
ratios, no such correlations can be observed. However, tag density is also not an absolute predictor
for NERC performance. While NW corpora, which have a high NERC performance also have a
high tag density, corpora of other genres with high tag density do not necessarily have a high F1.
In summary, observations in this section are that NERC approaches perform particularly well
on the ConLL corpus, and, in general, better on NW corpora than on most other genres. However,
normalising corpora by size results in more noisy data such as TWI and WEB data achieving
similar results to NW corpora. Therefore, one conclusion is that increasing the amount of available
in-genre training data will likely result in improved NERC performance. Corpus size, however,
is not an absolute predictor, since NW corpora larger than the ConLL dataset still achieve lower
NERC performance. A high tag density is a good, but also not absolute, predictor for high F1.
What we found to be a good predictor for a high F1 is a high memorisation performance. Inspired
by those findings, the next section will take a closer look at the impact of seen and unsen NEs on
NER performance.
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5.5.2 RQ2: Impact of NE Diversity
Corpus Genre Unseen Seen Proportion Unseen
MUC 7 Dev NW 348 224 0.608
MUC 7 Test NW 621 241 0.720
ConLL TestA NW 1485 2744 0.351
ConLL TestB NW 2453 2496 0.496
ACE NW NW 549 662 0.453
ACE BN BN 365 292 0.556
ACE BC BC 246 343 0.418
ACE WL WEB 650 112 0.853
ACE CTS TC 618 410 0.601
ACE UN UN 274 40 0.873
OntoNotes NW NW 8350 10029 0.454
OntoNotes BN BN 2427 3470 0.412
OntoNotes BC BC 1147 1003 0.533
OntoNotes WB WEB 1390 840 0.623
OntoNotes TC TC 486 88 0.847
OntoNotes MZ MZ 1185 1112 0.516
MSM 2013 Test TWI 992 440 0.693
Ritter TWI 302 103 0.746
UMBC TWI 176 13 0.931
Table 5.8: Proportion of unseen entities in different test corpora
Unseen NEs are those with surface forms present only in the test, but not training data,
whereas seen NEs are those also encountered in the training data. As discussed previously, the
ratio between those two measures is an indicator of corpus NE diversity.
Table 5.8 shows how the number of unseen NEs per test corpus relates to the total number of
NEs per corpus. The proportion of unseen forms varies widely by corpus, ranging from 0.351 (ACE
NW) to 0.931 (UMBC). As expected there is a correlation between corpus size and percentage of
unseen NEs, i.e. smaller corpora such as MUC and UMBC tend to contain a larger proportion
of unseen NEs than bigger corpora such as ACE NW. Similarly to the token/type ratios listed
in Table 5.2, it can be observed that TWI and WEB corpora have a higher proportion of unseen
entities.
As can be seen from Table 5.6, corpora with a low percentage of unseen NEs (e.g. ConLL
Test A and OntoNotes NW) tend to have high NERC performance, whereas corpora with high
percentage of unseen NEs (e.g. UMBC) tend to have low NERC performance. This seems to
suggest that NERC approaches struggle with recognising and classifying unseen NEs correctly.
Therefore, next we examine NERC performance for unseen and seen NEs separately.
What becomes clear from the macro averages in Table 5.95 is that F1 on unseen NEs is
5Note that the performance over unseen and seen entities in Table 5.9 does not add up to the performance
reported in Table 5.6 because performance in Table 5.9 is only reported on positive test samples.
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CRFSuite Stanf SENNA All
P R F1 P R F1 P R F1 P R F1
MUC 7 Dev Seen 96.00 85.71 90.57 98.65 98.21 98.43 90.48 93.3 91.87 95.04 92.41 93.62
Unseen 65.22 47.41 54.91 75.31 52.59 61.93 59.54 60.06 59.8 66.69 53.35 58.88
MUC 7 Test Seen 87.02 74.79 80.44 97.81 92.53 95.10 82.81 87.6 85.14 89.21 84.97 86.89
Unseen 59.95 41.22 48.85 61.93 37.2 46.48 51.57 50.24 50.9 57.82 42.89 48.74
ConLL TestA Seen 96.79 94.46 95.61 97.87 97.34 97.61 97.34 96.55 96.94 97.33 96.12 96.72
Unseen 86.34 79.19 82.61 87.85 81.82 84.73 95.32 92.43 93.85 89.84 84.48 87.06
ConLL TestB Seen 93.70 89.98 91.80 96.07 94.07 95.06 94.3 91.77 93.02 94.69 91.94 93.29
Unseen 85.71 76.76 80.99 86.76 79.05 82.72 91.69 87.32 89.46 88.05 81.04 84.39
ACE NW Seen 97.28 64.80 77.79 96.05 69.79 80.84 93.3 63.14 75.32 95.54 65.91 77.98
Unseen 57.48 22.40 32.24 56.05 25.32 34.88 63.49 36.43 46.3 59.01 28.05 37.81
ACE BN Seen 93.65 40.41 56.46 94.29 67.81 78.88 91.32 68.49 78.28 93.09 58.90 71.21
Unseen 66.04 9.59 16.75 47.44 10.14 16.7 71.57 40 51.32 61.68 19.91 28.26
ACE BC Seen 90.76 65.89 76.35 91.01 70.85 79.67 88.11 62.68 73.25 89.96 66.47 76.42
Unseen 62.82 19.92 30.25 62.89 24.8 35.57 57.5 28.05 37.7 61.07 24.26 34.51
ACE WL Seen 89.47 60.71 72.34 96.67 77.68 86.14 91.49 38.39 54.09 92.54 58.93 70.86
Unseen 75.76 15.38 25.58 61.03 12.77 21.12 62.21 20.77 31.14 66.33 16.31 25.95
ACE CTS Seen 97.38 45.37 61.90 98.48 63.17 76.97 96.35 64.39 77.19 97.40 57.64 72.02
Unseen 95.42 23.66 37.92 92.55 24.11 38.25 96.43 69.9 81.05 94.80 39.22 52.41
ACE UN Seen 0.00 0.00 0.00 0 0 0 100 1.53 3.02 33.33 0.51 1.01
Unseen 100.00 0.51 1.02 62.5 1.82 3.55 0 0 0 54.17 0.78 1.52
OntoNotes NW Seen 95.18 90.44 92.75 96.88 93.98 95.4 73.12 65.76 69.24 88.39 83.39 85.80
Unseen 73.43 63.00 67.81 76.17 65.8 70.6 96.88 93.98 95.4 82.16 74.26 77.94
OntoNotes BN Seen 95.60 90.86 93.17 96.75 94.5 95.61 81.76 73.34 77.32 91.37 86.23 88.70
Unseen 82.67 67.24 74.16 83.45 68.97 75.52 96.75 94.5 95.61 87.62 76.90 81.76
OntoNotes BC Seen 95.29 88.83 91.95 93.85 88.24 90.96 64.27 59.11 61.58 84.47 78.73 81.50
Unseen 70.91 47.60 56.96 74.82 55.19 63.52 93.85 88.24 90.96 79.86 63.68 70.48
OntoNotes WB Seen 91.96 81.57 86.45 94.01 89.64 91.77 63.75 47.73 54.59 83.24 72.98 77.60
Unseen 58.97 26.49 36.56 64.86 34.39 44.95 94.01 89.64 91.77 72.61 50.17 57.76
OntoNotes TC Seen 94.03 56.25 70.39 94.81 82.95 88.48 80.2 51.73 62.89 89.68 63.64 73.92
Unseen 70.79 27.27 39.38 74.8 37.86 50.27 94.81 82.95 88.48 80.13 49.36 59.38
OntoNotes MZ Seen 95.24 88.89 91.95 99.09 97.75 98.42 71.31 62.86 66.82 88.55 83.17 85.73
Unseen 75.44 57.95 65.55 80.23 64.05 71.23 99.09 97.75 98.42 84.92 73.25 78.40
MSM 2013 Test Seen 92.40 69.09 79.06 91.73 78.18 84.42 84.22 69.96 76.43 89.45 72.41 79.97
Unseen 87.21 52.22 65.32 87.08 54.33 66.91 91.73 78.18 84.42 88.67 61.58 72.22
Ritter Seen 100.00 65.05 78.82 98.8 79.61 88.17 100 68.93 81.61 99.60 71.20 82.87
Unseen 79.73 19.54 31.38 76.62 19.54 31.13 78.17 36.75 50 78.17 25.28 37.50
UMBC Seen 100.00 23.08 37.50 100 53.85 70 90 69.23 78.26 96.67 48.72 61.92
Unseen 59.38 10.86 18.36 66.67 12.5 21.05 52.78 32.39 40.14 59.61 18.58 26.52
Macro Average Seen 89.57 67.17 75.02 91.20 78.43 83.79 86.01 65.08 71.41 88.92 70.22 76.74
Unseen 74.38 37.27 45.61 72.58 40.12 48.48 76.18 62.08 67.20 74.38 46.49 53.76
Table 5.9: P, R and F1 of NERC with different models of unseen and seen NEs
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significantly lower than F1 on seen NEs for all three NERC approaches. This is mostly due
to recall on unseen NEs being lower than that on seen NEs. In particular, Stanford NER and
CRFSuite have almost 50% lower recall on unseen NEs compared to seen NEs. Out of the three
different approaches, SENNA is the one with the smallest difference between F1 on seen and
unseen NEs, and in fact for many corpora has a lower F1 for seen NEs than Stanford NER. This
is because SENNA’s features are based on word embeddings, which helps a bit with generalisation
to unseen NEs, while at the same time decreasing F1 for seen NEs. Although SENNA appears to
be better at generalising than Stanford NER and CRFSuite with simple features, there is still a
sizable difference between F1 of seen NEs and unseen NEs. The difference in macro average F1
between unseen and seen NEs for SENNA is 21.77, whereas it is 29.41 for CRFSuite and 35.68 for
Stanford NER.
The fact that F1 on unseen entities is significantly lower than F1 on seen NEs partly explains
what we observed in the previous section, i.e., that corpora with a high proportion of unseen
entities, such as the ACE WL corpus, have an overall lower F1 than corpora of a similar size from
other genres, such as the ACE BC corpus (F1 of 30 compared to 50, see Table 5.6).
However, even though the F1 of seen NEs is higher than the F1 of unseen NEs, there is still a
significant difference of F1 between seen NEs in corpora of different sizes and genres. For instance,
F1 of seen NEs in ACE WL, averaged over the three different approaches, is 70.86, whereas the F1
of seen NEs in the less diverse ACE BC corpus is 76.42. Interestingly, F1 of seen NEs in the TWI
corpora MSM and Ritter, averaged over the three different methods, is around 80, whereas the
F1 of ACE corpora, which are of similar size, is around 70. Amongst the three smallest corpora
(UMBC, MUC Dev and MUC Test), UMBC F1 on seen NEs averaged over the NER approaches
is significantly lower (61.92 vs. 93.62 and 86.89 respectively).
To summarise, NE diversity explains a large part of the F1 differences of NER approaches
between genres, but not all of it. F1 of only seen NEs is significantly and consistently higher than
that of unseen NEs in different corpora, which is mostly due to a lower recall. However, there are
still significant F1 differences of seen NEs in different corpora. This means that NE diversity does
not account for all of the difference of F1 between corpora of different genres.
5.5.3 RQ3: Out-Of-Genre NER Performance and Memorisation
As the experiments reported above demonstrated and also in line with related work, NERC per-
formance varies across genres, while also being influenced by the size of the available in-genre
training data.
Prior work on transfer learning and domain adaptation, e.g. Daume´ (2007) has aimed at
increasing performance in genres and domains where only small amounts of training data are
available. This is achieved by adding out-of domain data from domains where larger amounts of
training data exist. For domain adaptation to be successful, however, the source domain needs to
be similar to the target domain, i.e. if there is no or very little overlap in terms of contexts of the
training and testing instances, the model does not learn any additional helpful weights.
In particular, prior work (Sutton and McCallum, 2005) has reported improving F1 by around
6% through adaptation from the ConLL to the ACE dataset. However, transfer learning becomes
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Memorisation CRFSuite Stanf SENNA
P R F1 P R F1 P R F1 P R F1
MUC 7 Dev 38.24 20.89 27.02 54.27 50.09 52.09 57.01 55.42 56.21 50 59.97 54.53
MUC 7 Test 47.45 24.43 32.25 65.54 49.36 56.31 69.46 54.81 61.27 56.37 55.85 56.11
ConLL TestA 53.14 22.36 31.48 67.12 38.57 48.99 69.22 48.27 56.88 68.62 58.68 63.26
ConLL TestB 55.85 22.49 32.07 67.94 36.41 47.41 67.99 44.11 53.51 64.61 51.94 57.58
ACE NW 29.52 28.48 28.99 40.45 47.4 43.65 40.67 49.46 44.63 41.47 54 46.92
ACE BN 1.49 0.15 0.28 0 0 0 0 0 0 36.7 6.09 10.44
ACE BC 24.42 25.13 24.77 36.06 45.67 40.3 32.73 45.84 38.19 33.37 50.93 40.32
ACE WL 25.45 16.54 20.05 40.53 38.45 39.46 41.39 41.34 41.37 41.48 45.01 43.17
ACE CTS 68.31 25.58 37.23 26.28 16.94 20.6 35.93 22.47 27.65 24.69 23.05 23.84
ACE UN 8.07 27.69 12.5 9.76 40.08 15.7 10.48 42.56 16.82 9.95 49.59 16.57
OntoNotes BN 36.97 26.06 30.57 47.77 68.57 56.31 49.49 46.48 47.94 48.43 46.7 47.55
OntoNotes BC 33.68 24.21 28.17 72.24 64.74 68.29 72.69 66.47 69.44 69.49 70.88 70.18
OntoNotes WB 47.45 31.23 37.67 59.14 53.81 56.35 63.88 60.58 62.19 57.04 57.94 57.49
OntoNotes TC 54.15 28.4 37.26 60.88 48.26 53.84 65.09 60.1 62.5 57.79 62.02 59.83
OntoNotes MZ 40.38 20.1 26.84 47.75 64.05 54.71 51.31 41.05 45.61 43.23 39.05 41.03
MSM 2013 Test 14.87 5.8 8.34 41.29 23.32 29.81 49.2 32.19 38.92 16.81 37.85 23.28
Ritter 42.34 11.6 18.22 35.34 24.69 29.07 37.07 26.91 26.91 27.09 36.79 31.2
UMBC 52.27 12.17 19.74 44.71 20.21 27.84 59.09 27.51 37.55 31.39 22.75 26.38
Macro Average 35.48 19.65 23.87 43.00 38.45 38.99 45.93 40.29 41.45 40.98 43.64 40.51
Table 5.10: Out of genre performance: F1 of NERC with different models
more difficult if the target genre is very noisy or, as mentioned already, too different from the
source genre. Locke and Martin (2009) unsuccessfully tried to adapt the ConLL 2003 corpus
to a Twitter corpus spanning several topics. They found that hand-annotating a Twitter corpus
consisting of 24,000 tokens performs better on new Twitter data than their transfer learning efforts
with the ConLL 2003 corpus.
This section explores baseline out-of-domain NERC performance without genre adaptation;
what percentage of NEs are seen if there is a difference between the the training and the testing
genres; and how the difference in performance on unseen and seen NEs compares to in-genre
performance.
The source genre for the experiments here is newswire, where we use the classifier trained
on the biggest NW corpus investigated in this study, i.e. Ontonotes NW. That classifier is then
applied to all other corpora. The rationale is to test how suitable such a big corpus would be for
improving Twitter NER, for which only small training corpora are available.
Results for out-of-genre performance are reported in Table 5.10. The highest F1 performance,
and a very similar performance to the in-genre setting (Table 5.7), is achieved on the OntoNotes
BC corpus. This is unsurprising as it belongs to a similar genre as the training corpus (broadcast
conversation) and the data was collected in the same time period and annotated using the same
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CRFSuite Stanf SENNA All
P R F1 P R F1 P R F1 P R F1
MUC 7 Dev Seen 81.25 55.15 65.70 82.1 56.97 67.26 86.21 68.18 76.14 83.19 60.10 69.70
Unseen 63.40 50.83 56.42 72.22 59.09 65.00 64.79 57.02 60.66 66.80 55.65 60.69
MUC 7 Test Seen 81.25 54.93 65.55 79.15 52.72 63.29 82.43 61.37 70.36 80.94 56.34 66.40
Unseen 65.37 50.55 57.01 77.78 65.03 70.83 62.71 60.66 61.67 68.62 58.75 63.17
ConLL TestA Seen 72.49 35.79 47.92 72.33 44.78 55.31 78.77 58.77 67.31 74.53 46.45 56.85
Unseen 79.32 49.63 61.06 82.61 60.9 70.12 76.96 65.2 70.59 79.63 58.58 67.26
ConLL TestB Seen 74.72 35.97 48.56 73.3 43.08 54.27 74.32 52.77 61.71 74.11 43.94 54.85
Unseen 75.38 42.39 54.27 76.18 53.04 62.54 68.76 56.03 61.75 73.44 50.49 59.52
ACE NW Seen 76.21 50.45 60.71 79.32 54.03 64.28 86.07 61.72 71.89 80.53 55.40 65.63
Unseen 46.70 46.05 46.37 45.18 45.81 45.50 43.38 47.21 45.21 45.09 46.36 45.69
ACE BN Seen 0.00 0.00 0.00 0 0 0.00 96.67 8.19 15.1 32.22 2.73 5.03
Unseen 0.00 0.00 0.00 0 0 0.00 36.11 4.29 7.67 12.04 1.43 2.56
ACE BC Seen 82.11 52.65 64.16 82.43 53.82 65.12 88.98 61.76 72.92 84.51 56.08 67.40
Unseen 39.92 38.15 39.01 42.44 40.56 41.48 41.25 42.57 41.9 41.20 40.43 40.80
ACE WL Seen 66.00 41.04 50.61 68.82 45.02 54.44 48.2 44.72 64.30 61.01 43.59 56.45
Unseen 45.79 37.78 41.40 47.39 40.28 43.54 79.49 53.98 46.40 57.56 44.01 43.78
ACE CTS Seen 91.75 46.55 61.76 82.74 41.59 55.35 87.13 61.55 72.14 87.21 49.90 63.08
Unseen 54.69 49.30 51.85 58.46 53.52 55.88 54.41 52.11 53.24 55.85 51.64 53.66
ACE UN Seen 74.51 44.71 55.88 75.93 48.24 58.99 90.99 59.41 71.89 80.48 50.79 62.25
Unseen 37.50 29.17 32.81 43.48 27.78 33.90 33.93 26.39 29.69 38.30 27.78 32.13
OntoNotes BN Seen 63.92 53.09 58.00 66.06 56.71 61.03 66.8 58.73 62.50 65.59 56.18 60.51
Unseen 35.42 32.42 33.85 36.39 34.33 35.33 34.13 32.31 33.20 35.31 33.02 34.13
OntoNotes BC Seen 84.83 66.05 74.27 86.41 70.08 77.39 87.58 75.85 81.29 86.27 70.66 77.65
Unseen 76.74 65.54 70.70 82 72.39 76.90 71.95 68.02 69.93 76.90 68.65 72.51
OntoNotes WB Seen 75.44 58.07 65.62 79.64 65.23 71.71 79.75 64.08 71.06 78.28 62.46 69.46
Unseen 61.37 47.93 53.82 67.89 54.47 60.44 55.22 49.4 52.15 61.49 50.60 55.47
OntoNotes TC Seen 71.33 48.89 58.02 76.19 62.9 68.91 84.57 70.02 76.61 77.36 60.60 67.85
Unseen 67.72 51.50 58.50 75.57 59.28 66.44 58.7 48.5 53.11 67.33 53.09 59.35
OntoNotes MZ Seen 64.84 46.61 54.24 64.34 48.23 55.13 61.7 46.53 53.05 63.63 47.12 54.14
Unseen 41.40 28.93 34.06 49.7 32.63 39.40 38.92 30.43 34.16 43.34 30.66 35.87
MSM 2013 Test Seen 58.90 19.24 29.01 56.25 22.15 31.78 57.08 30.65 39.88 57.41 24.01 33.56
Unseen 70.30 35.33 47.03 73.5 45.89 56.50 59.12 48.02 53.00 67.64 43.08 52.18
Ritter Seen 62.75 25.20 35.96 58.77 26.38 36.41 79.69 40.16 53.40 67.07 30.58 41.92
Unseen 58.90 28.48 38.39 56.47 31.79 40.68 62.5 39.74 48.58 59.29 33.34 42.55
UMBC Seen 60.53 20.18 30.26 75 26.09 38.71 72.34 29.57 41.98 69.29 25.28 36.98
Unseen 60.61 27.03 37.38 73.53 33.78 46.30 38.3 24.32 29.75 57.48 28.38 37.81
Macro Average Seen 69.05 41.92 51.46 69.93 45.45 54.41 78.29 53.00 62.42 72.42 46.79 56.10
Unseen 54.47 39.50 45.22 58.93 45.03 50.60 54.48 44.79 47.37 55.96 43.11 47.73
Table 5.11: Out of genre performance for unseen vs seen NEs: F1 of NERC with different models
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Figure 5.2: Percentage of unseen features and F1 with Stanford NER for seen and unseen NEs in different corpora
guidelines. In contrast, for the ConLL corpora, which belong to the same genre as Ontonotes NW,
out-of-genre results are much lower than in-genre results. Memorisation performance on ConLL
TestA and TestB with Ontonotes NW test suggest that this is partly due to the relatively low
overlap in NEs between the two datasets. This is mostly likely due to the ConLL corpus having
been collected in a different time period to the OntoNotes corpus, when other entities were popular
in the news. In addition, there are differences in annotation guidelines between the two datasets.
The lowest F1 of 0 is achieved on ACE BN. An examination of that corpus reveals the reason
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for this – the NEs contained in that corpus are all lower case, whereas those in OntoNotes NW
have initial capital letters.
Corpora for which out-of-genre F1 is better than in-genre F1 for at least one of the NERC
methods are: MUC7 Test, ACE WL, ACE UN, OntoNotes WB, OntoNotes TC and UMBC. Most
of those corpora are very small, with combined training and testing parts containing fewer than
1,000 NEs (MUC7 Test, ACE UN, UMBC). In such cases, it appears beneficial to have a larger
amount of training data, even if it is from a different genre and/or time period. The remaining 3
corpora contain Weblogs (ACE WL, ACE WB) and online discussions in the forum usenet (ACE
UN). Those three are diverse corpora, as can be observed by the relatively low NEs/Unique NEs
ratios (Table 5.3). However, NE/Unique NEs ratios are not an absolute predictor for better out-
of-genre than in-genre performance: there are corpora with lower NEs/Unique NEs ratios than
ACE WB which have better in-genre than out-of-genre performance.
To conclude, there are different types of genres which should be considered: is the corpus a
subcorpus of the same corpus as the training corpus, does it belong to the same genre, is it collected
in the same year, and was it created with similar annotation guidelines. Yet it is very difficult to
explain high/low out-of-genre performance compared to in-genre performance with those factors.
A consistent trend is that, if out-of-genre memorisation is better in-genre memorisation, out-
of-genre NERC performance with supervised learning is better than in-genre NERC performance
with supervised learning too. It also reinforces what has been discussed in previous sections: an
overlap in NEs is a very good predictor for NERC performance. This is a very useful conclusion
for use cases in which a suitable training corpus for a new genre has to be identified. It can be
time-consuming to engineer features or study and compare machine learning methods for different
genres, while memorisation performance can be checked quickly.
Results on unseens for out-out-genre setting are in Table 5.11. What was reported in the last
section about NERC performance being lower for unseen than for seen NEs is also true for the
out-of-genre setting. The macro average over F1 for the in-genre setting is 76.74% for seen NEs
vs. 53.76 for unseen NEs, whereas for the out-of-genre setting the F1 is 56.10% for seen NEs and
47.73% for unseen NEs. Corpora with a particularly big F1 difference (<= 20% averaged over
all NERC methods) between seen and unseen NEs are ACE NW, ACE BC, ACE UN, OntoNotes
BN and OntoNotes MZ. For some corpora, out-of-genre F1 (macro average over all methods) of
unseen NEs is better than for seen NEs, these are ConLL Test A and B, MSM and Ritter.
5.5.4 RQ4: Memorisation, Context Diversity and NER performance
Having examined the impact of seen/unseen NEs on NERC performance in RQ2, the goal is now to
establish the impact of seen features, i.e. features appearing in the test set that are observed also
in the training set. While feature sparsity can help to explain low F1, it is not a good predictor of
performance across methods: sparse features can be good if mixed with high-frequency ones. For
instance, the results are better for Stanford NER (see Table 5.6), although the proportion of seen
features is lower for that feature set than for CRFSuite. Also, some approaches such as SENNA
use a small number of features and base their features almost entirely on the NEs and not on their
context.
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Subsequently, the goal is to measure F1 for unseen NEs and seen NEs, as in Section 5.5.2, but
also observe the role of the proportion of seen features on the result. Therefore, the proportion
of unseen features per unseen and seen proportions of different corpora is measured, an analysis
of this with Stanford NER is shown in Figure 5.2. Each data point represents a corpus, the blue
squares are data points for seen NEs and the red circles are data points for unseen NEs.
The figure shows that there is a clear negative correlation between F1 and percentage of unseen
features, i.e. the lower the percentage of seen features, the higher the F1. Further, the percentage
of seen features is higher for seen NEs. Note “seen NEs” and “seen features” cannot be separated
clearly, as some of the features are extracted from the NE mention. This depends on the feature
extraction method used.
For all aproaches the proportion of observed features for seen NEs is bigger than the proportion
of observed features for unseen NEs, as it should be. However, within the seen and unseen testing
instances, there is no clear trend indicating if having more observed features overall increases F1
performance. One trend that is observable is that the smaller the token/type ratio is (Table 5.2,
the bigger the variance between the smallest and biggest n for each corpus, or in other words the
smaller the token/type ratio is, the more diverse the features.
5.6 Conclusion
This chapter investigated reasons for poor NER performance on diverse genres. The goal is to
study and compare NER performance on corpora from diverse domains and genres, including
newswire, broadcast conversation, the Web and social media (see Table 5.1 for details.
The corpora are analysed with respect to their NE diversity, token/type diversity (Tables 5.3
and 5.2) and tag density. Corpora traditionally viewed as noisy such as Twitter corpora and Web
corpora have a low NE/Unique ratio and token/type ratio, indicating they have a high repetition
of NEs and tokens. Surprisingly this also applies to the ConLL corpus, which is most widely used
corpus for NERC, indicating that it is well balanced in terms of stories.
The first research question is whether existing NER approaches generalise well over training
data in diverse genres. This can be answered by comparing F1 performance across corpora and
methods. All three systems, in particular, perform well on regular content such as newswire,
but struggle on more diverse corpora like social media and Web text. However, results on size
normalised corpora indicate that this effect may mainly be due to corpus size, suggesting that
for more diverse genres such as Web corpora and social media corpora, manually adding training
data would equally improve results. Although the experiments show a correlation between NERC
performance and training corpus size, it is not an absolute predictor of F1.
The next research question investigates the impact of unseen NEs on NER performance. The
F1 of unseen NEs is significantly lower than the F1 of seen NEs, which is a consistent trend across
corpora. Moreover, test corpora with a high proportion of unseen NEs achieve a low performance.
Out of the three approaches, SENNA is better at generalising than other approaches, probably
because it makes use of word embeddings.
NE diversity explains part of the F1 differences of NER approaches between genres, but not all
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of it – there are still significant F1 differences for seen NEs in different corpora. This means that
NE diversity does not account for all of the difference of F1 between corpora of different genres.
The next research question explores how the difference in out-of-genre performance on unseen
NEs and seen NEs compares to in-genre performance, the training corpus being the biggest corpus
belonging to the newswire genre, Ontonotes NW. Experiments reveal that an overlap between
NEs of the training and the testing corpus is a good predictor for high F1, as well as a high NE
memorisation baseline. This is a very useful conclusion for use cases in which a suitable training
corpus for a new genre or domain has to be identified. It can be time-consuming to engineer
features or study and compare machine learning methods for different genres, while memorisation
performance can be checked quickly. For some corpora, out-of-genre performance is better than in-
genre performance. This is particularly for corpora containing Web and online discussion forums,
as well as small corpora. This suggests that if only a small in-genre training corpus is available,
applying an out-of-genre training corpus can lead to better results.
Finally, another factor that can impact NER performance is the proportion of seen features.
Findings are that feature sparsity can help to explain F1, but it is not a good indicator for
performance across methods: sparse features can be good if mixed with high-frequency ones.
Further, there is a negative correlation between F1 and percentage of unseen features, the lower
the percentage of unseen features, the higher the F1.
Overall, the experiments show that F1 is highest for regular corpora such as newswire corpora
and lower for Web data and social media data, which is to a large degree due to the small size of
corpora for diverse genres such as Web and social media. Unseen NEs pose a significant challenge
and the proportion of unseen NEs is the best predictor for low F1. The proportion of seen features
helps to explain differences in F1 across corpora, but not across methods. A very interesting
finding is that out-of-genre performance can be better than in-genre performance if the available
in-genre corpus is very small.
This leads to the following research questions which can still be investigated in future work:
What other factors influence NE performance, e.g. how much does NER performance differ for
NEs of different lengths? What about the regularity of NEs (spelling, capitalisation)? It already
helps if parts of NEs are seen, because features typically include stems of NE mentions etc as
well. If NE training tests are very small, out of genre performance can be better than in-genre
performance and could be improved even further using domain adaptation methods. At what size
of domain-specific training data is the “turning point” at which in-domain performance is better
than out-of-genre performance with domain adaptation or transfer learning methods?
What is the way forward for improving NERC performance for diverse genres, especially with
limited resources? Is it to spend resources on creating more training data? How long would those
resources be useful for since the unseen NE problem (entity drift) will increase over time? Is
it to use domain adaptation methods or combine different NERC methods since they might be
complementary to some degree?
What was learned in this chapter with respect to named entity recognition and classification
for relation extraction from Web documents with distant supervision is that NERC performance
depends on a variety of different factors: the availability of large training corpora, a high overlap
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of NEs between training and testing corpora and suitable feature representations.
One possible future research avenue would be to test how the different research corpora inves-
tigated could be used and combined for a high relation extraction performance. This could involve
research on domain adatation or transfer learning. Results suggest that out of genre corpora might
even be better than in-genre corpora if the available in-genre corpora are small. However, for the
distant supervision experiments, no real in-genre manually annotated NERC training corpus is
available. Even if an NERC on, e.g. a combination of ACE and OntoNotes Weblog corpora were
trained, this would still be different from the distant supervision Web data. It would also be
possible to manually annotate some NERC data. However, the results above have shown that
in-genre NERC performance is only high if the in-genre training corpus is large.
Therefore, a different method is investigated which is described in the next chapter. The
method is based on the idea of using automatic relation labels created with distant supervision to
train a relation extractor and a named entity classifier jointly in a way that the dependency between
the two tasks is learnt. This is modelled using the imitation learning algorithm DAgger (Ross
et al., 2011), which is a structured prediction method that can decompose tasks such as relation
extraction into actions, such as named entity classification and relation extraction. Further, latent
variables can be incorporated, which for the relation extraction task investigated in this thesis
means that labels for NEs do not have to be known.
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Chapter 6
Extracting Relations between
Diverse Named Entities with
Distant Supervision and Imitation
Learning
6.1 Introduction
One of the main challenges for distant supervision for the Web, as experiments in Chapter 4 have
shown, is to identify and assign types to arguments of relations, i.e. named entity recognition
(NER) and named entity classification (NER) of arguments of relations. The core contribution of
this chapter is a novel method for NERC for Web-based distant supervision based on joint
learning of NEC and RE with imitation learning (also known as inverse reinforcement learning)
which outperforms the state of the art1. In order to identify arguments of relations, named entity
recognition and classification approaches, such as the Stanford NER tool, are typically applied
by related work described in Section 2.4.4 and also in Chapter 4. However, as observed in those
experiments, off-the-shelf NERC tools such as Stanford NER fail to recognise some NEs, especially
those which are not persons, locations or organisations. This issue becomes more important as
focus is shifting from using curated text collections such as Wikipedia to texts collected from
the Web via search queries. Such Web-based distant supervision approaches can provide better
coverage than distant supervision with static corpora (West et al., 2014). One of the reasons
for NER mistakes could be the difference in domain or genre between training and testing data.
For the setting reported in Chapter 4, the off-the-shelf pre-trained Stanford NER is used, which
is trained with the ConLL 2003 task data belonging to the newswire genre, whereas the testing
genre is Web data.
1The experiments in this chapter are based on a publication in the proceedings of the 20th Conference on
Empirical Methods in Natural Language Processing (Augenstein et al., 2015b).
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The previous section has explored reasons for NERC failure in diverse genres on existing gold
standard corpora. The purpose of those experiments was to inform further research on NERC for
distant supervision and determine if existing NERC gold standards for Web data might be useful
for such research.
Considering those experiments, one possible (and obvious) way of improving NERC for distant
supervision could be to research methods for supervised NERC for Web-based distant supervision,
based on a combination of existing NERC gold standard corpora. Such methods could make use of
domain adaptation or transfer learning to adapt to new genres, or e.g. drift compensation methods
if the training and testing corpora are from different years (Derczynski et al., 2015a). However,
as experiments in Chapter 5 have shown, it might not be straightforward to find suitable NERC
training data, and transfer learning methods might only bring small improvements. Moreover,
such a method would always depend on gold standard NERC corpora, meaning results would
change with new relation extraction testing data or new relation types and genres.
Therefore, a different approach is researched in this chapter, which does not rely on any NERC
gold standard data, does not require any manual effort and is easily portable to new genres. A
further benefit of the proposed approach is error reduction by decomposing the task of RE into
several subtasks, then jointly learning classifiers for those tasks. Even if a suitable NERC were
available, applying it as a preprocessing stage for RE leads to errors made by the NERC stage
being propagated to the RE stage. Solutions to this problem have been researched for supervised
relation extraction approaches. Some works in the recent years have focused on solving the problem
by proposing joint inference frameworks so that the two tasks can learn to enhance one another.
Early strategies include re-ranking (Ji and Grishman, 2005), integer linear programming (Roth
and Yih, 2004, 2007; Yang and Cardie, 2013) and card-pyramid parsing (Kate and Mooney, 2010).
While those models all exploit cross-component interactions, they are based on models separately
trained for each subtask. Approaches which jointly model subtasks using a single model are
based on probabilistic graphical models (Domingos et al., 2008; Yu and Lam, 2010; Singh et al.,
2013) or incremental beam search (Li and Ji, 2014). Such approaches could also be beneficial
for distant supervision, but since they require NERC labels and such labels are not available for
distantly supervised RE, modelling a joint approach for distantly supervised NERC and RE is not
as straightforward.
The approach proposed in this chapter is based on the imitation learning algorithm DAgger
(Ross et al., 2011), which is used to learn the NEC component jointly with relation extraction
(RE ), without requiring explicitly labeled data for NERC. Instead, a training signal for NEC is
obtained by assessing the predictions of the relation extraction component. Named entities are
identified in a NER step which makes use of Web-based and part of speech heuristics.
To summarise, the following contributions are made in this chapter:
1. A novel method for NERC for distant supervision: A named entity classifier and
a relation extractor are trained jointly for Web-based distant supervision, after identifying
entity pairs using Web-based and part-of-speech-based heuristics. The method does not
rely on hand-labeled training data and is applicable to any domain, which is shown in an
evaluation on 18 different relations.
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2. Empirical comparison to state of the art: Different methods are compared for this
purpose: (1) imitation learning is used to train separate classifiers for NEC and RE jointly;
(2) NEC features and RE features are aggregated and a one-stage classification model is
trained; (3) a one-stage classification model with only RE features is trained; (4) NEs are
classified with two supervised off-the-shelf NEC systems (Stanford NER and FIGER) and
the NE types are used as features in RE to achieve a soft NE type constraint.
3. Features: The effects of using different NEC and RE features are explored, including Web
features such as links and lists on Web pages, and it is shown that Web-based features
improve average precision by 7 points. Further findings are that high-precision, but low-
frequency features perform better than low-precision and high-frequency features.
4. Demonstrated improvement over state of the art: The experiments show that joint
learning of NEC and RE with imitation learning outperforms one-stage classification models
by 4 points in average precision, and models based on Stanford NER and FIGER by 19 and
10 points respectively.
5. Corpus: The Web-based corpus used in experiments in this chapter is made publicly avail-
able. The corpus is annotated and is made available in the same curated format as Angeli
et al. (2014b)’s distant supervision data for easy reuse. Although the same collected Web
pages are used for this corpus as for the experiments in Chapter 4, the resulting corpus is
different and of higher quality, as the result of the researched relation candidate identification
methods.
Early experiments on imitation learning for relation extraction for the architecture domain have
already been performed by Vlachos and Clark (2014b). The work documented in this chapter is
novel compared to that early work in the following sense:
• Candidates for joint NEC and RE are identified using a number of Web-based and part-
of-speech-based named entity recognition heuristics depending on the coarse NE type (e.g.
person, location, organisation) of the object of the relation. No such experiments are per-
formed by Vlachos and Clark (2014b)
• The methods proposed in this chapter are empirically compared to the state of the art,
whereas Vlachos and Clark (2014b) only use internal baselines
• Feature extraction methods based on Web markup are proposed. Extensive experiments on
using different NE and relation features, including Web-based features, are performed and
evaluated.
• Experiments are performed on a large Web corpus spanning different domains, whereas
Vlachos and Clark (2014b) only evaluate their approach for two relations for the architecture
domain.
6.2 Background on Imitation Learning
Imitation learning is also referred to as search-based structured prediction (Daume´ et al., 2009),
learning to search (Chang et al., 2015b) or inverse reinforcement learning (Abbeel and Ng, 2004).
As such, its roots are in reinforcement learning (Sutton and Barto, 1998).
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The idea of reinforcement learning is that an agent can learn, by demonstration from a teacher,
which actions to take in a particular state to maximise a reward (or minimise cost) towards a
certain goal. Crucially, the actions are not known, but the agent must discover which actions lead
to the lowest cost by taking them. Further, an action may not only affect the current cost but
also costs for future states, which is known as delayed reward. Reinforcement learning methods
exploit sequences of action known to lead to high reward and then progressively learn new action
sequences by exploration. For example, in the natural language dialogue system for restaurant
recommendation by (Rieser and Lemon, 2010), possible actions are: to recommend one specific
restaurant, to compare a number of restaurants in detail, or to give a brief summary of how the
restaurants differ, or a mixture of these.
In contrast, supervised learning is learning by studying training examples. This assumes train-
ing examples representative for different action sequences are available. Reinforcement learning,
on the other hand, only assumes that training signal is available in the form of a reward func-
tion, and that the agent can learn by itself through exploration. Further, supervised learning
often considers subproblems without considering how they might be useful. In the area of NLP,
pre-processing components such as part of speech taggers or named entity recognisers are often
learned as stand-alone components without being trained directly for a larger application or goal.
Reinforcement learning considers concrete larger goals, e.g. learning to play complicated games
such as Atari (Guo et al., 2014) or Go (Silver et al., 2016), or learning a dialogue system (Rieser
and Lemon, 2010).
The central components of a reinforcement model are the following (Sutton and Barto, 1998):
• Agent : An agent learns how to achieve a goal in an environment by interacting with it.
• Environment : An environment is what an agent interacts with, i.e. everything outside the
agent which is part of the learning problem.
• Policy : A policy defines the behaviour of an agent and maps states to actions. This can be
based on lookup tables or can be stochastic. For instance, in the dialogue system by (Rieser
and Lemon, 2010), one aspect defined in their policy is that if in the current state, the action
chosen was to compare different restaurants, in the next state the possible actions are to
recommend a specific restaurant or to end the dialogue.
• Reward function: A reward function defines the goal of the learning problem. It maps state-
action pairs to numbers indicating how desirable it is to take actions in a certain state. The
reinforcement learning agent’s objective is to achieve a high total reward. Reward is the
opposite of the concept of cost, i.e. a high reward is similar to a low cost. In reinforcement
learning, the reward function is part of the input to the learning problem, but does not have
to be defined manually, e.g. Rieser and Lemon (2010) extract it automatically as part of
their preprocessing.
• Value function: Values are predictions of rewards, which indicate which actions are desirable
in the long term. The value function for a certain state is computed by taking into account
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the reward of states that are likely to follow it. This means a value function for a certain
state might be low although the reward for a certain state is high or vice versa.
Imitation learning borrows some of those notions from reinforcement learning. The main
difference between imitation and reinforcement learning concerns the reward function (Russell
(1998); Ziebart et al. (2008); Daume´ et al. (2009)). In reinforcement learning, the reward function
is known and the agent uses it to learn to behave in an environment, i.e. the goal of learning is to
maximise the total reward. In imitation learning, the situation is reversed: the reward function is
unknown and the goal of learning is to recover it. During the imitation learning process, reward
weights are found to imitate the behaviour of a demonstrator.
Imitation learning algorithms such as Searn (Daume´ et al., 2009) and DAgger (Ross et al.,
2011) are algorithms for solving structured prediction problems. Whereas prediction is the task
of learning a function that maps input to an output such as −1 or 1, in structured prediction, the
output has a more complicated structure. The output can e.g. be a sequence of part of speech
labels given an input sentence, a sequence of word in a target language given a sequence of words
in a source language, or a sequence of information extraction stages (named entity classification,
relation extraction), as discussed further in this chapter.
Imitation learning algorithms are able to learn structured prediction models without the need
to decompose loss functions, for arbitrary features and with imperfect data, e.g. missing data.
Examples of non-decomposable loss functions commonly used in NLP are F1 or BLEU (Papineni
et al., 2002).
Imitation learning algorithms for structured prediction decompose the prediction task into a
sequence of actions for which simple classifiers can be learned, using cost sensitive classification
(CSC) learning. Classifiers are trained to take into account the effect of their predictions on the
whole sequence by assessing their effect using a (possibly non-decomposable) loss function on the
complete structure predicted. The dependencies between the actions are learnt via appropriate
generation of training examples.
Sample applications of imitation learning include biomedical event extraction (Vlachos and
Craven, 2011), dynamic feature selection (He et al., 2013), machine translation (Grissom et al.,
2014) and dependency parsing (Chang et al., 2015a).
The components of an imitation learning approach are (Daume´ et al., 2009):
• A search space: A search space determines the set of possible actions. This can be the set
of part of speech tags, a set of relation types, or in a simple binary classification case, true
or false.
• A cost sensitive classification learning algorithm: A classification algorithm which can be
trained using cost sensitive classification data. The idea of cost sensitive classification is
that some mistakes should cost more than other mistakes. Cost sensitivity is optional, in a
simple case, as also considered in this chapter, the cost is either 0 (for correct predictions)
or 1 (for incorrect predictions).
• Labelled structured prediction training data: Training data for cost-sensitive classification.
Each training example consists of a sequence of states. At each state, several actions are
100 CHAPTER 6. EXTRACTING RELATIONS BETWEEN DIVERSE NAMED ENTITIES
possible, as determined by the search space. Training labels must be provided for the final
state, but can otherwise be incomplete.
• An expert policy : A policy similar to one used in reforcement learning, which maps states to
actions. The expert policy should achieve low loss on the training data, but does not need
to be perfect. The expert policy, in combination with the labelled input data, is used to
create cost-sensitive classification examples. The goal of this is to explore the search space
and, finally, learn a trained policy to generalise on new, unseen data.
• A trained policy : The trained policy is learned based on the cost sensitive classification
examples and the cost sensitive classification algorithm. Unlike the expert policy, it can
generalise to unseen data.
The attraction of imitation learning for the distantly supervised relation extraction problem
is that the components (here: named entity classification, relation extraction) are learnt jointly.
Further, because imitation learning can cope with missing data, only labels for the output are
required (relation extraction), but not intermediate steps (named entity classification). Note that
named entities still have to be recognised. This is solved here by using simple Web-based and
part-of-speech-based heuristics which identify relation candidates with high recall. At test time,
the two learned models (named entity classification, relation extraction) are applied in sequence
to the relation candidates. Only if both models predict a positive label for the relation in question
and the testing instance is an overall positive prediction made.
Experiments described in this chapter were performed with the DAgger (Ross et al., 2011)
algorithm. Section 6.4.1 explains the algorithm and how it is applied to relation extraction in
more detail.
6.3 Approach Overview
The input to the approach is a KB which contains entities and is partly populated with relations,
the task is to complete the knowledge base. As an example, consider a KB about musical artists
and their albums, which contains names of musical artists, and albums for some of them. The task
is then to find albums for the remaining musical artists. Queries are automatically formulated
containing the class of the subject C, the subject s and the object o, e.g. “Musical Artist album
‘The Beatles”’ and Web pages are obtained using a search engine. For each sentence on the Web
pages retrieved which contains s, all candidates for C are identified using NER heuristics (Sec-
tion 6.4.2). Next, the distant supervision assumption is applied to all such sentences containing s
(e.g. “Michael Jackson”) and a candidate for that relation (e.g. “Music & Me”). If the candidate
is an example of a relation according to the KB, it is used as a positive example, and if not, as
a negative example. The examples are then used to train a model to recognise if the candidate
is of the right type for the relation (NEC) and if it is of the correct relation (RE). The model is
applied to the sentences of all the incomplete entries in the KB. Since different sentences could
predict different answers to the query, all predictions are combined for the final answer.
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Figure 6.1: Overview of approach
The core approach described above is the same as in Chapter 4 with two exceptions: 1) a
modification for joint modelling of NERC and relation extraction, meaning features are extracted
for NEC and RE, and classifiers for both of those tasks are learned; 2) instead of multi-class
classification as in Section 4, binary classification is performed at both stages. One binary classifier
for the NEC and RE stages for each relation is trained on the training data for each relation and
then at test time, those two (NEC and RE) classifiers are applied to the testing data for that
relation. This is so that it is easier for different candidate identification heuristics for each relation
to be evaluated, but it could easily be changed to the same multi-class setting as in Section 4.
6.4 Named Entity Recognition and Relation Extraction
The input to the learning task is a collection of training examples for a specific relation. The
examples are sentences containing the subject of the relation and one further NE identified using
simple heuristics. The examples are labeled as true (relation is contained in knowledge base) or
as false (relation is not contained in the knowledge base).
The task is modelled in two binary classification stages: named entity classification (NEC)
and relation extraction (RE). Existing approaches assume that named entity recognition and
classification is done as part of the pre-processing. However, this is not possible in domains for
which NE classifiers are not readily available. To ameliorate this issue, existing approaches —
e.g Mintz et al. (2009) — perform NEC to provide additional features for relation extraction.
Two such baselines with off-the-shelf NECs are used here, for which the NE labels are added
to the relation features. The first baseline (Stanf) is with the Stanford NER 7-class (Time,
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Location, Organization, Person, Money, Percent and Date) model, the second (FIGER) is with
the fine-grained FIGER (Ling and Weld, 2012).
An alternative approach is to simply add NEC features to relation extraction features, which is
called one-stage model (OS) here. NEC features are typically morphological features extracted
from the NE mention and features to model its context, whereas relation features typically model
the path between the subject and object of the relation. While NEC features may be useful to
determine if the NE has the correct type for the relation, such features are usually less sparse
and also not directly related to the relation extraction task. Consider the following sentence,
containing an example of the relation director:
“One of director <o>Steven Spielberg</o>’s greatest heroes was <o>Alfred Hitchcock</o>,
the mastermind behind <s>Psycho</s>.
This sentence contains two relation candidates, “Steven Spielberg” and “Alfred Hitchcock”,
between which the decision for the final prediction has to be made. Both of the candidates are
directors, but only one of them is the director of “Psycho”. Because the context around “Steven
Spielberg” is stronger (preceded by “director”), NEC features alone are more likely to indicate
that as the correct candidate and also likely to overpower relation features for the final prediction,
as the latter tend to be sparser.
Ideally, two models would be trained, one for NEC and one for RE, which would be applied in
sequence. If the NEC stage concludes that the candidate is of the correct type for the relation, the
RE stage determines whether the relation between the two entities is expressed. If the NEC stage
concludes that the entity is not of the correct type, then the RE stage is not reached. However,
distant supervision only provides positive labels for NEC, since if a sentence is labeled as false it
is unknown if that is due to the candidate not being of the correct type, or the relation not being
true for the two entities. To overcome this, models for the two stages, NEC and RE, are learned
jointly using the imitation learning algorithm DAgger (Ross et al., 2011), as described in the
next section.
6.4.1 Imitation Learning for Relation Extraction
The ability to learn by assessing only the final prediction and not the intermediate steps is very
useful in the face of missing labels, such as in the case of missing labels for NEC. The imitation
learning problem consist of two stages (similar to the “states” in standard reinforcement learning
terminology): an NEC stage and an RE stage. Possible actions for both stages are “true” or
“false”. Action sequences then consist of one NEC action (“true” or “false”) and possibly one RE
action, dependent on whether the NEC action is “true”, i.e. the entity is of the appropriate type
for the relation.
For each training instance, supervision for the NEC stage is obtained by taking both options
for this stage, “true” or “false”, obtaining the prediction from the RE stage in the former case and
then comparing the outcomes against the label obtained from distant supervision. Thus the NEC
stage is learned so that it enhances the performance of RE. In parallel, the RE stage is learned
using only instances that actually reach this stage. The process is iterated so that the models
learned adjust to each other.
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Algorithm 2 Imitation Learning with DAgger (Ross et al., 2011)
Input: training instances S, expert policy pi∗, loss function `, learning rate β, number iterations
N , CSC learner CSCL
Output: learned policy piN
1: Initialise CSC examples E = ∅
2: Initialise pi0 = pi
∗
3: for i = 1 to N do
4: p = (1− β)i−1
5: current policy pii = ppi
∗ + (1− p)pii−1
6: for s in S do
7: predict pii(s) = yˆ1:T
8: for yˆt in pii(s) do
9: extract features φt from s and yˆ1 . . . yˆt−1
10: for each possible action yjt do
11: Predict y′t+1:T = pii−1(s; yˆ1:t−1, y
j
t )
12: Assess cjt = l(yˆ1:t−1, y
j
t , y
′
t+1:T )
13: end for
14: Add (φt, ct to E)
15: end for
16: end for
17: learn a new policy pii = CSCL(E)
18: decrease p
19: end for
20: Return piN
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Algorithm 2 contains a detailed description of the DAgger imitation learning algorithm, based
on Ross et al. (2011); Vlachos (2012), applied to structured prediction for relation extraction.
The algorithm requires a set of training instances S, a loss function l that compares output
predictions against the gold standard, an expert policy pi∗, a number iterations N , a learning rate
β and a CSC learner (CSCL). The structured output prediction for an instance s consists of a
sequence of T actions. The expert policy returns the optimal action yˆt for each instance based
on the RE data labelled using distant supervision. The CSC learner remembers misclassification
costs, so that some mistakes are more expensive than other mistakes. In this case, since losses are
either 0 or 1, CSC is similar to normal classification algorithms. The CSCL learns dependencies
between actions, in this case a sequence of the two actions NEC and RE. The RE stage is only
reached if the NEC stage is positive. For CSCL, the passive aggressive algorithm (PA, Crammer
et al. (2006)) is used. The output is a learned policy piN which can generalise to unseen data.
For each iteration 1 . . . N the probability p of using the expert policy pi∗ in the current policy
pii is set. The probability p determines how likely it is that the expert policy pi
∗, which is derived
from the labelled training data, is chosen as the current policy, whereas the probability 1−p is how
likely it is that the policy learned in the previous iteration pii−1 is chosen (Line 5). An exception
to this is the first iteration, in which the expert policy is chosen by default. The probability p
depends on the learning rate β (Line 4), a value between 0 and 1, which determines how fast PA
moves away from the expert policy.
The current policy pii is then used to predict the instances (Line 7). Lines 8-15 shows how CSC
examples are then generated for each instances s and each action yˆt (NEC, RE). First, features
are extracted for each of the actions NEC and RE features (Line 9), described in more detail in
Sections 6.4.2 and 6.4.3. The cost for each action is then estimated by predicting the remaining
actions y′t+1:T (Line 11), for this it is assumed that the action was taken, similar to a look-ahead.
The cost for both the NEC stage and the RE stage is -1 if the choice of action leads to the RE
stage predicting the correct answer and 1 otherwise (Line 12). The current CSC training example
is then defined as the features for each instance and cost for each action (Line 14) and is combined
with CSC training examples from previous iterations to learn a new policy pii (Line 17). After N
iterations, the policy learned in the last iteration, piN , is returned.
To give a more concrete idea of how the models are trained and applied, consider the example
introduced in the previous section of trying to extract albums for a given set of musical artists.
Training instances for IL are generated from the crawled Web corpus. 1/3 of the training instances
are set aside initially for tuning decision thresholds. Candidates for the relation “album” are
extracted using the candidate identification strategies explained in Section 6.4.2. These candidates
are in the form illustrated in Figure 6.1, i.e. the training data for the relation “album” might
consist of the following two training instances, S:
Ex1: label: true ; subject: Michael Jackson ; object: Forever, Michael ; Sentence: Preview songs (...)
Ex2: label: false ; subject: Michael Jackson ; object: iTunes Store ; Sentence: Preview songs (...)
The learning rate β used for the experiments documented in this chapter is 0.25, the number of
iterations N to 12 and for cost sensitive classification learning (CSCL), the classifier PA Crammer
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et al. (2006)) is used. Note that CSCL involves training two classifiers, one for the NEC stage and
one for the RE stage. Before the start of training, the CSC training examples are initialised to an
empty set (Line 1). Those training examples are generated by the imitation learning algorithm
during training. Next, the initial policy is set to be the same as the expert policy for the first
iteration. In the first iteration, p, the probability of choosing the expert policy is 1, afterwards it
decreases.
In Line 7, the policy from the previous iteration is used to predict labels for each training
instance. In the first iteration, since no trained policy is available, the policy is entirely based on
the labelled training data. It predicts the relation labels specified as part of the training data,
so for the example above, “true” (Ex1) and “false” (Ex2). The policy makes structured output
predictions, consisting of 1 (NEC) or possibly 2 actions (NEC, RE). The first action yˆ1 is an
NEC action (“true” or “false”) and the second yˆ2 is a RE action (“true” or “false”). The RE
stage is only reached if the action at the NEC stage is “true”. Assuming a policy which makes
correct predictions for those two training instances, the policy would predict the action sequences
< true, true > for Ex1 and < false > for Ex2. However, recall that a negative label for RE does
not mean that the NE type is incorrect. The object could have the correct NE type and still be
wrong for the relation, e.g. it could be the name of an album for a different musical artist. In
practice, the correct NEC labels are not available, so the expert policy has to be defined to take
that into account. For the experiments documented in this chapter, the expert policy is defined
so that the optimal action for NEC is always “true”. Note that the expert policy is different from
the final learned policy, i.e. the final NEC model will not predict “true” for all instances. Since
the models for NEC and RE are learned to enhance one another, this eventually, after a number
of iterations N , leads to a learned policy piN with a permissive NEC stage and a stricter RE stage.
Other options for defining the expert policy for NEC would be to always predict “false” if the RE
label is “false”, or to randomise the selection of “true” or “false” for the expert policy NEC action.
Empirically, defining the expert policy for NEC so that it always predicts “true” only leads to
small improvements over defining it to predict “false” or with a randomised selection.
Lines 8 to 15 detail how CSC examples are generated. First (Line 9), features for the NEC
action (φ1) and features for the RE action (φ2) are extracted for each training instance, as detailed
in Sections 6.4.2 and 6.4.3, e.g. for NEC, the object occurrence (Ex1: Forever, Michael; Ex2: iTunes
Store) and for RE, the dependency path between Michael Jackson and the object occurrence is
extracted.
Next, for each action yjt (Line 10), the remaining actions are predicted (Line 11). The predicted
label of the final action yj2 is compared to the labelled training data to calculate the cost of each
action yjt and estimate the overall loss using the loss function l (Line 12). The cost of an action
yjt is 1 if it leads to the last action of the action sequence y
j
2 (RE stage) predicting an incorrect
label, otherwise it is −1. For instance, for Ex1, if the NEC action is “false”, the RE label “false”
is predicted, so the cost for both NEC and RE is 1. For Ex2, if the NEC action is “true” and the
RE action is predicted as “false”, the cost for both NEC and RE is −1 since the RE prediction
“false” is correct for Ex2.
The features and costs per training instance for each action at each timestep are saved as one
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CSC example (Line 14). Note that CSC examples are generated using pii−1, the policy from the
previous iteration, for different action sequences for NEC and RE. If the NEC action is “false”,
no further action is explored and the predicted label is “false”. However if the NEC action is
“true”, then the explored RE actions depend on the RE prediction by the policy pii−1. Recall that
the possible action sequences to be explored are < true, true >, < true, false > or < false >.
Following generating CSC examples, the CSC examples from the current iteration are added to
the ones from the previous iterations (Line 14) and a new policy pii is trained on them. Policy
training involves learning one binary classifier for NEC and RE each on the respective NEC or
RE feature sets. Note that the feature sets are features extracted in the current iteration and
features extracted in all previous iterations. After N iterations, the resulting learned policy piN
is returned and applied to the held out 1/3 of training instances. The output is a score for each
training instance and stage, e.g.
Ex1: NEC: 0.629 ; RE: 0.735
Ex2: NEC: -0.339 ; RE: 0.217
For each stage (NEC and RE), there is a decision threshold for deciding between the labels
“true” and “false”, the default is 0. New thresholds for both stages are picked based on predictions
on the predictions on the development data, after which a new policy is trained on the full training
set and applied to all instances in the test set. For each relation, relation candidates are again
identified using the relation candidate identification strategies, which differ depending on the
relation, as documented in Section 6.4.2. Afterwards, the two trained binary PA models (NEC
and RE) which form the trained policy are applied to the testing data in sequence. As also
during training, if the NEC classifier or the RE classifier predict “false” for a testing instance,
this is returned as the final prediction it. Otherwise, if the RE classifier predicts “true”, the final
prediction for the testing instance is “true”.
6.4.2 Relation Candidate Identification
To assign types to NEs (NEC) and extract relations among NEs (RE), as described earlier in this
section, boundaries of those NEs have to be detected first. Most distantly supervised approaches
use supervised NER systems for this, which, especially for relations involving MISC NEs, achieve a
low recall. High recall for NE identification is more important than high precision, since precision
errors can be dealt with by the NEC stage. For a relation candidate identification stage with
higher recall, POS-based heuristics for detecting NEs2 and HTML markup are utilised instead.
The following POS heuristics are used:
• Noun phrases: Sequences of tags which start with N. Those include singular and plural
nouns (NN and NNS ), as well as singular and plural proper nouns (NNP, NNPS ). This
heuristic takes into account that the POS tagger does not always recognise proper nouns
correctly and sometimes tags them as nouns instead.
2The Stanford POS tagger uses Penn Treebank POS tags, see http://www.ling.upenn.edu/courses/Fall_2003/
ling001/penn_treebank_pos.html for a list of tags
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• Capitalised phrases: Phrases with at least initial capital letters for each word (i.e. Dagger,
DAgger, DAGGER would all qualify). Those can be distinct from noun phrases, e.g. some
album titles are capitalised phrases (“Whatever People Say I Am, That’s What I’m Not” by
the Arctic Monkeys)
Further, words which contain the following HTML markup are considered as relation candidates:
• Phrases from HTML markup: All sequences of words marked as: <ahref> (links), <li>
(list elements), <h1> or <h2> or <h3> (headers and subheaders, i.e. titles), <strong> or <b>
(bold), <em> (emphasised), <i> (italics).
Those three different relation candidate identification strategies explained above are then applied
depending on the coarse NE types of objects of relations as defined in the KB (Table 6.3).
• PER: All capitalised noun phrases. A maximum of two words are allowed to be surrounded
by quotes to capture alternative first names, e.g. “Jerome David ‘J. D.’ Salinger”.
• LOC: All capitalised noun phrases.
• ORG: All capitalised phrases and phrases from HTML markup. The latter is to capture
ORG names for which not all words of the phrase start with capital letters, e.g. the school
“Woodrow Wilson School of Public and International Affairs” or the record label “Sympathy
for the Record Industry”.
• MISC: As for ORG, all capitalised phrases and phrases from HTML markup are used. MISC
NEs are even more varied than ORG NEs and it is difficult to find the right balance between
recognising most of them and generating unecessary candidates since many MISC NEs are
mixed case. By using the HTML markup candidate identification strategy, some of them
can be identified without generating too many unecessary candidates.
To assess how useful these strategies are, 30 instances of each Freebase class per coarse NE
type of the object are randomly sampled and all sentences which contain the subject of the
relation examined manually. Precision is measured, i.e. how many of the relation candidates
are appropriate for the relation, as well as recall to compare the relation candidate identification
strategies described above against the identification of candidates by Stanford NER (ignoring the
NE label). As shown in Table 6.1, while supervised identification of NE labels achieves a higher
precision for all NE types, the recall is higher for all NE types using POS-based heuristics. The
simple heuristics are especially helpful for MISC NEs, for which recall is twice as high compared
to Stanford NER and precision only marginally higher. If the NE label were used to enforce hard
constraints, recall would be reduced even further: 88% of all PER entities are correctly identified
as persons, compared to 58% for locations and 87% for organisations. MISC NE are identified
as PER (45%), LOC (40%) or ORG (15%). Overall, precision is not as important for candidate
identification as recall, since choosing correct entities among the candidates can be dealt with in
a NEC stage.
NEC features
For the one-stage and imitation learning model, the following Web features based on HTML
markup are used, both as local features if the entity mention contains the markup, and as global
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NE type Model R P F1
PER heuristic 0.976 0.1287 0.227
PER Stanford 0.774 0.1781 0.29
LOC heuristic 0.963 0.1176 0.21
LOC Stanford 0.889 0.1611 0.273
ORG heuristic 0.95 0.0265 0.0516
ORG Stanford 0.8 0.0505 0.095
MISC heuristic 0.854 0.0496 0.0938
MISC Stanford 0.427 0.053 0.0943
Table 6.1: Results for POS-based candidate identification strategies compared to Stanford NER
features if a mention somewhere else in the document with the same lexicalisation contains that
markup:
• is link (<ahref>)
• is list element (<li>)
• is header or subheader (<h1> or <h2> or <h3>)
• is bold (<strong> or <b>)
• is emphasised (<em>)
• is italics (<i>)
• is title (<title>)
• is contained in title (<title>)
In addition, the following NEC features are extracted, based on Nadeau and Sekine (2007)
and Hoffmann et al. (2011):
Word features (mentfeats):
• Object occurrence
• Sequence and BOW of occurrence
• Sequence and bag of POS of occurrence
• Number of words, characters and digits of object
• Ends with period, is roman number, contains apostrophe, hyphen, ampersand, possessive
• Digit and capitalisation pattern
Context features, as 1-grams (1cont) and 2-grams, 2 words to left and right of occurrence (2cont):
BOW, sequence, bag of POS, POS sequence.
6.4.3 RE Features
The following features are used for RE, based on Hoffmann et al. (2011) and Mintz et al. (2009):
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Person
Musical Artist : album Politician : birthplace
Musical Artist : record label Politician : educational institution
Musical Artist : track Politician : spouse
Organisation
Business : employees Education : mascot
Business : founders Education : city
Mixed
Film : director Book : author
Film : producer Book : characters
Film : actor
Film : character
Location
River : origin
River : mouth
Table 6.2: Freebase classes and properties/relations used
• 1cont and 2cont features
• Flag indicating which entity came first in sentence
• Sequence of POS tags and bag of words (BOW) between the subject and the object occur-
rence
Parsing features as full sequences (parse):
• Dependency path between subject and object, POS tags of words on that path
• Lemmas on dependency path, same with NNP and CD tokens substituted by POS tags
6.4.4 Supervised NEC Features for RE
For the baselines with off-the-shelf NECs, sentences are preprocessed with the two NEC systems
Stanford NER and FIGER. NE labels are then used in addition to the RE features listed in
Section 6.4.3. For the Stanf baseline, Stanford NER 7-class labels are added as RE features. Those
are: Time, Location, Organization, Person, Money, Percent, Date. FIGER classifies NEs according
to 112 types, most of which are subtypes of Person, Organization, Location, Product, Art, Event
and Building. Some of those types are relation types used in the evaluation of experiments
documented in this chapter (see Table 6.3 for relation types): educational institution, city, director,
actor and author. Since FIGER performs multi-label classification, it annotates some of the
relation candidates with more than one NE label. In that case, all NE labels returned are added
as features, though more experiments on how best to integrate multiple NE labels as features
could be performed, as shown by Liu et al. (2014).
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6.5 Evaluation
Musical Artist Politician
Relation type NE type Relation type NE type
album MISC birthplace LOC
record label ORG educational institution ORG
track MISC spouse PER
Business Educational Institution
Relation type NE type Relation type NE type
employees PER mascot MISC
founders PER city LOC
Film Book
Relation type NE type Relation type NE type
director PER author PER
producer PER characters MISC
actor PER
character MISC
River
Relation type NE type
origin LOC
mouth LOC
Table 6.3: Relation types and corresponding coarse NE types
6.5.1 Corpus
To create a corpus3 for Web RE, seven Freebase classes and two to four of their relations are
selected (Table 6.2). The selected classes are subclasses of PER (Musical Artist, Politician), LOC
(River), ORG (Business (Operation)), Education(al Institution)) or MISC (Film, Book), as can be
seen in Table 6.3. For each entity, at most 10 Web pages were retrieved via the Google Search API
using the search pattern “‘subject entity” class name relation name’, e.g. “‘The Beatles” Musical
Artist Origin’.
This corpus is a subset of the corpus used in Chapter 4, see Section 4.3.1 for a more detailed
description. The discarded relations are those which have a small set of possible objects, such as
“Education: colors”. It could be argued that those are easy to extract using e.g. simple gazetteer-
based extraction methods and that therefore, more complicated methods such as the one proposed
in this chapter are not necessary.
3The resources for experiments documented in this chapter are available online via http://tinyurl.com/o8ykn4y
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Model R-top P-top F1-top R-all P-all P-avg
RelOnly 0.1943 0.404 0.255 0.223 0.309 0.373
Stanf 0.233 0.436 0.304 0.268 0.329 0.398
FIGER 0.228 0.497 0.298 0.251 0.413 0.483
OS 0.269 0.58 0.356 0.288 0.486 0.552
IL 0.246 0.600 0.329 0.271 0.521 0.588
Table 6.4: Results for best model for each relation, macro average over all relations. Metrics reported are first
best precision (P-top), first best recall (R-top), first best F1 (F1-top), all precision (P-all), all recall (P-all), and all
average precision (P-avg)(Manning et al., 2008). The number of all results for computing recall is the number of
all relation tuples in the KB.
6.5.2 Models and Metrics
The following models are evaluated: imitation learning (IL) as described in Section 6.4.1, a one-
stage model (OS), a one-stage model with relation features only (RelOnly), and using Stanford
(Stanf) and FIGER (FIGER) NE labels as features (Section 6.4). For all models, linear classifiers
learned with passive-aggressive updates are used. For imitation learning, the learning algorithm
DAgger is used, which requires two parameters: the learning rate, i.e. how quickly the learning
algorithm moves away from the expert policy, and the number of iterations. The best learning
rate for this particular prediction task was empirically determined to be 0.25 and the best number
of iterations 12.
The output of the models is a score for each relation example and stage, i.e. for the one-stage
model, the output is one score and for the imitation learning model, there is a score each for the
NEC stage and the RE stage. The default for deciding whether the relation label should be true or
false depends on stage thresholds, which are 0 by default. Instead of using the default thresholds,
thresholds are automatically picked for all models on 1/3 of the training set, which is set aside as
a development set, after which models are retrained on the whole training set and used to predict
relations based on the learnt thresholds.
The following metrics are used: first best precision (P-top), first best recall (R-top), first best
F1 (F1-top), all precision (P-all), all recall (P-all), and all average precision (P-avg). For top,
only the top-ranked answer is considered, whereas for all all answers are returned until either
the correct one is found or they are exhausted. Finally, in the all mode precision is evaluated at
all recall points by varying the thresholds used in the respective classifiers and average precision
(P-avg) Manning et al. (2008) is reported. Merely reporting precision and recall ignores that those
two measures are dependent on one another, i.e. the higher the recall of a method is, the lower the
recall tends to be. One way of offering more information is to report precision at different levels
of recall. Another way is to report average precision, which provides an assessment of how well a
system trades precision for recall. The number of all results for computing recall is the number of
all relation tuples in the KB.
112 CHAPTER 6. EXTRACTING RELATIONS BETWEEN DIVERSE NAMED ENTITIES
R
e
la
tio
n
R
e
lO
n
ly
S
ta
n
f
F
IG
E
R
O
S
IL
F
1
-to
p
P
-a
v
g
F
1
-to
p
P
-a
v
g
F
1
-to
p
P
-a
v
g
F
1
-to
p
P
-a
v
g
F
1
-to
p
P
-a
v
g
M
u
sica
l
A
rtist
:
a
lb
u
m
0
.0
7
1
0
.1
7
5
0
.0
7
9
0
.1
0
9
0
.1
1
6
0
.2
0
3
0
.1
5
8
0
.4
0
9
0
.1
1
5
0
.5
6
9
M
u
sica
l
A
rtist
:
reco
rd
la
b
el
0
.0
9
0
0
.1
8
2
0
.1
0
0
0
.3
4
5
0
.1
7
9
0
.6
3
6
0
.4
0
4
0
.7
5
8
0
.3
7
6
0
.9
2
6
M
u
sica
l
A
rtist
:
tra
ck
0
.0
9
3
0
.1
0
9
0
.0
5
3
0
.1
7
5
0
.1
0
4
0
.4
0
0
0
.1
1
8
0
.4
7
1
0
.1
1
4
0
.3
6
7
P
o
liticia
n
:
b
irth
p
la
ce
0
.4
1
0
0
.5
9
4
0
.5
1
4
0
.5
4
1
0
.4
9
6
0
.6
0
9
0
.5
8
5
0
.7
0
9
0
.5
1
6
0
.5
4
8
P
o
liticia
n
:
ed
u
ca
tio
n
a
l
in
stitu
tio
n
0
.3
2
1
0
.3
8
7
0
.3
3
0
0
.4
2
6
0
.3
6
6
0
.5
6
0
0
.4
1
9
0
.7
1
9
0
.3
8
1
0
.8
3
1
P
o
liticia
n
:
sp
o
u
se
0
.1
4
8
0
.1
9
7
0
.1
5
2
0
.1
9
7
0
.0
8
2
0
.3
0
9
0
.2
1
8
0
.3
1
9
0
.1
5
0
0
.1
8
1
B
u
sin
ess
:
em
p
loy
ees
0
.0
5
9
0
.0
9
0
0
.0
9
7
0
.1
5
3
0
.0
8
2
0
.3
2
5
0
.1
4
9
0
.2
9
1
0
.1
3
3
0
.4
9
3
B
u
sin
ess
:
fo
u
n
d
ers
0
.3
4
1
0
.2
5
6
0
.4
6
2
0
.3
3
2
0
.4
0
4
0
.5
4
2
0
.4
4
8
0
.6
6
3
0
.4
2
9
0
.6
9
3
E
d
u
ca
tio
n
:
m
a
sco
t
0
.1
4
8
0
.3
6
2
0
.1
9
5
0
.4
8
3
0
.2
2
6
0
.5
0
0
0
.2
2
5
0
.5
0
6
0
.2
0
6
0
.5
8
5
E
d
u
ca
tio
n
:
city
0
.6
3
0
0
.7
0
5
0
.7
1
1
0
.7
4
0
0
.7
0
1
0
.7
7
0
0
.7
2
4
0
.8
4
7
0
.6
9
0
0
.8
7
2
F
ilm
:
d
irecto
r
0
.3
8
3
0
.5
4
8
0
.4
4
5
0
.6
0
3
0
.3
5
8
0
.5
5
4
0
.4
3
9
0
.6
0
1
0
.3
8
7
0
.6
1
2
F
ilm
:
p
ro
d
u
cer
0
.1
4
9
0
.3
8
4
0
.2
0
9
0
.3
9
5
0
.1
6
4
0
.3
8
7
0
.1
9
8
0
.3
5
5
0
.2
2
7
0
.4
0
0
F
ilm
:
a
cto
r
0
.2
4
6
0
.5
7
6
0
.3
0
8
0
.6
3
3
0
.3
5
1
0
.6
0
9
0
.3
4
2
0
.6
8
4
0
.3
1
2
0
.7
3
2
F
ilm
:
ch
a
ra
cter
0
.0
9
3
0
.1
2
3
0
.0
9
3
0
.1
1
7
0
.1
8
0
0
.1
9
5
0
.1
9
4
0
.2
9
8
0
.1
7
3
0
.3
1
9
B
o
o
k
:
a
u
th
o
r
0
.6
2
9
0
.8
5
2
0
.7
0
3
0
.8
5
2
0
.7
8
1
0
.8
7
8
0
.7
7
3
0
.8
6
7
0
.7
8
1
0
.8
8
5
B
o
o
k
:
ch
a
ra
cters
0
.2
2
4
0
.1
2
7
0
.1
9
3
0
.1
2
7
0
.2
6
2
0
.3
2
8
0
.2
6
8
0
.3
1
5
0
.2
3
1
0
.3
5
5
R
iv
er
:
o
rig
in
0
.1
7
5
0
.3
2
8
0
.2
3
2
0
.4
9
3
0
.1
6
0
0
.3
5
1
0
.2
5
6
0
.4
0
6
0
.2
2
8
0
.5
5
0
R
iv
er
:
m
o
u
th
0
.3
3
6
0
.5
9
4
0
.4
2
3
0
.5
6
4
0
.3
4
7
0
.5
2
9
0
.4
8
8
0
.7
0
9
0
.4
7
9
0
.6
6
8
T
a
b
le
6
.5
:
R
esu
lts
fo
r
b
est
m
o
d
el
fo
r
ea
ch
rela
tio
n
.
M
etrics
rep
o
rted
a
re
fi
rst
b
est
p
recisio
n
(P
-to
p
),
fi
rst
b
est
reca
ll
(R
-to
p
),
fi
rst
b
est
F
1
(F
1
-to
p
),
a
ll
p
recisio
n
(P
-a
ll),
a
ll
reca
ll
(P
-a
ll),
a
n
d
a
ll
a
v
era
g
e
p
recisio
n
(P
-a
vg
)(M
a
n
n
in
g
et
a
l.,
2
0
0
8
).
T
h
e
n
u
m
b
er
o
f
a
ll
resu
lts
fo
r
co
m
p
u
tin
g
reca
ll
is
th
e
n
u
m
b
er
o
f
a
ll
rela
tio
n
tu
p
les
in
th
e
K
B
.
T
h
e
h
ig
h
est
P
-a
v
g
in
b
o
ld
.
6.6. RESULTS AND DISCUSSION 113
Relation NEC Features Rel Features
Musical Artist : album 2cont + 1cont + mentfeats + web parse
Musical Artist : record label 2cont + 1cont + mentfeats + web parse + 2contword
Musical Artist : track parse + 2cont + 1cont + mentfeats parse
Politician : birthplace 2cont + 1cont + mentfeats + web parse
Politician : educational institution parse + cont + ment parse
Politician : spouse parse + 2cont + 1cont + web parse
Business : employees 2cont + 1cont + mentfeats + web parse + 2contword
Business : founders parse + cont + ment parse
Education : mascot parse + 2contwordpos parse + cont
Education : city parse + cont + ment parse + 2contwordpos
Film : director 2cont + 1cont + mentfeats + web parse + 2contword
Film : producer parse + cont parse + 2contwordpos
Film : actor parse + 2cont + web parse + 2contwordpos
Film : character parse + cont + ment parse + 2contword
Book : author 2cont + 1cont + mentfeats + web parse
Book : characters parse + cont + ment parse
River : origin 2cont + 1cont + mentfeats + web parse + 2contword
River : mouth 2cont + 1cont + mentfeats + web parse
Table 6.6: Best feature combination for IL
6.6 Results and Discussion
NEC Features Rel Features P-top R-top F1-top P-all R-all P-avg
2cont parse 0.215 0.399 0.28 0.253 0.316 0.381
2cont + 1cont + mentfeats parse 0.239 0.456 0.313 0.275 0.378 0.441
2cont + 1cont + mentfeats + web parse 0.248 0.51 0.322 0.276 0.431 0.502
2cont + web parse 0.204 0.375 0.264 0.244 0.289 0.35
2cont parse + 2contwordpos 0.236 0.43 0.305 0.275 0.338 0.402
2cont + 1cont + mentfeats parse + 2contwordpos 0.239 0.456 0.313 0.275 0.378 0.441
2cont + 1cont + mentfeats + web parse + 2contwordpos 0.248 0.518 0.324 0.275 0.421 0.486
2cont + web parse + 2contwordpos 0.24 0.402 0.3 0.279 0.305 0.371
2cont parse + 2contword 0.215 0.394 0.278 0.258 0.309 0.372
2cont + 1cont + mentfeats parse + 2contword 0.231 0.453 0.295 0.266 0.352 0.43
2cont + 1cont + mentfeats + web parse + 2contword 0.25 0.54 0.325 0.284 0.433 0.505
2cont + web parse + 2contword 0.223 0.395 0.285 0.263 0.305 0.373
Table 6.7: Imitation learning results for different NE and relation features, macro average over all relations. Metrics
reported are first best precision (P-top), first best recall (R-top), first best F1 (F1-top), all precision (P-all), all recall
(P-all), and all average precision (P-avg)(Manning et al., 2008).
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6.6.1 Comparison of Models
Overall results in Table 6.4 show that both of the models introduced in this chapter (IL and
OS) outperform the baselines with off-the-shelf supervised NEC (Stanf, FIGER) for all metrics.
Detailed results for different relations (Table 6.5) show that IL outperforms both OS and Base in
terms of average precision. FIGER results fall in between Stanf and OS results. For some relations,
there is a dramatic improvement by using fine-grained FIGER NE features over coarse-grained
Stanford NE features; occasionally FIGER even outperforms OS, as for the relation author. This
is because FIGER has a corresponding NE type (see Section 6.4.4).
For most relations, including those whose objects are of type MISC, IL shows a significant improve-
ment in terms of F1 or average precision over OS (Table 6.5). This confirms the hypothesis that
separating the NEC and relation extraction stages using imitation learning can achieve a higher
precision and recall for non-standard relations than preprocessing sentences with a supervised
NEC model. Furthermore, results show that it can also be useful for most standard relations.
The main relations for which Stanf, FIGER or OS can have a benefit over IL are those for which
entities are easy to classify, specifically LOC NEs, but also PER NEs. This is because, if NEs are
easy to classify, a separate NEC is less likely to be useful.
6.6.2 Imitation Learning vs One-Stage
To give more insight into why IL is overall more successful than OS, common errors made by OS
are shown here, along with an explanation of how those errors are prevented by using IL. One
example of IL predicting correctly but OS incorrectly is from the following sentence, expressing
the director relation:
“In 2010 he appeared in a leading role in<o>Alicia Duffy</o>’s<s>All Good Children</s>.”
In that example, the NEC features extracted for <o>Alicia Duffy</o> are not very strong
indicators, since neither the object string itself nor the surrounding context give any direct indi-
cation for the director relation. The RE features, which are based on the dependency path, are a
stronger indicator. Since in the OS model all features are combined, the NEC features overpower
the RE features. The IL model, on the other hand, learns a permissive NEC as a first stage, which
filters NEs with respect to whether they are generally appropriate for the relation or not, and then
leaves the RE to the second stage.
Another example is a sentence for which OS incorrectly predicts the relation author, whereas
IL correctly predicts “false”:
“<o>Laura</o> and Mary went to school for the first time in Pepin rather than Walnut
Grove, which is not included in <s>Little House in the Big Woods</s>.”
For this example, OS relation features have small positive weights, which then overall lead
to a positive prediction. For IL, the first stage predicts “false”, since the one-token string
<o>Laura</o> is not a likely candidate for author.
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6.6.3 Comparison of Features
All different feature groups have an overall positive effect on the results (see Table 6.7). While low
precision, high frequency features improve recall (1cont), they do not always improve precision.
Both OS and IL benefit from high precision, low frequency features, e.g. for author and mouth,
the best results are achieved with only sparse parsing features for RE.
Web features improve performance for 10 out of 18 relations. For n-ary relations the is list
element feature is very useful because Web pages about musical artists, films or books often contain
lists with their attributes, e.g. a Web page about a musical artist typically contains a list with
their albums. For relations with persons as objects, is link and is bold is useful because Web pages
often highlight persons or provide links to Web pages with more information about them. As an
example, for the author relation, the strongest positive Web feature is is in title and the strongest
negative feature is is list element. This makes sense since a book is frequently mentioned with its
author, which is one of the most important attributes of a book, whereas lists on Web pages about
books mention less important attributes, such as the characters.
6.6.4 Overall Comparison
Overall, experiments documented in this chapter showed that using an off-the-shelf NEC as a
pre-processing step for distant supervision as done by existing works often causes errors which
can be prevented by instead separating NEC and RE with imitation learning. Experiments also
showed that using Web features increases precision for NEC. Finally, it is worth noting that the
recall for some of the relations is quite low because they only infrequently occur in text, especially
in the same sentence as the subject of the relation. These issues can be overcome by performing
co-reference resolution (see Section 4), by retrieving more Web pages or improving the information
retrieval component of the approach (West et al., 2014) and by combining extractors operating on
sentences with other extractors for semi-structured content on Web pages (Carlson et al., 2010a).
6.7 Conclusion and Future Work
This chapter contains experiments addressing one important shortcoming of distant supervision
for relation extraction which has been largely ignored by existing work.
The central contribution of this chapter is a novel method for NERC for distant super-
vision using joint learning of NEC and RE with imitation learning. To date, there is very little
research on improving NERC for distant supervision to extract relations between non-standard
entities such as musical artists and albums. Some research has been done on improving distant su-
pervision by using fine-grained named entity classifiers (Ling and Weld, 2012; Liu et al., 2014) and
on using named entity linking for distant supervision (Koch et al., 2014). Liu et al. (2014) train a
supervised fine-grained NERC on Wikipedia and show that using those types as entity contraints
improves precision and recall for a distantly supervised RE on newswire. However, they assume
that labeled training data is available, making it unsuitable for applying distant supervision to
domains with relations involving non-standard entity types. Vlachos and Clark (2014b) proposed
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a distantly supervised approach for joint learning of NEC and RE with imitation learning for the
architecture domain. However, they did not perform experiments on feature selection or named
entity candidate identification. Further, they only used two relations in their experiments which
involved rather standard entity types and they did not compare against using off-the shelf NEC
systems.
The chapter proposes a method for extracting non-standard relations with distant supervision
that learns a NEC jointly with relation extraction using imitation learning. The method is inspired
by some of the findings in the previous chapter. Those are that unseen NEs, i.e. NEs appearing
in the training, but not the testing corpus, make up more than half of the testing instances, and
even more for diverse domains such as the Web domain. Unseen NEs are a bottleneck for NERC
performance, leading to a substantial drop in performance of 22% on average. This phenomenon
occurs even if training and testing corpora belong to the same domain or if large training corpora
are used. For the Web corpora used in the study in the previous chapter, performance on them
was similar for training data from the same domain or a large training corpus from a different
domain. One possibility, which has been researched thoroughly, would be to apply transfer learning
methods to try to improve performance, i.e. try to combine a variety of different NERC training
corpora and automatically adapt them to the testing domain. But since the base performance for
training corpora from the same domain is the same as for using large training corpora from the
newswire domain, this possibility has been discarded.
Therefore, a more unusual method is chosen, which has additional benefits: imitation learning
only requires labels for outputs (relation labels) but not for intermediate stages (NEC). This means
no additional manually labeled training data is neccessary and the method is easy to port to new
domains.
The proposed method using the imitation learning algorithm DAgger (Ross et al., 2011)
is thoroughly compared to the state of the art. The following methods are compared:
(1) imitation learning with joint learning of NEC and RE; (2) an internal baseline with a one-
stage classification approach using aggregated NEC and RE features; (3) an internal one-stage
classification baseline which only uses RE features; (4) the internal baseline aggregated with
Stanford NER (Finkel et al., 2005) and FIGER (Ling and Weld, 2012) NE labels as features
to achieve a soft NE type constraint. The experiments show that the proposed method
improves over the state of the art. The proposed imitation learning approach outperforms
models with supervised NEC for relations involving non-standard entities as well as relations
involving persons, locations and organisations. An increase of 4 points in average precision over a
simple one-stage classification model is achieved, and an increase in 10 points and 19 points over
baselines with FIGER and Stanford NE labels.
A further contribution of this chapter are thorough experiments regarding NEC and RE
features and the proposal of relation candidate identification strategies. In terms of relation
features, low precision, high frequency features such as BoW features are compared against sparse,
but high-precision features such as parsing features. Findings are that high frequency features
improve recall, but not precision, and that the best results are achieved with only sparse parsing
features for relation extraction. For NEC, traditional NEC features such as capitalisation pattern
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and context words are tested in addition to Web features. Web features tested are appearances of
entities in lists, links to other Web pages, is header or subheader, is bold, is emphasised, is italics,
is title and is in title. Those Web features improve performance for 10 out of 18 relations, and
improve overall average precision by 7 points.
Particularly useful features for n-ary relations are “is in title” and “is list element”, which are
used as global features. This is because Web pages about musical artists, films or books often
contain lists with their attributes, e.g. a Web page about a musical artist typically contains a list
with their albums. Other Web pages are review pages which contain a very detailed review about
a particular musical album and therefore contain the name of the album in the title. For relations
with persons as objects, such as Book: author, is link and is bold are useful because Web pages
often highlight persons or provide links to Web pages with more information about them.
These findings are complementary with existing work which use Web pages for information
extraction focusing on using links as local features, particulary in the context of Wikipedia (Wu
and Weld, 2010; Presutti et al., 2014). Specialised Web features could also be used to improve
other Web search-based distantly supervised relation extraction approaches (Dong et al., 2014;
West et al., 2014).
Lastly, a modified version of the corpus in Chapter 4 is made available. The corpus contains
automatically labeled training and testing examples for 18 different relations and is made available
in the same format as Angeli et al. (2014b)’s distant supervision data for easy reuse.
Note that the results presented in this chapter are not directly comparable to the methods
presented in Chapter 4, among other reasons, because different evaluation metrics are reported.
However, the one-stage classification model reported in this chapter is similar to the baseline
model without training data selction reported in Chapter 4. The improvements the approach for
joint NEC and RE proposed in this chapter brings are therefore very likely orthogonal to the
improvements the training data selection methods proposed in Chapter 4 bring.
In future work, the proposed approach could be combined with other approaches to solve
typical issues arising in the context of distant supervision, such as dealing with overlapping rela-
tions (Hoffmann et al., 2011), improving heuristic labelling of sentences (Takamatsu et al., 2012)
or dealing with incomplete knowledge bases (Min et al., 2013).
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Chapter 7
Conclusions
7.1 Conclusions
This thesis has considered how to extract relations from the Web without manually labelled data.
To this end, an automatic labelling method called distant supervision was investigated, which
assumes the presence of a partly populated knowledge base and utilises the relation tuples already
contained in the knowledge base to label training data for relation extraction. A number of
research questions with respect to distant supervision have been identified and investigated.
• Setting and Evaluation: how can a distant supervision system for the Web be evaluated?
• Selecting Training Instances: how can incorrectly labelled training data be identified au-
tomatically? Can knowledge contained in the knowledge base be exploited for assessing
this? How can noisy training data be discarded automatically using inexpensive statistical
methods?
• Named Entity Recognition of Diverse NEs: what are the main reasons for low NERC perfor-
mance in diverse domains, such as the Web and social media? What lessons can be learned
from this with respect to recognising NEs for distant supervision?
• NERC for Distant Supervision: how can NERC for RE be performed without the need for
additional manual labelled training examples? How can NERC and RE be modelled in a
joint way which avoids the problem of error propagation pipeline architectures face?
• Feature Extraction: are features based on markup on Web pages helpful for distantly super-
vised relation extraction? For a joint modelling approach of NERC and RE, what kinds of
NERC and RE features are helpful? Are highly frequent or sparse features better? Shallow
or parsing-based ones?
• Selecting Testing Instances and Combining Predictions: are testing instances for relation
extraction obtained by preprocessing sentences with co-reference resolution helpful for im-
proving knowledge base population performance? What methods achieve a high performance
for combining predictions for knowledge base population?
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In the rest of this section, the contributions of this thesis are summarised.
7.1.1 Setting and Evaluation
One of the first important things that need to be considered for every task is: how can it be
evaluated (see Section 3.2.1)? Typically, relation extraction is evaluated on manually labelled test
data. For the benchmarks ACE 2005 (Walker et al., 2006) and OntoNotes (Hovy et al., 2006),
annotations of relations are given, i.e. stand-off annotation files provide character offsets for entity
mentions and state what relations hold between those entities. Other evaluation scenarios, such
as the TAC KBP evaluations (Surdeanu and Ji, 2014) have the goal of populating knowledge
base, and as such measure performance for extraction relations instead of making predictions for
individual relation mentions.
In the case of distant supervision for Web relation extraction, evaluation poses a substantial
challenge. How can a distantly supervised Web relation extraction approach be evaluated, given
that there are no benchmarks available for that task? Two possibilites for evaluation are investi-
gated. The first is a sentence-level manual evaluation, to evaluate extraction quality on relation
mention level, as it is the setting for ACE and OntoNotes. However, testing sentences are not
annotated beforehand, but rather, extractions are annotated. For this, extracted relation men-
tions are ranked by confidence in descending order and the correctness of the top 10% of relation
mentions is evaluated manually. This type of evaluation is investigated in Section 4. The benefit
of this type of evaluation is that it gives a good estimate of precision, however, recall in such an
evaluation setting is not very meaningful. For this reason, a second evaluation scenario is consid-
ered, for the task of knowledge base completion. For the knowledge base completion task, similar
to the TAC KBP evaluations, the input is a knowledge base which is populated with entities
and partly populated with relation, and the task is to fill in the missing relations. To fill those
in, relations are extracted and predictions of relation mentions are combined. For this setting, a
hold-out evaluation can be performed: part of the knowledge base can be used for training and the
other part for testing. What is measured is the performance of the relation extraction approach at
recreating the knowledge base. Such an evaluation scenario is both more realistic, since it imitates
a possible application, and it also does not require manual effort at testing time for labelling data.
Comparing the two evaluation settings, the results for manual sentence-level and automatic
knowledge base completion evaluation are very similar. Thus, it can be concluded that an au-
tomatic knowledge base completion evaluation is at least equally suited, if not favourable to a
manual sentence-level evaluation. Consequently in Section 6, an evaluation is only performed on
instance-level.
Considering there is no benchmark available for distantly supervised Web-based relation extrac-
tion, a new corpus was created, and a new setting for automatically labelling data with relations
proposed in Chapter 4. The setting simulates user queries of the type “What albums were released
by The Beatles”, which are then issued against a search engine for retrieving Web pages. Relation
triples with subject “The Beatles” from the background knowledge base can then be used to au-
tomatically annotate the retrieved Web pages and in turn be used as training data. For testing,
a held-out-part of the corpus created in this way is used.
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The benefit of this approach is that it is efficient since it does not require many comparisons
with the knowledge base. By using search queries constructed from entities and relation names
in the knowledge base, the assumption used in this thesis is that the retrieved Web pages indeed
contain information about those entities and relations. A further contribution of this to the
research community is a new automatically annotated corpus for Web-based distant supervision.
In terms of the aims stated in Section 3.2.1, the research performed meets the basic goals. What
could be improved is to thoroughly evaluate the search-based component of the proposed setting to
understand how relevant the Web pages retrieved are and mesure if using a search-based approach
results in a reduction in error rate for distant supervision compared to considering a large Web
crawl. Further, the run time for creating distant supervision corpus could be measured. While the
proposed setting requires fewer comparisons with the background knowledge base than previously
used ones, it would be interesting to study by how much the run time is reduced, taking into
account that using a search engine also requires computational effort.
7.1.2 Selecting Training Instances
Although distant supervision allows one to automatically produce training data without the need
for manual labelling, this also has downsides, one of them being that automatically labelled train-
ing data can be noisy. Research questions are therefore: how can incorrectly labelled training data
be identified automatically? Can knowledge contained in the knowledge base be exploited for as-
sessing this? How can noisy training data be discarded automatically using inexpensive statistical
methods?
These research aims are introduced in Section 3.3 and investigated in Chapter 4. The main
goal of such training data selection methods is to increase precision for knowledge base population.
The approach assesses how likely it is for objects of relations to be ambiguous at training time and
then discard them if it is very likely that they are ambiguous. Ambiguity is measured in terms of
the number of senses, which is the number of unique resources representing a lexicalisation. The
number of unique resources is retrieved based on the knowledge base Freebase.
Two types of ambiguity are measured and evaluated: ambiguity of objects of relations and
ambiguity across classes. For the first, a very simple heuristic is used: if a subject is related to
two objects with the same lexicalisation, both relations are discarded as training data (Unam).
For the latter, based on existing entries in the knowledge base, it is estimated how ambiguous a
lexicalisation of an object is compared to other lexicalisations of objects of the same relation by
viewing the number of lexicalisations as a frequence distribution. If the lexicalisation of an object
has more senses than n% of other objects, it is discarded. This is tested for n = 25, n = 50 and
n = 75 (Stat). Since this might discard too many lexicalisations for some objects, a refinement of
Stat is to only discard lexicalisations of objects that have at least 3 lexicalisations (StatRes). In
addition, stop words as discarded, as they are generally considered to be ambiguous (Stop).
Findings are that those measures indeed manage to remove false positives and thus improve
precision for knowledge base population. The highest precision is achieved with Unam, Stop and
Stat for n = 75. The biggest improvement in precision comes from Stat. Discarding stop words
does not add much since most of them are captured by Unam. However, usingStatRes instead of
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Stat achieves a better trade-off of precision and recall.
While the methods indeed increase precision, this comes at a cost of recall for knowledge base
population. What was not studied in the context of those experiments is what role the number of
training examples plays with respect to recall for knowledge base population. The assumption of
this chapter was that recall could be improved by gathering more Web pages. However, a detailed
analysis of the relationship between the number of training examples and recall for knowledge
base population when discarding noisy training was not studied. As such, the aims introduced in
Section 3.3 were largely achieved, but some of the assumptions made when drawing conclusions
could be evaluated more thoroughly.
7.1.3 Named Entity Recognition of Diverse NEs
Relation extraction relies on the task of named entity recognition since named entities often form
the arguments of relations. Approaches which study distant supervision for relation extraction
typically assume that named entity recognition and classification is solved by using an off-the-shelf
NERC such as Stanford NER. What makes NERC for distantly supervised relation extraction so
challenging is that, unlike for supervised relation extraction, no named entity annotations are
available.
Section 3.4 introduces the research aims of this thesis with respect to named entity recognition
and classification. The first one is to analyse and quantify reasons for low NERC performance
in diverse genres, such as the Web and social media, which is studied extensively in Chapter 5.
NLP tasks are typically more challenging for noisy text which contains spelling mistakes and
dialectical and informal usage. Such noisy text can be found on Web pages, in tweets or blogs.
For the purpose of quantifying reasons for low NERC performance in diverse genres, popular
NERC corpora including MUC 7, ConLL, subcorpora of the ACE and OntoNotes corpora which
contain Web data, and social media corpora are studied. NERC performance is measured with
CRFSuite, Stanford NER and SENNA.
Firstly, by analysing different corpora, it can be observed that they differ widely in terms of
size; in terms of how balanced NE type annotations are in the corpus; in terms of what proportion
of the texts are NEs; and how often NEs and tokens are repeated. The most balanced corpus
in terms of NE types out of the ones studied is the ConLL corpus, which is the most widely
used NERC corpus and the one off-the-shelf NERC systems, such as Stanford NER, are tuned
on. Traditionally viewed as noisy, corpora such as Twitter corpora and Web corpora have a low
repetition of NEs and tokens, but surprisingly also the ConLL corpus, indicating that it is well
balanced in terms of stories. In newswire corpora, a large proportion of the text consists of NEs,
which indicates high information density. Web, Twitter and telephone conversation corpora on
the other hand have low information density.
Out of the NERC approaches studied, SENNA achieves the highest performance across corpora,
and is thus the best at generalising from training to testing data. This can mostly be attributed
to the approach using word embeddings being trained with deep convolutional neural nets. The
default parameters of SENNA achieve balanced precision and recall, while for Stanford NER and
CRFSuite, precision is almost twice as high as recall. As expected, there is a correlation between
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NERC performance and training corpus size. However, corpus size is not an absolute predictor
of F1. The biggest corpus studied is OntoNotes NW, which is almost twice the size of ConLL in
terms of NEs. However, the average F1 for CoNLL is the highest one of all corpora. There is an
11 point difference between the F1 on ConLL and OntoNotes NW with SENNA.
Studying NERC on size normalised corpora, it becomes clear that there is also a big difference
in performance for corpora of the same genre. Moreover, with training corpora normalised by size,
diverse corpora such as Web corpora and social media corpora achieve a similar F1 as newswire
corpora, suggesting that annotating more sentences for diverse genres would also dramatically
increase F1.
What is found to be a good predictor of F1 is a memorisation baseline, which picks the most
frequent NE label for each token sequence in the test corpus as observed in the training corpus.
Inspired by this, the proportion of unseen NEs in the test corpus, i.e. NEs which appear in the
testing, but not the training corpus, are studied, as well as the performance on seen and unseen
NEs only. What can be learned from this is that corpora with a large proportion of unseen NEs
tend to have a lower F1, which is due to F1 being much lower for unseen than for seen NEs (about
17 points lower averaged over all NERC methods and corpora). This finally explains why the
performance is highest for the ConLL corpus – it contains the lowest proportion of unseen NEs.
It also explains the difference in performance between NERC on other corpora. Out of all the
possible indicators for high NER F1 studied, this is found to be the most reliable one.
Also studied is the proportion of unseen features per unseen and seen NE portions of different
corpora. However, this is found to not be very helpful. The proportion of seen features is higher
for seen NEs, as it should be. However, within the seen and unseen NE splits, there is no clear
trend indicating if having more seen features helps.
As mentioned above, hand-annotating more training examples is likely to be a straightforward
way of improving NERC performance. However, this is costly, which is why it can be useful to
study if using larger corpora for training belonging to the same genre, but taken from a different
corpus, might be helpful. In the literature and in this chapter, a binary distinction is made between
“in-genre” and “out-of-genre” scenarios. Note that in practice, this such a binary distinction does
not exist. Rather, genres can be more or less similar to one another.
Findings of this chapter are that substituting original in-genre training corpora with other
training corpora for the same genre created at the same time improves performance, and studying
how such corpora can be combined with transfer learning strategies might improve performance
even further. However, for most corpora, there is a significant drop in performance for out-of-genre
training. What is again found to be reliable is to check the memorisation baseline: if results for
the out-of-domain memorisation baseline are higher than for in-genre memorisation, than using
the out-of-genre corpus for training is likely to be helpful.
The experiments in Chapter 6 fulfill all aims stated in Section 3.4. It could be argued that,
although the chapter thoroughly compares against several baselines, it does not incorporate other
findings for improving distant supervision, such as multi-instance multi-label learning (Surdeanu
et al., 2012), or also the training data selection methods introduced in Section 4. Although the
findings in Chapter 6 are orthogonal to improving how training data is selected, it would be
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interesting to see how much improvement could be gained from combining all of those findings.
7.1.4 NERC for Distant Supervision
Going back to NERC for relation extraction for Web data, the goal is to improve performance over
using a pre-trained NERC, e.g. Stanford NER trained on the ConLL corpus. One possibility, based
on the research in Chapter 5, would be to find corpora with a large memorisation performance
when applied to the Web corpus used for relation extraction experiments in this thesis. However,
finding suitable training corpora is difficult for diverse genres. In addition, training models for
different tasks such as NERC and RE in sequence leads to error propagation, i.e. errors made at
earlier stages in the pipeline to be propagated to later stages in the pipeline.
The goal of Chapter 6 is to research methods for NERC for RE which does not require manual
labelled training examples for NERC and thus avoid the problem of error propagation. In order
to do so, the task of relation extraction is first decomposed into three tasks, which can be seen
as different stages: named entity boundary recognition (NER), named entity classification (NEC)
and relation extraction (RE). The goal is to achieve a high recall at earlier stages, possibly at the
loss of precision and have a high precision at the later stages.
For NER, simple heuristics are used with the aim of capturing most NEs. These are based
on capitalisation, part of speech tags and markup on Web pages. In a small manual evaluation
measuring recall against Stanford NER, it is confirmed that Stanford NER indeed fails to recognise
many true NEs which are recognised with those heuristics. For NEs which should be of type MISC
(though the type is disregarded for this small experiment and only handled at a later stage), the
recall with Stanford NER is only half of the recall of those simple candidate identification heuristics.
Using those NER heuristics, it is then possible to annotate sentences with NE types using
a supervised pre-trained model, such as Stanford NER, or also FIGER. The latter assigns fine-
grained NE types and has been used in previous distant supervision work to improve over a distant
supervision approach with Stanford NER. The NEC annotations are then used as features and
a distantly supervised RE can be trained, as existing work and the approach in Chapter 4 have
done. To evaluate how much NEC contributes, a baseline for this is to skip the NEC stage and
only train a relation extractor with relation features, but no NEC features. Adding NEC features
with Stanford NER (Stanf ) or FIGER (FIGER) improves over the baseline with relation features
only (RelOnly) by 1.5 and 11 points, respectively, as well as by 3 points in F1 and 2.5 points in F1.
This shows that NE types are important for relation extraction, and efforts to improve NEC for
relation extraction, such as using a fine-grained NEC (FIGER) instead of a coarse-grained NEC
(Stanf) already improves results.
As experiments on the above have already been documented by existing work, Chapter 6 further
proposes novel methods which improve over the state of the art. One of those methods is to add
NEC features to relation features (conclusions about different features are made in Section 7.1.5),
called one-stage model (OS ). This brings an improvement of 7 further points on average precision
and 6 points in F1. However, simply adding NEC features to relation features means the model
cannot learn to distinguish between the tasks of NEC and RE. Some NEs might be of the right
type for the relation, but still not be the correct object of the relation.
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Therefore, in addition to this one-stage model, a joint modelling approach for NEC and RE
is proposed, which learns two classifiers (NEC and RE) and dependencies between them. After
training, the classifiers are applied in sequence. If the NEC stage concludes that the NE is of the
right type for the relation, then RE is applied to make the final prediction, otherwise the RE stage
is not reached. However, this typically requires training data. The proposal in Chapter 6 is to
train these models with imitation learning. Imitation learning has the attraction of being able to
model tasks and dependencies between them, but only require labels for the output (RE). This
is done by exploring several actions (positive or negative predictions for NEC) and assessing the
effect of these on the final output (positive or negative prediction RE) during training. Results
show that such a joint modelling approach with imitation learning (IL) further improves average
precision by 3.6 points over OS.
7.1.5 Feature Extraction
A further aim, introduced in Section 3.5 is to study what features perform well for distantly
supervised relation extraction, specifically if features based on markup on Web pages are helpful.
These experiments are documented in Chapter 6.
In that chapter, two kinds of features are studied: relation extraction features and NEC features
(for relation extraction). For relation extraction, both shallow and parsing-based features are
studied. Shallow features include features such as the sequence of part of speech tags between
the subject and the object candidate of the relation. Shallow features are studied included as
both 1-grams and 2-grams. Parsing features include, e.g., the dependency path and the lexicalised
dependency path between the subject and the object of the relation.
For NEC, traditional features based on existing work are studied, such as the mention, part of
speech tags of the mention, digit and capitalisation pattern. In addition to that, local and global
features based on HTML markup are extracted: is link, is list element, is header or subheader, is
bold, is emphasised, is italics, is title or is contained in title.
What is found for RE is that high precision, low frequency features achieve the highest per-
formance; the best results are achieved with only sparse parsing features for RE. The NEC stage
benefits from all features. Web features, however, have the biggest impact on the NEC stage: they
improve performance for 10 out of 18 relations. What is particularly useful for n-ary relations such
as album is the in list feature, as e.g. lists of albums can often be found on Web pages. Links and
bold text are particularly useful for relations with persons such as author as objects because Web
pages often highlight persons or provide links to Web pages with more information about them.
The experiments on feature extraction fulfill all aims stated for those experiments described
in Section 3.5.
7.1.6 Selecting Testing Instances and Combining Predictions
Lastly, after models are trained, testing instances have to be selected and predictions combined for
knowledge base population. Aims stated Section 3.6 are to study if it is beneficial for knowledge
base population to not only extract relations between two named entities, but, e.g., between a
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pronoun or a category referring to a proper noun and a NE.
To do so, three different methods are studied. The first is to resolve co-references in testing
documents with Stanford Coref (CorefS ). As for NERC, the problem with this is that the co-
reference resolution component is trained on newswire data. Therefore, in addition to this, two
other methods are used. The first one is a simple heuristic. It assumes that if a paragraph contains
at least one sentence with the subject of the relation which is to be extracted, then all following
sentences should be used as relation candidates for extraction as well (NoSub). Further, a co-
reference resolution method based on gender and number gazetteers is used. For paragraphs which
contain at least one mention of the subject by name, the approach then identifies all sentences
which contain a noun phrase or pronoun which could be co-referent with the subject. Noun
phrases are collected by using the Freebase type of the subject (e.g. “Film”) and finding synonyms,
hypernyms and hypernyms for those using Wikipedia redirection pages and WordNet. Sentences
containing such phrases and one other NE (which could be the object) are then used as testing
examples (CorefN ). Further, those noun phrases are looked up in gender and number gazetteers.
If a sentence contains one pronoun which agrees with the subject of the relation in number and
gender, and one further NE, which could be the object, it is used as a testing instance (CorefP).
Comparing those methods for knowledge base population, findings are that the best performing
one in terms of F1 is CorefP, followed by CorefS, CorefN and NoSub. Performing training data
selection, as also described in Chapter 4, in addition to testing data selection improves precision
for knowledge base population over only using original training data with co-reference resolution
methods.
These are interesting results which further strengthen the argument that using NLP methods
trained on newswire for pre-processing does not always work across genres. The experiments
fulfill aims stated in Section 3.6; however, the reason for some of the results is not entirely clear.
Particularly, would co-reference resolution still improve results for knowledge base population if
more Web pages for testing were available?
The second aim stated in Section 3.6 is to research methods for combining predictions. Four
different methods of combining instance-level predictions are evaluated. First, a distinction is
made between combining predictions with the same surface form in a straightforward way after
extraction (Aggr) and combining feature vectors of testing instances for the same < s, o > tuples
before training (Comb). Results show that the former, which is the method more frequently used
in distant supervision evaluations, is the better performing one in terms of both precision and
recall.
Next, two methods are tested which make use of background knowledge in the knowledge base
for assessing which predictions to return. The first one is to assess how many results to return for
each subject and relation pair. To do this, the number of objects for each subject and relation pair
are counted and and viewed as a frequency distribution to get a cut-off for how many results to
return (Limit). Next, it is determined from the knowledge base whether objects which are related
to the same subject often have relations with the same object lexicalisations, e.g. the origin of
a river, which is also a location contained by the same river. If a prediction can be made with
a high confidence for one of those relations (e.g. River: origin), and another prediction with a
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lower confidence for one of the other relations (e.g. River: contained by) can be found, then it
might make sense to return both of those predictions (Multilab). Both of those methods improve
precision, but do not lead to a better F1 measure than Aggr.
In terms of aims on combining predictions introduced in Section 3.6, first steps have been made,
but much more research could be done. The proposed methods only lead to an improvement in
precision, but not recall, which again may be partly due to not having enough testing data for
knowledge base population. There are evaluation campaigns for combining predictions, e.g. there
is a track at TAC dedicated to slot filler validation1. It would be interesting to participate with
further research methods for this and compare them against related work.
7.2 Future Work and Outlook
7.2.1 Imitation Learning with Deep Learning
One of the contributions of this thesis is a method for joint learning of relations and entity types
with imitation learning. Imitation learning only requires output annotation, i.e. relation labels,
but not labels for the intermediate tasks, i.e. NE classification, and learns dependencies between
the two tasks. That work follows the general research trend of joint learning of different tasks,
with methods and their application to NLP tasks such as integer linear programming (Roth and
Yih, 2004, 2007; Galanis et al., 2012), markov logic networks (Domingos et al., 2008; Riedel et al.,
2009), and more recently imitation learning (Daume´ et al., 2009; Ross et al., 2011; Vlachos and
Craven, 2011; Vlachos, 2012; Vlachos and Clark, 2014a).
One of the biggest current trends in natural language processing is deep learning after huge
successes of deep learning in the image recognition community. Deep learning methods learn
a latent representation of text, which to some degree eliminates the need for traditional feature
engineering based on the output of existing features, e.g. features based on part of speech tags. It is
so popular a trend that the community even asks if there is any more to natural language processing
than deep learning or if deep learning is a one-for-all solution for natural language processing
tasks (Manning, 2015). As Manning (2015) argues, NLP approaches are always dependent on the
problem. There is no one-for-all machine learning solution for natural language processing tasks,
different shapes of problems require different solutions. Moreover, while using deep learning for
NLP tasks typically leads to a reduction in error rate, improvements are much smaller than in the
vision community, suggesting NLP is far from “solved” and can still benefit from other research
based on linguistic intuition.
However, it could be researched how some of the recent deep learning trends could be combined
with the findings of this thesis. One of the developments is research on embeddings, which map
words or pairs of words into a low-dimensional vector space. Embeddings can be learnt in an
unsupervised way and can be seen as a compressed representation of words. Unsupervised pre-
training for deep learning has been found to be extremely successful (Erhan et al., 2010).
Word embeddings (Bengio et al., 2003; Mikolov et al., 2013; Collobert et al., 2011; Levy and
Goldberg, 2014) as well as relation embeddings (Bordes et al., 2011; Lin et al., 2015) have been
1http://www.nist.gov/tac/2015/KBP/SFValidation/index.html
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successfully used in the context of information extraction (Collobert et al., 2011; Lin et al., 2015).
As future work, it could be researched how Web-based, lexical and dependency features, as used
in experiments in Chapter 6, could be replaced or augmented with embeddings in the context of
imitation learning.
The other development are the (deep) neural networks of different flavours themselves, which
have been shown to improve performance for NLP tasks, especially in combination with embed-
dings (Collobert et al., 2011). In the context of imitation learning, cost-sensitive classification with
PA (Crammer et al., 2006) is used as a base classifier in this thesis. However, more complicated
cost-sensitive classification algorithms could be studied, e.g. based on neural networks (Kukar
and Kononenko, 1998; Zhou and Liu, 2010). Chang et al. (2015a) shows an example of using a
neural network base classifier with imitation learning for dependency parsing. They show that
this setting outperforms state of the art dependency parsing approaches, which also use neural
nets as base classifiers, but not imitation learning.
7.2.2 Distantly Supervised Relation Extraction for New Genres
One of the genres even more diverse than Web pages studied in Section 5 is social media. As
described in Section 2.4.5, the idea of distant supervision for relation extraction can also be applied
to automatic labelling of tweets. Marchetti-Bowick and Chambers (2012) identify keywords related
to political subtopics and make the assumption that if that keyword occurs in that tweet, it is about
that topic. More complicated approaches are to perform aspect-based sentiment analysis with
distant supervision (Marchetti-Bowick and Chambers, 2012; Go et al., 2009) for which keywords
related to political subtopics are used to identify topics and then paired with sentiment gazetteers
to distantly label tweets as positive, negative or neutral. Another variant of distant supervision
on Twitter for POS tagging and NER called “not-so-distant supervision” (Plank et al., 2014) (and
thus only vaguely related to distant supervision for relation extraction) uses links in tweets to get
a bigger context for tweets. In a similar spirit, tags from YouTube videos which are linked in
tweets can be used to provide some sort of distant supervision for tweet topic classification.
However, even with that work mentioned above, distantly supervised relation extraction has
not been applied to tweets. Future research questions could be: do tweets contain useful relations
that cannot be extracted from other sources, such as Web pages? How accurate would a heuristic
which labels tweets with relations be?
7.2.3 Joint Learning of Additional Stages
As experiments in Chapter 6 have shown, it is possible to jointly train an NEC and RE for distant
supervision to improve average precision for knowledge base population. In that setting, NER
heuristics are used as a preprocessing step for imitation learning with the two stages NEC and
RE. One possible extension could be to integrate NER into imitation learning, i.e. the imitation
learning model would then consist of three stages. For learning that stage, the same automatic
annotations as already used for RE and NEC could be re-used. This would lead to a more
complicated model, which at the first stage would need to consider every token of every sentence
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to assess if that token is part of a NE mention.
Further, Chapter 4 has shown that co-reference resolution can improve precision and recall
of distantly supervised relation extraction for knowledge base population. Experiments in that
chapter were conducted with both a supervised co-reference resolution model (Lee et al., 2013),
and, more crucially, simple heuristics based on number and gender gazetteers (Bergsma and Lin,
2006) and synonyms gathered from Wikipedia disambiguation pages and WordNet (Fellbaum,
1998). Research questions related to this could be: could such co-reference heuristics be used
successfully in the same way as distant supervision heuristics, to annotate sentences with co-
references for training? Could this be integrated in a joint model with NER, NEC and RE for
knowledge base population?
Another related information extraction task that is useful for knowledge base population is
entity linking. This has partly been explored for distant supervision by Koch et al. (2014), who
use an external Wikipedia-based tool for that, and by Fan et al. (2015), who only use Web pages
which are connected to an entity via the property /common/topic/topic_equivalent_webpage
in Freebase.
While the Web search-based approach for distant supervision used in this thesis already results
in largely correct entities, no linking as such is performed, which can be useful if there are several
entities with the same name of the same type. Entity linking e.g could be achieved by further
analysing the retrieved Web pages with coarse grained IE methods such as topic modelling.
7.2.4 Joint Extraction from Different Web Content
Most existing Web information extraction approaches focus on either text, list or table extraction.
There are a few approaches which combine those (Shinzato and Torisawa, 2004; Carlson et al.,
2010a,b; Govindaraju et al., 2013; Pennacchiotti and Pantel, 2009; Min et al., 2012; Dong et al.,
2014), but they do so by training separate classifiers for the different tasks, then applying them
to different corpora and combining the results. One of the popular methods for doing so is called
ensemble learning (Dietterich, 2000), which is e.g. used in the context of NELL (Carlson et al.,
2010a). By considering text, tables and lists in isolation, direct dependencies between the different
types of information in a local context cannot be learnt, e.g. features indicating if the same
information is contained in free text, lists and tables on the same Web pages. Therefore research
could be done on how those tasks could be learnt jointly, which would also include studying what
kinds of Web page-level features could be used to model such a joint Web information extraction
methods.
7.2.5 Differences in Extraction Performance between Relations
One characteristic of relation extraction that was observed in this thesis is that there are big
differences in performance between different relations. The best performing ones evaluated in this
thesis are Musical Artist: record label, Book: author and Education: city, with average precision >
0.85 (see Table 6.5), the worst-performing ones on the other hand are Politician: spouse and Film
: character (average precision < 0.35). A difference in performance is also reported by others,
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e.g. West et al. (2014), who use a larger Web-based training set. They report the best results
(MRR > 0.8) for Person: nationality and Person: education, and the lowest (MRR < 0.35) for
Person: children, Person: siblings and Person: parents. What is interesting to see is that the more
difficult ones seem to be n-ary relations with persons as objects.
This opens the following research question: how can F1 be improved for such n-ary relations?
Dong et al. (2014) show high results for combining extractors from tables, lists and free text, but
is that the only successful strategy? Can F1 for extraction of such n-ary relations also be improved
for free text alone, to a degree where the precision is high enough to be suitable for knowledge
base population?
Further, findings in Chapter 5 are that unseen NEs, i.e. NEs which appear in the test, but
not the training set, are much more difficult to recognise and classify than seen NEs. It is likely
that this also applies to relations, i.e. relations with seen NEs as subjects and objects should be
more likely to be extracted correctly than those with unseen NEs as subjects and objects. This
research question and potential solution could also be investigated.
7.3 Final Words
This thesis investigated the research stream of distant supervision for the task of populating
knowledge bases with relations extracted from Web pages. It has made several contributions to
research by investigating factors that influence the performance of Web-based distant supervision
approaches. Most notably, these include researching methods for selecting training and testing data
for Web-based distant supervision based on computationally inexpensive methods; researching
reasons for NERC failure in diverse genres; and proposing a method for jointly learning a NERC
and a RE with imitation which does not rely on manually labelled data.
While the goal of the research was relation extraction from the Web, the novel methods re-
searched could also be applied to other genres and extended to other information extraction tasks.
Similarly, the challenges faced when researching a task for a genre for which no suitable gold
standard exists hold across genres and tasks.
Automatically processing natural language is a challenging research area. Through my thesis
I learned the importance of thoroughly analysing the underlying data, of empirical experiment
design and error analysis. Conducting experiments taught me that there is no “one-for-all” solution
when it comes to which methods work. Finally, I have come to appreciate fully the importance of
being part of a research community and reviewing and scrutinising each others’ ideas.
It is hoped that the research of this thesis will inspire others to investigate open research
questions in the area of relation extraction and knowledge base population, leading to more precise,
more broadly applicable and faster approaches.
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