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Probability distribution for the ratio (r) of consecutive level spacings of the eigenvalues of a Poisson
(generating regular spectra) spectrum and that of a GOE random matrix ensemble are given recently.
Going beyond these, for the ensemble generated by the Hamiltonian Hλ = (H0 + λV )/
√
1 + λ2
interpolating Poisson (λ = 0) and GOE (λ→∞) we have analyzed the transition curves for 〈r〉 and
〈r˜〉 as λ changes from 0 to ∞; r˜ = min(r, 1/r). Here, V is a GOE ensemble of real symmetric d× d
matrices and H0 is a diagonal matrix with a Gaussian distribution (with mean equal to zero) for
the diagonal matrix elements; spectral variance generated by H0 is assumed to be same as the one
generated by V . Varying d from 300 to 1000, it is shown that the transition parameter is Λ ∼ λ2 d,
i.e. the 〈r〉 vs λ (similarly for 〈r˜〉 vs λ) curves for different d’s merge to a single curve when this
is considered as a function of Λ. Numerically, it is also found that this transition curve generates
a mapping to a 3 × 3 Poisson to GOE random matrix ensemble. Example for Poisson to GOE
transition from a one dimensional interacting spin-1/2 chain is presented.
PACS numbers: 05.45. +b, 05.45.Mt, 75.10.Jm
2I. INTRODUCTION
Energy level fluctuations in the quantum systems whose classical analogue is chaotic will follow one of the three clas-
sical ensembles, the Gaussian orthogonal ensemble (GOE), Gaussian unitary ensemble(GUE) or Gaussian symplectic
ensemble(GSE) depending on the symmetries of the Hamiltonian [1–3]. The nearest neighbor spacing distribution
(NNSD) P (S)dS giving the degree of level repulsion is one of the commonly used measures for level statistics. More
importantly, Berry and Tabor established that if a quantum system is in the integrable domain (corresponding to
regular behavior), the NNSD follows the Poisson distribution [P (S) = exp(−S)]. However, as conjectured by Bohigas
et al [5], if the system (where the Hamiltonian preserves time-reversal and rotational invariance) is chaotic then the
NNSD will be described by the Wigner surmise which is essentially the GOE result [P (S) = (π/2)S exp(−πS2/4)].
Recently, the P (r) distribution of the ratio of consecutive level spacings (r) and the related averages (for example
〈r〉) are established to be useful statistical measures to distinguish ‘order’ and ‘chaos’ in the energy levels. It is so,
because here no unfolding of energy spectrum is required as they are independent of the form of the density of energy
levels. The P (r) and 〈r〉 will allow for a more transparent comparison with experimental results than the traditional
NNSD. These are used to investigate numerically many-body localization in mesoscopic systems [6–9], to quantify the
distance from integrability on finite size lattices appropriate for ultra cold atomic gases [10, 11], and also to establish,
using embedded random matrix ensembles, that finite many particle quantum systems with strong enough interactions
follow GOE [12]. More recently, they are used in the study of spectral correlations in diffuse van der Waals clusters
[13] and in the analysis of cancer networks [14].
Most of the many-particle quantum systems such as atoms, nuclei, quantum dots, small metallic grains and so on
are mixed systems with level fluctuations intermediate to Poisson and GOE (in this paper we will restrict to systems
with time reversal and rotational symmetry). In order to quantify the degree of chaos in a complex system, random
matrix ensembles interpolating between Poisson and GOE have been considered (see for example [1, 15–17]) and the
formulas for NNSD are derived. One of the most popular formula is the Brody distribution [18] and other that is used
in deciding the Poisson to GOE transition marker is derived using a 2 × 2 interpolating matrix ensemble [19]. The
NNSD bears the process of unfolding the spectrum which isn’t the case in P (r) and hence the P (r) is a more practical
measure of level fluctuations. Therefore, it is important to study Poisson to GOE transition in P (r) for a random
matrix ensemble that interpolates the two limiting distributions. A simple interpolation formula was suggested in [12]
for Poison to GOE transition in P (r) by drawing an analogy with the Brody distribution. However, it is possible to
write many more interpolating formulas. Because of this, it is important to derive P (r) and related averages using
a random matrix ensemble which interpolates between the two limits. The main purpose of this letter is to study
the transition from Poisson to GOE in terms of the P (r) distribution and the related averages. Now we will give a
preview.
In Section II, to get started, the analytical results for the Poisson and the GOE for the probability distribution
P (r) of the ratio of consecutive level spacings and the related averages 〈r〉 and 〈r˜〉 (r˜ is defined in Section II) are
briefly discussed. Then, a 3 × 3 interpolating random matrix ensemble H3×3 is introduced which gives Poisson and
GOE at the limits. Note that, the minimal size of the matrix required for the study of P (r) is 3× 3. In Section III,
a more general interpolating ensemble {Hλ} for d× d matrices is introduced and using 1000 member ensembles with
d ≤ 1000, numerically studied are 〈r〉 and 〈r˜〉 as a function of the λ parameter. Established here are (i) the transition
parameter Λ ∼ λ2d giving scaling, (ii) the universal form for the transition curves 〈r〉, 〈r˜〉 vs Λ and (iii) mapping
between d × d and 3 × 3 matrix ensembles. Section IV gives a simple application of the transition curves and the
results for Poisson to GOE transition in a 1D interacting spin-1/2 chain. Finally, Section V gives conclusions and
future outlook.
II. POISSON AND GOE FORMULAS FOR P (r) AND A 3× 3 ENSEMBLE FOR POISSON TO GOE
TRANSITION
Let us consider an ordered set of eigenvalues (energy levels) En, where n = 1, 2, ..., d. The nearest-neighbor spacing
is given by sn = En+1 − En. Then, the ratio of two consecutive level spacings is rn = sn+1/sn. The probability
distribution for consecutive level spacings is denoted by P (r)dr. If the system is in the integrable domain, the
nearest-neighbor spacings follow Poisson and then P (r) is [6, 20] [denoted by PP (r)],
PP (r) =
1
(1 + r)2
. (1)
3Similarly, the P (r) derived using 3× 3 real symmetric matrices for GOE is given by a Wigner-like surmise [20],
PW (r) =
27
8
r + r2
(1 + r + r2)5/2
. (2)
In addition to rn, it is possible to consider the distribution of the ratios r˜n where r˜n =
min(sn,sn−1)
max(sn,sn−1)
= min(rn, 1/rn).
As pointed out in [20], it is possible to write down P (r˜) for given P (r). In practice, besides P (r) it is also useful to
consider 〈r〉 and 〈r˜〉 corresponding to the average value of r and r˜ respectively. For GOE, 〈r〉 = 1.75 and for Poisson it
is ∞. Similarly, 〈r˜〉 = 0.536 for GOE and 0.386 for Poisson. We will use P (r), 〈r〉 and 〈r˜〉 in the following discussion.
Before considering Poisson to GOE transition, let us add that going beyond GOE, formulas for P (r) and also for
the probability distribution of more generalized ratios of spacings have been derived recently [21] for β-Hermite and
β-Laguerre ensembles.
For the Poisson to GOE transition in NNSD, a simple 2× 2 ensemble was constructed in [22–24] and it was shown
that the results of this ensemble can be mapped to those of any d× d matrix. Following this, it is possible to identify
a 3 × 3 ensemble for Poisson to GOE interpolation in P (r) and the related averages. For this, we will consider the
following 3× 3 matrix ensemble H3×3,
H3×3 =

 A B CB D E
C E F

 =

 −pvx 0 00 0 0
0 0 pvy

 + λ

 a b cb d e
c e f

 . (3)
In Eq. (3), x and y are independent Poisson variables with average unity so that the joint probability distribution
P (x, y) dxdy = exp−(x+ y) dxdy with 0 ≤ x, y ≤ ∞. Similarly, a, b, c, d, e and f are independent Gaussian variables
with zero center and variance equal to 2v2 for a, d and f [i.e. they are independent G(0,2v2) variables] while it is
v2 for b, c and e [i.e. they are independent G(0,v2) variables]. Also, in Eq. (3) λ is a parameter and p is a constant
introduced following the Poisson to GOE transition in NNSD analyzed using a 2 × 2 ensemble [22]. Presence of the
p will help in identifying the role of the mean spacing of the unperturbed spectrum (See Eq.(5) ahead). For λ = 0,
H3×3 gives the Poisson result for P (r) as shown in Eq. (1) . Similarly, in the limit λ → ∞, H3×3 gives the GOE
result for P (r) as shown in Eq. (2). Thus, as λ changes from 0 to ∞, H3×3 generates Poisson to GOE transition
in P (r) and the related averages. Firstly, it is easy to see that in the limit λ = 0, the average spacing between the
nearest eigenvalues is D0 = pv. Now, the joint probability distribution , ρ(A,B,C,D,E, F ), for the matrix elements
A, B, C, D, E and F of H3×3 is easy to write down. Let the eigenvalues of H3×3 are ei (i = 1, 2 and 3) and the
orthogonal matrix that diagonalizes H3×3 is generated by three angles and say they are θi (i = 1, 2 and 3). Then, the
joint probability distribution is given by
ρ(A,B,C,D,E, F ) = N exp−
{
(A+ pvx)2 +D2 + (F − pvy)2
4λ2v2
+
B2 + C2 + E2
λ2v2
}
and dAdBdCdDdEdF is of the form Πi<j |ei − ej| f(θ1, θ2, θ3)de1de2de3dθ1dθ2dθ3. Note that, N is a normal-
ization constant and the function f(θ1, θ2, θ3) follows from the Jacobi transformation from (A,B,C,D,E, F ) to
(e1, e2, e3, θ1, θ2, θ3). Putting ei = 2λv xi, we have
ρ(x1, x2, x3, θ1, θ2, θ3) dx1dx2dx3dθ1dθ2dθ3 =
N ′ exp−
{
3∑
i=1
x2i +
p2v2
4λ2v2
(x2 + y2) +
pv
λv
[xf1(x1, x2, x3, θ1, θ2, θ3)− yg1(x1, x2, x3, θ1, θ2, θ3)]
}
× Πi<j |xi − xj | f(θ1, θ2, θ3)dx1dx2dx3dθ1dθ2dθ3 .
(4)
Note that, f1 and g1 in Eq. (4) transform A and F in Eq. (3) into xi (i.e. ei) and θi, whereas N ′ is a normalization
constant. Integrating the R.H.S. of Eq. (4) over (θ1, θ2, θ3) and also over x and y with the weight factor P (x, y) =
exp−(x+ y) will give ρ(x1, x2, x3) and there by P (r). This problem we could not solve so far. However, Eq. (4) gives
the important result that ρ(e1, e2, e3) and therefore the P (r) will depend only the transition parameter Λ where
Λ =
λ2v2
p2v2
=
λ2v2[
D0
]2 . (5)
This is nothing but the square of the admixing matrix element divided by the average spacing between the unperturbed
(λ = 0) levels. Now we will consider a general d×d matrix for Poisson to GOE transition and show that this ensemble
can be mapped to the H3×3 ensemble.
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FIG. 1. (Color online) Variation of 〈r〉 (upper panel) and 〈r˜〉 (lower panel) as a function of λ for d×d matrix ensembles defined
by Hλ in Eq. (6). Results are shown for matrix dimension d going from 300 to 1000. In each calculation, en ensemble of 1000
members is used.
III. A GENERAL d× d ENSEMBLE FOR POISSON TO GOE TRANSITION: NUMERICAL RESULTS
Following the work in [23], we will consider the interpolating Hamiltonian ensemble
Hλ =
H0 + λV√
1 + λ2
(6)
where H0 is a diagonal matrix with (H0)ii, i = 1, 2 . . . , d being independent G(0,1) variables. Similarly V is chosen
as a GOE with matrix elements variance v2 (for diagonal matrix elements it is 2v2). Note that the spectral variance
generated by H0 is σ2(H0) = 1 and the one generated by V is σ2(V ) = v
2(d + 1). We choose H0 and V such that
σ2(H0) = σ2(V ) giving v
2 ∼ 1/d for large d. Similarly, as σ(H0) = 1 we have D0 ∼ (dρ0)
−1
. Here, ρ0 is the
eigenvalue density generated by H0. With this, for the H ensemble given by Eq. (6) the transition parameter is
Λ =
λ2v2[
D0
]2 ∼ λ2 dρ20. Replacing ρ0 by its average value we have
Λ = λ2d/2π (7)
as the transition parameter. We will see ahead the significance of the Λ parameter in Eq. (7). As we do not have an
analytical solution for P (r) for the Hλ ensemble, we have undertaken large scale numerical investigations with matrix
dimensions changing from 300 to 1000. Instead of studying the variation of the P (r) as a function of λ for various
values of d, we have considered 〈r〉 and 〈r˜〉 vs λ. It is clearly seen from the results that the values of 〈r〉 and 〈r˜〉 depend
on the matrix dimension d and the transition from Poisson to GOE is faster as the value of d increases. Thus, the
curves are not universal when 〈r〉 and 〈r˜〉 plotted against the λ parameter. For d going to infinity, one might expect
that an infinitesimal λ would take the system to the chaotic domain. This sudden transition with λ > 0 is similar
to the situation with Poisson to GOE or GUE [24, 25] and GOE to GUE [26] transitions. Also, the d for physical
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FIG. 2. (Color online) Same as Fig. 1 but for 〈r〉 (upper panel) and 〈r˜〉 (lower panel) vs Λ. The continuous curves represent
the best fit to the results giving the universal transition curves.
systems is ill defined. Hence, the solution is to derive the P (r) as a function of (λ, d) and then one can identify (as
in [24–26]) the appropriate transition parameters which will be a function of λ and d. Using the transition parameter
Λ given by Eq. (7), the variation of 〈r〉 and 〈r˜〉 as a function of Λ for different values of d are shown in Fig. 2. From
these results, it can be seen that the variation of 〈r〉 and 〈r˜〉 with Λ is slow. Similar behavior is observed in [24]. The
continuous curves in Figs. 2a and 2b are due to fitting exponential decay and exponential growth functions of order 3
with the numerical results respectively. It is clear from the results that the curves obtained here are independent of
the matrix dimension d and thus they are universal curves.
It is possible to define a critical value Λc for the transition parameter Λ for Poisson to GOE transition that defines
the onset of GOE fluctuations. As seen from Fig. 2, the transition curves do not display phase transition as a function
of Λ. Therefore, we define the critical value of the transition parameter using a meaningful criterion. As 〈r˜〉 changes
from 0.386 to 0.536 with level fluctuations changing from Poisson to GOE, we will fix the critical value Λc at 80%
change in the 〈r˜〉 value, which is 〈r˜〉 = 0.5. It can be seen from Fig. 2 that with this choice the critical value of Λ
is found to be Λc = 0.3 and this gives 〈r〉=2 at Λ = Λc. This criterion can be used to determine the onset of chaos
(GOE fluctuations) in complex many-body systems. Some examples will be discussed in Section IV.
Another important result is that, there is a mapping between the 3× 3 ensemble defined by Eq. (3) and the d× d
ensembles defined by Eq. (6). This is as follows. In order to avoid confusion between the λ used in Eq. (3) and Eq. (6),
let us denote the λ in H3×3 as λ3×3 from now onwards. Numerically, using 50000 members, the 3×3 ensemble defined
by Eq. (3) was constructed, and calculated are 〈r〉 and 〈r˜〉 as a function of λ3×3. Using these and the results in Fig. 2,
one can determine given a value of λ3×3, the value of Λ (for any d) that gives the same value for 〈r〉 and similarly 〈r˜〉.
Plot of λ3×3 vs Λ thus determined using 〈r〉 is given in Fig. 3a. Similar plot obtained using 〈r˜〉 is given in Fig. 3b. It
is clearly seen from Figs. 3a and 3b that the curves λ3×3 and Λ are linearly correlated. The straight lines, in Figs. 3a
and 3b are due to a linear fit to 〈r〉 vs Λ and 〈r˜〉 vs Λ curves respectively. It is interesting to note that both the
results give similar slope. This indicates that the mapping between 3 × 3 and d × d ensembles is same for both 〈r〉
and 〈r˜〉 values. Therefore the 〈r〉 vs Λ and 〈r˜〉 vs Λ transition curves can be derived by solving the 3 × 3 ensemble
defined by Eq. (3) and this will be addressed in future.
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FIG. 3. (Color online) λ3×3 from 3×3 ensemble vs Λ from d = 300 to 1000. Upper panel gives the result obtained from 〈r〉 and
the lower panel from 〈r˜〉. The straight lines are obtained via fitting linear relation to numerical results. See text for details.
IV. APPLICATIONS TO A DISORDERED INTERACTING SPIN-1/2 CHAIN
Chains of interacting spin-1/2 systems are prototype quantum many-body systems. They have been considered as
models for quantum computers, magnetic compounds and have recently been simulated in optical lattices [27–29]. In
the past, the transition from integrability to chaos was investigated for a Heisenberg spin-1/2 chain with defects using
NNSD [30]. Here we will consider this model to display order to chaos transition using P (r) distribution by varying
the defect strength. The Hamiltonian describing the system of a spin-1/2 chain is
H =
L∑
n=1
ωnS
z
n + εS
z
d +
L−1∑
n=1
J Sˆn · Sˆn+1. (8)
Here L is the number of sites and h¯ = 1. Sˆn = ~σn/2 are the spin operators at site n, and ~σ are the Pauli spin matrices.
The first term in Eq. (8) corresponds to the Zeeman splitting of each spin n determined by the static magnetic field
in the z-direction giving the energy splitting ωn. If all the sites are assumed to have same energy splitting ω except a
single site d, where the splitting is ω + ε then this site is referred to as the defect (second term in Eq. (8)). If ωn = ω
for all sites with ε = 0 then the chain is called clean. The last term in Eq. (8) describes two types of coupling between
the nearest neighbor spins. First is the diagonal Ising interaction (SznS
z
n+1) and second is the off-diagonal flip-flop
term (SxnS
x
n+1 + S
y
nS
y
n+1). The latter term is responsible for propagating the excitation through the chain. To avoid
degeneracy found in the spectrum of a close chain (chain with periodic boundaries), in the present analysis we have
used an open chain (with free boundaries). Further more, we have considered isotropic chain, i.e. coupling strength
between the Ising interaction is equal to that of the flip-flop term and it is taken as constant. These 1D systems of
interacting spin-1/2 chain are devoid of random elements and involve only two-body interactions.
For the chain described by Eq. (8), the z component of the total spin
∑L
n=1 S
z
n is conserved, so the states with
same number of excitations are coupled. Here the focus is on L/2 excitations giving largest number of states. In the
absence of defects (when the chain is clean), spin-1/2 chain is integrable and is solved with the Bethe ansatz [31].
An open chain with defects only on the edges is also integrable [32]. The NNSD for such an interacting chain follows
7the Poisson distribution. On the other hand, when there is only one defect in the middle of the chain and the defect
excess energy is of the order of the interaction strengths, the NNSD for such a chain is described by the Wigner
(GOE) distribution [30]. When the defect strength is very strong compared to that of the interaction term, then an
excitation on one side of the chain would not have enough energy to overcome the defect and reach the other side of
the chain. In this situation, the chain is said to be broken giving an integrable model and Poisson form for the NNSD
is recovered [30]. Here, to display the Poisson to GOE transition, the evolution of P (r) is studied with respect to the
defect strength with ε ≤ J and taking defect site at the middle of the chain with d = L/2.
Fig. 4 represents P (r) histograms constructed, using L = 14 sites and 7 excitations, for various values of ε. The
dimensionality of the system is 3432. The figure clearly displays the transition in P (r) from the Poisson character for
low values of ε to the GOE character as the strength of the defect is slowly increased by increasing ε. The transition of
P (r) is smooth in character with respect to the parameter ε. Fig. 5 shows variation of 〈r〉 and 〈r˜〉 as a function of the
parameter ε. Demarcation between the Poisson to GOE region giving the critical value of the defect strength, at which
there is a clear onset of the transition to GOE, is found to be εc = ε(〈r˜〉 = 0.5) = 0.1 for the example considered here.
The results in Fig. 5 are similar to those in Fig. 2 confirming that the random matrix model considered in Section III
will be appropriate for the 1D spin-1/2 chain system with H defined by Eq. (8).
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FIG. 4. (Color online) Histograms represent P (r) distribution, for H in Eq. (8) with L = 14 with 7 excitations, for various
values of defect strength ε. The defect is on the site d = 7. In applying Eq. (8), the value of ωn is chosen to be ωn = 0 for all n
and similarly, J value is chosen to be J = 1. Values of 〈r˜〉 are also given in the figure and 〈r˜〉 = 0.5 gives value of chaos marker
εc. Bin size equal to 0.1 is used for the histograms. The results are compared with Poisson and Wigner(GOE) predictions.
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FIG. 5. (color online) Average value of rn (denoted as 〈r〉)(upper panel) and r˜n (denoted as 〈r˜〉)(lower panel) as a function of
defect strength ε for H in Eq. (8) with L = 14, 7 spins up and defect site d = 7.
V. CONCLUSIONS
Going beyond the results in [12], in the present work we have studied the Poisson to GOE transition in the
distribution P (r) of the ratio of consecutive level spacings and the related averages 〈r〉 and 〈r˜〉. Main conclusions are:
(i) there is a scaling in P (r), 〈r〉 and 〈r˜〉 measures similar to the scaling seen before for NNSD and related averages
such as the variance of NNSD giving a transition parameter Λ defined by Eq. (7); (ii) universal transition curves for
〈r〉 and 〈r˜〉 vs Λ are constructed numerically as given in Fig. 2; (iii) as seen from Fig. 3, the 3 × 3 random matrix
ensemble given by Eq. (3) maps to the d × d matrices for P (r) and related averages. This is similar to the mapping
to a 2× 2 matrix for NNSD [22–24]. As an example for Poisson to GOE transition in P (r) and the related averages,
results for a 1D interacting spin-1/2 chain are presented. In future, it is important to solve analytically the 3 × 3
matrix ensemble defined by Eq. (3). Finally, the results presented in this paper should be useful in applications for
systems discussed in [6–11, 33].
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