Abstract -This paper presents a new very low bit rate speech coder that was selected for an application of vocal paging in North America. The coder is based on the Harmonic Stochastic excitation (HSX) algorithm, a technique that was developed by Thomson-CSF in collaboration with the University of Sherbrooke [l]. The paper gives a brief description of the HSX algorithm, presents the quantization process for its operation at 1200 bit&, and gives the CPU and memory requirements for its implementation on a fixed (TI C54x) and a floating-point (TI C3x) DSP. Some evaluation results are also given.
INTRODUCTION
The classical, binary voicedunvoiced LPClO vocoder [2] , [3] has long dominated the field of low bit rate speech coding. Though quite intelligible, the output speech was of poor quality ; its usage was thus limited to very specific applications, mainly professional and military. These past few years, there was many improvements in the field of low bit rate speech coding. With the introduction of new models, such as MBE [4] , PWI [ 5 ] , and MELP [6] , the quality produced at 2400 bitsls became compatible with a growing number of commercial applications. However, there was still a need for an even lower bit rate, typically around 1000 bits/s (see for example [7] ). Among the possible applications for such a very low bit rate speech coder are low-cost satellite communications, Internet telephony and vocal paging. This paper presents a new very low bit rate speech coder at 1200 bit& that was selected for an application of vocal paging in North America (MobiDARC@ voice pager from INFO TELECOM). Section 2 of this paper gives a short description of the HSX algorithm and presents the 1200 bitsls quantization process. Section 3 gives the CPU and memory requirements for its implementation on a fixed point (TI C54x) and a floatingpoint (TI C3x) DSP. Finally, section 4 gives some evaluation results.
DESCRIPTION
The HSX speech coder is a linear predictive vocoder that uses a simple mixed excitation model, in which the periodic impulse train covers the lower frequencies and the noise is located in the upper frequencies of the input of the LPC synthesis filter. The cutoff frequency between the lower and upper bands is time variable, and the gain between the two excitation signals is adjusted so that the resulting mixed excitation has a flat spectrum. The first part of this section briefly describes the analysis and synthesis part of the HSX speech coder. The second part describes the quantization process for its operation at 1200 bit&
Analysis and synthesis
A block diagram of the analysis part of the HSX speech coder is given in Figure 1 . The digital speech signal is high-pass filtered and segmented into speech frames that are 22.5 ms long. Two 10th-order LPC analysis are carried out on each frame (one at the middle, the other at the end of the frame). The semi-whitened residual signal (y is typically equal to 0.80) is then filtered into 4 subbands. The estimate of the pitch is obtained coarsely in the first subband then refined using the other subbands. The cutoff frequency between the lower, voiced band and the upper, unvoiced band is obtained using the 4 subbands. The final value of the pitch and voicing cutoff frequency is given with one frame delay by a robust pitch-andvoicing tracker. Finally, the energy of 4 equal-length subframes is computed pitchsynchronously. A block diagram of the synthesis part of the HSX speech coder is given in Figure  2 . The mixed excitation wilh flat spectrum is the sum of a low-pass, periodic signal and a high-pass, random signal. The harmonic signal with adequate spectral envelope is obtained by pawing a periodic impulse train through a bank of lowpass filters. The random signal with complementary spectral envelope is obtained by an inverse Fourier transform and an overlap-and-add technique. The LPC synthesis filter is interpolated 4 times per frame. An adaptive spectral postfilter based on the LPC parameters helps providing a better reconstitution of nasal sounds. Finally, an automatic gain control procedure ensures that the energy of the output signal is close to the energy of the input signal.
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Quantization at 1200 bit&
A bit rate as low as 1200 bitsis does not allow an accurate encoding of the parameters for each 22.5 ms frame. Therefore, it was decided to group N successive frames into a single superframe, so that the quantization process can take advantage of the stabilily periods of the speech signal. The value of N=3 was found to lead to a good compromise between a maximum bit rate reduction and a minimum end-to-end system delay, and to be compatible with current channel coding and interleaving techniques. Our idea for achieving a bii rate of 1200 bitsis was to transmit to the decoder the minimum information that is needed in order to follow the temporal evolution of the HSX parameters. We took care in designing the quantizers to minimize their sensitivity to channel errors The voicing cutoff frequency can be efficiently modeled as one of the 4 following values : 0,750,2000 and 3600 Hz. In theory, 6 bits would be necessary in order to describe the voicing frequency configuration over a superframe. However, some configurations rarely occur (i.e., one fully voiced frame between 2 fully unvoiced frames) and it is possible to save one bit by vector quantizing this parameter. The breakdown of the voicing configurations for 3 successive frames, computed on a database of 123158 speech superframes, is presented in Table 1 . The 32 less frequent configurations amount to only 4 % of all (totally or partially) voiced superframes. The loss by replacing these configurations by the nearest one from the 32 most represented was imperceptible. The voicing quantization table was post-processed in order to minimize the effect of channel errors. 
123,158
Fully unvoiced (inc. silences ) I 55,585 One pitch value per superframe is encoded by a 6 bits logarithmic, absolute scalar quantizer. The use of an absolute quantizer limits the propagation of channel errors. We consider two cases. When all frames from the current superframe, together with the last frame of the previous superframe, are voiced, the value to be encoded is the pitch for the last frame of the current superframe. At the decoding side, this value is considered as a target value from which the other pitch values are interpolated. In all other voicing configurations, the value to be encoded is the mean value of the pitch for all 3 frames, computed with a weighting factor proportional to the voicing cutoff frequency. At the decoding side, this value is modified by a small jitter (typically 0.5%) in order to avoid unnatural, because too strongly periodic, speech signals. These two quantization schemes are close enough to be insensitive to erroneously decoded voicing cutoff frequencies.
Twelve energy values should be transmitted for each superframe. The 12-dimensional energy vector is first optimally decimated and segmented into two 3-dimensional vectors. Each vector is then quantized by a 6-bits open-loop predictive vector quantizer. At the decoder side, the non-transmitted energy values are reconstructed from the other ones by interpolation andor extrapolation. An example of decimation and interpolatiodextrapolation scheme is given on Figure  3 . Two bits are used to describe the optimal scheme. These bits are not "sensitive", since a channel error on them just slightly alters the temporal evolution of the energy. The quantization table for the energy was constructed so that the effect of channel errors is minimum. Six 10-coefficients LPC filters should be transmitted for each superframe. These 6 vectors are quantized in the LSF domain by a technique similar to that used for the energy. The total bit rate is dynamically allocated between each of the six vectors. Up to 17 bits may be allocated to a single vector. In that case, the vector is quantized by an open-loop predictive 2-by75 split-vector quantizer, using 9 bits for the lower LSFs and 8 bits for the higher LSFs. When no bit rate is allocated to a vector, its value is recovered from the value of the other vectors by interpolation andor extrapolation. Five bits are used to indicate how the total bit rate is allocated between the vectors and how the non-transmitted vectors should be recovered from the other ones. The quantization tables for the LSFs were constructed so that the effect of channel errors is minimum. This quantization technique is quite efficient, but rather complex. We are currently working on optimizing the search procedure for the LPC quantizer, and we hope to reduce the computational complexity of the encoder by a few MIPS.
The bit allocation between the HSX parameters is summarized in Table 2 .
The system delay for an application using the 1200 bits/s HSX speech coder is the sum of an algorithmic delay, a processing delay and a transmission-at-l200bits/s delay. The algorithmic delay is entirely due to the analysis process and is equal to 105 ms. The maximum processing delay for a real time implementation is 45 ms (one 22.5 ms speech frame at the encoder, an other one at the decoder). The delay for the transmission at 1200 bits/s of 81 bits every 67.5 ms is obviously equal to 67.5 ms. This results in a maximum system delay of 217.5 ms. 
Parameter
IMPLEMENTATION
This section presents the requirements for the implementation of a 1200 bitsis HSX speech coder on a fixed point (TI C54x) and a floating point (TI C3x) DSP. In the vocal paging application, only the decoder part of the HSX speech coder needed to be implemented in real time on the TI C54x. Table 4 presents the memory and processing requirements for the implementation of the 1200 bit& HSX speech coder on a TI C54x DSP. We'first derived from the floating-point PC simulation a complete (full-duplex) fixed-point PC simulation using the ETSI-C basics operators (EFR-GSM, G.729, G.723-1, ...). The decoder part was then entirely re-written and optimized in assembly language. The values given for the encoder part are estimations based on the fixed-point PC simulation. Note that 1 word has a length of 16 bits.
C54x implementation
Table 4 : CPU and memory requirements (C54x DSP)
Note also that the fixed-point PC simulation would facilitate the implementation of the coder on another fixed-point DSP. Table 3 presents the memory and processing requirements for the implementation of the 1200 bits/s HSX speech coder on a TI C3x DSP. These values were measured on a real-time (though not fully optimized) C30 simulator. The codec was written in C language and compiled with TI tools. Only a few routines were optimized in assembly language (FIR filters, correlation computation and quantizers). Note that 1 word has a length of 32 bits. 
C3x implementation
I
EVALUATION RESULTS
We conducted a simplified rhyme test in order to assess the intelligibility performance of our new speech coder. This test was designed in 1983 by the "Institut de PhonCtique de 1'UniversitC d'Aix-Marseille" (IPAM) under contract with Thomson-CSF. The test procedure is the following : the listeners are presented with a list of 56 words ; for each word, the listeners have to determine between two words that only differ in their leading consonant. The test focuses only on 2 elementary phonetic attributes of that consonant : graveness and compactness. The average intelligibility score for French is estimated from the intelligibility scores for these two attributes using a linear regression formula. This simplified rhyme test was shown by the IPAM to be statistically consistent with the classical, comprehensive rhyme test for French.
The test was performed with 8 listeners, 4 different test sequences, and 2 coders : the 1200 bits/s HSX speech coder and the 2400 bit& LPC10-E vocoder (version 52). Two different test sequences processed by different vocoders were presented to each listener. The test results presented in Table 5 show that the intelligibility score for the 1200 bit& HSX speech coder is in average about 2.5 points higher than the one of the 2400 bitsis LPC10-E vocoder. The large standard deviation value in the case of the 2400 bits/s LPC10-E vocoder is due to two high (97.14) intelligibility scores. Discarding the two most extreme measures for each of the coders, the average score and standard deviation become respectively 96. 55 We conducted no formal subjective quality evaluation for the 1200 bitsls HSX speech coder. However, all listeners considered its output speech to be more natural than that produced by the classical LPCl 0-E vocoder, even in the presence of fast speech.
We also informally evaluated the performance of the 1200 bits/s HSX speech coder in various input and channel conditions. The coder was found to be robust to background noise. The quality of the output speech was found to stay quite good, with very few annoying artifacts, for a uniform bit error rate up to 1%. The coder was also found to be tolerant to frame losses. Moreover, the 1200 bit& HSX speech coder includes a extrapolation-based parameter recovery procedure that can be put into operation when the channel decoder fails to decode and delivers a "bad frame indicator".
CONCLUSION
This paper described a new HSX speech coder at 1200 bit& that was selected for an application of vocal paging in North America (MobiDARC@ voice pager from INFO TELECOM). This coder was shown to be highly intelligible, to offer an attractive quality, to be robust to background noise and channel errors, and to be reasonably complex. It would thus also be ideally suited for any other application that requires speech coding at a very low bit rate.
We are currently working on a lower bit rate version of the HSX speech coder (800 bit&). We are also working on embedding the bit streams of HSX speech coders at various bit rates. The resulting hierarchical coder would be of great interest in any application were the channel capacity is time variable (due to channel characteristics such as fading, or systems limitations such as network congestion) but is not available at the encoder side.
