Sensor fusion is being increasingly viewed as an important perceptual activity in mobile robotics. While the potential bene ts of sensor fusion have motivated much research, no general purpose method for accomplishing sensor fusion has emerged. This article reviews the literature from the biological and cognitive sciences in sensory integration and derives principles for use in constructing intelligent sensor fusion systems. In particular, it presents psychophysical and neurophysical studies on how sensor fusion is accomplished and cognitive models of associated activities, including optimization of sensing con gurations, improvement of sensing quality, and ltering of noise. The Sensor Fusion E ects (SFX) architecture for robot navigation is also presented as one example of how these insights from the biological and computer science can be applied to robotic sensor fusion. Experimental results demonstrates the utility of the biological and cognitive insights, especially that of fusion modes. Other representative architectures for robotic sensor fusion are contrasted with the biological and cognitive principles.
Introduction
From at least the time of the ancient Greek philosophers, man has grappled with the mechanisms of how information from each of his senses is integrated into a single perception. Aristotle 32] posited that all of the ve senses converge into a \common sense" (koin e aisth esis) organ, and concluded that the heart is that central organ. The intellectual challenge of sensory integration has shifted from continuing philosophical debates, and has been taken up by two distinct scienti c communities. On one front, neurophysiologists and cognitive psychologists are actively studying sensory integration and intersensory perception in order to generate an accurate model of perception, while on the other front, engineers and computer scientists are building robots which require mechanisms, not merely models, for performing sensor fusion.
This article examines the research from these two communities in light of their contributions as principles of intelligent sensor fusion. Intelligent sensor fusion is de ned as a process which can autonomously gather observations from multiple sensors and combine them into a single, coherent percept (execution), adapt the combination process to major environmental changes and sensor malfunctions (exception handling), and can determine its own sensing strategies for observing the percept (con guration).
Sensor fusion is being increasingly viewed as an important perceptual activity in robotics. Single sensor perceptual systems have not been entirely successful for more demanding tasks in navigation 33], target or goal recognition 8, 18, 24, 31, 50] , and general scene interpretation 10, 27] . This has limited the potential bene ts of mobile robots for applications in space, defense, and manufacturing.
The primary disadvantage of a single sensor system is its inability to reduce uncertainty. Sensor uncertainty 46], as distinguished from imprecision, largely depends on what is being observed rather than the camera. Uncertainty arises when features are missing (e.g., occlusions), when the sensor cannot measure all relevant attributes of the percept (e.g., a video camera cannot measure thermal radiation), and when the observation is ambiguous (e.g., an edge detected by a camera may be a part of a desk or the artifact of a shadow).
Missing observations can be compensated for by active perception techniques, where the robot tries to get a \better look." But a di erent view may not make up for incomplete or ambiguous observations. In addition to reducing uncertainty, a sensor fusion system can be expected to provide less costly perception because of the potential for distributing the demands across processors dedicated to each sensor 28] . However, these advantages would be negated if the sensor fusion system was di cult to implement or adapt to new sensing con gurations. While the potential bene ts of sensor fusion have motivated much research, no general purpose method for accomplishing sensor fusion has emerged.
Intelligence in sensor fusion is needed to provide robustness and incorporate contextual knowledge. As noted by 15, 21, 35] , a sensor fusion system should have the ability to adapt to, or at worst case, degrade gracefully given typical sensor problems (e.g., continuous sensor errors, such as drift; complete sensor failures) as well as unexpected changes in the environment (e.g., light bulb going out). Likewise, the role of sensor fusion should include the context of the intended task, the abilities of the robot, and the in uence of the environment on sensing 15, 21, 35, 49] . A sensor fusion control scheme should be capable of dynamically tailoring the sensing con guration and fusion process for the current environment. This includes compensating for the impact of the environment on sensing quality and/or noise.
The intent of this paper is to present and synthesize the literature from the biological and cognitive sciences as it relates to the above issues. Previous approaches to motor control in autonomous mobile robots have been direct extensions of biological and cognitive studies, most notably 2,5,22,6]; we believe that machine perception has much to gain as well. The Sensor Fusion E ects (SFX) architecture for mobile robot navigation is also presented as an example of how these insights from biology and psychology can be incorporated into machine intelligence.
The article is structured as follows. Section 2 reviews the biological models of sensor fusion, concentrating on neurophysiological studies of multisensory integration in the feline superior colliculus. Section 3 discusses the cognitive and behavioral sciences literature which both reinforces and supplements the neuronal models. Both sections identify underlying principles of sensor fusion and describe how they are related to the issues in robotics. How-ever, the biological and cognitive models are insu cient for robotic sensor fusion for reasons given in Section 4. Section 5 summarizes the SFX architecture, its biological and cognitive plausibility, and experiments with four sensors mounted on a mobile robot. Other robotic sensor fusion implementations are contrasted with the principles developed in Sections 2 and 3. The article is summarized in Section 7 and possible avenues of future work are outlined, both for roboticists and biological or cognitive scientists.
Biological Models
Physiological studies of sensor fusion in animals are primarily concerned with how fusion is accomplished. This section review two broad models of sensor fusion, one based on psychophysical studies, the other derived from neural experiments. The psychophysical results, which measure the external response of an agent to stimuli, closely correspond to the ndings of neurophysical studies focusing on the internal mechanisms involved in fusion.
Marks' Unity of the Senses
In an attempt to reconcile evidence of correspondences between the senses, psychophysicist Lawrence Marks has generated a description of \the unity of the senses".
What is \the unity of the senses"? Simply stated, it is the thesis that the senses have a lot in common. Di erent senses often assist one another in the perception of objects and events. Di erent senses often share common phenomenological attributes. Di erent senses often obey similar laws, often employ similar or common mechanisms 30].
His theory of sensory correspondence is based on ve doctrines, each supported by experimental studies. The Doctrine of Equivalent Information notes that frequently the same percept can be inferred from individual sensors each observing a di erent, non-intersecting set of attributes. The Doctrine of Analogous Attributes and Qualities maintains that all the senses have some set of common stimulus properties, such as intensity, duration, size, form, and number. The Doctrine of Common Psychophysical Properties states that the senses are processed by similar, or even common, mechanisms. The Doctrine of Neural Correspondences theorizes that there exists a special neural mechanism to integrate multi-sensory information, and that for this to exist, the di erent senses use a common format, or knowledge representation. These four doctrines are combined in to a fth doctrine, the Unity of the Senses, which suggests that for the di erent senses to be so similar, they should be interpreted as modalities of a general sense 30]. The Doctrine of the Unity of the Senses, and especially the Doctrine of Neural Correspondences, is supported by other physiological research 7, 13, 16, 44] .
Marks' work encourages the derivation of general mechanisms for processing all types of sensor inputs in robotics and the use of a common knowledge representation for the fusion of sensor observations.
Studies of the Superior Colliculus
Stein and Meredith in 47] o er a neurological model of sensor fusion derived primarily from studies of the superior colliculus in the feline brain. The structure of the superior colliculus in cats is similar to that of most mammals, including humans, and so the studies are accepted as being representative of the general phenomenon of sensor fusion.
Stein and Meredith demonstrate that stimulus to di erent senses is initially segregated at the neural level. Neurons associated with one sense do not interact with neurons originating from other senses until the stimulus is transmitted to the brain. There the sensory signals converge on the same target in the superior colliculus. The superior colliculus appears to be responsible for attentive and orientation behaviors; it is the place in the brain where the cat \notices" a movement and turns to investigate whether it is a mouse. Besides accepting inputs (a erents) from the senses, the superior colliculus also receives signals from the cerebral cortex which modulate or in uence the resultant behavior.
Whereas the majority of neurons entering the superior colliculus are speci c to a sense, the majority (estimated to be over 75%) of the neurons leaving the superior colliculus are multisensory; that is, they respond to stimulus from more than sense. Furthermore, the output of these neurons may be greater when multiple contributing neurons experience weak stimuli than if one contributing sense undergoes a strong stimulus. Although outputs go to many other structures, these multisensory neurons appear to mostly form pathways back to the muscles and control behavior.
The neurological model describes several aspects of sensor fusion relevant to robotics. First, sensor fusion couples perception with action. The role of the superior colliculus in combining sensory inputs to in uence motor control argues that sensor fusion is purposeful, not an artifact or by-product of the central nervous system. By extension, robotic sensor fusion architectures which ignore its relationship to behavior may ultimately be limited. Second, sensor fusion incorporates contextual information. This stems from how the multisensor neurons in the superior colliculus include inputs from the cerebral cortex which in turn modulate behavior. Also, sensors can be combined in di erent ways for di erent percepts. Stein and Meredith cite studies demonstrating that neuromodulators can \recruit" sensory neurons into di erent circuits based on context. This reinforces the pursuit of a robotic sensor fusion system which is adaptable to the surroundings and state of the agent. Another important aspect is the observation that multisensor neurons can respond more to multiple sources of weak stimuli suggests that sensor evidence accrues rather than is averaged. This is thought to be bene cial to an agent because it can ascertain danger from multiple weak clues (e.g., a camou aged predator). In the case of robotics, the accrual of evidence supports the intuitive notion that several inexpensive, coarse sensors may be able to replace a single expensive sensor (i.e., two heads are better than one). Stein and Meredith also cite studies indicating that each sense has its own neural representation, giving a spatial layout of the sensing range and sensitivity. The spatial layouts are to some degree registered and stimuli to senses in regions which overlap will reinforce each other. Taken together, it can be concluded that sensors use a sensor-speci c representation until fusion. This implies, as noted by Marks in Section 2.1, that eventually a common representation is abstracted from the senses. It also allows a robotic perceptual system to be modular; sensors can be added or subtracted from a sensor suite without impacting the operation or data structures of other sensors.
Cognitive Science Models
Whereas the biological sciences have focused on how sensor fusion is accomplished, the cognitive and behavioral sciences have tended to concentrate on why sensor fusion is an integral part of perception. The literature reviewed in this section indicates that the utility of sensor fusion extends well beyond the need to correlate clues for attention and orientation. Perceptual modes allow sensors to be modeled as exible building blocks, to be put together into useful con gurations as needed. Fusion modes may not only supply perception but provide feedback to improve sensing quality as well. Also the orienting behavior suggests that sensing con gurations can be optimized.
Perceptual Modes
Work by Pick and Saltzman 38] on perceptual modes suggest that di erent intentions of the agent should cause the fusion process to select a fusion mechanism appropriate to the task. Perceptual modes provide important insights for sensor fusion. They promote a decomposition of sensor fusion into general mechanisms, as per Marks, where the choice of mechanism depends on the task.
Perceptual modes explain why di erent percepts can observed from the same stimulus. For example, the visual stimulus of a room is the same, but what is \seen" when passing through the room versus searching the room for missing car keys is quite di erent. The di erence between percepts is the task to be supported: perception is used for navigation in the rst instance, focused search in the second. This type of dichotomy has been shown to occur with audition and touch, as well as vision. Pick and Saltzman speculate that perceptual modes are used for integration as well as single sense processing and that more than two modes may exist. This idea of perceptual mode can be thought of as the basis of the taxonomy of sensor interactions in the next section.
A Taxonomy of Fusion Modes
Bower 9] decomposes sensory integration into a four level taxonomy. A perceptual process executes in one of the four levels; which level is xed for the task by evolution and is based on the amount of information processing expected to be required in detecting and resolving discordances between sensors. The taxonomy is:
Level I: complete sensor unity All sensors observing the percept are fused without any mechanism for detecting discordances. At this level, the perceptual modes for a task are tightly coupled such that no discordances arise. Experiments with sh 41] indicate that they maintain their vertical orientation relative to two di erent sources of information: gravity and the horizon line (bright light). Under normal circumstances, sh swim upright, which is perpendicular to the horizon line and parallel to gravity. If the horizon line is tilted with prisms, the sh will swim sideways, compromising midway between the stimulus from the horizon line and gravity. Clearly, this level of sensory integration blindly integrates the contributions from each source without any mechanism for detecting discordances between the modalities.
Level II: unity with awareness of discordance and the possibility of recalibration In this level, discordances between sensors can be detected and are reconciled by the recalibration of the o ending sensors. It is thought that this level originated with the need to compensate for changes in proprioceptor stimulation due to fatigue, wear, and growth 25]. A well known example of this type of recalibration is the Roelof illusion, where the subject sees an object under a prism which distorts location. The subject at rst has di culty grasping the object, moving her hand to where the object appears to be. In a matter of minutes, adult subjects recalibrate and eventually grasp the object as it is moved to new locations under the prism. When the prism is removed, the subjects again have problems reaching the object until they adjust once more. Rieser and Kramer 39] have recently performed a variation on this illusion, where based on visual cues subjects recalibrate their internal sense of how much distance is covered while walking.
Level III: unity with awareness of discordance and tendency toward suppression
In this level, discordances can also be detected, but the o ending sensors are not recalibrated, instead those sensors are temporarily suppressed. Another well known example of this are the illusions produced by an Ames room (a room where the oors actually slope but are painted with a checkerboard pattern that makes the oor appear to be level) in which senses generate contradictory information are resolved by subjects suppressing all but one sense 23]. In this level o ending sensors are neither recalibrated, nor included; the information ow continues but the discordant information is not used to form the percept.
Level IV: no unity at all At this level, the di erent sensors observe attributes of the task, but those attributes have no spatial correspondence. An example is the phenomena of visual capture (ventriloquism), where the location of the source of the dummy's voice does not correspond to the location of the dummy. Bower notes that this level rarely occurs in humans.
Bower's tenet that fusion activities are grouped by discordances parallels the studies of Freedman and Rekosh 17] showing that sensorimotor processes are \rearranged" in response to discordances. Their studies indicate that compensation mechanisms such as recalibration are based on the detection and resolution of incongruities among di erent sensors rather than on an unmediated response.
Bower's taxonomy can be viewed as extending the concept of fusion based on perceptual modes to include the operating characteristics of the sensors given the environment. It should be noted that the levels are more general categories of sensor interaction than the robotic competitive, complementary, and coordinating categories; for example, a set of competitive sensors may be in any of Bower's levels based on the potential discordances between them. Although Bower's taxonomy of fusion modes is hypothetical, it should be emphasized that there is a large body of research which supports portions of it. Studies in perceptual rearrangement con rm the role of recalibration in resolving discordances between senses, typically vision and proprioception (the body's \internal" sensor of position). Rieser and Kramer 39] have performed studies on the calibration of space perception in humans which have particular relevance for sensor fusion in robot navigation. They began by noting that people can use proprioception, as well as vision, for walking. For example, people who are blindfolded and deprived of any other external sensing cues can walk to within 10% of a target. The hypothesis of the study was that visual cues such as environmental ow allow people to \calibrate" their proprioception of their stride when walking. To test this hypothesis, experiments were conducted in which participants walked on a treadmill attached to a moving car for 5-10 minutes, then were visually and aurally deprived, and asked to walk to the target location. In one experiment the treadmill speed was faster than the car, which was expected to cause the participants to perceive that it takes more steps to cover the same distance. Indeed, each of the participants overshot their pretest stopping locations. In two experiments the treadmill speed was slower than the car, and as expected the participants undershot their pretest locations. The recalibration e ect of vision on proprioception is important for mobile robotics because many navigation strategies rely on dead-reckoning (e.g., shaft encoders) to guide the robot until the robot can detect landmarks and localize itself. However, the accuracy of the dead-reckoning depends on environmental conditions (wheels slip on wet grass compared with concrete sidewalks, etc.), and could be improved by recalibration.
Bower's taxonomy has three philosophical rami cations for robotics:
1. Sensor integration under certain circumstances is a form of closed-loop control. From a physical science point of view, Level I is an open-loop control process and Levels II-IV are closed-loop. If a robotic sensor fusion system is organized around Bower's taxonomy, then it will have to provide feedback for certain con gurations. Therefore it is not particularly meaningful to discuss sensor fusion in terms of being \bottom-up" or \top-down;" rather it becomes more important to focus on the relationship between the percept and the sensing processes.
2. Not all sensors contribute equally. The use of feedback to recalibrate or suppress sensors indicates that in di erent con gurations, a sensor's observations may be treated di erently. The sensor(s) which is the basis for the feedback can be said to dominate or be more in uential than the suspect (subordinate) sensor. It is apparent from other psychological studies that the sensory integration process is frequently biased towards a dominant modality 26,29,38], typically vision. A topic of debate is over why vision would dominate. Lee 26] argues that it is dominant because it serves as an \overseer" for the other senses. Vision can do this because it alone observes all categories of perceptual information: exteroception (seeing objects relative to each other in the world, e.g., the blue and red block), proprioception (seeing your body's relationship to other parts of the body, e.g., my hand is in front of my torso), and exproprioception (seeing your body relative to objects, e.g., my hand is above the blue block). Mack 29] , on the other hand, suggests that vision is the dominant modality not because it supervises the other senses but rather because it is not advantageous to switch it o even for tasks which don't need vision. Essentially some tasks get \overwhelmed" by vision instead of \overseen".
3. Control of sensory integration is separate from planning for perception.
As noted by 1], the perceptual rearrangement studies indicate that sensing controls motion (e.g., move slower, open hand) and is di erent cognitively from planning motion (e.g., pick up that object, walk to a tree). These studies have demonstrated that a person cannot consciously override the sensing feedback which introduces motor adaptation. This suggests that planning of robotic actions should be treated separately from motor behavior.
Cognitive plausibility aside, grouping the sensor interactions by responses to expected discordances has at least two advantages for robotics. First, the levels capture a wider range, if not all, of sensor interactions that the traditional competitive, complementary, coordinating types of classi cation. For example, consider a perceptual process using ultrasonics and vision to navigate. One of the drawbacks of using ultrasonics is that environments with sharp corners and smooth, hard surfaces cause spurious readings 14]. The perceptual process would be con gured as a complementary process using the traditional robotic taxonomy regardless of whether the robot was operating in an environment conducive to ultrasonics or in a cluttered environment with glass surfaces. Whereas using Bower's taxonomy, the same process might be con gured as a level I process if the robot was in the rst environment since the ultrasonics would be \well-behaved", and a level III process if the robot was in the second environment where the ultrasonics would be expected to return spurious readings due to specular re ections. Grouping by discordances can also be viewed as another way of stating the constraints between sensors. Second, the di erent responses to discordances (do nothing, recalibrate, or suppress) actually provide feedback which modi es the sensor fusion process.
3.3 Orienting Behavior Lee 26] describes two basic types of orienting activity in animals: an investigatory orienting of the body to obtain relevant perceptual information for the task and performatory orienting of the body for the performance of the task. Physiological studies 19, 20, 40] support this organization of sensorimotor behaviors.
Lee's concept of orienting activity can be extended to general perceptual processing in robotics, where the perceptual process executes in two phases: an investigatory (or startup) phase to con gure the relevant sensors, and a performatory phase, where the sensor observations are collected, integrated, and passed on. The investigatory phase may need to trigger exploratory actions to perform the equivalent of moving the robot's head. The performatory phase is the stage at which nominal perceptual processing occurs. This relieves the sensor fusion process of the computational overhead in continuously evaluating sensor performance during sensor execution. Note that the activities of the performatory phase roughly correspond to the ability of a sensor fusion system to meet prespeci ed objectives, i.e. autonomous execution, while the investigatory phase incorporates the ability to develop objectives and sensing plans, i.e. autonomous con guration.
The two phases of the orienting behavior can be seen as an alternative to the multisensor 15] and task-directed sensor fusion 21] systems which intertwine active perception and sensor fusion. The phases compartmentalize the active perception activities into broad con guration responsibilities for specifying the sensing objectives and sensing plan during the investigatory phase, while actually accomplishing and maintaining perception during a computationally e cient performatory phase. The performatory phase may actively adjust the position of the sensors, etc., in order to try to optimize perception, but it eliminates the computational overhead of constantly re-evaluating whether a more optimal sensor con guration is now possible. Also the inclusion of the investigatory phase permits the perceptual process to behave as an intelligent object or agent as needed, rather than having to always invoke an external cognitive process or controller.
Limitations of Insights from Biological and Cognitive Sciences
While as noted in the above sections, cognitive and behavioral psychology present important insights into the theory of sensor fusion, these insights are not su cient for robotic implementations. One area in which these insights fall short is in adaptability to changes in the environment and/or sensors. Robot behavior should not seriously degrade due to illusions or contradictory observations from each sensor. A control scheme based on Bower's taxonomy would have to be supplemented with an exception handling procedure because the taxonomy xes the level of sensor interaction for the duration of the perceptual activity. The taxonomy makes sense for animals, where the conditions which prompt the selection of a level for a particular activity are tied to evolution, where the goal is the survival of the species rather than the individual. If those conditions are invalidated, the animal usually cannot adjust the perceptual process, as was seen with the reaction of sh to a distorted horizon. This is unacceptable for robotics, where the survival of a single robot is essential. Therefore, the control scheme must have some way of moving between levels as needed.
An equally important de cit in the psychological studies for robotics is the lack of details of precisely what are the general mechanisms for fusion, the types of knowledge representation, and how sensor fusion functions within the context of other perceptual activities such as active perception. The perceptual rearrangement literature itself illustrates how di cult it can be to bridge the gap. Conceptually, the literature o ers a large body of strong experimental support for Level II (recalibration) sensory integration. However, the experiments have not established two key attributes needed to implement a fusion mechanism which can provide feedback in response to discordances. These are:
1. What are the necessary and su cient conditions for feedback? It should be noted that 51] cites work in progress in addressing this topic.
2. When should a particular type of response should be employed? Two types of recalibration, an abrupt shift or a gradual change, have been identi ed 48,51] but not the conditions under which one type is more appropriate than the other. The issue of how long the change induced by feedback should persist after the discordance is removed has not been addressed either.
SFX: A Biologically and Cognitively Plausible Robotic Architecture
One interpretation of the biological and psychological literature is that it suggests an overall organization of sensor fusion activities into a control scheme consisting of two phases and a small set of fusion categories to con gure the fusion process around the intentions of the task, the individual sensor's characteristics, and the sensor interactions. We have built the Sensor Fusion E ects (SFX) architecture for autonomous mobile robot navigation around such a control scheme for use in conjunction with either a reactive or hybrid reactive/deliberative motor control architecture. The need for additional robustness is addressed by a monitoring and exception handling mechanism. SFX is summarized below, along with experiments demonstrating the utility of its biologically inspired organization.
Architectural Overview
SFX de nes a perceptual process capable of performing sensor fusion as consisting of three generic mechanisms, shown in Figure 1 . The perceptual process executes into two phase, an investigatory phase and a performatory phase, both taken directly from the orienting behavior described in Section 3.3. The investigatory phase relies on the con guration mechanism, while the performatory phase makes use of the execution and exception handling mechanisms.
The con guration mechanism is responsible for selecting the most appropriate sensing plan for the current operating conditions. The activated sensing plan guides the execution of the execution mechanism, which collects, preprocesses, and fuses observations and evidence.
The execution mechanism also applies state feedback as needed and monitors for state failure conditions. The SFX states corresponds to the rst three levels of Bower's taxonomy in Section 3.2. A fusion state is de ned as a state feedback rule and a set of state failure conditions. The state feedback rule portion of the fusion state allows the sensor fusion process to respond to a discordant sensor by either recalibrating it or suppressing it. State failure conditions are used to insure that fusion is based on consistent observations. The fusion process is interrupted when a failure is encountered, preventing it from posting a suspicious total belief value for the percept.
If a state failure is detected, the execution mechanism suspends execution and invokes the exception handling mechanism 11]. The exception handling mechanism consists of two modules: error classi cation and error recovery. The error classi cation module in the exception handler attempts to classify the type and source(s) of the error using a modi ed generate-and-test procedure. If the source of the error is isolated, the error recovery module examines its cache of recovery schemes, which either repair or replace the current sensing con guration. If the failure is due to an error in expecation or cannot be identi ed, the process signals an overall failure and terminates.
The perceptual process is implemented as a perceptual schema 3]. Perceptual schemas are analogous to motor schemas which have successfully represented motor behaviors for many applications. Schemas are a representation commonly used by both neurophysiologists, cognitive scientists, and roboticists because they are a modular and resuable computational abstraction which captures many cognitive properties; they represent procedural knowledge (e.g., the control scheme); they are recursive (perceptual schemas can use other perceptual schemas); and are extensible for future implementations on operating systems which would allow multiple perceptual processes to run concurrently (as outlined in the computational theory).
A perceptual process is tailored during the investigatory phase for a speci c percept by the sensing strategy, a set of sensing plans and activation conditions. Note that this permits the use of contextual knowledge consistent with the concept of perceptual modes (Section 3.1) and fusion modes (Section 3.2). Each plan is constructed manually by the designer following a three pass design methodology. The plans are represented by a directed, acyclic graphs called observation DAGs, or oDAGs. An oDAG acts as both a control structure for the execution mechanism specifying the functions and knowledge that is needed during the execution sequence, and as a data structure holding the current values for observations and evidence. Nodes in the sensing plan oDAG are implemented as frames, with knowledge slots lled by the designer and the remaining slots by the execution module at run time. Edges in the oDAG are expressed by pointers from one frame to another.
The oDAG structure supports both the execution and the exception handling mechanisms. The execution mechanism can execute the plan by performing a depth-rst evaluation on the oDAG. The depth-rst search can start at the percept frame, or root, if a single processor is being used for all sensors or at the description nodes for multiple processors dedicated to each sensor. The graph structure makes it straightforward for the exception handling mechanism to eliminate sensors from the sensing plan (prune the relevant subgraph), add sensors (add a new subgraph), or modify information in the frames (traverse the graph).
oDAGs can be used to either represent sensor fusion as a stimulus-response arrangement, such as the direct summation of inputs in angel sh, or as a recognition process which involves evidential reasoning. In the situations requiring recognition, SFX uses DempsterShafer theory 42] as the basis for evidence propagation and fusion. Dempster-Shafer theory is conceptually di erent from the more popular Bayesian approach. Evidence for a target is represented as a Shafer belief functions rather than a probability density function. Classi cation or recognition is the result of combining evidence according to Dempster's rule as opposed to updating a priori expectations using Bayes' rule. Dempster-Shafer theory has an important property which aids the ability of the execution mechanism to detect sensing failures: Dempster's ' rule of combination generates a measure of con ict, or disagreement between the belief functions. This is used to determine whether or not a set of observations is consistent. It should be noted that evidence in DS theory accrues, which is consistent with the neurological studies of multisensory integration, while evidence under a Bayesian scheme tends to be averaged. Also, contextual knowledge can be used to weight the contributions of di erent sensors.
By abstracting the partial object classi cation from each sensor into a belief function, SFX essentially converts a sensor speci c representation into a common representation suitable for fusion; this corresponds with the neurological models in Section 2 which indicate sensor independent representations are maintained up until fusion in the superior colliculus.
Experiments
13 experiments were conducted which tested the state-based execution mechanism of the SFX architecture. The goals of the experiments were to test the utility of fusion states and state feedback, demonstrate how state failures are detected, and verify the accrual of belief from individual sensor observations into a single measure for the percept. In addition, the experiments were able to illustrate the expression of domain knowledge into the state con guration and appropriate evidential representations. These experiments used data sets collected from four sensors (a Sony Hi8 color camcorder, a Pulnix b&w video camera, an Intrametrics infra-red camera, and Polaroid ultrasonic transducers) mounted on the Georgia Tech Denning DRV-1 mobile robot. The sensors provided test sets with a variety of sensing modalities (visible light, thermal radiation, and sound) and sensor interactions (competitive and complementary). The thermal camera and ultrasonics were potentially discordant sensors, and served as candidates for recalibration and suppression respectively. In each experiment, the robot simulated a security guard inspecting a room. The robot viewed three diverse regions of interest, or scenes, in a cluttered tool room: a student desk scene, a vcr and monitor scene, and a drill press scene.
All four sensors were used to determine if the particular scene the robot was inspecting had changed since the last visit. The sensors were con gured in a State 1 fusion state for the student desk scene (Figure 2 ) since all sensors behaved reliably. When facing the vcr and monitor scene (Figure 3) , the ultrasonic sensors reported erratic range readings due to the preponderance of glass surfaces and corners. Therefore, the sensors were arranged in Figure 2 : The student desk scene region of interest in the tool room.
a State 3 (suppression) con guration. Unlike most views of the tool room, the drill press in the drill press scene ( Figure 4 ) o ered a sizeable and stable heat pro le. Therefore the thermal camera could be reliably recalibrated whenever the robot was able to con dently classify the scene as unchanged using just the visible light cameras and ultrasonics. The sensors were con gured in State 2 (recalibration) for the drill press scene to take advantage of this.
The experiments showed that state feedback and the detection of state failure conditions allowed the SFX execution mechanism to outperform a \state-less" (equivalent to State 1 ) implementation in 9 out of 13 experiments, and perform equally well in the remaining four. SFX was able to detect sensing failures in each case where it occurred. Five of the experiments speci cally showed that DS theory was more expressive for sensor fusion than Bayesian theory, that its metric of con ict facilitated the detection of discordance between two or more sensor observations, and that it can incorporate contextual knowledge. The reader is directed to 34, 36] for more details of these experiments.
Consider that the experiments used the same set of sensors to observe three di erent percepts, each in a di erent fusion state. With traditional robotic approaches 12, 15, 21, 37, 43] , the relationships between these sensors would be xed; therefore the state for each percept would have been the same. As a result the sensors would have been unable to fuse the observations for the drill press and vcr and monitor scenes due to the intermittent noise in the sensors for those particular environments. This argues that the need for fusion states arises in robotics as well as in biological agents.
Speci cally, the experiments demonstrate that the use of fusion states has the following properties:
It permits the fusion of observations when a state-less implementation could not. This demonstrates the overall improvement in multisensor integration by using states.
It prevents the execution mechanism from posting a total belief which does not re ect a consensus between the bodies of evidence. This prevents false classi cations and allows the system to attempt to autonomously identify faulty sensors, algorithms, or plans and to adapt accordingly.
It improves the sensing quality. In two experiments, the true infra-red camera compensated for thermal drift using feedback from the video and ultrasonic sensors.
It improves the overall belief in a percept. For example, the biological and cognitive literature indicates that sensor fusion should be implemented with a small set of general fusion mechanisms and that the choice of fusion mechanism should be based on how the perception is being used to support the robot's intended action. This is essentially the objective of all the architectures. However, these implementations were organized around interactions between sensors based on the similarity of the observations, not around discordances. The NAVLAB architecture divides interactions into three mutually exclusive fusion methods: competitive, where the sensors are supplying redundant or competing observations; complementary, sensors provide unique information which constrain or re nes observations from another; and independent, only one sensor contributes at a time. Durrant-Whyte's 15] and Hager's 21] share a common partitioning; their categories of competitive, complementary, and cooperative correspond to the three categories used by the NAVLAB. Unfortunately these categories may be unduly restrictive for broader tasks; it is possible to have a sensing con guration where two out of three sensors are o ering competing observations and the third is focusing the attention of the other two (cooperating). Pau's object-oriented architecture is more abstract; it does not restrict or specify any sensor interaction and expects the system designer to select a fusion mechanism for each con guration. Clark and Yuille's system is the closest to an organization based on discordances; it categorizes data according to the explicit constraints, or dependencies, between the sources. Also, as noted in Section 3.3 studies on the orienting behavior imply a functional separation between the con guration of a sensor fusion system and its actual execution, compartmentalizing the role of con guration and active perception. Both 15] and 21] are concerned with the same issues, however, the distinction between active perception and execution tasks is less formal than the literature suggests.
Summary and Conclusions
Models of sensory integration from the biological and cognitive sciences o er a foundation for intelligent robotic sensor fusion. In terms of how sensor fusion is accomplished, biological models indicate that 1) the senses appear to use sensor-speci c representations which are converted to a common representation during fusion, 2) the output of fusion is in uenced by the context of the intended task, the state of the agent, and the agent's surroundings, and 3) evidence (neuron activation levels) accrues rather than is averaged. Cognitive models address why sensor fusion is useful, as well as o er complementary descriptions of possible mechanisms for fusion. Studies 1) con rm and amplify the role of context in modulating perception and behavior, 2) suggest a taxonomy of fusion modes which allows sensors to lter out noisy signals and recalibrate other sensors, 3) note the emergence of dominant sensing modalities, and 4) suggest how an agent generates and maintains optimal sensing. However, the biological and cognitive literature is by no means complete. In particular, the models do not address how an agent handles contradictory observations. The models also do not provide details on mechanisms for accrual of belief, the incorporation of contextual knowledge, or the structure of the knowledge representations used by the senses.
Despite the shortcomings of these models, the utility of their underlying principles for robotics have been demonstrated experimentally for the domain of navigation by the SFX architecture. The SFX architecture speci cally incorporates the concept of two phases of sensor fusion activity (from the orienting behavior) as separate con guration and execution modules, the use of fusion states to lter noise and provide feedback to sensors (from the taxonomy of fusion modes) via a state feedback function, and the accrual of evidence rather than averaging (from multisensor neuron activation studies) through Dempster's rule of combination. SFX resolves the issue of robustness by monitoring for inconsistent observations and triggering an exception handling module if a sensing anomaly is encountered.
Possibly the most important and novel contribution of the biological and cognitive literature is the concept of fusion state. The state con guration arranges sensors around their abilities to detect and correct for discordances with other sensors. This allows a sensor fusion process to include potentially noisy or unpredictable sensors which could not be considered for use otherwise.
Even with a set of organizing principles from biology and cognitive psychology, robotic sensor fusion is a long way from being well developed. Our current e orts are concentrating on the automatic generation of sensing con gurations (i.e., the con guration mechanism), better common representations for fusion, and developing techniques for learning the appropriate fusion state for a region of the world as a robot explores unknown territory.
Since the ideas presented and developed in this article rely on biological and cognitive studies in sensory integration, it is tting to conclude by extracting insights from robotics research which have rami cations for these sciences. In particular the state-based control scheme suggests two potential areas for further research.
First, the robotics experiments suggest a new twist on the issue of dominant sensor modalities. From a robotics perspective, it is interesting to note that dominant sensing modalities arose in the experiments; the dominant sensor was the one most sensitive to changes in the percept. It should be mentioned that it was di cult to generate sensor models which were evidentially equal. A related issue which merits further exploration is whether the dominant sensing modality is necessarily the most reliable modality. In 2 of the 4 experiments in which the state-based execution mechanism did not outperform a state-less mechanism, the dominant (most informative) modality was also the discordant modality (subject to noise and drift); therefore it was di cult to construct a feedback rule that would permit recalibration at the appropriate times. The conclusion drawn for robotics is not to construct a sensing plan where the discordant sensor is also the dominant source of evidence. It would be interesting to see if evolution drew the same conclusions, and if not, why.
A second potential area for additional research is the concept of multiple levels of sensory integration. As discussed in Section 5, the idea of fusion state was derived from Bower's hypothesis that sensory integration evolved from simple tightly coupled perceptual systems to more complex systems capable of handling discordances. This, however, has not been substantiated with studies. The utility of the state-based control scheme for robotics demonstrated by all the experiments with SFX tend to indirectly support Bower's hypothesis: the experiments showed states of sensor fusion works for robots, levels of sensory integration may work for animals. Therefore, cognitive studies to verify Bower's hypothesis may be worthwhile and productive.
The distinction between roboticists and psychologists pursuing the nature of perception and intelligence is an artifact of the way modern universities organize departments, not a result of these communities being concerned with entirely separate endeavors. When Norbert Wiener introduced cybernetics, he did not create a new interdisciplinary paradigm so much as discover two communities working on the same issues. The term \cybernetics" has dropped out of vogue now, but the approach has not lost its power. We hope that scientists, regardless of their educational speciality, will increase their interactions, share models and insights, and produce a joint theory of perception and intelligence that can be used both for understanding human cognition and for the construction of thinking machines.
