Knabe's theorem lower bounds the spectral gap of a one dimensional frustration-free local hamiltonian in terms of the local spectral gaps of finite regions. It also provides a local spectral gap threshold for hamiltonians that are gapless in the thermodynamic limit, showing that the local spectral gap much scale inverse linearly with the length of the region for such systems. Recent works have further improved upon this threshold, tightening it in the one dimensional case and extending it to higher dimensions. Here, we show a local spectral gap threshold for frustration-free hamiltonians on a finite dimensional lattice, that is optimal up to a constant factor that depends on the dimension of the lattice. Our proof is based on the detectability lemma framework and uses the notion of coarse-grained hamiltonian (introduced in [Phys. Rev. B 93, 205142]) as a link connecting the (global) spectral gap and the local spectral gap.
Introduction
A central problem in condensed matter physics is to understand the properties of the ground states of spin systems. While finding a complete description of the ground states can be a daunting task, many important ground state properties (notably the area laws [Has07, ALV12, AKLV13] and the decay of correlation [Has04, HK06, NS06] ) are intertwined with the spectral gap of the associated hamiltonian. Thus, understanding the spectral gap of a local hamiltonian takes a central stage in the mathematical physics of spin systems.
Recent results on the undecidability of the spectral gap [CPGW15, BCLPG18] show that there is no general scheme for computing the spectral gap of an arbitrary local hamiltonian. But, for a large and important family known as the frustration-free hamiltonians (to be defined shortly), there are two powerful methods that provide criteria for system size independent lower bounds on the spectral gap. First is the martingale method due to Nachtergaele [Nac96] , that guarantees a large spectral gap whenever certain product of the local ground space projectors is close to the global ground space projector. The second method, introduced by Knabe [Kna88] , bounds the spectral gap whenever the 'local' spectral gap in a finite region is large enough. These tools have found several applications in recent years, such as in the classification of gapped phases for qubits [BG15] , gap of generic translationally invariant hamiltonians [Lem19b] , properties of random quantum circuits [BHH16] etc.
A local hamiltonian H = α P α , where each P α 0 is a local interaction that acts on a small number of spins, is said to be frustration-free if its ground space G satisfies P α G = 0 for all α. Without loss of generality, one can assume that each P α is a projector (that is, P 2 α = P α ), with a constant multiplicative change in the spectral gap. Knabe's method, which is the central focus of present work, applies to translationally invariant frustration-free hamiltonians on a periodic chain of spins. It states the following.
Knabe's theorem: Let H = n i=1 P i,i+1 be a translationally invariant nearest-neighbour hamiltonian on a periodic chain of n spins, with spectral gap γ. Let h k,t = k+t−1 i=k+1 P i,i+1 be the hamiltonian restricted to the spins {k + 1, k + 2, . . . k + t}. Let γ(t) be the spectral gap of h k,t , which does not depend on k due to translation invariance. Then γ + 
γ(t).
We provide a sketch of the proof, to help compare with our techniques. The spectral gap γ of H is the largest number that satisfies H 2 γH. In order to lower bound γ, we expand H 2 = i,i ′ P i,i+1 P i ′ ,i ′ +1 and use the fact that P i,i+1 are projectors to simplify
. If all the terms P i,i+1 P i ′ ,i ′ +1 were positive semi-definite, we would obtain H 2 H, leading to γ ≥ 1. But this is not the case, as overlapping local terms P i,i+1 and P i+1,i+2 need not commute. To handle such terms, Knabe [Kna88] invokes the hamiltonians h k,t and makes use of the operator inequality h . This is often termed as the 'local gap threshold'. The additive term that captures the local gap threshold has been improved in the recent work [GM16], which shows the inequality γ + γ(t). This inequality is tight up to constants, as witnessed by the Heisenberg ferromagnet (see [GM16, Section 2] for details). The authors also consider the problem on a two dimensional periodic square lattice L, with a nearest-neighbour translationally invariant hamiltonian H = e P e . Here the index e runs over the edges of the lattice. In the same spirit as above, they obtain the inequality γ + 6 t 2 ≥ γ(t), where γ is the spectral gap of H and γ(t) is the spectral gap of the hamiltonian h S restricted over a square region S of side length t.
Subsequent works have made further progress in this direction. 
Proof outline
It suffices to consider the one dimensional case to discuss the proof technique. We will explain later that the higher dimensional case is a simple recursive application of this one dimensional argument. Consider the one dimensional nearest-neighbour hamiltonian H = i P i,i+1 on an open chain of spins, with spectral gap γ and ground space G. Let γ(t) be the minimum spectral gap over all hamiltonians
, where k ∈ {0, 1, . . . n − t} . Central to our argument is the coarse-grained hamiltonianH(t) = S Q S from [AAV16], which has the same ground space G. Here, S are some sets of t consecutive spins (see Figure 2) and Q S project onto the non-zero eigenstates of i,i+1∈S P i,i+1 . Let γ(H(t)) be the spectral gap of H(t). The coarse-grained hamiltonian provides a link between γ and γ(t), as made precise in the following observation [Gos19]:
Its formal proof (in slight generality incorporating the higher dimensional lattices) will be given in Subsection B. t relies on an estimate of the 'shrinking ability' of low degree Chebyshev polynomials, which is shown in Claim A.1 (see also [EH17, Theorem 42] for a similar estimate). It shows that γ(H(t)) = Ω t 2 γ 1+t 2 γ , using the converse to the detectability lemma (Lemma B.3). Plugging in Equation 2, we find that γ(t) = O γ + 1 t 2 . Note that we did not require translation invariance and argument can easily be modified for the periodic chain, by considering a similar coarse-grained hamiltonian.
To explain the argument for higher dimensional lattices, consider a hamiltonian H =
, we can view this hamiltonian as a one dimensional hamiltonian H =
j=1 P i,j is the 'column' hamiltonian acting on two columns of spins, that is, {∀j : (i, j)} and {∀j : (i + 1, j)} (c.f. Figure 1(a) ). Such a one dimensional view is not helpful for the technique used in [Kna88, GM16, LM18, Lem19a], as the column hamiltonians H i are not projectors (recall the sketch of the proof given in the introduction, which crucially uses the fact that P i,i+1 are projectors). But our method can be applied to a sum of column hamiltonians in the same manner as the one dimensional case. We relate the spectral gap of H to the spectral gap of h S def = i∈S H i , where S is some continuous subset of {1, 2, . . . n 1 } of size t 1 , up to the additive factor of O 1 t 2
1
. Now, h S is a local hamiltonian on t × n 2 spins (red region in Figure 1 (b)) and can also be viewed as a sum
= i∈S P i,j acting on rows of spins {∀i ∈ S : (i, j)} and {∀i ∈ S : (i, j + 1)}. Thus, we can apply the same argument to h S , relating its spectral gap to the spectral gap of some local hamiltonian h S,S ′ def = i∈S,j∈S ′ P i,j (green region in Figure 1 (b)). Here S ′ is a set of size t 2 , implying that h S,S ′ is supported on a square region of size t 1 × t 2 . The overall additive factor
. Same recursive argument applies to higher dimensions.
Comparison to prior work: As already mentioned, our tools significantly differ from those employed in [Kna88, GM16, LM18, Lem19a] . Similar to us, the work [KL18] employs the detectability lemma and its converse to obtain the local gap threshold. But it does not use the coarse-grained hamiltonians, and builds upon the martingale method. We remark that it may be possible to improve their local gap threshold from O
. This is because the statement in [KL18, Theorem 11] can be improved using the ideas presented in [GH16] . Such an improvement would still be slightly weaker than our bound in Equation 1, which does not contain the poly(log(t)) factor.
Organization of the technical part:
The technical details appear in the Appendix. Section A derives the shrinking factor of low degree Chebyshev polynomials. Section B defines a general model of local hamiltonian on a chain of spins, which encompasses the column and row hamiltonians discussed earlier. Our main result is Theorem B.1 which applies to this model of local hamiltonian (for both periodic and open boundary conditions). We discuss the tools of detectability lemma and the coarse-grained hamiltonian in the same section. Proof of the main result (Theorem B.1) appears in Subsection B.3. Section C recursively uses Theorem B.1 to obtain the result in Equation 1. Sections D and E re-derive some known results for completeness.
Conclusion
In this work, we have derived a relation between the (global) spectral gap and the local spectral gap of frustration-free local hamiltonians on a lattice, along the lines of Knabe [Kna88]. The relation is optimal up to factors that depend on the dimension of the lattice. It may be potentially improved if the hamiltonian has further symmetry. For concreteness, consider a local hamiltonian H = e P e , where e runs over the edges of the lattice and P e is the same interaction across every edge (in other words, the hamiltonian is isotropic and translationally invariant). In this case, we conjecture that the additive term in Equation 1 can be improved to
, which is the inverse-squared diameter of the hyper-rectangles.
Our proof is based on the technique of coarse-grained hamiltonian introduced in [AAV16] and shows how the detectability lemma [AALV09] can be used to capture yet another feature of the frustration-free systems. It would be interesting to apply our method to bound the spectral gaps of specific models of frustration-free hamiltonians on a two dimensional lattice (see [ARLL + 19, LSY19] for such recent applications of prior techniques). It would also be interesting to find implications of our results to the existence of chiral edge modes in three or more dimensions (c.f [LM18]). 
Acknowledgement

A Low degree behaviour of Chebyshev polynomials
Chebyshev polynomial of degree m is defined as and a real number m > 0. Consider the polynomial
Step m,ν (x) = T ⌈m⌉ −1
It holds that
Step m,ν (1) = 1 and
Proof. The relation
Step m,ν (1) = 1 trivially holds.
for x ∈ (0, 1 − ν). We wish to upper bound
. Let w be such that cosh(w) = 1+ν 1−ν . Then
Now,
This implies
Solving the quadratic equation for e w 2 , we find
Thus,
. Equation 3 now implies
,
, for x ∈ (0, 1 − ν). 
B Formal set-up and the main result
where H i is a Hermitian operator which acts nontrivially only on qudits i, i + 1. Further assume that H i admits a decomposition
where P ij are projectors that act non trivially only on qudits i, i + 1. We have the following assumptions on the set of projectors {P ij } i,j :
• Each P ij does not commute with at most g other terms from the set {P ij } i,j .
• The projectors can be divided into L layers T 1 , T 2 , . . . T L , where the terms within each layer mutually commute.
We further assume the H is frustration-free, which means that the ground energy is zero. Let G be the ground space of H. Note that frustration-freeness implies that P ij G = 0. We shall write G ⊥ for the subspace of states orthogonal to G. If we are interested in an open chain of qudits, then we simply assume that H n = 0 (note that we are not considering the translationally invariant case). This will lead to some minor changes that we will highlight as the arguments proceed. . For every integer 8L 2 < t < n/5, it holds that
Note that we have not tried to optimize the parameters appearing in the above expression. For specific applications, it may be possible to obtain stronger bounds. The rest of the section is devoted to the proof of Theorem B.1.
B.1 Detectability lemma
Detectability lemma [AALV09] is an important tool for the study of frustration-free systems. It's central object is the detectability lemma operator, defined as a product of projectors 1 − P ij taken layer by layer. More precisely, define
The following lemma holds, the statement of which is taken from [AAV16, Corollary 3].
Lemma B.2 (Detectability lemma, [AALV09]). For any quantum state ψ ∈ G ⊥ , we have
DL(H) |ψ
A converse result stated in [AAV16, Lemma 4] is a corollary of [Gao15].
Lemma B.3 (Converse to detectability lemma, [AAV16, Gao15]). For any quantum state
Here we provide a short proof (with minor improvement) in the special case of L = 2. Proof is deferred to Appendix D.
Lemma B.4. Suppose L = 2. It holds that
DL(H) |ψ
2 ≥ 1 − 3 ψ| H |ψ .
B.2 Coarse-grained Hamiltonian
Another tool that we will use is the notion of coarse-grained Hamiltonian [ALV12, AAV16]. Let Q S be the projector orthogonal to the ground space of h S . By convention, we set Q φ = 0 for the empty set φ. Fix a coarse-graining parameter 8L 2 < t < n/5 and let quo = ⌊ n t ⌋ and r = n − t · quo respectively be the quotient and remainder when n is divided by t. Identify sets S 1 , S 2 , . . . S quo using the following rules.
•
be the number of qudits sandwiched between S quo and S 1 . Observe that quo k=1 r k = r. We require that r k are not too large. That is, r k ≤ ⌈r/quo⌉ for all k. Since n t > 5, this implies that
• For open chain, with H n = 0, we require s 1 = 1 and s ′ quo = n. Next, choose another collection of quo continuous sets of size t each, which are placed 'halfway' between adjacent S's. More precisely, the sets T 1 , T 2 , . . . T quo have the following properties.
• For the open chain (with H n = 0), let T quo = φ. For the closed chain, let
Two examples of these sets are depicted in Figures 2 and 3 . Observe that the set T k has an overlap of at least ⌊ t−r k 2 ⌋ with the sets S k and S k+1 . Using t ≥ 8L 2 ≥ 8 and Equation 6, this can be lower bounded by
Following [AAV16], we define the coarse-grained hamiltonian
and the corresponding detectability operator
Observe that the ground space ofH(t) coincides with G. Let the spectral gap ofH(t) be γ (H(t) ). The following lemma was shown in [AAV16]. We provide its proof in Appendix E, for completeness.
Figure 2: Dividing the chain into contiguous segments of length t: Here, we assume n = 37 and t = 5. The remainder when n is divided by t is 2. We set r 1 = r 2 = 1 and r k = 0 for k > 2. The green rectangles represent the sets S j . The red and the blue rectangles represent the sets T j . The blue rectangles are to be viewed as a single contiguous region on the closed chain when H n = 0 and are assumed to not exist on the open chain when H n = 0. The first three rectangles, of both green and red kind, are separated by one qudit. Lemma B.5. It holds that
Now, we proceed to the proof of our main theorem.
B.3 Proof of Theorem B.1
We start with the inequality for all 1 ≤ k ≤ quo
Note that the above inequality also holds in the case of open chain, as T quo = φ implies Q Tquo = 0 and h Tquo = 0. Summing over k and using the definition ofH(t), this implies that
Here, the last inequality holds since each H i is supported within at most one S k and at most one T k . As a result, we have the following inequality (stated earlier in Equation 2):
Lemma B.5 ensures that . This ensures that
and we obtain
Substituting it in Equation 8, we find
This concludes the proof.
C Local verses global spectral gap on D dimensional lattices
be a frustration-free local hamiltonian, where the index i enumerates the unit cells of the lattice and P i acts non-trivially only on the vertices of the i-th unit cell. Let γ be the spectral gap of H L . Since Theorem B.1 also applies to periodic chains, the results below can similarly be extended to hamiltonians with periodic boundary conditions on the lattice. We study this model as an illustrative example, and highlight that the results below easily generalize for any local hamiltonian of constant locality on the lattice. In the above setting, we have L, g ≤ (3D) D . For a region R ⊆ L, let γ(R) be the spectral gap of the hamiltonian 
We show the following theorem. 
Since
16
, and 10
additionally implies that
maintaining the condition on spectral gap in Theorem B.1.
• Recursion:
which is true for s = 2 via Equation 10 and for s > 2 via Equation 11 in previous recursion. Let
be a hyper-rectangle that achieves the minimum in the definition of
we have the decomposition 
The dependence on min q t 2 q cannot be improved; although the dependence on D might not be optimal. To show this, we provide the following example adapted from [GM16]. We consider the heisenberg ferromagnet, which is a one dimensional chain of qubits with frustrationfree local hamiltonian defined by nearest-neighbour interaction i=1 interact via the nearest-neighbour heisenberg ferromagnetic interaction. Consider all hyper-rectangles of dimension t×n 2 ×. . . n D . Any such hyper-rectangle contains n 2 × n 3 × . . . n D independent copies of the heisenberg ferromagnetic chain of length t, and hence the local spectral gap in this hyper-rectangle is the minimum local spectral gap of each copy, which is π 2 2t 2 . Equivalently, γ(t, n 2 , . . . n D ) = π 2 2t 2 . On the other hand, in the limit n 1 , n 2 , . . . n D → ∞, we have γ → 0. Since t is the smallest of {t, n 2 , . . . n D }, this saturates the bound in Theorem C.1 (up to the factors that depend on D).
The definition of γ(t 1 , t 2 , . . . t D ) takes a minimum over all hyper-rectangles of dimension t 1 × t 2 × . . . t D . To see that this is cannot be improved to an average of the spectral gap over all hyper-rectangles, consider the following hamiltonian for D = 1:
where P i = 1 2 (|01 − |10 ) ( 01| − 10|) and P ′ i = |1 1|. This is the same heisenberg ferromagnet on the first k qubits and a trivial hamiltonian on the rest. For this hamiltonian, γ = O 1 2k 2 . But the spectral gap, averaged over all hamiltonians on line segments of length k, is at least 1 − k n . This is much larger than γ + (1 − P ij ).
Since P ij mutually commute for all i, j ∈ T α , we have
Adding both sides, we find 
