The edge clique covering (ecc) problem deals with discovering a set of (possibly overlapping) cliques in a given network, such that each edge is part of at least one of these cliques. We address the ecc problem from an alternative perspective reconsidering the quality of the cliques found, and proposing more structured criteria with respect to the traditional measures such as minimum number of cliques. In the case of real-world networks, having millions of nodes, such as social networks, the possibility of getting a result is constrained to the running time, which should be linear or almost linear in the size of the network. Our algorithm for finding eccs of large networks has linear-time performance in practice, as our experiments show on real-world networks whose number of nodes ranges from thousands to several millions.
INTRODUCTION
The usage of cliques and similar dense subgraphs such as N-cliques, N-clans, K-plexes, K-cores, F-groups, in social network analysis is now consolidated and many methods exist to discover them under several contexts [21] . A clique is a subset of the nodes in a network such that every two nodes * Work partially supported by Italian MIUR under PRIN 2012C4E3KT research project AMANDA.
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In this paper, we propose new algorithmic tools for ecc that are potentially useful for social network analysis and, at the same time, are very easy to implement. Our tools can quickly process graphs of massive size to find their ecc in practically linear time and use heuristics for attacking the ecc problem, which was born in a different context [14] and is hard to solve exactly.
Previous work. In the literature, problems related to ecc have been independently addressed in the mid 70's in social network analysis [3, 19] . From a computational point of view, its vertex clique covering version, where the cliques are disjoint and the vertices are to be covered, is one of Karp's original problems shown to be NP-complete in his famous 1972 paper. The ecc appeared with different terminology such as keyword conflict [14] , covering by cliques, intersection graph basis, or clique partition [11] , as discussed in [6] . The latter reports that the problem of finding the ecc having the minimum 1 number of cliques is NP-hard [18] , even for planar graphs [4] . The parameterized exact algorithms at the state of the art [13] are probably optimal [6] . Although they can be applied to social network analysis, they do not scale to large networks. Some heuristic algorithms for cliques work surprisingly well for large real-world networks (e.g. [1, 2, 5, 8, 20] ), as even approximation algorithms with some guarantee are too expensive. Indeed, due to the massive size of available realworld large networks, it is convenient to consider algorithms or heuristics taking (almost) linear time in the size of the network. Some papers try to achieve this goal for ecc.
The state of the art in this direction is Gramm et al. [12] , which gives an efficient implementation of the original Kellerman heuristic [14] , with the post-processing step of Kou et al. [15] . However, their bounds are not linear. For a network with n vertices and m edges, the original results by Kellerman finds a clique covering in O(nm Our results. In this paper, we present some new and simple algorithmic tools for heuristics on ecc that are tailored for large real-word networks. The classical well-studied measure is minimizing the number of cliques. Recently also the minimum assignment objective has been proposed, which is minimizing the sum of the sizes of the cliques [7] . In addition to them, we consider an alternative view to the ecc problem, where more options are available.
Our view is well represented by the clique cover graph shown in Fig. 2 for the example network in Fig. 1 . This bipartite graph has nodes representing the cliques of the ecc on the left, and nodes representing the vertices of the input network on the right. There is an edge to indicate that a given vertex is part of the given clique. On the right, we may represent the edges of the network rather than the nodes. A formal definition is given in Section 2. This graph is reminiscent of the clique representation in intersection graph theory [9] .
Looking at the classical measure of minimizing the number of cliques in the ecc, corresponds to having the minimum number of nodes on the left side of the clique cover graphs of the candidate eccs. On the other hand having a minimum assignment, as in [7] , corresponds to minimizing the number of edges in this graph. However, more information on the quality of the solution can be obtained from the cover graph, which suggests using also other measures when evaluating heuristics for the ecc problem. For example, the weight of an ecc, the clique size distribution, or the cover index distribution described in Section 2.
Our contributions in this paper are summarized below.
First, we introduce an experimental analysis of heuristics for the ecc problem on real-word networks that is based on a more informative evaluation tool, based on the clique cover graph, rather than the mere number of cliques in ecc. In other words, we do not look just at the minimization problem but we consider also several statistics on all the cliques emerging from an ecc, based on these networks.
Second, we propose a new efficient and simple framework for fast algorithmic tools that scale well for real-world large graphs and perform well according to a variety of measures based on the clique cover graph, when compared to the state of the art. They require O(m + n) space and their time cost can be upper bounded as O(m∆), where ∆ is the maximum degree of the network. The actual running time is linear in m in our experiments.
Finally, we perform an experimental study for our framework on a set of real-world and synthetic networks. The comparison among 20 variants of our algorithms and the state of the art involved a data set of 44 networks to select the best variants. We adopted some measures based on the clique cover graph, and compared with the state of the art on an extensive data set. In this paper, we report the results concerning ecc-rc, one of our most effective algorithms. We show that this algorithm is faster than existing methods and it improves in practice the quality of the solu-
(ii) (iii) Figure 1 : Graph (i) taken from [15] , and two examples of eccs in (ii) and (iii).
tion, also according to the traditional measures such as the minimum number of cliques in ecc. We perform extensive experiments involving 160 networks, showing that we can efficiently deal with large real-world networks.
We hope that our findings can inspire further work on network analysis that uses clique cover graphs, as the latter ones could be customized to deal with new quality measures that depend on the domain applications.
CLIQUE COVERING
For our study, we consider a network as an undirected connected graph G = (V, E), where V is the set of n vertices and E is the set of m edges. A clique C ⊆ V is a set of vertices that are pairwise connected by edges in E, e.g., u, v ∈ E for each pair of distinct vertices u, v ∈ C. (Equivalently, the induced subgraph G[C] is complete.) In the following we will write that an edge x, y ∈ C when both its endpoints x and y are in the clique C. A clique C is maximal if there is no other clique C such that C ⊂ C .
An edge clique cover for G (in short, ecc) is a set of cliques C1, C2, . . . , C k such that (1) no clique Ci is contained in another clique Cj, where i = j, and (2) for each edge u, v ∈ E there is at least one clique Ci such that u, v ∈ Ci [15, 13] .
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Note that an ecc always exist (e.g. choose k = m and the individual edges as cliques). Maximality on each Ci is not required in the definition of ecc, but it is not difficult to see how to transform each Ci into a maximal clique, if this is needed. An ecc is minimal if there is no clique contained in the union of the others, namely, it is Ci ⊆ ∪ j =i Cj for 1 ≤ i ≤ k. The clique number of G is the smallest k such that an ecc of k cliques exists for G. Fig. 1 illustrates our definitions.
Beside the possible definitions of cliques, the quality of a solution, i.e. a clique set, has been often measured as its cardinality, that is, the quality of the ecc C1, . . . , C k is simply k. Hence, the so called minimum ecc aims to minimize the size k. Although finding a minimum ecc has been already proved to be hard and not arbitrarily approximable, heuristics are often satisfying since in practice the quality of Figure 2 : Clique cover graph for the ecc in Fig. 1 (ii).
a solution could also depend on the application.
Clique Cover Graph
It is convenient to define a clique cover graph for the given ecc C1, . . . , C k to better highlight its properties and assess its qualities (see Fig. 2 ). It is a bipartite undirected graph G = (V 1 ∪ V 2 , E ), such that V 1 contains a node for each clique, hence |V 1 | = k, and V 2 contains a node for each vertex in V , hence |V 2 | = n. There is an edge u1, u2 ∈ E , where u1 ∈ V 1 represents a clique Ci in the ecc and u2 ∈ V 2 represents a vertex v ∈ V , if and only if v ∈ Ci.
Depending on the application, we may define a clique cover graph with V 2 representing the edges in E, where
In general, the choice of V 2 representing either the vertices in V or the edges in E will be clear from the context.
While traditional work aims at minimizing the cardinality of V1 (i.e., finding the ecc of minimum cardinality k or giving an approximation) and E (i.e., minimum assignment), other possibilities can be offered. Not only we can obtain the measures previously known in the literature by looking at the clique cover graphs for the possible eccs of G, but we can also define some additional ones in a smooth way.
1. Finding the ecc of minimum weight k i=1 |Ci| is equivalent to finding the ecc whose clique cover graph has the minimum number of edges (see also [7] ).
2. Finding the clique size distribution in the given ecc is equivalent to the degree distribution of the nodes in V 1 for the corresponding clique cover graph.
3. Finding the covering index distribution in the given ecc, namely, computing the number y of elements from V 2 that are contained in x cliques of the ecc, for all feasible values of x and y, is equivalent to the degree distribution of the nodes in V 2 for the corresponding clique cover graph.
FRAMEWORK
Our heuristics for finding eccs rely on a simple algorithmic framework, summarized in Algorithm 1, taking a graph G = (V, E) as input. It begins with an empty ecc C, and during the steps, cliques are added to C. At any step the edges in E are partitioned as covered and uncovered : edge u, v is covered if there exists a clique Ci ∈ C such that u, v ∈ Ci; it is uncovered otherwise. Initially, all edges in
Mark all edges of R as covered E are uncovered. As long as there are uncovered edges, one of them is chosen by SELECT UNCOVERED EDGE, described in Section 3.1. Let us call u, v this edge. We then find a new clique R that contains u, v using FIND CLIQUE OF, described in Section 3.2. Note that the clique R must be new by definition as u, v is uncovered. We then add R to C, and mark all of the edges x, y ∈ R as covered.
We experimentally studied a total of 20 variants of our framework, where just a subset of them was effective for ecc. These variants differ from the way they implement the two operations above. In this paper, we single out one of the best variants, called ecc-rc, that selects an uncovered edge u, v in uniformly random fashion, and then finds the clique R containing u, v by extracting each time the node z (if it exists) with the maximum number of uncovered edges incident to R. Specifically, these two operations are implemented as follows.
Operation SELECT UNCOVERED EDGE
Given a node u ∈ V , we denote its set of neighbors by N (u) = {v | u, v ∈ E} and its degree by d(u) = |N (u)|. We also denote the set of uncovered edges by U ⊆ E, and define the uncovered neighbors of u ∈ V as NU (u) = {v | u, v ∈ U }. The operation performs the following choice.
r random: return an uncovered edge u, v from the edge set U uniformly at random, assuming that U is nonempty
Operation FIND CLIQUE OF
Given an uncovered edge u, v in the input graph G, we can find a clique R containing u, v by following the idea of the Bron-Kerbosh technique as shown in Algorithm 2.
Algorithm 2: FIND CLIQUE OF
After initializing R with u, v, the candidate set P is built by intersecting the neighbors of u and v. Using EXTRACT NODE, a node z is suitably extracted from P , if it exists (i.e. z = null ), and added to R as z is surely adjacent to all the vertices in R. Since z is now part of R, the vertices in the candidate set P must be also neighbors of z, so P is updated with the intersection with N (z). In general, each of the vertices in P is a neighbor of all the vertices in R. The expansion of R terminates when either P is empty (and thus R is maximal) or z cannot be found in P : in both cases it is z = null . We adopt the following variant for EXTRACT NODE.
c clean: return any vertex z (if any) yielding maximum size |NU (z) ∩ R| > 0; otherwise, return z = null .
This variant aims at maximizing the number of uncovered edges that will become covered after adding z to the current clique R. We remark that some variants are difficult to compute: for example, finding the largest clique containing (uncovered) edge u, v is NP-hard.
PERFORMANCE
It is easy to show that Algorithm 1 is correct, i.e. returns a clique cover for the given undirected graph. Moreover it uses O(m + n) space and takes O(m∆) time for variant ecc-rc, where n is the number of vertices, m is the number of edges, and ∆ is the maximum vertex degree.
In practice, its running time is linear in m as shown next with a dataset of 160 real-world graphs taken from lasagneunifi.sourceforge.net. In other words, for each graph in our dataset, we have run ecc-rc placing a red cross in position (x, y) whether the graph has x edges and ecc-rc spent y milliseconds to finish the computation. Looking at the plot, the red crosses seem to be disposed over a line which is parallel to the line y = x suggesting a linear running time of our algorithm. This hypothesis is confirmed by the results of a linear regression over the original data (not in log scale): the time y can be related to the number of edges x by using y = a · x + b, where a = 0.041 and b = −71005.486; these estimates have respectively p-value 7.563·10 −136 and 0.0174 (the correlation is 98.961%). Due to the statistical significance of our tests, we argue that ecc-rc is linear when dealing with large realworld networks.
This feature clearly emerges with the largest networks we considered (see Table 1 ): for the largest one, a snapshot of the web, our algorithm terminates after 32 733 seconds, which is quite fast considering the size of the network, which is processed on a single core. Our computing platform is a 24 core machine with Intel(R) Xeon(R) CPU E5-2620 v3 at 2.40GHz, with 128GB of shared memory. The operating system is a Ubuntu 14.04.2 LTS, with a Linux kernel version 3.16.0-30. Table 1 : Sample of the largest networks we considered with the running time of ecc-rc.
EXPERIMENTAL COMPARISON
We use as a baseline what we call g-alg, which is the heuristic in Gramm et al. [12] . This is an improved implementation of the Kellerman algorithm [14] , with the postprocessing step of Kou et al. [15] to produce a minimal ecc. As far as we know, g-alg is the fastest heuristic in the state of the art, achieving also good results in terms of the traditional cost that minimizes the number of cliques found. Moreover, recent works pointed out the speed and the quality of the solution provided by g-alg also considering the minimum assignment objective [7] , suggesting its usage for larger graphs. Hence, we think that g-alg is a natural choice to evaluate the pros and the cons of our solutions.
We implemented our variant ecc-rc and g-alg in Java 1.8.0 25, and the code will be released as open source. 
Data sets
All the networks in our experiments have been collected from the datasets SNAP (available at snap.stanford.edu/) and LASAGNE (at lasagne-unifi.sourceforge.net/). Realworld networks include autonomous system, biological, citation, collaboration, communication, word-adjacency, peerto-peer, social networks, and web networks. Synthetic networks include networks generated using Erdos-Renyii [10] , Forest Fire [17] , and Kronecker [16] . For more details about the dataset, see Table 2 . Note that we could not include the largest networks of LASAGNE (e.g. the ones in Table 1 ), since g-alg timed out on these instances. 3 We also considered the OCaml implementation of g-alg provided by the authors: while for small networks we obtained results consistent with our implementation, the performance of the original implementation did not allow us to process large networks in our dataset. 
Clique Quality
Our guidelines for the experiments are based on the clique cover graphs G = (V 1 ∪ V 2 , E ) for the graphs G = (V, E) in the datasets, as described in Section 2.1. In particular, we considered the following ones to establish the results.
(a) Clique size distribution: for each feasible value t, we compute the number of cliques in ecc that have size t. In the clique cover graph, this is equivalent to the degree distribution of V 1 . With this information, we also get the number of cliques, the (local) maximum clique size, and the average clique size.
(b) Node covering index distribution: given a node u in G, let c(u) be the number of cliques containing u in the ecc. For each feasible value t, we compute the number of nodes u having c(u) = t. In the clique cover graph where V 2 = V , this is equivalent to the degree distribution of V 2 . With this information, we also get the maximum c(u) and the average value.
(c) Edge covering index distribution: as in (b), except that the cover index c(u, v) is the number of cliques containing edge u, v in the ecc. In the clique cover graph where V 2 = E, this is equivalent to the degree distribution of V 2 . For the sake of completeness, we report the coefficient of variation, in short CV, which is a measure of dispersion of a distribution and corresponds to the standard deviation divided by the mean. This measure is used as a normalized way to evaluate the variability of a covering (the closer to 0, the better is). Table 3 summarizes the comparison between ecc-rc and g-alg. It can be read as follows. The first column indicates the measures described above. The second column indicates whether it is good to minimize or maximize the measure in the corresponding row. The third column reports how eccrc compares to g-alg: a value of p% for the minimization indicates that the measure found by ecc-rc is p% smaller than that provided by g-alg; for the maximization, it indicates that the measure is p% larger than that by g-alg.
In other words, let a be the measure found by ecc-rc and b be the measure found by g-alg; in the case of minimization we report p = (1 − a/b) · 100, while in the case of maximization we report p = (a/b − 1) · 100, where the value of p is truncated.
It is worth observing that with respect to the clique size distribution, ecc-rc and g-alg are similar, while for node and edge covering indexes, ecc-rc clearly improves g-alg. In particular, since minimizing the average node covering corresponds to minimizing the assignment, we improve by 11% on the average the assignments by g-alg, whose solutions have been already observed to be often close to the optimum [7] . The improvement of ecc-rc over g-alg is larger when considering the maximum node covering, that is 23%. A better improvement can be seen looking at the edge covering: we improve the average by 12% and the maximum by 29%.
The average time used by ecc-rc to obtain the covering is 62% smaller than the one used by g-alg. This means that our algorithm employs on average almost one third of the time employed by g-alg to complete the task (the standard error for the time values by ecc-rc is 52% smaller with respect to the one by g-alg). Fig. 4 clearly shows that in the case of larger graphs, the situation is much worse for g-alg: for each graph in our dataset we draw a red cross which is the ratio between the time needed by g-alg and the one needed by ecc-rc, as a function of the number of the edges. Indeed the plot shows that very often the performance of g-alg is several orders of magnitude worse than that by ecc-rc. The variability seems to dramatically affect the performance of g-alg as the number of edges increases. Furthermore, we remark that the comparison does not take into account the (large) networks that only ecc-rc was able to process. 
CONCLUSIONS
In this paper we proposed new and simple heuristics to deal with ecc. Inspired by the clique cover graph, we have introduced several measures to assess the quality of a solution rather just the classical ones, e.g. minimizing the number of cliques. Our algorithm is part of a simple framework and scales well to deal with large real-world networks. Moreover, we showed that our algorithm improves the state of the art according to the several measures we considered based on the clique cover graph and the running time, which can be considered linear in practice.
