Abstract -An important problem in the application of cluster analysis is the decision regarding how many clusters should be derived from the data. The aim of the paper is to determine a number of clusters with a distinctive breaking point (elbow), calculating variance ratio criterion (VRC) by Calinski and Harabasz and J-index in order to check robustness of cluster solutions. Agglomerative hierarchical clustering was used to group a data set that is characterized by a complex structure, which makes it difficult to identify a structure of homogeneous groups. Stability of cluster solutions was performed by using different similarity measures and reordering cases in the dataset.
I. INTRODUCTION
Cluster analysis identifies homogenous groups of clusters of cases without any prior information about the real classification. Partitioning, density-based, grid-based, and hierarchical algorithms are main groups of cluster analysis. The complexity of cluster analysis application is that how to verify stability of cluster solutions. A variety of methods are used to estimate and evaluate the number of clusters: crossvalidation, penalized likelihood estimation, bootstrap based on Anova model [15] , and finding the knee of an error curve [4] .
Extensive comparative study was carried out in [13] with an aim to find the optimal number of clusters, comparing 30 methods for hierarchical clustering algorithms on wellseparated data. According to their work, Calinski and Harabasz index and J-index are the most effective methods to determine the stability of cluster solutions.
The main goal of this paper is to verify stability and validity of cluster solution determining optimal number of clusters based on distinctive breaking point (elbow), Calinski and Harabasz index, J-index. Different similarity measuresEuclidean distance and Manhattan distance -were used for this purpose.
II. HIERARCHICAL CLUSTERING
Hierarchical clustering algorithms consist of the following steps:
1. choosing a hierarchical clustering technique; 2. selecting a measure of similarity; 3. selecting a Linkage Method; 4. data normalization; 5. representation of cluster results. Further each step of clustering algorithm is described in detail.
A. Choosing a Hierarchical Clustering Technique
Hierarchical clustering algorithms are divided into two groups: agglomerative and divisive ones. In agglomerative clustering, each case starts in its own cluster and in the next step the two most closely located cases are merged till all cases are joined into a single cluster. In divisive clustering, all cases are located in one cluster and further are subdivided into clusters until all cases are located in their own clusters. In this study, agglomerative clustering was chosen for the analysis based on literature review [7] , [8] and to determine a number of clusters for a data set, the following steps were performed:
1. Start with one n cluster. 2. Find the most similar clusters with cases located closely to each other and merge them into one cluster.
Repeat
Step 2 until the number of clusters becomes one [6] .
B. Selecting a Measure of Similarity
Two distance measures were considered. Euclidean distance (1) was chosen as a measure to express similarity between pairs as the shortest path between two samples (Fig. 1) .
where xi, yj -points in Euclidean space. Manhattan distance (2) was chosen because the analysed data set contains discrete data [16] and calculates distances along each dimension (i.e., "walking round the block").
where xj, yj -points in n-space. Each linkage method could lead to different results for the same initial data. Single linkage method is based on minimum distances and tends to organize one large cluster with the other clusters containing only one or a few objects.
D. Data Normalization
To reduce the influence of variables on the clustering solution, z-score was used for data normalization (each variable should have a mean of 0 and a standard deviation of 1).
E. Representation of Cluster Results
Result of hierarchical clustering is a dendrogram (Fig. 1 ) that represents each merge at the similarity between the two merged groups [15] . 
III. STABILITY AND VALIDITY OF CLUSTER RESULTS
Robustness of cluster is an important task in the clustering analysis to choose representative cluster solutions. To check cluster solutions for stability, the order of cases was changed. Cases were sorted randomly and for different order of cases, different cluster solutions were received. As a result, the solution with the highest goodness of fit was selected for the analysis. Multiple runs with different clustering procedures, algorithms or distance measures were performed. Euclidean distance and Manhattan distance similarity measures with single linkage were considered for this purpose.
To check cluster validity, the appropriate number of clusters was determined by a distinctive breaking point, Calinski and Harabasz index and J-index.
A. Distinctive Breaking Point (Elbow)
Hierarchical procedures provide information that allows identifying the gaps that define logical clusters based on the output (Fig. 4) . Sometimes it is difficult to identify where the break actually occurs [11] . According to the study presented in [2] , Calinski and Harabasz index is the most effective method to determine the optimal number of clusters, followed by Duda and Hart method (J index). Variance ratio criterion was used to calculate a number of clusters by Calinski and Harabasz index.
B. Variance Ratio Criterion (VRC) by Calinski and Harabasz
Variance ratio criterion introduced by Calinski and Harabasz [10] is a widely used criterion that computes ratio of between and within-cluster sums of squares for k clusters. The optimal solution of this criterion is the number of clusters that maximises the value of the variance criterion (3) and minimises ω k value (4).
where VRC k -the variance ratio criterion, k -the number of clusters, B k -the overall between-cluster variation, W k -the overall within-cluster variation with respect to all clustering variables, n -data objects. Value ω k should be computed for each cluster solution to determine the optimal or suitable number of clusters.
The main limitation factor of Calinski and Harabasz index is that the number of clusters cannot be less than three, because the number of cluster is calculated based on the previous cluster information (VRC k-1 ) .
C. The J-index
The J-index proposed by Duda and Hart [11] compares the within-cluster sum of squared distance with the sum of withincluster sum of squared distances and decides whether cluster should partitioned into two clusters. The hypothesis that cluster could be subdivided is rejected if DH value (5) is more than a standard normal quantile. In this study, z 1-a value is equal to 3.2 by [18] .
where p -the number of variables, n -the number of objects in the studied cluster and z 1-a -the standard normal quantile.
IV. EXPERIMENTS
Two types of similarity measures (Euclidean distance and Manhattan distance) of hierarchical cluster algorithms, variance ratio criterion by Calinski and Harabasz and J-index by Duda and Hart were used to calculate an optimal number of clusters and check validity of cluster solutions.
Initial data for experiments were preprocessed with a purpose to clean the noisy data and to convert the data into a proper format. The analysed dataset after preprocessing includes ten variables and 2000 cases.
Variance ratio criterion and J-index were calculated with SPSS 16.0 and SAS statistical packages.
A. Distinctive Breaking Point (Elbow)
The elbow points shown in Fig. 4 suggest that it is not a clear elbow with rapid growth of distance indicating an appropriate number of clusters. A nine-cluster solution is the optimal choice for Euclidean distance and eleven clusters -for Manhattan distance based on numerical results.
B. Variance Ratio Criterion and J-index
Variance ratio criterion by Calinski and Harabasz was calculated for a number of clusters in the range from two to fifteen for Euclidean and Manhattan distance similarity measures.
The optimal number of cluster was a solution with the smallest ωk value. For Euclidean distance the suitable number of clusters was ten and for Manhattan distance it was twelve. J-index was calculated for the number of clusters in the range from two to fifteen for Euclidean distance. Eleven clusters represented the optimal solution with values 0.50/83.88, where the first number -the sum of squared error within the group and the second one -the sum of squared error in the two subgroups.
Results of the determination of number of clusters for hierarchical clustering algorithm solutions showed that the optimal number of clusters was eleven because two types of indices showed the same results. In this study, the application of agglomerative hierarchical clustering algorithm was presented. Distinctive breaking point (elbow), variance ratio criterion and J-index were calculated to determine the optimal number of clusters and to check the hierarchical clustering solutions for validity and stability. Before clustering all analysed data were pre-processed to clean noise.
Results of elbow point did not reach clear elbow in the plot for the considered distances, the number of suitable clusters was determined from numerical calculations.
The calculation of number of clusters by variance ratio criterion and J-index showed that the optimal number of clusters was in the range from nine to twelve. Application of distinctive breaking point with Manhattan distance and J-index with Euclidean distance showed equal results, the number of cluster was equal to eleven.
