The Brief Fear of Negative Evaluation Scale (BFNE; Leary Personality and Social Psychology Bulletin, 9, 371-375, 1983) assesses fear and worry about receiving negative evaluation from others. Rodebaugh et al. Psychological Assessment, 16, 169-181, (2004) found that the BFNE is composed of a reverse-worded factor (BFNE-R) and straightforwardly-worded factor (BFNE-S). Further, they found the BFNE-S to have better psychometric properties and provide more information than the BFNE-R. Currently there is a lack of research regarding the measurement invariance of the BFNE-S across gender and ethnicity with respect to item thresholds. The present study uses item response theory (IRT) to test the BFNE-S for differential item functioning (DIF) related to gender and ethnicity (White, Asian, and Black). Six data sets consisting of clinical, community, and undergraduate participants were utilized (N=2,109). The factor structure of the BFNE-S was confirmed using categorical confirmatory factor analysis, IRT model assumptions were tested, and the BFNE-S was evaluated for DIF. Item nine demonstrated significant nonuniform DIF between White and Black participants. No other items showed significant uniform or non-uniform DIF across gender or ethnicity. Results suggest the BFNE-S can be used reliably with men and women and Asian and White participants. More research is needed to understand the implications of using the BFNE-S with Black participants.
excellent fit and that the straightforwardly-worded factor is better able to predict social anxiety than the reverse-worded factor in both samples of undergraduate and persons with anxiety disorders (Carleton et al. 2006; Carleton et al. 2011; Rodebaugh et al. 2004; Weeks et al. 2005) . Item response theory analyses demonstrate that the BFNE provides information across a wide range of severity levels of the latent construct and that the straightforwardlyworded items are associated with higher discrimination parameters than the reverse-worded items (Rodebaugh et al. 2004) . Collins et al. (2005) report that the BFNE distinguishes between patients with social anxiety disorder and panic disorder; in addition, in patients with social anxiety disorder, the straightforwardly-worded items predict unique variance in social anxiety (whereas the reverse-worded items do not) (Weeks et al. 2005) . Overall, this research provides support for use of the straightforwardly-worded items of the BFNE.
Fear of negative evaluation and constructs related to social anxiety have been studied in both genders and ethnic groups. Okazaki (1997) found that Asian-Americans scored higher on the FNE scale than did Caucasian Americans. Relatedly, Hambrick et al. (2010) found that African-American and Asian-American undergraduates responded differently than did Caucasian undergraduates on two commonly used measures of social anxiety and worry (Social Interaction Anxiety Scale, Mattick and Clarke 1998 ; Penn State Worry Questionnaire, Meyer et al. 1990 ). The BFNE has also been utilized in both genders and many ethnic groups (see Carleton et al. 2011; Norton and Weeks 2009 ). However, research on the BFNE related to threshold invariance across ethnic and gender groups is lacking. Norton and Weeks (2009) tested the measurement invariance of the BFNE (using only the straightforwardly-worded items; BFNE-S) and the Fear of Positive Evaluation Scale using both classical factor analysis and categorical confirmatory factor analysis in African American, Asian, Caucasian, and Hispanic undergraduate samples. They found no difference in factor loadings or latent variances and covariance between samples. However, they did not test for invariance of the threshold parameters across groups. Further, Carleton et al. (2011) tested the BFNE for metric invariance related to gender and found that responses were similar across gender (with the straightforwardly-worded items exhibiting fewer differences when compared to the reverse-worded items). Like Norton and Weeks (2009) Carleton et al. (2011) did not test the BFNE for threshold invariance. When measurement non-invariance is present in the threshold parameters, item responses will be universally biased either higher or lower across the range of the latent variable based on group membership. This leads to certain groups to obtaining higher or lower scores on a measure based on group membership and not on the latent construct.
Of the aforementioned studies evaluating the BFNE, only Norton and Weeks (2009) used appropriate methods for addressing the ordinal nature of the data. When classical factor analysis is applied to ordinal outcomes such as those on the BFNE, this can lead to biased parameter estimates and potentially alter the factor structure across groups (Lubke and Muthén 2004; Wirth and Edwards 2007) . A modern framework to test for measurement invariance across groups with categorical outcomes is item response theory (IRT). IRT is an analytical technique using latent variable models for analyzing categorical data (see e.g., De Ayala 2009). An example of a two-parameter logistic (2PL) IRT model for a dichotomous item is given by (1) where y is the item response, a is the discrimination parameter, θ is the latent construct, and b is the threshold or item difficulty parameter. The a parameter in Eq. 1 indicates how well the item discriminates between individuals with low and high levels of the latent construct. Theta indicates the level of the latent construct for a given individual and b indicates the level of the latent construct an individual must have before the probability of responding in category zero versus one is 50 %.
The practice of testing for measurement invariance within IRT involves testing for differential item functioning (DIF). DIF occurs when groups are matched on the latent variable and the probability of responding in a specific category is different for group A versus group B on a given item (Thissen et al. 1986; Thissen et al. 1993 ). There are two types of DIF, uniform and non-uniform. Uniform DIF affects the threshold parameter and indicates that the probability of responding in a given category is different for group A versus B across the range of the latent variable. Non-uniform DIF influences both the threshold and discrimination parameters and indicates that the probability of responding in a given category is different in group A versus B but changes across the range of theta. To test for DIF, groups must be linked on the latent variable to establish a common scale. In the present study, anchor items were empirically selected and used to link the metric across groups for DIF testing. Anchor items are those deemed least likely to exhibit DIF and therefore presumed DIF-free in the analysis.
It is important to assess both uniform and non-uniform DIF of an assessment to ensure that the scale is a valid measure of the construct (Millsap 2011) . The purpose of the present research was to analyze the BFNE scale for both uniform and non-uniform DIF related to gender and ethnicity using an IRT framework to take into account the ordinal nature of the items. Our study extends previous research in several ways. First, we tested both uniform and non-uniform DIF whereas both Carleton et al. (2011) and Norton and Weeks (2009) tested only non-uniform DIF. To the best of our knowledge the present study is the first to examine both non-uniform and uniform DIF on the BFNE-S. Second we used appropriate methods for the scale of measurement (ordinal versus continuous) which extends the work by Carleton et al. (2011) . Third, our study consisted of a more heterogeneous sample compared with Norton and Weeks (2009) . In Norton and Weeks (2009) an undergraduate sample was used to conduct all analyses. Although this sample did include 4 different ethnic groups, it was still limited to undergraduate students at the University of Houston. Our study included undergraduate, community, and clinical participants from multiple US sites. Fourth, we opted to test the BFNE-S as a stand-alone scale so as to prevent potential influence from additional latent variables. Norton and Weeks (2009) utilized a different model to test for measurement invariance of the BFNE-S versus the one considered here. Taken in combination these four points extend work by Carleton et al. (2011) and Norton and Weeks (2009) . These analyses were conducted using a combination of six data sets with a total of 2,109 participants. First, the factor structure of the BFNE was confirmed and the assumptions of the IRT model were tested. Next, anchor items were selected for the DIF analysis using an iterative purification method. Then these anchor items were used to test for DIF across gender and ethnicity. The results of these analyses should provide a version of the BFNE-S that can be used with diverse clinical populations.
Methods

Participants
A combination of six datasets that included the BFNE consisting of clinical, community, and undergraduate participants (N=2,253) was utilized. Of the 2,253 participants, 25 (1.11 %) were deleted because they were missing values on gender, ethnicity, or both. Further, there were five ethnicity categories with very few participants (American Indian, n=11, Hispanic, n=27, Multi-ethnic, n=32, Not Listed, n=48, and Caribbean, n=1) that could not be used in the analysis (119, 5.28 %). For the remaining 2,109 participants, the average age was 30.56 (SD=20.18); 1,395 were women (66.15 %) and 714 men (33.85 %); 166 (7.87 %) were Black, 173 (8.02 %) Asian, and 1,770 (83.92 %) White. The demographic characteristics of the six individual data sets are described in detail below. Rodebaugh et al. (2011) reported on a significant subset of these participants, and additional studies, noted below, employed some measures from some of these datasets; however, no previous study examined these data in regard to DIF of the BFNE. A description of each dataset follows. Participants from Dataset 1 included 61 individuals with generalized social anxiety disorder (GSAD) as determined by two structured interviews (n=27) and participants who displayed no evidence of GSAD on the same interviews (NOSAD, n=24). There was also a subset of participants who did not have GSAD, but had social anxiety that was not low enough to be considered NOSAD (e.g., evidence of specific social anxiety disorder) (n=10). Participants were 46 (75.40 %) White, 14 (23.00 %) Black and one (1.60 %) Asian; 35 (57 %) were females, and the median age of participants was 34.98 years (SD=11.86). Participants with GSAD were recruited through advertisement of the study online and via flyers posted in public and at clinics in a Midwest metropolitan area. Participants with NOSAD were selectively recruited from a volunteer registry to be demographically equivalent to the GSAD group. Participants were excluded if they were currently psychotic, manic, or acutely suicidal as assessed by structured clinical interview, or displayed any other psychological problem in need of immediate treatment. The majority of participants in Dataset 1 completed a prisoner's dilemma task described in Rodebaugh et al. (2013) .
Participants in Dataset 2 (n=45) were recruited by the same laboratory as Dataset 1 for a study of relationships in individuals with GSAD and included individuals diagnosed with GSAD (n=26) via the Structured Clinical Interview for DSM IV Axis I Disorders (SCID; First et al. 1996) in conjunction with the clinician-administered Liebowitz Social Anxiety Scale (LSAS; Liebowitz 1987) and participants who displayed no evidence of social anxiety disorder (NOSAD) (n=19) based on the same interview. Participants were 30 (88.36 %) White, 13 (7.22 %) Black, and 2 (4.44 %) Asian; 35 (78.00 %) were female, and the mean age was 36.51 (SD= 13.94). Recruitment procedures and inclusion/exclusion criteria were similar to those for Dataset 1. Data collection for this project was in progress when this study was conducted; papers regarding these participants will be forthcoming but will not focus on DIF in the BFNE.
Participants in Dataset 3 consisted of 180 adult patients who were recruited for participation in a treatment study in one of two Northeastern cities from 2005 to 2007. Of these participants, 172 were diagnosed with GSAD using either the SCID or the Anxiety Disorder Interview Schedule for DSM-IV, Lifetime version (ADIS-IV-L; DiNardo et al. 1994 ) and the remainder (n=8) had a current diagnosis of non-generalized social anxiety disorder. Participants were 114 (63.34 %) White, 44 (24.44 %) Black, and 22 (12.22 %) Asian; 73 (41.00 %) were female; the mean age was 32.35 (SD=11.86). Most participants were recruited from primary care offices, mental health practices, or were self-referred from advertisements. Most participants took part in a study concerning augmentation of medication treatment with cognitive behavioral therapy; findings from this study will be forthcoming. This sample also overlaps partially, but not fully, with that of Weeks et al. (2012) . That study provided some information about the BFNE factor structure, but focused on a separate measure and did not examine DIF.
Participants from Dataset 4 included 472 adults from a Midwestern metropolitan community who were recruited through community volunteer registries. Participants were 438 (92.80 %) White, 27 (5.70 %) Black, and 7 (1.50 %) Asian; 333 (71.00 %) were female; the mean age was 61.43 (SD=19.49). These data were collected between 2007 and 2008. This sample has also been reported on by Rodebaugh et al. (2011) and Brown and Roose (2011) , but none of the results overlap with those presented here.
Participants from Dataset 5 were 463 undergraduates who completed a questionnaire packet to receive credit as part of their coursework at a private Midwestern metropolitan university in the same community as Dataset 4. Participants were 318 (68.69 %) White, 33 (7.12 %) Black, and 112 (24.19 %) Asian; 318 (69.00 %) were female; the mean age was 19.04 (SD=1.05). Parts of these data have been reported in several studies, but none have focused on the item properties of the BFNE (e.g., Levinson and Rodebaugh 2011) . These data were collected in 2007 and 2008.
Participants from Dataset 6 were 888 undergraduates from a public Midwestern university (not the same as Dataset 5). Participants were 824 (92.79 %) White, 35 (3.94 %) Black, and 29 (3.27 %) Asian; 601 (68.00 %) were female; the mean age was 19.08 (SD=1.57). Participants were recruited from an introductory psychology class and completed all measures online. Parts of these data have been reported in Levinson et al. (2013) .
Measures BFNE-The BFNE is a self-report questionnaire developed to assess participants' fear of negative evaluation (Leary 1983 ). The BFNE was based on the 30-item Fear of Negative Evaluation Scale (FNE; Watson and Friend 1969) . Participants are asked to indicate how characteristic each of the 12 statements is of them on a 1-5 Likert-type scale. Items two, four, seven, and 10 are reverse-worded items. In an undergraduate sample, coefficient alpha and 4-week test-retest reliability have been reported to be 0.90 and 0.75, respectively, for the total scale (Leary 1983) .
BFNE Straightforwardly-worded Items- Rodebaugh et al. (2004) and Weeks et al. (2005) showed that the straightforwardly-worded items (BFNE-S) and reverse-worded items (BFNE-R) comprised two separate factors. Furthermore, they recommended that the BFNE-S be used instead of the BFNE-R due to its superior psychometric properties. The BFNE-S is composed of items one, three, five, six, eight, nine, 11, and 12 from the original BFNE. Several studies report the BFNE-S had an α>0.92 in undergraduate (Rodebaugh et al. 2004) and clinical samples (Carleton et al. 2011; Weeks et al. 2005) . Carleton et al. (2011) conducted a review of three different ways to deal with the inadequacy of the BFNE-R, and their findings indicated that the original eight-item BFNE-S (omitting the BFNE-R items) performed best. For these reasons, DIF analyses focus only on the BFNE-S in the present study.
Procedure
Data Analysis-First, a categorical confirmatory factor analysis (CCFA) was performed on the BFNE using the factor structure suggested by Rodebaugh et al. (2004) . Second, overall IRT model assumptions were assessed and anchor items were empirically selected for the BFNE-S. Third, the BFNE-S was tested for DIF using a version of Lord's (1980) χ 2 test implemented in flexMIRT™software (version 1.88; Cai 2012) that was recently improved because it uses concurrent linking and more accurately estimated standard errors (Cai 2008; Cai et al. 2013; Langer 2008; Woods et al. 2013 ).
Categorical Confirmatory Factor Analyses-The 2,109 participants described above were used in the categorical confirmatory factor analysis (CCFA) and multiple group CCFA (MGCCFA). The average age was 30.56 (SD=20.18); 1,395 were women (66.15 %) and 714 men (33.85 %). The MGCCFA was used to assess invariance across sites prior to pooling the samples, and the CCFA was used to confirm the factor structure of the BFNE once site invariance was established. There were 33 cases (1.47 %) of the 2,109 with at least one missing value. To avoid deleting these 33 cases in the CCFA and MGCCFA, multiple imputation (MI ; Rubin 1987 ) was used; 20 imputed data sets were created using the Amelia II package in R (version 3.02) (Honaker et al. 2011; R Core Team 2013) . These imputed data sets were then used in Mplus (version 7.0; Muthén and Muthén 2012) to conduct the CCFA by combining the imputed data sets (Rubin 1987; Schaefer and Olsen 1998) .
Because six data sets from different sites were being pooled, measurement invariance across sites was tested to ensure that the BFNE was measuring the same construct across sites. For purposes of the invariance testing, Dataset 1 (n=68) and Dataset 2 (n=48) were combined to obtain a larger sample to improve parameter estimation. Both Datasets 1 and 2 were collected from the same lab and both consisted of participants with and without GSAD. No other data sets were combined; thus invariance testing was carried out with five sites.
A two-factor model was fitted in each site with eight items (items 1, 3, 5, 6, 8, 9, 11, and 12) loading on a straightforwardly-worded factor and four items loading on a reverse-worded factor (items 2, 4, 7, and 10) (Rodebaugh et al. 2004 ). We used the weighted least squares with mean and variance adjustments (WLSMV) estimator with polychoric correlations in Mplus (see Muthén and Muthén 2012, for details) . Configural, weak, and strong invariance were tested across sites using a MGCCFA model. Three fit indices were used to assess global fit: (1) the Tucker and Lewis Index (TLI; Tucker and Lewis 1973), (2) Bentler's (1990) Comparative Fit Index (CFI), and (3) the Root Mean Square Error of Approximation (RMSEA; Steiger and Lind 1980) . Cut-off criteria for these measures were obtained from the recommendations of Hu and Bentler (1998; 1999) and MacCallum et al. (1996) (RMSEA<0.08, CFI and TLI>0.95).
Given the problematic behavior of the χ 2 deviance test in large samples, the χ 2 deviance test was not used for invariance testing (Cheung and Rensvold 2002; Elosua 2011; Muthén and Muthén 2012) . The change in Bentler's (1990) Comparative Fit Index (CFI) was used instead. A change in CFI of 0.01 or less is indicative of measurement invariance when comparing two nested models. The change in CFI has been shown to perform well in CCFA (see Elosua 2011) and may overcome the problematic behavior of the χ 2 deviance test in large samples (Cheung and Rensvold 2002) . After site invariance was established, a CCFA was fitted using the same two-factor model described above to confirm the factor structure. The factor structure of the CCFA was evaluated using the same global fit indices and cut-off criteria mentioned previously.
Item Response Theory Analysis-IRT was carried out using flexMIRT™ (version 1.88; Cai 2012) using data from the 2,109 participants described previously. Because BFNE-S response options consist of five ordered categories, the graded response model (GRM; Samejima 1969) was used. The GRM is given by (2) for k=0, 1, 2, …., K j ; j=0, 1, 2, …., J; and i=1, 2, …., I. Note that x is the response to item j, k is the number of response categories with K j greater than two, J is the number of items, and I is the number of individuals. There are k-1 thresholds in any given item. The GRM models the probability that individual i chose category k or higher for item j.
All IRT models were estimated using marginal maximum likelihood (Bock and Aitkin 1981) and identified by setting the latent mean and variance to zero and one, respectively. Initially a unidimensional IRT model was fitted to the BFNE-S factor to assess the global and itemlevel fit and to check for local independence. The assumption of local independence in IRT indicates that once a person's level of latent variable is taken into account, all item responses are statistically independent (see De Ayala 2009, p. 20) . Incomplete item responses were handled by the estimation methods in flexMIRT™ so the full data set including incomplete responses was used.
Global model fit was assessed using the M 2 statistic and RMSEA. The M 2 statistic uses information from the bivariate sample moments to compute a statistic that is asymptotically Chi-square distributed Joe 2005, 2006) . However, the M 2 statistic is often too powerful when sample sizes are large. Thus, the RMSEA was also computed to assess global model fit to mitigate the effects of sample size on model fit. Goodness of fit cut-offs were evaluated with the same criteria as the MGCCFA and CCFA. Thissen's (2000, 2003 ) S-χ 2 item level fit statistics were calculated to assess item level fit. Nonsignificant S-χ 2 statistics suggest good fit. Additionally item level fit was evaluated graphically using MODFIT 3.0 (Stark 2008) . The assumption of local dependence (LD) was evaluated using the Chen and Thissen (1997) LD statistics implemented in flexMIRT™. These statistics use the observed and expected item response frequencies in two by two contingency tables for all item pairs and are approximately chi-square distributed with one degree of freedom. Any LD statistics that are larger than 10 are cause for concern ) and were flagged for potential LD.
Differential Item Functioning-For each data set, anchor items were empirically selected using a procedure proposed by Woods (2009a) . Previous research suggests that the anchor set should be approximately 10 % and 20 % of the total number of test items (Wang et al. 2009; Woods 2009a, b) ; thus, two anchor items (25 % of the test length) were chosen for each analysis. DIF analyses were conducted using the test candidate items option in flexMIRT™. In this approach, the latent mean and variance for the reference group are fixed to zero and one, respectively, while the latent mean(s) and variance(s) for the focal group(s) are estimated. The algorithm provides an overall (omnibus) χ 2 test of DIF in any item parameter, as well as conditional χ 2 tests of uniform and non-uniform DIF.
For the ethnic group comparisons, a contrast matrix was used to compare White participants with Asian participants and White participants with Black participants. The contrast matrix was (3) with 1 s for the White reference group and −1 s for the focal groups. To help control the Type I error rate for both gender and ethnicity DIF tests, the Benjamini and Hochberg (1995) procedure (BH) was applied to all tests (Thissen et al. 2002) . For each set of tests (omnibus, discrimination parameters, and threshold parameters) the alpha level was corrected within that set of tests. The procedure was carried out in R (v. 3.02) using the p.adjust function in the stats package to calculate adjusted p-values for the χ 2 tests for DIF (R Core Team 2013).
Results
MGCCFA
The results for the MGCCFA indicated that the BFNE was invariant across sites so the data sets could be pooled. The configural model showed good fit ( , RMSEA=0.08, CFI=0.984, TLI=0.982) which established a common factor pattern across the five sites. The weak invariance and strong invariance models also showed good fit .001], confirming the factor structure proposed by Rodebaugh et al. (2004) . All standardized factor loadings were statistically significant. For the BFNE-S the magnitudes of the standardized loadings were between 0.83 and 0.91 and for the BFNE-R the standardized loadings were between 0.67 and 0.80. The between factor correlation between BFNE-S and BFNE-R was statistically significant (r = −0.495, p<0.001). Standardized factor loadings are reported in Table 1 . As planned, the BFNE-S was the subject of further tests described below.
Global IRT
Results for the IRT model on the BFNE-S indicated adequate fit (M 2 = 1,745.95, df = 440, p<0.001, and RMSEA = 0.04). The RMSEA value of 0.04 indicates that the model has good global fit according to the criteria given by Hu and Bentler (1998; 1999) and MacCallum et al. (1996) . A Bonferroni correction was used to assess the significance of the S-χ 2 by using 0.05/8 = 0.006 as the critical value. Item fit was adequate for items one (S-X 2 =105.60, df=84, p>0.006), three (S-χ 2 =113.60, df=80, p>0.006), five (S-χ 2 =92.50, df=70, p>0.006), eight (S-χ 2 =91.70, df=76, p>0.05), nine (S-χ 2 = 106.00, df=75, p>0.006), and 12 (S-χ 2 =101.10, df=75, p>0.006). Items six (S-χ 2 =119.20, df=69, p<0.006) and 11 (S-χ 2 =134.70, df=83, p<0.006) fit significantly differently than predicted by the model. Examination of the item fit plots using MODFIT (v. 3.0) indicated that both items six and 11 may have some item level misfit.
The LD tests indicated that item pairs five and six (LD= 36.30), 11 and one (LD=10.20), 12 and five (LD=12.20), 12 and six (LD=12.20), 11 and 12 (LD=10.00), nine and six (LD=15.40), and eight and nine (LD=17.20) had χ 2 greater than or equal to 10 indicating that these items may exhibit local dependence. Work by Harpole and Woods (2013; 2014) showed that violations of LD caused by similarly worded items did not adversely affect Type I errors or power when testing for DIF unless all items in the anchor set were contaminated and the degree of LD was large. To ensure control over Type I errors and power in the presence of LD anchors were selected based on Woods (2009a) , while ensuring that at least one of the two anchors was not flagged for LD.
DIF Analysis of BFNE-S for Gender and Ethnicity
Using the anchor selection method from Woods (2009a) and the constraint of at least one LD free anchor, two anchors were selected for both gender (items three and 11) and ethnicity (items one and three). The anchor items were different for ethnicity and gender to ensure that at least one of the two anchors was not part of an LD pair. 1 This avoids the Type I error inflation and power reduction problems demonstrated in Harpole and Woods (2013; 2014) when testing for DIF. IRT parameter estimates by gender (men and women) are presented in Table 2 . The latent mean and variance for women were fixed to zero and one, respectively; the latent mean and variance for men were estimated [0.10 (SE=0.08) and 1.06 (SE=0.14), respectively]. Results of DIF testing for gender are presented in Table 3 . The results indicated that none of the items functioned differentially for men versus women after controlling for true mean differences on fear of negative evaluation.
Item parameter estimates by ethnicity (White, Asian, and Black) are presented in Table 4 . The latent mean and variance for White participants were fixed to zero and one, respectively. The latent mean and variance for the Asian participants relative to White participants were 0.34 (SE=0.14) and 0.57 (SE= 0.09) respectively; the latent mean and variance for Black participants relative to White participants were 0.16 (SE= 0.08) and 1.58 (SE=0.27) respectively. Results of DIF testing for ethnicity are presented in Table 5 . Item nine showed significant ( , BH corrected p<0.01) non-uniform DIF indicating that item nine was more discriminating for White participants (a = 3.28) than Black participants (a = 2.04).
All other items did not show significant uniform or non-uniform DIF.
Figure 1 provides a graphical illustration of the effect size of the non-uniform DIF between White and Black participants (Steinberg and Thissen 2006) . Three plots are included: a test characteristic curve (TCC) (i.e. the relation between the BFNE-S in the IRT metric and raw metric) for all eight BFNE-S items, a TCC for all BFNE-S items with item nine (nonuniform DIF item) removed, and the item characteristic curve (ICC) (i.e. relation between an item in the IRT metric and raw metric) for item nine. Each figure plots the expected score function against the level of fear of negative evaluation for a set of items (TCC) or a single item (ICC). The differences between Black and White participants were small for the full scale, with a slight discernible difference between the plots with and without item nine. Nevertheless, when item nine is isolated, it is clear that the expected scores for this item are not equivalent for the two groups. According to the ICC in Fig. 1 , below the approximate mean true latent variable score (0.50), the summed score for a Black versus White participant on item nine is expected to be higher even when the individuals are matched on true scores. Above the approximate mean true score (0.50), the bias is in the opposite direction.
Discussion
The purpose of the study was to assess the BFNE-S for uniform and non-uniform DIF in an IRT framework across gender and ethnicity. Results of the DIF analysis indicated that the BFNE-S does not function differentially across gender. This finding extends the work of Norton and Weeks (2009) by showing that the BFNE-S is invariant across gender for both discrimination and threshold parameters. However, the results indicated that item nine ("I am usually worried about what kind of impression I make.") demonstrated significant nonuniform DIF for White versus Black participants. Item nine was more discriminating for White compared with Black participants.
Although the non-uniform DIF on item nine was significant and the DIF effect was nontrivial, the TCCs in Fig. 1 show that the impact appears small on the BFNE-S scale as a whole. Thus, the importance of the DIF in item nine depends how the scale is used. If summed scores for the entire scale are used, the BFNE-S is relatively invariant against threats of gender and ethnic groups considered here. However, if item nine is used solely or if a smaller subset of items on the BFNE-S including item nine are used for scoring this may influence the results. If practitioners are attempting to assess actual mean group differences across Black versus White participants in the BFNE-S summed scores, removing item nine it is advisable as small effects could have an impact on the outcome in some circumstances. Further, the finding of item nine exhibiting non-uniform DIF between White and Black participants suggests there could be other items that exhibit DIF among other ethnic groups not tested in the current study.
The present observation of DIF in item nine deviates from Norton and Weeks (2009) who concluded that the factor loadings were invariant. Two possible reasons for this are sample heterogeneity and the model tested. First, the sample from Norton and Weeks (2009) consisted of undergraduates from the University of Houston, whereas our sample consisted of undergraduate, community, and clinical participants from several different regions of the United States. These differences in sample characteristics may have played a role in this finding. Second, Norton and Weeks (2009) used a two factor model with the BFNE-S and the Fear of Positive Evaluation Scale (FPES; Weeks et al. 2008 ) and the present study only considered the BFNE-S. The influence of the two factor model reported in Norton and Weeks (2009) may have had an influence on failing to find non-invariance in item nine between Black and White participants. These findings provide evidence that the BFNE-S can be used reliably for men and women and for Asian and White participants. However, more research is needed to understand the implications of using the BFNE-S with White and Black participants.
The sample sizes in this study were very unbalanced when assessing DIF for ethnicity (Whites = 1,770, Black = 166, Asian = 173) and power was a concern. Although small focal groups are sometimes combined to increase power for DIF analyses, differences in the parameter estimates were nontrivial for the Asian and Black groups when they were estimated separately (see Table 4 ) so combining these groups would not have made sense in this case. The sample sizes for the focal groups used in this study are not too small, but a replication of the present study with larger samples of ethnic minority focal groups is indeed warranted.
The findings of this study should be viewed in the context of several limitations. The current sample is large and heterogeneous, yet only a small number of ethnic groups could be evaluated. Further, the sample sizes of the ethnic groups were small and power could have be an issue in detection of other DIF items (e.g. other than item nine for Black and White participants) among Asian, and Black participants compared with White participants. Further research with larger ethnic samples would address this issue. This study pooled six data sets from various sites that consisted of undergraduate, clinical, and community samples. Although measurement invariance of the BFNE-S was demonstrated across sites, there could be regional and demographic differences that we failed to capture in our analyses. More research is needed to understand the implications of item nine functioning differently between White and Black participants. Further, additional research could assess if the LD found in preliminary IRT analyses has practical implications. Our results should be considered in the context of ethnic and cultural differences that have been shown in the anxiety disorder literature (e.g., Breslau et al. 2006; Smith et al. 2006) . For example, some research has suggested that some ethnic groups (African-American) have lower risk of internalizing disorders in general (Smith et al. 2006) , whereas other ethnic groups (AsianAmerican) have a higher risk of internalizing disorders (e.g., Okazaki 1997) . We hope that future researchers will consider how measurement across ethnic groups could impact these findings. Table 2 Graded Model Item Parameters for Gender DIF Analysis Table 4 Graded Model Item Parameters for Ethnic DIF Analysis 
