Abstract Herein, we report half-peak potentials for over 180 organic substrates obtained via cyclic voltammetry. These values are of great use in assessing the thermodynamics of an electron-transfer process. In addition, we disclose a simple computational method to determine redox potentials of organic substrates.
Over the past few years, photoredox catalysis has opened new avenues for the construction of previously challenging bonds and structural motifs. The rapid development of this area has resulted in the publication of multiple reviews, which we encourage the reader to reference for specific applications. [1] [2] [3] The power of these transformations stems from the cooperation of an oxidant and a reductant that work in tandem to achieve the transformation. Typically, this is enabled by the use of visible light that excites a given catalyst making it capable of undergoing a photoinduced electron-transfer (PET) that would otherwise be endergonic for the ground-state catalyst.
Organic chemists often invoke a simplified means of calculating the Gibbs free energy of a given PET by disregarding coulombic interactions (Equation 1). This requires knowledge of the standard reduction potential for the electron donor (E 0 D+/D ) and the acceptor (E 0 A/A-), along with E 0,0 the excited-state energy of the catalyst. However, unlike inorganic species and organometallic complexes, whose redox potentials have been studied extensively, 4 organic substrates have much less data available for reasons explained below.
Equation 1
Cyclic voltammetry is a common means of measuring the standard reduction potential of a substrate. Since the analyte solution remains unstirred while the potential is scanned, only the molecules at the electrode surface undergo an electron transfer (ET); if this is truly reversible, the oxidized and reduced forms of the substrate will exist in dynamic equilibrium at the electrode surface and the observed current will be directly related to the ET between these two species (Equation 2). A simplified, but reliable, way to calculate E 0 1/2 for these system is to average the forward and reverse peak potentials.
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Equation 2
The lack of data on organic substrates stems in part from the fact that they often exhibit irreversible cyclic voltammograms (CV, Figure 1 ). This is due to the reactivity of the oxidized/reduced species which leads to rapid degradation (Scheme 1). 6 Therefore, the redox couple is not in equilibrium at the electrode surface and the current observed is related to the rate of electron transfer, which complicates the calculation of E 0 1/2 as the ET rate constant is required. 6 A number of corrections for determining the true E 0 1/2 value have been developed, but these require knowledge of the competing pathway(s) and the corresponding rate constant(s). An example of this has been published by Savéant for thiophenoxides. 7 Even though this gives a more accurate SYNLETT0 9 3 6 -5 2 1 4 1 4 3 7 -2 0 9 6 © Georg Thieme Verlag Stuttgart · New York 2016, 27, 714-723 new tools H. G. Roth et al.
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understanding of the thermodynamics for a given ET, the experimental set-up and time required to collect the data can make it difficult to obtain.
One approach to estimating E 0 1/2 for a compound is to utilize the peak potential (E p ). 4 However, we found that peak potentials consistently overestimated the redox potentials for compounds whose thermodynamics potentials have been accurately measured by nonelectrochemical techniques that are impervious to corruption by fast decomposition. 8, 9 For example, we find a peak potential of 2.3 V vs. SCE for mesitylene (see Supporting Information, Figure S1 ), whereas the accurate E Alternatively, one can use half-peak potentials (E p/2 ), which correspond to the potential at half the maximum current in the CV, as a way to estimate E 0 1/2 .
10 For mesity- 
lene, we measure an E p/2 of 2.07 V vs. SCE, which is in satisfactory range of the potential reported by Farid. Moreover, half-peak potentials have been previously utilized as a preferred approach to estimating E 0 1/2 . 11 Since these values are easily obtained with a basic electrochemical setup, we advocate they are sufficient for the purposes of the organic chemist since they still provide an assessment of the ΔG 0 for a given PET.
However, we want to emphasize that since these values are not truly reflective of E 0 1/2 , the value of ΔG calculated should not be taken as absolute due to the issues explained above. For strict determination of the true E 0 1/2 value for a given substrate, we direct the reader to studies addressing this topic. [12] [13] [14] In an effort to make E p/2 values more available and utilized by synthetic chemists, primarily for the application of photoredox catalysis, we report the redox potentials of over 180 organic substrates. Analytes are organized by functional groups and potentials are reported in volts against the saturated calomel electrode (SCE, Figure 2 ). As they are reported here, negative values indicate reductions while positive ones signify oxidations.
Furthermore, we conducted all experiments with a standard set of conditions to maintain internal consistency; this included performing all measurements with the same scan rate as this is known to have a subtle impact on E p/2 values. 15 In addition, to reduce the ambiguity of the reported potentials, we follow the suggestions by Addison and provide 1) an experimental E Figure 18 Electrochemical series of inorganics, arylsilanes, and TBA halides; potentials are reported against SCE (Figure 10 ). Simple aliphatic and aromatic halides were investigated; the ease of oxidation and reduction follows I > Br > Cl (Figure 11 ). Redox data on aldehydes ( Figure 12 ) and benzaldehyde-derived imines, oximes, and hydrazones ( Figure 13 ) were also gathered. A variety of substituted acetophenones and alkyl ketones were also investigated ( Figure 14) . Oxidation potentials for amides and tetra-n-butylammonium carboxylate salts ( Figure 15 ) were collected along with reduction potentials of carboxylic acids, esters, and nitriles ( Figure  16 ), plus acyl/sulfonyl chlorides and anhydrides (Figure 17 ). Electrochemical potentials of ferrocene, ceric ammonium nitrate, tetra-n-butylammonium halides, and aryl silanes were collected ( Figure 18 ) along with reduction potentials of nitroarenes, hypervalent iodides, and succinimides (Figure 19) . Ground-state potentials were obtained for a variety of catalysts commonly employed in photoredox-mediated transformations ( Figure 20 ). As these species are quite well studied, information on their corresponding excited-state potentials can be readily found in the literature along with examples of their applications. [1] [2] [3] The complications associated with measuring accurate electrochemical potentials of organic molecules -particularly when irreversible couples are involved -has prompted the application of computational methods to electrochemical inquiries. [19] [20] [21] [22] [23] [24] Previous attempts to correlate redox potentials calculated by DFT with experimental data mostly rely on redox potentials gathered from multiple sources in the literature. 20, 24 Although these studies generally find at least moderate correspondence between calculation and experiment, comparison with a single source of electrochemical data would eliminate the difficulty in completely accounting for experimental differences (such as working electrode, reference electrode, and scan rate) when concatenating data from various sources. This motivated us to carry out DFT calculations on the data set presented herein. 
The general procedure for theoretical prediction of redox potentials primarily involves calculation of the free energy difference (ΔG 0 25 Most studies to date have followed a free energy cycle to translate gas-phase to solution-phase energies, 19, 24 requiring separate calculation of the solvation energy associated with each species (i.e., reduced and oxidized). A related and operationally simpler approach is to calculate the free energies under a solvation model, thus calling for only two distinct steps which require significant computation. 19 By either approach, implicit solvation models can be employed successfully, although the most accurate results have been obtained when 'custom' solvation parameters are determined by separate optimization. 24 We were interested in evaluating a relatively simple computational procedure, with the hope that a more accessible method would be most widely useful.
Equation 3
Equation 4 With this in mind, we calculated the redox potentials for this data set with the frequently used B3LYP 26, 27 and M06-2X 28 functionals, the split valence basis set 6-31+G(d,p), 29, 30 and the CPCM solvent continuum approach to account for solvation in MeCN. 31, 32 All calculations were carried out in Gaussian 09, 33 and structures were submitted to geometry optimization, with frequency calculations performed on the optimized structures both to verify that the geometries were true minima and to calculate free energies at 298 K. The solution-phase energies were referenced to SCE by subtraction of 4.281 V (abs. potential of SHE) 25 and 0.141 V (conversion of SHE into SCE in MeCN). 25 In some cases, minimized geometries could not be reached, owing to fragmentation of the one-electron oxidized or reduced species (a pathway particularly relevant in alkyl and aryl halides), and no further analysis was carried out for these molecules. The potentials successfully computed with both functionals were compared with the experimental electrochemical potentials, and the results are shown in Figure 21 . Both methodologies give a reasonable correlation with the experimental potentials, each exhibiting comparable variation [standard deviation of (E calc -E exp ) for B3LYP = 0.30 and for M06-2X = 0.29; see Supporting Information, Figures S51-S52] . Ultimately, B3LYP/6-31+G(d,p) offers better overall performance, seen as a near overlay of the regression with the black line representing an ideal agreement between theory and experiment. Whereas B3LYP slightly overestimates reduction potentials and slightly underestimates oxidation potentials, M06-2X overestimates oxidation potentials more significantly (Supporting Information, Figure S52 ), which largely contributes to the global deviation seen for M06-2X. Consideration of individual plots corresponding to the electrochemical series presented in Figures 13-19 (Supporting Information, Figures S35-S50 ) provides a measure of the strengths and weaknesses of this general analysis. Specifically, some electrochemical series reveal discrepancies between the calculated and experimental potentials for certain molecules. Conspicuously, DFT calculations overestimate the oxidation potentials for I -, Br -, and Cl -, by approximately 100% for each halide, and this may signal inadequate treatment of solvation, as previous studies found that use of doubly diffuse basis sets led to improved accuracy in anionic species. 20, 34 Other notable deviations in calculated oxidation potentials are observed in the case of several aromatic heterocycles, such as imidazole and the series of thioamides, benzoxazole-2-thione, benzothiazole-2-thione, and benzoimidazole-2-thione (Figures 10 and S41) , for which the potentials are overestimated by about 0.5-1.2 V. Although we investigated the 2-mercapto (thiol) form of the benzoazoles, which showed no significant improvement, one study has suggested that the equilibrium between C=S and C-SH forms shifts towards the C-SH tautomer as the oxidation proceeds. 35 This is likely to complicate the computational analysis. 
Scheme 2 Half reactions for reduction and oxidation
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Despite the well-documented pitfalls of DFT in describing the electronic structure of anion radicals, [36] [37] [38] [39] we find that the calculated reduction potentials give a reasonable correlation with the experiment. The most noticeable deviations occur in the overestimation of the reduction potentials for trifluoracetic anhydride (Figures 17 and S46 ) and γ-butyrolactone (Figures 15 and S45) . Notably, the radical anions of these two structures exhibit pyramidalization of a C=O unit, in contrast to the other esters and anhydrides studied which possess extended π systems adjacent to the carbonyl available for delocalization of the added electron density. We speculate that the observed anomalies may be manifestations of DFT's difficulty in describing systems where symmetry or delocalization changes upon ionization. 40, 41 Overall, the results of these computational studies reveal a reasonable correlation between experimental and theoretical electrochemical redox potentials when using a relatively simple and computationally efficient approach. While B3LYP appears to be the more accurate level of theory, both functionals give rise to deviations in selected cases. Nonetheless, we believe this study validates DFT as a useful tool in predicting solution-phase redox potentials.
