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ON THE L2−SOLUTIONS OF STOCHASTIC FRACTIONAL
PARTIAL DIFFERENTIAL EQUATIONS; EXISTENCE,
UNIQUENESS AND EQUIVALENCE OF SOLUTIONS
LATIFA DEBBI
Abstract. The aim of this work is to prove existence and uniqueness of
L
2
−solutions of stochastic fractional partial differential equations in one spa-
tial dimension. We prove also the equivalence between several notions of
L
2
−solutions. The Fourier transform is used to give meaning to SFPDEs.
This method is valid also when the diffusion coefficient is random.
1. Introduction
Fractional calculus and stochastic analysis are connected concepts thanks to the
selfsimilarity property. In recent years, mathematicians as well as physicians draw
more attention to the use of the two topics simultaneously to model complex phe-
nomena. Several definitions of fractional differential operators have been introduced
based on probabilistic concepts, see for short list e.g. [15, 22, 23, 29]. Moreover,
several phenomena, which are described to be anomalous, are modeled using frac-
tional calculus and/or stochastic analysis, see e.g [1, 2, 3, 4, 5, 6, 7, 12, 13, 16,
17, 29, 31, 32, 33, 34, 35] and the references therein. A phenomenon is described
as anomalous if it is not covered by the Gaussian Markovian case. The anomaly
is characterized by the long range dependence (LRD) effect and/or by the coexis-
tence of the diffusive and the ballistic modes. One way to model the anomaly is
to consider stochastic partial differential equations (shortly SPDEs) perturbed by
non Gaussian noises, such as the Le´vy or/and non Markovian noises, such as the
fractional Brownian motion, see e.g.[21, 25, 26, 27] and others. The main difficulty
in the study of SPDEs perturbed by non Markovian processes is due to the lack of
a standard stochastic integral theory. To encounter this difficulty, SPDEs driven by
fractional operator are used. Here the anomaly is presented via the Green function
of the fractional operator, see e.g. [1, 5, 10, 11, 14, 31]. In these later works, au-
thors are interested in the existence, uniqueness and the regularity of the solutions
of different kinds of stochastic partial differential equations (SPEDs) driven by frac-
tional operators. In [1], a linear SPED driven by the composition of the inverses of
Riesz and Bessel potentials and perturbed by a space-time white noise is studied.
In [10], the authors proved the existence and the uniqueness of the solution of an
hyperbolic multidimensional SPDE driven by a power Laplacian and perturbed by
a colored noise; white in time and homogeneous in space. The regularity of the
solution is obtained in [11]. In [14], the authors considered high order stochastic
fractional partial differential equations with entire derivatives and perturbed by
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space-time white noise. The non-Lipschitz case is treated in [5, 31]. In particular,
the stochastic Burgers equation driven by fractional power of the Laplacian and
perturbed by a cylindrical white noise respectively by a stable noise is studied.
One of the main results, was the precision of the tree interaction between the dis-
sipation, given by the fractional operator, the steepening, given by the nonlinear
term and the regularity of the random noise.
The aim of this work is to prove existence and uniqueness of L2-solutions of
the SFPDEs introduced in [14]. The L2-solution obtained in this paper coincides
with the solution obtained in [14] under some special class of Lipschitz conditions.
We present three different notions of L2-solutions, mild, weak of first kind and
weak of second kind. Moreover, we prove that these solutions are equivalent, for
the literature on equivalence solutions, see e.g. [8, 24] for the evolutive SPDEs,
[28] for the quasi-evolutive case and [18, 19] for the Walsh’s approach. The result
generalizes the equivalence obtained in [18, 20]. A special section is devoted to give
meaning to SFPDEs using Fourier transform. This method is relevant when the
diffusion coefficient is random and depends only on the spatial and the temporal
variables but not on the solution. The study of the SFPDEs reduce to SDEs driven
by martingales. The Fourier transform of the solution is a generalization of the
Ornstein-Uhlenbeck process. We prove that the solution of the equation without
derivatives of entire order given via the Fourier technique is equivalent to the mild
solution.
The paper is organized as follows. In section 2, we prove existence and uniqueness
of L2-mild solutions. In section 3, we prove the equivalence of mild and weak
solutions. In section 4, we apply the Fourier technique to define a solution for a
special case of the equation studied. This notion of solution is equivalent to mild
solution and to weak solutions.
We are interested in the following Cauchy problem:
(1)
{ ∂u
∂t
(t, x) = xD
α
δ u(t, x) +
m∑
k=0
∂khk
∂xk
(t, x, u(t, x)) + f(t, x, u(t, x))
∂2W
∂t∂x
(t, x),
t > 0, x ∈ R,
u(0, x) = u0(x),
where α ∈ R+\N, m ∈ N, such that 1 ≤ m ≤ [α], where [α] is the integer part of α
and xD
α
δ is the fractional differential operator with respect to the spatial variable,
to be defined below. We suppose that the functions f, g, hk : [0,+∞)×R×R→ R
satisfy Lipschitz and growth conditions:
for all T > 0, there exist a constant KT > 0 and functions ak ∈ L
2(R), ak ≥
0, k = 0, 1, ...,m+ 1 such that for all t ∈ [0, T ] and for all x, y, z ∈ R(
|hk(t, x, y)− hk(t, x, z)|+ |f(t, x, y)− f(t, x, z)|
)
≤ KT |y − z| ,
|hk(t, x, z)| ≤ KT (ak(x) + |z|), |f(t, x, z)| ≤ KT (am+1(x) + |z|).(2)
It is clear that when ak ∈ L
2(R) ∩ L∞(R), we find the Lipschitz conditions in [14].
Let (Ω,F , P ) be a complete probability space and let W = {W (t, x), t ≥ 0, x ∈ R}
be a centered Gaussian field defined on (Ω,F , P ) with covariance function given by
K((t, x), (s, y)) =
1
4
(sgn(x) + sgn(y))2(t ∧ s)(|x| ∧ |y|),
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where ”sgn” denoted the sign function. W is in fact composed of two indepen-
dent Brownian sheets, one in the positive direction of the spatial variable and the
other one in the negative direction. Let (Ft, t ≥ 0) be an increasing and right-
continuous filtration generated by W . The initial condition u0 is supposed to be a
F0−measurable L
2(R)−valued function. We suppose that α > 1 and p ≥ 1.
Definition 1. Let α ∈ R+. The α−fractional derivative operator is defined for all
f ∈ {g ∈ L2(R)/|λ|αgˆ(λ) ∈ L2}, by
(3) Dαδ f = F
−1(δψα(.)fˆ),
where |δ| ≤ min{α− [α]2, 2 + [α]2 − α}, [α]2 is the largest even integer less than α
(even part of α) and δ = 0 when α ∈ 2N+ 1,
(4) δψα(λ) = − |λ|
α
e−iδ
pi
2 sgnλ,
and F−1 is the inverse Fourier transform on R and fˆ is the Fourier transform of
f .
The Fourier transform and its inverse are given by
(5)
F{f(x);λ} = fˆ(λ) =
∫ +∞
−∞
exp(ixλ)f(x)dx,
F−1{f(λ);x} = 12pi
∫ +∞
−∞
exp(−ixλ)f(λ)dλ.
The operator Dαδ is the infinitesimal generator of an analytic semigroup of convo-
lution given by the Green function δGα(t, x) = F
−1{exp[δψα(λ)t];x}. Hence it is
closed densely defined operator. The function δGα(t, x) is real but it is not sym-
metric relatively to x, when δ 6= 0. Further, it is not everywhere positive when
α > 2. However,
∫ +∞
−∞ δ
Gα(t, x)dx = 1. The explicit form of δGα(t, .) is known
only for α ∈ { 12 , 1, 2}. Moreover, δGα(t, .) has a polynomial decrease when α 6∈ N.
For more details on this operator and the properties of δGα(t, .) see [12, 13, 14]. In
the following Lemma, we give some of the properties of the function δGα(., .) that
we need in this context.
Lemma 1.
(i) δGα(t, x) satisfies the semi-group property, or the Chapman Kolmogorov equa-
tion, i.e. for 0 < s < t
δGα(t+ s, x) =
∫ +∞
−∞
δGα(t, ξ)δGα(s, x− ξ)dξ,
(ii) For 0 < α ≤ 2, the function δGα(t, .) is the density of a Le´vy stable process
in time t,
(iii) For fixed t, δGα(t, .) ∈ S
∞ = {f ∈ C∞ and Dβδ′f is bounded and tends to
zero when |x| tends to ∞ , ∀β ∈ R+, |δ
′| ≤ min{β − [β]2, 2 + [β]2 − β} and δ
′ =
0 when β ∈ 2N+ 1},
(iv) ∂
l
∂xl δ
Gα(t, x) = t
−
l+1
α
∂lδGα
∂ξl
(1, ξ)|
ξ=t−
1
α x
, for all l ≥ 0 (when l= 0, it is called
the scaling property),
(v) ∂
l
∂xl δ
Gα(1, x) =
1
pi
∑n
j=1 |x|
−αj−(l+1) (−1)
j+l
j! Γ(αj+l+1) sin j
(α+δ)
2 pi+O(|x|
−α(n+1)−(l+1)),
when |x| is large.
Corollary 1. Let α > 1. For any fixed k ∈ N, for γ > 1
α+k+1 ,∣∣∣δG(k)α (t, .)∣∣∣
γ
= Kα,γ,kt
1−(k+1)γ
αγ .
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Let us also give the following stochastic Fubini’s Theorem for Brownian sheet
with respect to a deterministic non negative measure.
Lemma 2. (Stochastic Fubini’s Theorem) Let (X ,B(X ), µ) be a measure space and
let f : Ω × R+ × R × X → R such that, ∀t > 0, the function f is Ft × B([0, t]) ×
B(R)× B(X )-measurable and∫ t
0
∫
R
E
(∫
X
f(s, y, x)µ(dx)
)2
dyds <∞.
Then the integrals∫ t
0
∫
R
∫
X
f(s, y, x)µ(dx)W (dyds),
∫
X
∫ t
0
∫
R
f(s, y, x)W (dyds)µ(dx)
are well defined and are P− a.s. equal.
Let Lp(Ω,F0, L
2) = {X : Ω→ L2(R), X is F0−measurable and such that E|X |
p
2 <
∞}. The scalar product in L2(R) is denoted by 〈., .〉 and the norm by |.|2. We note
also that the value of the constants in this paper may change from line to line
and some of the standing parameters are not always indicated. In particular, the
dependence on T .
2. Existence and Uniqueness of Solution
It is known that the equation (1) has no rigorous meaning. In the following
definition, we give the notion of L2−mild solution.
Definition 2. A L2−valued Ft−adapted stochastic process u = {u(t, .), t ∈ [0, T ]}
is said to be a mild solution of the SFPDE in (1) on the interval [0, T ], with initial
condition u0 if it satisfies the following integral equation for all t ∈ [0, T ],
(6)
u(t, .) =
∫
R
δGα(t, .− y)u
0(y)dy
+
∑m
k=0(−1)
k
∫ t
0
∫
R
hk(s, y, u(s, y))
∂k
∂zk
δGα(t− s, z)|.−y dyds
+
∫ t
0
∫
R
f(s, y, u(s, y))δGα(t− s, .− y)W (dyds).
The equality in (6) is taken in L2(R).
Theorem 1. Let α > 1 and let u0 ∈ Lp(Ω,F0, L
2), where p ≥ 1. Then under
conditions (2), the equation (1) admits a unique mild solution which satisfies the
inequality
(7) sup
[0,T ]
E|u(s)|p2 <∞.
The uniqueness is taken with respect to the norm in the left hand side of (7).
Proof.
Let H be a Banach space of L2−valued Ft−adapted processes endowed by the
norm
|u|pH :=
∫ T
0
e−λtE|u(t)|p2dt <∞,
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where λ > 0 will be determined later. Let H∗ denote the subspace of the processes
of H satisfying the assumption (7). We define on H the operator A by
(8) Au =
m+2∑
k=0
Aku,
where
A0u(t) =
∫
R δ
Gα(t, .− y)u
0(y)dy,
Ak+1u(t) = (−1)
k
∫ t
0
∫
R
hk(s, y, u(s, y))
∂kδGα
∂zk
(t− s, z)|.−y dyds, 0 ≤ k ≤ m
Am+2u(t) =
∫ t
0
∫
R
f(s, y, u(s, y))δGα(t− s, .− y)W (dyds).
From the sequel it is easy to deduce that the operator A takes H to the space
of Ft−adapted processes {u(t), t ≥ 0} such that for almost all t, we have u(t) ∈
L2(R) a.s. We prove that H∗ is an invariant subspace for the operator A. The
restriction of A on H∗ will be denoted by A too. In fact, let u ∈ H∗. It is easy to
see that all the terms in the right hand side of (9), are Ft−adapted processes when
they exist. Further,
A0u(t) ∈ H
∗ thanks to the assumption u0 ∈ Lp(Ω,F0, L
2) and to the inequality
(9) |A0u(t)|2 = |Gα(t, .) ∗ u
0|2 ≤ |Gα(t, .)|1|u
0|2 ≤ K|u
0|2 a.s.
For Aku(t), k = 0, 1, ...,m, apply generalized Minkowsky’s inequality, Young’s in-
equality, corollary 1 and conditions (2) to get
E|Ak+1u(t)|
p
2 = E
( ∫
R
∣∣∣ ∫ t
0
hk(s, u(s)) ∗ δG
(k)
α (t− s, x− .)ds
∣∣∣2dx) p2
≤ E
( ∫ t
0
{
∫
R
|hk(s, u(s)) ∗ δG
(k)
α (t− s, x− .)|
2dx}
1
2 ds
)p
≤ E
( ∫ t
0
|hk(s, u(s))|2|δG
(k)
α (t− s, .)|1ds
)p
≤ KE
(∫ t
0
(t− s)−
k
α
(
|ak|2 + |u(s)|2
)
ds
)p
≤ KE
(
1 +
∫ t
0
(t− s)−
k
α |u(s)|p2ds
)
≤ K
(
1 +
∫ t
0
(t− s)−
k
αE|u(s)|p2ds
)
.
(10)
This proves, on one hand that sup[0,T ] E|Ak+1u(t)|
p
2 < ∞ i.e. {Ak+1u(t), t ≥ 0}
is an L2−valued process and satisfies (7). On the other hand, thanks to Fubini’s
Theorem, we get∫ T
0
e−λtE|Ak+1u(t)|
p
2dt ≤ K
∫ T
0
e−λt
(
1 +
∫ t
0
(t− s)−
k
αE|u(s)|p2ds
)
dt
≤ K
(
1 +
∫ T
0
( ∫ T−s
0
e−λτ τ−
k
α dτ
)
e−λsE|u(s)|p2ds
)
≤ K
(
1 +
∫ T
0
e−λsE|u(s)|p2ds
)
<∞.(11)
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Therefore, Ak+1u ∈ H
∗, ∀k = 0, 1, ...m. To estimate the stochastic integral, we use
the factorization method (see [9]). By the semigroup property and the Fubini’s
Theorem and the identity∫ t
σ
(t− s)β−1(s− σ)−βds =
pi
sinpiβ
, σ ≤ s ≤ t, 0 < β < 1,
we get the following representation of Am+2u(t, x)
Am+2u(t, x) =
sinpiβ
pi
∫ t
0
(t− s)β−1
∫
R
δGα(t− s, x− y)Y (s, y)dyds,
where
Y (s, y) =
∫ s
0
(s− σ)−β
∫
R
δGα(s− σ, y − z)f(σ, z, u(σ, z))W (dzdσ).
Let 1
αp
− 12α < β < 1 . By the inequalities cited above and the corollary 1, we get
E|Am+2u(t)|
p
2 = E
( ∫
R
∣∣∣ sinpiβ
pi
∫ t
0
(t− s)β−1Y (s, .) ∗ δGα(t− s, .)ds
∣∣∣2dx) p2
≤ E
( | sinpiβ|
pi
∫ t
0
(t− s)β−1|Y (s, .) ∗ δGα(t− s, .)|2ds
)p
.
≤ E
( | sinpiβ|
pi
∫ t
0
(t− s)β−1|Y (s)|p|δGα(t− s, .)| 2p
3p−2
ds
)p
≤ KE
( ∫ t
0
(t− s)β−1+
1
2α−
1
αp |Y (s)|pds
)p
≤ K
∫ t
0
(t− s)β−1+
1
2α−
1
αpE|Y (s)|ppds.
(12)
On the other hand, under the condition 0 < β < 12 +
1
αp
− 1
α
and using Burkholder-
Davis-Gundy inequality and the generalized Minkowsky’s inequality, Young’s in-
equality, corollary 1, conditions (2) and Ho¨lder inequality, we get for all 0 ≤ s ≤
t ≤ T
E
[
|Y (s)|pp
]
≤
∫
R
E sup
0≤τ≤s
∣∣∣ ∫ τ
0
∫
R
(s− σ)−βδGα(s− σ, y − z)f(σ, z, u(σ, z))W (dzdσ)
∣∣∣pdy
≤ K
∫
R
E
∣∣∣ ∫ s
0
∫
R
(s− σ)−2βδG
2
α(s− σ, y − z)f
2(σ, z, u(σ, z))dzdσ
∣∣∣ p2 dy
≤ KE
∫
R
∣∣∣ ∫ s
0
(s− σ)−2β(δG
2
α(s− σ, .) ∗ f
2(σ, ., u(σ, .)))(y)dσ
∣∣∣ p2 dy
≤ KE
( ∫ s
0
(s− σ)−2β
∣∣
δG
2
α(s− σ, .) ∗ f
2(σ, ., u(σ, .))
∣∣
p
2
dσ
) p
2
≤ KE
( ∫ s
0
(s− σ)−2β
∣∣
δG
2
α(s− σ, .)
∣∣
p
2
∣∣f2(σ, ., u(σ, .))∣∣
1
dσ
) p
2
≤ KE
( ∫ s
0
(s− σ)−2β+
2
αp
− 2
α
(
|am+1|
2
2 + |u(σ)|
2
2
)
dσ
) p
2
≤ K
(
1 +
∫ s
0
(s− σ)−2β+
2
αp
− 2
αE|u(σ)|p2dσ
)
.
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Replacing this last inequality in (12), we get
E|Am+2u(t)|
p
2 ≤ K
∫ t
0
(t− s)β−1+
1
2α−
1
αpE|Y (s)|ppds
≤ K
(
1 +
∫ t
0
(t− s)β−1+
1
2α−
1
αp
( ∫ s
0
(s− σ)−2β+
2
αP
− 2
αE|u(σ)|p2dσ
)
ds
)
≤ K
(
1 +
∫ t
0
(t− σ)−β+
1
αp
− 32αE|u(σ)|p2dσ
)
.
(13)
But −β− 32α+
1
αp
> −1 because 1− 32α+
1
αp
> 12+
1
αp
− 1
α
. Hence {Am+2u(t), t ≥ 0}
is an L2− process satisfying (7). Further,∫ T
0
e−λtE|Am+2u(t)|
p
2dt ≤ K(1 +
∫ T
0
e−λσE|u(σ)|p2dσ) <∞.
It is clear that 1
αp
− 12α <
1
2 +
1
αp
− 1
α
, provided that α > 1. The parameter β
satisfies the inequality max{0, 1
αp
− 12α} < β < min{
1
2 +
1
αp
− 1
α
, 1}. This achieves
the proof that Au ∈ H∗.
To prove the existence and the uniqueness of the solution in H∗, we use the fixed
point method. Let u, v ∈ H∗, we have for all k = 0, 1, ...m, for all t > 0,
E|Ak+1u(t)−Ak+1v(t)|
p
2 = E
( ∫
R
∣∣ ∫ t
0
δG
(k)
α (t− s, .) ∗
(
hk(s, u(s))− hk(s, v(s))
)
ds
∣∣2dx) p2
≤ E
( ∫ t
0
|δG
(k)
α (t− s, .) ∗
(
hk(s, u(s))− hk(s, v(s))
)
|2ds
)p
≤ E
( ∫ t
0
|δG
(k)
α (t− s, .)|1
∣∣hk(s, u(s))− hk(s, v(s))∣∣2ds)p
≤ KE
( ∫ t
0
(t− s)−
k
α
∣∣u(s)− v(s)∣∣
2
ds
)p
≤ K
∫ t
0
(t− s)−
m
α E
∣∣u(s)− v(s)∣∣p
2
ds.
Therefore
|Ak+1u−Ak+1v|
p
H ≤ K
∫ T
0
e−λs
[ ∫ T
0
e−λτ τ−
m
α dτ
]
E
∣∣u(s)− v(s)∣∣p
2
ds
≤ Kλ
m−α
α Γ(
α−m
α
)
∣∣u− v∣∣p
H
.
(14)
For the stochastic integral, we use again the factorization method for the same β.
We get
Am+2u(t, x)−Am+2v(t, x) =
sinpiβ
pi
∫ t
0
(t− s)β−1
∫
R
δGα(t− s, x− y)ζ(s, y)dyds,
where
ζ(s, y) =
∫ s
0
(s−σ)−β
∫
R
δGα(s−σ, y−z)
(
f(σ, z, u(σ, z))−f(σ, z, v(σ, z))
)
W (dzdσ).
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Using the calculus above, we obtain
E|Am+2u(t)−Am+2v(t)|
p
2 ≤ K
∫ t
0
(t− s)β−1−
1
α
+ 3p−22αp E|ζ(s)|ppds,
and
E|ζ(s)|pp ≤ KE
(∫ s
0
(s− σ)−2β
∣∣
δG
2
α(s− σ, .)
∣∣
p
2
∣∣(f(σ, ., u(σ, .)) − f(σ, ., v(σ, .)))2∣∣
1
dσ
) p
2
≤ K
∫ s
0
(s− σ)−2β+
2
αp
− 2
αE
∣∣u(σ)− v(σ)∣∣p
2
dσ.
Hence
E|Am+2u(t)−Am+2v(t)|
p
2 ≤ K
∫ t
0
(t− s)β−1−
1
α
+ 3p−22αp
∫ s
0
(s− σ)−2β+
2
αp
− 2
αE
∣∣u(σ)− v(σ)∣∣p
2
dσds
≤ K
∫ t
0
(t− σ)−β+
1
αp
− 32αE
∣∣u(σ)− v(σ)∣∣p
2
dσ,
and therefore
|Am+2u−Am+2v|
p
H ≤ K
∫ T
0
e−λs
[ ∫ T
0
e−λττ
−β+ 1
αp
−
3
2α
dτ
]
E
∣∣u(s)− v(s)∣∣p
2
ds
≤ Kλβ−
1
αp
+ 32α−1Γ(1− β +
1
αp
−
3
2α
)
∣∣u− v∣∣p
H
.
(15)
For a good choice of the constant λ such that max{(m+1)Kλβ−
1
αp
+ 32α−1Γ(1−β+
1
αp
− 32α ),Kλ
m−α
α Γ(α−m
α
)} < 1, the operator A is then a contraction. This choice
is possible because the exponent β − 1
αp
+ 32α − 1 is also negative. So there exists
an unique L2(R)−valued Ft−adapted process u ∈ H∗ ⊂ H solution of Equation
(6), where H∗ is the closure of the subspace H∗ in H. We prove now that u ∈ H∗
i.e. u satisfies (7). In fact, we have on one hand Au = u, on the other hand by a
similar calculus of that done above, we get for all t > 0, the inequalities (9), (10)
and (13). Hence
E|u(t)|p2 ≤ K
(
1 +
∫ t
0
[ m∑
k=0
(t− σ)−
k
α + (t− σ)−β+
1
αp
− 32α
]
E|u(σ)|p2dσ
)
≤ K
(
1 +
∫ t
0
(t− σ)−γE|u(σ)|p2dσ
)
,
(16)
where γ = min{m
α
, β − 1
αp
+ 32α}. By Gronwall Lemma we get E|u(t)|
p
2 ≤ Kγe
KγT ,
hence u satisfies (7). We prove now the uniqueness of the solution with respect to
the sup norm. Let u1, u2 be two solutions of (6) in H
∗. By a similar calculus as
above, we obtain for all t > 0
E|u1(t)− u2(t)|
p
2 ≤ Kα
∫ t
0
E|u1(σ)− u2(σ)|
p
2dσ.
Again by Gronwall Lemma we get sup[0,T ] E|u1(t)− u2(t)|
p
2 = 0 ( see e.g. [30] page
314 for a similar calculus for α = 2 ). 
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Corollary 2. Let α > 1, u0 ∈ Lp(Ω,F0, L
2), p ≥ 1 such that supy E|u
0(y)|q < ∞
for some q ≥ 2, and let the coefficients f, hk k = 0, 1, ...m+1 satisfy the conditions
(2) such that ak ∈ L∞(R) ∩ L
2(R), k = 0, 1, ...m + 1. Then the equation in (1)
admits a unique L2−mild solution which is continuous in space and in time and
satisfies the inequality
(17) max{sup
[0,T ]
E|u(s)|p2, sup
[0,T ]
sup
y
E|u(s, y)|q} <∞.
The corollary follows from Theorem 1 in [14] and Theorem 1 in this paper.
3. Equivalence of Solutions
Let us consider two kinds of solutions of variational type of the SFPDE in (1),
for which the coefficients f, hk satisfy the conditions (2) and the initial condition
u0 ∈ Lp(Ω,F0, L
2).
Definition 3. A L2−valued Ft− adapted stochastic process u = {u(t, .), t ∈ [0, T ]}
is said to be a weak solution of the first kind on the interval [0, T ] of Equation (1),
if u satisfies the assumption (7) and the following integral equation, for all t ∈ [0, T ]
and for all φ ∈ C∞0 , where φ ∈ C
∞
0 is the set of infinitely differentiable functions
with compact support on R:
(18)
∫
R
u(t, x)φ(x)dx =
∫
R
u0(x)φ(x) dx+
∫ t
0
∫
R
u(s, x)xD
α
−δφ(x)dxds
+
∑m
k=0(−1)
k
∫ t
0
∫
R
hk(s, x, u(s, x))φ
(k)(x) dxds
+
∫ t
0
∫
R
f(s, x, u(s, x))φ(x)W (dxds) a.s.
Definition 4. A L2−valued Ft− adapted stochastic process u = {u(t, .), t ∈ [0, T ]}
is said to be a weak solution of the second kind on the interval [0, T ] of Equation
(1), if u satisfies the assumption (7) and the following integral equation, for all
t ∈ [0, T ] and for all ψ ∈ C1,∞((0, t)× R) and such that ψ(s, .) ∈ D(Dαδ ), ∀s < t:
(19)
∫
R
u(t, x)ψ(t, x)dx =
∫
R
u0(x)ψ(0, x) dx+
∫ t
0
∫
R
u(s, x)∂sψ(s, x)dxds
+
∫ t
0
∫
R
u(s, x)xD
α
−δψ(s, x)dxds
+
∑m
k=0(−1)
k
∫ t
0
∫
R
hk(s, x, u(s, x))∂
(k)
x ψ(s, x) dxds
+
∫ t
0
∫
R
f(s, x, u(s, x))ψ(s, x)W (dxds) a.s.
Theorem 2. For p ≥ 2, the different notions of solutions given in Definitions 2,
3 and 4 are equivalent.
Proof. We prove the equivalence between Definition 2 and Definition 4. The other
equivalences are obtained by a similar way ( see [18], for α = 2).
Let u = {u(t), t ∈ [0, T ]} be a weak solution of second kind of Equation (1) and
let φ(.) ∈ C∞0 (R). We define the function ψ
t(s, x) by
ψt(s, x) =
{ φ(x), when t = s,∫
R −δ
Gα(t− s, x− y)φ(y)dy, when s < t,
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The function ψt(., .) ∈ C1,∞((0, t)×R) and we have for all fixed s < t, F{ψt(s, x), λ} =
e−δψα(λ)(t−s)φˆ(λ). Hence ψt(s, x) ∈ D(xD
α
−δ) and xD
α
−δψ
t(s, x) = F−1{−δψα(λ)e−δ
ψα(λ)(t−s)φˆ(λ), x}.
On the other hand for fixed x, ψt(s, x) is differentiable with respect to s < t, be-
cause −δGα(t − s, z) is differentiable with respect to s and δs−δGα(t − s, .)φ(.) is
integrable. Further
∂sψ
t(s, x) =
∫
R
∂s−δGα(t− s, x− y)φ(y)dy
= −
∫
R
∂τ−δGα(τ, y)|τ=t−sφ(x − y)dy
= −
∫
R
yD
α
−δ−δGα(t− s, y)φ(x − y)dy
= −F−1{−δψα(λ)e−δ
ψα(λ)(t−s)φˆ(λ), x}
= −xD
α
−δψ
t(s, x).
We replace ψ(s, x) by ψt(s, x) in equation (19), apply deterministic and stochastic
Fubini’s Theorems and the fact that −δGα(t − s, x − y) = δGα(t − s, y − x). We
interpret the integrals on R as the scalar product in L2(R) and use estimates as
in section 2 to prove that Aku(t) ∈ L
2(R) a.s., ∀k ∈ {0, 1, ...,m + 2}, we get
〈u(t) − (A0 +
∑m
k=0Ak+1 − Am+2)u(t), φ〉L2 = 0. Since C
∞
0 is dense in L
2(R),
we obtain that u = {u(t), t ∈ [0, T ]} is a mild solution of Equation (1). Fubini’s
Theorems are applied thanks to∫
R
∫
R
|u0(x)||δGα(t− s, y − x)||φ(y)|dydx ≤ |u
0|2|φ|2|δGα(1, .)|2 <∞ a.s,
E
(∫ t
0
∫
R
∫
R
|hk(s, x, u(s, x))| | −δG
(k)
α (t− s, x− y)||φ(y)|dydxds
)p
≤ E
( ∫ t
0
|hk(s, ., u(s, .))|2||−δG
(k)
α (t− s, .)| ∗ |φ||2ds
)p
≤ K|φ|p2E
(
1 +
∫ t
0
(t− s)−
k
α |u(s)|2ds
)p
≤ K|φ|p2E
(
1 +
∫ t
0
(t− s)−
k
α |u(s)|p2ds
)
≤ K(1 + sup
[0,T ]
E|u(s)|p2) <∞,
∫ t
0
∫
R
E
( ∫
R
φ(y)f(s, x, u(s, x))−δGα(t− s, x− y)dy
)2
dxds
≤ K|φ|2∞|−δGα(1, .)|
2
1E(1 +
∫ t
0
|u(s)|22ds)
≤ KE(1 +
∫ t
0
|u(s)|22ds).
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Using Jensen inequality, we get
( ∫ t
0
∫
R
E
( ∫
R
φ(y)f(s, x, u(s, x))−δGα(t− s, x− y)dy
)2
dxds
) p
2
≤ K(1 +
∫ t
0
E|u(s)|p2ds) <∞.
Let now u = {u(t), t ≥ 0} be a mild solution of Equation (1). From Theorem 1,
u satisfies the inequality (7). Furthermore, for fixed t > 0, let ψ ∈ C1,∞([0, t]× R)
such that ψ(s, .) ∈ D(Dαδ ), ∀s < t. by replacing the right hand side of (6) in the
left hand side of (19), we get
∫
R
u(t, x)ψ(t, x)dx =
∫
R
ψ(t, x)
( ∫
R
δGα(t, x− y)u
0(y)dy
)
dx
+
m∑
k=0
(−1)k
∫
R
ψ(t, x)
( ∫ t
0
∫
R
δG
(k)
α (t− s, x− y)hk(s, y, u(s, y))dyds
)
dx
+
∫
R
ψ(t, x)
( ∫ t
0
∫
R
δGα(t− s, x− y)f(s, y, u(s, y))W (dyds)
)
dx.
(20)
Applying Fubini’s Theorems (deterministic and stochastic) to each term on the
right hand of (20), we get the terms
∫
R δ
G
(k)
α (t− s, x− y)ψ(t, x)dx, k = 0, 1, ...m in
the right hand side of (20). Using the properties of Green’s function δGα(t, x) and
the integral by parts (see [13]), we obtain
∫
R
δGα(t− s, x− y)ψ(t, x)dx = ψ(s, y) +
∫
R
∫ t
s
∂
∂σ
(δGα(σ − s, x− y)ψ(σ, x))dxdσ
= ψ(s, y) +
∫ t
s
∫
R
δGα(σ − s, x− y)xD
α
−δψ(σ, x)dxdσ
+
∫ t
s
∫
R
δGα(σ − s, x− y)∂σψ(σ, x)dxdσ.
(21)
Furthermore, by the commutativity of the operators xD
α
−δ and D
k, where this last
is the classical differential operator of entire order k, we get
∫
R
δG
(k)
α (t− s, x− y)ψ(t, x)dx = (−1)
k
∫
R
δGα(t− s, x− y)ψ
(k)
x (t, x)dx
= ψ(k)y (s, y) +
∫ t
s
∫
R
δG
(k)
α (σ − s, x− y)xD
α
−δψ(σ, x)dxdσ
+
∫ t
s
∫
R
δG
(k)
α (σ − s, x− y)∂σψ(σ, x)dxdσ.
(22)
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By replacing (21) and (22) in to corresponding terms in (20) and again by applying
Fubini’s Theorem, we get∫
R
ψ(t, x)
( ∫
R
δGα(t, x − y)u
0 (y)dy
)
dx =
∫
R
u0(y)ψ(0, y)dy
+
∫ t
0
∫
R
(∫
R
δGα(σ, x − y)u
0(y)dy
)
(xD
α
−δψ(σ, x) + ∂σψ(σ, x))dxdσ,
(23)
∫
R
ψ(t, x)
( ∫ t
0
∫
R
δGα(t− s, x− y)f(s, y, u(s, y)))W (dyds)
)
dx =
∫ t
0
∫
R
f(s, y, u(s, y))ψ(s, y)W (dyds)
+
∫ t
0
∫
R
( ∫ σ
0
∫
R
δGα(σ − s, x− y)f(s, y, u(s, y)))W (dyds)
)
(xD
α
−δψ(σ, x) + ∂σψ(σ, x))dxdσ,
(24)
∫
R
ψ(t, x)
( ∫ t
0
∫
R
δG
(k)
α (t− s, x− y)hk(s, y, u(s, y))dyds
)
dx =
∫ t
0
∫
R
hk(s, y, u(s, y))ψ
(k)
y (s, y)dyds
+
∫ t
0
∫
R
( ∫ σ
0
∫
R
δG
(k)
α (t− s, x− y)hk(s, y, u(s, y))dyds
)
(xD
α
−δψ(σ, x) + ∂σψ(σ, x))dxdσ.
(25)
Replacing these equalities in (20) and using the fact that u(t, .) is a mild solution,
we get that u(t, .) satisfies Equation (19). We can check as in the first part of the
prove that Fubini’s Theorems can be applied.

As a consequence of Theorems 1 and 2, we have
Corollary 3. Equation (1) for with the coefficients f, hk satisfying the conditions
(2) and the initial condition u0 ∈ Lp(Ω,F0, L
2), p ≥ 2 admits a unique weak
solution of first kind and of second kind.
4. Application of Fourier transform in a random SFPDE
We consider the following SFPDE obtained from Equation (1) by taking hk(t, x, r) =
ckr, for all 0 ≤ k ≤ m and where f may be random but independent of the solution
u
(26)
∂
∂s
u(s, y) = xD
α
δ u(s, y) +
m∑
0
ck
∂k
∂yk
u(s, y) + f(s, y)
∂2W
∂s∂y
(y, s).
Multiplying the two sides of the above equation by eiλy and integrating with respect
to s and to y,we get
(27)
uˆ(t, λ) = uˆ0(λ) + (δψα(λ) +
m∑
0
ck(−iλ)
k)
∫ t
0
uˆ(s, λ)ds+
∫ t
0
∫
R
eiλyf(s, y)W (dyds)
which has a rigorous meaning. Let us denote by ηλ(t) the stochastic integral in the
equality above. It is known that ηλ(t) is a martingale [30]. The Equation (27) is
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equivalent to the following linear stochastic differential equation perturbed by the
martingale {ηλ(t), t ≥ 0}
(28) duˆλ(t) = (δψα(λ) +
m∑
0
ck(−iλ)
k)uˆλ(t)dt+ dηλ(t),
with initial condition uˆλ(t) = uˆ0(λ). This equation admits the explicit solution
(29) uˆλ(t) = uˆ0(λ)e
(δψα(λ)+
∑m
0 ck(−iλ)
k)t +
∫ t
0
e(δψα(λ)+
∑m
0 ck(−iλ)
k)(t−s)dηλ(s),
which is a generalization of an Ornstein-Uhlenbeck process.
Proposition 1. Consider the equation (26), with ck = 0, ∀k ∈ 0m and u
0 ∈
Lp(Ω,F0, L
2). The process whose Fourier transform is given by (29) is equivalent
to the solution in the sense of Definitions 2, 3 and 4.
Proof. Let {u(t), t ≥ 0} be the process whose Fourier transform is given by (29).
It is sufficient to prove that it is the mild solution. Then uˆ(t, λ) is given for all λ
by the following formulae
(30) uˆ(t, λ) = uˆ0(λ)eδψα(λ)t +
∫ t
0
eδψα(λ)(t−s)dηλ(s).
Applying the inverse Fourier transform on the two sides of this equation, replacing
ηλ(s) by its values and using the Fubini’s Theorem, we get
u(t, .) = u0 ∗ δGα(t, .) +
∫ t
0
∫
R
(∫
R
e−iλ(.−y)eδψα(λ)(t−s)dλ
)
f(s, y)W (dyds)
=
∫
R
δGα(t, .− y)u
0(y)dy +
∫ t
0
∫
R
δGα(t− s, .− y)f(s, y)W (dyds).
By the same calculus and using the Fourier transform, we prove that the Fourier
transform of the mild solution is given by (30). 
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