Abstract
Introduction
Conventional OCR systems process a digital image of text by segmenting it into isolated characters, recognizing the character images, and postprocessing the decisions versus a dictionary of "legal" words [2] . This strategy can provide good performance if the image is relatively noise-free and the characters can be located with high reliability. However, this approach uses only limited information above the level of individual words and ignores the relationships that exist between the images of words in a document. That is, once the individual characters are recognized, the image of the text is not processed further.
A recent approach locates groups of equivalent word images in a document and uses information about the spatial arrangement of those words to identify the predominant font in which the document is printed as well as to recognize function words (such as the, of, and, a, to,, etc.) in the text [7] . This technique uses the contextual information in word images to overcome uniform noise in the document and to achieve high accuracy. This is possible since it can be determined that two words are equivalent even though they are degraded by noise. Information about equivalent word images has also been used to improve the performance of a word-based postprocessing algorithm [4] as well as to increase the accuracy of a commercial OCR system [5].
This paper proposes an approach that uses a number of visual relations between words in a document to improve the recognition of the text it contains. The basic idea of detecting equivalent word images is extended to detecting equivalences between portions of words. For example, the first three characters in theater are the same as the first three characters in thesis. This information is then used to constrain the decisions of a recognizer so that they are the same in both cases. Also, the network of such relations in a document are used together with the results from a conventional OCR system to detect typographic characteristics and to build an image representation for each character. This information is used to train an algorithm that recognizes the rest of the text in the document.
The approach proposed here is an extension of the character-based clustering and deciphering algorithms used previously [3], [8] OCR system has also been used in a character classifier that automatically adapts itself to a single font [l] . The underlying assumption that a given document is printed primarily in a small number of fonts is utilized also used in the algorithm proposed here.
The rest of this paper discusses the proposed algorithm. The procedure for computing visual interword relations is discussed. Experimental results that operate directly on the output of a commercial OCR system are presented. The bounding boxes of words provided by that approach are used in the calculation of the visual inter-word relations and the character recognition results are used to derive the font representation. Future extensions of the approach are discussed that will improve its accuracy.
Visual Inter-Word Relations
Word images from a page of text are related to each other by the six relations defined in Figure 1 .
Relation number one describes two images that are equivalent. This relation occurs often in normal English text where the same word is used many times in a single passage. In fact, it has been observed that the ten most frequent function words account for about 20% of a normal English language text [7] . Relation number two defines the occurrence of a subimage. That is, one word is entirely contained in another. Relations three through five define the left-part-of and right-part-of relations. These occur often because of the use of common prefixes and suffixes. Relation number six defines the occurrence of a subimage from one word as the subimage of another.
The primary characteristic used in the algorithm proposed in this paper is that the existence of a visual inter-word relation implies the existence of a symbolic equivalence. That is, if a portion of one word image is equivalent to a portion of another word image, the recognition results for the corresponding portions of those words must be the same.
The algorithm described in the next section of the paper takes advantage of this characteristic to improve OCR performance. An algorithm for visual relation analysis determines the occurrence of the six visual relations in a document image. A postprocessing algorithm then uses the visual relations within the document to correct for recognition errors in a portion of one word that are impoadble given that it has a certain visual relation with another word that has been recognized differently.
Algorithm for Detecting Visual Inter-Word Relations
The algorithm that detects the six visual inter-word relations is composed of six separate steps. First, the whole-word equivalence relation is detected by an image clustering algorithm. The image prototypes from each cluster (i.e., the average of the word images in the cluster) are then compared in five separate steps that determine the other five relations (including the subimage, as well as the various left-part-of and right-part-of relations). The prototypes are used since the averaging step is effective at removing uniform noise and generating EL better quality image than any of the individual words [7] .
OCR Postprocessing With Visual
Inter-Word Relations A four-step algorithm is proposed in this section that postprocesses OCR results using visual interword relations. The objective of the first three steps is to locate word decision:: that are correct with high confidence. The first step uses the equivalence relation between words in a cluster to do this and the third uses the sub-image relation between words in different clusters. In the course of locating such high confidence decisions, some OCR errors are corrected. These high confidence word decisions are then used to learn images that correspond to individual characters and character sequences. These images are then used to decompose the remaining word images and generate new recognition results for them. Details of the four steps are presented below. In the first step, a voting procedure is used on the whole-word clusters. The word decisions from clusters that contain two or more words are inspected and if a majority of them agree, that decision is output for the words in that cluster.
In the second step, a font learning method is performed in which the visual interword relations are used to decompose the prototypes for the clusters that voting produced decisions for. This results in image prototypes for many individual characters.
In the third step, a verification algorithm is executed on the word images that voting was unable to make a decision on. Visual inter-word relations are calculated between each image and the prototypes for the clusters output by voting. A word image is "verified" if its decomposition into sub-patterns is mapped onto ASCII decisions that agree with the original OCR result. An OCR error can also be corrected in this step if there are high confidence visual inter-word relations between the input image and portions of the cluster prototypes found during voting. The verification step processes each word in a cluster sequentially and generates a list of alternatives for all the words in the cluster. This is done by appending the verified results for each word.
In the fourth step, a re-recognition procedure is executed on all the remaining word images. Every such image is decomposed into sub-parts using visual relations calculated from the images output by voting, font learning, and verification. This produces a lattice of possibly overlapping sub-images along with their OCR results. Then all the paths through this lattice are traced and a score is calculated that measures the degree to which each sub-image in the path matches the original word image. All the complete paths that also occur in a dictionary are placed in the candidate list for the word and the complete path with the best cost is output. Appropriate thresholds are incorporated in the algorithm so that character strings not in the dictionary may also be output. This approach is similar to some methods used in cursive script recognition. The primary difference is that the algorithm proposed here learns the character image information it uses from the input page rather than from a previous training step.
Experimental Results
An experimental system was developed to test the postprocessing algorithm discussed above. The input to this system is the output from a commercial OCR (i.e., Caere's AnyFont package) as well as the page images that were provided to the OCR. The commercial device provides at least a single decision for each word and in cases where it is unsure, several alternatives are produced. Also, the bounding box coordinates for each word are output.
Six page images were used to test the system. These were scanned at 300 ppi and the binary image produced by the scanning hardware was used. Uniform noise was added to each image using the documentation degradation model (DDM) package from the University of Washington [6]. The parameter set for 
Conclusions
The accuracy of Caere's AnyFont OCR package on original pages is very high, more than 98% correct at the word level. After adding uniform noise with DDM, the word correct rate dropped to 73.5%. It was observed that the word alternatives produced by the OCR do not improve performance significantly.
Word clustering was then computed using the bounding boxes output by the OCR and inter-word relations were calculated between pairs of clusters. In the present implementation, only the first four visual relations in Figure 1 were used. Table 1 shows the result of visual inter-word relation analysis. On average, about half of words are in large clusters (containing two or more word images). The number of visual inter-word relations is large and varies from page to page.
After applying the proposed postprocessing system, the word images are divided into three sets: voting, verification and rerecognition. The system generates one decision for each word in the voting set and there are no other candidates for each word. The results given in Table 2) show that the accuracy of the words in the voting set was improved from 92.2% to 98.0%. The accuracy of the words in the verification set was improved from 83.1% to 88.5% and the correct rate of the word alternatives was improved from 83.3% to 93.3%.
The correct rate of the words in the combination of the voting and verification sets was improved from 85.6% to 92.3% and the accuracy of their alternative lists was improved from 86.9% to 95.2%. It is important to note that the images in these sets account for about 71% of the words in the original text pages.
In this paper an approach was proposed that used visual relations between word images to improve the performance of an OCR system. The proposed algorithm first calculates clusters of equivalent word images and then determines which sub-parts of the prototypes for the clusters are equivalent. This information is then used in a four-step method for postprocessing the OCR results. Experimental results showed the effectiveness of the approach on input images that were degraded by a uniform noise model.
