Adaptive sampling is a dimensionality reduction technique of time series data inspired by the dynamic programming piecewise linear approximation. This dimensionality reduction technique yields a suboptimal solution of the problem of polygonal curve approximation by limiting the search space. In this paper, we conduct extensive experiments to evaluate the performance of adaptive sampling in 1-NN classification and k-means clustering tasks. The experiments we conducted show that adaptive sampling gives satisfactory results in the aforementioned tasks even for relatively high compression ratios.
INTRODUCTION AND RELATED WORK
A time series is a sequence of indexed values = 〈 ( ), ( ), … , ( )〉 (1) Time series data mining arises in many domains including economics, medicine, finance, and astronomy. For this reason, time series data mining has received attention over the last years.
The major time series data mining tasks include query-by-content, clustering, classification, anomaly detection, motif discovery, segmentation, and prediction. Executing these tasks usually involves performing another fundamental task in data mining which is the similarity search. A similarity search problem consists of a database , a query or pattern , which does not necessarily belong to , and a tolerance that determines the closeness of the data objects to the query in order to be qualified as answers to that query. The principal component of the similarity search problem is the distance metric or the similarity measure which quantifies how much two data objects are close to each other. The Euclidean Distance (ED) (Figure 1 ) is a widely used time series distance metric. It is defined between two time series = 〈 , , … , 〉 and = 〈 , , … , 〉 as:
Figure 1: The Euclidean distance.
Another popular similarity measure (not a distance metric) used in time series data mining is the Dynamic Time Warping (DTW) (Guo and Siegelmann, 2004) ( Figure 2 ). DTW is defined as:
A trivial solution to the similarity search problem is to compare every single time series in against . This is known as sequential scanning. Obviously, this solution is not an efficient one given that modern time series databases are usually very large.
Dimensionality Reduction Techniques, also named Representation Methods, adopt the GEMINI framework (Faloutsos et al, 1994) (Figure 3 ) to process the similarity search problem of time series more efficiently. In GEMINI, the original time series are mapped onto low-dimension spaces, which reduces their dimensionality, and then the query is processed in those low-dimension spaces.
There are quite a few dimensionality reduction techniques in the literature. The most popular ones are Piecewise Aggregate Approximation (PAA) (Keogh et al, 2000) and (Yi and Faloutsos, 2000) , and Adaptive Piecewise Constant Approximation (APCA) (Keogh et al, 2001) .
One dimensionality reduction technique that is related to our experimental study is Piecewise Linear Approximation (PLA) (Morinaka et al, 2001 ) ( Figure  4 ). PLA transforms the time series into Δ-SEALS (Δ-bounded Sequence of Approximated Liner Segments). The basic idea of the Δ-SEALS is to approximate the time series by a sequence of linear segments. Each line segment is the longest possible linear segment whose accumulated error does not exceed a given deviation bound ∆, where the error is defined by the least square method.
Algorithm: range_query(Q, )
1. Transform the time series in database D from the original n-dimensional space into a lower dimensional space of N dimensions 2. Define a lower bounding distance on the reduced space:
3. Eliminate all the time series for which we have ( , ) to obtain a candidate answer set 4. Apply to the candidate answer set and eliminate all the time series that are farther than ε from Q to get the final answer set. Another dimensionality reduction technique related to the experimental section of this paper is Discrete Fourier Transform (DFT) (Agrawal et al, 1993) , (Agrawal et al, 1995) (Figure 5 ). The basic idea of DFT is that a time series can be represented using complex numbers called the Fourier Coefficients, so a time series of 256 dimensions, for instance, can be represented by 128 complex Fourier coefficients. However, the first coefficients are the most significant and the most representative ones, so the other Fourier coefficients can be truncated without much loss of information. In this paper we present an extensive experimental evaluation of a certain dimensionality reduction technique which is the adaptive sampling method of time series. We show how this method can give good results in time series classification and clustering tasks compared with other methods.
The rest of the paper is as follows; in Section 2 the adaptive sampling method is introduced. In Section 3 we present the experiments we conducted. In Section 4 we conclude this paper with final remarks and directions for future work.
THE ADAPTIVE SAMPLING METHOD
In (Marteau and Ménier, 2006 ) the authors presented the Adaptive Multiresolution Simplification model of times series data which was inspired by the Dynamic Programming Piecewise Linear Approximation model presented in (Marteau and Gibet, 2005) and derived from (Perez and Vidal, 1994) and (Kolesnikov and Franti, 2003) . This adaptive model yields a suboptimal solution of the problem of polygonal curve approximation by limiting the search space.
We briefly present here an outline of the model: given an n-dimensional time series , the objective is to find an approximation of that satisfies:
where E is the root mean square error between and the model . The search is limited to the family of piecewise linear and continuous functions ( ) . The successive segments have to be contiguous, so that the end of one segment is the beginning of the next one. The authors apply the dynamic programing algorithm to select the optimal set of parameters = . This is done as follows: first, we define the compression ratio of the piecewise approximation as:
where ( ) ∈ ℝ , ∀ Given the value of and the width of the time window = ( ) ∈ , ,…, , the number of piecewise linear segments = | | − 1 is known in this case.
Let ( ), by definition, be the parameters of a piecewise approximation containing segments, and let ( , ) be the minimal error of the best piecewise linear approximation containing segments and covering the time window 1,2, … , , ( , ) can then be written as:
According to Bellman's optimality principle (Bellman, 1957) , the above term can be decomposed as:
where ( Recursion is initialized by observing that:
At the end of the recursion, we get the optimal piecewise linear approximation; i.e. the set of time stamps of the end points of the linear segments:
with the minimal error:
The complexity of the algorithm is ( , ). In order to reduce this complexity the search window can be limited by using a lower bound = − , 0 for each step , and where is a user-defined parameter:
In practice we choose = .
EXPERIMENTS
Before we present the outcome of our experiments, we briefly introduce the two main data mining tasks on which we tested the adaptive sampling method. The two tasks are classification and clustering.
Classification: The goal of classification (also called supervised learning) is to assign an unknown object to one out of a given number of classes or categories (Bunke and Kraetzl, 2003) . Classification is based on four fundamental components (Gorunescu , 2006): 1-Class, which is a categorical variable representing the 'label' put on the object after its classification. 2-Predictors, which are represented by the attributes of the data to be classified. 3-Training dataset, which is the set of data containing values for the two previous components, and is used for 'training' the model to recognize the appropriate class based on available predictors. 4-Testing dataset, containing new data that will be classified by the model constructed in the previous steps. One of the most popular classification techniques of time series is −Nearest Neighbor Classification ( − NN). In − NN the query is classified according to the majority of its nearest neighbours (Vlachos and Gunopulos, 2003) . Usually is taken to be 1, thus applying a first nearest-neighbor (1 − NN) rule using leaving-one-out cross validation. This means that every data object is compared to the other data objects in the dataset. If the 1 − NN does not belong to the same class, the error counter is incremented by 1.
Clustering:
It is the task of partitioning the data objects into groups of similar objects. Clustering (also called unsupervised learning) is different from classification in that in clustering we do not have target variables. Instead, clustering algorithms seek to segment the entire data set into relatively homogeneous subgroups or clusters (Larose, 2005) .
There are different categories of clustering algorithms, the one we are interested in in this paper is Partitioning-based Clustering. In particular, we are interested in -means clustering. In -means clustering we have a set of data points indimensional space and an integer and the problem is to determine a set of points, the centroids, in so as to minimize the mean distance from each data point to its nearest center (Kanungo et al, 2002) . More formally, the -means clustering error can be measured by:
Where is the point in the cluster, and is the number of points in that cluster. The quality of the -means clustering increases as the error given in (Eq. 12) decreases.
The number of clusters is determined by the user, application-dependent, or given by a certain clustering validity measure. □
We conducted experiments on classification and clustering tasks of time series data available at (Chen et al, 2015) . This archive makes up between 90% and 100% of all publicly available, labeled time series data sets in the world, and it represents the interest of the data mining/database community, and not just one group (Ding et al, 2008) .
The length of the time series varies between 60 (Synthetic_control) and 637 (Lightning-2). The size of datasets varies between 61 (Lightning-2) and 900 (CBF), so as we can see, we tested our method on a wide range of datasets of different lengths and sizes to avoid getting biased results. Table 1 shows the classification error (the smaller the better) in a 1 − NN classification task of the adaptive sampling method applied to DFT (c.f. Section 1), and also applied using DTW and the Euclidean distance. The experiments are conducted for different compression ratios ρ, where the ρ = 0% indicates no adaptive sampling is performed (the method is turned off)
The results show that DTW is adapted to the classification task in question. Adaptive sampling gave acceptable results even for compression ratios between 25% and 50%. For dataset ECG the results were quite acceptable even for a very high compression ratio (ρ = 90%).
ED was also adapted to adaptive sampling as the classification error was in general acceptable for compression ratio of 50%.
When applying adaptive sampling to DFT, the results were always better than the original method for all datasets and for all compression ratios.
An interesting phenomenon that we noticed is that in many cases, applying adaptive sampling for a compression ratio of 5% gave better results than the raw data themselves. We believe the reason for this is that compassion has a positive effect of smoothing the data.
We also conducted k-means clustering experiments on the same datasets and for the same compression ratios. Table 2 shows the k-means clustering quality (the larger the better) of the datasets we tested. As we can see from Table 2 , the results of the k-means clustering are similar to those of 1 − NN classification. They show that DTW is the most adapted method for the k-means clustering task and again the adaptive sampling yielded acceptable results even for compression ratios between 25% and 50% for almost all the datasets tested. The results, however, degraded in most cases for high compression ratios.
ED was also adapted to adaptive sampling as the quality of k-means clustering was still acceptable even for a compression ratio of 50%.
As was the case with classification, adaptive sampling improved the performance of DFT for all datasets and for all compression ratios. When applying adaptive sampling to DFT, the results were always better than the original method for all compression ratios and for all compression ratios.
The smoothing effect that appeared in the classification task experiments for a compression ratio of 5% also appeared in the k-means clustering experiments.
CONCLUSIONS
In this paper, we conducted extensive experiments on the adaptive sampling method of time series in 1 − NN classification and k-means clustering tasks. These experiments were conducted on a variety of time series datasets, using the Euclidean distance, the dynamic time warping, and the discrete Fourier transform (DFT). The output of our experiments shows that even when using high compression ratios, the performance of the adaptive sampling method is still acceptable in the two aforementioned time series data mining tasks. In some cases, the adaptive sampling method yielded acceptable results even for a high compression ratio.
In the future, we intend to study the impact of adaptive sampling on other time series data mining tasks and also to compare it with other time series dimensionality reduction techniques.
