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ABSTRACT 
A complete algebraic theory of invertibility of linear systems C described by 
differential-difference equations with commensurable delays is developed, introducing 
the notion of k-integral, Z-delay inverse. Considering the transfer-function matrix, the 
matrix fraction, and Rosenbrock’s system matrix descriptions respectively in the forms 
9-‘(s, a)T(s, u), Q-‘(s,a)P(s,a), and V(s,u) = “r_-HF 7 , 1 
where 9( s, u) is a polynomial; T( s, u), Q( s, u), and P(s, u) are p x r, p x p, and p x r 
matrices over R[s, u]; and F, G, H, and J are n x n, n x r, p x n and p x r matrices 
over &u] of the system C, NASCs for invertibility of the delay systems in the above 
sense are shown to depend on a new notion of weak monicity of a polynomial g(s, a) 
over W[s, a] constructed from the minors of T(s, u), P(s, u), or the system matrix 
V(s, a), while for a stable inverse with or without delay, in addition to the property of 
stable weak monicity, a rank condition at complex points of a row vector constructed 
from the same matrices is also to be satisfied. This paper demonstrates that apart from 
the full-rank property of the matrix T(s, u), P(s, u), or V(s, u) which constitutes the 
NASC for inversion of delay-free systems, the concept of weakly manic (stable) 
polynomials plays the major role in deciding the invertibility of delay systems. These 
criteria of invertibility are then employed to establish NASCs for regulability of systems 
with commensurable delays under feedback. The paper is concluded with a detailed 
description of a constructive procedure establishing the pertinent existence theorems as 
to how the inherent integrations and the inherent delays of C are determined and a 
stable inverse with minimum delays and minimum integrations is computed. The 
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novelty of this construction procedure is that the inverse system is generated via the 
theory of realization, 
I. INTRODUCTION 
A great spurt of actvity has been witnessed in recent years in the study of 
various aspects of modern control theory for systems described by 
differential-difference equations [9, 15, 161. All such study is motivated by its 
potential application to engineering problems such as chemical processes 
where there are transportation delays, and to more general systems such as 
social, economic, environmental, and biological systems containing pure time 
delays, all of which admit description by differential-difference equations. 
Some important aspects such as realization, regulation, pole assignability, and 
observer theory, of these systems, modeled over commutative rings, have been 
studied in an abstract algebraic framework [~-III. 
With regard to this algebraic infrastructure, it seems that little attention 
has been paid until recently to studying the existence and construction of 
inverse of differential-difference systems, although the importance of such 
study was emphasized in [5, 6, 10, 111. To the best of the author’s knowledge, 
Nazaroff [12] was the first worker to obtain a sufficient condition for this 
problem in a classical setup. Tsoi [16], in an algebraic (not abstract) frame- 
work, has extended in a straightforward fashion the Sain-Massey [Id] inversion 
theory to delay-differential systems. 
The purpose of this paper is to investigate, in an abstract algebraic 
framework, the existence and construction of an inverse for systems with 
commensurable time delays. A new fundamental result, contained in Lemma 
3.10, is employed to establish the NASCs of inversion in Proposition 2.7 by 
introducing the notion of k-integral, Z-delay inverse, which depends on a new 
property of weak monicity of polynomials over W[ s, a]. A linear system 
without delay is left invertible iff its transfer-function matrix has full column 
rank. This full-column-rank property constitutes only a sufficient condition for 
left invertibility of linear systems with delays. After introducing the notion of 
Z-delay inverse with a prescribed degree of stability a of order k, the NASCs 
for the existence of a stable inverse for MIMO stable systems with commensu- 
rable delays are given in Propositions 2.10 and 2.12, which are proved with 
the help of Corollary 3.15, an extension of the fundamental Lemma 3.10. 
With the system description by polynomial factorization Q- ‘(s, a) P( s, a), the 
NASCs of inversion are included in Proposition 2.13, which is proved with the 
help of a basic result in [2]. In [18] the Euclidean algorithm is employed to 
establish NASCs for the invertibility of linear systems with incommensurable 
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which technique is not employed here, as it cannot provide additional results 
on stability of invertible systems and on the regulability of systems with 
commensurable delays under feedback. 
State-space matrices (F, G, H, J) over R[ a] provide an elegant description 
of delay systems. Based on Propositions 2.7, 2.10, 2.12, and 2.13, the formula- 
tion of invertibility criteria with Rosenbrock’s system matrix in state-space 
form in terms of matrices (sZ - F, G, H, J) is given, which constitutes the 
generalization of the Sain-Massey criterion [141--a fundamental result of 
inversion over a field. 
It is proved in [II] that the system C := (F, G, H), where F, G, H are 
matrices over the ring R (see Section II), is regulable iff [sZ - F, G] has a 
stable right inverse and [sZ - FT, HTIT has a stable left inverse. In Proposition 
2.14 explicit criteria ensuring the existence of these left and right inverses are 
provided. 
A novel method is used to construct the inverse of the invertible system. 
With the help of the transfer-function matrix of the given system, a sufficient 
number of Markov parameters representing the inverse system completely are 
generated by solving a linear Diophantine system of equations over a PZD of 
polynomials in the variable u. Then the powerful algorithm of Eising and 
Hautus [3] is applied to construct the inverse system. This procedure is also 
valid for determining even a stable inverse. The specific criteria determining 
the inherent integrations and inherent delays are contained in Propositions 
4.13 and 4.14, which are proved with the help of Theorems A.4 and A.18 
established in the Appendix. 
II. INVERTIBILITY OF DIFFERENTIAL-DIFFERENCE SYSTEMS 
We shall study differential-difference systems (DDSs) described by the 
p x r transfer-function matrix of the form W( s, a) = o-‘(s, a)T(s, a) i.e., 
(2.1) 
w(s,o 
where u = e-“, in which r is a fixed positive member of the set of real 
numbers W; the elements q( s, a) and tij( s, a) are in W[s, a], the ring of 
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polynomials in s and u over W such that the DDS (2.1) is proper [i.e., 
degs rij(s, 0) < degs 9(s. a)]; and 
(2.2) 9( ‘7 ‘) = ]go9j( u)sj, 9,( 0) # 0, 
in which 9j( a) are in R[ u], the ring of polynomials in u. 
Polynomials in s over W[ a] such as 9( s, a) above, for which the coefficient 
of the highest degree term in s[viz. 9,(u)] is nonzero at u = 0, are called 
weakly manic. The set of such polynomials is denoted by A; it is a multiplica- 
tive subset of W[u][s] \ 0. The DDS (2.1) is called a delay-differential system 
(abbreviated DS), a neutral DS or an advanced DS according as 9,(u) = c, a 
constant independent of U, 9,(O) + 0 or 9,(O) = 0. As advanced DSs are 
noncausal, in our study we shall assume that 9,,(u) is in the local ring Rc[u], 
the ring of polynomials in u with no zeros at u = 0. However, a stronger 
condition will be imposed on 9~u) later on, when stability of invertible and 
inverse systems is taken into consideration, and the ring in which 9,(u) now 
lies has not this local ring structure. 
DEFINITION 2.3 (Inverse). An r-input, p-output DDS described by 
W(s, a) as in (2.1) is said to have a k-integral, Z-delay left inverse if there exist ^ 
a p-input, r-output, causal and proper DDS W(s, a) and nonnegative integers 
1 and k such that 
(24 q s, u)w( s, u) = uvzr. 
The least integers 1 = 1, and k = k, for which an inverse exists are called 
respectively the inherent delay and inherent integration of the invertible 
system. The system W( s, a) is k-integral, Z-delay right invertible if W ‘( s, a) is 
k-integral, Z-delay left invertible. If k = Z = 0, we call W(s, a) the left inverse 
of W(s, a), and W( s, a) the right inverse of W( s, a). 
Define 
ti,l(s,u) “* 
I 
ti,r( ‘, u, 
(2.5) lj(s,u) = : 
&I( s, 0) . * * f I2 b,r( St 0) 
which contains submatrices of order r in (2.1), where ii < i, < * * - < i, are 
row indices selected from among the p indices 1,2, . . . , p, and j = 1,2, . . . , v 
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=pCr. Let hj(s, a) := det Tj( s, a) and h(s, a) := GCD[h,( s, a), . . . , h,(s, a)], 
which can be represented as h(s, a) = g(s, u)smut, where 
(2.6) g(s, u) = Q(U)8 + -** +g,(+ + a&J), 
the g,(u)‘s being in W[u] with gd( a) f 0, g,(u) z 0, and g( s, 0) + 0. Then 
we have the following invertibility criterion for MIMO DDSs. 
PROPOSITION 2.7. A MlMO DDS W(s, a) has a k-integral, l-delay left 
inverse if and only if g(s, a) is weakly manic. 
REMARK 2.8. It follows from (2.4) by the Binet-Cauchy formula and 
mathematical contradiction that W(s, a) is invertible only if it has full rank 
over E3( s, u), the ring of fractions of W[ s, a] with respect to R[ s, a] \ 0. The 
converse obviously is not true. 
Let R1[u] be the ring of polynomials in u with no zeros in the closed unit 
disc. Then the polynomials q( s, a) defined by (2.2) with y,(u) in W,[u] will be 
called weakly manic stable polynomials if 
9( s, u) f 0, 
u = emrs for all SEH, 
where @ = {s E @ : Re s 2 0). The set of such polynomials, which is denoted 
by Y, is a multiplicative subset of W[u][s] \ 0. We say that a DDS W(s, a) = 
q-‘(s, u)T(s, a), proper or otherwise, is stable if q(s, a) is in Y. The DDS 
described by a polynomial fractional description W( s, a) = Q- ‘( s, a) P( s, a), 
where P(s, a) and Q( s, a) are polynomial matrices over W[u], is called causal, 
proper, or stable if q-‘(s, u)T( s, a), where 9(s, u) = det Q(s, a) and T(s, a) 
= [adj Q( s, a)1 P( s, a), 1s causal, proper, or stable. We can similarly define a 
causal, proper, or stable DDS for a description of the form W(s, a) = 
P(s, a)Q-‘(s, a). 
DEFINITION 2.9. An r-input, p-output DDS described by W(s, a) is said 
to have an Z-delay left inverse with a prescribed degree of stability a! of order k 
if there exist a p-input, r-output stable DDS @(s, a), nonnegative integers I 
and k, and a_real number Q! > 0 such that @(s, u)W(s, u) = u’(s + CX-~I,.. If 
1 = k = 0, W(s, a) is a stable left inverse of W(s, a). 
PROPOSITION 2.10. A MlMO stable DDS W(s, a) has a zero-delay (i.e., 
1 = 0 in Dgnition 2.9) stable lej? inverse I@(s, a) with a prescribed degree of 
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stability a! of order k iff h( s, a) is in Y, h( s, 0) # 0, and rank[X,( s, c) . * * 
&(s, a)] = 1 for all s E H, where hi(s, a) = h(s, a)&,(~, a). 
EXAMPLE 2.11. Let a retarded DS be described by 
w(s, a) = 3 
1 
s + (a+ 1)92+us+ 1 
[ s+u+l 
(u+2)s “,” 
-(s+u+l) 2s+u+l 1 
By direct computation we get by considering rows (1,2), (1,3), and (2,3), 
h,(s, u) = -u(s - l)[(u + 2)s + u + 11, 
h&u) = (s+u+l)[(u+2)s+u+1], 
h&u) = (Bs+u)[(u+~)s+ (u+l)]. 
Therefore h( s, a) := GCD[h,(s, u), h,(s, a), h,(s, a)] = (u + 2)s + (a + l), 
and hence m = 0, t = 0, g( s, a) = (u + 2)s + (u + 1). Since g( s, a) is weakly 
manic, W(s, a) is invertible by Proposition 2.7. Moreover, g(s, a) E Y and 
rank[X,(s, a), &(s, a), &( s, a)] = 1 vs E fi. As a result a stable zero-delay 
inverse exists by Proposition 2.10. 
PROPOSITION 2.12. A MIMO stable DDS W( s, a) has an l-delay (1 # 0) 
stable lef inverse %( s, a) with a prescribed degree of stability (Y of order k ifl 
g(s, a) is in Y, where h(s, a) = g(s, u)ut, g(s, 0) # 0, and rank[Xl(s, a) 0-e 
h,( s, a)] = 1 for al2 s E i? with hi( s, a) = h( s, u)hi( s, a). 
PROPOSITION 2.13. A MIMO stable DDS represented by W(s, a) = 
Q-‘(s, a) Pp, a) has an l-delay (respectively, zero-delay) stable right inverse 
@(s, u) = P( s, u)o- ‘(s, a) with a prescribed degree of stability (Y of order k 
iff g( s, a) E Y and rank[ K,( s, a), . . . , &(s, a)] = 1 vs E fi, where h(s, a) = 
g(s7 o) ot (respectively, h( s, a) = g( s, a)), g(s, 0) + 0, hi( s, o) = 
h(s, u)Ki( s, a), and the hi( s, u)‘s are now deftned in terms of the columns of 
P( s, a). 
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The system matrix representation of the system C := (F, G, H, J), where 
the matrices are n x n. n x r, p x n, and p x r respectively over W[a], is 
with transfer-function 
uj(s, a)/det(sZ - F) be a 
i, C i, C -* * C i,. Then 
v( s, u) = [ sz_-HF 
matrix W(s, a) 
minor of W(s, a) 
G 
I 1 
= H(sZ - F)-'G + J. Let 
of order r formed with rows 
in which the right side represents the minor formed from rows 1,2, . . . , n, n + 
i,, . . . ) n + i, and columns 1,2, . . . , n + 1, . . , n + r of V(s, u). If we assume 
that there is no cancellation of denominator and numerator factors in the 
formation of W(s, a) from C, the invertibility criteria in terms of the system 
matrix V(s, a) are given by Propositions 2.7, 2.10, 2.12, and 2.13 in which the 
different factors are to be computed with uj(s, a) in place of hj(s, a). 
REMARK. In the case of systems over a field, i.e., for u = 1, it is known 
that the system Z possesses a left inverse (a stable left inverse) iff V(s, u) at 
u = 1 has rank n + r (n + r for all s, Re s 2 0). But even if the above 
conditions are satisfied, a system with commensurable delays may not be 
invertible. 
Let R be a ring consisting of all rational functions a(u)/& a) where 
a(u)~R[u] and b(u)~Rr[u]. Th e ring R is a PID. The set of manic 
polynomials 9( s, a) in s over R for which 9(s, a) # 0 Vs E a is denoted by 
Y1. Proposition 2.10 is also true (see Section III for its proof) if W(s, a) is 
replaced by a polynomial matrix over R, and W( s, a) by a stable transfer 
function having elements which are rational functions (not necessarily proper) 
of polynomials in s with denominator polynomials in y1 and h( s, a) in Ye. 
We shall call a system C = (F, G, H) where F is an n x n, G is an n x r, 
and H is a p x n matrix over the ring R regulable iff there exists a feedback 
compensator C, = (A, B, C, D) of matrices over R of sizes n, x n,, n, x p, 
7 x n,, r x p such that the resultant feedback system is internally stable. It 
follows from [5-7, 10, 111 that C is regulable iff P := [ sZ - F, G] has a stable 
right inverse (not necessarily proper) and Q := [sZ - FT; HTIT has a stable 
left inverse (not necessarily proper). 
Let fi(s, u), i = 1,2,. . . , M, and pj(s. a), j = 1,2,. . . , N, be all possible 
minors of order n of P and Q respectively. Denote f(s, a) := GCD[f,( s, a), 
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_fi(S? a), . . . , fM(s, a)] and p(s, 0) := GCD[ p,(s, u), p,(s, u), . . . , PN(S, u)l. 
Then it follows from Proposition 2.10 that: 
PROPOSITION 2.14. The system C is regu+zble iff f( s, a) and p( s, a) are in 
Ye, f(s,O) f 0, p(s,O) f 0, rank[fi(s, u),f2(s, a),...,f~(s, a)1 = 1 for an 
s E Z, and rank[ pl( s, u). &(s, a), . . . , &( s, a)] = 1 for all s E g, where 
J(s, U) =f(s, u)J(s, 6) and pj(s, 0) = p(s, a)@j(s* 0). 
III. PROOF OF PROPOSITIONS AND CONSTRUCTION OF 
AN INVERSE 
We define W := R[u][s], and denote by W, ( gR,) the ring of fractions of 
w with respect to M (Y). The following lemma, whose simple proof is 
omitted, is instrumental in proving the necessity part of Propositions 2.7 and 
2.10. 
LEMMA 3.1. Let g(s, a) be an element of W[s, a]. Then g( s, a) E A the set 
of weakly manic polynomials (g(s, a) E Y, the set of weakly manic stable 
polynomials) iff each prime factor of g(s, a) is in JZ (in 5“). 
Proof of Proposition 2.7 (Necessity). Let the r x p matrix 6’( s, a) = 
[yij(s, a)] represent the inverse, where each entry wij(s, a) is in gJ. For 
W(s, u) to be a k-integral, Z-delay left inverse of W(s, u) we must have 
@(s, u)W(s, a) = uG-k I,., which in view of (2.1) can be written as 
WI1( s, u) 
i 1 
* - * WIp( s,u) t,,( s> 0) 
.’ 1[ ‘. 
* * * t1,( s, 0) 
. . W&U) *** wrp(s,u) t,,(L) *** : I tpr(s, 0) 
= u’s-kq( s, u) z,. 
Taking the determinants of both sides, we have as a consequence of the 
Binet-Cauchy formula 
(3.2) 
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where hj( s, a) = det Tj( s, a) [see (2.5)], and uj( s, a) E W, is 
Wli,( s, u) . * * wli,( ST ‘) 
Uj(S,U) = ; 
wri,( s, u) . * ’ %,( 810) 
Since h(s, a) 1 hj(s, a), there exists therefore a polynomial zj(s, u) E B such 
that hj(s, u) = h(s, u)Xj(s, a), w h ere h(s, a) = smutg(s, u) and g(s, 0) # 0, 
which when inserted in (3.2) gives 
I smut 2 Uj( s, U)Lj( j=l s,u))g(s,u) = [uk~q(s,u)]r. 
Denoting the terms within the braces by L,( s, a) L; ‘( s, a), where L,( s, a) E W 
and L,( s, a) E -I%, we have 
skrL,(s,u)g(s,u) = u”[9(s,u)]rL&u). 
If g(s, a) $ A, then by Lemma 3.1 it must be contained in ulr, which 
contradicts the fact that all such factors have already been extracted from 
g( s, a). Therefore g( s, a) is weakly manic. H 
The following lemmas are useful in proving the sufficiency part of Proposi- 
tions 2.7 and 2.10. 
LEMMA 3.3. Let t,(s, a) and t,(s, a) be elements of 9 with g(s, a) as 
their GCD. Then there exist wl( s, a) and w2( s, a) in W( u)[ s] and f( s) in R[ s] 
s.t. 
Wl( s, u)t1( s> 0) + w*( s, u)tz( s> 0) = g( s, u)f( S)’ 
where w1 and w2 are analytic at u = 01, with a E E?, and f(s) contains 
( tl( s, cr)&( s, (Y)) := GCD( tl( s, a)> tz( s, a)). 
Proof. Let (tl(s, a), tz( s, a)) := GCD(t,(s, a), tz( s, a)) = g(s. a). Then 
there are polynomials Or( s, a) and f&( s, a) in W( a)[ s] such that 
q s> +I( s, u) + “2( s, u) tz( s, u) = g( s, u), 
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which can be written, if cx is complex (a bar in this lemma denotes complex 
conjugate), as 
(3.4) iq s, u)&( s, u) + qs, u)t”z( s, u) = (u - a)“(u - i”y> 
where ti(s, a) = g(s, u)?Js, a) (i = 1,Z); at least one of Fr(s, a) and &(s, a) is 
not zero at u = CX; Z, iir( s, a) and i;a( s, a) are in W( a)[ s] and analytic at u = CY 
and G, and at least one of ii,(s, a) and ii,(s, u) is not zero at u = CY and Cr. 
Suppose k > 1. Then (3.4) becomes at u = (Y 
(34 q s, a)t;( s, a) + q s, (Y)ZJ s, a) = 0. 
Let d(s) := (Er( s, a), ?a( s, CY)), which 1s a polynomial in s with complex 
coeffkients. Then there are polynomials u(s) and b(s) in C[s] s.t. 
(3.6) a(s)t;(s,a) + b(s)qs,cr) = d(s). 
From (3.5) and (3.6) one can easily get 
(3.7) 
iqS)~l(S>~) = q&q d(S)> -bq s)qs, a) = iil( s, a) d(s), 
where $(s) = a(s)&(s, 01) - b(s)ii,(s, 01). 
From (3.7) it follows that there are polynomials ur( s, a) and u2( s, a) over 
C, analytic at u = cr, satisfying 
qs,u) d(s) + $(s)t”z(s,u) = (0 - ++J), 
iqs,u)d(s) - Jl(s)q(s,u) = (u- Q)t+(S,U). 
Substituting from the above into (3.4), there results 
Ul( s, u)&( s, 0) + %( s, u)&( s, u) = (u - a)“-‘(~ - “)’ d(s), 
which by setting u = Z can be similarly reduced to 
(3.8) 
q( s, U)Sl( s, u) + u2( s> u)&( s, u) = d(s) z(s)[(u - CY)(U - c,)]k-l, 
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which is an equation in the variables rl( s, a) and Zz( s, g) and when compared 
with (3.4) shows a reduction of power in (a - or)(a - 01) by one. If the above 
reduction procedure is applied to (3.8), and so on, we get after k steps 
(3.9) 
where f(s) = [d(s) z( s)lk, and where wl(s, a) and wz(s, a) are elements of 
W(u)[s] analytic at u = (Y and E. On multiplication both sides of (3.9) by 
g( s, u) the lemma follows. n 
LEMMA 3.10. Let t,(s, u), . . . , tP( s, a) be elements of B. Then there exist 
elements wl( s, a), . . . , w,( s, a) in R(u)[ s] analytic at u = a and d(s) in R[ s] 
s.t. 
(3.11) W1(S,u)tl(S,u) + *** +wp(s,u)tp(s,u) =g(s,u)d(s), 
where g( s, u)_i.s the GCD of the ti( s, a)‘.~, i&,(s) ( d(s), i&(s) are the only factors 
of d(s), ad dj(s) = GCD[t,(s, a), . . . , ti(s, a)], i = 2,3,. . . , n. 
Proof. The result (3.11) is obviously true in view of Lemma 3.3 for p = 2. 
Let us assume that it is true also for p = n - 1. Then there exist in W(u)[ s] 
polynomials u~( s, a), . . . , u n_1(~, u) not having poles at u = o s.t. 
(3.12) 
UJS, up+, u) + *** +u,_Js, up,_+, 0) = g,-,(& u)d,-l(S)> 
where gn_l(s, a) = GCD[t,(s,u) ,..., t,_,(s, a)] and k_,(s) I d,_,(s). By 
Lemma 3.3 we have 
(3.13) 
o,_1(s,u)g,-l(s,a)d,-,(s) +w,(w+,(~,u) =g,(s~+,(+ 
where u,_ I( s, a) and wn( s, a) are polynomials in W(uJ s] with no pole at 
u = (Y, g,(s, a) = GCD[g,-,(s> 0) d,_,(s)> t,(s, a)]> d,(s) I d,(s)> d,(s) = 
GCD[g,,(s, Q) d,-,(s), tn( s, a)] = GCD[g,_,(s, a)t(s)a(s), t(s)P(s)l, t(s) 
= GCJ[d,_,( s)> t,( s, a)] = GCD[t,( s, a), . . . > &_I( s, a)> $,( s, a)], 
t(s) I d,_,(s), d,_,(s) I d,_,(s), d,_,(s) = a(s)t(s), and t,(s, a) = B(s)t(s). 
Let g( s, a) = GCD[ g,_,(s, a), t,(s, a)] = GCD[t,( s, a), tz( s, u), . . . ,_t,( s, 
a)], d,(s) = GCD[d,_,(s), &( s, a)]. Hence in (3.13) g,(s, a) = g(s, a) d,,(s). 
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Setting d(s) = d”,(s) d,(s), we have 
From (3.12) and (3.14) we have (3.11) where ui( s, u)u,._r(s, a) = wi(s, a), 
i = l,..., n - 1, satisfying the lemma. n 
By repeated use of the technique given in Lemma 3.3, and in view of 
Lemma 3.10, the following is easily proved: 
COROLLARY 3.15. Let t,(s, a), . . , tP( s, a) be elements of g. Then there 
exist elements wl( s, a), . . . ,wP(s),...,wP(s,u) in R(u)[s] analytic at u= 
al>. . ., cxk for s in Hand d(s) in W[s] s.t. 
w1( 3, u)t1( 3, 0) + -** +wp(s,u)tp(s,u) = g(s,u) d(S)> 
where g(s, a) is the GCD of the ti(s, a)'~, d,d, * * * dk ) d and d,(s) = 
GCD[ tl( s, aj), . . . > tP( s, q)], i= 1,2 1..., k, which are the only factors of d( s). 
Proof of Proposition 2.7 (Sufficiency). Let Mj( s, a) be an r x p matrix 
with ith,, ith,, . . . , ith, columns respectively equal to the 1st 2nd, . . . , rth 
columns of the adjoint matrix of Tj( s, a) in (2.5) and with the remaining 
columns equal to zero. Let nj := max deg, of the elements in adj Tj( s, a) such 
that Mj(s, a) = flj(s, u)s-“J is proper. Then 
(3.16) Mj( s, u)w( s, u) = 
hj( s, u) 
s”q( s, u) Ir 
If U = [Ur, . . . , UT] ’ is the input to the system (3.16), then y = 
[ yi, . . , y,]r, the corresponding output from the system W(s, a), becomes an 
input to the system Mj(s, a) for all j = 1,2,. . . , v, giving 
Mj( 8, u) Y = 
hj( s, u) tj( s, u, 
S”J9( s, u) 
tL=-U 
q(v) ’ 
where ~(s, a) = sA4(s, a), 5i = max(n,, , n,), tj( s, a) = s’-nlhj(s, a). Sup- 
pose that h(s, u) = GCD[hr(s, u), . . . , h,(s, a)] = GCD[t,(s, a), . , tV(s, a)] 
= g(s, u)smut and g(s, a) is weakly manic. In view of Lemma 3.10, there are 
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elements ul( s, a), . . . , uy( s, a) in W( a)[ s] analytic at u = 0 and d(s) in R[ S] s.t. 
(3.17) q(~+(s,u) + --* +u,(s,u)~,(s,u) = cWg(s,u) d(s). 
Let the rows of Mj(s, a) be designated by Mjl, . . . , Mji, . . , Mj,, and let 
@,a) (i = 1,. . . , r) denote the matrix formed by the ith rows of Mj(s, a). 
Then 
which, denoting uT(s, a) = [q(s, a), . . .*, uv(s, a)], becomes uT(s, a)&(~, a) y 
z [d(s)g(s, u)smu’/~(s, a)]~~. Hence W(s, u)y = u’s-~u, where the inverse 
W(s, a) is given by 
(3.19) qs, u) = 
S 
in which 1 is selected so that @(s, a) is analytic at u = 0, and k to make it 
proper. 
Proof of Proposition 2.10. Necessity: As in the proof of Proposition 2.7, we 
have 
whence m = t = 0, g( s, a) E Y by Lemma 3.1, and rank[kl(s, a), . . . , &(s, 
a)] = 1 VSE~, where u = e-“. 
Sufficiency: Proceeding as in the proof of Proposition 2.7, we have in place 
of (3.19) 
qs, u) = 4( 87 0) 
(s + a)kg(s, u)d(s) 
u’( s, up&( s, u) 
u’( s, u;q s, a) 
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where v(s, a) is chosen analytic in 2 by Corollary 3.15, and g(s, a), d(s) E Y 
if the rank condition is satisfied. n 
Proof of Proposition 2.12. This proof follows in the same line as that of 
Proposition 2.10, with the observation that rank[gl(s, u), . . . , h”(s) a)] = 1 at 
Re s = w, as at least one of xi( s, 0)‘s does not contain a free a-factor. n 
Proof of Proposition 2.13. The necessity follows from Q-‘Z’tQ-l = ~‘(s 
+ ~x-~Z, by Lemma 3.1. As shown in Section 4 of [2], the r X p matrix g can 
be constructed with p r-vectors taken from q( s, u)e,, i = 1,2, . . . , r ( p < r) 
where q(s, a) = det Q, and ei are standard basis r-vectors. Because of the 
rank condition we assume w.1.o.g. that h,(s, a) = [determinant of the subma- 
trix formed by the first p columns of P] = g(s, u)u%,(s, a), where g(s, a) is 
in Y and zl(s, a) # 0 Vs E 3. Then Q =,$s, a) + (s + o)ku-‘Q-rZ’[e, * * * 
e,], where k and 1 are selected to make PQ- ’ proper and causal. The part in 
the parentheses can be proved similarly. 
EXAMPLE 3.20 To construct an inverse for the retarded DS in Example 
2.11 we have, considering rows (1,2), (1,3), and (2,3), 
@ = -(,“, 2)s [ 
-US 0 1 s+u+1 0’ 
a= 2s+u+l 
[ 
0 -us 
2 
s+u+l 1 0 s+u+l’ 
[ 
0 2s+u+1 
Lq= o 
s+u+l (,J”z,, . 1 
Hence n = 1, (T(s, U) = sq(s, u), Mi = S-‘Mi (i = 1,2,3), g(S, ff) = (ff f 2)s 
+ (a + l), t = 0, m = 0, t,(s, a) = -u(s - l)g(s, a), ta(a, a) = (s + c + 
l)g(s, a), and ta(s, 0) = (2s + u)g( S, a). The ui(s, a)‘~ satisfying (3.17) are 
obtained using Lemmas 3.3 and 3.10 as 
q( s, u) = - s + u + 3, 
-su+a+4 
2(” + 2) 
U2(S, u) = 
s(u+2) ’ 
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and u3(s, a) = 0. By (3.18) the &(s, a)‘~ are 
u -US 0 
q&u) = - 1 I 2s+ a+ 1 0 -as 1 , 
s 0 2s+a+l -u 
s+u+l 0 
&(s,u) 
(a+ 2)s 
= [ s+ a+ 1 0 0 s+u+l s+u+l, 1 (u + 2)s 
and the inverse, in view of (3.19) is 
lqs,.) = &( s, 0) 
2( u + 2)s”g( s, u) 
-2s2u - s(u2 - 8) + 4 + 2u us( (Y + 2) as0 
x 2s2+5s(u+2)+(u+l)(u+4) -CY(a+2) 1 -CYp ’ 
where (Y = s + u + 1, /3 = su - u - 4, 1 > 0, and k 2 4. Since g(s, a) E Y, 
by changing sk to (s + CX)~ we can construct a stable left inverse. 
IV. INVERSE WITH MINIMUM DELAYS AND MINIMUM INTEGRA- 
TIONS 
The inverse constructed in Section III may contain excessive redundancies 
in delays as well as in integrations. How to compute an inverse with the least 
delays or the least number of integrations is the concern of this section. 
Let our system W(s, a) = q-‘(s, u)T(s, a) be described by (2.1). Define 
E := max deg, tij( s, a), so that 
(4.1) T( s, u)s-* = HO(U) + H,(u)s-’ + *** +kI,(u)s-“, 
where the H,(u)‘s are p x r matrices over R[ a]. If 
(4.2) qs, u) = R(Ju) + R,(u)sd + R2(u)s-2 + ... ) 
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an infinite series in s- ’ with r x p matrices R,(a) over the PID W[o], is 
required to be a k-integral, Z-delay left inverse of W(s, a), then 
(4.3) ““(s, U)T( s, a)9-‘( s, C7) = a’s-kr,, 
and substituting from (4.1) and (4.2), we get 
(4.4) [R,(a) + R,(a)s-’ + R,(a)s-” + ***I 
x [ HO(u) + H,(u)& + *** +H,(o)s-=] 
= uWf~)[qo(u) + q,(u)s + *.* +9,(u)+., 
where k > n - FE, q,(O) + 0. Set k = n - Ei + i, i = 0, l,.... Then equating 
(4.5) 
[Ro Rl 
(4.6) 
. . . 
coeffkients of various powers of s- ‘, we have 
. . . 4 
X 
i ffo HI H, **a HE 
Ho H, *.* HE_, HE 
H, H, *a* HE 0 
H, ... H,_l Hii i 
H, H, 
Ho 
0 
=u 
1 [ 0 **. 9nI, *** 9oz, 0 .** 0 
col.(i + 1) n+i+l I> 
. . . Rn+i+l 
*** Rn+i+2 
0 
0 0 
0 I_:_ 11 H, = : . b 
HO 
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THEOREM 4.7. A k-integral, l-delay lef inverse lk(s, a) for the system 
W(s, c) exists iff (4.5) is solvable for R,, R,, . . , R, for some nonnegative 
integers i and 1. 
Proof. The necessity is obvious. To prove sufficiency suppose that (4.5) 
could be solved for R,, R,, . . . , R, for some nonnegative integers i, 1, and t. 
Then these Ri’s would also satisfy (4.6). Moreover a sequence is realizable 
over a PID W iff it is realizable over its quotient field Q( W ) [3,13] and the 
dimension of such a realization is equal to that of a minimum realization over 
Q(W). If W(s, a) has full column rank, then {R,, R,, . , . , R,) is realizable for 
some finite value of t over Q( W), as proved in [l]. Applying the results in [3], 
the state-space description (A, B, C, D = R,) of the invertible system can be 
determined. 
We now define Qki := [0 * * * 0 B, Bk+l * * * Bi], i 2 k, k = 0, 1, . . . , 
where Bj := qn_j+k I,, k 6 j < n + k, Bj := 0 otherwise, and Bk occupies the 
(k + 1)st column. When i = k, Qkk = [0 * * * 0 q,,Z,], which has only one 
nonzero element q,l,. in the (k + 1)st column. Define further Ai to be a 
matrix of order i + 1 formed by the matrix elements Hi as in (4.5), and 
Xi = [R, R, *.* RJ. Then we can state the following lemma. 
LEMMA 4.8. The equation Xi+” Ai+, = (T’Q~,~+,,, i 2 iii, has a solution in a 
PID % only if X,,, AiSi+.r = olQfiiZiii+,, has a solution in W. 
Proof. Writing the given equation explicitly, we have Equation (4.9) as 
shown on page 74, in which we have assumed w. 1.o.g. that j Q %, whence it 
is easy to see that Xj_l Aj_l = 0, which has a solution Xj_l = 0. The 
remaining equations in (4.9) can be written as 
(4.10) 
[ 
R~ ... R, --a R~+~ .a- R,,,] A=+*= (T~Q~,~+~. i=Z+j, 
which must have a solution. This is the assertion in the lemma. q 
COROLLARY 4.11. The equation Xk Ak = a’Qik, k 2 i, has a solution only $ 
Xj Aj = alQjj, j < Fi, has a solution. 
Proof. In the proof of Lemma 4.8, set k = n + i in (4.9) and 
[Rj,*.., R,_,] = 0. Then we have from (4.10) and (4.9) 
[R,,,,..., R e+j] Aj = U’Qjj, j < fii, 
which must have a solution. n 
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REMARK 4.12. Lemma 4.8 (Corollary 4.11) implies that if Xiii+,,Afii+n = 
a’Q=, E+n (Xj Aj = O’Qjj, j ,< ?‘E) has no solution then Xi+nAi+n = (J~Q~,~+,,, 
i > FE (X,A, = atQik, k 2 i) has no solution. The converse of these results is 
not true in general. 
The following two propositions are concerned with inherent integrations 
and inherent delays of an invertible system. Below, R,,[a] refers to the ring of 
fractions of W[ a] with respect to Rc[ u ] ( see beginning of Section II) and is a 
PID. 
PROPOSITION 4.13. The least value of i, of i for which (4.5) can be solved 
in R,[u] is the number of inherent integrations of a left-invertible system when 
k, = n - % + i,. 
Proof. The solution of (4.5) is initiated by setting i = 0 and varying the 
index 1 of u. If one applies Theorem A.4, then the invariant factors of the 
coefficient matrix in (4.5) will show whether a solution exists, and if so, the 
minimum value of 1. If i = 0, gives no solution, one has to repeat the above 
procedure for successively higher values of i. If the system is invertible, in 
view of Theorem 4.7 nonnegative integers i and 1 exist for the solution of 
(4.5), and by virtue of Lemma 4.8 and Remark 4.12 there is a finite value of 
i < iii up to which this repetition has to be pursued. q 
PROPOSITION 4.14. The least value 1, of 1 for which (4.5) has a solution in 
W,[a] is the inherent delay of a left-invertible system. 
Proof. Let k > i, be the least value for which X,A, = Qkk has a solu- 
tion. Since q,(u) is an invertible element in W,[u], because of Theorem A.18 
we have k < E, and an inverse with zero inherent delays and k-integration 
exists. Otherwise let i, < k < Ei be a nonnegative integer and 1, be the least 
value of 1 for which solution of X,A, = ulQkk exists. The rows of A, must 
generate rows of ul”Qkk. If k is the least value of i for which (4.5) is solvable, 
then an inverse with inherent delay lo and inherent integration n - iii + k 
exists. n 
COROLLARY 4.15. lf a DDS has a k-integral, l-delay left inverse, it has also 
a k + i-integral, 1 + j-delay left inverse, where i and j are nonnegative integers. 
COROLLARY 4.16. The system W(s, U) has a left inverse with zero delays ijf 
(a) X, A, = Qkk has a solution for i, < k ,< Ei. 
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Proof. Necessity: By Theorem 4.7 the existence of an inverse with zero 
delay implies the solvability of (4.5) for some i = i, and 1 = 0, and by 
Corollary 4.11 this implies that (a) holds. 
Sufficiency: Conversely, if (a) is satisfied for some k < iii, then (4.5) is 
solvable by Theorem A.18, and by Theorem A.9 one can generate the 
sequence R,, R,, . . for the realization of the inverse. 
REMARK 4.17. The above procedure is valid for determining a stable 
inverse if some modifications are made. In (4.3) sek is to be changed to 
(s + CY-~, with corresponding modification in (4.5) which is now to be solved 
over the PID R, the ring of fractions of R[a] with respect to W,[a]. 
EXAMPLE 4.18. Let us find a left inverse of the invertible retarded DS 
given below, with minimum number of integrations: 
(a+l)s-1 
W(s3a)= (1+s){s2+S(1+2a)+1} us2uX+1 . [ 1 
In this example we observe that FE = 3, 9,,(u) = 1, 9i( a) = q2(u) = 2( u + l), 
9.3(u) = 1, 
u(u+ 1) 
K+J) = o 
[ 1 
1 HI(U) = u2 
i 1 a(a+ 1) ' 
Hz(u) = [$ f&(u) = [I:]. 
The coefficient matrix A, in (4.5) formed by these Hi’s is transformed by 
row and column transformations to show the invariant factors along the main 
diagonal. When i = 0 this leads (4.5) to 
(4.19) X,U- ‘UAV = X&-i 
2_;____; 
I__“_$____; 
I 1 _____;____.; IV1 L l ____I___- 1 14 -_~___;-__~--,-_- 010101010 
= [ ul / 2(” + l)d / 2(” + l)d / ul j o] > 
INVERTIBILITY OF LINEAR SYSTEMS 77 
where V = I,, the O’s are null matrices of appropriate order, and U is a 
16 x 16 unimodular matrix in W,[a] appalling in appearance. A cursory look 
at (4.19) will reveal that it can be solved for 1 2 1 in view of Theorem A.4. On 
solving we get 
R, = [(l + 0)-l, (1 + o)-3(2fT4 + 8a3 + 9a2 + 3a - l)], 
R, = (1 + ~)-~[(l + u)(3 + 2u - 4u2 - 6u3 - 2u4), 
2u5 + llu4 + 21u3 + 15u2 + u - 31 
R, = u(3u3 + 11~’ + 13~ + 6)(1 + u)-“[ - (1 + a), (2 + u)], 
R, = (1 + u)pi,, R, = (1+ u)-“A,, R, = (1+ u)-3R,, 
R,= u(3u3+ llu’+ 13u+ 6)(1 + u)-s[-l,l], R, = 0. 
Applying the realization algorithm in [3], we have 
A = (27(1 + u)}-’ 
X 
~(2~7’ + 14~ + 25) 0.5u(2u2 + 14~ + 25) 
x (3u3 + 11~’ i- 13~ + 6) x (3u3 + 11~’ + 13~ + 6) 
x { u(2u2 + 14~ + 25) 
x (3u3 + 110’ + 13~ + 6) 
-27) 
-2 - { u(2u2 + 14~ + 25) 
(3u3 + llu2 + 13~ + 6) 
-27) 
-27(1 + u) u(2u2 + 140 + 25)(3u3 + llu2 
+13u + 6) + 27(1 + u) 9 
0 -2 I 
c= [2 u4 + 6u3 + 4u2 - 2u - 3, u(2u3 + 12u2 + 13u - 17) 
x (3u3 + llu2 + 13~ + 6)(u” + 4u2 + 5u + 3)], 
D = R,. 
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So the transfer-function matrix of the inverse with minimum integrations is 
@(~,a) = C(sI - A)-% + D 
(1 + u)-” 
= s[s(l + u) - l] 
[-(1 + a)[(2a4 + 6a3 
+4a2 - 2a - 3)s + (u” + 4u2 + 5u + 3)]) 
(2u4 + 6u3 + 4u2 - 2u - 3)(1 + u)s - 1 
+a(1 + s)(3u3 + llu2 + 13~ + 6)] 
+ D. 
The constructive procedure to find an inverse with minimum number of 
delays is essentially the same, only we have to keep Proposition 4.14 in view. 
The elaborate computations will not be pursued here. 
VI. CONCLUSION 
An algebraic theory of invertibility of causal and proper differential-dif- 
ference systems (DDSs) has been presented in this paper. It has been shown 
that in deciding the invertibility of these systems, a major role is played by the 
GCD of the rth-order minors in the numerator matrix T(s, a) of the matrix 
description of the DDS W( s, a) = 9_i(s, u)T(s, a) or in P(s, a) of the polyno- 
mial fractional description Q- ‘(a, a) P( s, a) or minors of order (n + r) in the 
system matrix V(s, a), and by the concept of weakly manic polynomials. 
However, for the existence of a stable inverse a rank condition at complex 
points must be satisfied. The existence of a stable right inverse and a stable 
left inverse of the matrices [sI - F, G] and [SI - FT, HTlT respectively is 
necessary and sufficient for regulability of the system (F, G, H) over the ring 
R. Thre relation of the criteria in this paper to the invertibility of matrices in 
the above area of linear systems is fully explained. Finally, a constructive 
procedure has been established to get an inverse with minimum integrations 
or minimum delays for a causal and proper DDS or for stable invertible 
systems. 
APPENDIX 
Let A = [aij] and B = [b,J b e respectively 1 x t and s x t matrices over 
a PID iFR. Then a linear Diophantine system of equations (LDSE) defined by 
(‘4.1) XA = B 
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in the s x I matrix variable X can be transformed, with the help of two 
unimodular matrices U and V over 8 of order I and t respectively, to the 
form [8, Theorem 7.101, 
?ij’j = Yij (i=l,..., s, j=l,..., f-), 
0 = yij (i=l,..., s, j=r+l,..., t), 
where the sj’s are the invariant factors of A defined by 
(A.2) 
I 
El 0 
f-JAV= “. 
E, 
0 0 
(A.3) 
xu-‘= 
. . . 
Ylr 
. . . 
rs, 
THEOREM A.4. A LDSE XA = B over a PID 22 has a solution X over g iff 
yij = 0 mod ej (i = 1, . . . , s, j = 1,. . . , r) and yij = 0 (i = 1, . . , s, j = r + 
;k;;.) 
t), where the cj’s are the invariant factors of A and the yij’s are given by 
See [17]. 
THEOREM A.5. A LDSE XA = B over a PID W has a solution X over W 
ijJ the module over W generated by the rows of B is a submodule of the module 
generated by the rows of A over W . 
Let S, be the set of all LDSEs of the form (A.l), and consider a sequence 
B: N + S, (N is the set of natural numbers including zero) of these equations 
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over 9 defined by 
64.6) ii: XiAi=Bj, Xi= (&,,R,,...,&), 
H, H, ... Hi 
(A.7) Ai = I I Ho ;.** y-l , H, 
0 i < 12, 
(*.8) Bi= i 11 1:: U)> 0  B,,, ..* Bi 1 , i> n,’ 
U = diag( ur, . . . , u,.). 
Rj and Hj (j = 0, 1, . . .) are respectively of order r x p and p x r, ul, . . . , IL,. 
areunitsin ~,B~(j=n+l,n+2,...)arerxrmatricesover %‘,andnis 
the minimum value of i for which (~.6) has a solution as determined by 
Theorem A.4 or Theorem A.5 When such an n exists and Si, i > n, have 
solutions, we say that the sequence has a solution. 
THEOREM A.9. Let 8, be the first element among a given sequence 5 : M -+ 
S, of LDSEs described by (A.6) to have a solution over a PID. Then the 
sequence has solutions for S, +, i E N. 
Proof. We denote the solution of S, by Xz = (Rz Ry * * * R$ where 
the Rp’s (i = 0,. . . , n) are r x p matrices over ~2, so that 
(A.10) X,OA, = B, 
To prove the theorem by mathematical induction we suppose that XA+i = (R6 
R; . . . Rh,,), where the Rj’s (j = 0, 1, . . , , n + i) are r x p matrices over 
.@, is a solution of S,+i. Therefore X,!,+i A,+i = B,+i. Define an insertion Y,(a) 
by 
(All) Yd(xn)= (0 *** 0 I x,), 
where the first i + 1 elements are null matrices each of order r x p. In view 
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of (A.lO) and (A.ll) we have 
(A.12) 
Yi(X,O)An+i+l = (0 *a* 0 j X,f) 
81 
= yi( B”) 
Again define 
(A.13) Ci+l := A&H,,+i+I + .* * +R;+,H1 + R,+i+lH,, 
where R,+i+l is any arbitrary T x p matrix over L%’ and 
(A.14) ‘jlt+I ‘= (B,+i+l - ci+l)yi( “t) + ( xA+i, Rn+i+l). 
Then, observing in view of (A.13) that 
i 
I Hn+i+l 
(A.15) (X~+i, Rn+i+l)An+i+l = (X~+i, R,+i+l) An+i ~ ~~ 
---- I______ 
0 j HO 
= XA+iAn+i, Ci+,)> ( 
we have by virtue of (A.14), (A.12), and (A.15) 
X~~:+A,+i+1 = (B,+i+l - ‘i+l)Y,( Bn) + ( ‘t+lAn+i, ci+l) 
= xi 
i n+lAn+iT B,+i+l) =Bn+i+l* 
which shows that X~~~+, defined by (A.14) is a solution of S,+i+l. n 
In the light of the foregoing development the following corollary is easily 
verified. 
COROLLARY A.16. The sequence S of LDSEs (A.6) has a unique solution ifi 
HO is invertible over W. 
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In our study to determine an inverse with a minimum number of delays or 
integrations we shall require to solve (A.6) w h ere the Hi’s are null matrices for 
i > ?ii. With this in mind we now propose to study a modified sequence 
s^: M + S, of LDSEs described by 
(A.17) $: Xi& = Bi, 
where 
& = 
i 
Ai, i < m, 
A,, i > iii, 
with Hi = 0 for i > K, and Xi and Bi are represented as before by (A.6) and 
(A.8) respectively. The sequence s^ is said to have a solution when an 
n := min i as defined in (A.8) exists. A direct consequence of Theorems A.5 
and A.9 is 
THEOREM A.18. The modified sequence s^ of LDSEs defined by (A.17) has a 
solution iff the minimum i for which (A.17) h as a solution satisfaes min i =: n 
< iFi. 
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