Likelihood ratio tests are performed for the hypothesis that charged-particle multiplicities measured in Au-Au and Cu-Cu collisions at √ sNN = 62.4 and 200 GeV are distributed according to the negative binomial form. Results suggest that the hypothesis should be rejected in the all classes of collision systems and centralities of PHENIX-RHIC measurements. However, the application of the least-squares test statistic with systematic errors included shows that for the collision system Au-Au at √ sNN = 62.4 GeV the hypothesis could not be rejected in general.
I. INTRODUCTION
The analysis of charged hadron multiplicities in Au-Au and Cu-Cu collisions at √ s N N = 62.4 and 200 GeV was done by the PHENIX Collaboration in [1] . It was also claimed there that these multiplicities are distributed according to the negative binomial form. The UA5 Collaboration noticed for the first time that charged-particle multiplicity distributions measured in high energy proton-(anti)proton collisions in limited intervals of pseudo-rapidity have this form [2, 3] .
The Negative Binomial Distribution (NBD) is defined as P (n; p, k) = k(k + 1)(k + 2)..
where n = 0, 1, 2, ..., 0 ≤ p ≤ 1 and k is a positive real number. In the application to high energy physics n has the meaning of the number of charged particles detected in an event. The expected valuen and variance V (n) 1 are expressed as:n
Multiplicity fluctuations are expressed in terms of the scaled variance:
where N ch is the charged particle multiplicity and the last equality is valid only for the whole population (the set of all possible outcomes if the experiment is repeated infinitely many times), assuming that the hypothesis about the NBD is true. In application to the high energy physics, the parameters k,n instead of k, p are used usually and
which is the scaled variance, Eq. (3). But because the centrality bins have the nonzero width, fluctuations defined by Eq. (3) also include a non-dynamical component. This component is the result of the fluctuations of the geometry of the collisions within a given centrality bin. The geometrical fluctuations were evaluated by the PHENIX Collaboration in [1] . It turned out that those fluctuations can be expressed by a correction factor, f geo , which is independent of centrality but varies with the collision type. Then the pure scaled variance now representing only dynamical fluctuations, i.e. after subtraction of the geometrical component, can be calculated from the following equation [1] :
Also parameter k changes to k dyn accordingly
In this analysis the hypothesis that the charged-particle multiplicities measured in ultra-relativistic heavy-ion collisions are distributed according to the NBD is verified with the use of the maximum likelihood method (ML) and the likelihood ratio test. More details of this approach can be found in Refs. [4] [5] [6] .
There are two crucial reasons for this approach:
1. The fitted quantity is a probability distribution function (p.d.f.), so the most natural way is to use the ML method, where the likelihood function is constructed directly from the tested p.d.f.. In fact, what is fitted are parameters of the distribution. The fitted values are the estimators of these parameters. It is well-known in mathematical statistics that an ML estimator is consistent, asymptotically unbiased and efficient [4, 5, 7] . But even more important is that because of Wilks's theorem (see Appendix C) one can easily define a statistic, the distribution of which converges to a χ 2 distribution as the number of measurements goes to infinity. Thus for the large sample the goodness-of-fit can be expressed as a P -value computed with the corresponding χ 2 distribution.
2. The most commonly used method, the least-squares (LS) method (called also the χ 2 minimization), has the disadvantage of providing only the qualitative measure of the significance of the fit, in general. Only if observables are represented by Gaussian random variables with known variances, the conclusion about the goodness-of-fit equivalent to that mentioned in the point 1 can be derived (see Appendix B).
It is worth noting that the ML method with binned data and Poisson fluctuations within a bin was already applied to fitting multiplicity distributions to the NBD but at much lower energies (E-802 Collaboration [8] ).
II. LIKELIHOOD RATIO TEST
The number of charged particles N ch is assumed to be a random variable with the p.d.f. given by Eq. (1). Each event is treated as an independent observation of N ch and a set of a given class of events is a sample. For N events in the class there are N measurements of N ch , say X = {X 1 , X 2 , ..., X N }. Some of these measurements can be equal, i.e. X i = X j for i = j can happen. The whole population consists of all possible events with the measurements of 0, 1, 2,... charged particles and by definition is infinite 2 . Let divide the sample into m bins characterized by Y i -the number of measured charged particles 3 and n i -the number of entries in the ith bin, N = m i=1 n i (details of the theoretical framework of this Section can be found in Refs. [4] [5] [6] ). Then the expectation value of the number of events in the ith bin can be written as
where ν tot is the expected number of all events in the sample, ν tot = m i=1 ν i . This is because one can treat the number of events in the sample N also as a random variable with its own distribution -Poisson one. Generally, the whole histogram can be treated as one measurement of m-dimensional random vector n = (n 1 , ..., n m ) which has a multinomial distribution, so the joint p.d.f. for the measurement of N and n can be converted to the form [4, 6] :
Since now f (n; ν 1 , ..., ν m ) is the p.d.f. for one measurement, f is also the likelihood function
With the use of Eq. (7) the corresponding likelihood function can be written as
Then the likelihood ratio is defined as
whereν tot ,p andk are the ML estimates of ν tot , p and k with the likelihood function given by Eq. (10) andν i = n i , i = 1, 2, ...m are the ML estimates of ν i treated as free parameters. Note that since the denominator in Eq. (11) does not depend on parameters, the log-ratio defined as
where ν i are expressed by Eq. (7), can be used to find the ML estimates of ν tot , p and k. The valuesν tot ,p andk for which λ(ν tot , p, k) has its maximum are the maximum likelihood estimates of parameters ν tot , p and k. Then one can defined the test statistic called "likelihood χ 2 " [6] :
Note that the maximum of ln λ is the minimum of χ 2 λ , so the estimates from the condition of the minimum of χ 2 λ are the ML estimates. Further, the statistic given by
approaches a χ 2 distribution asymptotically, i.e. as the number of measurements, here the number of events N , goes to infinity (the consequence of the Wilks's theorem, see Appendix C). The valuesν i are the estimates of ν i given bŷ
and if one assumes that ν tot does not depend on p and k thenν tot = N . For such a case
and Eq. (14) becomes
Also then one can just put ν tot = N and Eq. (12) can be rewritten as
where P ex i = n i /N . Thus with the help of Eqs. (17) and (18) one arrives at
It can be proven that one of the necessary conditions for the existence of the maximum is (see Appendix A for details):
i.e. the distribution average has to be equal to the experimental average. This is very good because N ch is what is called in statistics a sample mean. The sample mean is an estimator for the expectation value of the random variable, which is consistent and unbiased [4] . In other words the ML estimator ofn is N ch (n = N ch ).
III. RESULTS AND DISCUSSION
The method described in Sec. II requires that all bins in a given data set have the width equal to 1, so as the experimental probability P ex i to measure a signal in the ith bin was equivalent to the probability of the measurement of (i − 1) charged particles (the first bin is the bin of 0 charged particles detected). This is fulfilled for all bins of the considered data sets Since the test statistic χ 2 λ,min has a χ 2 distribution approximately in the large sample limit, it can be used as a test of the goodness-of-fit. The result of the test is given by the so-called P -value which is the probability of obtaining the value of the statistic, Eq. (14), equal to or greater then the value just obtained for the present data set, when repeating the whole experiment many times (see Appendix B):
where f (z; n d ) is the χ Table IV , n i ≤ 60, Tables II and VIII or n i ≤ 80, Table VI, excluded. In practice this corresponds to cutting off less (i) or more (ii) the tails of the full measured histograms. The tails break the visual agreement between the data and the NBD, cf. Figs. 1 and 2 . The condition that only bins with n i > 5 are taken into account is the minimal condition imposed on a histogram to do any statistical inference without Monte Carlo simulations [4] . The condition (ii) corresponds roughly to the choice made originally by the PHENIX Collaboration in their analysis [1] . It has turned out that the results of this analysis are qualitatively the same for both choices.
As one can see, the hypothesis in question should be rejected in all considered cases. But it was claimed that charged-particle multiplicities measured in Au-Au and Cu-Cu collisions at √ s N N = 62.4 and 200 GeV are distributed according to the NBD [1] . However that conclusion was the result of the application of the LS method. Therefore it seems to be reasonable to check what are the values of the LS test statistic at the ML estimators listed in the third and fourth columns of Tables I-VIII. For the sample described in Sec. II one can define the LS test statistic (commonly called the χ 2 function) as:
where ν i (n, k) is given by Eq. (7) with ν tot = N and err ni (err i = err ni /N ) is the uncertainty on n i (P ex i respectively). Note that for err 2 ni = ν i the above equation is the Pearson's χ 2 test statistic, whereas for err 2 ni = n i this is the Neyman's χ 2 test statistic (also called the modified chi-square or modified least-squares method), both well known in mathematical statistics [4] [5] [6] 10] . The advantage of the use of these statistics is that both follow a χ 2 distribution asymptotically. The errors given by √ ν i or √ n i are interpreted as theoretical or experimental statistical errors respectively (for the discussion of the pros and cons of both see [4, 9] ). It should be stressed that when err ni includes also a systematic error (e.g. by adding in quadrature to statistical one), then the statement about asymptotic form of the distribution of the test statistic is no longer valid.
In the present analysis χ 2 LS function, Eq. (22), is not minimized with respect ton and k (or p and k) as in the LS method but is calculated at ML estimates ofn and k. Generally, this is allowed in statistics and is equivalent to test a single point in the parameter space. Then the tested point might not be the best estimate of the true value but the hypothesis in question becomes the hypothesis only about a particular distribution (a simple hypothesis). At first sight, χ (9), which is the product of Poisson distributions. But there is no place to insert actual experimental errors into χ 2 λ statistic, Eqs. (12) and (14) , this test statistic does not take by definition the experimental errors into account. And last but not least, the distribution of χ 2 λ,min is known asymptotically, whereas the distribution of χ 2 LS at the minimum, when systematic errors are included, is not known, even asymptotically.
In the PHENIX analysis [1] errors err i in Eq. (22) are represented by the quadrature sum of the statistical and systematic components, the statistical error on the number of entries n i is equal to √ n i exactly [11] (the statistical error on P ex i is √ n i /N then). The systematic errors were mostly caused by time-dependent variation of results. Data sets were taken over spans of several days to several weeks, during which the total acceptance and efficiency were changing, mainly because of degradation of the tracking detectors [1, 12] . To estimate these systematic errors, the entire data set was divided into 10 subsets of approximately equal sizes. Then plots from these subsets were overlaid with each other, from which bin-by-bin systematic errors were estimated as 3.0 times the statistical errors, the same for all data sets and centralities [11, 12] 4 . This causes that err 
But this exactly is the Neyman's χ 2 test statistic, χ 2 N , multiplied by 0.1. Therefore PHENIX test statistic estimators of parametersn and k are Neyman's χ 2 estimators,n N andk N respectively. Further, the distribution of the Neyman's 
This can be easily done with the use of the general rule of finding the distribution g(t) of a function t(z) of a random variable z with the known p.d.f. f (z) (Ref. [4] , p. 14):
if t(z) has a unique inverse. In the present case t(z) = 0.1z and should be placed at 0.1 · n d , NOT at n d . In the case of χ 2 P HEN statistic the P -value for the hypothesis is given by In principle, the accuracy with which experimental distributions approximate the NBD should increase with the sample size because if the hypothesis is true the postulated form of distribution is exact for the whole population. So with the growing number of events, the experimental distribution should be closer to the postulated one. This is also seen in the form of χ Tables I-VIII . Generally,n is greater but the difference does not exceed 10% and decreases with the centrality.k −1 dyn is smaller, especially for case (ii) and the difference also decreases with the centrality; from about 20 − 30% for the least central classes to about 5 − 10% for the most central ones.
IV. CONCLUSIONS

Results of the likelihood ratio test (likelihood χ
2 ) suggest that the hypothesis of the NBD of charged-particle multiplicities measured by the PHENIX Collaboration in Au-Au and Cu-Cu collisions at √ s N N = 62.4 and 200 GeV should be rejected for all centrality classes. However, it must be stressed that the maximum likelihood method and the likelihood ratio test do not take actual experimental errors into account. This could be seen as a drawback but, in fact, only the LS test statistic takes actual experimental errors into account. Then the problem with the size of errors might occur when the LS method is used not only to fit parameters of a theoretical model but also to assess how confident the rejection or acceptance of a hypothesis is. This is because too big or too small errors cause the false inference in this case. But the judgement whether errors are too big already or still adequate is subjective. When errors are large enough it is likely that a false hypothesis would be accepted (this situation is called "error of the second kind" in statistics [4, 5, 7] ). Also one can encounter serious difficulties when tries to express somehow the goodness-of-fit when the LS method is applied, as it has been explained in Appendix B.
The goodness-of-fit expressed by the P -value is necessary to assess the quality of fit. Here is an example: let χ 2 /n d = 1.5 for a test which is χ 2 distributed. Is this fit good or bad? Well, it depends on n d . But how to find any quantitative measure to decide? This measure is the P -value. For n d = 10, P = 0.13 so the fit should be accepted at the significance level 0.1%, but for n d = 100, P = 0.0009 so the fit should be rejected at the same significance level (Ref. [4] , p.62). But to calculate the P -value one has to know the distribution of the test statistic at the parameter estimates. In the general case of the LS test statistic this distribution is unknown, unless very specific assumptions are fulfilled as it has been shown in Appendix B. Certainly, assumptions 1 and 3 are not fulfilled when the NBD hypothesis is tested and systematic errors are added in quadrature to statistical ones. Thus at the beginning of the investigations the situation is the following: the likelihood χ 2 does not take the errors into account, but its distribution is known asymptotically; the LS test statistic takes errors (including systematic ones) into account but its distribution is not known, even asymptotically. In the PHENIX case and with their estimations of systematic errors, these problems have been resolved naturally, i.e. both goals have been achieved -statistical and systematic errors are taken into account and the test statistic distribution is known.
The application of the LS method, in the way as the PHENIX Collaboration did, i.e. with their systematic errors included, has revealed a few very interesting things. First of all it has turned out that the corresponding LS test statistic (the PHENIX test statistic χ 2 P HEN ) equals the Neyman's χ 2 test statistic multiplied by 0.1. This enables to use the well known asymptotic properties of the Neyman's χ 2 to find the asymptotic distribution of the PHENIX test statistic, so the goodness-of-fit can be now calculated because sample sizes are very large here. Additionally, PHENIX test statistic estimators of NBD parameters are Neyman's χ 2 estimators. But likelihood χ 2 and Neyman's χ 2 test statistics are asymptotically equivalent, so for a very large sample their estimators (and estimates) should coincide. Therefore determination of NBD parameters with the use of ML method and then insertion of them into the PHENIX test statistic is reasonable. Note that this way of the determination of NBD parameters has turned out to be much simpler than with the use of the LS method, e.g. the optimaln equals N ch (see Appendix A). And last but not least, because the likelihood χ 2 converges faster to efficiency then the Neyman's χ 2 , this method should be preferable when estimation of parameters and errors on estimates are considered (Ref. [5] , p. 193; Ref. [10] , Sec. 18.59).
The correct inference from the results of the PHENIX test statistic χ 2 P HEN , i.e. the test statistic which in opposite to the likelihood χ 2 takes the systematic errors into account, shows that the hypothesis of the NBD of charged-particle multiplicities measured in Au-Au and Cu-Cu collisions at √ s N N = 62.4 and 200 GeV should be accepted roughly in one fourth of PHENIX classes of the collision system and centrality. In particular, for the PHENIX collision system Au-Au at √ s N N = 62.4 GeV as a whole the hypothesis of the NBD could not be rejected, whereas for the Cu-Cu system at the same energy should be rejected. For two other systems (both at √ s N N = 200 GeV) the hypothesis of the NBD seems to be very unlikely.
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Appendix A Dropping terms not depending on the parameters in Eq. (18), one obtains the following form for the log-likelihood function under consideration: 200 GeV, fgeo = 0.37 ± 0.027 [1] . Fitting ranges are limited to the bins with ni > 60, where ni is the number of events in the ith bin. 
Since the logarithm of the NBD is given by 4 GeV, fgeo = 0.33 ± 0.031 [1] . Fitting ranges are limited to the bins with ni > 5, where ni is the number of events in the ith bin. ln P (n; p, k) where the sum over j is 0 if Y i = 0. From Eqs. (A3) and (2) one can obtain: Expressing p as a function of k and N ch
and substituting it to Eq. (A4) the equation which determinesk is obtained:
The above equation can be solved numerically. Having obtainedk and substituting it into Eq. (A6)p is derived. 
