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ON THE FINITE-TIME BLOWUP OF A 1D MODEL FOR THE 3D
AXISYMMETRIC EULER EQUATIONS
K. CHOI, T. HOU, A. KISELEV, G. LUO, V. SVERAK, AND Y. YAO
Abstract
In connection with the recent proposal for possible singularity formation at the boundary for
solutions of 3d axi-symmetric incompressible Euler’s equations (Luo and Hou, 2014a), we study
models for the dynamics at the boundary and show that they exhibit a finite-time blow-up from
smooth data.
1. Introduction
In this paper we study a 1d model introduced in Luo and Hou (2014a)(also see Luo and Hou
(2014b)) in connection with incompressible Euler equations. The study of 1d models for hydrody-
namical equations has a long history, going back to the works of Burgers (1948) and Hopf (1950).
A slightly different type of 1d models, originating, as far as we know, with the paper of Constantin
et al. (1985), were introduced to illustrate effects of vortex stretching. The equations studied in
this paper are related to these works and we will link some of the models to the boundary behavior
of fluid flows. The link is not perfect, but is still useful.
Important modifications of the original model of Constantin et al. (1985) were proposed by De
Gregorio (1990, 1996) and somewhat differently motivated work of Co´rdoba et al. (2005). All these
works include modeling of two important features of incompressible flow:
(i) the vorticity transport (either as a scalar, as in 2d Euler, or as a vector field, as in 3d Euler,
with the vector field transport also covering the vortex stretching) and
(ii) the Biot-Savart law, which expresses the velocity field which transports the vorticity in terms
of the vorticity itself.
In the present paper the “vorticity” ω will be mainly considered as a scalar function ω(x, t) of time
and a 1d variable x, either on the real line R, or on the 1d circle S1, the latter case corresponding
to periodic boundary conditions. The Biot-Savart law will be taken as
(1.1) ux = Hω ,
where H is the Hilbert transform. In this setting one can consider the equation
(1.2) ωt + uωx = 0 ,
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which has many properties similar to the 2d Euler. We will see below that a natural (approximate)
interpretation of this model is in terms of the dynamics at the boundary for the full 2d Euler flows
in smooth domains with boundaries.
Model (1.2), (1.1) is not studied in the works mentioned above. However, one can prove that it
shares many properties with the 2d Euler equation, including the global existence and uniqueness of
solutions (in suitable classes) for L∞ initial data, as in Yudovich (1963), and the double exponential
growth of ωx for certain smooth data, similar to Kiselev and Sverak (2014). These topics will be
addressed elsewhere. Here we will focus on singularity formation for natural extensions of the
“2d Euler model”, which in some sense take us from 2d Euler to 3d axi-symmetric Euler with swirl
or 2d Boussinesq.
In Co´rdoba et al. (2005) the Biot-Savart law is taken as
(1.3) u = Hω .
With this Biot-Savart law, equation (1.2) is more akin to the surface quasi-geostrophic (SQG)
which was proposed as a model for 3d Euler in Constantin et al. (1994), under a slightly different
terminology. While the singularity formation for the SQG equation remains open, it was shown
in Co´rdoba et al. (2005) that the 1d model can develop a singularity from smooth initial data in
finite time.
In De Gregorio (1990, 1996), the Biot-Savart law is taken as in (1.1), but the vorticity is consid-
ered as a vector field ω(x, t) ∂∂x , and transported by the velocity field u(x, t) as such (similarly to
what we have for 3d Euler), with the transport equation given by
(1.4) ωt + uωx = uxω .
We can also write it in terms of the usual Lie bracket for vector fields as
(1.5) ωt + [u, ω] = 0 ,
just as the 3d Euler. It appears that the question of global existence of smooth solutions for
smooth initial data for the 1d model (1.5) with (1.1) is open. A generalization of the model (1.4)
was studied in Okamoto et al. (2008) and also in Castro and Co´rdoba (2010), see the table below.
As pointed out in De Gregorio (1990), the model considered in Constantin et al. (1985) can be
written as
(1.6) ωt = uxω ,
with the Biot-Savart law (1.1), which is of course the same as (1.4) without the “transport term”
(in the scalar sense) uωx. As shown by Constantin et al. (1985), this model can blow up in finite
time from smooth data.
In this paper we will mostly study the model obtained from (1.1) and (1.2) by adding an addi-
tional variable θ = θ(x, t) (which can be thought of as temperature in the 2d Boussinesq context
or the square of the swirl component uθ of the velocity field in the 3d axi-symmetric case) and
considering equations
ωt + uωx = θx ,(1.7a)
θt + uθx = 0 .(1.7b)
A discussion of connections to 3d axi-symmetric Euler flows with swirl, or 2d Boussinesq flows
is included in the next section. Aspects of the model have been discussed in Hou and Luo (2013)
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and we will refer to the model as the HL-model. One of our main results is that this model can
exhibit finite-time blow-up from smooth initial data.
In addition to this model, we will also discuss its variant where the Biot-Savart law (1.1) is
replaced by a simplified version which still captures important features of (1.1) in the situation
when ω(x, t) is odd in x:
(1.8) u(x) ∼ −x
∫ ∞
x
ω(y)
y
dy .
This model was studied by (Choi et al., 2015), and we will refer to it as the CKY-model.
Our proof of finite time blow up for the CKY-model relies on the local aspect still present in
the simplified Biot-Savart law - namely, that (u(x)/x)x = ω(x)/x. This observation allows us to
construct an entropy-like functional to capture the blow up. The proof of finite time blow up for
the full HL-model is subtler, as the Biot-Savart law is now fully nonlocal. The proof is based, at
heart, on a non-trivial and not readily evident sign definite estimate for certain quadratic forms
associated with the solution. These estimates are novel and intriguing to us, as they provide a
blueprint of what one might have to look for in order to understand the full three dimensional
dynamics.
We summarize the above discussion in a table.
model Biot-Savart law dynamical equations regularity of the solutions
of the model
2d Euler analogy ux = Hω ωt + uωx = 0 unique global solutions
De Gregorio (1990),
3d Euler analogy
ux = Hω ωt + uωx = uxω global existence and regu-
larity unknown
Constantin et al. (1985),
analogy of vortex stretching
without transport term
ux = Hω ωt = uxω finite-time blow-up
from smooth data
Okamoto et al. (2008),
a generalized model
ux = Hω ωt + auωx = uxω finite-time blowup when
a < 0, Castro and Co´rdoba
(2010)
Co´rdoba et al. (2005),
SQG analogy
u = Hω ωt + uωx = 0 finite-time blow-up
from smooth data
HL-model, Hou and Luo (2013),
2d Boussinesq/3d axi-symmetric
Euler analogy
ux = Hω
ωt + uωx = θx
θt + uθx = 0
finite time blow-up from
smooth data, the main
new result of this paper
CKY-model, Choi et al. (2015),
simplified HL-model
u(x) = −x ∫∞
x
ω(y)
y dy
ωt + uωx = θx
θt + uθx = 0
finite-time blow-up
from smooth data
2. Motivation for the models
In Luo and Hou (2014a) the authors study 3d axi-symmetric flow of incompressible Euler’s
equation with roughly the following initial configuration:
4 K. CHOI, T. HOU, A. KISELEV, G. LUO, V. SVERAK, AND Y. YAO
z
u periodic in z
symmetry plane
for the reflection
(x, y, z)→ (x, y,−z)
u · n = 0 at ∂Ω
u
u
In accordance with principles governing the so-called “secondary flows”, (Prandtl, 1952), see also
the paper by Einstein (1926), the initial condition leads to the following (schematic) picture in the
xz–plane, in which we also indicate the point where a conceivable finite-time singularity (or at least
an extremely strong growth of vorticity) is observed numerically. The singularity was not predicted
by the classics, who were mostly concerned with slightly viscous flows. In the presence of viscosity
the scenario of singularity formation discussed here can be ruled out, due to well-known regularity
criteria for the Navier-Stokes equations near boundaries, such as Seregin (2002) or Gustafson et al.
(2006).
“secondary
flow”
possible
finite-time
singularity?
x
z
One of the standard forms of the axi-symmetric Euler equations in the usual cylindrical coordi-
nates (r, θ, z) is (
ωθ
r
)
t
+ ur
(
ωθ
r
)
r
+ uz
(
ωθ
r
)
z
=
(
(uθ)2
r2
)
z
(2.1a)
(ruθ)t + u
r(ruθ)r + u
z(ruθ)z = 0 ,(2.1b)
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with the understanding that ur, uz are given from ωθ via the Biot-Savart law (which follows from
the equations curlu = ω, div u = 0, together with the boundary condition u · n = 0 and suitable
decay at ∞ or, respectively, periodicity in z). See e.g. Majda and Bertozzi (2002) for more details.
We will link these equations to the system (1.7).
A somewhat similar scenario can be considered for the 2d Boussinesq system in a half-space
Ω = {(x, y) ∈ R × (0,∞)} (or in a flat half-cylinder Ω = S1 × (0,∞)), which we will write in the
vorticity form:
ωt + u
xωx + u
yωy = θx(2.2a)
θt + u
xθx + u
yθy = 0 .(2.2b)
Here u = (ux, uy) is obtained from ω by the usual Biot-Savart law (which follows from the equations
curlu = ω, div u = 0 , the boundary condition u · n = 0 at ∂Ω and/or suitable decay at ∞), and θ
represents the fluid temperature.
It is well-known that this system has properties similar to the axi-symmetric Euler, at least
away from the rotation axis, with θ playing the role of the square of the swirl component uθ (in
standard cylindrical coordinates) of the velocity field u. For the purpose of the comparison with the
axi-symmetric flow, the last picture should be rotated by pi/2, after which it resembles the picture
relevant for (2.2):
y
x
higher θlower θ
∂Ω
Ω
2D Boussinesq
gravity
lower θ
w
a
rm
er
fl
u
id
possible finite-time singularity?
We see that both in the 3d axi-symmetric case and the 2d Boussinesq the best chance for possible
singularity formation seems to be at the points of symmetry at the boundary, and this is where we
will focus our attention.
Note that (2.2) restricts well to the boundary {(x, y), y = 0}, which can be identified with the
real line. At the boundary we can write with slight abuse of notation u ∼ (u(x), 0), and we see
that the system would close (as a system on the real line) if we could express the boundary velocity
u(x) via the restriction of ω to the boundary.
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Similar considerations apply to (2.1) when we restrict the equations to the boundary of Ω given
by, say, r = 1. The restricted equations will look the same as the restricted Boussinesq equations,
after the identifications x ↔ z, θ ↔ (uθ)2, ω ↔ ωθ, ux ↔ uz, with the understanding that the
Biot-Savart is not quite identical, although the leading terms at the boundary are similar.
To obtain a closed 1d model, we need a way to model the Biot-Savart law. The most natural way
to do so is probably to assume that ω is (nearly) constant in y close to the boundary, and discount
the influence from the rest of the fluid. Let us assume the thickness of the layer where ω is constant
in y is a > 0. We adopt a convention that positive vorticity generates clock-wise rotation.1 Under
these assumptions it is easily seen that a reasonable 1d model of the Biot-Savart law (in the case
when Ω is the upper half-plane) is given by
(2.3) u(x) =
∫ ∞
−∞
k˜(x− y)ω(y) dy ,
with the kernel k˜ determined by
(2.4) k˜(x1) =
∫ a
0
∂
∂x2
∣∣∣∣
x2=0
G((x1, x2), (0, y2)) dy2 ,
where
(2.5) G(z, w) =
1
2pi
log |z − w| − 1
2pi
log |z − w∗| , w∗ = (w1,−w2) ,
is the Green function of the Laplacian in the upper half-plane. A simple calculation gives
(2.6) k˜(x) =
1
pi
log
|x|√
x2 + a2
.
One could work with this kernel, but we will simplify it to
(2.7) k(x) =
1
pi
log |x| .
This kernel has the same singularity at 0 and gives exactly the Biot-Savart law (1.1). The some-
what unnatural behavior of k for large x will be alleviated by our symmetry assumptions. We
see that 1d models discussed in the previous section can be interpreted, to some degree, as the
boundary dynamics for 2d flows, or 3d axi-symmetric flows with swirl. A similar (although some-
what less straightforward) calculation can be carried out in the axi-symmetric case, leading again
to kernel (2.7), as can be expected from the fact that the leading order terms in the corresponding
elliptic operators are the same.
We acknowledge that the assumptions made in the above derivation of the model do not perfectly
capture the situation near the boundary. For example, in the axi-symmetric case with the boundary
at r = 1, instead of being roughly constant in r for r slightly below 1, the solution ωθ obtained
from numerical simulations was observed to exhibit nontrivial variations (Luo and Hou, 2014a).
Nonetheless, according to the preliminary numerical evidence reported in Luo and Hou (2014b,
Section 5), the solution of the 1d model (1.7) on S1 appears to develop a singularity in finite-time
in much the same way as the full simulation of the axi-symmetric flow. This supports the relevance
of the 1d model for the finite-time blowup of the full 3D problem.
1This is more convenient for our purposes here than the more usual convention with the opposite sign.
BLOWUP OF A 1D MODEL FOR 3D EULER 7
2.1. Statement of the Main Results. The HL-model (1.7) has the scaling invariance
(2.8) ω(x, t)→ ω(λx, t), u(x, t)→ 1
λ
u(λx, t), θ(x, t)→ 1
λ
θ(λx, t),
and is invariant under the translation θ → θ + const. This suggests that the critical space for the
local well-posedness of the model should be
(θ0x, ω0) ∈ L∞ × L∞ or perhaps (θ0x, ω0) ∈ H˙ 12 × H˙ 12 .
It is not clear if the equation is locally well-posed in these spaces.2 From the well-posedness proofs
of the Euler equation in the slightly subcritical cases it should be clear that our system is locally
well-posed for
(θ0x, ω0) ∈ Hs ×Hs ,
for any s > 12 (see e.g. Bourgain and Li (2013) for discussion and further references on subcritical
local existence results). We will not study these relatively standard issues here, as our interest is
in the breakdown of smooth solutions. Our main result is the following:
Theorem 2.1. Both in the periodic case (x ∈ S1) and in the real-line case (x ∈ R) with compactly
supported initial data (θ0x, ω0), one can find smooth initial conditions such that the HL-model cannot
have a smooth global solution starting from those data.
Our proof of this statement is indirect, using an argument by contradiction, somewhat similar in
spirit to the classical proofs of the blow-up in the non-linear Schro¨dinger equation (Glassey, 1977;
Vlasov et al., 1971), based on the virial identity. We do not get any detailed information about the
nature of blow-up. For the periodic HL-model, the main quantity used in our proof is essentially
(2.9)
∫ x0
0
θ(x, t)
x
dx .
In view of the methods used in Co´rdoba et al. (2005) the quantity
(2.10)
∫ x0
0
ω(x, t)
x
dx
might look more natural, but we did not find a proof based on this quantity. A key component of
our proof are monotonicity properties of the Biot-Savart kernel, which are important in Lemma 3.4
and Lemma 4.2. Under some assumptions, a good quantity for a relatively simple proof of the
blow-up for the CKY-model is an entropy-type integral defined in (3.23).
Some information about the nature of the blow-up can be obtained from Beale-Kato-Majda
(BKM) type criteria (Beale et al., 1984), which one can adapt to our case. For example, for a
smooth solution (with appropriate decay, in case of R) defined on a time interval [0, T ) any of the
following conditions imply that the solution can be smoothly continued beyond T :
(2.11)
∫ T
0
||ux(·, t)||L∞ dt < +∞ ,
∫ T
0
||θx(·, t)||L∞ dt < +∞ .
See, for example, Danchin (2013) for the proof of an analogous result for the 2D inviscid Boussinesq
system which can be adapted to our case in a straightforward way.
2The answer might also depend on technical details of the definitions. In this context we refer the reader to the
recent works of Bourgain and Li (2013, 2014) on the ill-posedness of the Euler equation in critical spaces.
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The BKM condition for 3d Euler is of course
(2.12)
∫
||ω(·, t)||L∞ dt <∞ , ω = (ω1, ω2, ω3) = curlu .
For the 3d axi-symmetric flow considered in Luo and Hou (2014a) this becomes
(2.13)
∫ T
0
(
||ωθ(·, t)||L∞ + ||(uθ)z(·, t)||L∞ + ||1r (ruθ)r(·, t)||L∞
)
dt < +∞ ,
which, when applied in the context of the 1d model is a stronger condition than either of the
conditions in (2.11). It is natural to ask whether in the context of the HL-model
(2.14)
∫ T
0
||ω(·, t)||L∞ dt < +∞
is a good BKM-type condition. It is possible to prove that the quantity
∫ T
0 ||ω(·, t)||L∞ dt cannot
stay finite if the main quantity used in our proof becomes infinite, but one could conceivably have
some loss of smoothness while both our main quantity in the proof and
∫ T
0 ||ω(·, t)||L∞ dt remain
finite. This is unlikely, but, strictly speaking, our proofs do not rule that out. A similar question
also seems to be open for the 2d Boussinesq system (2.2): it is not clear whether the condition
(2.15)
∫ T
0
||ω(·, t)||L∞ dt <∞
is a good BKM-type condition for the system.
Another natural question one can ask about the nature of blow up is whether the analog of the
kinetic energy
∫
S1 |u|2 dx stays finite at blow up time. Note that for the 2D Boussinesq system
(2.2) there is a natural energy
(2.16) E =
1
2
∫
Ω
|u(x, y)|2 dxdy −
∫
Ω
yθ(x, y) dxdy
which is conserved for reasonable classes of solutions. This conservation implies that the kinetic
part of the energy should remain finite for the solutions of the 2D Boussinesq system at the blow up
time (if any). In the 1D model we do not expect an exact conservation of some quantity analogous to
(2.16) since it only models a boundary layer and not a closed system. However, if the kinetic energy
became infinite at blow up time, it would clearly indicate a divergence between the 1D model and
the original equation. In addition, finite time loss of regularity in solutions to Euler equations with
infinite energy is well documented in the literature (see Constantin (2000) for examples and further
references). In the Appendix, we will provide a simple argument showing that for a class of initial
data leading to finite time blow up in the HL-model, the kinetic energy stays finite. Moreover,
more is true: any Lp norm ‖u‖Lp with p < ∞ and the BMO norm ‖u‖BMO remain finite at blow
up time. The key to these results is the control of the L1 norm of the vorticity.
3. The CKY and HL models on the real line
In this section, we discuss the CKY and HL models on the real line. Our primary reason is to
outline in the most transparent setting the ideas that will be later used in the rigorous and more
technical proof of the finite time blow up for the HL model in the periodic case. The initial data for
which we will prove the blow up will not be in the most general class. We will focus on the main
underlying structure and ideas that will be fully developed for the periodic case in a later section
- but will also look more technical there. Our main goal is the proof of finite time blow up for the
BLOWUP OF A 1D MODEL FOR 3D EULER 9
HL-model in the periodic setting, and this section can be thought of as a preview of the ideas and
connections employed in this proof in a situation without technical distractions which one has to
deal with in the periodic case.
To start with, let us study more carefully the Biot-Savart laws for both models. Motivated by
the structure of the Biot-Savart laws, a change of variable is introduced so that the velocities for
both models become convolutions. Using the new variables, we will prove the finite time blow up
of the CKY model using an “entropy” functional, and then prove the finite time blow up for the
HL model using another natural functional.
3.1. Comparison of velocities. Let us first look at the velocity field u in the HL model and the
CKY model respectively.
For the HL model on R, we use the the following representations
uHL(x) :=
1
pi
∫
R
ω(y) log |x− y|dy and ∂xuHL(x) = P.V. 1
pi
∫
R
ω(y)
x− ydy = (Hω)(x).
We will study the situation when ω is odd and θ is even, i. e.
(3.1) ω(−x, t) = −ω(x, t), θ(−x, t) = θ(x, t) .
In this situation one can restrict the attention to x ∈ (0,∞), and the expression for u in terms of
ω can be written as
(3.2)
uHL(x)
x
= − 1
pi
∫ ∞
0
y
x
log
∣∣∣∣x+ yx− y
∣∣∣∣ ω(y) dyy .
We note that the last integral is of the form
(3.3)
∫ ∞
0
M
(
x
y
)
ω(y)
dy
y
,
which represents convolution in the multiplicative group R+ taken with respect to the natural
invariant measure dyy . The kernel M is given by
(3.4) M(s) =
1
s
log
∣∣∣∣s+ 1s− 1
∣∣∣∣ , s > 0 .
We will use the following decomposition of M :
(3.5) M(s) =
1
2
(
1
s
+ s
)
log
∣∣∣∣s+ 1s− 1
∣∣∣∣+ 12
(
1
s
− s
)
log
∣∣∣∣s+ 1s− 1
∣∣∣∣ = Msym(s) +Ma(s) .
We have
(3.6) Msym
(
1
s
)
= Msym(s), Ma
(
1
s
)
= −Ma(s) .
We collect some properties of the function M in the following lemma. The proof is elementary and
will be omitted here; for the periodic case the corresponding lemma is a more technical Lemma 4.1,
for which we will provide a complete proof.
Lemma 3.1. The function M has the following properties:
(i) M is increasing on (0, 1) and decreasing on (1,∞).
(ii) lims→0+ M(s) = 2 , lims→0+ M ′(s) = 0 .
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(iii) Ma is continuous and decreasing in (0,∞), with lims→0+ Ma(s) = 1.
(iv) M(s) = 2
s2
+O
(
1
s3
)
, s→∞.
Note that the velocity of the CKY model can be written in a form similar to (3.3) (if we assume
ω is compactly supported in (0, 1)). The Biot-Savart law here is given by
(3.7)
uCKY(x)
x
= − 1
pi
∫ ∞
0
M˜
(
x
y
)
ω(y)
dy
y
,
with
(3.8) M˜(s) = 2χ[0,1](s) ,
where we use the notation χA for the characteristic function of the set A. In some sense, we can
think of M˜ as the most natural crudest approximation of M . Moreover, note that the velocity for
the HL model is “stronger” than for the CKY model in the following sense:
(3.9) 0 ≤ M˜ ≤M,
∫ ∞
0
(M(s)− M˜(s))ds
s
<∞ .
As a result, when ω(y) ≥ 0 for y ≥ 0, we have uHL(x) ≤ uCKY ≤ 0. This suggests that the finite
time blow up for the CKY model should imply the finite time blow up for the HL model. However,
there is no straightforward comparison principle that would directly substantiate such a claim.
The Biot-Savart law of the CKY model is simpler and can be made local after differentiation. This
makes the CKY model easier to deal with. For the HL model more sophisticated arguments are
needed, due to the combination of its non-local and non-linear nature.
3.2. A change of coordinates. In view of formulae from the last subsection and the scaling
symmetry (2.8), it seems natural to work with the variables ξ, U(ξ),Ω(ξ),Θ(ξ) defined by
(3.10) x = e−ξ , U(ξ) = −u(x)
x
, Ω(ξ) = ω(x) , Θ(ξ) = −θ(x) + θ(0) .
In addition, we will use the notation
(3.11) ρ(ξ) = Θξ(ξ) .
We note that
(3.12) Θ(ξ) = −
∫ ∞
ξ
ρ(η) dη .
In the coordinates (3.10) the HL model and the CKY model can both be written as
(3.13)
Ωt + UΩξ = e
ξΘξ ,
Θt + UΘξ = 0 ,
where U is given by UHL and UCKY respectively. For the HL model, its Biot-Savart law (1.1)
becomes 3
(3.14) UHL = K ∗ Ω ,
with
(3.15) K(ξ) =
1
pi
M(e−ξ) .
3We use the usual notation f ∗ g for convolution.
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By Lemma 3.1 the function K is increasing on (−∞, 0) and is decreasing on (0,∞) with
limξ→∞K(ξ) = 2pi . For the CKY-model, the Biot-Savart law becomes
(3.16) UCKY = K˜ ∗ Ω ,
where
(3.17) K˜ =
2
pi
χ[0,∞) .
Hence in the CKY-model we have
(3.18) UCKY(ξ) =
2
pi
∫ ξ
−∞
Ω(ξ′) dξ′ .
The decomposition (3.5) corresponds in the new coordinates to
(3.19) K(ξ) = Ksym(ξ) +Ka(ξ) ,
with
(3.20) Ksym(ξ) =
1
2
(K(ξ) +K(−ξ)) , Ka(ξ) = 1
2
(K(ξ)−K(−ξ)) .
The function Ka(ξ) is continious and increasing, with limits ± 1pi at ±∞, respectively. The function
Ksym is everywhere above
1
pi , with the difference Ksym − 1pi being integrable.
3.3. Blow up in the CKY-model – the entropy functional approach. Let us assume that
(3.21) ρ0(ξ) = Θξ(ξ, 0) is non-negative, compactly supported, with
∫
R ρ0(ξ) dξ = 1 .
In fact, we will assume (without loss of generality) that the support of ρ is in (0,∞). This can be
achieved for many compactly supported initial data θ0(x), it just needs to be non-decreasing, to be
constant near zero, and to vanish for x ≥ 1. Observe that Θ0(ξ) in this case is non-decreasing and
approaches zero as ξ → ∞, so in particular Θ0(ξ) ≤ 0 for all ξ. The normalization
∫
R ρ0 dξ = 1 is
not important, but the condition ρ0 ≥ 0 will play an important role in our argument. It can be
relaxed to the condition that ρ0(ξ) has a “bump” of this form, but we will not pursue this here.
We also assume that the initial data Ω0(ξ) is non-negative, compactly supported.
The evolution equation for ρ is
(3.22) ρt + (Uρ)ξ = 0 .
This is the usual equation of continuity and with our assumptions this means that ρ can be con-
sidered as a density transported by U .
Let us consider the entropy of ρ, defined by
(3.23) I = I(t) =
∫
R
− log ρ ρ dξ .
In this subsection, we use an approach different from Choi et al. (2015) to show the finite time blow
up of the CKY model. Namely, we will prove that the entropy functional I(t) blows up in finite
time, implying that the solution must have a finite time singularity as well.
Lemma 3.2. Assume that a smooth positive density ρ (of unit total mass) is compactly supported
in [0,∞). Then
(3.24)
∫
R
ξ ρ(ξ) dξ ≥ exp (I − 1) .
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Proof. Define f(·) by ρ(ξ) = f(ξ)e−ξ/J where J := ∫R ξ ρ(ξ) dξ > 0. Observe
I =
∫
R
− log f ρ dξ + 1
J
∫
R
ξ ρ dξ =
∫
R
− log f ρ dξ + 1.
So, by Jensen’s inequality, we obtain
eI−1 = exp
(∫
R
− log f ρ dξ
)
≤
∫
R
ρ
f
dξ = J.

When ρ evolves by the equation of continuity (3.22), we have
(3.25)
d
dt
I =
∫
R
Uξρ dξ .
In the CKY-model we have Uξ =
2
piΩ, and hence
(3.26)
d
dt
I =
2
pi
∫
R
Ωρ dξ .
The equation
(3.27) Ωt + UΩξ = e
ξρ ,
together with the equation of continuity for ρ give
(3.28)
d
dt
∫
Ωρ =
∫
eξρρ dξ =
∫
eξ+log ρρ dξ.
By Jensen’s inequality the last integral is greater or equal to
(3.29) exp
(∫
ξρ dξ − I
)
.
Estimating the integral in the last expression from below by Lemma 3.2, we finally obtain:
(3.30) I¨ ≥ 2
pi
e(e
I−1−I) .
In addition, the above calculations show that I is strictly increasing and convex as a function of t.
It is now easy to see that I must always become infinite in finite time.
In the original coordinates, we have
I(t) =
∫ ∞
0
θx log(xθx) dx.
It is not difficult to see, using the blow up criteria (2.11), that I(t) can only become infinite if
the solution loses regularity. We will sketch this argument below in the next section when proving
Theorem 2.1.
We have proved the following result:
Theorem 3.3. For the initial data as above, the CKY-model given by (3.13) with Biot-Savart law
(3.16) develops a singularity in finite time.
Remark. Due to the local nature of equation Uξ = Ω in the CKY model, it is not hard to see that
a similar argument applies whenever θ is increasing on some interval and the initial vorticity ω is
non-negative on (0,∞).
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3.4. Blow up in the CKY-model and the HL-model – a new functional. If one tries to
reproduce the above proof for the HL model, it quickly becomes apparent that the condition ρξ ≥ 0
seems necessary for the proof to go through. This leads to growth at infinity for the initial data,
which is not very reasonable. Hence the above proof cannot be directly applied to the HL model.
However, a different functional
∫
R ρξdξ can be used to prove finite time blow up for both models,
which we will demonstrate below. Let’s assume ρ0 and Ω0 satisfy the conditions in the previous
subsection. Let F (t) :=
∫
ρξdξ = − ∫∞0 Θdξ. Taking the time derivative of F , we have
dF
dt
=
∫
UΘξ dξ
for both models. For the CKY model, since (UCKY )ξ =
2
piΩ, the right hand side is equal to
G(t) := − 2
pi
∫
ΩΘdξ.
For the HL model, since its velocity field is “stronger” than in the CKY model (see subsection 3.1),
we have
∫
UHLΘξdξ ≥
∫
UCKY Θξdξ = G(t).
Now let us take the time derivative of G(t):
dG
dt
= − 2
pi
∫
ΩtΘ + ΩΘtdξ
=
2
pi
∫
UΩξΘ + UΩΘξ − eξΘΘξdξ
= − 2
pi
∫
UξΩΘdξ +
1
pi
∫
eξΘ2dξ
For the CKY model, the first term on the right hand side is positive, since Uξ =
2
piΩ and Θ ≤ 0.
For the HL model, we claim that
∫ ξ
−∞ Uξ(η)Ω(η) dη ≥ 0 for any Ω ≥ 0 and for any ξ ∈ R. The
proof of the claim will be given in the next subsection. Once this is proved, due to the fact that
Θ ≤ 0 and is increasing, we can use integration by parts and the substitution Θ(ξ) = s to obtain
the following estimate for the HL model:
− 2
pi
∫
UξΩΘdξ =
2
pi
∫ 0
Θmin
∫ Θ−1(s)
−∞
UξΩ dξ ds ≥ 0,
where Θ−1 is the inverse function of Θ. As a result, for both models, we have
dG
dt
≥ 1
pi
∫
eξΘ2dξ ≥ 1
pi
(∫ ∞
0
−Θe ξ2 e− ξ2 dξ
)2
=
1
pi
F (t)2,
which gives us the system
dF
dt
≥ G(t) ≥ 0, dG
dt
≥ 1
pi
F (t)2,
and one can obtain that F (t) blows up in finite time by a standard ODE argument.
3.5. Quadratic forms in the HL-model. Now we prove the claim in the last subsection. Let
(3.31) I(Ω, ξ) =
∫ ξ
−∞
Uξ(η)Ω(η) dη .
Lemma 3.4. For any smooth compactly supported Ω ≥ 0 we have I(Ω, ξ) ≥ 0 for all ξ.
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Proof. Let us write Ω = Ωl + Ωr, where
(3.32) Ωl = Ωχ(−∞,ξ] , Ωr = Ωχ(ξ,∞) .
We have
(3.33) U = Ul + Ur, Ul = K ∗ Ωl, Ur = K ∗ Ωr ,
and
(3.34) I = I(Ω, ξ) =
∫
R
Uξ(η)Ωl(η) dη =
∫
R
UlξΩl dη +
∫
R
UrξΩl dη .
We claim that in the last expression both integrals are non-negative. Denoting by K ′ the derivative
of K (taken in the sense of distributions), we can write for the first integral
(3.35)
∫
R
UlξΩl dη =
∫
R
∫
R
K ′(η − ζ)Ωl(ζ)Ωl(η) dη dζ =
∫
R
∫
R
K ′a(η − ζ)Ωl(ζ)Ωl(η) dη dζ ≥ 0 ,
as Ka is increasing. The second integral is equal to
(3.36)
∫
R
∫
R
K ′(η − ζ)Ωr(ζ)Ωl(η) d ζ dη,
and we note that the integration can be restricted to the domain {η < ζ}, as the integrand vanishes
elsewhere. As K ′(ξ) > 0 for ξ < 0, the result follows. 
4. The Finite Time Blowup for the HL-Model in the periodic setting
In this section we consider the HL model in [0, L] with periodic condition, and we will prove our
main result - Theorem 2.1 in the periodic setting. Now ux is the (periodic) Hilbert transform of ω,
namely
ux(x) =
1
L
P.V.
∫ L
0
ω(y) cot
[
µ(x− y)] dy =: Hω(x), µ := pi/L.
As a result, the nonlocal velocity u is defined by:
(4.1) u(x) = Qω(x) :=
1
pi
∫ L
0
ω(y) log
∣∣sin[µ(x− y)]∣∣ dy .
In this case the change of variables of the previous section is less natural, and we will work in
the original coordinates.
In this section, we consider smooth odd periodic initial data θ0x, ω0 with period L. We note that
such functions are also odd with respect to the origin taken at x = 12L. In addition, we suppose
θ0x, ω0 ≥ 0 on [0, 12L]. Then, the initial velocity u0 also becomes odd at x = 0 and 12L and u0 ≤ 0
on [0, 12L] (for the proof of the last assertion on u0, see (4.4)). Lastly, since (1.7) is invariant under
a constant shift θ → θ + const, we may assume θ0(0) = 0.
Thanks to transport structure of (1.7), the evolution preserves the assumptions as long as the so-
lution exists. That is, θx, ω, u stay odd at x = 0 and
1
2L with period L, θ(0) = 0, and θx, ω, (−u) ≥ 0
on [0, 12L].
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The proof will be based on an idea which builds on the insight gained from the whole line case.
It considers the integral
I(t) :=
∫ L/2
0
θ(x, t) cot(µx) dx
and shows that it must blow up in finite time if I(0) > 0. As will be shown below, this implies the
blowup of the HL-model.
The proof relies on the following two lemmas, which reveal the key properties of the velocity u as
defined by the Biot-Savart law (4.1). These Lemmas can be viewed as analogs of the Lemmas 3.1
and 3.4 from the whole line case. It is worth noting that both lemmas follow directly from (4.1)
and do not depend on the actual dynamics of the flow.
Lemma 4.1. Let ω be periodic with period L and odd at x = 0 and let u = Qω be as defined by
(4.1). Then for any x ∈ [0, 12L],
(4.2) u(x) cot(µx) = − 1
pi
∫ L/2
0
K(x, y)ω(y) cot(µy) dy,
where
(4.3) K(x, y) = s log
∣∣∣∣s+ 1s− 1
∣∣∣∣ with s = s(x, y) = tan(µy)tan(µx) .
Furthermore, the kernel K(x, y) has the following properties:
(a) K(x, y) ≥ 0 for all x, y ∈ (0, 12L) with x 6= y;
(b) K(x, y) ≥ 2 and Kx(x, y) ≥ 0 for all 0 < x < y < 12L;
(c) K(x, y) ≥ 2s2 and Kx(x, y) ≤ 0 for all 0 < y < x < 12L.
Proof. The velocity u = Qω as defined by (4.1) admits the following representation:
u(x) =
1
pi
[∫ L/2
0
+
∫ L
L/2
]
ω(y) log
∣∣sin[µ(x− y)]∣∣ dy
=
1
pi
∫ L/2
0
ω(y)
{
log
∣∣sin[µ(x− y)]∣∣− log∣∣sin[µ(x+ y)]∣∣} dy
=
1
pi
∫ L/2
0
ω(y) log
∣∣∣∣tan(µx)− tan(µy)tan(µx) + tan(µy)
∣∣∣∣ dy.(4.4)
This shows that
u(x) cot(µx) = − 1
pi
∫ L/2
0
K(x, y)ω(y) cot(µy) dy,
where K(x, y) is the kernel defined by (4.3), hence the first part of the lemma follows.
It remains to check that K(x, y) satisfies the properties (a)–(c). To prove (a), note that x, y ∈
(0, 12L) implies s(x, y) > 0, hence |s+ 1| > |s− 1|. The claim follows easily.
For (b), observe that s(x, y) > 1 for 0 < x < y < 12L. Hence we can express K(x, y) as a Taylor
series in terms of s−1:
K(x, y) = s
{
log
(
1 + s−1
)− log(1− s−1)} = 2 ∞∑
n=0
s−2n
2n+ 1
≥ 2.
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By taking derivatives of x on both sides and observing that sx(x, y) ≤ 0, we also deduceKx(x, y) ≥ 0
for 0 < x < y < 12L. This establishes (b).
Finally, to prove (c), we proceed as in (b) and note that 0 < s(x, y) < 1 for 0 < y < x < 12L.
Thus
K(x, y) = s
{
log(1 + s)− log(1− s)
}
= 2
∞∑
n=0
s2n+2
2n+ 1
≥ 2s2.
In addition, taking derivatives in x and using sx(x, y) ≤ 0 shows Kx(x, y) ≤ 0 for 0 < y < x < 12L.
This completes the proof of the lemma. 
Remark. Lemma 4.1 implies that the periodic HL-velocity uHL as defined by (4.1) is, up to a
constant factor, “stronger” than the CKY-velocity uCKY provided that ω ≥ 0 on [0, 12L]. Indeed,
since cot(µx) ∼ (µx)−1 for small x, the properties (a) and (b) of the kernel K(x, y) imply that, for
any z ∈ (0, 12L), there exists a positive constant C depending on L and z such that
uHL(x) ≤ −Cx
∫ z
x
1
y
ω(y) dy, ∀x ∈ [0, z].
The second lemma that we shall prove concerns the positivity of a certain quadratic form of the
vorticity ω, which plays the central role in the proof of Theorem 2.1.
Lemma 4.2. Let the assumptions in Lemma 4.1 be satisfied and assume in addition that ω ≥ 0 on
[0, 12L]. Then for any a ∈ [0, 12L],
(4.5)
∫ L/2
a
ω(x)
[
u(x) cot(µx)
]
x
dx ≥ 0.
Proof. First, we note that for any x, a ∈ [0, 12L], ω(x) can be decomposed as
ω(x) = ω(x)χ[0,a](x) + ω(x)χ[a, 1
2
L](x) =: ωl(x) + ωr(x),
where χA denotes the characteristic function of the set A. Using this decomposition and Lemma
4.1, we split the integral in (4.5) as:∫ L/2
a
ω(x)
[
u(x) cot(µx)
]
x
dx = − 1
pi
∫ L/2
0
ωr(x)
∫ L/2
0
ωl(y) cot(µy)Kx(x, y) dy dx
− 1
pi
∫ L/2
0
ωr(x)
∫ L/2
0
ωr(y) cot(µy)Kx(x, y) dy dx =: −I1 − I2.
Clearly, the lemma follows if both I1 and I2 are non-positive. For I1, we observe from the definition
of ωl and ωr that the integrand in I1 is nonzero only when y ≤ x. Using Kx ≤ 0 as proved in
Lemma 4.1(c) and the assumption that ω ≥ 0 on [0, 12L], we then deduce I1 ≤ 0. As for I2, we
write G := Kx and observe that
(4.6) I2 =
1
2pi
∫ L/2
0
∫ L/2
0
ωr(x)ωr(y)T (x, y) dy dx,
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where T (x, y) = cot(µy)G(x, y) + cot(µx)G(y, x). We shall show that T (x, y) ≤ 0 for all x, y ∈
(0, 12L), which then implies I2 ≤ 0. To this end, we compute
G(x, y) = −µ csc2(µx) tan(µy)
{
log
∣∣∣∣s+ 1s− 1
∣∣∣∣− 2ss2 − 1
}
,
and then
T (x, y) = −µ[csc2(µx) + csc2(µy)] log∣∣∣∣s+ 1s− 1
∣∣∣∣+ µ[csc2(µx)− csc2(µy)] 2ss2 − 1 .
Thanks to Lemma 4.1(b) and (c), we have
K(x, y) ≥ 2s
2
s2 + 1
, ∀s ≥ 0,
which implies that
log
∣∣∣∣s+ 1s− 1
∣∣∣∣ ≥ 2ss2 + 1 , ∀s ≥ 0.
It then follows that
T (x, y) ≤ −
{
4µs csc2(µx) sec2(µy)
s2 + 1
}
·
{
cos2(µx)− cos2(µy)
s2 − 1
}
≤ 0, ∀x, y ∈ (0, 12L),
and hence I2 ≤ 0. This completes the proof of the lemma. 
Remark. The positivity of the integral in (4.5) corresponds to the positivity of
∫ 1
a ω(x)[u(x)/x]x dx
in the CKY-model, and so to Lemma 3.4 in the whole line case. Indeed, thanks to the local nature
of the Biot-Savart law for the CKY model, the positivity of the latter integral follows almost
immediately from the definition of the CKY-velocity uCKY:∫ 1
a
ω(x)
[
uCKY(x)/x
]
x
dx =
∫ 1
a
1
x
ω2(x) dx ≥ 0.
In this sense, Lemma 4.2 is quite surprising since the HL-velocity uHL as defined by (4.1) does not
have such a simple structure. It is the careful analysis of the kernel K(x, y) (Lemma 4.1) and the
symmetrization technique (4.6) that make the estimate (4.5) possible. 
Proof of Theorem 2.1. We are going to show a finite time blow up of the quantity
(4.7) I(t) :=
∫ L/2
0
θ(x, t) cot(µx) dx.
We claim that this implies the finite-time blowup of the corresponding solution (θ, ω) of the HL-
model (1.7). Indeed, applying integration by parts to (4.7), we see
I(t) = − 1
µ
∫ L/2
0
θx(x, t) log|sin(µx)| dx,
which can be bounded as follows for some constant C > 0:
|I(t)| ≤ C‖θx(·, t)‖L∞ ≤ C‖θ0x‖L∞ exp
{∫ t
0
‖ux(·, s)‖L∞ ds
}
.
Thus if I(t) blows up at a finite time T , the same must hold true for
∫ t
0‖ux(·, s)‖L∞ ds. The
finite-time blowup of the HL-model then follows from the corresponding Beale-Kato-Majda type
condition (2.11) for the HL model.
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To prove the finite time blowup of I(t), we assume I(0) > 0 and consider
d
dt
I(t) = −
∫ L/2
0
u(x)θx(x) cot(µx) dx
=
1
pi
∫ L/2
0
θx(x)
∫ L/2
0
ω(y) cot(µy)K(x, y) dy dx,
where in the second step we have used the representation formula (4.2) from Lemma 4.1. According
to our choice of the initial data and the properties of the kernel K(x, y) as proved in Lemma 4.1(a)–
(b), we have θx, ω ≥ 0 on [0, 12L], K ≥ 0 for y < x, and K ≥ 2 for y > x. Thus
d
dt
I(t) ≥ 2
pi
∫ L/2
0
θx(x)
∫ L/2
x
ω(y) cot(µy) dy dx
=
2
pi
∫ L/2
0
θ(x)ω(x) cot(µx)dx =: J(t).
Taking time derivative of J(t) gives
d
dt
J(t) =
2
pi
∫ L/2
0
−(θ(x)ω(x))
x
u(x) cot(µx) + θx(x)θ(x) cot(µx) dx
=
2
pi
∫ L/2
0
θ(x)ω(x)
(
u(x) cot(µx)
)
x
dx+
µ
pi
∫ L/2
0
θ2(x) csc2(µx) dx =: T1 + T2
For T1, since θ(x) is a nonnegative increasing function on [0, L/2], one has, after integrating by
parts
T1 =
2
pi
∫ L/2
0
θy(y)
[ ∫ L/2
y
ω(x)
(
u(x) cot(µx)
)
x
dx
]
dy ≥ 0 ,(4.8)
where we applied Lemma 4.2 to get the inequality.
For T2, we can find a lower bound using the Cauchy-Schwarz inequality:
T2 ≥ µ
pi
∫ L/2
0
θ2(x) cot2(µx) dx
≥ µ
pi
2
L
(∫ L/2
0
θ(x) cot(µx)dx
)2 ≥ 2
L2
I(t)2
Finally we have
dJ
dt
≥ 2
L2
I2, implying
(4.9)
d
dt
I(t) ≥ J(0) + c0
∫ t
0
I(t)2dt ≥ c0
∫ t
0
I(t)2dt, c0 =
2
L2
,
From this inequality finite time blow up can be inferred in a standard way. We sketch one such
argument below.
The inequality (4.9) can be equivalently written as
g′′ ≥ 2c0g(g′)1/2, where g(t) =
∫ t
0
I2(s) ds.
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Note that α := g′(0) > 0 and g(0) = 0. It is not difficult to show that if h satisfies the second
order differential equation h′′ = 2c0h(h′)1/2 for the initial data h′(0) = α and h(0) = 0, then g ≥ h
as long as these functions are well defined.
By substitution f := h′, we obtain
√
f
df
dh
= 2c0h. Solving this equation we see that for t > 0, h
satisfies
(h′(t))3/2 = α3/2 + 32c0h
2(t).
From the differential inequality h′(t) ≥
[
3
2c0h
2(t)
]2/3
together with h(t0) > 0 for any t0 > 0, we get
finite time blow up for h. Indeed, for any fixed t0 > 0, we have h(t0) ≥ α · t0 from h′(t) ≥ α. Then,
for t ≥ t0, a simple computation leads to h(t) ≥
(
(αt0)
−1/3 − 13
(
3
2c0
)2/3
(t− t0)
)−3
. It immediately
implies the finite-time blowup of I = (g′)1/2. The proof of Theorem 2.1 is complete.

5. Appendix
In this appendix we prove bounds on the kinetic energy as well as other norms of the velocity u
in the periodic HL-model, showing that they remain finite at the blow up time. We will consider
a class of initial data which is smaller than the entire set for which we prove finite time blow up.
With more technical effort, we can generalize the bounds below to a larger class; however our main
point is to provide blow up examples with finite kinetic energy. We therefore choose to work with
the smaller class to reduce technicalities.
In the blow up scenario for the L-periodic HL model, we assumed that ω0 and θ0x are smooth
and odd with respect to 0 and L/2, and ω0, θ0x ≥ 0 on [0, 12L]. Let us assume, in addition, that ω0
and θ0x vanish on [L/4, L/2]. Then Lemma 4.1 implies that this remains true for all times.
Proposition 5.1. Suppose that the initial data to the periodic HL-model are as described above.
Then while the solution remains regular, the fluid velocity u satisfies
(5.1) ‖u(·, t)‖BMO ≤ C (‖ω0‖L1 + ‖θ0‖L∞t) .
In particular, the right hand side of (5.1) also bounds any Lp, p <∞, norm ‖u‖Lp , with a constant
dependent on p.
Proof. The first observation is that
∂t
∫ L/2
0
ω(x, t) dx =
∫ L/2
0
θx dx−
∫ L/2
0
uωx dx.
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The first integral on the right hand side is bounded by 2‖θ0‖L∞ . In the second integral, while the
solution remains smooth, we can integrate by parts to obtain
−L
∫ L/2
0
uωx dx = L
∫ L/2
0
uxω dx =∫ L/2
0
ω(x)P.V.
∫ L
0
cot(µ(x− y))ω(y) dydx =∫ L/2
0
ω(x)P.V.
∫ L/2
0
cot(µ(x− y))ω(y) dydx
−
∫ L/2
0
ω(x)
∫ L/2
0
cot(µ(x+ y))ω(y) dydx,
where µ = pi/L as before. Here we used ω(L − x) = −ω(x) when transforming the last integral.
Now ∫ L/2
0
P.V.
∫ L/2
0
cot(µ(x− y))ω(y)ω(x) dydx = 0
by symmetry. On the other hand,∫ L/2
0
∫ L/2
0
cot(µ(x+ y))ω(y)ω(x) dydx ≥ 0
since the support of ω lies in [0, L/4] for all times by our choice of the initial data and Lemma 4.1.
Thus we get ∫ L/2
0
ω(x, t) dx ≤
∫ L/2
0
ω0(x) dx+ 2‖θ0‖L∞t.
Due to solution symmetries and choice of the initial data, this implies the key estimate
(5.2) ‖ω(·, t)‖L1 ≤ ‖ω0‖L1 + 2‖θ0‖L∞t
for all t while the solution remains smooth. Now the bound on ‖u‖L2 follows by a simple direct
estimate using (4.1):
u(x) =
1
pi
∫ L
0
ω(y) log | sin[µ(x− y)]| dy.
More generally, (4.1) also implies the bound ‖u‖BMO ≤ C‖ω‖L1 . Indeed, it is not difficult to see
that the function log | sin[µ(x − y)]| belongs to BMO (see e.g. Stein (1993) for the log |x| case).
Then the formula (4.1) above and (5.2) show that u is a convolution of BMO function with an L1
density, leading to ‖u‖BMO ≤ C‖ω‖L1 bound and so to (5.1). The bound on the Lp norm of u for
any p <∞ follows from the BMO bound. 
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