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IV
R E  S U M O
Nesse trabalho nos propomos um esquema de previsão pa 
ra um processo estocàstico mascarado por Ruído Branco. Os proces 
sos estocãsticos desconhecidos sao considerados Gaussianos e ne 
nhuma suposição e feita no que se refere ao ruido nas observa 
çoes .
0 esquema de trabalho foi sugerido pela sequência lõg^ 
ca que uma pessoa segue quando se propoe a fazer previsões.
Primeiramente, nos tratamos o problema de determinaçao 
da forma funcional do Modelo Dinâmico. Assumimos que os processos 
estocãsticossao a resposta de um.sistema lineàr excitado por Ru£ 
do Branco. Usamos a representaçao por variáveis de estado para o 
sistema. Entao, propomos um método para determinação dos parâm£ 
tros do modelo a partir de dados, supostos isentos de erro. Final 
mente, conhecendo-se o modelo para o processo estocàstico desco 
nhecido, propomos um esquema de previsões. Este consiste na deter 
minaçao de ser o processo de observaçoes Gaussiano ou não. Um es 
quema linear e sugerido para processos Gaussianos e um esquema 
nao linear para processos nao Gaussianos.
Uma correção adaptativa é proposta de modo que os e£ 
ros de previsão sao atenuados, corrigindo-se a funçao não linear.
Mostramos claramente a superioridade de previsões nao 
lineares para processos nao Gaussianos e de previsões lineares so^  
mente para processos Gaussianos.
F'
VA B S T R A C T
In this work we propose a forecasting scheme for
a stochastic process corrupted by white noise. The Unknown St£
chastic Process is assumed Gaussian and no assumption is made re^  
garding the observation noise.
The scheme proposed follows a logical sequence 
from the acquisation of the data to the fina1 forecasting a l g o -  
r i t h m .
First we treat the problem of determining the 
functional form of the dynamic model. We assume the stochastic 
process to be an output of a linear system excited by white noise. 
We use state-variable representation for the system. Them, we pr£ 
pose a method for determining the parameters of the model from 
the data assuming no error. Finally, knowing the modelo for the 
unknown stochastic process, we propose a forecasting scheme. It 
consists of determining whether the observation process is Gau£ 
sian or not. A linear model is suggested for Gaussian and nonli^ 
near for non-Gaussian processes.
An adaptive correction is proposed so that the 
forecasting errors are corrected by correcting the nonlinear fun£ 
t ion .
We show clearly the superiority of nonlinear fo^  
recast for non-Gaussian and linear forecast only for Gaussian pro^ 
cesses .
VI
Q u e r o a q u i  agradecer a todos meus Professores, cole­
gas e amigos que muito me auxiliaram nesse trabalho com seus co^  
nhecimentos e seu incentivo sempre presentes. Em particular que­
ro agradecer aos colegas Eng9s. João Nildo de Souza Vianna e Wil^ 
son Luiz Bannach, que com seu espírito crítico e auxílio muito 
contribuiram. Aos professores e auxiliares do Departamento de Ci^  
encias Estatísticas e da Computação da Universidade Fedeiral de 
Santa Catarina, especialmente aos Professores Renato e Mareia R£ 
buske, que sempre souberam auxiliar na superaçao das dificulda­
des com o equipamento, na exeçuçao da simulaçao.
Â CAPES e ao BNDE pelo apoio financeiro.
Muito especialmente ao Professor Rajamani Doraiswami, 
Ph.D., meu Orientador, por sua infinita paciência e dedicação, 
que contribuiu muito especialmente para a concretização deste ' 
trabalho.
Vll
I, N D I C E
PAG,
CAPÍTULO I
1. INTRODUÇÃO ........................................... .....  1
CAPÍTULO II
2. DETERMINAÇÃO MATEMÁTICA DE UM MODELO ECONOMÉTRICO LI
NEAR ................. ....................................... 3
2.1 - Introdução ................................. ........... 3
2.2 - Processos Estocãsticos ...............................  4
2.2.1 - Definição ........................... ........ ........  4
2.2.2 - Caracterizaçao dos Processos Estocãsticos ..... 5
2.2.3 - Classificação dos Processos Estocãsticos ......  6
2.2.4 - Correlação, Ortogonal idade e Independência de
Processos Estocãsticos ............................  10
2.2.5 - Espaço de Processos Estocãsticos ................ ll
2.2.6 - Representaçao por uma Base de um Sub-Espaço de
Hilbert ...... . . ...................................... 12
2.3 - Representação de um Processo Estocãstico por Va -
riãveis de Estado .................................
2.3.1 - Exemplo 1 ............................... ............ 14
2.3.2 - Exemplo 2 ........... .............................. . 17
2.4 - Anãlise Comparativa e Aplicação do Modelo ....... 19
2.5 - Modelos de Observação ....... ........................ 22
2.6 - Conclusão do Segundo Capítulo ....................... 24
CAPÍTULO III
3. SIMULAÇÃO - --- ----- ................... 26
3.1 - Introdução .............................. . ........... . 26
VI 1 1
3.2 - Testes de Comportamento Estatístico dos Gerado -
res de Niameros Aleatórios ...........................  27
3.2.1 - Testes de Media e Variancia ....... .......... . 27
3.2.2 - Teste de Chi-Quadrado .......... .......... ........  27
3.3 - Geração de Números Aleatórios com Distribuição
Normal (0, 1) .........................................  32
3.4 - Gerador de NÚmeros Aleatórios Independentes com
Distribuição de Laplace .............................  34
3.5 - Gerador de NÚmeros Aleatórios Independentes com
Distribuição de Cauchy . ........ ....................  36
3.6 - Simulaçao dos Modelos .......................... . 37
3.7 - Simulação dos Modelos de Observação ...............  43
3.8 - Considerações e Observações Sobre Esta Simulação. 44
CAPÍTULO IV
4. UM ESTUDO SOBRE IDENTIFICAÇÃO DE MODELOS ............ 62
4.1 - Introdução ...... .................... ..................  62
4 . 2 -  0 Problema Geral de Estimaçao ................. 63
4.2.1 - Tipos de Estimadores ...............................  63
4.3 - Obtenção dos Parâmetros do Modelo a Partir dos Da
dos ............................ ......... ...............  64
4.3.1 - Estimadores e Critérios de Avaliaçao ...........  64
4.3.2 - Propriedades do Estimador de Maxima Probabilid^
de ................................ ............... . 66
4.3.3 - Determinaçao dos Parâmetros de um Modelo cuja
Forma Funcional é conhecida .............. ...é. 67
4.3.4 - 0 Problema de Estimação dos Parâmetros de um M£
delo cuja Forma Funcional é Desconhecida ..... . 71
4.4.- Escolha do Modelo Mais Adequado ............. . 72
4.4.1 - Exemplo de Aplicaçao ...... . ................... . 75
4.5 - Observações Sobre Este Capítulo ................ .. 78
CAPÍTULO V
5. UMA ABORDAGEM ÃS PREVISÕES ....................... . 79
IX
5.1 - Introdução .............................................  79
5.2 - 0 Problema de Previsão Estocistica ....... .........  80
5.3 - Estimaçap com uma Única Observação .................. 80
5.3.1 - Análise do Comportamento do Estimador Proposto.. 82
5.4 - Previsão Dispondo-se de um Conjunto de O b s e r v a ­
ções ....................................................  87
5.5 - Predição .................................. ..............  91
5.6 - Determinaçao da Função de Correção .................  91
CAPÍTULO VI
6. CONCLUSÃO ....................................................  94
NOTAÇÃO E SIMBOLOGIA USADA ................... ............. 98
REFERÊNCIAS BIBLIOGRÁFICAS ............................ ....... 101
C A P I T U L O
1 - INTRODUÇÃO
Com esse trabalho procuramos estabelecer um novo método 
de previsões. Visando alcançar este objetivo, discorremos ao lon­
go deste trabalho sobre Modelagem Estocástica, Simulação, Identi­
ficação de Modelos para, finalmente, definirmos um esquema recur- 
sivo e auto-ajustãvel de previsões. Tal linha de ação nos foi su 
gerido pela seqüência lógica que uma pessoa enfrenta quando se 
propõe a fazer previsões ou estimativas.
Assim sendo, procuramos, a partir do segundo capitulo, d£ 
senvolver os temas acima referidos, iniciando pelo que chamamos 
de Modelagem, ou seja, a obtenção da forma matemática de um mode­
lo de sistemas estocásticos. Nesse capítulo analizamos inicialmen 
te os processos estocásticos, pois sabe-se que o modelo geral de 
um sistema linear pode ter uma parcela estocástica. Utilizando-se 
de um sub-espaço do espaço de Hilbert, expressamos um processo e£ 
tocástico, pertencente a esse sub-espaço, como uma combinação li­
near de processos de Ruido Branco. Baseados nisso definimos um m£ 
delo estocástico geral para representar o comportamento dinâmico 
dos sistemas. Depois tratamos dos modelos de observaçao, e faze­
mos três hipóteses representativas de confiabilidade de dados.
No terceiro capítulo simulamos os modelos dinâmicos e de 
observaçao, anteriormente encontrados. Obtemos gráficos do compo£ 
tamento de um processo de Ruido Branco, dos modelos dinâmicos de 
primeira e segunda ordem e dos modelos de observaçao.
Analizando esses resultados, encontramos claras vincula- 
ções entre as variáveis do processo e os modelos representados.
No quarto capítulo, que denominamos Identificação do Mod£ 
l o , procuramos analizar as técnicas usadas para determinar os pa­
râmetros dos modelos, conhecendo-se um conjunto de dados. Três C£ 
sos são frequentemente encontrados na solução prática de proble­
mas de previsão e são tratados em separado. Inicialmente tratamos
da determinaçao do modelo conhecendo - se a sua forma funcional e 
um conjunto de dados; depois tratamos da determinaçao do modelo - 
quando desconhecemos sua forma funcional , embora suponha­
mos que seja linear. Por último, abordamos o caso em que a forma 
funcional do modelo é desconhecida, mas encontra-se em um conjun­
to finito de modelós possíveis.
A abordagem a esses três casos propõe uma solução para ca 
da um, sendo o primeiro caso solucionado pela técnica do èstima- 
dor de máxima probabilidade (Maximum Likelihood Estimator). A so_ 
lução do segundo tipo de problema recai no primeiro caso quando a 
teoria desenvolvida no primeiro capítulo ê usada. 0 último caso ê 
abordado com o auxílio da teoria da decisão. Para esse problema, 
desenvolvemos uma política de tomada de decisão determinística, - 
pois assumimos como critério de avaliação uma dicotomizaçao do es^  
paço amostrai.
Finalmente, no quinto e último capítulo, tratamos dos mé­
todos e propomos uma técnica para determinação de previsões. Esta 
técnica explora as características estatísticas dos processos es­
tocãsticos envolvidos, e tem a vantagem de ser recursiva, permi­
tindo a fãcil programaçao em computadores sem sobrecarregar a m£ 
mória ou utilizar artifícios de programação. Assim, determinamos_ 
estimadores cuja forma funcional depende exclusivamente das dis­
tribuições de probabilidade dos processos estocãsticos envolvi - 
dos e sao analizados vãrios casos, inclusive o caso mais comumen- 
te encontrado na pratica. Por último, sugerimos um esquema adapta^ 
tivo que ajusta os coeficientes dos modelos a medida que o tempo 
decorre e novas informações são obtidas.
C A P I T U L O  II
2. DETERMINAÇÃO MATEMÁTICA DE UM MODELO ECONOMÉTRICO LINEAR
2.1 - INTRODUÇÃO
Os modelos econométricos de sistemas de consumo e renda - 
têm sido largamente utilizados e têm demonstrado ser preciosos a^ 
xiliares em previsões a curto e médio prazo, e também no estabele^ 
cimento de políticas estratégicas.
Nosso objetivo será estabelecer, de uma forma unificada , 
um modelo matemático linear para um processo de consumo de bens 
normais. Tal modelo deverá ser uma síntese de todos ou pelo menos 
da maioria dos modelos lineares existentes.
Os processos de consumo e de demanda têm, como de um modo 
geral todos os processos econômicos, uma característica inerente 
que ê a aleatoriedade das funções representativas com relação ao 
tempo. Por isso, a propriedade principal de tais processos é apr^ 
sentarem um comportamento estocàstico. Evidentemente o modelo pr£ 
posto deverá conter uma parcela que represente esse comportamen­
to aleatório.
Outra característica esperada do modelo é a capacidade de 
poder-se utiliza-lo eficientemente para a computaçao dos resulta^ 
dos, permitindo a rápida operaçao de massas de dados sem exceder 
a capacidade de memória ou exigir artifícios de programação, con- 
siderando-se, sempre, o custo das estimativas fornecidas pelo mo­
delo. Em outras palavras, o modelo deverá ser tal qué não seja 
preciso carregar toda a informaçao sobre o comportamento passado 
do sistema, pois de outra forma a memória requerida pelo comput£ 
dor seria impraticàvelmente grande.
Nesse capítulo nós expressaremos um processo estocàstico 
como uma combinação linear de vetores de uma base ortogonal de 
processos estocãsticos de ruido branco (White noise processes ) . 
Posteriormente, observamos os processos estocãsticos como a res-
posta de um sistema linear excitado por um processo de Ruido Bran 
CO, expressaremos o processo usando o modelo das variáveis de es­
tado. Entao a representação por variáveis de estado é mostrada 
ser o modo mais geral de representaçao de um processo estocástico 
segundo um modelo linear.
2.2 - PROCESSOS ESTOCÁSTICOS
2.2.1 - Definição
Um processo estocástico pode ser definido como uma cole­
ção de variáveis aleatórias.
Seja o espaço amostrai, e w e um dado experimento; 
seja I o conjunto dos números reais; entao o conjunto das funções 
reais ou complexas {X(w,t)} com w e , t e I é um processo a- 
leatório ou processo estocástico.
Para interpretarmos o significado de {X ( w ,t)}tomemos wi 
um dado experimento e t e I . Então, para um dado w = w£»x(wi,t) 
representa uma particular realizaçao do processo e X(w£,t) = 0(t) 
é uma funçao de t . Considerando t = ti,X(w,t£), e uma quantidade 
que sómente depende de w, portanto é uma variável aleatória. Os
FIG. 1 - Realizações particulares do processo
( w f i xo )
Portanto, um processo estocástico pode ser considerado como uma 
função de duas variáveis, no caso w e t . E m  nossas aplicações e 
exemplos, consideraremos a variável t como sendó representativa -
do tempo e w denotará os diferentes experimentos, porem, de um m£ 
do geral, w e t sao quaisquer.
Por exemplo, X(w£,t) fornece a evolução temporal do fenômeno ale^
FIG. 2 - Variáveis aleatórias resultan­
tes de diversos experimentos.
( t fixo )
2.2.2 - Caracterização dos Processos Estocãsticos
A função densidade de probabilidade conjunta de {X(w,t)} 
descreve completamente o processo, porem é muito difícil usá- la 
na prática, como modelo para um processo es tocástico*. Por outro 
lado, a função densidade de probabilidade conjunta apresenta o - 
comportamento macroscópico final do sistema, envolvendo o conhec^ 
mento da máxima informaçao possível sobre o processo.
No entanto, nos problemas usuais, a informaçao é muito 
limitada, e mesmo nos casos em que grande quantidade de informa­
çao é disponível, o modelo resultante não é simples, nem geral. 
Além disso, exige extenso conhecimento de métodos estatísticos,d^ 
vergindo do objetivo que é solucionar um problema de modelagem e 
estimativa. ,
* - f (X(w,l) ,X(w,2) , . . . ,X(w,n))= ,X(w,2) , . . . ,X(w,n))_
3X(w,1)3X(w,2)... 3X(w,n)
onde F(X(w,i)) é a função distribuição de probabilidade conjun 
ta acumulada de X ( w ,i),(i = l ,2,..,n) ; portanto a determinaçao da 
funçáo densidade de probabilidade conjunta implica na exis­
tência de derivadas parciais de ordem 1 a n .
2.2.3 - Cl assificaçao dos processos estocãsticos
a) Quanto ã continuidade das variáveis: Podemos classifi^ 
car os processos como discretos ou contínuos, dependendo de:
i) ser t discreto ou contínuo 
ii) ser X discreto ou contínuo
Dentro dessa classificaçao poderemos ter, entao:
1) Processo de variável aleatória e tempo discreto = sao os 
processos em que t pertence ao conjunto dos números inteiros posl 
tivos, negativos-ou nulos. 0 processo em si pode tambem ser cons^ 
derado como discreto, isto é, X(w,t) poderá somente assumir valo­
res discretos, tais como X(w,0), X(w,Í), X(w,2),.... 0 processo 
esboçado na figura 3 é um exemplo de processo de variável aleató­
ria e tempo discretos.
t
FIG. 3 - Processo estocàstico com tempo aleatório.
2) Processo aleatório contínuo com tempo discreto = quando o 
processo admite valores contínuos entre sucessivos valores de tem 
po t, como representado na figura 4.
FIG. 4 - Processo estocàstico contínuo e tempo discreto
3) Processo aleatorio com tempo continuo = é o caso em que o 
processo só pode assumir valores discretos através do tempo. Um £  
xemplo desse caso é mostrado na figura 5.
FIG. 5 - Processo aleatório com tempo contínuo.
4) Processo contínuo no tempo = e o caso mais geral, em que 
tanto o processo como o tempo de medida sao contínuos, como o mo£ 
trado na figura 6.
b) Quanto à existência física do processo: Podemos clas­
sificar os processos estocásticos como sendo ou nao um processo 
físico. Se o valor do processo em qualquer instante de tempo é e£ 
tatísticamentè independente dos valores futures, então é um pro­
cesso causai, i.ê, um processo estocástico ê causai se X(w,t) ê 
estatisticamente independente de X(w,Ç) para todo Ç > t, ou ain 
da:
P {X(w,t) X(w,Ç), Ç > t} = P {X(w,t)}
c) Quanto ao campo de definição da variável X ; os proce£ 
sos podem ser classificados como:
- Processos aleatÕrios de valores reais; quando X(w,t) é um 
número real para todo t e para qualquer experimento w .
- Processos aleatÕrios de valores complexos; quando X (w,t) 
pertence ao campo dos números complexos para qualquer t e 
w . Nesse caso, X(w,t) pode ser expresso por:
X(w,t) = X'(w,t) + j X"(w,t) , 
onde j e a unidade imaginária \ F T .
Em nosso trabalho, a menos que explicitamente dito, conside_ 
raremos somente os processos estocãsticos físicos, causais, reais 
com tempo discreto e variável aleatória continua. Nao considerar^ 
mos os processos de tempo contínuo porque podemos aproximar um 
processo de tempo discreto a outro de tempo contínuo tanto quanto 
queiramos, tomando-se para isso um intervalo entre t e t+1 tao p£ 
queno quanto se queira.
Além disso, o processo a tempo discreto elimina muitas dif^ 
culdades de ordem matemática, envolvidas nas definições de deriva^ 
das. Por isso, a partir desse ponto, notaremos os processos esto- 
cásticos a tempo discreto X(w,t) por X(w,n), n = , ... , ~k > 
..., 0, 1, 2, ..., ...
d) Quanto à independência estatística no tempo: conside­
remos as relações estatísticas em relação ao tempo:
1 - Caso geral: seja um processo estocástico X(w,n). No caso
mais geral de dependência temporal X(w,n) é dependente de 
todos X(w,m), para m = n - 1 , n-2, ..., n-k+1, n-k, isto é,
P{X(w,n)1X(w,m), m < n}= P {X(w,n)[X(w,n-l) ,X(w,n-2), ...,
, X(w,n-k)>
2 - Processo Markoviano: quando X(w,n) é estatisticamente d£
pendente somente de X(w,n-1), ou seja:
P {X(w,n) I X(w,m), m < n} = P {X(w,n) I X(w,n-1)}
3 - Processo de ruido branco (white noise process); um proce£
so X(w,n) é chamado de processo de ruido branco se 
X(w,n) é estatisticamente independente de X(w,m) para
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Portanto, se X(w,n) é uma sequência de processos alea­
tórios independentes, e com média nula, pode-se inferir:
E [X(w, j) .X(w,k)J = E [X(w, j)jE fx(w,k)] = ( D
<íjk • E [x(w, j ) .X(w,k) _ 
onde zfjk é o delta de Kronecker.
Logo, uma sequência de processos aleatórios independen - 
tes com média nula é ortogonal em relaçao ao valor esperado.
2.2.5 - Espaço de Processos Estocásticos
Neste trabalho., a menos que expressamente dito, conside^ 
raremos somente processos estocásticos de média nula e variância 
finita,i.é.,
, V  nE [X(w,n)
E [x2(w,n)] <
0
Y n
( 2 )
(3)
Tenha-sé em mente que a restrição imposta por (2) nao im 
plica em perda de generalidade, pois qualquer processo de média 
nao nula poderá ser considerado por meio de X - • Podemos con 
siderar os processos que satisfazem (2) e (3) como vetores de um 
espaço de vetores aleatórios.
Considere-se o espaço de Hilbert^*^ ’ , que notaremos por 
le, formado por processos estocásticos, sendo o produto interno e 
a norma definidos como:
< X(w,n), Y(w,j) >= E [x(w,n) .Y(w, j )] , X(w,n) e Y(w,j) (4)
= \/e |X^(w,n)X(w,n) (5)
Isto forma um espaço de Hilbert, H, de todos os proces - 
sos estocásticos X ( w , n ) , t a l q u e :
IX(w,n)I < 00 , V n
Considere-se os processos em que
E [x(w,n)
(6 )
(7)
A restrição (7) não implica em perda de generalidade po£ 
que os processos de média nao nula tambem pertencem a este espaço.
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Usando as equações (10) e (11) pode-se reescrever (10) como:
1 im
N^ oo
E ^X^(w,n)
^  r 9
Entao, desde que E |_X (w,n)j < «>, podemos satisfazer (6).
Um exame mais detalhado da eq. (9) mostra que X(w,n) po­
de ser considerado como a resjposta de um sistema linear discreto 
excitado por um processo de ruido branco {W(w,j)}, (j= ,n),
como na Figura 7 •
Pelo que ficou dito, um processo estocàstico X(w,n) p£ 
de ser representado pela resposta de um sistema linear discreto 
excitado por um processo de ruido branco. Por conveniência, desse 
ponto em diante deixaremos de represjentar o parâmetro w na des­
crição dos processos estocãsticos, de modo que:
X(w,n) serã notado por X(n) e
W(w,n) serã notado por W(n) .
n
-  Z 
j=-N
a 2 . E 3nj . '*W^  (w, j ) ( 1 2 )
Usando esta notaçao, a equaçao (9) passarã a ser:
X(n) = E a„..W(j) (13)
n
Z
j=-c
SISTEMA
W(n) LINEAR X(n)
-- ► ” DISCRETO
(S.L.D.)
FIG. 7 - Sistema linear discreto excitado 
por um processo de ruido branco.
Se agora considerarmos X(n) como a resposta de um 
sistema linear discreto a uma excitaçao W(j) , e fãcil constatar 
que a equaçao (13) representa a solução da equaçao de diferenças’ 
que descreve o sistema considerado. Portanto, como a equaçao do
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0 1
0 0
B = 0 e C = 0
•
«
1 _ 0 ^
, com B e C vetores 
de m linhas.
colunas
Os vetores X(n+1) e X(n) sao vetores de m linhas repre­
sentativos dos m estados do sistema, e
U(n) =
Z(n) = [z(n);
0 sistema linear discreto representado pelas equações' 
(19) e (20) descrevem um sistema como o da Fig. 8 .
FIG. 8 - Diagrama esquemático do sistema linear 
discreto representado pelas equações 
(19) e (20) .
Observaçao: 0 bloco representa um operador linear que
transfere uma variável X(n+1) da­
da no tempo n+1 para o tempo n .
Observamos mais uma vez que o sistema linear discre­
to acima representado pode ser tomado como um sistema linear dis­
creto excitado por uma funçao de ruido U e que responde com a 
variável Z . '
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tem estas equações como modelo, como na figura 9 .
FIG. 9 - Sistema linear representativo do 
sistema de equações (41) e (42).
2.4 - Análise comparativa e aplicaçao do modelo
0 sistema mostrado na figura 9 e uma representaçao do si^ 
tema linear discreto mais geral. Vamos efetuar algumas hipóteses 
sobre este modelo, de modo que possamos obter très dos mais conh£ 
cidos modelos lineares:
a) Modelo Dinâmico: Suponhamos que seja nulo, como ocorre
normalmente nos sistemas físicos. Então:
logo :
D = 0
e o sistema se reduz a:
X(n+1) = A . X(n) + B'.U(n)
Z(n) = C . X(n) , '
que é a forma do exemplo 1 da pág. 14 .
b) Modelo de Medias MÓveis (Moving Average): Nesse caso vamos 
supor q u e :
^n2 ” ^n3 ~ = anm ' ® ®
Com isso ás equações (25) se tornarão:

21
x(n+l) = A x(n) + B.U(n)
x(n+l) = A^x(n-l) + AB.U(n-l) + B.U(n)
■ o ^
x(n+l) = A-^x(n-2) + AB.U(n-2) + AB.U(n-l) + B.U(n)
X
V.
(n+1) = a P ^x(n-p) + AB.U(n-p) +...+ AB.U(n-l) + B.U(n).
Somando membro a membro:
X(n+1)=1/p[Ax(n)+ A^x(n-1)+...+ A^ ^x(n-p) + KQ.W(n) (29)
onde W(n) é uma função de U(n) e K q é uma constante , fun­
ção de A e B .
A equação (29) evidencia o fato de ser o modelo de suaviz£ 
çao exponencial, um caso particular do modelo geral de um siste­
ma linear discreto, como o expresso pela equaçao (28).
Como vimos, a técnica das variãveis de estado permite-nos 
obter uma representação unificada dos sistemas lineares discretos. 
Portanto, podemos afirmar que um processo estocástico X(n) reprje 
senta o comportamento de um sistema linear discreto excitado por 
um processo estocástico do tipo Ruido Branco, ou seja:
X(n+1) = A.X(n) + B.W(n) (30)
x(n) = C.X(n) + D.W(n) (31)
Como já dissemos em 2.4, item a., ocorre que na maioria 
dos sistemas físicos D = 0 e, portanto, desse ponto em diante 
consideraremos sempre a equaçao (31) como sendo:
x(n) = C.X(n) (32)
Considere-se agora a equação (9) e a equação (30). Ambas
são representativas da resposta de um sistema linear a uma excit£
ção do tipo Ruido Branco, portanto, são equações equivalentes. G£
5 18ralmente, na literatura ’ os autores assumem como modelo a e- 
quação (30). Como, porém, determinar quais são as classes de pro­
cessos estocásticos que podem ser representados desta maneira ? 
Em nosso caso, sabemos que sómente aqueles processos que perten - 
çam ao sub-espaço de Hilbert, em que as condiçoes (6) e (7) sao 
satisfeitas, admitem essa representaçao.
Outra grande vantagem da representação dos sistemas linea­
res pela equação (30) é a simplicidade que resulta de sua utiliz£
2 2
çao como modelo para computaçao digital. Observe-se que o valor 
de X(n+1) depende explicitamente somente de um dos valores ant£ 
riores da série de X(n). Isso implica em que, para calcularmos 
X(n+1) nao necessitamos lembrar X(0), X(l), ..., X(n-l) . Essa 
classe de modelos é chamada de modelos recursivos, enquanto que 
os modelos da forma da equaçao (3) sao chamados de modelos linea­
res auto-regressivos.
Uma aplicaçao largamente difundida no campo da econometria 
elos lineares auto-i 
renda e consumo ou demanda
dos mod o-regressivos é o estudo dos processos de
2,5,18
2.5 - Modelos de observaçao
Nos modelos ate aqui estudados consideramos que os dados 
disponíveis fossem representativos do exato comportamento dos si£ 
temas. No entanto, é evidente que nos casos práticos isso nao o- 
corre, pois os processos estocãsticos raramente sao passíveis de 
medida direta e sem erro. E importante, portanto, considerarmos 
as observaçoes como portadoras de um certo erro.
De um modo geral, os valores observados sao uma funçao
gn dos valores reais X^ , e de uma variável aleatória Vn , i.é.,
Yn = gn(Xn.Vn)
Para mantermos a unidade de nosso trabalho, consideraremos 
que gji seja uma função linear de X^ e V^ j, embora seja evidente 
que não é esse o caso geral. Portanto, vamos admitir que:
Yn = . Xn + (33)
No entanto, não podemos, a priori, assumir qual seja o com 
portamento estat Istico de Vn •
Podemos classificar Vjj , em relaçao a média estatística, 
em duas cias se s , a saber:
a) Vjj tem média nula
b) V^ tem média não nüla
A classe dos valores observados de média nula define o con
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pende fundamentalmente da funçao densidade de probabilidade do ia 
tor de erro . Por isso, é a mais confiável se for
distribuída normalmente. Caso a distribuição de for Laplacia- 
na, 03 dados nao serao tao confiáveis como anteriormente, embora
Porém, quando for distribuida segundo Cauchy, t£
~ • • • r 21remos um conjunto de observaçoes muito ruins, pois E IV
V 21 < 00
FIG. 10 - Representaçao comparativa das distri­
buições de Gauss, Laplace e Cauchy.
2.6 - Conclusão do Segundo Capitulo
Nesse capitulo expressamos processos estocásticos em fun­
ção de uma base ortogonal de processos de Ruido Branco. Após isso, 
vimos como representar um processo estocástico como a resposta de 
um sistema linear discreto ã excitaçao de um processo de Ruido 
Branco, e o expressamos usando o modelo das variãveis de estado.
A representaçao por meio das variáveis de estado é mostr£ 
da como sendo a forma mais geral de se representar um processo e£ 
tocástico. Consideramos também as diferenças entre os modelos i- 
deais e os modelos resultantes das observaçoes, examinando-se ' 
trés hipóteses sobre o comportamento do erro.
No entanto, o ponto mais importante de nosso |:rabalho, a
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nosso ver, se refere à determinaçao das condições de validade dos 
modelos, as quais ficam perfeitamente definidas quando do estudo 
de caracter microscopico do sistema, que procuramos fazer através 
da definição de um processo estocãstico por meio de uma base orto 
gonal de um sub-espaço de Hilbert.
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C A P Í T U L O  III
3. SIMULAÇÃO
3.1 - INTRODUÇÃO
A simulaçao é largamente utilizada no estudo de sistemas - 
ou organismos complexos. No estudo desses sistemas ou organismos, 
ocorre, em alguns casos, muita dificuldade de especificar a forma 
matemática exata do modelo do sistema, ou em outros casos, o sis­
tema tem equações que não têm solução através de métodos analít^ 
COS. Nesse caso a simulaçao do sistema em computadores fornece d£ 
dos sobre o comportamento do sistema que serão de grande valor.
Neste capítulo apresentamos a simulaçao que efetuamos com 
os modelos desenvolvidos no segundo capítulo. Nesse caso, a utili^ 
zaçao da simulaçao se justifica pela estocasticidade dos modelos.
Sao apresentadas as técnicas que usamos para simular nosso 
modelo, usando linguagem FORTRAN em um computador IBM-1130 . Sao 
apresentados esquemas geradores de nümeros aleatórios com distri­
buições de probabilidade uniforme, gaussiana, laplaciana e de Cau 
chy.
Mostramos gráficos, obtidos através dessas técnicas , que 
simulam o comportamento dos modelos dinâmicos e de observação.
0 modelo de abservaçao é discutido em funçao de três hipó­
teses assumidas com relaçao à distribuição de probabilidade da va  
riável de erro, simulando os casos em que a confiabilidade dos d£ 
dos ê boa, muito boa e ma.
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3.2 - TESTES DE COMPORTAMENTO ESTATÍSTICO DOS GERADORES DE NÚME­
ROS ALEATÓRIOS.
Para confirmaçao das propriedades esperadas dos geradores 
de números aleatórios e suas distribuições de probabilidade, efe­
tuamos três testes; os dois primeiros visam verificar a exatidão 
dos valores esperados das médias e variâncias das distribuições.
3.2.1 - Testes de Media e Variância
Como esses testes são amostrais, podemos escrever:
E
1 n
E Xi = y= x
X
Utilizamos estes testes em todas as distribuições de pr£ 
babilidade que usamos e obtivemos resultados muito bons.
Para o teste de independência da sequência dos números a. 
leatórios usamos o teste Chi-Quadrado, que é talvez o melhor tes­
te estatístico dentre todos os conhecidos  ^ e é largamente u- 
tilizado por ser um teste bãsico e que pode ser usado em conexão 
com muitos outros.
3.2.2 - Teste de Chi-Quadrado
Para executarmos este teste tomamos uma amostra de n nú­
meros. Divide-se o intervalo de variação dos números em K sub-in- 
tervalos iguais. A medida que os números aleatórios forem sendo - 
gerados, verifica-se a qual dos K sub-intervalos êle pertence e 
anota-se a frequência de ocorrência de números em cada sub-inter­
valo. Adotamos essa frequência como sendo a frequência observada_ 
de ocorrência, fo . Calcula-se a frequência esperada de ocorrên­
cia de números aleatórios em cada sub-intervalo, e definimos:
K . - f  . V 2
i=l ^ei
em que V é uma variável aleatória com distribuição aproximadamen­
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te chi-quadrado , com K-1 graus de liberdade.
Á frequencia esperada e calculada por:
f e = n . p i
onde n é o tamanho da amostra e p£ é a probabilidade de ocorren - 
cia de um numero aleatório no sub-intervalo i, ou ainda:
Pi = P a X <_ b = F(b) - F(a)
onde F(a) e o valor da funçao densidade de probabilidade acumula­
da no ponto a; e "a" e "b" sao os valores extremos dos sub-inter- 
valos.
Então, de uma forma geral, o valor da frequência esperada 
fe para distribuições uniformes, será:
f = -2- 
le u K
Usamos este teste no gerador de números aleatórios unifor^ 
mes RALEA mostrada na figura (13) e obtivemos resultados pos^
tivos com um nivel de significáncia de 95%, conforme mostrado no 
exemplo 1.
Exemplo 1 :
Seja uma populaçao de 30.000 números aleatórios uniforme­
mente distribuidos entre (0, 1). Tomamos 30 amostras de 1.000 el£ 
mentos cada. Vamos determinar com 95% de confiabilidade se esses 
números sao independentes e realmente uniformemente distribuidos. 
Para isso dividimos o intervalo (0, 1) em 100 sub-intervalos i- 
guais. Então:
_ n _ 1.000 _ ,^
^eu - K ■ 100 “
então, os valores s de V poderão estar entre:
Vmax = 1 2 8 , 4 2 2
e
Vmin = 73,361
pois V tem distribuição chi-quadrado com 99 graus de liberdade.
13A figura 11 mostra um programa FORTRAN para executar o 
exemplo 1.
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// ASM 
»LIST 
0000 
0023 
0000 
0001 
0003 
0005 
0007
0009 
OOOA 
OOOC 
'OOOD 
OOOF
0010 
0011
0013
0014
0015
0016
0017
0018
0019 
OOIB 
OOID 
OOIF
0020 
0021
0023
0024 
0026 
0028 
002A 
002B 
002D 
002E 
0030 
0032 
0034
0036
0037
0038
0039 
003A
0
01
01
01
00
0
01
0
00
0
0
01
0
0
0
0
0
0
01
00
00
20
1
01
0
00
01
00
0
01
0
00
01
00
01
0
0
190531^1
09053141
0000
6E00001C
6D00001E
66800000
C6800000
A020
AC000036
1090
D6800000
1890
108F
AC000036
6110
1140
1801
D021
7171
6920
74010000
66000000
65000000
064C4000
0038
4C800000
0000
6E000000
66800023
C680000n
AOOC
AC000036
1090
D6800000
74010023
66000000
4C800023
7FED
03E5
0001
0001
00001
00002
00003
00004
00005
00006
00007
00008
00009
00010 
00011 
00012
00013
00014
00015
00016
00017
00018
00019
00020 
00021 
00022
00023
00024
00025
00026
00027
00028
00029
00030
00031
00032
00033
00034 
000 3 5
00036
00037
00038
00039
00040
00041
00042
ENT 
ENT 
RALEA DC 
STX 
STX 
LDX 
LD 
M 
D
.SLT
STO
SRT
SLT
D
LDX 
SLCA 
SRA 
STO 
MDX 
STX 
MDM 
LDX 
LDX 
LIBF 
DC 
B
IALEA DC 
STX 
LDX 
LD 
M 
D
SLT
STO
MDM 
LDX 
B
DC 
DC 
BSS 
BSS 
END
SAVE
SAVI
SAVA
MOD
IRAIZ
TEMP
L2
LI
12
12
12
1
1
L
L2
LI
I
L2
12
12
12
L
L2
I
r a l e a
lALEA
SAVE+1
SAVI+1
RALEA
0
IRAIZ
MOD
16
0
16
15 
MOD
16
1
TEMP
113
TEMP+1
RALEAfl
FLD
TEMP
RALEA
SAVA+1
lALEA
0
IRAIZ
MOD
16
0
lALEAtl
lALEA
32749
997
1
1
FIG. 12 - Função RALEA
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3.3 - GERAÇÃO DE NÚMEROS ALEATÕRIOS COM DISTRIBUIÇÃO NORMAL(0,1):
Para obtenção de números aleatórios com distribuições nao 
uniformes, usamos a técnica baseada na funçao inversa da função 
distribuição de probabilidade acumulada. Para o nosso gerador, a£ , 
bitramos a média como zero e a variância unitária; portanto:
f (x) Exp {
\[2ÍT ' 2
A função distribuição de probabilidade acumulada F(x) é da
da por:
F,(x)
- rJ- a f(t) . dt
Como pode-se observar na figura 14, se dispormos da função 
inversa F (x) , poderemos facilmente gerar um conjunto de números 
aleatórios com distribuição normal através de uma variável aleat£ 
ria independente uniformemente distribuida entre (0, 1).
FIG. 14 - Método gráfico para obtenção de 
um gerador de números aleatórios 
normalmente distribuídos.
Ocorre, no entanto, que F~^ (x) é muito difícil de ser obti^ 
da analiticamente. Existem muitos métodos aproximados para deter­
minar F ^(x). Escolhemos o algoritmo de Box, Müller e Marsaglia^.
0 algoritmo de Box-^MÜller & Marsaglia se origina da integração - 
da função densidade de probabilidade conjunta de duas variáveis 
gaussianas. Em vista disto necessita de duas sequências de núme­
ros aleatorios uniformemente distribuidos. Para maior comodidade, 
programamos um gerador em tudo igual ao gerador RALEA, que chama
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mos PALEA, para conjuntamente formarem as duas seqüências de nume 
ros aleatorios requeridas. Mostra-se na figura 15 um fluxograma - 
simplificado do algoritmo de Box-Müller e Marsaglia, e na figura
16 a sub-rotina GAUSS que programamos para gerar números aleato­
rios normalmente distribuidos com média zero e variância unitaria, 
A sub-rotina Gauss pode ser utilizada através do comando:
CALL GAUSS (IX, JX, U, V)
em que: IX e JX sao variáveis inteiras positivas menores que - 
32748, que inicializam os geradores uniformes, e U e V são duas 
variáveis reais, estatisticamente independentes com distribuição 
normal (0, 1).
FIG. 15 - Algoritmo de Box, Müller e Marsaglia
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3.5 - GERADOR DE NÚMEROS ALEATORIOS INDEPENDENTES COM DISTRIBU^ 
ÇÃO DE CAUCHY.
A distribuição de probabilidade de Cauchy tem a seguinte_ 
funçao densidade de probabilidade;
1 1f(x) =
‘ d  +(x-y)2)
X < 00
com:
E [x] = y = 0
E X
A funçao distribuição de probabilidade acumulada é:
F(x) = — ^  arc tg (x-y)
Tomando-se F(x) = U e y = 0 , obtêm-se:
F"l(x) = tg ( H (U-1/2))
A sub-rotina Cauch , figura 19, utiliza a equação (35) pa­
ra gerar números aleatórios independentes com distribuição de Ca_u 
chy. Esse gerador pode ser chamado pelo comando:
CALL CAUCH (IX, X)
onde IX ê uma variãvel inteira positiva menor que 32748 que ini^ 
cializa o gerador de distribuição uniforme, e X ê o número ale£ 
tório gerado.
// FOR .
*LIST SOURCE PROG k AM
SUBROUTINE CAUCH(IX»X) 
PI=3.14159 
U=PALEA(IX)
ARCO=PI*(U-0.5)
X = SINI ARCO)/COS(ARCO)
RETURN
END
FIG. 19 - Sub-rotina CAUCH.
Assim ficam definidos os quatros geradores de números alea^ 
tórios que usaremos em nosso trabalho de simulação.
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3.6 - SIMULAÇÃO DOS MODELOS
Nessa simulaçao usamos os modelos fornecidos pela equaçao_ 
(38), desenvolvidos em forma escalar. Consideramos somente dois 
modelos diferentes:
x(n+l) = a.x(n) + b.w(n)
x(n+l) = ai.x(n) + a2 .x(n-l) + bi.w(n)
onde a, a^ , a £ , b e bj^  sao constantes e w é uma variãvel alea_ 
tõria que responde pelo comportamento estocãstico dos modelos.
Simulamos o primeiro modelo através da sub-rotina PARPO 
(figura 22), e o segundo modelo através da sub-rotina PARSO (fi­
gura 23). Essas sub-rotinas usam o Plotter^ do sistema IBM-1130 
para traçar o comportamento dos modelos.
0 princípio básico das sub-rotinas está mostrado no dia­
grama de blocos mostrado na figura 20 . Ambas as sub-rotinas PAR­
PO e PARSO usam duas .outras sub-rotina que são as sub-rotinas 
GRAFC e GRADE (figuras 23 e 24), como auxiliares no traçado.A su^ 
rotina GRAFC define as escalas e traça os eixos de referência dos 
gráficos. A sub-rotina GRADE traça as margens e escreve os parâ­
metros do modelo. Evidentemente, além dessas sub-rotinas, fizemos 
largo uso das sub-rotinas do plotter do sistema IBM-1130.
A sub-rotina PARPO pode ser usada através do comando;
CALL PARPO (Al, B, X O , IX, JX, VET)
onde
Al = é o coeficiente de x(n)
B = é o coeficiente de w(n)
XO = é o valor inicial do processo, fornecido pelo pro­
grama principal.
IX, JX = são variáveis inteiras positivas menores que •••• 
32748, que inicializa as funções geradoras de nú 
meros aleatorios.
VET = é um vetor de dimensão igual ao tamanho da amostra 
mais um. Deve ser dimensionado no programa princi­
pal. E usado para simular os modelos de observa 
ção.
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Nas figuras que se seguem mostramos os resultados da simu­
laçao dos modelos. Estas figuras representam très amostras de um 
processo de Ruido Branco, de processos de auto-regressão de pri­
meira e segunda ordens, correspondendo respectivamente às figuras 
(27) a (29), (30) a (32) e (33) a (35).
Por ultimo estao as figuras representativas dos modelos de 
observaçao, em que cada conjunto de duas figuras mostra o modelo 
ideal e o modelo com erro. Sao tres conjuntos mostrando o modelo 
de observação com funçao distribuição de probabilidade da variã­
vel de erro sucessivamente, gaussiana, figuras (36) e (37), lapla. 
ciana, figuras (38) e (39), e de Cauchy, figuras (40) e (41).
Para simular o processo de Ruido Branco plotamos um procès^ 
so auto-regressivo de primeira ordem com coeficiente Al nulo e 
B= 1,0 . Para a simulação dos modelos de primeira ordem adotamos 
como parâmetros:
Al = 0,50 
B = . 1,00
enquanto que para os modelos de segunda ordem adotamos:
Al = 0,50 
A2 = 0,25 
B = 1,00
0 programa principal que executa toda a simulação esta re­
produzido na figura 26 . A simulação do processo de Ruido Branco 
e feita tomando-se A^ e A 2 nulos.
3.8 - CONSIDERAÇÕES E OBSERVAÇÕES SOBRE ESTA SIMULAÇÃO.
Nos modelos dinâmicos somente os modelos de primeira e se­
gunda ordem foram considerados, porque queríamos mostrar a vincu- 
laçao, como efetivamente observa-se nos gráficos, existente entre 
um processo estocãstico e um modelo estocãstico.
Como era de se esperar, a vinculaçáo entre os valores mais 
antigos da série com o comportamento atual do processo, a cada 
instante, aumenta â medida que mais dados entram na formação do 
valor atual do processo, Esta vinculação se aparesenta sob a for­
ma de uma "suavização" no comportamento dos processos. Lembrando
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a atuaçao do sistema linear sobre um processo estocàstico, visto 
no capítulo anterior, este comportamento se justifica por que a 
solução da equaçao do sistema é uma exponencial decrescente.
Nos modelos de observaçao a simulaçao mostra a influência 
da distribuição de probabilidade da variável de erro no comporta­
mento do modelo com dados incorretos.
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FIG. 27 - Simulaçao de um processo de
Ruido Branco (Experiência 1)
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FIG. 28 - Simulação de um processo de
Ruido Branco (Experiência 2)
49
O il. .
Ruido Branco (Experiência 3)
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FIG. 30 - Simulação do modelo de pr^
meira ordem (Experiência 1)
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FIG. 31 - Simulaçao do modelo de pri­
meira ordem (Experiência 2)
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FIG. 32 - Simulaçao do modelo de pri­
meira ordem (Experiência 3) .
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FIG. 33 - Simulaçao do modelo de se­
gunda ordem (Experiência 1)
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FIG. 34 - Simulação do modelo de se­
gunda ordem (Experiencia 2)
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FIG. 35 - Simulação do modelo de se­
gunda ordem (Experiência 3)
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FIG. 36 - Simulaçao do modelo de observação
(Valor exato - Experimento 1)
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FIG, 37 - Simulaçao do modelo de observaçao 
(Erro Gaussiano - Experimento 1)
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FIG. 38 - Simulaçao do modelo de observação
(Valor exato - Experimento 2)
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FIG. 39 - Simulação do modelo de observaçao
(Erro Laplaciano - Experimento 2)
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FIG. 40 - Simulaçao do modelo de observaçao
(Valor exato - Experimento 3)
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FIG. 41 - Simulação do modelo de observaçao
(Erro com distribuição de
Cauchy - Experimento 3)
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C A P Í T U L O  IV
4 - UM ESTUDO SOBRE IPENTIFICAÇAO DE MODELOS
4.1 - INTRODUÇÃO:
Nesse capitulo consideraremos a determinaçao dos parâme­
tros do modelo de um sistema linear conhecendo-se um- conjunto de 
dados. Consideraremos três casos:
I - A forma funcional do modelo ê conhecida.
II - A forma funcional do modelo ê desconhecida, mas sabe^ 
s e que ê 1inear.
III - 0 modelo ê desconhecido totalmente, embora saiba- se 
ser um dentre um conjunto finito.
Na estimaçao dos parâmetros usamos o critério de avaliação 
de máxima probabilidade (maximum likelihood estimator).
No caso I a forma funcional do modelo é conhecida, e, dis­
pondo-se de um conjunto de dados, usamos o estimador de máxima 
probabilidade para determinar os parâmetros desconhecidos.
No caso II, já que o modelo é completamente desconhecido, 
mas linear, assumimos a forma geral dos modelos lineares como mo­
delo e determinam-se os parâmetros.
No ultimo caso, usamos testes de hipóteses para determi­
nar qual o modelo mais provável dentre um conjunto de modelos po£ 
siveis.
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4.2 - 0 PROBLEMA GERAL DE ESTIMAÇÃO
0 problema geral consiste na estimaçao de parâmetros desco^ 
nhecidos do modelo de um sistema de modo que se otimize um crité­
rio de avaliaçao escolhido.
Seja 0, e e R ™ , um vetor representativo dos parâmetros 
desconhecidos e X, X e R um vetor representativo dos valores 
dados. A transformaçao do espaço dos 6 para o espaço dos X pode 
ser probabi1isticamente descrita por sua funçao densidade de pro­
babilidade f(X, 6), ou por uma representaçao funcional do tipo:
gi (Xi, 6) = ££ . (36)
onde ££ sao variáveis aleatórias independentes e identicamente_ 
distribuidas, representativas do comportamento estocástico do mo­
delo.
0 vetor 0 poderá ser deterministico ou aleatório, mas em 
nosso trabalho trataremos os parâmetros sempre como quantidades - 
determinísticas.
4.2.1 - Tipos de Estimadores
Os estimadores podem ser divididos em estimadores de pa- 
rametros deterministicos ou aleatórios.
a) Estimadores de parâmetros deterministicos:
1. Método dos mínimos quadrados: é uma aproximaçao não pro^ 
babilística do problema e consiste em:
min I Ig£(X, 0) I 1 ^
2. Estimador de mínima variância não tendencioso : e um es­
timador probabilístico , porém prescinde do conhecimento 
da funçao densidade de probabilidade. 0 objetivo é:
min E 0  -  ê '
3. Estimador de máxima probabilidade: (maximum likelihood) 
é um estimador probabilístico que utiliza o conhecimen­
to completo da função densidade de probabilidade. 0 cri^ 
tério de performanc e p o d e  ser reduzido a:
max L (X^,0) , (i = 1, 2, ...» n)
0
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ou ainda:
3
log (L (X, 0)) = 0
onde L e a função de probabilidade de X (Likelihood function of X)
b) Estimadores de parâmetros aleatórios:
1. Estimador de Bayes: esse estimador usa o conhecimento - 
de probabilidades a priori sobre o comportamento do s i
t ema.
2. Estimador de mãxima probabi1idade: é usado quando a fu£ 
çao densidade de probabilidade a priori é desconhecida.
3. Critério Minimax: como o proprio nome diz nao e exata­
mente um estimador e sim um critério para estabelecimen 
to de políticas de procedimento ótimo, baseando-se no 
conhecimento das distribuições de probabilidade do sis­
tema.
4.3 - OBTENÇÃO DOS PARÂMETROS DO MODELO A PARTIR DOS DADOS:
Vamos apresentar os diferentes estimadores e critérios de 
avaliaçao de modo que, estudando-se as características esperadas_ 
dos estimadores, possamos efetuar uma seleção adequada do metodo 
de estimaçao que usaremos.
4.3.1 - Estimadores e critérios de avaliaçao
Seja um problema da forma:
g£ (X^, 0) = Ei , (i = 1. •••» n)
onde gi(0) é conhecida a menos de seus parâmetros 0 . Portanto,
o problema consiste em determinar estimadores § de 0 e de g£(0), 
de modo a otimizar o critério de avaliação escolhido.
As características esperadas de um bom estimador sao:
1. Nao tendenciosidade
2 . Consistência
3. Eficiência
4. Ser uma função de estatísticas suficientes
Em vista disso, definiremos estas características e ire-
30
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Tem-se agora definidos o método de estimaçao e o respec­
tivo critério de avaliaçao. Resta-nos agora analisar a situaçao 
usual de estimaçao.
Desde que a premissa de linearidade do modelo permane - 
ça, podemos dividir os problemas usuais de estimaçao em duas 
classes distintas: o conjunto dos problemas em que a forma fun­
cional do modelo é conhecida.e a classe dos problemas em que se 
desconhece a forma funcional do modelo.
Procurando uma forma simples e coerente de apresentaçao 
para tais problemas, abordaremos inicialmente os problemas em 
que a forma funcional é conhecida.
4.3.3 - Determinaçao dos parâmetros de um modelo cuja forma fun 
cional é conhecida.
Esse é o caso mais comum de problemas de estimaçao li­
near, caracterizado pela disponibilidade de uma série de dados 
representativos do passado de um sistema linear e pelo conheci - 
mento, arbitrário ou nao, da forma funcional do modelo.
Suponhamos que se tenha uma seqüência de dados ......
{X£} , (i = 1, 2, .. . , N) , e o modelo representativo do sistema*
s e j a
onde ;
X(n) = A.X(n-l) + B.W(n)
E [W(n)j = 0  (38)
E [W(n) . W(n)'] = An (39)
são conhecidos. Temos que determinar A e B . Suponha-se que W(n) 
tenha distribuição normal. Então pode-se afirmar que (X (n)
- A.X(n-l)) é uma sequência de variáveis aleatórias independen - 
tes, normalmente distribuidas com média nula e matriz de cova-
* - 0 modelo de primeira ordem X(n) = A.X(n-l) + B.W(n) pode
ser considerado sem perda de generalidade porque pode ser^ 
extendido a um modelo de ordem p qualquer; evitamos, as­
sim procedendo, á problemas de equações simultâneas.
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n X(n+1) X(n) X(n-l)
1 0,941 1,481 -1 ,432 ^g^x2(n) = 12,821 
n-1
2 0,643 0,941 1,481
3 -1 ,432 0,643 0,941
10 9 
^ X^(n-l) = 13,145 
n = l
4 -0,271 -1,432 0,643
5 -0,990 -0,271 -1,432 X(n-H) .X(n-1)= 4,283
n = l
6 -0,052 -0,990 -0,271
7 -1 ,94 6 -0,052 -0,990
10
E X(n-H) .X(n) = 4,965 
n = l
8 -0,839 -1 ,946 -0,052
9 -1,314 -0,839 -1 ,946
10
E X(n).X(n-l) = 2,504 
n = l
10 -0,287 -1,314 -0,839
Valores Estimados 
Âi = 0,298 
Â2 = 0,156
Valores Reais 
Al = 0,500 
A2 = 0,250
QUADRO 3 - Estimação dos Parâmetros do 
Modelo de Segunda Ordem.
Nos quadros 2 e 3 mostramos resultados que obtemos na es­
timação dos parâmetros. 0 quadro 2 se refere a um modelo de pri­
meira ordem e o quadro 3 a um modelo de segunda ordem. Estimamos 
os parâmetros com dados obtidos da simulaçao dos modelos.
4.3.4 - 0 Problema de Estimaçao dos Parâmetros de um Modelo cuja 
Forma Funcional é Desconhecida.
A teoria da informação nos assegura que a qualidade de 
uma estimaçao e proporcional ã quantidade de informaçao (numero - 
de dados) utilizada em sua obtenção. Ora, o caso em que o modelo 
é desconhecido poderia, a primeira vista, significar uma perda de
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qualidade na estimativa; no entanto, o problema é, teoricamente , 
facilmente solucionado sem perda de qualidade na estimativa.
E fãcil compreender que utilizando-se o modelo geral dos 
sistemas lineares nao estaremos incorrendo em erro por omissão de 
informaçao, desde que o sistema seja linear, pois qualquer que S£ 
ja o modelo real do sistema este serã um caso particular do mode­
lo ger al .
Consequentemente, um sistema linear admite como modelo: 
X(n+1) = A]^X(n) + Á 2X(n-l) + ... + ApX(n-p + l) +
+ Bj^W(n) + ... ±  BpW(n-p+l) , p N (4 7)
onde N é o número de dados disponíveis.
Nesse caso a simulação poderã ser utilizada para determi­
naçao do melhor valor de p .
Evidentemente que com a equaçao (47) o modelo fica deter­
minado e cai-se no caso anterior de estimaçao dos parâmetros. Por 
outro lado, o emprego da simulaçao para determinaçao da forma fun 
cional do modelo poderã ser um trabalho demorado e de custo apre­
ciável. Em vista do exposto, discute-se a seguir um modo mais sim 
pies para escolher o modelo mais adequado a cada situaçao, usando 
a teoria dos testes de hipóteses.
4.4 - ESCOLHA DO MODELO MAIS ADEQUADO.
Devido ã dificuldade de determinaçao do modelo no caso an­
terior, consideraremos a seguir o caso em que e sabido que o mod£ 
lo pertence a um conjunto finito de modelos
Vamos abordar o problema de decidir dentre dois modelos , 
denominados modelo 0 e modelo I, qual o mais adequado a um conjun 
to de dados preliminarmente obtidos. Para isso vamos supor que - 
possamos dicotomizar o espaço amostrai Q em espaços mutuamente ex 
clusivos e , respectivamente, representativos dos espa­
ços de resultados {X} dos modelos 0 e I . A cada conjunto de 
observaçoes X = {xj^, X £ , ..., pode-se associar um ponto no
espaço amostrai. Assim podemos formular duas hipóteses:
1) - Hipótese H q “ Modelo 0 e verdadeiro.
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2) - Hipótese Hj^  - Modelo I é verdadeiro.
Como critério de escolha, adotaremos H q se ÍX) e SÍq 
se {X} e , como esquematizado ua figura 43.
e Hl
H
Nosso objetivo reside na determinaçao de qual hipótese, 
o ou Hi ,é verdadeira. Usando o critério de decisão esboçado ac^
ma, ter-se-ã, em média, a decisão acertada.
Nessa situaçao poderão ocorrer os seguintes casos:
é a hipótese verdadeira e decide-se por Hg 
é a hipótese correta e adotamos Hi
Hl
a) H q
b) Ho
c) Hl
d) Hl
é a hipótese verdadeira e adotamos
é a hipótese verdadeira e adotamos H.
A cada uma destas situações associa-se um peso ou custo, 
C i j , de modo que, minimizando o custo médio total, possamos obter 
uma regra de decisão.
Sejam Ci^, Cq I, Cq q e C n  esses pesos, em que o primei­
ro índice indica a hipótese escolhida e o segundo índice indica a 
hipótese que ocorreu. Ê preciso assumir, ainda, que a ocorrência 
de X em í^ i , ou í2q seja p robab il í st i ca , com probabilidades pi e 
Pq , respectivamente. Tais probabilidades são chamadas probabili­
dades a priori de ocorrência. Estas probabilidades representam a 
informaçao do observador a respeito da fonte ou do sistema antes 
de que o experimento seja efetuado.
Agora pode-se calcular o valor esperado do custo de toma­
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o que confirma a validade do critério de decisão.
4.5 - OBSERVAÇÕES SOBRE ESTE CAPÍTULO
18Da mesma forma que no trabalho de Zellner e Geisel , em 
todo nosso trabalho adotamos, embora nao seja o caso geral, a su­
posição de serem os parametros dos modelos quantidades determinis_ 
ticas. Isso porquê o desenvolvimento da estimaçao de parametros - 
estocãsticos diverge do nosso objetivo.
Por outro lado, neste capítulo mostramos uma forma unific^ 
da e geral para obtenção dos parâmetros, através da representação 
matricial, evitando desta maneira, as conseqüentes variações de 
técnicas de estimaçao como no trabalho supra citado.
Observado-se as técnicas de obtenção de um estimador, pode^ 
mos agora tecer alguns comentários sobre os modelos de observaçao: 
Em primeiro lugar deve-se tomar cuidado na determinaçao da funçao 
densidade de probabilidade conjunta da variãvel estocâstica,pois 
caso não seja gaussiana, a funçao não serã a mesma que determin^ 
mos. Por isso,a suposição, frequentemente adotada, de que as va­
riáveis aleatórias tem distribuição gaussiana nos processos físi­
cos ou econômicos, pode ser a causa de grandes erros.
Deve-se levar em conta que os valores dos parâmetros obti­
dos por estimação podem diferir dos valores por ventura esperados.
Outro fator a considerar, fruto da estocasticidade do pro­
cesso, é a propriedade de um modelo estocàstico não seguir exata­
mente, a cada momento, o comportamento do sistema. No entanto, o 
modelo estocàstico representará o comportamento médio do sistema, 
estando o valor fornecido pelo modelo na vizinhança de seu valor 
exato. Esta característica pode nao ser a esperada em muitos pro­
cessos, mas nos parece que na ârea da Econometria este comporta - 
mento jâ estã assimilado e raramente ocasiona perdas.
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C A P Í T U L O
5 - UMA ABORDAGEM Ã PREVISÃO
5.1 - INTRODUÇÃO
A estimaçao estatística é talvez uma das mais ricas e exci^ 
tantes áreas do conhecimento científico. Aparece quase que na to­
talidade dos ramos das ciências ; nas ciências sociais, no contro­
le de sistemas submetidos a distúrbios aleatórios ou na tomada de 
decisões sob incerteza.
Existem um grande numero de técnicas que sao utilizadas na 
teoria da estimação. A diferença entre os diversos métodos de es­
timaçao comumente usados’, reside fundamentalmente na escolha do 
critério de avaliaçao dos estimadores e das suposições estatístj^ 
cas assumidas.
Geralmente os métodos de previsão existentes são lineares, 
no entanto os métodos lineares de previsão podem nem sempre dar 
bons resultados.
Nesse capítulo proporemos um novo método de previsões. Es­
te método explora o comportamento estatístico dos processos em 
consideraçao. Aqui mostra-se que as previsões lineares são boas - 
Sempre que os processos envolvidos sao gaussianos. Nos casos em 
que os processos envolvidos nao são gaussianos os estimadores li­
neares sao falhos, pois mostra-se que não é garantido que o valor 
Ótimo (mínimo erro), seja obtido.
Mais uma vez consideraremos os modelos dinâmicos e de ob­
servaçao desenvolvidos no Capítulo II , agora com o objetivo de 
se obter previsões.
Consideraremos sómente esquemas recursivos de previsão, p£ 
ra assim evitarmos dificuldades de computaçao.
8C
5.2 - 0 PROBLEMA DE PREVISÃO ESTOCÃSTICA.
Consideremos os modelos dados por (30) e (32), aqui repet_i 
das para maior clareza:
X(n+1) = A.X(n) + B.W(n)
(58)
Y(n) = X(n) + V(n)
Assumimos que todos os processos envolvidos são de média - 
nula, que {W(n)} é um processo de ruido branco gaussiano e que 
ÍV(n)} é um processo estocãstico com distribuição de probabilid£ 
de geralmente, nao-gaus siana .
Nosso objetivo reside em obter previsões para os valores 
de X(n+1) , conhecendo-se um conjunto de dados {Y(n)} e uma pr£ 
visao prévia , X(n) . Matematicamente, o problema pode ser expreß 
so por:
X(n+1) = 4'(Y(n), X(n))
em que ip (Y (n) , X(n)) é a funçao de previsão que deveremos dete_r 
minar. Determinaremos ij; de modo que se tenha em média o mínimo 
e r r o , i s t o é :
min E [(X(n+1) - X(n+1))^ Y(n), X(n)l (59)
tes
Para melhor compreensão dividimos o problema em três par-
I - Estimaçao com uma unica observaçao.
II - Estimaçao com um conjunto de observaçoes.
III - Predição.
Em que assumimos os termos estimaçao como a obtenção de - 
X(n) conhecendo-se um conjunto de dados {Y(n}} e como prediçao, 
a determinaçao de X(n+m) sabendo-se somente n dados, isto é, 
ÍY(n)} .
5.3 - ESTIMAÇÃO COM UMA ÜNICA OBSERVAÇÃO.
Seja
Y = X + V
o modelo de observaçao.
Suponhamos que {X} seja um processo gaussiano, V um pro^
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e entao, X = Y .
Podemos interpretar este resultado como a atribuição de 
pesos iguais para todas as observaçoes Y(n) na obtenção de X(n)
CASO 2 - Seja um sistema estocãstico em que X seja um processo_
r 9 "1 ~gaussiano, com E J “ ^  processo nao gaussiano tal que
E [V^] =
Como :
e Y seja processo exponencial. Portanto: 
-aX
a e
fy(Y)=
, X > 0
a e*^^ , X < 0
E Y - cr 2
■' a
a =
(a +u )
(70)
(71)
Aplicando-se em (70) as relações (68) e (71), tem-se:
'
= a 2,
X = <
2 2
- a' = -a
Y >. 0
, Y < 0
cj2 + y2
(72)
Plotamos a funçao (72) na figura 45.
FIG. 45 - Estimador duplo salto.
Analizando-se a.eq. (72) nota-se que novamente quando a 
informaçao em X for maxima, implicando em - 0 , o estimador X
se reduz a zero. Quando a informaçao a respeito de X for mínima.
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i.e., se a = »  ^ o estimador X perde seu significado e os pon­
tos a e a' da figura 45 se afastam infinitamente, resultando no 
eixo dos X .
Qual o significado de tal comportamento do estimador X, 
nesse sistema ? Nos parece que a explicaçao reside em que a ten­
tativa de minimizaçao do erro de estimativa leva o estimador a 
desprezar os valores de X que se afastam substancialmente da mé­
dia, o que é permitido pela própria distribuição de probabilida­
de do processo de observaçoes. Quando a informaçao sobre o siste­
ma é mínima, o estimador perde seu significado pela açao do com­
portamento assintotico da funçao densidade de probabilidade de Y.
CAS0 3 - Vamos assumir um sistema em que X é um processo gaussia­
no como 08 anteriores, V um processo qualquer com E [v^J = 
que resulte em ser Y um processo de Cauchy.
E n tão:
1
fy(Y)
em que ry2i
Como :
r^2T = E rx2i
E
+ E 
y 2i
rv2i E [x2] < 00
=  00
Usando-se novamente a eq. (68), teremos:
2Ya-
(73)
1 + Y^
A eq. (73) esta mostrada na figura 46.
Na hipótese da mãxima informaçao disponível ocorrer.este 
sistema, no que se refere ao seu estimador, comporta-se como os 
anteriores, reduzindo-se a zero. No caso contrário, i.é., supond£ 
se mínima a informaçao disponível, o estimador perde novamente o 
significado. Na curva isso implica na aproximação dos dois ramos 
da curva para o eixo dos X .
0 comportamento deste estimador (Eq.(73)), prevê perfei­
tamente a possibilidade de ocorrência de valores muito distancia­
dos de seu valor esperado. Isso justifica o comportamento assint£
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tico da eq. (73), atribuindo a grandes valor.es* de Y um peso mini 
mo. Para os valores de Y proximo da media o estimador preve pesos 
quase iguais.
Esse sistema entao, do ponto de vista de estimaçao,? uma 
combinaçao dos doig anteriores.
FIG. 46 - Estimador para processos de Cauchy.
CASO 4 - Nesse caso vamos analizar mais profundamente o comporta 
mento assintotico de um sistema como o estudado no terceiro ca­
so.
Admita-se Y como um processo estocãstico, tal que sua 
funçao densidade de probabilidade tenha o comportamento assinto- 
t i c o d e :
1
.n n > 2Y-V“ ' Y'
Entao, assintoticamente tem-se:
-n
-37 ,n+1
Portanto, o estimador otimo desse sistema, quando Y-^  
de acordo com (68), serã da forma:
2^ n *
Essa forma de comportamento assintótico mais uma vez e­
* - OB S .: Assumimos como sempre que todos os 'processos tem média 
nula. Dessa forma, "Grandes Valores" significa grande­
mente afastados da média.
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videncia-se. Como no caso 3, o estimador nao permite a ocorrência 
de grandes desvios da media.
Por outro lado, nos processos encontrados na vida práti­
ca, a funçao densidade dos processos estocãsticos X, Y, V sao mui^ 
to suaves, i.e., pelo menos a primeira derivada da funçao densida^ 
de de probabilidade e contínua. Processos com densidade de Lapla­
ce sao muito incomuns.
Na figura- 47 mostramos os diferentes tipos de distribu^ 
çoes de probabilidade encontráveis na prática e também os tipos 
de estimadores correspondentes.
Também pode-se assumir que na prática a função densidade 
de probabilidade nao é assintoticamente maior que a densidade ex­
ponencial.
Em outras palavras, o ruido {V(n)} não mascara comple­
tamente os valores de X, pois densidades de probabilidades como a 
de Cauchy sao muito irreais.
Assim podemos concluir que na prática o comportamento a£ 
sintético dos estimadores estará entre linear e duplo-salto, como 
os mostrados na figura 47 .
5.4 - PREVISÃO DISPONDO-SE DE UM CONJUNTO DE OBSERVAÇÕES.
Nesta secção propomos uma solução para o problema de pre­
ver o valor X(n) , sabendo-se {Y(n)} e X(n-l), onde X(n-l) 
é o valor previamente estimado de X(n-l).
Lembrando a eq. (59), e adaptando-a á presente situaçao fi 
camos com:
min E [(X(n) - X(n))^ | Y(n), X(n-l)] (74)
Dessa forma, a forma funcional do estimador de X(n) será: 
X(n) = [ X (n-D, Y(n)] (75)
Analizemos o problema por partes. Imagine-se a situaçao em 
que desconhecemos as informaçoes {Y(n)} , dispondo-se somente de 
X(n-l).
Se o comportamento do sistema é dado por (58), o melhor v£ 
lor que se pode obter por estimaçao de X(n) será:
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seus estimadores.
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X(n) = A.X(n-l)
Pois W(n) e V(n) sao processos de média nula.
Da mesma forma o valor mais próximo da realidade que pode­
mos obter por estimaçao para Y (n) serã:
Y(n) = X(n) = A.X(n-l)
Porém, voltando ao nosso problema, dispomos das informa - 
çoes {Y (n) } , e é lógico que estas informaçoes adicionais modifi^ 
carao a forma da (74) para:
X(n) = A.X(n-l) + 0n[Y(n) - A.X(n-l)] (76)
onde é desconhecida e geralmente não linear.
A equaçao (76) tem uma estrutura conhecida como preditor- 
corretor, referindo-se aos dois termos do lado direito. 0 primei­
ro termo é chamado de preditor e o segundo de corretor.
Assim, usando (76) e (59), obtemos:
,-i X 2min E [(X(n)-A.X(n-l)-0n[Y(n)-A.X(n-l)])^|Y(n) ,X(n-l)“ 
0n
Definindo :
Ç(n) X(n) - A.X(n-l)
(77)
(78)
(j)(n) = Y(n) - A.X(n-l) 
e, usando a (77), obtemos:
^in E { [Ç(n) - 0n[<|)(n)]]^ | <j>(n), X(n-l)} 
Mas entao, letnbrando (59), pode-se escrever:
Ç(n) = 0n ,<i)(n)
(79)
(80)
(81)
pois este problema é equivalente ã determinaçao de Ç(n) como 
funçao de <í>(n) .
Apresentamos alguns exemplos a seguir da utilização da eq.
(81) :
Exemplo 1 : Suponhamos que Ç (n) e <|)(n) sejam processos ind£ 
pendentes e gaussianos. Então, de acordo com (69),
Ç (n) = a <|»(n)
onde
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ções estimadoras mostradas na figura 47, e cuja forma algébrica - 
depende exclusivamente das distribuições de probabilidade de X,
Y e V .
5.5 - PREDIÇAO
Nesse caso o problema difere um pouco em sua estrutura e 
reside em determinar X(n+m) , m ^  1 , sabendo-se um conjunto de 
n dados, {Y(n)} . Conhecemos o comportamento dinâmico do siste­
ma, portanto sabemos que:
X.(n+1) = A.X(n) + W(n)
0 unico problema que podemos resolver com segurança consi^ 
te em estimar X(n) , pois sabemos Y ( n ) .
Como entao determinar X(n+m) , m > 1 ?
A única solução racional , admitindo que W(n) tem média 
nula, será fazermos:
X(n+1) = A.X(n)
X(n+2) = A.X(n+l) = A^X(n)
e assim sucessivamente ate:
X(n+m) = A™X(n) .
Ê importante considerar que em cada estágio da previsão a- 
cima introduzimos um erro por desprezarmos o comportamento esto­
cástico do sistema. Portanto, somente obteremos bons valores para 
X(n+m) se m for pequeno. Portanto este é um esquema de predi­
çao de curto prazo.
5.6 - DETERMINAÇÃO DA FUNÇÃO DE CORREÇÃO
Resta-nos solucionar somente um problema. Como determinar_
o comportamento estatístico de X, Y e V j e assim obtermos 0^ em 
cada caso ?
Nesse caso, somente podemos dispor das observaçoes Y(n). 
A única sugestão que podemos fazer é determinar se Y(n) e gaus­
siana, o que podemos fazer aproximadamente através de um teste 
chi-quadrado.
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Outra técnica de grande valor prático pode ser utilizada - 
baseando-nos no trabalho de Wheelwright e Makridakis para ob­
termos previsões adaptativas.
Esta técnica consiste em sempre atualizar as funções de 
previsão, fazendo uso das novas observações a medida que estas 
possam ser obtidas.
Dessa forma, as funções e seus parâmetros sao sequencial - 
mente ajustadas, de maneira que se reduzirão os erros para a pr£ 
xima previsão.
Esta técnica é repetida até que um conjunto de parâmetros_ 
ótimos sejam obtidos.
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C A P I T U L O  VI
6 . CONCLUSÃO
Nosso trabalho nao tem a pretensão de ser um trabalho def_i 
nitivo sobre previsões. No entanto, esperamos ter alcançado nosso 
objetivo ao tratarmos o assunto de uma maneira unificada e abor- 
-.d.ando .todos .os problemas relacionados. •
0 metodo que propomos para obter-se previsões, dentro de 
sua característica inerente de recursividade, é bastante geral, 
pois explora as propriedades estatísticas dos processos estocásti^ 
cos envolvidos.
A linearidade dos modelos que assumimos nao limita a utili^ 
zaçao do processo proposto quanto as possíveis distribuições de 
probabilidades envolvidas no sistema objeto.
Os sistemas, modelos e processos estocãsticos que usamos 
sao, mais do que se pode imaginar a primeira vista, parte do cot^ 
diano daqueles que administram e/ou controlam sistemas sujeitos a 
estímulos aleatórios.
0 uso dos modelos e do metodo de previsão para cãlculo de 
estimativas é simples, e sua programaçao para computadores nao rje 
quer sofisticaçao desde que o problema seja conhecido perfeitamen 
te e dados sejam disponíveis.
Evidentemente que, se desconhecermos as distribuições de 
probabilidade dos processos estocãsticos envolvidos, mesmo que se 
tenham dados, o problema se complica e nos parece que, ate onde 
vai nosso conhecimento, nao ha solução conhecida.
A solução que sugerimos para determinarmos se um conjunto 
de dados tem distribuição gaussiana ou não, através de um teste 
chi-quadrado , somente tem sentido se o comportamento físico do 
sistema sugerir algo sobre a distribuição. AÍ entao o teste pode­
rã somente confirmar a suspeita.
Através deste trabalho procuramos sempre manter uma linha
Q5
de açao de modo que os resultados pudessem sempre ser obtidos em 
computadores grandes ou pequenos. Por causa dessa característica' 
desejada optamos sempre por esquemas ou procedimentos recursivos.
Dentre o conjunto de resu11ados , e conclusoes que obtive­
mos, podemos enumerar:
1 - A análise de carácter microscopico dos modelos estocásticos 
nos levou a obtenção, embora de um modo muito amplo, dos limites 
de utilizaçao dos modelos estocásticos lineares. Assim sendo, con 
cluimos que os processos estocásticos considerados deverão perten 
cer aos sub-espaços de Hilbert em que o processo referido possa 
ser obtido de uma base ortogonal de processos de Ruido Branco Gau£ 
siano. Como consequência, os processos estocásticos envolvidos d£ 
verao ter variancia finita.
2 - A simulaçao é uma ferramenta útil ao problema e eficiente - 
mente usada poderá determinar o modelo mais adequado a um certo 
conjunto de dados.
3 - 0 método do estimador de máxima probabilidade é o que tem 
melhores características para solucionar o problema de estimaçao 
dos parametros que usamos.
4 - A previsão otima nem sempre é linear. Nos casos práticos a 
previsão mais adequada situa-se entre linear e parcialmente li­
near. A forma funcional da previsão mais adequada depende funda­
mentalmente das características estatísticas dos processos esto­
cásticos envolvidos. Destas, a funçao densidade de probabilidade' 
da variável observada é a mais importante, pois define exclusiva­
mente o termo de correção no esquema recursivo de prediçao-corre- 
çao que adotamos.
5 - Testes estat1 sticos sobre as distribuições de probabilidade 
poderão ser úteis na determinaçao das distribuições dos dados,mas 
somente o conhecimento prévio ou o estudo do comportamento físico 
dos sistemas poderão definir a distribuição de probabilidade de ' 
um determinado conjunto de dados oriundo do sistema. A repetição 
dos testes, auxiliado pelo feedback dos resultados obtidos, pode­
rá levar ao estabelecimento de critérios de avaliaçao dos result£ 
dos do s te s te s .
6 - Esquemas adaptativos sao facilmente estabelecidos e apresen 
tam excelentes resultados, levando inclusive ã obtenção de um co£
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junto de paramètres otimos. 0 esquema adaptative deve ser utiliza^ 
dos principalmente nos sistemas dinâmicos, em constante mutaçao , 
como os sistemas economicos.
Na realidade, existe uma grande dificuldade em obter-se o 
modelo a partir dos dados. Deve-se complementar estas informaçoes 
com conhecimentos a priori sobre o sistema e sobre o comportamen­
to físico do processo, porque os dados disponíveis sao limitados. 
Mesmo se possuirmos muitos dados, nao poderemos dar-lhes total 
confiança porque muitas mudanças ocorrem e afetam indiretamente 
os sistemas.
Para obtermos os parâmetros A e -B fizemos a aproximaçao de 
que nao hâ erro nas observaçoes Y , i.e., Y = X . Posteriormente, 
â determinaçao de A e B , consideramos observaçoes com ruído para 
prever X .
Nossa aproximaçao é melhor, se conhecermos os parâmetros ' 
do modelo. Caso contrário, nosso método de determinaçao dos parâ­
metros e da previsão é sub-õtimo.
Assumimos modelos recursivos para previsões pela facilida­
de de computaçao. No entanto, pode ocorrer que, se a exatidao das 
previsões e um requisito importante, os modelos não recursivos s£ 
j am melhores.
Finalmente sugerimos um esquema de avanço cronologico so­
bre o problema prático de previsão, e que mostramos graficamente 
na f igura 49.
FIG. 49 - Esquema de avanço cronologico do problema
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Observe-se o relacionamento indissolúvel entre a Modela - 
gem e a Identificaçao, pois a Identificaçao faz uso do Modelo e 
fornece parâmetros para o mesmo. Informaçoes a priori sao indis­
pensáveis para um problema físiço real. Evidentemente que um es­
quema adap.tativo só funcionará após o primeiro ciclo do problema, 
i.é., apos a obtenção da primeira previsão.
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NOTAÇAO E SIMBOLOGIA USADA
ESCALARES
a , b 
X ,u ,y 
t 
n 
w 
y
a2
ß
a
R
coeficientes do modelo escalar
componentes dos processos aleatorios
tempo em sua forma contínua
tempo em sua forma discreta
um experimento
média
var iância
coeficiente da transformaçao de estado 
parâmetro de distribuições de probabilidade 
risco esperado
VETORES
X,Y
W
V
e
processos estocãsticos 
processo de Ruido Branco Gaussiano 
processo de Ruido Branco Generico 
vetor dos parâmetros de um modelo 
vetor dos estimadores do modelo
3. MATRIZES
A,B,C,D ; matrizes coeficientes dos modelos vetoriais 
A : matriz de covariância
4. FUNÇÕES ESCALARES
f (.) 
f (. I .) 
f , 
F(.) 
F"l(.)
E x p { .} 
^ JK
fu nçao d e n s i d a d e  de p r o b a b i l i d a d e
funçao densidade de probabilidade condicional
.) : fu nç ao d e n s i d a d e  de p r o b a b i l i d a d e  c o n j u n t a
funçao densidade dè probabilidade acumulada
funçao densidade de probabilidade acumulada in­
versa.
exponencial
funçao salto (Delta de Kronecker)

10. SÍMBOLOS
100
e pertence a
_L
V
perpendicular a 
dado que 
qualquer
u uniao
A igual por definição
{•} conjunto (processo)
M módulo
• valor estimado de
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