Abstract. In this paper, we construct Laplace-Beltrami operators associated with arbitrary Riemannian metrics on noncommutative tori of any dimension. These operators enjoy the main properties of the Laplace-Beltrami operators on ordinary Riemannian manifolds. The construction takes into account the non-triviality of the group of modular automorphisms. On the way we introduce notions of Riemannian density and Riemannian volumes for noncommutative tori.
Introduction
Noncommutative tori are probably the most of well known examples of noncommutative spaces. For instance, noncommutative 2-tori arise from actions on circles by irrational rotations. Following the seminal work of Connes-Tretkoff [7] and Connes-Moscovici [6] , a very active current trend in noncommutative geometry is the building of a differential geometric apparatus on noncommutative tori that take into account the non-triviality of their modular automorphism groups (see, e.g., [5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 16, 23, 24, 25, 29] ). So far the main focus has been mostly on conformal deformations of the flat Euclidean metric or products of such metrics. There is a general notion of general metric on noncommutative tori due to Rosenberg [29] . In particular, the analogue of Levi-Civita theorem holds (see [29] ). Numerous important results in Riemannian geometry and spectral geometry arise from the analysis of the Laplace-Beltrami operator acting on functions on a closed Riemannian manifolds. Therefore, it seems only timely to construct Laplace-Beltrami operators associated with arbitrary Riemannian metrics. This is precisely the main goal of this article.
We refer to Section 9 for the full details of the construction of the Laplace-Beltrami operators on noncommutative tori. The construction is actually carried out for arbitrary Hermitian metrics and positive densities on noncommutative tori, which is a bit more general. Anyway, the point is that the Laplace-Beltrami operators on noncommutative tori satisfy the main classical properties of Laplace-Beltrami operators on closed manifolds. In particular, they are selfadjoint elliptic differential operators (see Proposition 9.3 and Proposition 9.12). As a result, they enjoy the usual elliptic regularity properties (Proposition 9.11). At the spectral level, the spectra are unbounded discrete sets that consist of eigenvalues with finite multiplicities (see Proposition 9.12) and we have orthonormal bases of smooth eigenvectors (Proposition 9.14). We also describe the transformation of Laplace-Beltrami operators under conformal changes of metrics (see Proposition 9.8).
In particular, in dimension 2 we obtain a conformal covariance which is the very analogue of the well known conformal covariance of the Laplace-Beltrami operator on Riemannian surfaces.
Denoting by A θ the noncommutative torus associated with a skew-symmetric nˆn matrix θ, the corresponding space of vector fields X θ is the left A θ -module generated by the canonical derivations B 1 , . . . , B n of A θ . The Hermitian metrics on X θ are in one-to-one correspondence with positive invertible element matrices h " ph ij q in M n pA θ q. A Riemann metric is given by such a matrix g " pg ij q with the further requirement that its entries and those of its inverse g´1 " pg ij q are selfadjoint. A class of Riemann metrics of special interest consists of the self-compatible metrics g " pg ij q for which the entries g ij mutually commute with each other. This includes the conformal deformations of the Euclidean flat metric considered by many authors and the functional metrics considered of [18] . We refer to Section 4 for a more detailed account on Riemannian metrics on noncommutative tori.
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As mentioned above the Laplace-Beltrami operators on noncommutative tori enjoy the main properties of their counter-parts on ordinary manifolds, their constructions bear a few differences due to the noncommutativity of noncommutative tori. The main influx of this noncommutativity concerns the construction of the relevant inner products for involved in the definition the LaplaceBeltrami operators. In the commutative case the relevant inner products are constructed out of Hermitian metrics and positive densities. The latter are given by integration against positive functions. Analogously, a positive density on A θ is given by a positive invertible element ν P A θ and its associated weight, (1.1) ϕ ν puq " τ ruνs,
where τ is the (standard) normalized trace of A θ . This allows us to carry out the GNS construction and get a˚-representation of A θ in the Hilbert space H ν that arises from the completion of A θ with respect to the inner product, xu|vy ν :" ϕ ν pv˚uq " τ puνv˚q, u, v P A θ .
Due to the noncommutativity of A θ , the weight ϕ ν is not a trace (unless ν is a scalar). As a result the right multiplication of A θ does not provide us with a˚-representation on H ν of the opposite algebra A o θ , i.e., a have a non-trivial group of modular automorphisms. As in [6, 7] this is fixed by using the inner automorphism,
In other words, we obtain a˚-representation of A In particular, ∆puq " σ 2 ν puq " νuν´1 and Jpuq " σ ν pu˚q are the modular operator and anti-linear involution provided by Tomita-Takesaki theory. In some sense, the bulk of the construction of the Laplace-Beltrami operators is the accounting of the modular automorphism group. In fact, this accounting is necessary in order to obtain Laplace-Beltrami operators that are differential operators.
The space of differential forms Ω 1 θ on A θ is defined as the dual module of the module of vector fields X θ . As X θ is a left A θ -module, we obtain a right A θ -module and the canonical derivations B 1 , . . . , B n gives rise to a dual basis θ 1 , . . . , θ n of Ω 1 θ . The differential d : A θ Ñ Ω 1 θ is then given by du " θ 1 B 1 puq`¨¨¨`θ n B n puq, u P A θ .
By duality any Hermitian metric h " ph ij q gives rise a Hermitian metric ph´1q t " ph ji q on Ω 1 θ . In addition, the basis θ 1 , . . . , θ n gives rise to a left A θ -module structure on Ω 1 θ (see Section 8) . Given any positive density ν P A θ , this allows us to lift the modular inner automorphism σ ν to Ω 1 θ . Much in the same way as in (1.2), we then can equip Ω 1 θ with the inner product, xω|ζy
There is a natural notion of divergence of vector fields in X θ associated with the positive density ν (see Section 8) . By duality this gives rise to a divergence operator δ : Ω 1 θ Ñ A θ . As usual, the divergence operator yields the formal adjoint of the differential d on Ω 1 θ ; in our setting this is with respect to the inner products x¨|¨y o ν and x¨|¨y o h,ν described above (see Proposition 8.12). The Laplace-Beltrami operator ∆ h,ν : A θ Ñ A θ is then defined by
This is the usual definition of the Laplace-Beltrami operator (up to the sign convention). It can be further shown (cf. Proposition 9.3) that we have
This is the usual formula for the Laplace-Beltrami operator, except for the replacement of the term h ij ν by ? νh ij ? ν, which accounts for the noncommutativity of A θ .
In order to define the Laplace-Beltrami operator associated with a Riemannian metric we only need to define the analogue of the Riemannian density. If g " pg ij pxqq is a Riemannian metric on an ordinary torus, or more generally on any ordinary manifold, the Riemannian density is given ν g pxq " a detpgpxq. Thus, in order to define the analogue of the Riemannian density for A θ we need a notion of determinant for positive invertible elements of M n pA θ q. The As A θ is not a commutative ring, we cannot define the determinant in the usual way. Following the approach of Fuglede-Kadison [17] we define the determinant of a positive invertible matrix h " ph ij q in M n pA θ q by detphq " exp`Tr " log h ‰˘,
where log h P M n pA θ q is defined by holomorphic functional calculus and Tr : M n pA θ q Ñ A θ is the usual matrix "trace" on M n pA θ q. This defines a positive invertible element of A θ . When h is self-compatible we recover the usual determinant (see Corollary 6.6). We refer to Section 6, for a description of the main properties of this determinant. We stress that, due to the noncommutativity of A θ , the matrix trace Tr is not actually a trace, and so this determinant cannot be multiplicative (compare [17] ). However, we still have some instances of multiplicativity (see Proposition 6.9 and Proposition 6.10). Given any Riemannian metric g " pg ij q on A θ , its determinant detpgq is a positive element of A θ . This allows us to define the Riemannian density by νpgq :" a detpgq.
As in (1.1) this gives rise to a weight ϕ g :" ϕ νpgq , called Riemannian weight. The Riemannian volume then is Vol g pA θ q :" ϕ g p1q " τ rνpgqs .
We refer to Section 7 for the main properties of Riemannian densities and Riemannian volumes and the computations of a few examples. Given a Riemannian metric g " pg ij q on A θ , its Laplace-Beltrami operator ∆ g : A θ Ñ A θ is the Laplace-Beltrami operator ∆ h,ν given by (1.3)-(1.4) with h ij " g ij and ν " νpgq, where g ij are the entries of g´1. In particular, when g is a self-compatible metric, it can be shown that we have
This is the full analogue of the usual formula for the Laplace-Beltrami operator on a Riemannian manifold. When n " 2 and g is a conformal deformation of the Euclidean flat metric we recover the conformally deformed Laplacian of Connes-Tretkoff [7] up to unitary equivalence (see Example 9.6). As mentioned above, the Laplace-Beltrami operators on noncommutative tori enjoy the main properties of Laplace-Beltrami operators on ordinary Riemannian manifolds. Therefore, it stands for reason to expect that many of well-known spectral geometry results related to Laplace-Beltrami operators on Riemannian manifolds should have analogues for noncommutative tori. Instances of such results are analogues for noncommutative tori of Weyl' law and its local and microlocal versions (see [26] and Remark 9.15). In addition, it would be important to extend the definition of the differential d and the Laplace-Beltrami operator to operators on differential forms of any degree. That is, we seek for a de Rham complex and Hodge Laplacians on noncommutative tori so as to have a full Hodge theory on noncommutative tori. Note that, here again, the noncommutativity of noncommutative tori prevent us form defining higher degree differential forms in the usual way. This paper is organized as follow. In Section 2, we review the main definitions regarding noncommutative tori. In Section 3, we review some facts on positive elements and Hermitian modules in the setting of smooth˚-algebras. In Section 4, after setting up the definition of a Riemannian metric for noncommutative tori, we exhibit a few examples and introduce a notion of conformal equivalence for such metrics. In Section 5, after discussing the noncommutative analogues of positive densities on noncommutative tori, we explain how this enables us to define Hermitian inner products on Hermitian modules over noncommutative tori. In Section 6, we define the determinant of positive invertible matrices in M m pA θ q, establish some of its properties, and compute some examples. In Section 7, we introduce Riemannian densities and Riemann volumes for arbitrary Riemannian metrics on noncommutative toris and check their main properties. In Section 8, we describe the bimodule of differential 1-forms on noncommutative toris and introduce a divergence operator on this bimodule. In Section 9, we define and study the main properties of Laplace-Beltrami operators associated with arbitrary Hermitian metrics and positive densities on noncommutative tori.
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Noncommutative tori
In this section, we recall the main definitions and properties of noncommutative tori. We refer to [4, 20, 27, 28] and the references therein for a more comprehensive account.
Throughout this chapter, we let θ " pθ jk q be a real anti-symmetric nˆn-matrix (n ě 2). Let T n " R n {p2πZq n be the ordinary n-torus and L 2 pT n q the Hilbert space space of L 2 -functions on T n equipped with the inner product,
pT n q be the unitary operator given by
where θ j is the j-th column vector of θ. We then have the relations,
The noncommutative torus A θ is the C˚-algebra generated by the unitaries U 1 , . . . , U n . A dense subspace of A θ is the span A 0 θ of the unitaries,
When θ " 0 each unitary U j is simply the multiplication by e ixj . Thus, in this case A 0 θ is the space of trigonometric polynomials and A θ is precisely the C˚-algebra of continuous functions on T n . The action of R n on T n by translation yields a unitary representation s Ñ V s of R n given by
We then get an action ps, T q Ñ α s pT q of R n on LpL 2 pT ngiven by
In particular, we have
This last property implies that the C˚-algebra A θ is preserved by the action of R n . In fact, the induced action on A θ is continuous, and so the triple pA θ , R n , αq is a C˚-dynamical system. The smooth noncommutative torus A θ is the sub-algebra of smooth elements of the C˚-dynamical system pA θ , R n , αq. That is,
In particular, all the unitaries U k , k P Z n , are contained in A θ . When θ " 0 we recover the algebra of smooth function on T n . The action of R n on A θ is infinitesimally generated by the canonical derivations B 1 , . . . , B n given by
In terms of the generators U 1 , . . . , U n we have (2.3) B j pU j q " iU j and B j pU k q " 0 when j ‰ k. Moreover, we have
The derivations B 1 , . . . , B n commute with each other.
αn n . The semi-norms u Ñ }B α puq} generate a locally convex space topology on A θ . This turns A θ into a Fréchet˚-algebra. This is even a good Fréchet algebra in the sense that the set of invertible elements is open and the inverse map u Ñ u´1 is continuous. As a result A θ is closed under holomorphic functional calculus. This is even a pre-C˚-algebra in the sense of [19] , and so all the matrix algebras M m pA θ q are closed under holomorphic functional calculus as well.
Let τ : LpL 2 pT nÑ C be the state defined by the constant function 1, i.e., τ pT q " xT 1|1y " p2πq´n
This induces a tracial state on the C˚-algebra A θ . Moreover, for j " 1, . . . , n, we have
Let x¨|¨y be the sesquilinear form on A θ defined by
The family tU k ; k P Z n u is orthonormal with respect to this sesquilinear form, and so we obtain a pre-inner product on the dense subspace A with respect to this pre-inner product. Moreover, the multiplication of A 0 θ uniquely extends to a continuous bilinear map A θˆHθ Ñ H θ which provides us with a unital˚-representation of A θ into LpH θ q. This is precisely the GNS representation of A θ associated with τ .
As tU k ; k P Z n u is an orthonormal (Hilbert) basis, for every u P H θ , we have a unique series decomposition in H θ ,
When θ " 0 we recover the usual Fourier series decomposition in L 2 pT n q. The inclusion of A 0 θ into H θ uniquely extends to continuous inclusions of A θ and A θ into H θ . In terms of the series decomposition (2.8) the elements of A θ are exactly the elements of H θ for which the sequence of coefficients pu k q kPZ n has rapid decay. This gives a very concrete description of A θ .
Positivity and Hermitian Modules
In this section, we review some facts on positive elements and Hermitian modules in the setting of smooth algebras. This also includes a discussion of Hermitian free modules over noncommutative tori.
3.1. Positivity and holomorphic functional calculus. In what follows we let A be a unital -subalgebra of some C˚-algebra A such that A is closed under holomorphic functional calculus (e.g., A is a pre-C˚-algebra in the sense of [19] ). This implies that the invertible group A´1 of A agrees with A´1 X A, and so for all x P A, we have (3.1)
Sppxq " tλ P C; x´λ R A´1u " tλ P C; x´λ R A´1u.
Let A`be the cone of positive elements of A, i.e., selfadjoint elements with non-negative spectrum. Recall that A`" tx˚x; x P Au " tx 2 ; x P A, x˚" xu.
As usual, given x, y P A, we shall write x ě y when x´y P A`. In particular, x ě 0 iff x P A`. More generally, if c P R, then x ě c iff x is selfadjoint and its spectrum is contained in rc, 8q.
In what follows we denote by A``the set of positive elements of A that are invertible. Thus, in view of (3.1), we have (3.2)
A``" A´1 X A`" tx P A; x˚" x and Sppxq Ă p0, 8qu.
Lemma 3.1. Let x be a normal element of A.
(i) If f pzq is any given holomorphic function near Sppxq such that f pSppxqq Ă p0, 8q, then f pxq P A``. (ii) Assume that Sppxq Ă pc 1 , c 2 q, c i P R. Then there are y 1 and y 2 in A such that
Proof. Let f pzq be a holomorphic function near Sppxq such that f pSppxqq Ă p0, 8q. Then f pxq is normal and has positive spectrum. Moreover, f pxq P A since A is closed under holomorphic functional calculus. It then follows from (3.2) that f pxq P A``. This proves (i).
Suppose that Sppxq Ă pc 1 , c 2 q. Then Sppx´c 1 q Ă p0, 8q, and so the function z Ñ ? z is holomorphic near Sppx´c 1 q and maps Sppx´c 1 q to p0, 8q. Thus, by the first part y 1 :" ? x´c 1 is an element of A``. In particular, this is a selfadjoint element of A such that x´c 1 " py 1 q 2 " y1 y 1 , and hence x " c 1`y1 y 1 . Likewise, as Sppc 2´x q Ă p0, 8q, if we set y 2 " ? c 2´x , then y 2 P A`à nd c 2´x " py 2 q 2 " y2 y 2 . Thus, x " c 2´y2 y 2 . The proof is complete.
In this paper we will make use of the following consequence of Lemma 3.1.
Lemma 3.2. Let x P A. Then the following are equivalent:
(ii) There is c ą 0 such that x ě c.
(iii) There are y P A and c ą 0 such that x " y˚y`c.
Proof. As (ii) precisely means that x is selfadjoint and has positive spectrum, the equivalence of (i) and (ii) is an immediate consequence of (3.
2). It is also immediate that (iii) implies (ii).
Conversely, if x ě c with c ą 0, then x is selfadjoint and its spectrum is contained in rc, 8q. Therefore, by Lemma 3.1 there are y P A and c ą 0 such that x " y˚y`c. Thus (ii) implies (iii). The proof is complete.
Remark 3.3. It follows from (ii) that, if x P A``, then x`y P A``for all y P A, y ě 0.
Remark 3.4. It follows from (iii) that A``does not depend on the embedding of A into A. Moreover, as the proof above shows, in (iii) we may take y to be in A``.
Hermitian Modules.
Let E be a left module over A. The dual E˚:" Hom A pE, Aq inherits a right action E˚ˆA Q pω, xq Ñ ωx P E˚, where ωx is defined by (3.3) xωx, ξy :" xω, ξy x, ξ P E.
It will be convenient to think of E˚as a left module over the opposite algebra A o . That is, the vector space A equipped with the opposite product,
The involution of A is an anti-linear anti-automorphism of A o as well, and so A o is a˚-algebra. Moreover, A o is closed under holomorphic functional calculus in the opposite C˚-algebra A o . In what follows, we denote by px, ωq Ñ x o ω the left-action of A o corresponding to the rightaction (3.3). That is, xx o ω, ξy " xωx, ξy " xω, ξy x " x˝xω, ξy .
Definition 3.5. A Hermitian metric on a left A-module E is a map p¨,¨q : EˆE Ñ A satisfying the following properties: (i) It is A-sesquilinear, i.e., pxξ, yηq " x pξ, ηq y˚for all ξ, η P E and x, y P A.
(ii) It is positive, i.e., pξ, ξq ě 0 for all ξ P E.
(iii) It is non-degenerate, i.e., the map E Q ξ Ñ p¨, ξq P E˚is an anti-linear isomorphism.
Remark 3.6. The conditions (i) and (ii) imply that pη, ξq " pξ, ηq˚for all ξ, η P E.
Remark 3.7. anti-linearity in (iii) is meant in the following sense. Given ξ P E set ξ˚:" p¨, ξq P E˚, so that xξ˚, ηy " pη, ξq for all η P E. Then, we have
Definition 3.8. A Hermitian module over A is a left module E over A equipped with a Hermitian metric.
Example 3.9. Given any m ě 1, the free module A m is a Hermitian module with respect to canonical Hermitian metric,
By construction this is a positive sequilinear map. It is also non-degenerate, since the map ξ Ñ p¨, ξq sends the canonical basis of A m to its dual basis.
Let pE, p¨,¨qq be a Hermitian A-module. Given ξ P E set ξ˚" p¨, ξq P E˚. As above we regard E˚as a left A o -module. By assumption ξ Ñ ξ˚is an anti-linear isomorphism from E onto E˚. Thus, given any ω P E˚, there is a unique ξ ω P E such that ω " ξω. Let p¨,¨q 1 : E˚ˆE˚Ñ A be the map defined by
Equivalently, we have pξ˚, η˚q 1 " pξ, ηq˚for all ξ, η P E.
Proof. We just need to check that p¨,¨q 1 is a Hermitian metric. The sesquilinearity of p¨,¨q and the anti-linearity of the map ω Ñ ξ ω imply that p¨,¨q 1 is A o -sesquilinear. Indeed, as ξ x o ω " x˚ξ ω , for all ω, ζ P E˚and x, y P A, we have
As px˚ξ ω , y˚ξ ζ q " x˚pξ ω , ξ ζ q y " x˚rpω, ζq 1 s˚y " ry˚pω, ζq 1 xs˚, we see that
This shows that p¨,¨q is A o -sesquilinear. Moreover, the positivity of p¨,¨q implies that, for all ω P E˚, we have pω, ωq 1 " pξ ω , ξ ω q˚" pξ ω , ξ ω q ě 0. That is, p¨,¨q 1 is positive.
It remains to show that p¨,¨q 1 is non-degenerate. Let E˚˚" Hom A o pE˚, A o q be the bidual. This is a left module over A with respect to the action AˆE˚˚Q px, ζq Ñ xζ P E˚˚given by xxζ, ωy " xζ, ωy˝x " x xζ, ωy , ω P E˚.
Given any ω P E˚we set ω˚:" p¨, ωq 1 P E˚˚. We need to show that the map Ψ : ω Ñ ω˚is an anti-linear isomorphism from E˚onto E˚˚. To see this let us denote by Φ the isomorphism ξ Ñ ξf rom E onto E˚defined by p¨,¨q. By duality we get an anti-linear transpose map Φ t : E˚˚Ñ Eg iven by @ Φ t pζq, η D :" xζ, Φpηqy˚" xζ, η˚y˚, ζ P E˚˚, η P E. By functoriality we get an anti-linear isomorphism with inverse the transpose of Φ´1.
Bearing this in mind, let ω P E˚and η P E. Then we have
This shows that Φ t˝Ψ " id, and so Ψ " pΦ t q´1. Thus, Ψ is an isomorphism, and hence p¨,¨q 1 is non-degenarate. It then follows that p¨,¨q 1 is a Hermitian metric. The proof is complete.
Remark 3.11. A standard elaboration of the arguments of the proof above shows that Ψ˝Φ agrees with canonical map from E to E˚˚, and so E and its bidual are isomorphic left modules. where p¨,¨q is the canonical Hermitian metric (3.4). All this allows us to regard M m pA θ q as a˚-subalgebra of the C˚-algebra LpH m q. In addition, M m pA θ q is closed under holomorphic calculus (see, e.g., [19, Proposition 3.39] ).
We what follows we denote by GL m pA θ q the invertible group of M m pA θ q and by GLmpA θ q the set of invertible positive elements. As M m pA θ q is closed under holomorphic calculus (see, e.g., [19, Proposition 3 .39]), Lemma 3.2 provides us with characterizations of GLmpA θ q.
Note also that matrix multiplication gives rise to a right action pξ, aq Ñ ξa of M m pA θ q on the free A θ -module A m θ , i.e., we get a left-action of the opposite algebra M m pA θ q o . Namely, given any ξ " pξ j q P A m θ and a " pa ij q P M m pA θ q, we have ξa "`ÿ
If we let a˚" paj i q be the adjoint matrix of a, then, for all ξ, η P A m θ , we have
In particular, we see that
In what follows we denote by pǫ 1 , . . . , ǫ m q the canonical basis of A m θ . Any Hermitian metric p¨,¨q 1 on A m θ is uniquely determined by its coefficent matrix h " ph ij q, where h ij " pǫ i , ǫ j qq, 1 ď i, j ď m. Indeed, by sequilinearity, for all ξ " pξ i q and η " pη i q in A m θ , we have (3.7)
pξ, ηq 1 " ÿ 1ďi,jďm
Proposition 3.12. Let p¨,¨q 1 be a Hermitian metric on A m θ . Then its coefficient matrix is in GLmpA θ q. Conversely, any h P GLmpA θ q defines a Hermitian metric p¨,¨q h on A m θ given by (3.8) pξ, ηq h :" pξh, ηq " ÿ 1ďi,jďn
This gives a one-to-one correspondance between GLmpA θ q and Hermitian metrics on A m θ . Proof. Let p¨,¨q 1 be a Hermitian metric on A m θ and h " ph i jq its coefficient matrix, with h ij " pǫ i , ǫ j q 1 . Note that h ji " pε j , ε i q 1 " pε i , ε j q1 " hi j , and so h˚" h, i.e., h is selfadjoint. In addition, let ξ " pξ i q be in A m θ , and set ξ˚" pξi q. By using (3.6)-(3.7) and the fact that τ is a trace we get
The positivity of p¨,¨q 1 and τ then ensures us that xhξ|ξy ě 0. Combining this with the density of A We also denote by Φ the canonical isomorphism ξ Ñ ξ˚" x¨, ξy. As h is selfadjoint, given any ξ and η in A m θ , we have (3.9) xΨpξq, ηy "`η, ξ˘1 " pηh, ξq " pη, ξhq " xΦpξhq, ηy .
Thus, if we denote by
o is an invertible left module map, and so h is invertible in M m pA θ q with inverse h´1 " ph ij q, where h ij :"`Ψ´1˝Φpε i q, ε j˘, i, j " 1, . . . , m. This shows that h is invertible and positive, i.e., it lies in GLmpA θ q.
Conversely, let h P GLmpA θ q. It is immediate that the map p¨,¨q h defined by (3.8) is A θ -sesquilinear. Moreover, by Lemma 3.2 there are c ą 0 and b P M m pA θ q such that h " bb˚`c. Thus, given any ξ P M m pA θ q, we have (3.10) pξ, ξq h " pξh, ξq " pξbb˚, ξq`c pξ, ξq " pξb, ξbq`c pξ, ξq ě cpξ, ξq ě 0.
In particular, this shows that p¨,¨q h is positive. Let us now show that p¨,¨q h is non-degenerate. Given ξ P A m θ , set ξh " p¨, ξq P pA m θ q˚. In the same way as in (3.9), for all η P A m θ , we have (3.11) xξh , ηy " pη, ξq h " pηh, ξq " pη, hξq " xpξhq˚, ηy .
This shows that the map ξ Ñ ξh is the composition of the right action by h on A m θ with the anti-linear isomorphism ξ Ñ ξ˚. The right action by h is an invertible left module map, since h is invertible. Therefore, the map ξ Ñ ξh is an isomorphism, and so p¨,¨q h is non-degenerate. As this is a positive sesquilinear map, we see that p¨,¨q h is a Hermitian metric. The proof is complete. 
Proof. Let h " ph ij q be the coefficient matrix of the Hermitian metric p¨,¨q 1 . We know by Proposition 3.12 that h P GLmpA θ q. That is, h is selfadjoint and has positive spectrum. In particular, Spphq Ă pc 1 , c 2 q with 0 ă c 1 ă c 2 . Thus, by Lemma 3.1 there are
The equality h " c 1`b1 b1 implies that we have (3.13) pξ, ξq 1 " pξh, ξq " c 1 pξ, ξq`pξb 1 b1 , ξq " c 1 pξ, ξq`pξb 1 , ξb 1 q ě c 1 pξ, ξq .
Likewise, by using the equality h " c 2´b2 b2 we get pξ, ξq 1 " pξh, ξq " c 2 pξ, ξq´pξb 2 , ξb 2 q, and so pξ, ξq 1 ď c 2 pξ, ξq. This gives (3.12). In order to get (ii) we just note that that if ξ P C m z0, then (3.13) gives pξ, ξq 1 ě c 1 pξ, ξq " c 1 |ξ| 2 . As c 1 |ξ| 2 ą 0 it then follows from Lemma 3.2 that pξ, ξq 1 P A`θ . The proof is complete.
Given any left module E over A θ , we shall say that two Hermitian metrics p¨,¨q 1 and p¨,¨q 2 on E are equivalent when there are constants c 1 ą 0 and c 2 ą 0 such that
For instance, the first part of Corollary 3.13 asserts that all Hermitian metrics on A m θ are equivalent to the canonical Hermitian metric (3.4). More generally, we have the following. Corollary 3.14. Assume that E is a finitely generated left module over A θ . Then all Hermitian metrics on E are equivalent.
Proof. Without any loss of generality we may assume that E " A m θ e, with e P M m pA θ q, e
2 " e, m ě 1. It is then enough to observe that every Hermitian metric on A m θ e is the restriction of a Hermitian metric on A m θ , and hence is equivalent to the restriction of the canonical Hermitian metric. The proof is complete.
Riemannian Metrics on Noncommutative Tori
In this section, we recall the definition of Riemannian metrics on noncommutative tori by Rosenberg [29] . Our definition slightly differs from Rosenberg's original definition. We also present a few examples and introduce a notion of conformal equivalence of Riemannian metrics.
Riemannian metrics.
The left action of A θ on itself gives rise to a left action on the algebra LpA θ q of continuous endomorphisms on A θ . This is allows us to regard LpA θ q as a left A θ -module. Note that the canonical derivations B 1 , . . . , B n are linearly independent in LpA θ q. Indeed, if ř j a j B j " 0 with a j P A θ , then (2.3) ensures us that, for j " 1, . . . , n, we have 0 " ř l a l δ l pU j q " ia j U j , and hence a 1 "¨¨¨" a n " 0.
Definition 4.1 ([29]
). X θ is the free left A θ -module generated by the derivations B 1 , . . . , B n .
We shall think of X θ as the module of vector fields on A θ . The coordinate system on X θ defined by B 1 , . . . , B n gives rise to an A θ -module isomorphism A n θ » X θ under which pB 1 , . . .
The coefficient matrix h is an element of GLǹ pA θ q. Conversely, any h P GLǹ pA θ q defines this way a Hermitian metric p¨,¨q h on X θ . On an ordinary manifold M a Riemannian metric on a given manifold M is a Hermitian metric p¨,¨q on the complexified tangent space T C M that takes real values on real vector fields. Equivalently, in any local coordinates, the coefficients`B xi , B xj˘a re real-valued.
The analogue of this condition for a Hermitian metric p¨,¨q on X θ is requiring the coefficients pB i , B j q to be selfadjoint. That is, the matrix of the Hermitian metric has selfadjoint entries. This yields the definition of a Riemannian metric in [29] . There is a slight issue with this condition since we would like the inverse matrix to satisfy the same condition, so as to have a dual Hermitian metric on forms to have selfadjoint values on "real" 1-forms (see Section 8) . As it turns out, the inverse of a positive invertible matrix with selfdajoint entries need not have selfadjoint entries. For instance, consider a 2ˆ2-matrix of the form,
where a and b are selfadjoint elements of A θ and b is invertible. Then h has inverse h´1 "ˆ1`a b´2a´ab´2 b´2a b´2İ n particular, the off-diagonal entries of h´1 cannot be selfadjoint when ra, bs ‰ 0.
In what follows we denote by A R θ q and a is selfadjoint, then a ji " ai j " a ij , i.e., the matrix a is symmetric. In particular, all the elements of GLmpA R θ q are symmetric matrices. Definition 4.5 (compare [29] ). A Riemannian metric on A θ is any Hermitian metric on X θ whose coefficient matrix is in GLǹ pA R θ q. We have a one-to-one correspondance between GLǹ pA R θ q and Riemannian metrics on A θ given by (4.1). As above, given any g P GLǹ pA R θ q, we shall denote by the p¨,¨q g the corresponding Riemannian metric, i.e.,
We shall use this correspondance to identify Riemannian metrics and their matrices. On an ordinary manifold M two Riemannian metrics g andĝ are conformally equivalent when they define same angles between vectors in each tangent space T x M , x P M . Equivalently, there is a function kpxq P C 8 pM q such thatĝ " kpxq 2 g. Definition 4.6. We say that two Riemannian metrics with respective matrices g " pg ij q and g " pĝ ij q are conformally equivalent when there is k P A`θ such thatĝ " kgk " pkg ij kq.
4.2.
Examples. Let us now look at a few examples of Riemannian metrics.
Conformal deformations of flat metrics. The Euclidean metric is g ij " δ ij . Connes-Tretkoff [7] considered conformal deformations of this metric, i.e., metrics of the form,
Such metrics have been considered in various subsequent papers as well (see, e.g., [6, 10, 11, 12, 13, 14, 15, 16, 23, 24, 25] ). As in [18] we may also consider conformal deformations of more general flat metrics,
A product metric is of the form,
A special class of such metrics are products of conformal deformations of Euclidean metrics,
Here I mj is the m jˆmj -identity matrix. Similar kind of metrics have been considered in [5, 10, 8, 22] .
Self-compatible Riemannian metrics.
Definition 4.7. Two matrices a " pa ij q P M p pA θ q and b " pb kl q P M q pA θ q are compatible when each entry of a commutes with every entry of b, i.e., ra ij , b kl s " 0 for i, j " 1, . . . p and k, l " 1, . . . , q. A matrix a P M m pA θ q is self-compatible when it is compatible with itself.
Lemma 4.8. Let a " pa ij q P M p pA θ q and b " pb kl q P M q pA θ q be compatible. Then, for every holomorphic function f 1 near Sppaq and every holomorphic function f 2 near Sppbq, the matrices f 1 paq and f 2 pbq are compatible.
Proof. By assumption ra, b kl s " 0 for k, l " 1, . . . , p. Thus, given any holomorphic function f 1 near Sppaq, the coefficients b kl also commute with the matrix f 1 paq, i.e., f 1 paq and b are compatible. Substituting b for a and f 1 paq for b also shows that, given any holomorphic function f 2 near Sppbq, the matrices f 2 pbq and f 1 paq are compatible. The proof is complete.
Lemma 4.9. Let g P GLmpA θ q X M m pA R θ q be self-compatible. Then g P GLmpA R θ q. Proof. Set g´1 " pg ij q and h " pg´1q t . As g is selfadjoint, its inverse g´1 is selfadjoint, and so the pi, jq-entry of h is h ij " g ji " pg ij q˚. Moreover, as g is self-compatible, it follows from Lemma 4.8 that g and g´1 are compatible, and so g and h are compatible as well. In addition, by Remark 4.4 the fact that g is selfadjoint and has selfadjoint metrics implies that g is symmetric. Bearing all this mind we see that the pi, jq-entry of gh is equal to
Thus, gh " 1, and so h " g´1. As h ij " pg ij q˚, this shows that the entries of g´1 are selfadjoint, and hence g P GLmpA R θ q. The proof is complete. We mention the following consequence of Lemma 4.9. Lemma 4.10. Let g P GLmpA R θ q and u P GL m pA θ q X M m pA R θ q be compatible and self-compatible. Then u t gu P GLmpA R θ q. Proof. Set h " u t gu. As u has selfadjoint entries, its adjoint is u t , and so h " u˚gu is both invertible and positive, i.e., u t gu P GLmpA θ q. The pi, jq-entry of h is h ij " ř k,l u ki g kl u lj . The assumption that g and u are compatible self-compatible matrices then ensures us that h is selfcompatible. Moreover, as the entries of g and u are selfadjoint, we also have
Therefore, we see that h is a self-compatible element of GLmpA θ q X M m pA R θ q. It then follows from Lemma 4.9 that h P GLmpA R θ q. The proof is complete. Example 4.14. The functional metrics introduced in [18] are also examples of self-compatible Riemannian metrics. They are metrics of the form,
where h P A θ and t Ñ pg ij ptqq is a smooth map from a neighborhood of Spphq in R to GLǹ pRq. This construction uses the observation that A θ is closed under the C 8 -calculus of its selfadjoint elements.
Taking conformal deformations of self-compatible metrics and products of such metrics provides us with further examples of Riemannian metrics. These metrics are of the form,
where k j P A`θ and g pjq P GLm j pA θ q X M mj pA θ q is self-compatible. All the previous examples of Riemannian metrics of this section are of this form.
Densities and Inner Products on Hermitian Modules
In this section, after discussing the noncommutative analogues of densities on A θ , we explain how this enables us to define Hermitian inner products on Hermitian modules over A θ .
Densities on noncommutative tori. On the ordinary torus T
n a positive density (in the sense of differential geometry) is given by the integration against a positive function. The analogous notion on the noncommutative torus A θ is given by elements in A`θ and the corresponding weights. Namely, any ν P A`θ defines a weight ϕ ν : A θ Ñ C by
This is a weight since ϕ ν px˚xq " τ px˚xνq " τ rpx ? νq˚px ? νqs ě 0. In the terminology of [6, 7 ] such a weight is called a conformal weight.
Lemma 5.1. For all x P Aθ , we have
}ν´1}´1τ pxq ď ϕ ν pxq ď }ν}τ pxq.
Proof. As ν is invertible and positive, this is a selfadjoint element whose spectrum is contained in r}ν´1}´1, }ν}s, and so }ν´1}´1 ď ν ď }ν}. Let x P A θ . Then }ν´1}´1xx˚ď xνx˚ď }ν}xx˚. As τ is a positive, the second inequality implies that we have }ν}τ px˚xq " }ν}τ pxx˚q ě τ pxνx˚q " τ px˚xνq " ϕ ν px˚xq
Likewise, we have }ν´1}´1τ px˚xq ď ϕ ν px˚xq. This shows that the inequalities (5.2) hold for any positive element of Aθ . The proof is complete.
We let H ν be the Hilbert space given by the completion of A θ with respect of the pre-inner product, xu|vy ν :" ϕ ν pv˚uq " τ pv˚uνq " τ puνv˚q, u, v P A θ . This inner product is a scalar multiple of the inner product obtained from the GNS construction for the stateφ ν :" 1 ϕν p1q ϕ ν " 1 τ pνq ϕ ν . In particular, the multiplication law of A θ uniquely extends to a left action of A θ on H ν by bounded operators. In addition, it follows from Lemma 5.1 that, for all u P A θ , we have }ν´1}´1 xu|uy ď xu|uy ν ď }ν} xu|uy . Therefore, the completions with respect to the pre-inner products x¨|¨y and x¨|¨y ν give rise to the same locally convex space. An explicit unitary isomorphism from H ν onto H θ is given by the right-multiplication by ? ν, since, for all u, v P A θ , we have
We also denote by H o ν the completion of A θ with respect to the "opposite" pre-inner product, xu|vy
This inner product is a constant multiple of the inner product that arises from the GNS construction for the stateφ ν and the opposite algebra A ? ν (i.e., the right-multiplication with respect to the opposite product). Let σ ν : A θ Ñ A θ be the inner automorphism given by
Then it follows from the discussion above that, for all u and v in A θ , we have
Therefore, we arrive at the following statement. ν paq " νaν´1 are the respective Tomita involution and modular operator of the GNS construction associated with the stateφ ν . In particular, we have J ν a˚J ν " σ ν paq for all a P A θ .
5.2.
Inner products on Hermitian modules. Given ν P A`θ , let pE, p¨,¨qq be a Hermitian finitely generated projective (left) module over A θ . Define the map x¨|¨y ν : EˆE Ñ C by
Lemma 5.4. x¨|¨y ν is a pre-inner product on E.
Proof. The positivity of the weight ϕ ν and the sesquilinearity and positivity of the Hermitian metric p¨,¨q ensure us that x¨|¨y is a positive sesquilinear map. It only remains to show that x¨|¨y is definite.
Without loss of generality we may assume that E " eA m θ with e P M m pA θ q, e 2 " e. We know by Corollary 3.14 that the Hermitian metric is equivalent to the restriction of the canonical Hermitian metric of A m θ , and so we may further assume that the latter is actually the Hermitian Proof. Let us denote by x¨|¨y the pre-inner product on E associated with ν " 1, i.e., xξ|ηy " τ rpξ, ηqs " τ rpξ, ηqs, ξ, η P E. Let p¨,¨q 1 be another Hermitian metric on E and denote by x¨|¨y 1,ν the pre-inner product (5.3) associated with ν and p¨,¨q 1 . Thanks to Corollary 3.14 there are constants c 1 ą 0 and c 2 ą 0 such that (5.4) c 1 pξ, ξq ď pξ, ξq 1 ď c 2 pξ, ξq for all ξ P E.
Let ξ P E. Combining (5.4) with the positivity of ϕ ν gives c 1 ϕ ν rpξ, ξqs ď ϕ ν rpξ, ξq 1 s ď c 2 ϕ ν rpξ, ξqs.
Combining this with Lemma 5.1 we get
As τ rpξ, ξqs " xξ|ξy and ϕ ν rpξ, ξq 1 s " xξ|ξy 1,ν , we see that there are c for all ξ P E.
It then follows that the completions of E with respect to the pre-inner products x¨|¨y and x¨|¨y 1,ν give rise to the same locally convex topological vector space. This proves the result.
Determinant
The aim of this section is to introduce a notion of determinant on GLmpA θ q. This will be used in the next section to define the volume of A θ with respect to an arbitrary Riemannian metric.
It will be convenient to work more generally with a unital involutive subalgebra A of a unital C˚-algebra A such that A and all the matrix algebras M m pAq, m ě 2, are closed under holomorphic functional calculus. For instance, we may take A " A θ , or more generally we may take A to be any pre-C˚-algebra.
To define the determinant we shall essentially follow the approach of Fuglede-Kadison [17] . Recall if h P GLmpCq, then its determinant is given by (6.1) detphq " exp " Trplog hq ‰ .
As in [17] , we shall use this formula to define the determinant for matrices in GLmpAq. The exponential map exp : A Ñ A is defined by means of the holomorphic functional calculus or, equivalently, by using the usual power series expansion, exppxq "
In particular, by using this power expansion and the binomial formula it can be shown that (6.2) exppx`yq " exppxq exppyq whenever rx, ys " 0.
In addition, as A is closed under holomorphic functional calculus, logpxq P A when x P A. Moreover, if x P A is selfadjoint, then exppxq is selfadjoint and has positive spectrum, and so it belongs to A``. Thus, if we denote by A R the real subspace of selfadjoint elements of A, then exppxq P A``for all x P A R .
Let h P GLmpAq. Then log h is a normal element of A with real spectrum, and hence it is selfadjoint. Moreover, as M m pAq is closed under holomorphic functional calculus, we see that log h P M m pAq. Thus, log h is a selfadjoint element of M m pAq. In addition, we mention the following additivity property of the logarithm on GLmpAq. As hh 1 is invertible, we then see that hh 1 P GLmpAq. Bearing this in mind, let B be the unital Banach algebra generated by h and h
1 . As h and h 1 are selfadjoint this is actually a C˚-algebra. Moreover, as rh, h 1 s " 0 we see that B is a commutative. In particular, the identity map is a trace. The formula (6.3) then follows from [3, Appendix, Lemma 5] and [9, Lemme 1-(a)] (see also [17] ). The proof is complete.
As we have just seen, if h P GLmpAq, then log h is a selfadjoint element of M m pAq. This implies that the trace Trrlog hs is a selfadjoint element of A, and so by taking the exponential we obtain an element of A``.
Remark 6.3. The value of det h depends only on the holomorphic functional calculus closure of the algebra generated by the entries of h.
Proposition 6.4. The following holds.
(1) We have
Proof. Let k P A``. As TrrlogpkI m qs " Trrplog kqI m s " m log k, we have detpkI m q " exp`m log k˘"`expplog kq˘m " k m .
Let h P GLmpAq and t ą 0. As logptzq " log t`log z, we see that logpthq " log t`log h, and so we have detpthq " exp`Trrlogpthqs˘" exp`m log t`Trrlog hs˘. As exppm log t`zq " t m exppzq for all z P C, we also have exp`m log t`Trrlog hs˘" t m exp`Trrlog hs˘" t m detphq.
It then follows that detpthq " t m detphq. Let s P R. As logpz s q " s log z we have logph s q " s log h. In addition, as exppszq " pexppzqq s for all z P C, we have exppsxq " pexp xq s for all x P A. Thus,
The proof is complete.
Proposition 6.5. Suppose that A is commutative. Then, for all h " ph ij q P GLmpAq, we have
where S m is the permutation group of t1, . . . , mu.
Proof. As A is a commutative unital C˚-algebra, we may assume that A " CpXq for some compact Hausdorff topological space. In that case M m pCpXqq " CpX, M m pCqq and GLmpCpXqq " CpX, GLmpCqq. If hpxq " ph ij pxqq is in CpX, GLmpCqq, then plog hqpxq " logrhpxqs. Thus, by using (6.1) we get
This proves the result.
We define notions of comptatibility and self-compatibility of matrices with entries in A in the same was way as in Definition 4.7. All the properties of these matrices proved in Section 4 hold verbatim in the setting of matrices with entries in A.
Corollary 6.6. Let h P GLmpAq be self-compatible. Then detphq is given by (6.5).
Proof. Let B be the unital algebra generated by the entries h ij of h. The fact that h is selfadjoint means that hi j " h ji . Therefore, the sub-algebra B is involutive and its closure B " B is a commutative unital C˚-algebra. It then follows from Proposition 6.5 that detphq is given by (6.5). The proof is complete.
Lemma 6.7. Let h P GLmpAq and h 1 P GLm1pAq be compatible. Then " detphq, detph 1 q ‰ " 0.
Proof. As h and h 1 are compatible, we know by Lemma 4.8 logphq and logph 1 q are compatible. This means that each entry of logphq commutes with every entry of logph 1 q. This implies that rTrrlogphqs, Trrlogph 1 qss " 0. It then follows from (6.2) that detphq " exppTrrlogphqsq and detph 1 q " exppTrrlogph 1 qsq commute with each other. The lemma is proved.
Proposition 6.8. Let h P GLmpAq be block-diagonal, i.e.,
Assume further that h piq and h pjq are compatible for i ‰ j. Then
Proof. It is enough to prove the result when ℓ " 2, since once this case is proved the general result follows by induction. Assume that ℓ " 2. Then
Trrlog hs " Trˆl og h
Therefore, we have detphq " exppTrrlog hsq " exppTrrlog h p1q s`Trrlog h p2q sq. As h p1q and h p2q are compatible, we know from the proof of Lemma 6.7 that Trrlog h p1q s and Trrlog h p2q s commute with each other. Thus, by using (6.2) we get (6.6) detphq " exp`Trrlog h p1q s˘exp`Trrlog h p2q s˘" detph p1detph p2q q.
This completes the proof.
Because Tr is not a trace on M m pAq unless A is commutative, we cannot expect the determinant on GLmpAq to be multipicative in general (compare [17] ). Nevertheless, we have the following results.
Proposition 6.9. Suppose that h, h 1 P GLmpAq are compatible and commute with each other. Then hh 1 P GLmpAq and we have
Proof. As h and h 1 are compatible, we know by Lemma 6.7 that detphq detph 1 q " detph 1 q detphq. Moreover, as rh, h 1 s " 0 Lemma 6.1 ensures us that hh 1 P GLmpAq and logphh 1 q " logphq`logph 1 q. Thus, detphh 1 q " exppTrrlog hs`Trrlog h 1 sq. In addition, as h and h 1 are compatible in the same way as in (6.6) we get
Proposition 6.10. Let h P GLmpAq and u P GL m pAq be compatible and self-compatible. Assume further that u and u˚are compatible with each other. Then detpu˚huq " detpu˚uq detphq.
Proof. Let B be the unital algebra generated by the entries of h, u and u˚. We observe that these entries form an involutive generator set, since h is selfadjoint and the entries of u˚(resp., u) are the adjoints of the entries of u (resp., u˚). By assumption h and u are self-compatible. Note that the self-compatibility of u implies that u˚is self-compatible as well. By assumption u is compatible with h and u˚. As h is selfadjoint we also see that h and u˚are compatible. It then follows that the entries of h, u and u˚form a commutative involutive generator set of B. Therefore, the unital subalgebra B is involutive and commutative, and so its closure B :" B is a commutative C˚-algebra. We then know by Proposition 6.5 that the restriction to GLmpBq of the determinant agrees with the usual determinant on a commutative ring. In particular, it enjoys all the standard properties of the determinant on commutative rings, including multiplicativity. Thus, detpu˚huq " detpu˚q detphq detpuq " detpu˚q detpuq detphq " detpu˚uq detphq.
As an immediate consequence of Proposition 6.10 we get the following unitary invariance result.
Corollary 6.11. Let h P GLmpAq and u P GL m pAq be compatible and self-compatible. Assume further that u is unitary, i.e., u˚u " uu˚" 1. Then detpu˚huq " detphq.
Riemannian Densities and Riemannian Volume
In this section, we introduce a notion of Riemannian densities and Riemann volume on A θ for arbitrary Riemannian metrics.
Recall that if g " pg ij pxqq is a Riemannian metric on an ordinary manifold M n , then its Riemannian density is given by the integration against a detpgpxqq. When M is compact, its volume with respect to g is defined by
Let g P GLǹ pA R θ q be a Riemannian metric on A θ . As defined in the previous section, the determinant detpgq " exppTrrlog gsq is an element of A`θ . As explained in Section 5, elements ν P A`θ and their associated weights ϕ ν given by (5.1) are the analogues of (smooth) densities on ordinary manifolds. This leads us to the following.
The Riemannian weight of g is the weight ϕ g :" ϕ νpgq , i.e.,
This allows us to define the Riemannian volume as follows.
Definition 7.2. The Riemannian volume of A θ with respect to g is Vol g pA θ q :" ϕ g p1q " τ rνpgqs .
Example 7.3. If g " k 2 δ ij , k P A`θ , is a conformal deformation of the Euclidean metric, then by (6.4) we have
Proposition 7.4. Let g be a product metric of the form,
where g p1q , . . . , g pℓq are mutually compatible. Then, we have
Proof. We know by Proposition 6.8 that detpgq " detpg p1q q¨¨¨detpg pℓq q. As detpg p1q q, ... , detpg pℓmutually commute with each other (cf. Lemma 6.7), we get (7.2) νpgq "
The result is proved.
Example 7.5. Let g be a product of conformal deformations of the Euclidean metric, i.e., g "ˆk
If rk 1 , k 2 s " 0, then by using Proposition 7.4 and (7.1) we get
Proposition 7.6. Let g P GLǹ pA R θ q and k P A`θ be such that rk, gs " 0. Then, we have νpk 2 gq " k n νpgq " νpgqk n .
Proof. As rk, gs " 0 the matrices k 2 I n and g satisfy the assumptions of Proposition 6.9. Combining this with (6.4) we get
Note that rk, detpgqs " 0 (cf. Lemma 6.7). Therefore, in the same way as in (7.2) we have
By definition Ω 1 θ is a right module over A θ . This is a free module; a basis is provided by the dual basis pθ 1 , . . . , θ n q of the basis pB 1 , . . . , B n q of X θ . That is,
Thus, any ω P Ω 1 θ has a unique decomposition ω " ř θ i ω i with ω i " xω, B i y. We also have a left-action of
This left action is compatible with the right action of A θ , and so this turns Ω θ 1 into an A θ -bimodule. Note also that with respect to this left action we have aθ i " θ i a, a P A θ . Thus, for any ω P Ω
The following holds.
(1) Leibniz Rule: for all u, v P A θ , we have dpuvq " pduqv`updvq.
(2) Let u P A θ . Then du " 0 if and only if u P C. That is, ker d " C.
Proof. Let u, v P A θ . We have dpuvq " ř θ i B i puvq. As B 1 , . . . , B n are derivations of the algebra
It remains to show that ker d " C. We have dp1q " 0, and so C Ă ker d. Conversely, let u P ker d, i.e., ř j θ j B j puq " 0. As θ 1 , . . . , θ n form a basis of the right module Ω 1 θ , we see that B j puq " 0 for j " 1, . . . , n. Set u " ř k u k U k . Then 0 " B j puq " ř k ik j u k U k , and so u k " 0 whenever k j ‰ 0. As this is holds for j " 1, . . . , n, we deduce that u k " 0 whenever k ‰ 0. That is, u " u 0 P C. Therefore, we see that ker d " C. The proof is complete.
In the same way as on X θ , any h P GLǹ pA θ q defines a Hermitian metric p¨,¨q h on Ω 1 θ . Namely, given ω "
where we have used the fact that h ij " hj i to get the last equality. Conversely, any Hermitian metric on Ω 1 θ is of this form. Let h P GL`pA θ q. The nondegeneracy of the Hermitian metric p¨,¨q h on X θ means that, for every 1-form ω P Ω 1 θ , there is a unique vector field X
The dual Hermitian metric p¨,¨q
Proof. Let us denote by Φ the anti-linear isomorphism X θ Q X Ñ p¨, Xq h P Ω 1 θ defined by the Hermitian metric p¨,¨q h . Let ω "
For i " 1, . . . , n, we have
It then follows that Φ´1pθ i q " ř n j"1 h ij B j . Indeed, as h is selfadjoint, we have
By using (8.4) we then get
Therefore, by using (8.2) we see that pω, ζq
This proves (8.3). The proof is complete.
From now on we let ν P A`θ . As mentioned above the lack of unitarity of the right action of A θ on H 0 ν is corrected by means of the inner automorphism σ ν pxq " ν 1 2 xν´1 2 . This inner automorphism makes sense on any bimodule over A θ , including Ω 1 θ and M n pA θ q. For instance, for any 1-form ω " ř θ i ω i , we have
In what follows, we let x¨|¨y o h,ν be the pre-inner product on Ω
Proof. By definition xω|ζy o h,ν " ϕ ν rpσ ν pωq, σ ν pζqq ph´1q t s " τ rpσ ν pωq, σ ν pζqq ph´1q t νs. In view of (8.3) and (8.5) we have
As τ is a trace we obtain
The lemma is proved. 
Proposition 8.10. The following holds.
(1) ϕ ν pdiv ν pXqq " 0 for all X P X θ .
(2) Leibniz Rule: For all u P A θ and X "
where we have set ∇u¨X " ř i B i puqX i .
Proof. Let X " ř i X i B i P X θ . By using (2.5) we get
In addition, let u P A θ . We have div ν puXq "
The proof is complete. δω " ν´1 ÿ 1ďi,jďn
The fact that δ is the analogue on Ω 1 θ of the divergence operator on 1-forms on ordinary manifolds stems from the following result. 
In particular, δω " rdiv ν pX h ω qs˚when rh, νs " 0.
θ and u P A θ . As du " ř θ i B i puq, by using (8.6) we get
It follows from (2.4) and (2.6) that we have
As by definition δω " ν´1
2 ω j q, we see that, for all u P A θ , we have
This shows that´δ is the formal adjoint of d. Note that the unicity of the formal adjoint is a consequence of the density of A θ in H o ν . We also observe that pδωq˚is equal to
Thus, if we set X h,ν ω
ω q, i.e., δω " rdiv ν pX h,ν ω qs˚. Futhermore, if rν, hs " 0, then by using (8.2) we get X h,ν ω
, and hence δω " rdiv ν pX h ω qs˚. The proof is complete.
Laplace-Beltrami Operators
In this section, we define and study the main properties of Laplace-Beltrami operators associated with arbitrary Hermitian metrics and densities on A θ .
Definition and examples.
In what follows we let h P GLǹ pA θ q and ν P A`θ . We also let δ : Ω 1 θ Ñ A θ be the divergence operator (8.7) associated with ph, νq. Definition 9.1. The Laplace-Beltrami operator ∆ h,ν : A θ Ñ A θ is defined by (9.1) ∆ h,ν puq "´δpduq, u P A θ .
Remark 9.2. When g P GLǹ pA R θ q we shall denote by ∆ g the operator ∆ g,νpgq . This is the LaplaceBeltrami operator associated with the Riemannian metric g.
Recall that in the terminology of [2] a differential operator of order m is any linear operator P : A θ Ñ A θ of the form, P " ÿ |α|ďm a α B α , a α P A θ .
The symbol of P is ρpξq :" ř |α|ďm a α i |α| ξ α , ξ P R n . This is a polynomial map on R n with coefficients in A θ of degree m. The degree m component ρ m pξq :" ř |α|"m a α i m ξ α is called the principal symbol of P .
We say that P is elliptic when the principal symbol ρ m pξq is invertible for all ξ P R n z0. In this case ρ m pξq´1 P C 8 pR n z0; A θ q and P admits a parametrix in the class of Connes' pseudodifferential operators on A θ (see [1, 2, 20, 21] ). We refer to these references for general properties of elliptic operators on noncommutative tori. Proposition 9.3. The following holds.
( Let ξ P R n z0. As h´1 P GLǹ pA θ q, we know by Corollary 3.13 that pξ, ξq h´1 is in A`θ . In particular, it is invertible, and so ρ 2 pξq " ν´1 2 pξ, ξq h´1 ν 1 2 is invertible as well. This shows that ∆ h,ν is elliptic. The proof is complete. Assume further that g is self-compatible. Its determinant belongs to the commutative unital C˚-algebra generated by it entries. Then a νpgq belongs to this C˚-algebra as well, and so r a νpgq, gs " 0. This implies that r a νpgq, g´1s " 0, i.e., a νpgq commutes with the entries of g´1. Thus, in this case we can rewrite (9.4) in the form, (9.5) ∆ g u "´1 a detpgq ÿ 1ďi,jďn
Here detpgq is given by (6.5), since g is self-compatible (cf. Corollary 6.6). Therefore, we recover the standard formula for the Laplace-Beltrami operator associated with a Riemannian metric.
Example 9.5. Let g " δ ij be the Euclidean metric. Then detpgq " 1 and g ij " δ ij . Thus, in this case (9.5) gives ∆ g "´ÿ 1ďi,jďn
Therefore, we recover the usual Laplace operator ∆ :"´B
1´¨¨¨´B
2 n on A θ . Example 9.6. Let g ij " k 2 δ ij , k P A`θ , be a conformal deformation of the Euclidean metric.Then g ij " k´2δ ij and we know by Proposition 6.4 that detpgq " k 2n . Thus, by using (9.5) we get ∆ g u "´k´n ÿ 1ďi,jďn B j`k n k´2δ ij B j puq˘"´k´n ÿ 1ďiďn B i`k n´2 B i puq˘.
As B i pk n´2 B i puqq " k n´2 B 2 i puq`B i pk n´2 qB i puq, we obtain ∆ g u "´k´2 ÿ 1ďiďn B 2 i puq´ÿ 1ďiďn k´nB i pk n´2 qB i puq " k´2∆u´ÿ 1ďiďn k´nB i pk n´2 qB i puq.
Suppose that n " 2. In this case k n´2 " 1, and so B i pk n´2 q " 0 for i " 1, . . . , n. Thus, we get ∆ g " k´2∆.
Here νpgq " k 2 , and so the left-multiplication by k gives rise to a unitary isomorphism from H o g onto H θ . Therefore, ∆ g is unitary equivalent to the operator, k∆ g k´1 " k´1∆k´1.
Thus, up to unitary equivalence, we recover the conformally deformed Laplacian k´1∆k´1 of Connes-Tretkoff [7] . This operator was also considered in several subsequent papers (see, e.g., [6, 10, 11, 12, 13, 14, 15, 16, 23, 24, 25] ).
Example 9.7. Suppose that n " 2 and g is a product metric of the form,
k j P A`θ .
23
We have g´1 "ˆk´2 1 0 0 k´2 2˙.
Assume further that rk 1 , k 2 s " 0. In this case detpgq " pk 1 q 2 pk 2 q 2 " pk 1 k 2 q 2 . Thus, by using (9.5) we get´∆ Proposition 9.8. Let g P GLǹ pA R θ q and k P A`θ be such that rk, gs " 0. Setĝ " kgk " k 2 g. Then ∆ĝu " k´2∆ g u´νpgq´1k´n´aνpgqdu, a νpgqdpk n´2 q¯g´1 , u P A θ .
In pariticular, when n " 2 we have (9.6) ∆ĝ " k´2∆ g .
Proof.
Let u P A θ . As rk, gs " 0 we haveĝ´1 " k´2g´1, i.e.,ĝ ij " k´2g ij . We also know by Proposition 7.6 that νpĝq " k n νpgq " νpgqk n , and so a νpgq " k When n " 2, in the same way as with Example 9.6, we have dpk n´2 q " dp1q " 0, and so we simply get ∆ĝu " k´2∆ g u. This completes the proof.
