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Abstract
Semantic segmentation is an essential technique to achieve scene understanding for
various domains and applications. Particularly, it is of crucial importance in autonomous driving
applications. Autonomous vehicles usually rely on cameras and light detection and ranging
(LiDAR) sensors to gain contextual information from the environment. Semantic segmentation
has been employed to process images and point clouds that were captured from cameras and
LiDAR sensors respectively. One important research direction to consider is investigating the
impact of utilizing temporal information in the domain of semantic segmentation. Many
contributions exist in the field with regards to utilizing temporal information for semantic
segmentation on 2D images. However, few studies tackled the usage of temporal information for
semantic segmentation on 3D point clouds. Recent studies experimented with scan clustering and
bayes filters, however, none were conducted using recurrent networks. Various techniques of
semantic segmentation of 3D point clouds are explored, and the best fit to serve as baseline was
SqueezeSeg V2. In this work, we introduce a Convolutional-LSTM layer in the model and adjust
the “skip” connectors in the architecture, resulting in a mean Intersection over Union (mIoU) of
36%, which improves on the baseline by almost 3%. Recently, we repeated the same experiment
on SqueezeSeg V3, a recently published network, which achieved a mIoU of 45.3, improving on
its baseline by 2.13%. These results were obtained using sequences 00 to 10 of Semantic KITTI
dataset.
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Chapter 1: Introduction
In the image processing domain, semantic segmentation is defined as the process of
associating a class label with each pixel. The equivalent of images in the 3D domain are Light
Detection and Ranging (LiDAR) scans. LiDAR is a method of remote sensing that measures
distance to a target by firing laser beams and detecting the reflected light with a sensor, forming a
3D representation of the target. This representation is commonly referred to as a point cloud. In
the domain of LiDAR scans, semantic segmentation associates a class label with each point in
the point cloud. Figure 1.1 illustrates this process for images and point clouds. Semantic
segmentation effectively enables the understanding of the context of images and LiDAR scans
[1], which is useful in sensory systems where such information is critical. Famous applications
include geosensing, facial segmentation, medical imaging, and traffic control systems. One very
important application is in the automotive domain, especially with the increasing popularity and
attention given to autonomous driving [2], which is the domain of focus in this investigation.

Figure 1.1: Image semantic segmentation (left) is the process of assigning a label to each pixel. For example,
“red” is for “pedestrian”. LiDAR semantic segmentation is the process of assigning a label to each point. For
example, “cars” are labeled using “blue”.

Sensing and understanding the surroundings of an autonomous car is of critical
importance, and that is why semantic segmentation is relevant. Cameras have been used in
automotive applications for years, hence, semantic segmentation has been widely applied on
images. LiDAR sensors, however, are a relatively new addition to the field, therefore semantic
segmentation has not been as thoroughly explored on 3D point clouds. Point clouds present a
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new set of challenges for semantic segmentation, and this is due to their unstructured nature and
sparsity [3]. One possible contribution in this area is to use temporal information to improve the
segmentation performance. Temporal data is basically any information that is correlated with
time. In our application, this is information available from sequences of frames of data. Thus, it
is important to investigate the impact of utilizing temporal information in designing models that
perform semantic segmentation. This has been conducted previously in the literature on images,
however, very few studies performed this investigation on LiDAR scans.
Multiple techniques exist for performing LiDAR semantic segmentation. These are
feature-based approaches, techniques that perform projection in 2D views, techniques that utilize
volumetric representations, and raw point-cloud methods. In this study we use SqueezeSeg V2, a
projection-based technique, to serve as the baseline. The choice was based on a balance between
the performance of the model and its inference time, both of which are critical in automotive
applications. A Convolutional-LSTM layer was used and experiments were performed which
placed this module at different locations in the network, along with other adjustments to the
network. The best performing model produced a mIoU of 36%, which outperformed the baseline
model by almost 3%. Recently, SqueezeSeg V3 network was published, a state-of-the-art
follow-up network that builds on SqueezeSeg V2. We repeated the best performing experiment
on SqueezeSeg V3, achieving a mIoU of 45.3, improving on its baseline by 2.13.
This thesis is structured as follows: Chapter 2 serves as the literature review with a
special focus on semantic segmentation in the automotive industry. Chapter 3 describes the
process for choosing the baseline model, provides the proposed methodology, and shows the data
analysis performed to segment the dataset into training, validation, and test sets. Chapter 4
discusses the experiments that were performed and illustrates the results obtained. Chapter 5
highlights the future work and conclusion.

1.1. Problem Definition
Semantic segmentation is of crucial importance for autonomous driving. The primary
sensor used is the camera. Many studies have been conducted that address semantic
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segmentation on 2D images. This also applies to investigations relating to the effect of temporal
information on semantic segmentation on 2D images. LiDAR scanners, however, are relatively
new and are being integrated in autonomous vehicles as another sensory component. Hence,
fewer studies were conducted that tackle semantic segmentation on 3D point clouds. Even fewer
studies were conducted that address the impact of temporal information in the context of 3D
point clouds. Therefore, an opportunity exists for making a contribution in this area.
The proposed research questions that require addressing are:

1. What is the effect of adding temporal information on semantic segmentation of 3D
point clouds?
2. How well does the proposed method of incorporating temporal information fare
against existing techniques?
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Chapter 2: Literature Review
2.1. Available Datasets
Training neural networks for semantic segmentation requires datasets that provide labels
for each pixel in the case of images, and for each point in the case of point clouds. Each
technique uses a category of datasets that fits its purposes. This section discusses the most
relevant and widely used datasets for semantic segmentation in the automotive domain.

CamVid
Cambridge-driving Labelled Video Database (CamVid) is an outdoors video dataset with
pixel-wise ground truth classification using 32 semantic classes and additional metadata [4]. The
video sequences were recorded using a high definition camera mounted on a car’s dashboard
running at 30 frames per second (fps). The output resolution was 960x720. The authors recorded
about 22 minutes of driving footage in urban and residential areas at daytime and at dusk. During
the labelling process, frames were sampled at 1fps or 15fps, resulting in 700 frames (10 minutes)
for labelling. Manual labelling was performed by assigning a certain color to objects depending
on their class. The authors provided the original video sequences and the labelled frames.

Semantic3D
Semantic3D is a benchmark dataset that provides point-wise ground truth labels for laser
scans. It consists of 30 laser scans produced by a static terrestrial laser scanner from various
outdoor scenes, both natural and human made [5]. The dataset provides 3 laser scans for each
scene. The dataset is equally divided into 15 scans for training and 15 scans for testing. Ground
truth labels were manually achieved for each point by assigning it to 1 of 8 classes: man made
terrain (e.g. pavement), natural terrain (e.g. grass), high vegetation (e.g. trees), low vegetation
(e.g. small bushes < 2m high), buildings, hard scape (e.g. fountains), scanning artifacts, and cars.
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KITTI / KITTI 3D
KITTI is a driving dataset collected from a 6-hour drive in Karlsruhe, Germany [6]. The
data collection setup consisted of the following: both color and grayscale cameras, Velodyne 3D
laser scanner, and GPS / IMU inertial navigation system. The dataset covers a variety of streets,
such as freeways in rural areas and mid-town streets with diverse static and dynamic objects. The
scenes in the dataset are classified into one of 5 categories: road, city, residential, campus, and
person. Objects are classified into one of the following classes: car, van, truck, pedestrian,
person, cyclist, tram, and misc. Objects are identified by their coordinates in the point cloud
retrieved from the Velodyne scanner. Figure 2.1 illustrates the structure of the dataset folder, and
figure 2.2 illustrates a sample of the dataset.

Figure 2.1: Dataset folder structure.

Figure 2.2: Sample showing expected data.

CityScapes
CityScapes is also a driving dataset collected using a high-resolution camera that was
mounted on a car that traversed inner city streets in 50 different cities [7]. This dataset is unique
since it provides very diverse scenes from different cities. It also provides different capture times
that vary in season, time of day, and weather conditions. The dataset annotations are also
provided at different levels of annotations. 5,000 images fall under the category of fine
annotations, and 20,000 images fall in the category of coarse annotations. Objects are classified
into 8 groups with 30 different classes. Each frame is assigned a location obtained using the GPS
8
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module. The vehicle’s odometry, ego-motion data, and the outside temperature are also recorded.
Figure 2.3 illustrates an example from the dataset.

Figure 2.3: Sample from the CityScape dataset.

PASCAL VOC
Pascal Visual Object Classes (Pascal VOC) is a publicly available dataset of annotated
images [8]. Pascal VOC was released for a set of competitions funded by the PASCAL
organization for the sake of advancement of different tasks, such as object recognition, pose
estimation, and semantic segmentation. The dataset was updated on a yearly basis from
2005-2012, and has since stopped getting updates. It comprises 3 databases: fully annotated
database, partially annotated database, and an unannotated database. The latest version (2012)
contains 20 classes with a significant increase in the segmentation dataset. The train / validation
set contains 11,530 images containing 27,450 region-of-interest (ROI) annotated objects and
6,929 segmentations [9]. Figure 2.4 illustrates some samples from the dataset.

Figure 2.4: Sample from PASCAL VOC dataset.

USyd Campus Dataset
The USyd Campus Dataset was collected at the University of Sydney campus and its
surroundings for a duration of 1.5 years on a weekly basis [10]. This was achieved using an
9
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electric vehicle that was mounted with multiple sensors such as camera, LiDAR, GPS, IMU,
wheel encoder, steering angle, etc. and covers multiple environmental conditions with variations
in scenery, illumination, as well as vehicle and pedestrian volumes. The dataset includes a
semantic segmentation dataset having 12 classes with different lighting conditions and camera
perspectives. The study doesn’t mention the dataset size explicitly and would require further
investigation.

AEV Autonomous Driving Dataset
AEV Autonomous Driving Dataset was introduced in 2019 to assist researchers and
startups working on autonomous driving [11]. The dataset includes semantic segmentation of 2D
images and 3D point clouds, 3D bounding boxes, as well as vehicle bus data. More than 40,000
frames have labels for images and point clouds, of which more than 12,000 frames include
annotations for 3D bounding boxes. There are also approximately 390,000 frames of unlabelled
sensor data available for use which were recorded in 3 cities.

Semantic KITTI
Semantic KITTI is based on the odometry dataset of the KITTI Vision Benchmark which
was based on data collected in Karlsruhe, Germany [12]. The dataset contains 22 sequences,
where sequences 00 to 10 are assigned to the training set and sequences 11 to 21 are assigned to
the testing set. This was done to be consistent with the original benchmark. 23,201 full 3D scans
are labelled for training while 20,351 were labelled for testing, making it the largest publicly
available dataset in this domain.

2.2. Overview of Semantic Segmentation Techniques
Semantic segmentation can be broadly classified into methods that utilize 2D images,
methods that operate on 3D point clouds, and models that fuse both modalities. The focus of the
investigation is to study the impact of temporal information on 3D point clouds, therefore, this
review doesn’t address fusion models as they are outside the scope of the investigation. It first
gives a brief discussion on semantic segmentation techniques on 2D images that are of relevance
10
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in the context of 3D point clouds, and then discusses semantic segmentation techniques on 3D
point clouds.

2.2.1. Semantic Segmentation on 2D Images
Image semantic segmentation is a process of assigning a label to each pixel in the image.
It has been employed in the industry for multiple applications such as facial recognition, object
detection, and medical imaging [13]. In the automotive domain, image semantic segmentation
has played a primary role for unmanned vehicles to classify objects in their surroundings such as
roads, cars, pedestrians, cyclists, and buildings.
Semantic segmentation on images offers some advantages compared to operating on
point clouds. Images offer color information which can be used to draw similarities between
pixels [14]. Another is the fact that acquiring labeled data for images is relatively easier
compared to point clouds, which entail a more complicated annotation effort [3].
Image semantic segmentation techniques can be categorized into 2 main groups: classical
methods and deep learning methods. The following subsections discuss them and highlight the
state-of-the-art methods that achieve the best accuracy.

2.2.1.1. Classical Methods
Classical methods include k-means clustering, histogram-based methods, thresholding,
and random forest classifiers [15], and they usually employ handcrafted features. These simple
methods evolved to be more efficient and accurate over time, however, they were phased out as
deep learning techniques came into picture and outperformed the classical methods. This section
briefly highlights an example to give insight on how classical methods operate.
A study was conducted by professors at ETH Zurich, Cambridge, and Microsoft
researchers that involved crafting new features in their model for semantic segmentation [16].
The authors used five cues that can be extracted from the motion of the vehicle. The first two
specify the location of the point to be segmented relative to the camera, namely: height above the
camera and the closest distance to the camera path. The third cue is the surface orientation the
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point belongs to, and the fourth is the track density, since faster moving objects yield sparser
results. The fifth cue is for the back-projection residual.
The authors used the feature cues as an input for a randomized forest [17]. Experiments
were conducted using data collected for the purpose of this paper, and evaluation was performed
using the model’s pixel-wise accuracy. The pixel-wise percentage accuracy results for using
motion features alone, appearance features alone, and combining them were 61.8%, 66.5%, and
69.1% respectively.

2.2.1.2. Deep Learning Methods
Contributions that fall under this category focus on end-to-end learning of pixel-wise
classification. Fully Convolutional Networks (FCNs) were the first to introduce this domain of
semantic segmentation [18]. The FCN network learns heat maps of the input image by
classifying local regions in the image. Pixel-level labeling is achieved through simple
deconvolution which is implemented using bilinear interpolation [18], [19]. The authors reported
that their network (FCN-8s) has achieved a mean Intersection over Union (mIoU) of 62.7% and
62.2% with an inference time of 175ms on PASCAL VOC 2011 and 2012 respectively.
FCNs have the advantage of being able to accept the whole image as input and perform
fast and accurate inferences on it, unlike patch-wise training. FCNs, however, suffer from a few
limitations. The network’s receptive fields have a predefined fixed size. This can lead to object
fragmentation and mislabeling if the objects are significantly larger or smaller than the receptive
field. This also implies that small objects are ignored and misclassified as background [20].
Previous attempts to resolve this issue utilized skip architectures [19], however, this causes an
issue as there is an inherent trade-off between boundary details and semantics. Another issue is
that the object details are lost due to the fact that the deconvolution procedure is too simple [20].
As an improvement, another study investigated learning a deep deconvolution network
[20]. The network follows a convolution-deconvolution architecture, and it adopts its
convolutional layers from VGG 16-layer net [21]. The deconvolution network utilizes unpooling
and deconvolution layers. The network was tested on PASCAL VOC 2012, achieving a mIoU of
69.6%. The authors tried an ensemble with FCN and achieved a mIoU of 71.7%.
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Another network, SegNet [22], is an architecture that was designed to be efficient for
pixel-wise semantic segmentation. SegNet was motivated by applications that target road scene
understanding. These require the ability to capture different-sized structures and shapes and
understand the spatial relationship between various classes such as roads and sidewalks. Similar
to [20], SegNet utilizes VGG-16 for the convolutional layers in its encoder network. They,
however, discarded the fully connected layers which makes the encoder network smaller and
more convenient for training relative to many other recent architectures. SegNet was evaluated
on CamVid [4] dataset, and it achieved a mIoU of 60.1%.

2.2.1.3. State-of-the-Art Model: DeepLab
The state-of-the-art model, DeepLab, was introduced by authors from Google. DeepLab
was improved over 3 iterations by the authors, releasing a research paper for each version
[23]–[26]. They are referenced here as versions 1, 2, and 3 respectively.
Version 1 of DeepLab was first introduced to tackle 2 main issues which are signal
downsampling and spatial invariance [23]. The first issue highlights the problem of reduced
signal resolution as a result of repeated max-pooling and downsampling performed at every layer
in standard DCNNs. This model employs the ‘atrous’ algorithm which allows efficient dense
computations of DCNN responses. Figure 2.5 illustrates ‘artous convolutions’. As for the second
issue, spatial accuracy of prior DCNN models was limited by the fact that object-centric
decisions from classifiers required invariance to spatial transformations. DeepLab utilizes
Conditional Random Fields (CRFs) [24] which combine class scores computed with low-level
information captured from the local interactions of pixels and edges. Figure 2.6 illustrates the
effect of CRF. The first version utilized the pretrained VGG-16 [21] on ImageNet [27] after
repurposing and fine-tuning to serve as an efficient feature extractor. DeepLab was tested on
PASCAL VOC 2012 and achieved a mIoU of 71.6% [26].
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Figure 2.5: Illustration of atrous convolution. (a) Sparse feature extraction with standard convolution on a
low resolution input feature map. (b) Dense feature extraction with atrous convolution with rate r = 2, applied
on a high resolution input feature map.

Figure 2.6: Score map (input before softmax function) and belief map (output of softmax function) for
aeroplane. The score (1st row) and belief (2nd row) maps are shown after each mean field iteration. The
output of the last DCNN layer is used as input to the mean field inference.

Version 2 of DeepLab offers multiple improvements over the first one. Object
segmentation is performed better through either multi-scale input processing, or through “Atrous
Spatial Pyramid Pooling” (ASPP), a new technique introduced by the authors. The authors have
also adapted ResNet [25] in their model which achieves better performance as compared to the
original model which was based on VGG-16 [26], [27]. Figure 2.7 illustrates a model overview.
ASPP exploits multi-scale features by utilizing parallel filters with different rates. This
manipulates the effective field-of-view. Figure 2.8 further explains ASPP. This version of
DeepLab

was

evaluated

using

PASCAL

VOC 2012

[9],

PASCAL-Context

[30],

PASCALPerson-Part [31], and Cityscapes [7]. It achieved a mIoU of 79.7%, 45.7%, 62.76%, and
70.4% on them respectively.
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Figure 2.7: A model illustration. A deep convolutional neural network is employed in a fully convolutional
fashion, using atrous convolution. A bilinear interpolation stage enlarges the feature maps of the original
image resolution. A fully connected CRF is then applied to better capture object boundaries.

Figure 2.8: ASPP. To classify the center pixel (orange), ASPP exploits multiscale features. The effective
field-of-views are shown in different colors.

The third version of DeepLab sets the highest record in terms of accuracy on the
PASCAL VOC 2012 dataset [9]. DeepLabV3 further improves on DeepLabV2 [9], [26]
exploring atrous convolutions in cascade or in parallel to capture multi-scale context by
employing multiple atrous rates. In the cascaded context, the authors experimented with doubling
the atrous rate going deeper into the network. As for the parallel one, the authors utilize the
previously proposed Atrous Spatial Pyramid Pooling module in combination with image-level
features to make use of both convolutional features at multiple scales as well as encoding global
context. This approach was shown to further improve performance. Figures 2.9 and 2.10
illustrate the cascaded and parallel models. DeepLabV3 achieves a mIoU of 81.3% on
Cityscapes and 86.9% on PASCAL VOC 2012 [9]. Note that during training, multiple datasets
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were used to maximize performance. Currently, DeepLabV3 achieves 89.0% on the PASCAL
VOC 2012 leaderboard (1st place) [28].

Figure 2.9: Cascaded modules without and with atrous convolution.

Figure 2.10: Parallel modules with atrous convolution (ASPP), augmented with image-level features.

2.2.2. Semantic Segmentation on 3D Point Clouds
Similar to image semantic segmentation, point cloud semantic segmentation is concerned
with the task of understanding the points in the 3D point cloud and mapping them to their
corresponding class labels. LiDAR point clouds provide depth information which is not captured
in 2D images. They also provide intensity, height, and reflectivity information for each point. 3D
data has the potential of achieving better results compared to 2D images because it offers an edge
at capturing distances of objects in the environment more accurately.
Multiple techniques have been introduced that utilize point clouds to perform semantic
segmentation. Early methods utilized feature-based approaches. Recently, deep learning methods
have been introduced. These methods typically differ on how the point cloud data is represented
and processed. Some methods try to render 3D point clouds into 2D images then classify them
using 2D convolutional networks. Other methods convert the point cloud to a volumetric
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representation. Recently, studies have also investigated approaches that perform direct
processing on the raw 3D point cloud data [29]–[31].

2.2.2.1. Feature-based Methods
Feature-based methods generally involve feature handcrafting and selection as well as
classifier design. One direct technique is to treat semantic segmentation as a point-wise
classification problem that includes extracting features, concatenating them as a vector, and
finally determining the class label via a well-trained classifier [32]. Point clouds have irregular
arrangements and varying densities, and this inspired researchers to experiment with different
definitions of neighborhood to achieve the best representation. Straightforward approaches
ignore spatial and contextual relations between units by treating them independently. This can
produce decent results based on distinctive features, otherwise, the point-wise classification will
be locally inconsistent and noisy. Markov Random Field (MRF) [33] and Conditional Random
Field (CRF) [24] are employed as methods that consider neighboring elements which make the
segmentation results spatially smoother. The performance of such methods, however, largely
depend on handcrafted features. They can be effective in fixed or regular scenarios. For dynamic
scenes, however, the features are empirically designed and the performance decreases.

2.2.2.2. Projection into 2D Views
Multiple studies have tackled semantic segmentation using LiDAR data by converting it
into 2D representations which can then be processed using 2D convolutional networks. Some
approaches focus on achieving high accuracy, while others focus on designing networks that can
achieve real time performance. This section discusses some of these methods.
One of the famous architectures that were introduced is SqueezeSeg [34], which is an
end-to-end pipeline based on CNN [35] and CRF [24]. To be able to apply the CNN to 3D
LiDAR point clouds, a CNN was designed to accept transformed LiDAR point clouds and output
a point-wise map of labels. A spherical projection is adopted to transform sparse, irregularly
distributed 3D point clouds to dense 2D grid representations. The approach involves multiple
steps. First, the point cloud is projected into a sphere through an equation that is applied to each
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point. Figure 2.11 shows the projection process. Only the front view area of 90 degrees is
considered and is divided into 512 grids. Five features were used for each point namely the 3
cartesian coordinates, intensity, and range data. Secondly, the result of the projection is fed into
the network which uses deconvolution modules to up-sample feature maps. Finally, CRF is used
to refine the label map generated by CNN.

Figure 2.11: The spherical projection process from a point cloud to a dense spherical image.

The data used for experiments was from the KITTI dataset [6] which provides LiDAR
scans, images, and 3D bounding boxes. All points within a bounding box were considered part of
the target object. More data was also collected using a simulator within the video game, GTA-V,
to simulate an autonomous driving car. This data was also augmented with the noise distribution
from the KITTI dataset for realism. Evaluation was done on both class-level and instance-level.
We are only interested in class-level results, and it achieved 64.6%, 21.8%, and 25.1% IoU on
car, pedestrian, and cyclists classes respectively. For testing with the synthesized data, only the
car class was considered achieving an IoU of 66.0%. SqueezeSegv2 [36] was introduced later as
an improvement which adds the Domain-Shift Algorithm and Context Aggression Module. It
achieved better results as well. SqueezeSeg is designed to offer a good balance between accuracy
and real-time performance. In a very recent work, another follow-up model, SqueezeSeg V3, was
published [37]. The authors noted that standard convolutions were suboptimal for processing
LiDAR images, as convolution filters recognize local features only in specific regions in the
image. To solve this problem, they introduced Specially-Adaptive Convolutions (SAC) to adopt
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different filters in varying locations according to the input. SAC is very efficient as it operates
using a series of element-wise multiplications, im2col, and standard convolution. This network
achieved a mIoU of 55.9% when building on RangeNet53, and 51.6% on RangeNet21, both
evaluated against Semantic KITTI.
Another model that focused on real-time performance is PointSeg [38], which is a light
network architecture for the road-object segmentation task. The network predicts a point-wise
map on a spherical image and transforms this map back to 3D space. PointSeg uses the
light-weight network SqueezeNet as the root structure and modifies it. It works by first
transforming the LiDAR point cloud data by spherical projection to avoid computationally
inefficient and memory consuming approaches such as voxelization.
The input representation takes 64 vertical channels, considers only the front view (-45,
45) using 512 indexes, and has 5 channels to represent x, y, z coordinates, intensities for each
point, and distance. Therefore, we can obtain the transformed data as 64 x 512 x 5. This can be
fed into traditional convolutional layers. The authors experimented with different downsampling
times, enlargement layers, and reweight layers [38]. The best results were reported and a
comparison was conducted against SqueezeSeg. Evaluation was performed on KITTI 3D and
PointSeg [38] achieved a mIoU of 67.3%, 23.9%, and 38.7% respectively on the car, pedestrian,
and cyclist classes respectively. SqueezeSeg achieved 64.6%, 21.8%, and 25.1% respectively.
Table 2.1 provides a short summary on the performance.

Table 2.1: The comparison of runtime performance.

2.2.2.3. Volumetric Representation
Some point cloud semantic segmentation methods use the volumetric representation of
the point cloud as an input for their models [39], [40]. Their method mainly divides the point
19
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cloud space into smaller 3D parts called voxels. The main issue with methods based on voxel
representation is that the needed computation resources is in the order of cubic power, which
motivated the invention of methods that are a mid-way between 3D data and 2D data [41].
SEGCloud [40], introduced by Stanford researchers, is currently one of the leading
models that uses a volumetric representation technique. First, the 3D data is voxelized during the
preprocessing steps. In the resultant post-preprocessing grid, each voxel has features such as
color intensity and sensor intensity if available. Moreover, there is another component which
indicates if each voxel contains an object part or is it empty. After preparing the previous 3
dimensional features matrix, the input is fed into the following architecture; 3D-Fully
Convolutional Neural Network (3D-FCNN), 3D Trilinear Interpolation, and then 3D-Fully
Connected Random Field (3D-CRF). The use of 3D trilinear interpolation is to avoid coarse
segmentation. Moreover, The trained model uses data augmentation including scaling and
rotations in order to improve the overall model accuracy. Figure 2.12 highlights the architecture
of SEGCloud.

Figure 2.12: SEGCloud architecture.

The model was tested on four data sets; Semantic3D [5], the Large-Scale 3D Indoor
Spaces Dataset S3DIS [42], NYUV2 [43], and KITTI [6]. The RGB features were not used in the
KITTI evaluation although it was used with the other datasets. SEGCloud had the higher mIoU
with improvements of around 3-5% over the other models used in their comparison, including
PointNet [6]. Specifically, the model achieved mIOU of 61.30%, 48.92%, 43.45%, 36.78% on
the previous datasets respectively.
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Moreover, another published model, the Multiscale Voxel Deep Network [39], tries to
improve the current voxels-based models by using a network that can process both the small
details of each object in the scene and the overall object for the scene. Processing small details
leads to more voxels and higher computational needs, therefore the authors suggested using 3
grids of each scene to gain both small and large details about it [39]. Moreover, they use smaller
kernels for the grids with small discretization steps and larger ones for the grid with larger
discretization steps. The feature they are using in the model is the existence of an object in each
voxel or not. The Multiscale Voxel Deep Network was evaluated on two outdoors datasets;
Semantic3D [5] and Paris-Lille-3D [44]. They evaluated 2 versions of their models, the first is
for 3 grids of different discretization length and the other is for only one grid of small
discretization. The models recorded mIOU of 65.3% and 57.1% on the Semantic3D Reduced-8
benchmark. As per the Paris-Lille-3D dataset, the models recorded F1 scores of 79.36% and
74.05% respectively.
As noted before, another approach to tackle point clouds is to use an architecture that has
complexity between the 3D complexity and the 2D complexity such as the tangent convolutions
architecture [41], Previous attempts to use volumetric representations of point clouds as an input
to semantic segmentation needs high computation power because of the need of processing
inputs that change in a cubic order. However, the 3D representation has information that is not
included in the 2D representation, which has facilitated the way for convolutions based on
normal surfaces instead [41]. The Tangent Convolutions for Dense Prediction in 3D model is
evaluated on 3 datasets: Semantic3D, ScanNet, and S3DIS where the model reports mIOU of
66.4%, 40.9%, and 52.8% respectively [41].

2.2.2.4. Raw 3D Point Cloud
Not much work has been done in deep learning on point sets, and that is what inspired a
research that introduced PointNet, a network that has the ability to perform 3D object
classification, 3D part segmentation, and semantic segmentation in scenes [29]. Figure 2.13
illustrates the architecture of PointNet. The network has 3 key modules: the max pooling layer as
a symmetric function to aggregate information from all the points, a local and global information
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combination structure, and two joint alignment networks that align both input points and point
features. Our research only focuses on semantic segmentation, so we will only look at the results
of this aspect of PointNet. Evaluation was performed using Stanford 3D semantic parsing
dataset. The dataset is scanned in 6 areas including 271 rooms. PointNet achieved a mIoU of
47.71%.

Figure 2.13: PointNet Architecture. The classification network takes n points as input, applies input and
feature transformations, and then aggregates point features by max pooling. The output is classification
scores for k classes. The segmentation network is an extension to the classification net. It concatenates global
and local features and outputs per point scores.

Building on PointNet, another study tries to add to it a spatial context using 2
mechanisms for neighboring feature selection, which are the multi-scale block or the grid block
[31]. These are experimented with by featuring them in the input level or the output level. The
multi-scale block uses the same position but with different scales (or radii). Grid blocks, on the
other hand, use the same scale but different positions. At the output level, this network uses
Consolidation Units (CU) which take a set of points features and transform them into a higher
dimension input features. It then uses max-pooling to generate a common block-feature which is
concatenated with each of the high dimensional input features. Evaluation was performed on
S3DIS and vKITTI datasets where the study compares its results with PointNet. On S3DIS, this
network and PointNet achieve a mIoU of 49.7% and 40% respectively. On vKITTI, the results
were 26.4% and 17.9% respectively.
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2.2.2.5. Hybrid Voxelization and Raw Point Cloud Network
FusionNet [45] tackles the limitations of popular voxelization and point-wise convolution
techniques in their architecture. Existing voxelization techniques suffer from fault predictions in
situations where a single voxel contains points from different classes. As for point-wise
convolutions, they suffer from high memory and computational costs which limit them for
large-scale processing. FusionNet utilizes a novel voxel-based “mini-PointNet” point cloud
representation and a new module that performs feature aggregation for large-scale semantic
segmentation. It improves on the accuracy of point-wise predictions compared to
voxelization-based approaches. It also uses a more effective feature aggregator that uses less
memory and computing resources. FusionNet achieves state-of-the-art performance on Semantic
KITTI as shown in Table 2.2.

Table 2.2: Results of evaluating FusionNet on Semantic KITTI.

Still, FusionNet is considered slow on inference performance for real-time automotive
applications. FusionNet takes 0.9 seconds per scan, which is considerably slow compared to
SqueezeSegV2, for example, which takes 0.02 seconds. Table 2.3 illustrates the efficiency of
FusionNet.
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Table 2.3: Efficiency of FusionNet compared to existing models.

2.3. Temporal Information in Semantic Segmentation
Semantic segmentation models that were introduced in the literature usually relied on
spatial features in images and point clouds to construct feature maps through convolutional
neural networks. While this offers good accuracy, there still exist opportunities for improvement.
One such opportunity is to utilize temporal information, especially with its natural availability in
datasets that target the automotive sector. Temporal information has been employed for semantic
segmentation on 2D images, and few studies have attempted to utilize it in the case of semantic
segmentation on 3D point clouds.

2.3.1. Temporal Methods on 2D Images
This section discusses different techniques that were used in studies of semantic
segmentation on 2D images to capture temporal information and capitalize on it.

2.3.1.1. Using Long Short-Term Memory (LSTM)
STFCN [46] is a study that attempts to employ temporal information within
convolutional networks for the task of semantic segmentation on images. This is performed by
introducing Long Short-Term Memory (LSTM) cells within the network. LSTM cells have the
ability to handle large time windows, noise, and continuous values. The approach is divided into
4 main steps. First, the input frames are fed into a Fully Convolutional Network (FCN). The
output now incorporates the spatial features in the image. This output is then fed into the
spatio-temporal module that is developed by the researchers. The building units of this module
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are LSTM cells. The output tensor from this process now includes the temporal features as well
as the spatial ones. This tensor is then provided as input to an FCN classifier which predicts the
semantic classes of regions in the image feed. Finally, the predictions are up-sampled to the
initial size of the input frame. Figure 2.14 illustrates the full process.
Evaluation was performed by testing the introduced models on CamVid dataset and
NYUDv2 dataset. STFCN-8s has achieved a mIoU of 50.6% on CamVid compared to FCN-8s,
which offers a mIoU of 49.7%. The authors also introduced the spatio-temporal module on
Dilated Convolutional Networks (STDilation8). STDilation8 achieved 65.9% mIoU compared to
the original model, which achieved 65.3% mIoU. STFCN-32s RGBD achieved 30.9% mIoU on
NYUDv2 compared to FCN-32s RGBD, which achieved 30.5% mIoU.

Figure 2.14: STFCN Architecture.

2.3.1.2. Using Convolutional LSTM (Conv-LSTM)
Qiu et al. conducted a study in 2018 to explore spatio-temporal dependency for semantic
video segmentation [47]. The authors achieve this by introducing a network named Deep
Spatio-Temporal Fully Convolutional Network (DST-FCN) which utilizes both pixels and voxels
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by performing end-to-end training. DST-FCN is a two-stream network, such that one side utilizes
a 2D FCN followed by a Convolutional Long Short-Term Memory (Conv-LSTM) on the pixel
level and the other side uses a 3D FCN that enables voxels. Conv-LSTM was used as opposed to
a classical LSTM cell because it not only offers the temporal information, but also preserves the
spatial relations that are offered in the input feature maps. This is not possible in classical LSTM
cells because the feature maps are flattened into feature vectors to be compatible, leading to a
loss of spatial information. Figure 2.15 compares Conv-LSTMs to typical LSTMs.

Figure 2.15: Typical LSTMs take feature vectors as input without spatial dimension. Conv-LSTMs accept
feature maps, preserving spatial information.

The 2D FCN is repurposed from the VGG-16 network, while the 3D FCN is repurposed
from the C3D network. Changes that were performed on the original networks are mainly
reducing the spatial pooling stride, adding an extra convolutional layer, and increasing dilation in
convolutional layers. Figure 2.16 illustrates DST-FCN. Evaluation is performed on A2D and
CamVid datasets. DST-FCN achieved a mIoU of 33.4% on A2D, and 68.8% mIoU on CamVid.
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Figure 2.16: DST-FCN. Two-streams exist, one for sequencing frames, and the other for processing the clip as
a whole. These are fed into 2D/3D FCNs for dense representation extraction, afterwhich predictions and
up-sampling are performed. The final prediction is generated by linearly fusing the output of the 2 streams.

2.3.1.3. Using Image Differences
Another approach was introduced by Li et al. [48] where a spatio-temporal deep neural
network is utilized for semantic segmentation along with a Simultaneous Localization and
Mapping (SLAM) algorithm for 3D point cloud map. The proposed network is also a two-stream
network: one for spatial features from images as input, and one for temporal features from image
differences as input. The image difference is computed from 2 consecutive images as the
temporal information in the model. To improve real-time performance, only selected keyframes
are processed for semantic segmentation, and non-keyframes are segmented using the
homography matrix between them and the previous keyframe. The SLAM algorithm takes as
input the images and outputs the robot pose and 3D point cloud map. Each point in the cloud is
labelled with the corresponding pixel-wise segmentation per image. The process is repeated for
each image, and the labelled point clouds are merged together in a global 3D semantic map via
transformation of robot pose. Figure 2.17 summarizes the proposed model. Evaluation was
performed on Cityscapes dataset. The model scored a mIoU of 71.1%.
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Figure 2.17: System overview. Keyframes are semantically segmented, and non-keyframes are predicted from
previous keyframes. Simultaneously, a visual SLAM algorithm is used for camera pose estimation. Finally,
the 3D semantic map is constructed.

2.3.1.4. Using Gated Recurrent Units (GRUs)
Another variation to using LSTMs and Conv-LSTMs was to employ gated recurrent units
(GRUs) to capture temporal information. GRUs tackle the issue of vanishing and exploding
gradients that are in recurrent networks [49]. LSTMs were one of the earliest attempts to tackle
this issue, but GRUs were more recently introduced. GRUs show similar performance to LSTMs
but utilize less parameters. GRUs, like LSTMs, process vectors only which leads to loss of
spatial information. This also resulted in introducing convolutional GRUs. A study by Siam et al.
[49] is an example that utilizes GRUs. The model consists of a FCN that is embedded into a
gated recurrent architecture. Convolutional GRUs are used in the model to represent the
recurrent units. The input is a sequence of image frames and the output is the segmentation of the
last frame. Figure 2.18 illustrates an overview of the network.
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Figure 2.18: Overview of the network. The recurrent part is unrolled for better visualization.

Two networks were constructed and evaluated in the study, RFC-VGG and RFCN-8s,
which are based on FC-VGG and FCN-8s respectively. RFC-VGG was evaluated on SegTrack
V2, DAVIS, and Synthia datasets. It achieved mIoU of 80.12%, 69.84%, and 81.2% on them
respectively, compared to FC-VGG which scored 76.46%, 68.36%, and 75.5% respectively.
RFCN-8s was evaluated on Cityscapes, and scored 56.5% on the category mIoU, compared to
FCN-8s which scored 53%.

2.3.2. Temporal Methods on 3D Point Clouds
2.3.2.1. Combine Multiple Scans in One
In the same study where Semantic KITTI dataset was introduced [12], the authors also
benchmarked some of the famous architectures on the dataset, namely PointNet, PointNet++,
Tangent Convolutions, SPLATNet, Superpoint Graph, SqueezeSegV1, and SqueezeSegV2. The
authors also introduced 2 extensions of SqueezeSeg: DarkNet21Seg and DarkNet53Seg. The
results (without temporal information) are illustrated in Table 2.4. Table 2.5 provides some
statistics on the number of parameters and timing performance of each model.
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Table 2.4: Single scan results (19 classes) for famous architectures on sequences 11 to 21 (test set). All methods
were trained on sequences 00 to 10, except for sequence 08 which was used as a validation set.

Table 2.5: Statistics of famous architectures.

In their work, the authors used DarkNet53Seg in a “multiple scans” experiment to
explore the effect of temporal information on the performance of semantic segmentation of 3D
point clouds. They also performed the same experiment using Tangent Convolutions for
comparison purposes. The multiple scans experiment involves combining 5 consecutive scans
into a single, large point cloud. Specifically, the current scan at time t and the 4 previous scans at
times t-1, …, t-4. The evaluation was performed on DarkNet53Seg and Tangent Convolutions
since these models can deal with larger numbers of points without the need for downsampling
and are trainable in reasonable timeframes. The evaluation was performed on 25 classes instead
of 19 to account for the moving and nonmoving variants of movable classes. Table 2.6 highlights
the results.
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Table 2.6: Temporal evaluation. Shaded rows represent moving objects while non-shaded represent static
ones.

The authors comment on the results saying: “Both approaches show difficulties in
separating moving and non-moving objects, which might be caused by our design decision to
aggregate multiple scans into a single large point cloud.”

2.3.2.2. Bayes Filter Approach
Another approach to capture temporal information was introduced in [50] using a bayes
filter. The proposed method involves 2 steps. In the first one, a deep convolutional neural
network is utilized for the task of semantic segmentation of the 3D LiDAR scans. In the second
step, a bayes filter is utilized for making the segmentation results temporally consistent. The
proposed neural network (DBLiDARNet) relies on projecting the 3D LiDAR scans into 2D
images. The architecture is based on dense blocks. It also utilizes depth separable convolution
layers for dense blocks in the decoder. This is done to reduce the number of parameters in the
network while still achieving competitive performance. Figure 2.19 illustrates the network
architecture.
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Figure 2.19: Proposed architecture. The LiDAR scan is projected into 2D images for the different channels
(depth, reflectance, x, y, z). The images are stacked and fed into the network, which outputs the segmentation
predictions.

After the network produces a prediction for a scan, the results are used with a bayes filter
to make the results temporally consistent. The scans are assumed to be fed in sequence with
significant overlap between consecutive frames. The filter uses a formulation that relies on
current and previous measurements to predict the current segmentation results. This requires data
association between points in consecutive frames which is achieved by aligning scans using
estimated motion and choosing the nearest point according to the Euclidean distance as the
corresponding point. The inference chooses the class with the highest probability.
Evaluation was performed on the KITTI tracking benchmark and on Semantic KITTI.
Tables 2.7 and 2.8 summarize the results for the datasets respectively.

Table 2.7: Results of evaluation on KITTI tracking benchmark.
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Table 2.8: Results of evaluating DBLiDARNet on Semantic KITTI. Single scan results (19 classes) for famous
architectures on sequences 11 to 21 (test set). All methods were trained on sequences 00 to 10, except for
sequence 08 which was used as a validation set.

2.3.2.3. 4D Point Cloud Semantic Segmentation: SpSequenceNet
SpSequenceNet [51] is a network that consumes a sequence of 3D point clouds, hence
converting it to 4D. The network is based on 3D sparse convolutions. The authors introduce 2
modules: Cross-frame Global Attention (CGA) and Cross-frame Local Interpolation (CLI). CGA
generates a global mask from previous frames and applies it to the current frame. CLI fuses the
information between 2 cloud frames. Together, they combine spatial and temporal information.
SpSequenceNet was benchmarked on Semantic KITTI’s full dataset (has 6 separate classes for
moving entities). SpSequenceNet beats TangentConv and DarkNet53Set with 43.1% mIoU,
which is 1.5% higher than the previous best, making it state-of-the-art. These results are
illustrated in Table 2.9.
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Table 2.9: Results of evaluating SpSequenceNet on Semantic KITTI. Note: Table is broken into 2 parts for
easier viewing.

2.3.2.4. 4D Point Cloud Semantic Segmentation: MeteorNet
MeteorNet [52] introduces temporal information through introducing novel approaches
towards identifying spatiotemporal neighborhoods for the points in the point cloud. The module,
named Meteor, takes as input the sequence of point clouds and aggregates the information from
them to learn features for each point. Two methods were proposed to determine spatiotemporal
neighborhood: direct grouping and chained-flow grouping. Direct grouping relies on the intuition
of increasing grouping radius over time. Chained-flow grouping tracks object motions and uses
scene flow estimations to construct the neighborhoods. Figure 2.20 illustrates the architecture of
MeteorNet in both early fusion and late fusion scenarios. MeteorNet achieves 73.42% on KITTI
dataset, compared to PointNet++ which achieved 69.56% mIoU. It also achieved 81.8% mIoU
on Synthia dataset, compared to PointNet++’s 79.35%.

Figure 2.20: Architecture of MeteorNet. Left: early fusion with per-point output for all frames. Right: late
fusion with per-point output for last frame.
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Chapter 3: Proposed Methodology
This section discusses the proposed methodology based on the literature review to tackle
the effect of adding temporal information on semantic segmentation of 3D point clouds. To
recap, the following are the research questions that need to be answered:
1. What is the effect of adding temporal information on semantic segmentation of 3D
point clouds?
2. How well does the proposed method of incorporating temporal information fare
against existing techniques?
To answer the first question, a comparison needs to be made between a model that
utilizes temporal information and a model that doesn’t, which will act as the baseline model. To
answer the second question, the proposed model should be contrasted against methods currently
in the literature.
Selection of the baseline model is based on the domain for which a model is developed,
the segmentation performance of the model, its real-time performance, and required memory
resources. The domain should be of direct relevance to automotive applications. As for
segmentation and real-time performances, a right balance is needed such that the segmentation
accuracy is as close as possible to state-of-the-art models while at the same time achieving good
real-time processing which is crucial for automotive applications. Required memory resources
are also important if the model is going to be considered for deployment on embedded targets
which are usually restricted on computational and memory resources.

3.1. Baseline Model
Referring back to the literature review, it is important to select a model that has been
benchmarked on a popular dataset and has been compared to other models in the literature. The
study conducted in August of 2019 [12] that introduced Semantic KITTI is one that deserves
consideration for selecting potential baseline models for multiple reasons. Firstly, Semantic
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KITTI, is the strongest dataset introduced to date, and this is demonstrated in Table 3.1. Another
reason is that the study has benchmarked the most popular state-of-the-art models in the
literature to the date of the study, which was conducted very recently. The results of this
benchmark are outlined earlier in Table 2.2.

Table 3.1: Overview of point cloud datasets with semantic annotations. Semantic KITTI is by far the largest
dataset with sequential information. 1Number of scans for train and test set, 2Number of points is given in
millions, 3Number of classes used for evaluation in the study and number of classes annotated in brackets.

Referring to Table 2, the best performing architectures were introduced in [12] which are
DarkNet21Seg and DarkNet53Seg. Both architectures are built on SqueezeSegV2. While their
segmentation accuracies are the highest (47.4% and 49.9% mIoU respectively), their real-time
performance isn’t as great (0.055 and 0.1 seconds per inference respectively). The required
memory resources are also very high (25 and 50 million parameters in each model respectively).
TangentConv achieves a mIoU of 40.9%, has an inference time of 3 seconds, and uses 0.4
million parameters. Of course this model is not suitable given the unreasonable inference time.
SqueezeSegV2 is the next best performing model in terms of segmentation (39.7%). It
has an inference time of 0.02 seconds which is excellent compared to the other models. It also
utilizes 1 million parameters which is also good. Given this, SqueezeSegV2 is selected as the
baseline model, and comparison to this model will be performed on Semantic KITTI as the
dataset of choice.
In the latest iteration of literature review in this work, SqueezeSegV3 was published,
showing additional potential. Table 3.2 benchmarks it against other networks running on
Semantic KITTI dataset. The experimental work in this thesis was initially performed with
SqueezeSeg V2, and the best performer was re-evaluated on SqueezeSeg V3.
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Table 3.2: The benchmarking results of SqueezeSeg V3 on Semantic KITTI dataset. SSGV3-53 is the
implementation of SqueezeSeg V3 using RangeNet53 and SSGV3-21 is using RangeNet21. The * indicates
KNN post-processing from RangeNet++.

3.2. Proposed Model
Given that SqueezeSegV2 has been chosen as the baseline model, the proposed model
will be designed to build upon SqueezeSegV2. There are two reasons for this design choice. The
first reason is that SqueezeSegV2 is a state-of-the-art model that best fits the selection criteria in
terms of segmentation performance, real-time performance, and memory requirements. The
second reason is to be able to compare between the baseline model and the proposed model in a
controlled experiment where the only variation is the introduction of components that enable the
utilization of temporal information.
To summarize the previously introduced models that tackle temporal information for
semantic segmentation of 3D point clouds, 2 approaches were explored. The first approach was
the one adopted in the study by [12] where temporal information is enabled by cascading
multiple consecutive scans into one. The second approach was introduced in March of 2020 [50]
in a study following the one in [12]. This approach utilizes a bayes filter to make the scans
temporally consistent. The first approach didn’t perform as expected, scoring a mIoU of 41.6%
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on Semantic KITTI compared to the base model it operates on which is DarkNet53Seg that
scored a mIoU of 49.9% without using temporal information. As for the results of the second
approach, it scored 37.6% on Semantic KITTI.
The authors of the first approach [12] state future work in the following quote: “We
expect that new approaches could explicitly exploit the sequential information by using multiple
input streams to the architecture or even recurrent neural networks to account for the temporal
information, which again might open a new line of research.” Based on this recommendation, the
proposed model will introduce a recurrent unit in the base model that was chosen
(SqueezeSegV2). This choice is also recommended because successful approaches that utilized
temporal information for semantic segmentation of 2D images utilized recurrent components
such as LSTMs, Conv-LSTMs, and GRUs. As mentioned previously, experiments were also
performed on SqueezeSegV3 since it was published during the workings of this thesis.

3.3. Methodology
As discussed in the previous section, the proposed model will be integrating a recurrent
component within SqueezeSegV2. Figure 3.1 demonstrates the network architecture. The
recurrent components to be experimented with are the LSTM and Conv-LSTM. Theoretically,
Conv-LSTMs are favorable to normal LSTMs in the current context because Conv-LSTMs don’t
lose the spatial context as they accept the input as a grid. On the other hand, LSTMs require the
input to be a flattened feature vector which loses the spatial context in the process.

Figure 3.1: SqueezeSegV2 architecture. This is an encoder-decoder architecture. The encoder ends at
FireModule 9, which marks the beginning of the decoder. The connection arrows represent “skip”
connections.
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As highlighted previously, SqueezeSegV2 is an encoder-decoder architecture.
SqueezeSegV2 is a model that performs projection of 3D point clouds to 2D image views that
are commonly known as Polar Grid Maps (PGMs). These PGMs are fed as input into the
network, and the final output is the segmentation map of the PGMs. SqueezeSegV2 uses “skip”
connections during the up-sampling process to recover the features that are lost during the
down-sampling process.
Adjusting the network to include the recurrent unit can be achieved in multiple ways.
One possible location is at the end of the pipeline after the decoding process has completed.
Another more favorable approach is to insert the recurrent unit right after the encoder and before
the decoder. At this point, the input to the recurrent unit will be the features that are extracted
from the PGM. Another factor to consider is the number of consecutive frames to be considered
for temporal information extraction. The experiment conducted in [12] clustered 5 frames into 1.
For our experiments, we are going to try using 4 consecutive frames at a time. Of course this
value is subject to changes during the experimental runs to figure out the optimal value. Another
structural issue that will be challenging is handling the “skip” connections between the encoder
and the decoder. If these are left as is, the temporal information acquired by the recurrent unit
will be “overwritten” by the information coming from the skip connections. One possible way to
adjust the network is to remove the skip connections, however, this would certainly impact the
segmentation performance in a negative way. The other possibility is to use recurrent units on
these connections as well. Figure 3.2 illustrates the proposed adjustment.

Figure 3.2: Proposed architecture. RU stands for the recurrent units. These could be LSTMs or
Conv-LSTMs. A recurrent unit is introduced between the encoder and the decoder. They are also introduced
over the skip connections.
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As for the parameterization of the Conv-LSTM, table 3.3 highlights the important values
used in its construction.
Parameter

Value

Description

Input_dim

5

Number of channels in input

hidden_dim

16

Number of hidden channels

kernel_size

3

Size of kernel in convolutions

num_layers

1

Number of LSTM layers stacked on each other

batch_first

true

Whether or not dimension 0 is the batch or not

bias

true

Bias or no bias in Convolution

return_all_layers

false

Return the list of computations for all layers

Table 3.3: Parameters used for Conv-LSTM layer in all experiments.

The best performing experiment on SqueezeSegV2 will be repeated on
SqueezeSegV3 and benchmarked in the same manner.
To answer the first research question, the proposed architecture will be evaluated on
Semantic KITTI and compared against the baseline model. If it improves over the baseline
model, then a claim could be made that adding temporal information improves semantic
segmentation of 3D point clouds. To answer the second research question, the proposed
architecture will be contrasted against the studies that were previously discussed.

3.4. Data Analysis
This section discusses the distribution of Semantic KITTI and analyzes the dataset to
come up with the optimal distribution for the training, validation, and test sets. Semantic KITTI
is divided into 22 sequences, however, only the first 11 are publicly available. The rest can only
be used for testing and are concealed behind a portal. For our purposes, we will use sequences 00
to 10 to conduct our training, validation, and testing.
First, we analyse the number of scans and points in each sequence to figure out the size
distribution. Table 3.4 and Figure 3.3 illustrate the distribution of scans and points respectively.
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Sequence
00
01
02
03
04
05
06
07
08
09
10

Number of Scans
4541
1101
4661
801
271
2761
1101
1101
4071
1591
1201

Percentage
19.57
4.75
20.09
3.45
1.17
11.90
4.75
4.75
17.55
6.86
5.18

Table 3.4: Distribution of scans in each sequence of Semantic KITTI.

Figure 3.3: Number of points per sequence of Semantic KITTI.

Another important distribution is the class distribution. Figure 3.4 illustrates the class
distribution across the whole dataset. This is important to note which classes are dominating the
dataset and which classes are scarce to watch out for when making the training, validation, and
testing sets. The most scarce classes are observed to be: motorcyclist, moving-other-vehicle, and
bicycle. We plot the distribution of these classes among the sequences to know where they are
distributed. Table 3.5 shows this distribution.
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Figure 3.4: Class distribution across Semantic KITTI sequences 00 to 10.

Sequence
00

Motorcyclist
2220

Moving-Other-Vehicle
36175

Bicycle
223610

01
02
03
04
05
06
07
08
09
10

2891
82668
0
0
0
0
0
22737
0
0

66830
0
0
0
0
0
0
2540
0
0

0
15419
14279
0
13718
65524
51533
247796
4042
3641

Table 3.5: Distribution of scarcest classes in Semantic KITTI.

Given the previous information, we notice that sequences 1, 7, and 8 have the size and
diversity needed to split our data. Figures 3.5, 3.6, and 3.7 provide the class distribution for these
sequences respectively.
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Figure 3.5: Class distribution in sequence 1 of Semantic KITTI.

Figure 3.6: Class distribution in sequence 7 of Semantic KITTI.

Figure 3.7: Class distribution in sequence 8 of Semantic KITTI.

43

Thesis Document

Upon observing sequences 1, 7, and 8, it is noticed that sequences 1 and 7, together, are
approximately 10% of the dataset, and sequence 8 is approximately 20% of the dataset. This
motivated the choices to make sequences 1 and 7 form the test set, sequence 8 to form the
validation set, and the rest are used for training.
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Chapter 4: Experiments
This section discusses the experimental work that was conducted to illustrate the impact
of introducing recurrent layers in SqueezeSegV2 and SqueezeSegV3 models and how it impacts
the performance of the networks. Section 4.1 discusses the baseline models of SqueezeSegV2
against which the comparisons are performed. Section 4.2 discusses the experiments performed
after introducing the recurrent layers in SqueezeSegV2. Section 4.3 discusses the experiments
performed on SqueezeSegV3. Finally, section 4.4 provides an analysis for the experimental
results. For all the experiments in this section, the following training parameters were fixed to
control the experiment:
train:
loss: "xentropy"

# must be either xentropy or iou

max_epochs: 150
lr: 0.001

# sgd learning rate

wup_epochs: 0.01

# warmup during first XX epochs (can be float)

momentum: 0.9

# sgd momentum

lr_decay: 0.99

# learning rate decay per epoch after initial cycle (from min lr)

w_decay: 0.0001

# weight decay

batch_size: 32

# batch size

report_batch: 1

# every x batches, report loss

report_epoch: 1

# every x epochs, report validation set

epsilon_w: 0.001

# class weight w = 1 / (content + epsilon_w)

save_summary: False

# Summary of weight histograms for tensorboard

save_scans: True

# False doesn't save anything, True saves some
# sample images (one per batch of the last calculated batch)
# in log folder

show_scans: False

# show scans during training

workers: 12

# number of threads to get data

Generally, the training parameters were assigned the values originally used by the authors
of SqueezeSeg V2. Note that “xentropy” is actually an inaccurate name for the loss function.
They actually use “focal loss” and this is represented by the combination of “xentropy” and
“epsilon_w” which provides the weighted element for classes. Batch size, on the other hand, was
changed to the maximum value that can be assigned (32) due to the importance of having as
many frames as possible (the hardware can store) in sequence for optimal temporal performance.
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4.1. SqueezeSegV2 - Baseline Experiments
This section addresses the baseline experiments that were performed against which the
recurrent networks will be contrasted. Section 4.1.1 replays the original networks as introduced
by the original authors in their work [12]. Section 4.1.2 modifies the baseline model by removing
the “skip” connectors used in the model, and the reason for this will be addressed in the
respective sections.

4.1.1. SqueezeSegV2
This serves as the baseline against which all the following experiments are attempting to
perform better. As mentioned earlier, SqueezeSegV2 achieves a mIoU of 39.7% on the test set of
Semantic KITTI. The experiment is replicated on the available data which was discussed in
Section 3.4. SqueezeSegV2 achieved a mIoU of 33.2%. Figures 4.1 and 4.2 illustrate the
training and validation mIoU and loss for the baseline model.

Figure 4.1: Training mIoU (left) and loss (right) for baseline model with skip connectors.
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Figure 4.2: Validation mIoU (left) and loss (right) for baseline model with skip connectors.

4.1.2. SqueezeSegV2 without Skip Connectors
As will be mentioned in later sections, introducing the Conv-LSTM layer in the model
didn’t yield better results than the baseline model, and this motivated a set of experiments that
modified the model by removing the “skip” connectors. The most probable explanation for why
the model didn’t yield the expected results is due to the inherent behavior of “skip” connectors.
As discussed previously, “skip” connections recover features in the PGM during the up-sampling
process that are lost during the down-sampling process. Since the “skip” connector utilizes the
current PGM to recover the features, it “overrides” the output of the Conv-LSTM layer if this
process happens after the recurrent layer. To test out this hypothesis, another baseline experiment
was performed without “skip” connectors. This experiment yielded a resulting mIoU of 30%.
Figures 4.3 and 4.4 illustrate the training and validation mIoU and loss for the baseline model
without “skip” connectors.

Figure 4.3: Training mIoU (left) and loss (right) for baseline model without skip connectors.
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Figure 4.4: Validation mIoU (left) and loss (right) for baseline model without skip connectors.

4.2. SqueezeSegV2 - Recurrence Experiments
This section discusses the set of experiments performed that introduce recurrent units into
the SqueezeSegV2 model. One important thing to note was that introducing multiple
Conv-LSTM layers in the model was not feasible due to the high cost incurred in terms of
the number of parameters that were added as well as the physical resources needed for the
experimental runs. For this reason, only one Conv-LSTM layer was added into the
network. Section 4.2.1 discusses the data preparation phase and how it is consumed by the
Conv-LSTM layer.. Section 4.2.2 discusses the results of experiments of models that modify the
network by adding the Conv-LSTM layer. Section 4.2.3 discusses the experimental results of
models that add the Conv-LSTM layer and modify the “skip” connectors in the network.

4.2.1. Data Preparation for Conv-LSTM Layer
Multiple factors need to be considered when introducing a Conv-LSTM layer in the
model. One such factor is the number of frames that are considered at once. For the purpose of
our experiments, this was fixed at 4 frames. Another factor is how to batch the data for
processing in parallel on multiple GPUs. The following experiments were conducted on 4 GPUs,
each of which had 32GB of memory. Batching was fixed at 32, meaning that 8 consecutive
frames are being processed by each GPU in parallel. A problem was encountered where the first
frame of each sequence has no previous frames upon which its own prediction could rely on.
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This was answered by “padding” the first frames with a “repeated” frame to accommodate for
the architecture.

4.2.2. Recurrence with Skip Connectors
The first iteration of experiments performed, as mentioned earlier, introduced the
recurrence unit at different locations of the baseline model without modifying anything else in its
architecture. The following subsections discuss these results.

4.2.2.1. Conv-LSTM After Decoder
The first experiment to be performed with recurrence involved adding the Conv-LSTM
layer after the decoder. This model’s performance was achieving a mIoU of 24.8%. Figures
4.5 and 4.6 illustrate the training and validation mIoU and loss for this model. Comparing this to
the baseline model’s 33.2%, it was producing worse results. This entailed performing another
experiment introducing the Conv-LSTM layer at a different location in the architecture and
investigating if this will lead to an improvement. The following section discusses the experiment
of adding the Conv-LSTM layer before the FireDeconv13 layer in the architecture.

Figure 4.5: Training mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
after the decoder.
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Figure 4.6: Validation mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
after the decoder.

4.2.2.2. Conv-LSTM Before FireDeconv13
This was the second experiment conducted in response to the previous experiment which
didn’t yield the expected results. The reason for selecting this location was because the
dimension of the PGM was 64 x 1024 in this position, compared to the previous experiment
which had a dimension of 64 x 2048. This reduced the number of parameters in the model which
could potentially lead to an improvement in the results. The model produced a mIoU of 25.3%.
Figures 4.7 and 4.8 illustrate the training and validation mIoU and loss for this model.While this
was a slight improvement over the previous experiment, it still didn’t beat the 33.2% produced
by the baseline. This inspired the set of experiments performed in section 4.2.3.

Figure 4.7: Training mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv13 layer.
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Figure 4.8: Validation mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv13 layer.

4.2.3. Recurrence without Skip Connectors
As discussed in the previous section, adding the recurrence layer to the model without
modifications led to a poorer performance. This is most likely due to the increased number of
parameters and at the same time the “overwriting” effect produced from the “skip” connector
that comes after the Conv-LSTM layer in the network. For the up-coming set of experiments,
the removed “skip” connectors were only the ones that came after the recurrence layer.
“Skip” connectors that existed earlier in the network pipeline were left as is.

4.2.3.1. Conv-LSTM Before FireDeconv10
In this experiment, we place the recurrence layer before the FireDeconv10 layer, which is
the closest location to the encoder. This entailed removing all “skip” connectors that were used in
the architecture. This model’s performance was a mIoU of 33.6%. Figures 4.9 and 4.10
illustrate the training and validation mIoU and loss for this model. This marks the first
experiment that performed better than the baseline model, which had a mIoU of 33.2%.
Ofcourse, the improvement is still small, so further experiments were performed to attempt at
improving the results.
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Figure 4.9: Training mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv10 layer with “skip” modifications.

Figure 4.10: Validation mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv10 layer with “skip” modifications.

4.2.3.2. Conv-LSTM Before FireDeconv11
In this experiment, we place the recurrence layer one step forward in the decoder
compared to the experiment in 6.2.3.1. Compared to the previous experiment, we are able to
retain 1 “skip” connector as it exists before the recurrence layer. This model produced a mIoU
of 33.8%, which is a slight improvement over the experiment in 6.2.3.1. This can be
attributed to the fact that the recurrence layer operated on a more up-sampled PGM than the one
in 6.2.3.1, while maintaining the same number of parameters in the PGM. Figures 4.11 and 4.12
illustrate the training and validation mIoU and loss for this model.

52

Thesis Document

Figure 4.11: Training mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv11 layer with “skip” modifications.

Figure 4.12: Validation mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv11 layer with “skip” modifications.

4.2.3.3. Conv-LSTM Before FireDeconv12
Again, in this experiment, we move the recurrence layer one step forward in the decoder.
It was noticed that the PGM dimensions for FireDeconv12 are equivalent in the number of
parameters to FireDeconv10 and FireDeconv11, which inspired this experiment as a potential
improvement as the recurrent layer will operate on a more up-sampled PGM and retaining 2
“skip” connectors, which is one more than the experiment in 4.2.3.2. The model produced a
mIoU of 34.2%. Figures 4.13 and 4.14 illustrate the training and validation mIoU and loss for
this model.
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Figure 4.13: Training mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv11 layer with “skip” modifications.

Figure 4.14: Validation mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv12 layer with “skip” modifications.

4.2.3.4. Conv-LSTM Before FireDeconv13
For our final experiment in this set, the recurrence layer is placed before FireDeconv13.
This maintains all but 1 “skip” connector and has the same number of parameters as the
experiments in sections 6.2.3.1, 6.2.3.2, and 6.2.3.3. This model operates on the most
up-sampled PGM in this set, which is favorable as most of the features are present in the PGM.
This model has a performance of 36%, which is a considerable improvement over the
baseline model which had a performance of 33.2%. Figures 4.15 and 4.16 illustrate the
training and validation mIoU and loss for this model.
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Figure 4.15: Training mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv13 layer with “skip” modifications. Note: These are the last 75 epochs of the run due to a
system restart.

Figure 4.16: Validation mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
before FireDeconv13 layer with “skip” modifications. Note: These are the last 75 epochs of the run due to a
system restart.

4.3. SqueezeSegV3
Since SqueezeSegV3 was published during the workings of this thesis, it was introduced
later into the experimental work. In the paper it was published [37], 2 versions of SqueezeSegV3
models existed, one that used RangeNet53 and the other used RangeNet21, each resulting in a
mIoU of 55.9% and 51.6% respectively. Unfortunately, I was unable to run the variant that builds
on RangeNet53 due to the computational requirements it entails. On 4 GPUs, each with 32 GB of
memory, I was able to run the variant that utilizes RangeNet21. Section 4.3.1 highlights the
results of the baseline experiment performed on SqueezeSegV3. Section 4.3.2 illustrates the
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results of repeating the best performing experiment on SqueezeSegV2, namely placing the
Conv-LSTM layer before FireDeconv13.

4.3.1. Baseline
This experiment serves as a baseline against which a comparison will be performed with
regards to SqueezeSegV3. This model achieved a mIoU of 43.17%. Figures 4.17 and 4.18
illustrate the training and validation mIoU and loss for the baseline model.

Figure 4.17: Training mIoU (left) and loss (right) for the baseline model of SqueezeSegV3. Note: These are the
last 55 epochs of the run due to a system restart.

Figure 4.18: Validation mIoU (left) and loss (right) for the baseline model of SqueezeSegV3. Note: These are
the last 55 epochs of the run due to a system restart.
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4.3.2. Conv-LSTM Before FireDeconv13
This experiment was performed as a follow-up to the best performing experiment for
SqueezeSegV2 in section 6.2.3.4. This model has a performance of 45.3, which is a
considerable improvement over both its own baseline model which had a performance of
43.17, and its equivalent experiment on SqueezeSegV2 which had a performance of 36%.
Figures 4.19 and 4.20 illustrate the training and validation mIoU and loss for this model.

Figure 4.19: Training mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model of
SqueezeSegV3 before FireDeconv13 layer with “skip” modifications.

Figure 4.20: Validation mIoU (left) and loss (right) for Conv-LSTM variant introduced on the baseline model
of SqueezeSegV3 before FireDeconv13 layer with “skip” modifications.
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4.4. Discussion
This section discusses the results of the experiments and provides an explanation for
them. It also contrasts the best performing model against the other models that implement similar
techniques in the literature. As highlighted by the results of the experiments, the best performing
model was the one that placed the Conv-LSTM layer before FireDeconv13 layer and removed
the last “skip” connector. Figure 4.21 highlights the architecture of the best performing model.
Table 4.1 shows the summary of the experimental results for comparative purposes.

Figure 4.21: Best performing architecture. Conv-LSTM layer inserted before FireDeconv13 (indicated by
black arrow) and last “skip” connector removed.

Table 4.1: Results of all experiments that were conducted.
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Analyzing the results of the baseline experiments, it makes perfect sense that the baseline
without “skips”, which scored an mIoU of 30%, performs worse than that with the “skips”,
which had a mIoU of 33.2%. This is because “skip” connectors are used during up-sampling to
recover features that were lost during the down-sampling process in the encoding.
First, analyzing the results on SqueezeSegV2, the results of adding the Conv-LSTM layer
without modifying the model’s architecture were poorer than the baseline. Placing the recurrent
layer after the decoder produced a resulting mIoU of 24.8% while placing it before
FireDeconv13 produced a resulting mIoU of 25.3%. Comparing between the 2, the latter most
likely performed better due to operating on a smaller PGM size (64 x 1024) compared to the
former (64 x 2048). As for the overall performance, they probably performed poorly due to the
increased number of parameters introduced in the network due to the recurrence layer in addition
to the “overriding” effect of the “skip” connector in the case of the latter experiment.
These results motivated the last set of experiments, which modified the architecture by
removing “skip” connectors that come after the recurrence layer. Starting from placing the
Conv-LSTM layer before FireDeconv10, which is the closest spot the encoder, and moving it
forward all the way to placing it before FireDeconv13, the results were 33.6%, 33.8%, 34.2%,
and finally 36%. The first thing to note was that the PGM effective size was the same for all
these positions, meaning that the models all had the same number of parameters during training.
However, as we progress towards the end of the decoder, the up-sampling process recovers more
and more of the details in the PGM, making it more favorable to operate on using the
Conv-LSTM, which is most likely the reason for the increasing performance.
Shifting focus to the experiments on SqueezeSegV3, and for the same reasons mentioned
above, the experiment that places the Conv-LSTM layer before FireDeconv13 performed better
than its baseline. The results were 45.3% compared to 43.17%.
While we can’t perform an exact comparison with those models benchmarked on
Semantic KITTI’s testset, we have indicators that show that our best performing model is
superior to the ones mentioned in the literature. The 4 models in the literature that are evaluated
are TangentConv, DarkNet53Seg, DBLiDARNet, and SpSequenceNet, which performed a mIoU
of 34.1%, 41.6%, 37.3%, and 43.1% respectively. Our model produced a mIoU of 45.3%.
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As mentioned previously, it is important to evaluate the overall compatibility of the
proposed solutions for automotive applications. The three pillars of evaluation are mIoU
performance, average inference time per scan, and memory resources required. Table 4.2
provides a comparison between the baseline and best performing models of SqueezeSeg V2 and
SqueezeSeg V3. From the results in the table, we can see that the inference time and number of
parameters increased in the proposed models as a tradeoff for the gain in performance. Our
variant of SqueezeSeg V2 is well within the margins of automotive applications given that the
number of parameters is still only 1.32 million and can process 32 frames per second. Our
variant of SqueezeSeg V3 is also very appealing in terms of mIoU and can process 12 frames per
seconds which can be marginally acceptable depending on the use-case, however, it requires
much higher memory resources given that it needs 12.42 million parameters.

Model

mIoU

Inference Time/Scan (Sec)

Parameters (Mil)

SqueezeSeg V2 - Baseline

33.20%

0.020

1.00

SqueezeSeg V2 - Our Variant

36.00%

0.031

1.32

SqueezeSeg V3 - Baseline

43.17%

0.067

9.25

SqueezeSeg V3 - Our Variant

45.30%

0.082

12.42

Table 4.2: Comparison between baseline and best performing models of SqueezeSeg V2 and SqueezeSeg V3.
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Chapter 5: Future Work and Conclusion
5.1. Future Work
In this work, we have explored the addition of a Conv-LSTM layer into SqueezeSegV2
and SqueezeSegV3 at various locations in the network and were able to achieve a better
performance beyond the baselines. During the experiments, we had to fix multiple parameters to
control the experiments. As part of the future work, some of these parameters should be variable
to identify their optimal values. For example, the sequence number (number of frames that are
visible in the recurrence layer at a time) is one such parameter. In our experiments it was fixed at
4, but other values could possibly lead to even better results. Another parameter that can be
experimented with is the padding method used while processing the frames. The method used in
this study was to replicate the first frame in the padding frames. Other techniques could include
randomizing the padding frames or using “blank” frames. Another potential area that could be
explored in the future work is to utilize a different recurrence unit. In this work, we used
Conv-LSTM, however, other modules could be used such as GRUs.

5.2. Conclusion
Semantic segmentation is an important method for scene understanding in various
applications. In this study, we focused on semantic segmentation for automotive applications,
specifically autonomous driving. Vehicles rely on cameras and LiDARs to gain information
about the environment. Semantic segmentation has been heavily explored in the literature with
regards to processing 2D images. LiDAR semantic segmentation is a relatively more recent field
with room for research opportunities. Techniques for performing LiDAR semantic segmentation
include feature-based approaches, projection in 2D views, volumetric approaches, and methods
that operate on raw point clouds. With regards to utilizing temporal information in LiDAR
semantic segmentation, very few studies were published in this domain. In this study, we focus
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on incorporating a recurrent layer within a projection-based technique that operates on PGMs
generated from the LiDAR data. SqueezeSeg V2 and SqueezeSeg V3 were chosen for their good
balance between performance and speed to serve as baselines for the experiments. The baseline
experiments were replicated on the data available to us, namely sequences 00 to 10 of Semantic
KITTI dataset. These baselines achieved mIoUs of 33.2% and 43.17% respectively. After
multiple experiments performed, the best models modifying on SqueezeSeg V2 and SqueezeSeg
V3 achieved a mIoU of 36% and 45.3% respectively, improving on their baseline models. The
output models achieve better results than other techniques that utilize temporal information in
their models.
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