I. INTRODUCTION IME delay estimation (TDE) refers to the methods of estimation of the delay or propagation delay between two (or more) noisy signals received from spatially separated receivers, antennas or sensors. It has attracted much attention in the literature [1] - [2] and arises in many areas including fields as diverse as sonar, radar, biomedicine, geophysics, and ultrasonics. It is widely used in passive sonar where the bearing of a moving target can be determined from the time delay measurements by triangulation. In active sonar, a signal is transmitted into some medium and from the reflected echo information is extracted from the reflecting target. Often, the parameters of interest are the range (location) and velocity of the target, estimates of which may be determined from the differential time delay (DTD) and differential frequency offset (DFO), also termed Doppler shift, Manuscript received August 11, 2013 . The author is with the Computer Science Department, University of California, Irvine, CA-92617 (e-mail: santanus@uci.edu).
between the transmitted and received signals.
The basic idea of time delay estimation can be described as a method to determine the delay ( ) t ( ), ( ) x t x t . Many off-line and online methods have been proposed for time delay estimation in the past two decades [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Off-line time domain techniques, such as the Hilbert transform correlation [3] , estimators based upon a combination of crosscorrelation and auto-correlation [4] , and Interpolation [5] and Spline-based techniques [6] are reported where data can be processed later to estimate the time delay. On-line techniques are used when the delay estimate is required to be determined at each new input sample. On the other hand, adaptive on-line techniques [7] [8] [9] [10] [11] [12] [13] are usually preferred when the delay is time varying. Generally, the delay estimate is achieved by minimizing the energy of the difference between the measured signals by adaptively choosing the phase delay such that some objective error function is minimized. There are many algorithms for minimizing the objective function such as gradient descent algorithm that has been shown to provide a subsample delay estimate [11] . However, these minimization methods can be computationally expensive and the convergence time may be large [16] . There is also the problem of significant bias in delay estimate when fractional delay filters [9, 10] are used to obtain subsample delay estimate [11] with time varying signal magnitude. With marginal increase in computational cost, methods to reduce the effects of signal magnitude variations and estimation bias are also reported in [12, 13] using a windowed discrete-time quadrature technique and modified DFT technique. Indeed, techniques that reduce the effect of the time varying magnitude and bias, with reduced computational cost and improved convergence properties, are highly desirable.
In this paper, a computationally inexpensive direct, online method is proposed to estimate the time-delay along with joint estimation of the signal magnitudes for sinusoidal signals as desired usually over a continuous time domain in application T like medical ultrasound, radars, and sonar. The method is based on a gradient descent adaptive algorithm. It consists of an adaptive quadrature phase detector, a novel quadrature carrier generator, and computation of an arctan function. The adaptive quadrature phase detector provides an estimate of the phasor representation of the delayed signal amplitude with respect to phase delay between the two sinusoids. The tangent of the inphase and quadrature phase component of this phasor is used to directly compute time delay estimate. On the other hand, the modulus of the quadrature components from the quadrature carrier generator and the phase detector give the estimates of the magnitudes.
II. PROPOSED TIME DELAY AND MAGNITUDE ESTIMATION SCHEME
The proposed online method of estimating the time delay and the magnitude is show in Fig.1 . In this scheme, the quadrature carriers required by the adaptive quadrature phase detector are generated using a magnitude tracking loop as shown in Fig. 2 . The normalized carriers are then used in the adaptive quadrature phase detector that synthesizes the delayed signal magnitude as a phasor of the phase delay between the two signals. The in-phase and quadrature phase components of this phasor is used to compute the time delay by computing the arc tan of division of the two signals. The magnitude estimate of both the input signals are obtained by finding the modulus from its sine and cosine components respectively from the quadrature carrier generation and synchronous amplitude demodulation stage as illustrated in Fig. 2 and Fig. 3 . Further, a simple look-up table based arc tan computation can be used for finding directly the phase delay between the two signals.
The proposed method differs with the classical estimation techniques in number of ways. Firstly, it provides an online estimate of the time delay formulated in the continuous time domain and the delay estimation accuracy is not constrained by the sampling frequency as in some classical discrete time methods. Moreover, the equivalent discrete time representation would eventually reach the limiting case of continuous time domain for infinite sampling and its implementation using digital logic is also attractive. Secondly, unlike the adaptive methods in [6] [7] [8] [9] [10] [11] [12] [13] [14] , the estimation of the magnitudes of both the sinusoidal signals is available that can provide useful information, for instance, the signal energy. Thirdly, the proposed method is quite robust and can adapt to significant variation in input signal characteristics like magnitude and frequency. In fact, there is no stringent requirement on the magnitudes of the two signals. Fourthly, the computational cost of the proposed technique is appreciably low and provides comparable performance with popular adaptive techniques.
In this paper the signals 1 2 ( ), ( ) x t x t are assumed to be real deterministic signal, specifically pure sinusoids that commonly occur in radar, sonar and digital communication applications. These measured signals are expressed as 
A. . Quadrature carrier generation and magnitude estimation
The purpose of this novel block is to generate the sine and cosine carriers that are of the same magnitude, phase, and frequency as that of input signal 1 ( ) x t . This system basically is a magnitude tracking loop for a sinusoidal signal of known frequency. It has an internal oscillator loop that oscillates at the frequency 1 ω of the input signal 1 ( ) x t . To achieve this, the gains of the integrators in the oscillator loop are set to 1 A simple proportional control feedback loop is used to control the oscillation amplitude and the quadrature carriers. The dynamics of the loop is expressed by the following equations: 
In matrix form of X AX BU = + ɺ , where 1 1 [ , ]
= , the matrix A and B are given by
The transfer functions of the system are given by
The closed form solution of 
The gains 1 K and 2 K can be selected such that the transients die out fast and also suppresses the effect of the noise in the generated quadrature carriers. It can be observed from the transfer function in (8) that the gain 2 K controls the bandwidth whereas 1 K controls the resonance frequency.
Moreover, when 1 2 K K = both the transfer functions will have the same magnitude response making the magnitudes of both the carriers equal. For small values of the gains, the band pass transfer function in (8) will have a sharp peak at the resonance frequency, which not only will suppress the noise but also generate the quadrature carriers with equal magnitudes. It is interesting to note that this system produces the Hilbert transform [3] equivalent of the input signal that is used in [12] to produce the phase delay information using fractional delay filter.
B. Adaptive quadrature phase detector
The estimation of the time delay is performed mainly by obtaining the phasor representation of the delayed signal's magnitude with respect to the phase delay between the two signals. The proposed adaptive phase detector as shown in Fig.  3 is a closed loop feedback device when compared to the open loop quadrature phase detector as described in [11] . The basic idea of this approach can be understood from the expression 
The individual parts of (11) 
where, ˆˆ , .
The difference signal is multiplied with sinusoidal carriers as well with a gain , Q I g g and integrated respectively to obtain in-phase and quadrature phase magnitude as 
Further, the adaptive quadrature phase detector can be represented as a gradient descent algorithm as
where 2 ( ) e t ∇ is the gradient of the squared error.
C. Stability and Convergence Analysis
To prove the global convergence of the proposed adaptive quadrature phase detector, we develop the error dynamics of the system and show using Lyapunov direct method that the origin of the error dynamic system is globally asymptotically stable. In other words, this also means that the adaptive quadrature phase detector is globally convergent. The error dynamic equations of (16) 
We define a Lyapunov function 2 2 ( , ) / 2 / 2,
that is positive definite, decrescent, and radially unbounded. The derivative of the Lyapunov function (19) is where I is an unity matrix.
Proof: Refer [16, pp72-87] .
We check the PE property of w using (24). We have, 
where 1 Fig. 5 for four different cases particularly when the time delay as well as the magnitude is time-varying for the noise free case. It can be observed from the plots in Fig. 4 that the estimator gives a faster tracking of the time delay with linear as well as parabolic variations. It is interesting to note the case of time-varying Doppler shift for the damped sinusoid case. Even when the signal has almost died, the plot on Fig. 5(b) shows that estimation of the time delay is considerably accurate for infinite SNR. This illustrates that the proposed technique can be effective solution when the signals are time varying, due to multipath or similar effects, without needing to resort to any gain control techniques.
The performance of the proposed technique in presence of noise and parameter variations is shown in Fig. 6 for different signal-to-noise-ratio (SNR). The sinusoids amplitude is set to 2 and the variance of the noise signal is properly scaled. In The effect of the SNR with parameter variations on time delay estimation is illustrated in Fig. 6 (c) . It is observed from Fig. 6(c) that the MSE performance improves with increase gains at low SNR. On the other hand, a reduced set of gains shows better performance at higher SNR. Further, a qualitative evaluation of the performance of the proposed method can be fairly understood by comparing it with some of the popular discrete methods as continuous time domain methods are rare. The root-mean-square (RMS) error versus SNR for the proposed method is compared with that of the Sinc-based estimator [8] , Lagrange-based gradient estimator [9] , and the adaptive quadrature delay estimator [12] is plotted. The RMS errors were computed from the simulation samples after the convergence of all the methods for similar conditions as in [12] .
The gains were set to .
The adaptation gain of the other techniques is set as in [12] to give a similar rate of convergence. From  Fig. 7 , it is observed that at low SNR below 10 dB, the proposed adaptive estimator performs relatively better than the other estimators. The results also show that the proposed delay estimator is superior to the Lagrange and Sinc-based estimator across the complete range of SNR. 
IV. COMPARISON OF COMPUTATIONAL REQUIREMENTS
One of the appealing features of the proposed estimator is its low computational complexity. The proposed method requires only four integrators, 6 multiplications, 2 divisions and 4 additions. The computations of the magnitudes require two modulus operations, whereas the arc tan computation can be easily realized using look-up tables. This is appreciably less than the popular methods as in [8] , [9] , [11] , and [12] . These schemes use a Lagrange fraction delay filter (FDF) of order 10 in [11] and order3 in [8, 12] , which is one order higher than the quadrature carrier generator and takes more computations than the proposed method. Further, at each input sample, Quadrature estimator scheme in [12] also requires the computation of the Hilbert transform, calculation of two scalar products, the two moving averages filters of the quadrature phase detector, and the hard limited inverse tangent along with a division. Moreover, the unbiased estimate of the time delay using [8] , [9] , and [11] for attenuated amplitudes is not assured [12] and the estimates of the signal magnitude are also not directly available.
V. CONCLUSION
In this paper a novel, direct, online method of time delay estimation along with combined estimation of the signal magnitude is proposed. The new estimator uses a novel quadrature carrier generator to produce the carriers for an adaptive gradient descent quadrature phase detector, which in turn uses an arc tan function to compute the time delay. The proposed delay estimator offers several advantages over the existing methods, for instance, it provides an online direct estimate of both the time delay and signal magnitudes, rather than an error signal as in other classical adaptive estimators. Moreover, the proposed method works very effectively when the signals have different or time-varying magnitudes and time delays. Further, the delay estimation accuracy is not constrained by the sampling frequency as in some of the classical and subsample adaptive techniques if implemented in continuous time domain. Besides, the computational requirement for the proposed estimator is very attractive compared to the other methods when implemented digitally. As a result of this, the constraints on real-time implementations are relaxed. The convergence analysis of the proposed technique shows that the estimate converges exponentially fast to their nominal values. Extensive numerical simulations were carried out to show the effectiveness of the proposed estimator for static and time-varying magnitudes and delays with and without additive Gaussian noise. It was seen from the simulation results that the proposed method provides very accurate estimates of the time delay comparable to the popular methods like Sincbased estimator, Lagrange estimator, and the Quadrature estimator and gives relatively better results at low SNR below 10 dB.
