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Abstract
In this paper we study the dense elements and the radical of a
residuated lattice, residuated lattices with lifting Boolean center, sim-
ple, local, semilocal and quasi-local residuated lattices. BL-algebras
have lifting Boolean center; moreover, Glivenko residuated lattices
which fulfill the equation (¬ a → ¬ b) → ¬ b = (¬ b → ¬ a) → ¬ a
have lifting Boolean center.
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Keywords: Residuated lattices, maximal filters, dense elements, lif-
ting Boolean center.
1 Introduction
In this paper we study properties of residuated lattices related to the
dense elements, the radical, the lifting Boolean center, as well as several
classes of residuated lattices.
In Section 2 of the article we recall some definitions and facts about
residuated lattices that we use in the sequel: rules of calculus, definitions
of several classes of residuated lattices, definitions of the regular elements,
the Boolean center, the dense elements and the radical of a residuated
lattice, definitions of filters and spectral topologies and first properties of
the defined notions.
In Section 3 we study the dense elements and the radical of a residuated
lattice. We make this study for arbitrary residuated lattices, as well as for
certain classes of residuated lattices.
1
2In Section 4 we study the property of lifting Boolean center for residu-
ated lattices and indicate certain classes of residuated lattices which have
lifting Boolean center.
In Section 5 we study local, semilocal and simple residuated lattices
and we define and study quasi-local residuated lattices. We also show the
relations between these classes of residuated lattices.
2 Preliminaries
A (commutative) residuated lattice is an algebraic structure (A,∨,∧,⊙,
→, 0, 1), with the first 4 operations binary and the last two constant, such
that (A,∨,∧, 0, 1) is a bounded lattice, (A,⊙, 1) is a commutative monoid
and the following property, called residuation, is satisfied: for all a, b, c ∈ A,
a ≤ b → c ⇔ a ⊙ b ≤ c, where ≤ is the partial order of the lattice
(A,∨,∧, 0, 1).
In the following, unless mentioned otherwise, let A be a residuated
lattice.
We define two additional operations on A: for all a ∈ A, we denote
¬ a = a→ 0, and, for all a, b ∈ A, we denote a↔ b = (a→ b) ∧ (b→ a).
Let a ∈ A and n ∈ IN∗. We shall denote by an the following element of
A: a⊙ . . .⊙ a︸ ︷︷ ︸
n of a
. We also denote a0 = 1.
Let a ∈ A. The order of a, in symbols ord(a), is the smallest n ∈ IN∗
such that an = 0. If no such n exists, then ord(a) =∞.
Lemma 2.1. [15] Let a, b, c, d ∈ A. Then:
(i) a ≤ b iff a→ b = 1;
(ii) a ≤ ¬¬ a;
(iii) ¬¬¬ a = ¬ a;
(iv) ¬ 0 = 1, ¬ 1 = 0;
(v) if a ≤ b and c ≤ d then a⊙ c ≤ b⊙ d.
An element a of A is said to be regular iff ¬¬ a = a. The set of all
regular elements of A is denoted Reg(A). A is said to be involutive iff it
verifies: for all a ∈ A, ¬¬ a = a, that is: Reg(A) = A.
An MTL-algebra is a residuated lattice A that satisfies the preliniarity
equation: for all a, b ∈ A, (a → b) ∨ (b → a) = 1. An involutive MTL-
algebra is called an IMTL-algebra. A BL-algebra is an MTL-algebra A that
satisfies the divisibility equation: for all a, b ∈ A, a ∧ b = a⊙ (a→ b).
3An MV-algebra is an algebra (A,⊕,¬ , 0) with one binary operation
⊕, one unary operation ¬ and one constant 0 such that: (A,⊕, 0) is a
commutative monoid and, for all a, b ∈ A, ¬¬ a = a, a ⊕ ¬ 0 = ¬ 0,
¬ (¬ a ⊕ b) ⊕ b = ¬ (¬ b ⊕ a) ⊕ a. If A is an MV-algebra, then the binary
operations ⊙, ∧, ∨, → and the constant 1 are defined by the following
relations: for all a, b ∈ A, a ⊙ b = ¬ (¬ a ⊕ ¬ b), a ∧ b = (a ⊕ ¬ b) ⊙ b ,
a ∨ b = (a⊙¬ b)⊕ b, a→ b = ¬ a⊕ b, 1 = ¬ 0. According to [15, Theorem
3.2, page 99], MV-algebras are exactly the involutive BL-algebras. For a
detailed exposition of MV-algebras see [1].
Again, in what follows, unless mentioned otherwise, let A be a residu-
ated lattice.
We denote by B(A) the Boolean center of A, that is the set of all com-
plemented elements of the lattice (A,∨,∧, 0, 1). By [15, Lemma 1.12], the
complements of the elements in the Boolean center of a residuated lattice
are unique. For any element e from the Boolean center of a residuated
lattice, we denote by e′ its complement. By [15, Lemma 1.13], any element
e from the Boolean center of a residuated lattice satisfies: e′ = ¬ e.
Proposition 2.2. [15, Proposition 1.17, page 15] For any e ∈ B(A), we
have: e⊙ e = e and e = ¬¬ e.
Proposition 2.3. [15, Proposition 1.16, page 14] e ∈ B(A) iff e∨¬ e = 1.
By [15, Corollary 1.15], the Boolean center of A, with the operations
induced by those of A, is a Boolean algebra.
Let A1, A2 be residuated lattices and f : A1 → A2 a morphism of
residuated lattices. We denote by B(f) : B(A1) → B(A2) the restriction
of f to B(A1). It is known and immediate that B(f) is well defined and it
is a morphism of Boolean algebras, hence B is a covariant functor between
the category of residuated lattices and the category of Boolean algebras.
A nonempty subset F of A is called a filter of A iff it satisfies the
following conditions:
(i) for all a, b ∈ F , a⊙ b ∈ F ;
(ii) for all a ∈ F and all b ∈ A, if a ≤ b then b ∈ F .
The set of all filters of A is denoted F(A). A filter F of A is said to be
proper iff F 6= A.
A subset F of A is called a deductive system of A iff it satisfies the
following conditions:
(i) 1 ∈ F ;
(ii) for all a, b ∈ A, if a, a→ b ∈ F then b ∈ F .
4By [15, Remark 1.11, page 19], a nonempty subset F of A is a filter iff
it is a deductive system.
A proper filter P of A is called a prime filter iff, for all a, b ∈ A, if
a ∨ b ∈ P , then a ∈ P or b ∈ P . The set of all prime filters of A is called
the (prime) spectrum of A and is denoted Spec(A).
For any X ⊆ A, we shall denote S(X) = {P ∈ Spec(A)|X ⊆/ P}. For
any a ∈ A, S({a}) will be denoted S(a). The family {S(X)|X ⊆ A} is a
topology on Spec(A), having the basis {S(a)|a ∈ A} ([14, Proposition 2.1]).
The family {S(X)|X ⊆ A} is called the Stone topology of A.
A filter M of A is called a maximal filter iff it is a maximal element of
the set of all proper filters of A. The set of all maximal filters of A is called
the maximal spectrum of A and is denoted Max(A).
For any X ⊆ A, we shall denote SMax(X) = {M ∈ Max(A)|X ⊆/ M}.
For any a ∈ A, SMax({a}) will be denoted SMax(a). It is a known fact that
any maximal filter of a residuated lattice is a prime filter. It follows that
the family {SMax(X)|X ⊆ A} is a topology on Max(A), having the basis
{SMax(a)|a ∈ A}. This is the topology induced on Max(A) by the Stone
topology.
Let F be a filter of A. For all a, b ∈ A, we denote a ≡ b(mod F ) and
say that a and b are congruent modulo F iff a ↔ b ∈ F . ≡ (mod F ) is
a congruence relation on A. The quotient residuated lattice with respect
to the congruence relation ≡ (mod F ) is denoted A/F and its elements
are denoted a/F , a ∈ A. A consequence of Lemma 2.1, (i), is that, for all
a, b ∈ A, if a ≤ b, then a/F ≤ b/F .
0, 1 ∈ Reg(A). By [3], if a, b ∈ A, then: ¬¬ (¬¬ a→ ¬¬ b) = ¬¬ a →
¬¬ b. It follows that Reg(A) is closed with respect to → (because, by the
above, for all a, b ∈ Reg(A), a→ b = ¬¬ (a→ b), hence a→ b ∈ Reg(A)).
We define on Reg(A) the following operations: for all a, b ∈ Reg(A),
a⊙∗ b = ¬¬ (a⊙ b), a ∨∗ b = ¬¬ (a ∨ b) and a ∧∗ b = ¬¬ (a ∧ b). We will
always refer to the operations above when studying the algebraic structure
of Reg(A).
A is said to beGlivenko iff it satisfies: for all a ∈ A, ¬¬ (¬¬ a→ a) = 1.
In the case of Glivenko MTL-algebras, the operations ∨∗ and ∧∗ coincide
with ∨ and ∧, respectively ([4]).
Proposition 2.4. [4, Theorem 2.1, page 163] The following are equivalent:
(i) A is Glivenko;
(ii) (Reg(A),∨∗,∧∗,⊙∗,→, 0, 1) is an involutive residuated lattice and ¬¬ :
A→ Reg(A) : a→ ¬¬ a is a surjective morphism of residuated lattices.
Note that Reg(A) = ¬A (trivial).
5Proposition 2.5. [3, Lemma 2.4, (2), page 116] Let A be a Glivenko resi-
duated lattice. Then Reg(A) is an MV-algebra (with the operation ⊕ defined
by: for all a, b ∈ Reg(A), ¬ a⊕¬ b = ¬ (a⊙∗ b)) iff A satisfies the following
equation: for all a, b ∈ A, (¬ a→ ¬ b)→ ¬ b = (¬ b→ ¬ a)→ ¬ a.
Proposition 2.6. Let A be a Glivenko MTL-algebra. Then B(A) =
B(Reg(A)).
Proof. Obviously, B(Reg(A)) ⊆ B(A). For the converse set inclusion, let
us consider an element e ∈ B(A). By Propositions 2.2 and 2.4, e = ¬¬ e ∈
B(A) ∩Reg(A) and ¬ e ∈ Reg(A) = ¬A. These two properties imply that
e ∈ B(Reg(A)).
An element a of A is said to be dense iff ¬ a = 0. We denote by Ds(A)
the set of the dense elements of A. The intersection of all maximal filters
of A is called the radical of A and is denoted Rad(A). Ds(A) is a filter of
A and Ds(A) ⊆ Rad(A) ([8], [13], [15, Theorem 1.61]).
Proposition 2.7. [3, Theorem 3.4, page 117] Let A be a Glivenko residu-
ated lattice and θ : A/Ds(A)→ Reg(A), for all a ∈ A, θ(a/Ds(A)) = ¬¬ a.
Then θ is an isomorphism of residuated lattices and the following diagram
is commutative:
A ✲
pA
A/Ds(A)
❄
θ
❩
❩
❩
❩⑦
¬¬
Reg(A)
where, for all a ∈ A, pA(a) = a/Ds(A).
Proposition 2.8. [3, Lemma 3.3, page 117] Let A be a residuated lattice.
Then the following are equivalent:
(i) A/Ds(A) is involutive;
(ii) A is Glivenko.
3 Dense Elements and the Radical of a Residu-
ated Lattice
In this section we study the set of the dense elements and the radical
of an arbitrary residuated lattice, as well as those of certain classes of
residuated lattices.
6Proposition 3.1. Let A be a residuated lattice, M ∈ Max(A) and a ∈ A.
Then:
(i) a/Ds(A) ∈M/Ds(A) iff a ∈M ;
(ii) Max(A/Ds(A)) = {N/Ds(A)|N ∈ Max(A)};
(iii) a/Ds(A) ∈ Rad(A)/Ds(A) iff a ∈ Rad(A);
(iv) Rad(A/Ds(A)) = Rad(A)/Ds(A);
(v) Max(A) and Max(A/Ds(A)) are homeomorphic topological spaces.
Proof. (i) If a/Ds(A) ∈ M/Ds(A) then there exists b ∈ M such that
a/Ds(A) = b/Ds(A), so a ↔ b ∈ Ds(A) ⊆ Rad(A) ⊆ M , and, since
b ∈M , this implies a ∈M (remember that the notion of filter is equivalent
to that of deductive system). The converse implication is obvious.
(ii) Obviously, F(A/Ds(A)) = {F/Ds(A)|F ∈ F(A), F ⊇ Ds(A)}. Let
N ∈ F(A) such that N ⊇ Ds(A). By (i), we have: N ∈ Max(A) iff
N 6= A and (∀F ∈ F(A) \ {A})N ⊆ F ⇒ N = F iff N/Ds(A) 6= A/Ds(A)
and (∀F/Ds(A) ∈ F(A/Ds(A)) \ {A/Ds(A)})N/Ds(A) ⊆ F/Ds(A) ⇒
N/Ds(A) = F/Ds(A) iff N/Ds(A) ∈ Max(A/Ds(A)), hence the desired
equality.
(iii) By (i), a/Ds(A) ∈ Rad(A)/Ds(A) iff (∀N ∈ Max(A)) a/Ds(A) ∈
N/Ds(A) iff (∀N ∈ Max(A)) a ∈ N iff a ∈ Rad(A).
(iv) According to (ii), Rad(A/Ds(A)) =
⋂
N∈Max(A)
N/Ds(A) =

 ⋂
N∈Max(A)
N

 /Ds(A) = Rad(A)/Ds(A).
(v) Let us define h : Max(A) → Max(A/Ds(A)), for all N ∈ Max(A),
h(N) = N/Ds(A). By (ii), this function is well defined and surjective.
LetM1,M2 ∈ Max(A) such that h(M1) = h(M2), that is: M1/Ds(A) =
M2/Ds(A). Let b ∈ A. (i) and this last equality show that: b ∈ M1
iff b/Ds(A) ∈ M1/Ds(A) iff b/Ds(A) ∈ M2/Ds(A) iff b ∈ M2. Hence
M1 =M2, so h is injective.
It remains to prove that h is continuous and open. Let b ∈ A. By us-
ing in turn (ii) and (i), we get: SMax(b/Ds(A)) = {N/Ds(A)|N ∈ Max(A),
b/Ds(A) /∈ N/Ds(A)} = {N/Ds(A)|N ∈Max(A), b /∈ N} = {N/Ds(A)|N ∈
SMax(b)} = {h(N)|N ∈ SMax(b)} = h(SMax(b)). So h is open. This and
the injectivity of h prove that h−1(SMax(b/Ds(A))) = SMax(b). So h is
continuous.
Therefore h is a homeomorphism of topological spaces.
Lemma 3.2. (i) For any residuated lattice A, Rad(A) = {a ∈ A|(∀n ∈
IN∗) (∃m ∈ IN∗)¬ ((¬ (an))m) = 1}.
7(ii) Let A be a residuated lattice and B a subalgebra of A. Then: Rad(B) =
B ∩Rad(A).
(iii) Let {Ai|i ∈ I} be a family of residuated lattices. Then: Rad(
∏
i∈I
Ai) =
∏
i∈I
Rad(Ai).
Proof. (i) can be found in [8], [13], [15, Theorem 1.61, page 35]. (ii) and
(iii) are obvious consequences of (i).
In [10], it is proven that, For any residuated lattice A and any filter F of
A such that F ⊆ Ds(A), we have Ds(A/F ) = (Ds(A))/F . The proposition
below shows that this is not the case for any filter.
Proposition 3.3. There exist residuated lattices A and filters F of A such
that Ds(A/F ) 6= (Ds(A))/F .
Proof. Let us consider the following example of residuated lattice from [11,
Section 15.2.2]: A = {0, a, b, c, d, 1}, with the residuated lattice structure
presented below:
r
r
r
r r
r
❅
❅
 
 
 
 
❅
❅
0
1
c d
a
b
→ 0 a b c d 1
0 1 1 1 1 1 1
a d 1 1 1 1 1
b a a 1 1 1 1
c 0 a d 1 d 1
d a a c c 1 1
1 0 a b c d 1
⊙ 0 a b c d 1
0 0 0 0 0 0 0
a 0 0 0 a 0 a
b 0 0 b b b b
c 0 a b c b c
d 0 0 b b d d
1 0 a b c d 1
Ds(A) = {c, 1}. Let F = {d, 1}. Ds(A)/F = {c/F, 1/F}. For example,
b/F ∈ Ds(A/F ) (since ¬ b/F = a/F = 0/F ) and b/F /∈ Ds(A)/F (since
b/F 6= c/F and b/F 6= 1/F ).
8Proposition 3.4. Let A be a Glivenko residuated lattice and a ∈ A. Then:
a ∈ Rad(A) iff ¬¬ a ∈ Rad(A).
Proof. By using in turn Proposition 3.1, (iii), Proposition 2.8 and again
Proposition 3.1, (iii), we get: a ∈ Rad(A) iff a/Ds(A) ∈ Rad(A)/Ds(A) iff
¬¬ a/Ds(A) ∈ Rad(A)/Ds(A) iff ¬¬ a ∈ Rad(A). Actually, according to
Proposition 3.1, (iv), it was not necessary for A to be Glivenko; instead, it
was sufficient for A/Ds(A) to satisfy the equivalence: x ∈ Rad(A/Ds(A))
iff ¬¬x ∈ Rad(A/Ds(A)).
Proposition 3.5. Let A be a Glivenko residuated lattice. Then:
Rad(Reg(A)) = Rad(A) ∩Reg(A).
Proof. Let us first prove that ¬¬ (Rad(A)) = Rad(A) ∩ Reg(A). For all
a ∈ A, a ∈ Rad(A) ∩ Reg(A) iff a ∈ Rad(A) and a = ¬¬ a, which implies
a ∈ ¬¬ (Rad(A)). Let a ∈ ¬¬ (Rad(A)), hence a = ¬¬ b, with b ∈
Rad(A), hence, by Proposition 3.4, ¬¬ b ∈ Rad(A), so a ∈ Rad(A). But
¬¬ (Rad(A)) ⊆ ¬¬A = Reg(A), by Proposition 2.4. So a ∈ Rad(A) ∩
Reg(A). Hence the desired set equality.
Propositions 2.7 and 3.1, (iv), and the observation in the previous para-
graph show that: Rad(Reg(A)) = Rad(θ(A/Ds(A))) = θ(Rad(A/Ds(A))) =
θ(Rad(A)/Ds(A)) = θ(pA(Rad(A))) = ¬¬ (Rad(A)) = Rad(A) ∩ Reg(A).
Proposition 3.6. Let A be a Glivenko residuated lattice. Then: A/Ds(A)
is an MV-algebra iff A satisfies the equation: (¬ a → ¬ b) → ¬ b = (¬ b →
¬ a)→ ¬ a.
Proof. By Propositions 2.7 and 2.5.
Corollary 3.7. For any BL-algebra A, A/Ds(A) is an MV-algebra.
Proof. Any BL-algebra is Glivenko (see [4, page 164]) and satisfies the
equation from Proposition 3.6 (see [3, page 120]).
In the following we will give an example of an MTL-algebra A such that
A/Ds(A) is not an MV-algebra, actually not even a BL-algebra.
An MTL-algebra A that is not a BL-algebra and in which Ds(A) = {1}
will provide us with the desired example.
Example 3.8. We are using an example in [11, Section 14.1.2].
Let A = {0, a, b, c, d, 1}, with 0 < a < b < c < d < 1 and the following
operations:
9→ 0 a b c d 1
0 1 1 1 1 1 1
a d 1 1 1 1 1
b c c 1 1 1 1
c b b c 1 1 1
d a a b c 1 1
1 0 a b c d 1
⊙ 0 a b c d 1
0 0 0 0 0 0 0
a 0 0 0 0 0 a
b 0 0 0 0 b b
c 0 0 0 b c c
d 0 0 b c d d
1 0 a b c d 1
With these operations, A becomes an MTL-algebra (even an IMTL-
algebra) that is not a BL-algebra. Indeed, b ∧ a = a 6= 0 = b⊙ (b→ a), so
A does not satisfy the divisibility equation. As one can see, Ds(A) = {1},
so A/Ds(A) ∼= A, which is not a BL-algebra.
4 Lifting Boolean Center
In this section we collect several results about residuated lattices with
lifting Boolean center.
In what follows, we recall the definition of the residuated lattices with
lifting Boolean center, that we gave in [10].
In the following, unless mentioned otherwise, let A be a residuated
lattice and let us consider the commutative diagram below, where, for all
a ∈ A, pA(a) = a/Ds(A), rA(a) = a/Rad(A) (the canonical surjections)
and φA(a/Ds(A)) = a/Rad(A). Since Ds(A) ⊆ Rad(A), we have that φA
is well defined and it is a morphism of residuated lattices.
A ✲
pA
A/Ds(A)
❄
φA
❩
❩
❩
❩⑦
rA
A/Rad(A)
As we have seen in Section 2, it follows that we have the commutative
diagram below in the category of Boolean algebras.
B(A) ✲
B(pA)
B(A/Ds(A))
❄
B(φA)
❩
❩
❩
❩⑦
B(rA)
B(A/Rad(A))
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Lemma 4.1. [10] B(pA) and B(rA) are injective.
Definition 4.2. A has lifting Boolean center iff B(rA) is surjective (and
hence a Boolean isomorphism).
Lemma 4.3. [10] If A has lifting Boolean center then B(φA) is surjective.
Proposition 4.4. If A is Glivenko, then: A has lifting Boolean center iff
B(φA) is surjective.
Proof. The direct implication results from Lemma 4.3.
For the converse implication let us notice that, if A is Glivenko, then
in the following commutative diagram θ is an isomorphism of residuated
lattices, as we have seen in Proposition 2.7:
A ✲
pA
A/Ds(A)
❄
θ
❩
❩
❩
❩⑦
¬¬
Reg(A)
In the category of Boolean algebras we have the following commutative
diagram:
B(A)
❄
B(¬¬ ) B(φA)
B(Reg(A))
✲B(rA) B(A/Rad(A))
B(A/Ds(A))✛
✻
B(θ)
PPPPPPPPPq
B(pA)
Proposition 2.2 says that, for all a ∈ B(A), a = ¬¬ a. Let a, b ∈ B(A)
such that ¬¬ a = ¬¬ b. This is equivalent to a = b. So B(¬¬ ) is injective.
Now let a ∈ B(Reg(A)), so a ∈ B(A), hence a = ¬¬ a = B(¬¬ )(a),
therefore B(¬¬ ) is surjective. So B(¬¬ ) is a Boolean isomorphism. B(θ)
is also an isomorphism, since θ is an isomorphism. Hence B(pA) is an
isomorphism, so if B(φA) is surjective then B(rA) is surjective, so that A
has lifting Boolean center.
Proposition 4.5. [10] A/Ds(A) has lifting Boolean center iff B(φA) is a
Boolean isomorphism.
11
Proposition 4.6. Let A be a Glivenko residuated lattice. Then: if A/Ds(A)
has lifting Boolean center then A has lifting Boolean center.
Proof. By Propositions 4.5 and 4.4.
Proposition 4.7. [7, Proposition 5] Any MV-algebra has lifting Boolean
center.
Corollary 4.8. Any BL-algebra has lifting Boolean center.
Proof. Let A be a BL-algebra. Then: A is Glivenko ([4]) and, by Corollary
3.7 and Propositions 4.7 and 4.6, A/Ds(A) is an MV-algebra, so A/Ds(A)
has lifting Boolean center, hence A has lifting Boolean center.
Corollary 4.9. Any Glivenko residuated lattice A that satisfies the follo-
wing equation: for all a, b ∈ A, (¬ a → ¬ b) → ¬ b = (¬ b → ¬ a) → ¬ a,
has lifting Boolean center.
Proof. By Propositions 3.6, 4.7 and 4.6.
See [10] for an example of a residuated lattice that does not have lifting
Boolean center.
5 Simple and Quasi-local Residuated Lattices
In this section we study the classes of local, semilocal, simple and quasi-
local residuated lattices, as well as the relations between these classes.
Semilocal and quasi-local residuated lattices are more general concepts
than local residuated lattices. Quasi-local residuated lattices extend quasi-
local MV-algebras and quasi-local BL-algebras (structures that characterize
weak Boolean products of local MV-algebras, respectively weak Boolean
products of local BL-algebras) (by [6]). We conjecture that this result
remains valid for a much larger class of residuated lattices; the characteri-
zation of this class is still an open problem.
Definition 5.1. A residuated lattice is said to be local iff it has exactly
one maximal filter.
Proposition 5.2. If A is a local residuated lattice, then the unique maximal
filter of A is D(A) = {a ∈ A|ord(a) =∞}, so Rad(A) = D(A).
Proof. This is part of [5, Theorem 4.3].
12
It is known that simple residuated lattices are characterized by the
following result.
Proposition 5.3. A residuated lattice A is simple iff, for every a ∈ A,
a 6= 1⇒ ord(a) <∞.
Proposition 5.4. Any simple residuated lattice is local.
Proof. It is immediate that the only filters of a simple residuated lattice A
are {1} and A, so the only maximal filter is {1}.
Proposition 5.5. [15, Theorem 1.60, page 35] Let A be a residuated lattice
and M a proper filter of A. Then the following are equivalent:
(i) A/M is a simple residuated lattice;
(ii) M is a maximal filter.
Definition 5.6. A residuated lattice is said to be semilocal iff it has only
a finite number of maximal filters.
It is obvious that any finite residuated lattice is semilocal and any local
residuated lattice is semilocal.
Proposition 5.7. For any residuated lattice A,
|Max(A)| = |Max(A/Rad(A))|.
Hence, A is semilocal iff A/Rad(A) is semilocal, and A is local iff A/Rad(A)
is local.
Proof. In a manner similar to the proof of Proposition 3.1, (v), one can
show that there is a bijection between Max(A) and Max(A/Rad(A)).
Following the analogous definitions for BL-algebras from [6], we define
the quasi-local residuated lattices and the primary and quasi-primary filters
of a residuated lattice.
Definition 5.8. A proper filter F of a residuated lattice A is called primary
iff, for all a, b ∈ A, ¬ (a⊙ b) ∈ F implies that there exists n ∈ IN∗ such that
¬ an ∈ F or ¬ bn ∈ F .
Definition 5.9. A residuated lattice A is called quasi-local iff, for any
a ∈ A, there exist e ∈ B(A) and n ∈ IN∗ such that an ⊙ e = 0 and
(¬ a)n ⊙ (¬ e) = 0.
13
Definition 5.10. A proper filter F of a residuated lattice A is called quasi-
primary iff, for all a, b ∈ A, ¬ (a ⊙ b) ∈ F implies that there exist u ∈ A
and n ∈ IN∗ such that u∨¬u ∈ B(A), ¬ (an⊙u) ∈ F and ¬ (bn⊙¬u) ∈ F .
The proposition below, in its variant for BL-algebras, is [6, Proposition
4.10]; its proof is also valid for residuated lattices.
Proposition 5.11. Any primary filter of a residuated lattice is quasi-
primary.
Proposition 5.12. [5, Corollary 4.4] If A is a local residuated lattice, then:
for any a ∈ A, ord(a) <∞ or ord(¬ a) <∞.
Proposition 5.13. Any local residuated lattice is quasi-local.
Proof. Same as the proof of the first implication from [6, Proposition 4.9]
(see Proposition 5.12).
Proposition 5.14. If A is a local residuated lattice, then B(A) = {0, 1}.
Proof. Same as the proof of [6, Proposition 4.4] (see Proposition 5.12).
Proposition 5.15. Let A be a quasi-local residuated lattice and F a filter
of A. Then A/F is quasi-local.
Proof. Obviously, it is sufficient to prove that B(A/F ) ⊇ B(A)/F . By
Proposition 2.3, B(A/F ) = {e/F |e ∈ A, e ∨ ¬ e ∈ F} ⊇ {e/F |e ∈ A, e ∨
¬ e = 1} = {e/F |e ∈ B(A)} = B(A)/F .
Proposition 5.16. Let A be a residuated lattice and let us consider the
following properties:
(i) A is quasi-local;
(ii) A/Ds(A) is quasi-local.
Then:
(I) (i) implies (ii);
(II) (ii) does not imply (i);
(III) if A is Glivenko and it satisfies the equation: for all a, b ∈ A, (¬ a→
¬ b)→ ¬ b = (¬ b→ ¬ a)→ ¬ a, then (ii) implies (i).
Proof. (I) By Proposition 5.15.
(II) The following example from [11, Section 16] proves this property: A =
{0, a, b, c, d, e, 1}, with the residuated lattice structure shown below:
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r
0
ra
rb
r c
r d
r e
r
1
 
 
❅
❅
 
 
❅
❅
→ 0 a b c d e 1
0 1 1 1 1 1 1 1
a d 1 1 d d 1 1
b d e 1 d d 1 1
c b b b 1 1 1 1
d b b b e 1 1 1
e 0 b b d d 1 1
1 0 a b c d e 1
⊙ 0 a b c d e 1
0 0 0 0 0 0 0 0
a 0 a a 0 0 a a
b 0 a a 0 0 a b
c 0 0 0 c c c c
d 0 0 0 c c c d
e 0 a a c c e e
1 0 a b c d e 1
One can see that B(A) = {0, 1}. It is easy to check that A is not
quasi-local. Just take a instead of a in Definition 5.9.
Ds(A) = {e, 1}. As the table of the operation ↔ shows, A/Ds(A) =
{0/Ds(A), a/Ds(A) = b/Ds(A), c/Ds(A) = d/Ds(A), e/Ds(A) = 1/Ds
(A)}. Using Lemma 2.1, (i), we get the following lattice structure for
A/Ds(A):
r
0/Ds(A)
ra/Ds(A) r c/Ds(A)
r
1/Ds(A)
 
 
❅
❅
 
 
❅
❅
Hence B(A/Ds(A)) = A/Ds(A). It is easy to verify that A/Ds(A) is
quasi-local.
(III) Assume that A/Ds(A) is quasi-local and that A is Glivenko and it
satisfies the equation: for all a, b ∈ A, (¬ a→ ¬ b)→ ¬ b = (¬ b → ¬ a) →
¬ a. This last condition is equivalent to the fact that Reg(A) is an MV-
algebra (see Proposition 2.5). The fact that A is Glivenko implies that
A/Ds(A) and Reg(A) are isomorphic residuated lattices (see Proposition
2.7), hence Reg(A) is quasi-local. Let a ∈ A. By Lemma 2.1, (iii), ¬ a ∈
Reg(A), so there exist e ∈ B(Reg(A)) and n ∈ IN∗ such that (¬ a)n⊙ e = 0
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and (¬¬ a)n ⊙ (¬ e) = 0. This last equality and Lemma 2.1, (ii) and
(v), ensure us that an ⊙ (¬ e) = 0. The fact that (¬ a)n ⊙ e = 0 and
Proposition 2.2 show that (¬ a)n ⊙ (¬¬ e) = 0. Since e ∈ B(A), we have
that ¬ e = e′ ∈ B(A). So A is quasi-local.
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