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Abstract
We explain that the Pontryagin product structure on the equivari-
ant K-group of an affine Grassmannian considered in [Lam-Schilling-
Shimozono, Compos. Math. 146 (2010)] coincides with the tensor struc-
ture on the equivariantK-group of a semi-infinite flag manifold considered
in [K-Naito-Sagaki, arXiv:1702.02408]. Then, we construct an explicit iso-
morphism between the equivariant K-group of a semi-infinite flag man-
ifold with a suitably localized equivariant quantum K-group of the cor-
responding flag manifold. These exhibit a new framework to understand
the ring structure of equivariant quantum K-groups and the Peterson
isomorphism.
Introduction
Let G be a simply connected simple algebraic group over C with a maximal
torus H . Let Gr denote its affine Grassmannian and let B be its flag variety.
Following a seminal work of Peterson [38] (on the quantum cohomology),
many efforts have paid to understand the (small) quantum K-group qK(B) of
B in terms of the K-group K(Gr) of affine Grassmanians (see [29, 28] and the
references therein). One of its form, borrowed from Lam-Li-Mihalcea-Shimozono
[28], is a (conjectural) ring isomorphism:
KH(Gr)loc ∼= qKH(B)loc, (0.1)
where subscript H indicate the H-equivariant version and the subscript loc
denote certain localizations. Here the multiplication in KH(Gr)loc is the Pon-
tryagin product, that differs from the usual product, while the multiplication of
qKH(B)loc is standard in quantum K-theory [16, 30].
On the other hand, we have another version QratG of affine flag variety of G,
called the semi-infinite flag variety ([11, 13, 10]). Almost from the beginning
[15], it is expected that QratG have some relation with the quantum cohomology
of B. In fact, we can calculate the equivariant K-theoretic J-function of B
using QratG ([17, 5]), and the reconstruction theorem [31, 20] tells us that they
essentially recover the ring structure of the (big) quantum K-group of B.
∗MSC2010: 14N15,20G44
†Department of Mathematics, Kyoto University, Oiwake Kita-Shirakawa Sakyo Kyoto 606-
8502 JAPAN E-mail:syuchan@math.kyoto-u.ac.jp
1
In [23], we have defined and calculated the equivariantK-group ofQratG , that
is also expected to have some relation to qKH(B), and hence also to KH(Gr).
The goal of this paper is to tell exact relations as follows:
Theorem A (
.
= Theorem 2.1). We have a dense embedding
Φ : KH(GrG)loc →֒ KH(Q
rat
G )
that sends the Pontryagin product on the LHS to the tensor product on the RHS.
By transplanting the path model of KH(Q
rat
G ), Theorem A yields the multi-
plication formulas of the classes in KH(GrG)loc ([23, 37]).
Our strategy to prove Theorem A is as follows: the both sides admit the
actions of a large algebraH⊗CQ∨, that makesKH(GrG)loc into a cyclic module.
Hence, itsH⊗CQ∨-endomorphism is determined by the image of a cyclic vector.
Moreover, the tensor product action of an equivariant line bundle on KH(Q
rat
G )
yields a H⊗CQ∨-endomorphism. These make it possible to identify important
parts of the Pontryagin action on the LHS that gives a H⊗CQ∨-endomorphism
with the tensor product action on the RHS.
Other part of the exact relation we exhibit is:
Theorem B (
.
= Theorem 3.1). We have an isomorphism
Ψ : qKH(B)loc ∼= KH(Q
rat
G )
that sends the quantum product of a primitive line bundle to the tensor product
of the corresponding line bundle.
We remark that our proof of Theorem B can be seen as the q = 1 specializa-
tion of an isomorphism with KH(Q
rat
G ) replaced with KH×Gm(Q
rat
G ), although
the author does not know the meaning of the LHS in such a setting. Combining
Theorems A and B, we conclude:
Corollary C (
.
= Corollary 3.2). We have a commutative diagram, whose bottom
arrow is a natural embedding of rings:
KH(Q
rat
G )
KH(Gr)loc

 (0.1)
//
*


Φ
88♣♣♣♣♣♣♣♣♣♣♣
qKH(B)loc
Ψ
∼=
ff◆◆◆◆◆◆◆◆◆◆◆
.
The explicit nature of Corollary C verifies conjectures in [28] on the basis
of the normality1 of Zastava space closures that we prove in [22]. In particular,
the (inverse) quantum multiplication of a primitive anti-nef line bundle and
a Schubert class in qKH(B) has positive structure constants by [23, Theorem
4.10]. The idea of the construction of Ψ in Theorem B is rather straight-forward
if we know the crucial “cohomological invariance” between two models of semi-
infinite flag manifolds proved in [6, 23], the reconstruction theorem in the form
1A previous version of this paper contained a proof of Theorem 4.1 with a gap. To clarify
the whole point, the author decided to separate out the proof of the normality and other
related technical results into [22] (see Theorem 4.4). We note that Theorem 4.4 can be also
used to fill out the gap in a previous version (arXiv ver. 4, dated 28/July/2018).
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of [20], and the J-function calculations from [17, 5]. In order to show that it
respects products (Theorem 4.1), we need to analyze the geometry of graph
spaces and quasi-map spaces. This analysis includes the proof that the Zastava
space closures have rational singularity and is Cohen-Macauley (Corollary 4.5),
that might be its own interest.
Note that QratG is the reduced indscheme associated to the formal loop space
of B ([5, 23]). Hence, it is tempting to spell out the following, that unifies the
proposals by Givental [15, §4] (cf. Iritani [19]), Peterson [38] (cf. [28]), and
Arkhipov-Kapranov [3, §6.2]:
Conjecture D. Let X be a smooth convex variety (see [25]) with an action of
an algebraic group H so that either X itself is projective or Gm ⊂ H contracts
X to a projective subvariety. Let LX be the formal loop space of X (see [3]).
Then, we have an inclusion that intertwines the quantum product and tensor
product of line bundles:
ΨX : qKH(X) →֒ KH((LX)red),
where KH((LX)red) denotes the H-equivariant K-group of the reduced counter-
part of LX (defined as a straight-forward generalization of [23]).
Here we warn that taking reduced part is essential [36, 12] when X = B.
The organization of this paper is as follows: In section one, we recall some
basic results from previous works (needed to formulate Theorems A and B), with
some complementary results. In section two, we formulate the precise version of
Theorem A, exhibit its SL(2)-example, and prove Theorem A. In section three,
we formulate the precise version of Theorem B, explain why it solves conjectures
in [28] (Corollary 3.2), make recollections on quasi-map spaces and J-functions,
and construct the map Ψ following ideas of [17, 5, 6, 20] using results from [23].
This proves the main portion of Theorem B, and also Corollary C. In section
four, we first state Theorem 4.1 about identification of bases under the map Ψ
that completes the proof of Corollary 3.2. Then, we recall basic materials on
graph spaces, prove that Zastava space closures have rational singularities using
the results from [22], and prove Theorem 4.1.
Finally, a word of caution is in order. The equivariant K-groups dealt in
this paper are not identical to these dealt in [29] and [23] in the sense that both
groups are just dense subset (or intersects with a dense subset) in the original
K-groups (the both groups are suitably topologized). The author does not try
to complete this point as he believes it not essential.
1 Preliminaries
A vector space is always a C-vector space, and a graded vector space refers
to a Z-graded vector space whose graded pieces are finite-dimensional and its
grading is bounded from the above. Tensor products are taken over C unless
stated otherwise. We define the graded dimension of a graded vector space as
gdimM :=
∑
i∈Z
qi dimCMi ∈ Q((q
−1)).
For a (possibly operator-valued) rational function f(q) on q, we set f(q) :=
f(q−1).
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1.1 Groups, root systems, and Weyl groups
Basically, material presented in this subsection can be found in [8, 27].
Let G be a connected, simply connected simple algebraic group of rank r
over C, and let B and H be a Borel subgroup and a maximal torus of G so
that H ⊂ B. We set N (= [B,B]) to be the unipotent radical of B and let
N− be the opposite unipotent subgroup of N with respect to H . We denote
the Lie algebra of an algebraic group by the corresponding German small letter.
We have a (finite) Weyl group W := NG(H)/H . For an algebraic group E,
we denote its set of C[z]-valued points by E[z], its set of C[[z]]-valued points by
E[[z]], and its set of C(z)-valued points by E(z). Let I ⊂ G[[z]] be the preimage
of B ⊂ G via the evaluation at z = 0 (the Iwahori subgroup of G[[z]]).
Let P := Homgr(H,C
×) be the weight lattice of H , let ∆ ⊂ P be the set
of roots, let ∆+ ⊂ ∆ be the set of roots that yield root subspaces in b, and let
Π ⊂ ∆+ be the set of simple roots. We set ∆− := −∆+. Let Q∨ be the dual
lattice of P with a natural pairing 〈•, •〉 : Q∨ × P → Z. We define Π∨ ⊂ Q∨ to
be the set of positive simple coroots, and let Q∨+ ⊂ Q
∨ be the set of non-negative
integer span of Π∨. For β, γ ∈ Q∨, we define β ≥ γ if and only if β − γ ∈ Q∨+.
We set P+ := {λ ∈ P | 〈α
∨, λ〉 ≥ 0, ∀α∨ ∈ Π∨}. Let I := {1, 2, . . . , r}. We fix
bijections I ∼= Π ∼= Π∨ so that i ∈ I corresponds to αi ∈ Π, its coroot α∨i ∈ Π
∨,
and a simple reflection si ∈ W corresponding to αi. We also have a reflection
sα ∈ W corresponding to α ∈ ∆+. Let {̟i}i∈I ⊂ P+ be the set of fundamental
weights (i.e. 〈α∨i , ̟j〉 = δij) and we set ρ :=
∑
i∈I̟i =
1
2
∑
α∈∆+ α ∈ P+.
Let ∆af := ∆ × Zδ ∪ {mδ}m 6=0 be the untwisted affine root system of ∆
with its positive part ∆+ ⊂ ∆af,+. We set α0 := −ϑ+ δ, Πaf := Π ∪ {α0}, and
Iaf := I ∪ {0}, where ϑ is the highest root of ∆+. We set Waf := W ⋉Q∨ and
call it the affine Weyl group. It is a reflection group generated by {si | i ∈ Iaf},
where s0 is the reflection with respect to α0. Let ℓ : Waf → Z≥0 be the length
function and let w0 ∈W be the longest element inW ⊂Waf . Together with the
normalization t−ϑ∨ := sϑs0 (for the coroot ϑ
∨ of ϑ), we introduce the translation
element tβ ∈Waf for each β ∈ Q∨.
For each i ∈ Iaf , we have a subgroup SL(2, i) ⊂ G((z)) that is isomorphic to
SL(2,C) or PGL(2,C) corresponding to αi ∈ Iaf . We set Bi := SL(2, i) ∩ I,
that is a Borel subgroup of SL(2, i). For each i ∈ I, we denote the parabolic
subgroup of G corresponding to i ∈ I by Pi.
Let W−af denote the set of minimal length representatives of Waf/W in Waf .
We set
Q∨< := {β ∈ Q
∨ | 〈β, αi〉 < 0, ∀i ∈ I}.
Let ≤ be the Bruhat order ofWaf . In other words, w ≤ v holds if and only if
a subexpression of a reduced decomposition of v yields a reduced decomposition
of w (see [4]). We define the generic (semi-infinite) Bruhat order ≤∞
2
as:
w ≤∞
2
v ⇔ wtβ ≤ vtβ for every β ∈ Q
∨ so that 〈β, αi〉 ≪ 0 for i ∈ I. (1.1)
By [34], this defines a preorder on Waf . Here we remark that w ≤ v if and only
if w ≥∞
2
v for w, v ∈W . See also [23, §2.2].
For each λ ∈ P+, we denote a finite-dimensional simple G-module with a
B-eigenvector with its H-weight λ by L(λ). Let R(G) be the (complexified)
representation ring of G. We have an identification R(G) = (CP )W ⊂ CP by
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taking characters. For a semi-simple H-module V , we set
chV :=
∑
λ∈P
eλ · dimCHomH(Cλ, V ).
If V is a Z-graded H-module in addition, then we set
gchV :=
∑
λ∈P,n∈Z
qneλ · dimCHomH(Cλ, Vn).
Let B := G/B and call it the flag manifold of G. It is equipped with the
Bruhat decomposition
B =
⊔
w∈W
OB(w)
into B-orbits so that dimOB(w) = ℓ(w0)− ℓ(w) for each w ∈W ⊂Waf . We set
B(w) := OB(w) ⊂ B.
For each λ ∈ P , we have a line bundle OB(λ) so that
chH0(B,OB(λ)) = chL(λ), OB(λ)⊗OB OB(−µ)
∼= OB(λ− µ) λ, µ ∈ P+.
We have a notion of H-equivariant K-group KH(B) of B with coefficients
in C (see e.g. [26]). Explicitly, we have
KH(B) =
⊕
w∈W
CP [OB(w)] = CP ⊗R(G)
⊕
λ∈P
C[OB(λ)].
The map ch extends to a CP -linear map
χ : KH(B)→ CP,
that we call the H-equivariant Euler-Poinvare´ characteristic. The groupKH(B)
is equipped with the product structure · induced by the tensor product of line
bundles. The following is well-known:
Theorem 1.1 (see Lenart-Shimozono [33] Remark 4.9). We have an equality
[OB(si)] = [OB]− e
̟i [OB(−̟i)] ∈ KH(B).
1.2 Level zero nil-DAHA
Definition 1.2. The level zero nil-DAHA H of type G is a C-algebra generated
by {eλ}λ∈P ∪ {Di}i∈Iaf subject to the following relations:
1. eλ+µ = eλ · eµ for λ, µ ∈ P ;
2. D2i = Di for each i ∈ Iaf ;
3. For each distinct i, j ∈ Iaf , we set mi,j ∈ Z>0 as the minimum number so
that (sisj)
mij = 1. Then, we have
mi,j-terms︷ ︸︸ ︷
DiDj · · · =
mi,j-terms︷ ︸︸ ︷
DjDi · · ·;
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4. For each λ ∈ P and i ∈ I, we have
Die
λ − esiλDi =
eλ − esiλ
1− eαi
;
5. For each λ ∈ P , we have
D0e
λ − esϑλD0 =
eλ − esϑλ
1− e−ϑ
.
Let S := CP ⊗ CWaf be the smash product algebra, whose multiplication
reads as:
(eλ ⊗ w)(eµ ⊗ v) = eλ+wµ ⊗ wv λ, µ ∈ P,w, v ∈ Waf ,
where s0 acts on P as sϑ. Let C(P ) denote the fraction field of (the Laurant
polynomial algebra) CP . We have a scalar extension
A := C(P )⊗CP S = C(P )⊗ CWaf .
Theorem 1.3 ([29] §2.2). We have an embedding of algebras ı∗ : H →֒ A:
eλ 7→ eλ ⊗ 1, Di 7→
1
1− eαi
⊗ 1−
eαi
1− eαi
⊗ si, λ ∈ P, i ∈ I
D0 7→
1
1− e−ϑ
⊗ 1−
e−ϑ
1− e−ϑ
⊗ s0.
Since we have a natural action of A on C(P ), we obtain an action of H on
C(P ), that we call the polynomial representation.
For w ∈ Waf , we find a reduced expression w = si1 · · · siℓ (i1, . . . , iℓ ∈ Iaf)
and set
Dw := Dsi1Dsi2 · · ·Dsiℓ ∈ H.
By Definition 1.2 3), the element Dw is independent of the choice of a reduced
expression. By Definition 1.2 2), we have DiDw0 = Dw0 for each i ∈ I, and
hence D2w0 = Dw0 . We have an explicit form
Dw0 = 1⊗
(∑
w∈W
w
)
·
e−ρ∏
α∈∆+(e
−α/2 − eα/2)
⊗ 1 ∈ A (1.2)
obtained from the (left W -invariance of the) Weyl character formula.
1.3 Affine Grassmanians
We define our (thin) affine Grassmannian and (thin) flag manifold by
GrG := G((z))/G[[z]] and X := G((z))/I,
respectively. We have a natural map π : X → GrG whose fiber is isomorphic to
B.
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Theorem 1.4 (Bruhat decomposition, [27] Corollary 6.1.20). We have I-orbit
decompositions
Gr =
⊔
β∈Q∨
OGβ and X =
⊔
w∈Waf
Ow
with the following properties:
1. we have Ov ⊂ Ow if and only if v ≤ w;
2. π(Ow) ⊂ OGβ if and only if w ∈ tβW . ✷
Let us set Grβ := OGβ and Xw := Ow for β ∈ Q
∨ and w ∈Waf . For w ∈W
−
af ,
we also set Grw := Grβ for β ∈ Q∨ so that w ∈ tβW .
We set
KH(Gr) :=
⊕
β∈Q∨
CP [OGrβ ] and KH(X) :=
⊕
w∈Waf
CP [OXw ].
Theorem 1.5 (Kostant-Kumar [26]). The vector space KH(X) affords a regular
representation of H so that:
1. the subalgebra CP ⊂ H acts by the multiplication as CP -modules;
2. we have Di[OXw ] = [OXsiw ] (siw > w) or [OXw ] (siw < w). ✷
Being a regular representation, we sometimes identifyKH(X) withH (through
eλ[OXw ]↔ e
λDw for λ ∈ P,w ∈ Waf) and consider product of two elements in
H ∪KH(X).
Theorem 1.6 (Kostant-Kumar [26]). The pullback defines a map π∗ : KH(GrG) →֒
KH(X) so that
π∗[OGrβ ] = [Xtβ ]Dw0 β ∈ Q
∨.
In particular, Imπ∗ = HDw0 is a H-submodule. ✷
Let C := C(P )⊗CQ∨ ⊂ A be a subalgebra. By our convention on the Waf -
action on P , we deduce that C is commutative. We have a natural projection
map
pr : A = C(P )⊗ CWaf −→ C(P )⊗ CQ
∨ = C
so that pr(f ⊗ tβw) = f ⊗ tβ for each f ∈ C(P ), w ∈ W,β ∈ Q∨.
Theorem 1.7 (Lam-Schilling-Shimozono). The composition map pr ◦ ı∗ ◦ π∗
defines an embedding
KH(Gr) →֒ KH(X)→ C (⊂ A)
whose image is contained in KH(X) ∩ C. It descends to an embedding
r∗ : KH(Gr) →֒ KH(X) ∩ C (⊂ A)
that is an isomorphism. This equips KH(Gr) a subalgebra structure of a com-
mutative algebra C.
Proof. By [28, Proposition 2], we deduce that the image of Dv under the map
pr is the same for each v ∈ tβW . Therefore, the assertion follows from the
description of [29, §5.2].
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Thanks to Theorem 1.7, we obtain a commutative product structure of
KH(Gr) inherited from C, that we denote by ⊙. We call it the Pontryagin
product.
Below, we might think of an element of KH(Gr) as an element of KH(X)
through π∗, an element of A through ı∗ ◦ π∗, and as an element of C through r∗
interchangeably. The next result is probably well-known to experts, but so far
the author is unable to find an appropriate reference.
Theorem 1.8. Let w ∈W−af and let β ∈ Q
∨
<. We have
[OGrw ]⊙ [OGrβ ] = [OGrwtβ ].
Proof. By our assumption on β, we have ℓ(tβ) = ℓ(w0) + ℓ(w0tβ) (see [35,
(2.4.1)]). In particular, the element [OGrβ ], viewed as an element of A through
ı∗ ◦π∗, is of the form (
∑
w∈W w)ξ for some ξ ∈ A by (1.2). Hence, it is invariant
by the left action of W . Since the effect of the map pr is twists by elements of
W from the right in a term by term fashion, we deduce the equality
[OGrw ][OGrβ ] = pr([OGrw ])[OGrβ ]
of multiplications in A (multiplication in a non-commutative algebra). By ex-
amining the definition of pr, we further deduce
pr([OGrw ][OGrβ ]) = pr(pr([OGrw ])[OGrβ ]) = pr([OGrw ]⊙ [OGrβ ]). (1.3)
Since w ∈ W−af , we have ℓ(w) + ℓ(tβ) = ℓ(wtβ) (see [38, Lecture 8, page12]).
Consequently, we have Dwtβ = DwDtβ . Therefore, (1.3) and Theorem 1.7
implies that
[OGrwtβ ] = [OGrw ][OGrβ ] = [OGrw ]⊙ [OGrβ ] ∈ KH(Gr)
as required.
Theorem 1.8 implies that the set
{[OGrβ ] | β ∈ Q
∨
<} ⊂ (KH(Gr)loc,⊙)
forms a multiplicative system. We denote by KH(Gr)loc its localization. The
action of an element [OGrβ ] onKH(Gr) in Theorem 1.8 is torsion-free, and hence
we have an embedding KH(Gr) →֒ KH(Gr)loc.
Corollary 1.9. Let i ∈ I. For β ∈ Q∨<, we set
hi := [OGrsitβ ]⊙ [OGrtβ ]
−1.
Then, the element hi is independent of the choice of β.
Proof. By Theorem 1.8, we have
[OGrsitγ+β ]⊙ [OGrtγ+β ]
−1 = [OGrsitβ ]⊙ [OGrtγ ]⊙ [OGrtγ ]
−1 ⊙ [OGrtβ ]
−1
= [OGrsitβ ]⊙ [OGrtβ ]
−1
for γ ∈ Q∨<. Hence, we conclude the assertion.
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For each γ ∈ Q∨, we can write γ = β1−β2, where β1, β2 ∈ Q∨<. In particular,
we have an element
tγ := [OGrtβ1
]⊙ [OGrtβ2
]−1.
Lemma 1.10. For each γ ∈ Q∨, the element tγ ∈ KH(Gr)loc is independent
of the choices involved.
Proof. Similar to the proof of Corollary 1.9. The detail is left to the readers.
1.4 Semi-infinite flag manifolds
We define the semi-infinite flag manifold as the reduced scheme associated to:
QratG := G((z))/(H ·N((z))).
This is a pure ind-scheme of ind-infinite type [23]. Note that the group Q∨ ⊂
H((z))/H acts on QratG from the right. The indscheme Q
rat
G is equipped with
a G((z))-equivariant line bundle OQratG (λ) for each λ ∈ P . Here we normalized
so that Γ(QratG ,OQratG (λ)) is co-generated by its H-weight λ-part as a B
−((z))-
module. We warn that this convention is twisted by −w0 from that of [23].
Theorem 1.11 ([13, 10, 23]). We have an I-orbit decomposition
QratG =
⊔
w∈Waf
O(w)
with the following properties:
1. each O(w) has infinite dimension and infinite codimension in QratG ;
2. the right action of γ ∈ Q∨ on QratG yields the translation O(w) 7→ O(wtγ);
3. we have O(w) ⊂ O(v) if and only if w ≤∞
2
v. ✷
We define a CP -module KH(Q
rat
G ) as:
KH(Q
rat
G ) := {
∑
w∈Waf
aw[OQG(w)] | aw ∈ CP ∃β0 ∈ Q
∨ s.t. autβ = 0 ∀u ∈ W,β 6> β0},
where the sum in the definition is understood to be formal. We define its subset
KH(QG(e)) := {
∑
w∈Waf
aw[OQG(w)] | aw ∈ CP s.t. autβ = 0 ∀u ∈ W,β 6≥ 0}.
We remark that our KH(Q
rat
G ) and KH(QG(e)) are q = 1 specializations
of certain subsets of the equivariant K-groups considered in [23]. To this end,
we need to verity that the natural actions of the Demazure operators and the
tensor product action in [23] yield the corresponding actions on KH(Q
rat
G ). The
first one is immediate from the expression:
Theorem 1.12 ([23] Theorem 6.4). The vector space KH(Q
rat
G ) affords a rep-
resentation of H so that:
1. the subalgebra CP ⊂ H acts by the multiplication as CP -modules;
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2. we have
Di([OQG(w)]) =
{
[OQG(siw)] (siw >∞2 w)
[OQG(w)] (siw <∞2 w)
.
From the description of Theorem 1.12, we deduce that the right Q∨-action
gives H-module endomorphisms of KH(Q
rat
G ).
Theorem 1.13 (cf. [23] Theorem 6.4 see also [21]). For each λ ∈ P , the
CP -linear extension of the assignment
[OQG(w)] 7→ [OQG(w)(λ)] ∈ KH(Q
rat
G ) w ∈Waf
defines a H-module automorphism (that we call Ξ(λ)) which commutes with the
right Q∨-action. Moreover, we have Ξ(λ) ◦ Ξ(µ) = Ξ(λ + µ) for λ, µ ∈ P .
Proof. The latter assertion is automatic provided if the former assertion holds as
Ξ(λ) is induced by the tensor product with OQratG (λ). Hence, we concentrate into
the first assertion. The (main) difference between here and [23, Theorem 6.4] is
the lack of the Gm-action. Thus, it suffices to see that the tensor product action
yields a well-defined automorphism of KH(Q
rat
G ) by forgetting the q-grading.
Since {Ξ(λ)}λ must be commutative to each other, it further reduces to prove
that Ξ(±̟i) (i ∈ I) actually define an automorphism of KH(QratG ). We have
[OQG(w)(̟i)] ∈ KH(Q
rat
G ) for i ∈ I by the Pieri-Chevalley rule [23, Theorem
5.10] as the set of paths with fixed initial/final directions are finite. (This
latter reasoning in turn follows as the q−1-degrees of paths whose initial/final
directions are bounded from utβ and vtγ (u, v ∈ W,β, γ ∈ Q∨) must belong
to [〈β,̟i〉 , 〈γ,̟i〉] by our count of q-degrees in [23].) This implies that Ξ(̟i)
defines a well-defined automorphism of KH(Q
rat
G ) for each i ∈ I.
Moreover, the set of paths with the same initial/final direction is unique (see
[23, Definition 2.6]), and hence the transition matrix between {[OQG(w)(̟i)]}w∈Waf
and {[OQG(w)]}w∈Waf is unitriangular (up to diagonal matrix consisting of char-
acters in P ) with respect to ≤∞
2
. Therefore, we can invert this matrix to obtain
[OQG(w)(−̟i)] ∈ KH(Q
rat
G ) for i ∈ I. This implies that Ξ(−̟i) defines a
well-defined automorphism of KH(Q
rat
G ) for each i ∈ I as required.
Lemma 1.14. For each i ∈ I, we have
[OQG(si)] = [OQG(e)]− e
̟i [OQG(e)(−̟i)].
Proof. Since QG(e) is a normal scheme (see [23, Theorem 4.26]), a line bundle
on it is completely determined via its restriction to an open subscheme whose
codimension is at least two. Hence, OQG(e)(−̟i) is determined by its restric-
tion to a dense open G[[z]]-orbit O, that is an (uncountable dimensional) affine
fibration over B. Here OO(−̟i) is the pullback of OB(−̟i) (cf. [23, Proof
of Proposition 5.1]). For OB(−̟i), the corresponding statement holds (Theo-
rem 1.1) and it is known that OB(−̟i) is a B-divisor twist of OB. Thus, the
corresponding statement prolongs to the whole QG(e) from O as required.
Remark 1.15. Lemma 1.14 arises in a discussion with Naito, Orr, and Sagaki in
the summer 2017. We obtained several different proofs, and the one presented
here is the geometric one. In [37, Proposition 5.3], another proof using path
model is presented.
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Motivated by Lemma 1.14, we consider a CP -module endomorphism Hi
(i ∈ I) of KH(QratG ) as:
Hi : [OQG(w)] 7→ [OQG(w)]− e
̟i [OQG(w)(−̟i)] w ∈ Waf .
1.5 Equivariant quantum K-group of B
We introduce a polynomial ring CQ∨+ and the formal power series ring C[[Q
∨
+]]
with its variables Qi = Q
α∨i (i ∈ I). We set Qβ :=
∏
i∈IQ
〈β,̟i〉
i for each
β ∈ Q∨. We define the H-equivariant (small) quantum K-group of B as:
qKH(B) := KH(B)⊗ C[[Q
∨
+]]. (1.4)
Thanks to (the H-equivariant versions of) [16, 30], it is equipped with the
commutative and associative product ⋆ (called the quantum multiplication) so
that:
1. the element [OB]⊗ 1 ∈ qKH(B) is the identity (with respect to · and ⋆);
2. the map Qβ⋆ (β ∈ Q∨+) is the multiplication of Q
β in the RHS of (1.4);
3. we have ξ ⋆ η ≡ ξ · η mod (Qi; i ∈ I) for every ξ, η ∈ KH(B)⊗ 1.
From the above properties, we can localize qKH(B) in terms of {Qβ}β∈Q∨+
to obtain a ring qKH(B)loc.
We set
qKH×Gm(B) := KH(B)⊗ C((q))[[Q
∨
+]].
We sometimes identify KH(B) with the submodule KH(B)⊗1 of qKH(B) or
qKH×Gm(B). We set pi := [OB(̟i)] for i ∈ I, and we sometimes consider it as
an endomorphism of qKH×Gm(B) through the scalar extension of the product
of KH(B) (i.e. the classical product). For each i ∈ I, let q
Qi∂Qi denote the
(CP )((q))-endomorphism of qKH×Gm(B) so that
qQi∂Qi (ξ ⊗Qβ) = q〈β,̟i〉ξ ⊗Qβ ξ ∈ KH(B), β ∈ Q
∨
+.
Following [20, §2.4], we consider the operator T ∈ End(CP )((q)) qKH×Gm(B)
(obtained from the same named operator in [20] by setting 0 = t ∈ K(B)).
Then, we have the shift operator (also obtained from an operator Ai(q, t) in [20]
by setting t = 0) defined by
Ai(q) = T
−1 ◦ p−1i q
Qi∂Qi ◦ T ∈ End qKH×Gm(B) i ∈ I. (1.5)
An element J(Q, q) := T ([OB]) ∈ qKH×Gm(B) is called the (equivariant K-
theoretic) small quantum J-function, and is computed in [17, 5] (cf. Theorem
3.7).
Theorem 1.16 (Reconstruction theorem [20] Proposition 2.20). For each
f(q, x1, . . . , xr, Q) ∈ CP [q
±1, x1, . . . , xr][[Q
∨
+]],
we have the following equivalence:
f(q, p−11 q
Q1∂Q1 , . . . , p−1r q
Qr∂Qr , Q)J(Q, q) = 0 ∈ qKH×Gm(B)
⇔f(q, A1(q), . . . , Ar(q), Q)[OB] = 0 ∈ qKH×Gm(B).
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Remark 1.17. The original form of Theorem 1.16 is about big quantumK-group.
We have made the specialization t = 0 to deduce our form. It should be noted
that 1) this equivariant setting is automatic from the construction, and 2) we
state Theorem 1.16 for unmodified quantum J-function instead of the modified
one employed in [20, Proposition 2.20].
For each i ∈ I, we set ai := A(1) (thanks to [20, Remark 2.14]).
Theorem 1.18 ([20] Corollary 2.9). For i ∈ I, the operator ai defines the
multiplication by ai([OB]) in qKH(B).
Proof. By [20, Corollary 2.9], the set {ai}i∈I defines mutually commutative
endomorphisms of qKH(B) that commutes with the ⋆-multiplication. Since
EndRR ∼= R for every ring R, we conclude the assertion.
Theorem 1.19 (Anderson-Chen-Tseng [2] Lemma 52 see also [1]). For each
i ∈ I, we have Ai(q)([OB]) = [OB(−̟i)].
2 Relation with affine Grassmanians
We work in the same settings as in the previous section.
Theorem 2.1. We have a H-module embedding
Φ : KH(GrG)loc →֒ KH(Q
rat
G )
that sends the Pontryagin product on the LHS to the tensor product on the RHS.
More precisely, we have: For each i ∈ I and ξ ∈ KH(GrG)loc, it holds
Φ(hi ⊙ ξ) = Hi(ξ).
Remark 2.2. It is known that {hi}i∈I, CP , and {tβ}β∈Q∨ generates the ring
KH(GrG)loc. One way to prove it is to compare KH(Q
rat
G ) with its original
definition in [23, §5].
2.1 Example: SL(2)-case
Assume that G = SL(2). We make an identification P+ = Z≥0̟, and Q
∨
+ =
Z≥0{α
∨ = α}. We have W = {e, s}. Let t denote the right translation of
QSL(2) corresponding to α
∨, and let q denote the character of Gm that acts on
the variable z (in G((z))) by degree one character (so-called the loop rotation
action).
The Pieri-Chevalley rule for ̟ ([23, Theorem 5.10]) yields the equations:
[OQG(e)(̟)] =
1
1− q−1t
(e̟[OQG(e)] + e
−̟[OQG(s)])
[OQG(s)(̟)] =
1
1− q−1t
(q−1e̟t[OQG(e)] + e
−̟[OQG(s)]).
2Dave Anderson kindly informed me that they might temporary withdraw [2] in order to
update some portion irrelevant to the proof of Lemma 5.
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Forgetting the extra Gm-action yield:
[OQG(e)(̟)] =
1
1− t
(e̟[OQG(e)] + e
−̟[OQG(s)])
[OQG(s)(̟)] =
1
1− t
(e̟t[OQG(e)] + e
−̟[OQG(s)]).
Inverting this equation yields that
[OQG(e)(−̟)] = e
−̟[OQG(e)]− e
−̟[OQG(s)]
[OQG(s)(−̟)] = −e
̟
t[OQG(e)] + e
̟[OQG(s)].
Therefore, we obtain
[OQG(e)]− e
̟[OQG(e)(−̟)] = [OQG(s)]
[OQG(s)]− e
̟[OQG(s)(−̟)] = e
α
t[OQG(e)] + (1− e
α)[OQG(s)].
By Theorem 2.1, this transplants to
[OGrst−α ]⊙ [OGrt−mα ] = [OGrst−(m+1)α ]
[OGrst−α ]⊙ [OGrst−mα ] = e
α[OGrt−mα ] + (1 − e
α)[OGrst−(m+1)α ].
for m > 0. This coincides with the calculation in [28, (17)].
2.2 Transporting the H-action to C
Proposition 2.3. The H-action of KH(Gr) induces a H-action on C as:
D0(f ⊗ tβ) =
f
1− e−ϑ
⊗ tβ −
e−ϑsϑ(f)
1− e−ϑ
⊗ tsϑ(β−ϑ∨) f ∈ C(P )
Di(f ⊗ tβ) =
f
1− eαi
⊗ tβ −
eαisi(f)
1− eαi
⊗ tsiβ i ∈ I, β ∈ Q
∨
eµ(f ⊗ tβ) = e
µf ⊗ tβ µ ∈ P.
Proof. For i ∈ Iaf , the action of Di on A is the left multiplication of
1
1−eαi ⊗
1− e
αi
1−eαi ⊗si (if we understand α0 = −ϑ). Applying to an element f ⊗ tβu ∈ A
(f ∈ C(P ), β ∈ Q∨, u ∈ W ), we deduce
Di(f ⊗ tβu) =
f
1− eαi
⊗ tβu−
eαisi(f)
1− eαi
⊗ tsiβsiu i 6= 0
D0(f ⊗ tβu) =
f
1− e−ϑ
⊗ tβu−
e−ϑsϑ(f)
1− e−ϑ
⊗ s0tβu
=
f
1− e−ϑ
⊗ tβu−
e−ϑsϑ(f)
1− e−ϑ
⊗ sϑt−ϑ∨tβu
=
f
1− e−ϑ
⊗ tβu−
e−ϑsϑ(f)
1− e−ϑ
⊗ tsϑ(β−ϑ∨)sϑu.
Hence, applying pr yields the desired formula on Di for i ∈ Iaf . Together with
the left multiplication of eλ ⊗ 1, these formula transplants the H-action from
KH(Gr) to KH(Gr) ∩ C.
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SinceKH(Gr) = C∩KH(X), we have C(P )⊗CPKH(Gr) ⊂ C. By comparing
the leading terms of {[Grβ ]}β∈Q∨ ∈ C with respect to the Bruhat order (on the
second component of C ⊂ A = C(P )⊗CWaf), we derive C ⊂ C(P )⊗CPKH(Gr).
It follows that C = C(P ) ⊗CP KH(Gr). Hence, the above formulas define the
H-action on C as the scalar extension of that on KH(Gr) ⊂ C as required (one
can also directly check the relations of H).
Below, we may write the action of Di on C by D
#
i to distinguish with the
action on KH(X) or A.
Corollary 2.4. Let i ∈ I. Let ξ ∈ C be so that D#i (ξ) = ξ. Then, ξ is a
C-linear combination of
f ⊗ tβ + si(f)⊗ tsiβ f ∈ C(P ), β ∈ Q
∨.
Proof. By Proposition 2.3, the action of D#i preserves C(P )⊗tβ+C(P )⊗tsiβ for
each i ∈ I and β ∈ Q∨. Hence, it suffices to find a condition that a⊗tβ+b⊗tsiβ
(a, b ∈ C(P )) is stable by the action of D#i . It reads as:
D#i (a⊗ tβ + b⊗ tsiβ) =
a− eαisi(b)
1− eαi
⊗ tβ +
b− eαisi(a)
1− eαi
⊗ tsiβ
= a⊗ tβ + b⊗ tsiβ .
This is equivalent to b = si(a) (or si(a + b) = a + b in the case of siβ = β) as
required.
Corollary 2.5. Let i ∈ I. Let ξ, ξ′ ∈ C be so that D#i (ξ) = ξ. Then, we have
D#i (ξξ
′) = ξD#i (ξ
′).
Proof. By Corollary 2.4, it suffices to prove
D#i ((f ⊗ tβ + si(f)⊗ tsiβ)g ⊗ tγ) = (f ⊗ tβ + si(f)⊗ tsiβ)D
#
i (g ⊗ tγ)
for every f, g ∈ C(P ) and β, γ ∈ Q∨. We derive as:
D#i ((f ⊗ tβ + si(f)⊗ tsiβ)g ⊗ tγ) = D
#
i (fg ⊗ tβ+γ + si(f)g ⊗ tsiβ+γ)
=
fg
1− eαi
⊗ tβ+γ −
eαisi(fg)
1− eαi
⊗ tsiβ+siγ
+
si(f)g
1− eαi
⊗ tsiβ+γ −
eαifsi(g)
1− eαi
⊗ tβ+siγ
= (f ⊗ tβ + si(f)⊗ tsiβ)(
g
1 − eαi
⊗ tγ −
eαisi(g)
1− eαi
⊗ tsiγ)
= (f ⊗ tβ + si(f)⊗ tsiβ)D
#
i (g ⊗ tγ).
This completes the proof.
Lemma 2.6. Let ξ, ξ′ ∈ C be so that D#i (ξ) = ξ for every i ∈ I. Then, we have
D#0 (ξξ
′) = ξD#0 (ξ
′).
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Proof. By Corollary 2.4, we deduce wξw−1 = ξ ∈ A for every w ∈ W . In
particular, we have sϑξsϑ = ξ.
Therefore, it suffices to prove
D#0 ((f ⊗ tβ + sϑ(f)⊗ tsϑβ)g ⊗ tγ) = (f ⊗ tβ + sϑ(f)⊗ tsϑβ)D
#
0 (g ⊗ tγ)
for every f, g ∈ C(P ) and β, γ ∈ Q∨. We derive as:
D#0 ((f ⊗ tβ + sϑ(f)⊗ tsϑβ)g ⊗ tγ) = D
#
0 (fg ⊗ tβ+γ + sϑ(f)g ⊗ tsϑβ+γ)
=
fg
1− e−ϑ
⊗ tβ+γ −
e−ϑsϑ(fg)
1− e−ϑ
⊗ tsϑβ+sϑ(γ−ϑ∨)
+
sϑ(f)g
1− e−ϑ
⊗ tsϑβ+γ −
e−ϑfsϑ(g)
1− e−ϑ
⊗ tβ+sϑ(γ−ϑ∨)
= (f ⊗ tβ + sϑ(f)⊗ tsϑβ)D
#
0 (g ⊗ tγ).
This completes the proof.
Theorem 2.7. For each β ∈ Q∨< and i ∈ Iaf , we have
Di([OGrβ ]⊙ ξ) = [OGrβ ]⊙Di(ξ) ξ ∈ KH(Gr).
Proof. By construction, we have
π∗([OGrβ ]) = DtβDw0 = DiDtβDw0 i ∈ I,
where the second identity follows from ℓ(tβ) = ℓ(sitβ) + 1. By Proposition 2.3,
we deduce that r∗([OGrβ ]) satisfies the D
#
i -invariance for each i ∈ I. Therefore,
Corollaries 2.5 and 2.6 imply the result.
Corollary 2.8. For β ∈ Q∨< and i ∈ Iaf , we have Di = t−β ◦Di ◦tβ. In partic-
ular, we have a natural extension of the H-action from KH(Gr) to KH(Gr)loc.
Proof. The first assertion is a direct consequence of Theorem 2.7. As we have
KH(Gr)loc = KH(Gr)[tβ | β ∈ Q∨<], the latter assertion follows.
2.3 Inclusion as H-modules
Lemma 2.9. Let i ∈ Iaf . For each w ∈W
−
af , we have
Di([OGrw ]) =
{
[OGrsiw ] (siw >
∞
2
w)
[OGrw ] (siw <∞2 w)
.
Proof. By Theorem 1.8 and Corollary 2.8, we can replace [OGrw ] with [OGrwtβ ]
for β ∈ Q∨ so that 〈β,̟i〉 ≪ 0 for all i ∈ I. Therefore, the assertion is a
rephrasement of Theorem 1.5 and Theorem 1.6 as siw >∞2 w is equivalent to
siwtβ > wtβ (see (1.1)).
Lemma 2.10. The vector space KH(Gr)loc is a cyclic module with respect to
the action of H ⊗ C[tγ | γ ∈ Q∨] with its cyclic vector [OGr0 ].
Proof. By construction, it suffices to find every {[OGrβ ]}β∈Q∨ in the linear span
ofH ·{tγ⊙ [OGr0 ]}γ∈Q∨. This follows from a repeated application of the actions
of {Di}i∈Iaf and Theorem 1.8 (cf. [21, Theorem 4.6]).
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Corollary 2.11. An endomorphism ψ of KH(Gr)loc as a H ⊗ C[tγ | γ ∈ Q∨]-
module is completely determined by the image of [OGr0 ]. ✷
Proposition 2.12. By sending [OGr0 ] 7→ [OQG(e)], we have a unique injective
H-module morphism
KH(Gr)loc →֒ KH(Q
rat
G )
so that twisting by tβ corresponds to the right action of β ∈ Q∨. This map
particularly gives
[OGrutβ ] 7→ [OQG(utβ)] u ∈ W,β ∈ Q
∨
<.
Proof. The comparison of the Di-actions on the basis elements in Lemma 2.9
and Theorem 1.12 implies that we indeed obtain a H-module inclusion, by
enhancing the assignment [OGrutβ ] 7→ [OQG(utβ)] for u ∈W,β ∈ Q
∨
< into a CP -
module homomorphism. We know the actions of tβ and β on the both sides
by Theorem 1.8 and Theorem 1.11, that coincide on elements that generates
KH(Gr)loc by the actions of CP and {tβ}β∈Q∨. Hence, we deduce a H-module
embedding KH(Gr)loc →֒ KH(QratG ) that intertwines the tβ-action to the right
β-action. Such an embedding must be unique by Corollary 2.11.
2.4 Proof of Theorem 2.1
This subsection is entirely devoted to the proof of Theorem 2.1. The embedding
part of Theorem 2.1 is already proved in Proposition 2.12.
Let i ∈ I. We have an endomorphism Ξ(−̟i) of KH(QratG ) that commutes
with the right Q∨-action and the left H-action. By Lemma 1.14, the image
of [OQG(e)] under Ξ(−̟i) belongs to the image of KH(Gr)loc. In particular,
Ξ(−̟i) induces an endomorphism of KH(Gr)loc.
In order to identify the endomorphisms hi⊙ and Hi, it suffices to compare
some linear combination with the well-understood element, namely id. There-
fore, we compare the endomorphisms of KH(Gr)loc (as CP -modules) induced
by
Θi := e
−̟i(id− hi⊙)
and
Ξ(−̟i) = e
−̟i(id−Hi).
The both endomorphisms send [OGr0 ] to
e−̟i([OGrβ ]− [OGrsitβ ])⊙ [OGrtβ ]
−1 (β ∈ Q∨<)
by Proposition 2.12, Lemma 1.9, and Lemma 1.14.
We prove that the both of Θi and Ξ(−̟i) commute with the H ⊗ C[tγ |
γ ∈ Q∨]-action. It is Theorem 1.13 for Ξ(−̟i). Hence, we concentrate on the
action of Θi.
The action of Θi commutes with CP ⊗ C[tγ | γ ∈ Q∨] as (KH(Gr)loc,⊙) is
a commutative ring. Thus, Corollaries 2.5 and 2.6 (and Theorem 2.7) reduces
the problem to
Dj(e
−̟i([OGrβ ]− [OGrsitβ ])) = e
−̟i([OGrβ ]− [OGrsitβ ]) j ∈ I, β ∈ Q
∨
<.
16
If j 6= i, then we have sjsitβ < sitβ and sjtβ < tβ . Moreover, we have
Dj(e
−̟i) = e−̟i . It follows that
Dj(e
−̟i([OGrβ ]− [OGrsitβ ])) = e
−̟iDj([OGrβ ]− [OGrsitβ ])
= e−̟i([OGrβ ]− [OGrsitβ ]).
If j = i, then we compute as
Di(e
−̟i([OGrβ ]− [OGrsitβ ])) =e
−̟i+αiDi([OGrβ ]− [OGrsitβ ])
+
e−̟i − e−̟i+αi
1− eαi
([OGrβ ]− [OGrsitβ ])
=e−̟i+αi([OGrβ ]− [OGrtβ ])
+ e−̟i([OGrβ ]− [OGrsitβ ])
=e−̟i([OGrβ ]− [OGrsitβ ]).
Hence, Θi defines an endomorphism of KH(Gr) that commutes with the H ⊗
C[tγ | γ ∈ Q∨]-action.
Therefore, Corollary 2.11 guarantees Θi = Ξ(−̟i) ∈ End(KH(Gr)loc).
From this, we also deduce hi⊙ = Hi ∈ End(KH(Gr)loc) as required.
3 Relation with quantum K-group
We continue to work in the setting of the previous section.
Theorem 3.1. We have a CP -module isomorphism
Ψ : qKH(B)loc
∼=
−→ KH(Q
rat
G ),
that sends [OB] to [OQG(e)], quantum product of a line bundle OB(−̟i) (i ∈ I)
to the tensor product of OQratG (−̟i), and the multiplication by Q
β to the right
multiplication of β for each β ∈ Q∨.
Proof. Combine Theorem 3.10 and Theorem 1.19 (cf. Theorem 1.18).
Corollary 3.2. We have a natural ring embedding
Ψ−1 ◦ Φ : KH(Gr)loc →֒ qKH(B)loc,
so that the numerical equalities predicted in [28] hold.
Proof. For the first assertion, combine Theorem 2.1 and Theorem 3.1 to obtain
the map Ψ−1 ◦ Φ, that has dense image. Note that the both sides are rings
and the identity [OGr0 ] goes to the identity [OB]. The map Ψ
−1 ◦ Φ commutes
with the natural Q∨-actions given by tγ and Q
γ for each γ ∈ Q∨. More-
over, the action of Θi (see §2.4) and the quantum multiplication by [OB(−̟i)]
corresponds for each i ∈ I (by Theorem 2.1 and Theorem 3.1). Therefore,
the ⊙-multiplication by the element hi and ⋆-multiplication by [OB(si)] =
([OB] − e̟i [OB(−̟i)]) coincide for each i ∈ I. Since the ring KH(Gr)loc is
generated by {hi}i∈I up to the CP -action and {tγ}γ-action (Remark 2.2), we
conclude that Ψ−1 ◦ Φ is a ring embedding.
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For the second assertion, note that the combination of Proposition 2.12 and
Theorem 4.1 asserts that
Ψ−1 ◦ Φ([OGrwtβ ]⊙ [OGrtβ ]
−1) = [OB(w)] w ∈W
for some β ∈ Q∨<. Therefore, we deduce [28, Conjecture 2] by the fact that hi
corresponds to [OB(si)] ⋆ for each i ∈ I (and they commute with the natural
CP ×Q∨-action). Hence [28, Conjecture 1] also holds as required.
In view of [28], we obtain another proof of the finiteness of quantum K-
theory of B originally proved in Anderson-Chen-Tseng [1, 2]. We reproduce the
reasoning here for the sake of reference:
Corollary 3.3 (Anderson-Chen-Tseng [1, 2]). For each w, v ∈W , we have
[OB(w)] ⋆ [OB(v)] ∈
⊕
β∈Q∨+,u∈W
CP [OB(u)]Q
β .
In other words, the multiplication rule of qKG(B) is finite.
Remark 3.4. Our proof of Corollary 3.3 itself depends on Theorem 1.19 due to
Anderson-Chen-Tseng [2]. However, this last part of the derivation has different
flavor from their strategy.
Proof of Corollary 3.3 due to Lam-Li-Mihalcea-Shimozono [28]. By Corollary 3.2
(cf. Theorem 1.8), the assertion follows from
[OGrβ ]⊙ [OGrγ ] ∈
⊕
κ∈Q∨
CP [OGrκ ] ∀β, γ ∈ Q
∨.
By definition, this is a product inside the ring C that has {[OGrκ ]}κ as its CP -
basis (Theorem 1.7). Hence, the assertion follows.
3.1 Quasi-map spaces
Here we recall basics of quasi-map spaces from [13, 10].
We have W -equivariant isomorphisms H2(B,Z) ∼= P and H2(B,Z) ∼= Q∨.
This identifies the (integral points of the) nef cone of B with P+ ⊂ P and the
effective cone of B with Q∨+. A quasi-map (f,D) is a map f : P
1 → B together
with a Π∨-colored effective divisor
D =
∑
α∈Π∨,x∈P1(C)
mx(α
∨)α∨ ⊗ (x) ∈ Q∨ ⊗Z Div P
1 with mx(α
∨) ∈ Z≥0.
We call D the defect of the quasi-map (f,D). Here we define the degree of the
defect by
|D| :=
∑
α∈Π∨,x∈P1(C)
mx(α
∨)α∨ ∈ Q∨+.
For each β ∈ Q∨+, we set
Q(B, β) := {f : P1 → X | quasi-map s.t. f∗[P
1] + |D| = β},
where f∗[P
1] is the class of the image of P1 multiplied by the degree of P1 → Im f .
We denote Q(B, β) by Q(β) in case there is no danger of confusion.
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Definition 3.5 (Drinfeld-Plu¨cker data). Consider a collection L = {(ψλ,Lλ)}λ∈P+
of inclusions ψλ : Lλ →֒ L(λ)⊗C OP1 of line bundles L
λ over P1. The data L is
called a Drinfeld-Plu¨cker data (DP-data) if the canonical inclusion of G-modules
ηλ,µ : L(λ+ µ) →֒ L(λ)⊗ L(µ)
induces an isomorphism
ηλ,µ ⊗ id : ψλ+µ(L
λ+µ)
∼=
−→ ψλ(L
λ)⊗O
P1
ψµ(L
µ)
for every λ, µ ∈ P+.
Theorem 3.6 (Drinfeld, see Finkelberg-Mirkovic´ [13]). The variety Q(β) is
isomorphic to the variety formed by isomorphism classes of the DP-data L =
{(ψλ,Lλ)}λ∈P+ such that deg L
λ = −〈β, λ〉. In particular, Q(β) is irreducible.
For each w ∈ W , let Q(β,w) ⊂ Q(β) be the closure of the set formed by
quasi-maps that are defined at z = 0, and their values at z = 0 are contained
in B(w) ⊂ B. (Hence, we have Q(β) = Q(β, e).) If Q(β,w) 6= ∅, then we have
dim Q(β,w) = 2 〈β, ρ〉+ dim B(w) (3.1)
by [13, Proposition 3.5], and the intersection of Q(β) ∩O(w) ⊂ Q(β,w) is open
dense. In view of Theorem 1.11 and [13, Lemma 8.5.2], this further implies that
the intersection of Q(β) with I-orbits of QratG preserves codimensions (if they
have non-empty intersection; see also [22]).
For each λ ∈ P and w ∈W , we have a G-equivariant line bundle OQ(β,w)(λ)
obtained by the (tensor product of the) pull-backs OQ(β,w)(̟i) of the i-th O(1)
via the embedding
Q(β,w) →֒
∏
i∈I
P(L(̟i)
∗ ⊗C C[z]≤〈β,̟i〉), (3.2)
for each β ∈ Q∨+. Using this, we set
χ(Q(β,w),OQ(λ)) :=
∑
i≥0
gchHi(Q(β,w),OQ(β,w)(λ)) ∈ C[P ][q
−1] β ∈ Q∨, λ ∈ P+,
where the grading q is understood to count the degree of z detected by the
Gm-action. Here we understand that χ(Q(β,w),OQ(β,w)(λ)) = 0 if β 6∈ Q
∨
+.
We have embeddings B ⊂ Q(β) ⊂ QG(e) so that the line bundles O(λ)
(λ ∈ P ) corresponds to each other by restrictions ([6, 21, 23]).
3.2 Quantum J-functions and generating functions
In this subsection, we reformulate results provided in Givental-Lee [17] and
Braverman-Finkelberg [5]. Hence, the both “theorems” in this subsection are
understood as blends of their results, and their “proofs” are just explanations
on how they work.
Theorem 3.7. For each β ∈ Q∨+, it holds:
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1. the composition of maps
CP [[q]][[Q∨+]]
∼= KG(B)[[q]][[Q
∨
+]] ⊂ KH(B)[[q]][[Q
∨
+]]
sends an element J ′(Q, q) to J(Q, q);
2. for each λ ∈ P , we have an identity in CP [q−1][[Q∨+]]:
Dw0(J
′(Qqλ, q)ew0λJ ′(Q, q−1)) =
∑
β∈Q∨+
χ(Q(β),OQ(λ))Q
β ,
where we understand that Qqλ sends Qβ to Qβq−〈β,λ〉 for each λ ∈ P .
Proof. For the first assertion, it is actually J ′(Q, q) that is calculated as the
graded character of the ring of regular function of Zastava spaces in [5, 7]. A
brief explanation can be found in [5, §1.3]. In view of this, the second assertion
follows by the argument from [17, §2.2].
For ~n = (n1, . . . , nr) ∈ Zr≥0, we set x
~n := xn11 · · ·x
nr
r . For λ ∈ P , we set
λ[~n] := λ−
∑r
i=1 ni̟i.
Theorem 3.8. For each
∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(q)x
~nQβ ∈ CP [q±1, x1, . . . , xr][[Q∨+]]
so that
∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(q)
 r∏
j=1
(p−1i q
Qi∂Qi )ni
QβJ(Q, q) = 0, (3.3)
we have the following equalities:∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(q)q
−〈β,λ[~n]〉χ(Q(γ − β),OQ(λ[~n])) = 0 λ ∈ P+, γ ∈ Q
∨
+.
Proof. The assertion is [17, §4.2] (see also [6, Lemma 5] and [7, §5]), that employs
the localization theorem applied to the graph spaces with no marked points (we
refer to §4.1 for notation).
Here we demonstrate an alternative proof (it depends on the argument in
the previous paragraph through Theorem 3.7, though). We can substitute Q
with Qqλ in (3.3) multiplied with ew0λ. By factoring out the effect of additional
powers of q coming from qQi∂Qi ’s, we derive a formula∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(q)⊗R(G)[q±1] q
−〈β,λ[~n]〉QβJ ′(Qqλ[~n], q)ew0(λ[~n]) = 0.
Applying Theorem 3.7 2), we conclude the desired equation.
3.3 Identification of defining equations
Proposition 3.9. For each λ ∈ P , we have
lim
β→∞
χ(Q(β),OQ(β)(λ)) = gchH
0(QG(e),OQG(e)(λ)) ∈ C[P ][[q
−1]]. (3.4)
Moreover, we have
H>0(QG(e),OQG(e)(λ)) = {0}.
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Proof. The limit in (3.4) exists, and it gives the character of the (dual of the)
global Weyl module by [6, §4.2] and [7] (here we use Theorem 3.7 2)).
Theorem 3.10. We have a well-defined CP -linear isomorphism
Ψ : qKH(B)loc −→ KH(Q
rat
G )
that sends [OB] to [OQG(e)], the quantum multiplication by ai to the endomor-
phism Ξ(−̟i) (i ∈ I), and the multiplication by Q
β to the right multiplication
β for each β ∈ Q∨.
Proof. By Theorem 1.16, it suffices to start from
f =
∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(q)x
~nQβ ∈ AnnCP [q±1,x1,...,xr][[Q∨+]] J(Q, q)
(where xi acts on J(Q, q) as p
−1
i q
Qi∂Qi for each i ∈ I) and find the corresponding
relation in KH(Q
rat
G ). By Theorem 3.8, the equation
f(q, p−11 q
Q1∂Q1 , . . . , p−1r q
Qr∂Qr , Q)J(Q, q) = 0
implies∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(q)q
−〈β,λ[~n]〉χ(Q(γ − β),OQ(γ−β)(λ[~n])) = 0 λ ∈ P+, γ ∈ Q
∨
+.
By Proposition 3.9 and [23, Proposition D.1], this further implies∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(q)gchH
0(Q(tβ),OQ(tβ)(λ[~n])) = 0 λ ∈ P+.
Taking [23, Corollary 5.9] into account (and the fact that ourK-group intersects
with the dense subset of the K-group in [23, §6]), we derive
∑
β∈Q∨+,~n∈Z
r
≥0
fβ,~n(1)[OQ(tβ)(−
r∑
i=1
ni̟i)] = 0 ∈ KH(Q
rat
G ).
This induces a CP -linear map Ψ : qKH(B)loc −→ KH(QratG ) that sends [OB] to
[OQG(e)], and the multiplication by Q
β to the right multiplication by β for each
β ∈ Q∨. In Theorem 3.7 2), the multiplication by p−1i q
Qi∂Qi on the first factor
J ′(Qqλ, q) results in the line bundle twist by OQ(β)(−̟i). Hence, it corresponds
to the line bundle twist by OQG(e)(−̟i) in KH(Q
rat
G ). In view of Theorem 1.16
(and the definition of the shift operators), the quantum multiplication by ai
becomes the endomorphism Ξ(−̟i) (i ∈ I) via Ψ.
AsKH(Q
rat
G ) is topologically generated by [OQ(e)(λ)] (λ ∈ P+) with the CP -
multiplications and the translations (by the definition of the K-group [23, §6]),
the map Ψ must be surjective. It must be injective as the both sides are free
modules of rank |W | over the commutative ring CP ⊗ (CQ∨⊗CQ∨+ C[[Q
∨
+]]).
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4 Identification of the bases
Keep the setting of the previous sections. We prove the following result in order
to complete the proof of Corollary 3.2.
Theorem 4.1. The map Ψ constructed in Theorem 3.1 restricts to an isomor-
phism qKH(B) ∼= KH(QG(e)), and we have
Ψ([OB(w)]) = [OQ(w)] w ∈ W.
4.1 Graph and map spaces and their line bundles
For each non-negative integer n and β ∈ Q∨+, we set GBn,β to be the space of
stable maps of genus zero curves with n-parked points to (P1 × B) of bidegree
(1, β), that is also called the graph space of B. A point of GBn,β is a genus
zero curve C with n-marked points, together with a map to P1 of degree one.
Hence, we have a unique P1-component of C that maps isomorphically onto
P1. We call this component the main component of C and denote it by C0.
The space GBn,β is a normal projective variety by [14, Theorem 2] that have
at worst quotient singularities arising from the automorphism of curves. The
natural (H × Gm)-action on (P1 × B) induces a natural (H × Gm)-action on
GBn,β . Moreover, GB0,β has only finitely many isolated (H ×Gm)-fixed points,
and thus we can apply the formalism of Atiyah-Bott-Lefschetz localization (cf.
[17, p200L26] and [6, Proof of Lemma 5]).
We have a morphism πn,β : GBn,β → Q(β) that factors through GB0,β
(Givental’s main lemma [18]; see [10, §8] and [14, §1.3]). Let e˜vj : GBn,β →
P1 × B (1 ≤ j ≤ n) be the evaluation at the j-th marked point, and let
evj : GBn,β → B be its composition with the second projection.
Theorem 4.2 (Braverman-Finkelberg [5, 6, 7]). The morphism π0,β is a ratio-
nal resolution of singularities. ✷
Since Q(β) is irreducible (Theorem 3.6), Theorem 4.2 asserts that GBn,β is
irreducible (as a special feature of flag varieties, see [14, §1.2]).
For each λ ∈ P , we have a line bundle OGBn,β (λ) := π
∗
n,βOQ(β)(λ). For a
(H ×Gm)-equivariant sheaf on a projective (H ×Gm)-variety X , let χ(X ,F) ∈
CP [q, q−1] denote its Euler-Poincare´ characteristic (that enhances the element
χ(Q(β,w),OQ(β,w)(λ)) defined in §3.1).
4.2 Cohomology calculation
Let GB♭2,β denote the subvariety of GB2,β so that the first marked point projects
to 0 ∈ P1, and the second marked point projects to ∞ ∈ P1 through the projec-
tion of quasi-stable curves C to the main component C0 ∼= P1. Let us denote
the restriction of evi (i = 1, 2) to GB
♭
2,β by the same letter. By Theorem 4.2,
GB
♭
2,β also gives a resolution of singularities of Q(β). Let OGB♭2,β
(λ) denote the
restriction of OGB2,β (λ) to GB
♭
2,β for each λ ∈ P .
Note that the evaluation ev1 : GB
♭
2,β → B is homogeneous with respect to
the G-action. It follows that ev1 is a submersion. In particular, ev
−1
1 (B(w)) ⊂
GB
♭
2,β is normal and has rational singularities (that we denote by X(β,w)) for
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each w ∈W . The map π2,β restricts to a (B×Gm)-equivariant birational proper
map
πβ,w : X(β,w)→ Q(β,w)
by inspection.
For i ∈ I, we set Ei to be the prime divisor of Q(β) corresponding to the
closed subset whose points have defect of color αi at some point in P
1. We
set E :=
∑
i∈IEi. Its proper pullback E to X(β, e) consists of the sum of the
boundary components of X(β, e) = GB♭2,β with their multiplicity one (or zero).
The following result is essentially due to Braverman-Finkelberg:
Theorem 4.3 (Braverman-Finkelberg [5] §5, cf. [2] §2.1). We have
ωQ(β)(E) ∼= OQ(β)(−2ρ).
Moreover, we have
π∗β,eωQ(β)(R1)
∼= ωX(β,e),
for a sum R1 of exceptional divisors with non-negative integer coefficients.
Proof. Braverman-Finkelberg [5, §5] asserts that the canonical bundle of the
Zastava space Z(β) twisted by E is trivial. It carries the B-action and the its
inflation to G is isomorphic to the open dense subset Q of Q(β) whose point have
no defect at 0. In other words, the canonical sheaf on Q ∼= G×B Z(β) (twisted
by the inflation of E) is the pullback of that of G/B, that is OQ(−2ρ). Since
Q ⊂ Q(β) have codimension two complement and Q(β) is normal ([6, §2.4]), we
conclude the first assertion. The discrepancy of ωQ(β) along π0,β can be read-off
from [5, §5] since the image of each boundary divisor of GB0,β is not contained
in Q(β) \ Q (as the boundary divisor contains a parameter corresponding to
the coordinate of P1 obtained as the image of a non-main component of the
quasi-stable curve C). The map X(β, e) → GB0,β is a birational proper map
between smooth manifolds. It yields non-negative integer as its discrepancy (cf.
[24, §2.3]). Hence, we obtain the second assertion.
Theorem 4.4 ([22] Theorem B, Corollary C, Corollary 4.15). For each w ∈W
and β ∈ Q∨+, we have:
1. The variety Q(β,w) is normal;
2. We have H>0(Q(β,w),OQ(β,w)(λ)) = {0} for each λ ∈ P+;
3. For β′ ∈ Q∨+ such that β < β
′ and λ ∈ P+, the natural restriction map
H0(Q(β′, w),OQ(β′,w)(λ)) −→ H
0(Q(β,w),OQ(β,w)(λ))
is surjective;
4. Let i ∈ I so that siw < w. The inflation map πi : Pi ×
B Q(β,w) →
Q(β, siw) satisfies R
>0(πi)∗OPi×BQ(β,w) = {0} and (πi)∗OPi×BQ(β,w)
∼=
OQ(β,siw).
Corollary 4.5. For each w ∈ W and β ∈ Q∨, the variety Q(β,w) admits
rational singularities. In particular, Q(β,w) is Cohen-Macauley.
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Proof. Applying the Stein factorization and Theorem 4.4 1) to X(β,w) →
Q(β,w), we deduce OQ(β,w) ∼= (πβ,w)∗OQ(β,w).
We first consider the case w = w0. We have a commutative diagram (by
G×B X(β,w0) ∼= X(β, e)):
X(β, e)
f
ww♣♣♣
♣♣
♣♣
♣♣
♣♣ g
##❍
❍❍
❍❍
❍❍
❍❍
G×B Q(β,w0)
ξ // Q(β)
.
The exceptional locus of ξ arises as the (inflation of the) B-stable divisor in
Q(β,w0) corresponding to quasi-maps with defects at 0 ∈ P
1. In view of the
embedding Q(β,w0) ⊂ QG(w0) and Theorem 1.11 (see also (3.1) and discussion
around there), we deduce that an irreducible components of such a divisor is of
the form Q(β′, w′) for some w′ ∈ W,β′ ∈ Q∨+. Here, [32, §4.2] asserts that we
have γ ∈ ∆+ so that
β′ = β − γ∨, w′ = sγw0.
Let us consider the set Y of quasimaps ψ : P1 → B so that ψ(0) ∈ B(w0),
ψ(∞) ∈ OB(sγw0)H , and ψ([P1]) ≤ γ∨ ∈ H2(B,Z). An element of Y cannot
be Gm-fixed in Q(γ
∨) since it cannot be constant. By the action of the one-
parameter subgroup of I corresponding to the root γ + δ, we can explicitly
construct such a map, and hence Y is not empty. In addition, we have an Gm-
action on Y without fixed point, that means dim Y ≥ 1. Note that we can move
ψ(∞) by the action of B (inside OB(sγw0), that has dimension dimB(sγw0)).
Moreover, we have dim Q(γ∨, w0) = dimB(sγw0) + 1 by (3.1). It follows that
BY must define a Zariski open subset of an irreducible variety Q(γ∨, w0), and
dim Y = 1. Hence, Y must be a disjoint union of finitely many single Gm-orbits.
By the B-action, the number of connected components of Y is the degree of
f along the generic point of Q(β′, w′) ⊂ Q(β,w). Since g has connected fiber
by the Stein factorization, so is f . In particular, we conclude Y ∼= Gm, and
hence ψ is unique (up to automorphism). The uniqueness of ψ ensures that f is
an isomorphism along the (generic point of the) exceptional locus of ξ. Hence,
the discrepancy of f is that of g minus the contribution from the exceptional
locus of ξ. As the discrepancy of g is strictly positive by Theorem 4.3, so is f .
Therefore, Elkik’s criterion [9, The´ore`me 1] implies that Q(β,w0) has canonical
singularity, and hence is rational as in [5, after the proof of Lemma 5.2]. This
proves the case w = w0.
For general w, let ww0 = si1si2 . . . sik (with i1, . . . , ik ∈ I and k = ℓ(w0w))
be a reduced expression. We set
Q
′ := Pi1 ×
B · · · ×B Q(β,w0) and X
′ := Pi1 ×
B · · · ×B X(β,w0).
Then, we have:
X′
π

ξ˜ // X(β,w)
πβ,w

Q′
ξ // Q(β,w)
.
We have R>0π∗OX′ = {0} and π∗OX′ = OQ′ by the case w = w0, and we have
R>0ξ˜∗OX′ = {0} and ξ˜∗OX′ = OX(β,w) as X(β,w) has a rational singularity [24,
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Theorem 5.10]. We have R>0ξ∗OQ′ = {0} and ξ∗OQ′ = OQ(β,w) by Theorem 4.4
4). Therefore, the above commutative diagram implies R>0(πβ,w)∗OX(β,w) =
{0} and (πβ,w)∗OX(β,w) = OQ(β,w). This implies that Q(β,w) admits a rational
singularity with its resolution X′ → Q(β,w). Hence, Q(β,w) is also Cohen-
Macauley [24, Theorem 5.10] as desired.
Corollary 4.6. Let λ ∈ P+. For each w ∈W and β ∈ Q∨, we have
H>0(X(β,w),OX(β,w)(λ)) = {0}.
Proof. Apply [24, Theorem 5.10] to Theorem 4.4 2).
Proposition 4.7. Let w ∈ W and λ ∈ P+. We have
lim
β→∞
χ(X(β,w),OX(β,w)(λ)) = gchH
0(QG(w),OQG(w)(λ)).
Proof. By Corollary 4.6, we have
χ(X(β,w),OX(β,w)(λ)) = gchH
0(X(β,w),OX(β,w)(λ))
for every β ∈ Q∨+.
By Corollary 4.5, we deduce
H0(X(β,w),OX(β,w)(λ)) = H
0(Q(β,w),OQ(β,w)(λ))
for every λ ∈ P+ and β ∈ Q∨+.
By Theorem 4.4 2), we have
lim
β→∞
χ(X(β,w),OX(β,w)(λ)) = lim
β→∞
χ(Q(β,w),OQ(β,w)(λ)) λ ∈ P+
and it is uniquely determined by Theorem 4.4 3). In addition, the comparison
of Theorem 4.4 3) with [21, Theorem 4.12] implies
lim
β→∞
χ(Q(β,w),OQ(β,w)(λ)) = gchH
0(QG(w),OQG(w)(λ)) λ ∈ P+.
Combining these implies the desired equality.
4.3 Proof of Theorem 4.1
The whole of this subsection is devoted to the proof of Theorem 4.1. In this
subsection, ⊗ is understood to be ⊗OZ , where Z is the variety we are consider-
ing.
By the proof of Theorem 3.10 and the properties of ⋆-products ofH-equivariant
quantum K-theory (see §1.5), qKH(B) is the subspace of qKH(B)loc (topologi-
cally) generated by CP , Q∨+, and [OB(±̟i)] ⋆ (i ∈ I). As each of them (trans-
ferred by Ψ) preserves KH(QG(e)) and Ψ([OB]) = [OQG(e)], we deduce that Ψ
embeds qKH(B) into KH(QG(e)).
In view of the definition of our shift operators (1.5) and the proof of Theorem
3.10, the map Ψ is obtained through the functional limβ→∞ F
λ
β (•) on λ ∈ P+:∑
β∈Q∨+
Fλβ (•)Q
β :=
∑
β∈Q∨+
χ(GB♭2,β,OGB♭2,β
(λ)⊗ ev∗1(•)⊗ ev
∗
2(OB))Q
β
= χ(T (
∏
i∈I
Ai(q)
−〈α∨i ,λ〉(•)) · T ([OB]))
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(where the second equality is a reformulation of [20, Proposition 2.13]) that
enhances∑
β∈Q∨+
Fλβ ([OB])Q
β =
∑
β∈Q∨+
χ(GB♭2,β ,OGB♭2,β (λ) ⊗ ev
∗
1(OB)⊗ ev
∗
2(OB))Q
β
=
∑
β∈Q∨+
χ(Q(β),OQ(β)(λ))Q
β = Dw0(J
′(Qqλ, q)ew0λJ ′(Q, q−1)),
as it commutes with the CP -action and the CQ∨-action, and intertwines the
shift operator Ai(q) with the line bundle twist by OGB♭2,β
(−̟i) for each i ∈ I.
We have
lim
β→∞
χ(X(β,w),OX(β,w)(λ)) = gchH
0(QG(w),OQG(β,w)(λ))
for each λ ∈ P+ by Proposition 4.7.
Thus, we have
lim
β→∞
Fλβ ([OB(w)]) = lim
β→∞
χ(GB♭2,β ,OGB♭2,β
(λ) ⊗ ev∗1(OB(w))⊗ ev
∗
2(OB))
= lim
β→∞
χ(GB♭2,β ,OGB♭2,β (λ) ⊗ ev
∗
1(OB(w))) (4.1)
= lim
β→∞
χ(X(β,w),OX(β,w)(λ)) = gchH
0(Q(w),OQ(w)(λ))
for each λ ∈ P+ and w ∈W .
Therefore, we conclude
Ψ([OB(w)]) = [OQG(w)] w ∈W.
This proves the second assertion. By examining the CP -bases between qKH(B)
and KH(QG(e)), we also deduce ImΨ = KH(QG(e)). These complete the
proofs of all the assertions.
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