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Abstract
The aim of this paper is to bring together the work done several
years ago by M.A. Fiol and the other authors to formulate a
quite general mathematical model for a kind of permutation
networks known as dynamic memories. A dynamic memory is
constituted by an array of cells, each storing one datum, and
an interconnection network between the cells that allows the
constant circulation of the stored data. The objective is to
design the interconnection network in order to have short access
time and a simple memory control. We review how most of
the proposals of dynamic memories that have appeared in the
literature ﬁt in this general model, and how it can be used to
design new structures with good access properties. Moreover,
using the idea of projecting a digraph onto a de Bruijn digraph,
we propose new structures for dynamic memories with vectorial
capabilities. Some of these new proposals are based on iterated
line digraphs, which have been widely and successfully used by
M.A. Fiol and his coauthors to solve many diﬀerent problems
in graph theory.
1 Introduction
A dynamic memory is constituted by an array of cells, each storing one
datum, and an interconnection network between the cells that allows the
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movement of the data from a cell to a neighboring one at time-unit inter-
vals. The result of all these data transfers during such an interval is called
a memory transformation and it is a permutation of the contents of the
memory. Because of the network topology (each cell is connected to a re-
duced number of neighboring ones), only a small number of these memory
transformations are available at each time-unit interval.
Therefore, in a dynamic memory we must distinguish between the phys-
ical address of a datum, which is its current physical location, and its logical
address which can be thought of as its initial location. To access a requested
datum, it must be sent (by a suitable sequence of memory transformations)
to a speciﬁc cell, called the read/write (r/w) cell, where data can be read
or written. Hence, the control problem in a dynamic memory consists of
the following two steps:
(a) To ﬁnd the physical address of the requested datum from its logical
address and some additional information about the memory transfor-
mations that have been applied to the memory.
(b) To determine an optimal sequence of memory transformations that
route the datum to the r/w cell.
Stone [20, 21] was the ﬁrst author to propose a general model for dy-
namic memories. Since then, there have been many diﬀerent proposals:
Aho and Ullman [1], Iyer and Sinclair [11, 12], Kluge [13], Lenfant [15],
Morris, Valiere III and Wisniewski [16], Wong and Tang [23], and the au-
thors [5, 6, 7, 8, 9, 18, 19, 24].
In our formulation, the interconnection network of the dynamic mem-
ory is modeled by a δ-regular strongly connected digraph D in which the
vertices represent the storing cells and the arcs the links between them.
We refer to [3] for the standard concepts on digraphs. The memory trans-
formations correspond to a decomposition into permutations of D in the
following sense. A decomposition into permutations [5] of a δ-regular di-
graph D is a set {γi; 0 ≤ i ≤ δ − 1} of δ permutations of the vertices of D
that satisﬁes:
γi(x) is a vertex adjacent from x; γi(x) = γj(x) for i = j. (1)
It is easily shown that any δ-regular digraph can be decomposed (usually in
several ways) into permutations. Note that such a decomposition associates
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a permutation to every arc of D: (x, y) !→ γi if γi(x) = y, which is actually
an (arc-)coloring of D, since diﬀerent permutations (colors) are associated
to the δ arcs to and from any vertex. Conversely, given a set V together
with a set {γi; 0 ≤ i ≤ δ− 1} of permutations of V that satisfy the second
condition in (1), we can consider the δ-regular digraph (V, {γi}) that has V
as set of vertices and where, in view of the ﬁrst condition in (1), each vertex
x is adjacent to the vertices γi(x), 0 ≤ i ≤ δ − 1. As it is seen in the next
section, a useful way to obtain a digraph decomposed into permutations
consists in identifying its vertex set V with the set of elements of a group
G.
2 Group of permutations of a decomposition
We recall that given two groups G and H together with an homomorphism
of H into the set of automorphisms of G, Π: H −→ Aut G, Π(h) = πh,
the (external ) semidirect product G  H is the group with set of elements
{(g, h); g ∈ G,h ∈ H} and composition rule
(g1, h1)  (g2, h2) = (g1πh1(g2), h1h2). (2)
It coincides with the direct product G × H if and only if Π = 0, that
is, when Π(h) is always the identity. In this paper H will already be a
subgroup of Aut G so that, with Π the canonical embedding, (2) becomes
(g1, π1)  (g2, π2) = (g1π1(g2), π1π2). See for instance [17] for the standard
concepts on group theory used in this work.
In order to control a dynamic memory we need to know the structure
of the set of its diﬀerent states. This is the group generated by the memory
transformations. A useful characterization of this group can be obtained
by considering V as the set of elements of a group G, that is, each vertex
of V stands for an element of G. Then, given gi ∈ G and πi ∈ Aut G for
0 ≤ i ≤ δ − 1, we can deﬁne the permutations
γi(x) = giπi(x) ∀x ∈ V, 0 ≤ i ≤ δ − 1, (3)
and consider the digraph D = (G, {γi}) that has the decomposition into
permutations {γi; 0 ≤ i ≤ δ−1}. (The elements gi and the automorphisms
πi should be chosen in such a way that D is strongly connected.) Let Σ =
〈γ0, γ1, . . . , γδ−1〉 be the permutation group generated by γ0, γ1, . . . , γδ−1.
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To characterize Σ, let H = 〈π0, π1, . . . , πδ−1〉. We have the following result,
see [8, 9].
Theorem 1 The permutation group Σ is isomorphic to a subgroup of the
semidirect product G  H.
We can identify Σ and its image in G  H, that is, we can identify every
permutation σ ∈ Σ with the pair (g, π) ∈ G  H given by σ(x) = gπ(x).
Since the digraph D is supposed to be strongly connected, the group Σ acts
transitively. Hence, its order satisﬁes |Σ| = N, where N = |G| and  is,
for any x ∈ G, the order of the stabilizer StΣ(x) of x in Σ. For x = e, the
identity of G, the subgroup StΣ(e) consists of the elements of Σ of the form
(e, π), since (g, π)(e) = e ⇐⇒ g = e. It follows that the number of right
(or left) cosets of StΣ(e) in Σ equals N .
3 Control of the memory
At every instant, the state of the memory is completely determined by a
permutation or memory address map σ ∈ Σ, such that σ(x) is the physical
address of the datum with logical address x. Since σ(x) = gπ(x), the
memory address map σ is determined in turn by the pair g ∈ G, π ∈ H. To
obtain π we need a simulator of the group H, but g can then be deduced
from the knowledge of the logical address s of the datum which is presently
at the r/w cell w, for σ(s) = gπ(s) = w leads to g = w(π(s))−1 = wπ(s−1).
In other words, the memory acts as a simulator of the group G. Now the
physical address of a datum with logical address x is given by
σ(x) = gπ(x) = wπ(s−1)π(x) = wπ(s−1x). (4)
Reciprocally, with y = σ(x), the memory conﬁguration σ−1 which gives the
logical address of the datum in any cell y is
σ−1(y) = sπ−1(w−1y). (5)
Once the physical address y = σ(x) of the requested datum x is known,
the next problem is how to transfer it to the r/w cell w. From the con-
siderations above there are  diﬀerent permutations τ = (gτ , πτ ) ∈ Σ such
that (gτ , πτ )(y) = gτπτ (y) = w. This means gτ = w(πτ (y))
−1 = wπτ (y−1),
so that they all have the form
(wπ(y−1), π) ∈ Σ (6)
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for  appropriate choices of π ∈ H. In the digraph (G, {γi}) that models
the dynamic memory, the required path from y to w corresponds to any
factorization of one of these  permutations as a product of the γi. Of
course, in order to reduce the access time, the number of factors should be
minimized both by an adequate choice of π in (6) and when factorizing.
Besides sending the datum at y to w, it is often required that the
memory attains a given state. For instance, when accessing a block of
data its ordering should not be modiﬁed. When G is the cyclic group ZN ,
this can be accomplished whenever the choice π = ι, the identity of H, is
allowed in (6), for then the permutation applied to the memory is, using
additive notation, x !→ g + x, with g = w − y.
In the next section we review how most of the proposals of dynamic
memories that have appeared in the literature ﬁt in our general model, and
how this model can be used to design structures with optimal access time
or with good properties for sequential access. In Sections 5 and 6, using
the idea of projecting a digraph onto a de Bruijn one, we propose new
structures for dynamic memories with vectorial capabilities. Some of these
new proposals are based on iterated line digraphs.
4 Applications of the model
To illustrate the generality of the model, we now show how several known
proposals of dynamic memories ﬁt into it.
When G is a ﬁnite group generated by Δ = {a0, a1, . . . , aδ−1} and we
choose gi = ai, πi = ι, 0 ≤ i ≤ δ − 1, so that γi(x) = aix, 0 ≤ i ≤ δ − 1,
the corresponding digraph, D = (G, {γi}), which is δ-regular and strongly
connected, is the Cayley digraph D(G,Δ). Since H = {ι}, we obtain Σ  G
and so  = 1. Therefore, the corresponding dynamic memory has the least
possible number of states N = |G|, and it can be controlled with just the
information of the contents of the r/w cell w, i.e., (4) and (5) give
σ(x) = ws−1x and σ−1(y) = sw−1y. (7)
A generalization of this simple model is the following. The well-known
de Bruijn digraphs B(δ, n) are set up on the set of N = δn vertices V =
{x = x0x1 . . . xn−1; xi ∈ S}, where S is an alphabet on δ symbols, and
vertex x is adjacent to vertex y if and only if y = x1x2 . . . xn−1xn, xn ∈ S.
Given a ﬁnite group Γ of order δ generated by Δ = Γ, we can associate
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to Γ a de Bruijn digraph B(δ, n), with a decomposition into permutations
{γi}, deﬁning V (B(δ, n)) = {x = x0x1 . . . xn−1, xi ∈ Γ} and each vertex x
being adjacent to
γi(x) = x1 . . . xn−1xn, xn = aix0, (8)
through the arc [x, γi(x)] for all ai ∈ Γ. For n = 1, B(δ, 1) is just the
Cayley digraph of Γ when generated by all its elements. Thus, B(δ, n) with
the decomposition into permutations (8) may be called the n-dimensional
Cayley digraph of Γ, see [7].
It is noteworthy that the number of diﬀerent states |Σ| of a dynamic
memory modelled by these digraphs is at least nδn. Indeed, because of
the loop at vertex 00 . . . 0, there always exists a permutation γ that ﬁxes
it: γ(00 . . . 0) = 00 . . . 0. Then, the n permutations γ, γ2, . . . , γn also ﬁx
this vertex and are necessarily diﬀerent since γp(00 . . . 01) = γq(00 . . . 01)
for p = q, 1 ≤ p, q ≤ n. Thus  ≥ n and |Σ| ≥ nδn for any decomposition
into permutations of B(δ, n). We next describe a structure that attains this
bound.
In our context we can consider V as the set of elements of the direct
product G = Zδ × · · · × Zδ with n terms. If we now choose for all au-
tomorphisms πi the perfect shuﬄe permutation πi = S, 0 ≤ i ≤ δ − 1,
S(x0x1 . . . xn−1) = x1 . . . xn−1x0, and gi = 00 . . . 01, 0 ≤ i ≤ δ − 1, we ob-
tain the decomposition into permutations of the digraph (V, {γi}) = B(δ, n)
given in (8). It follows that H = 〈S〉 = Cn is the cyclic group with elements
S, S2, . . ., Sn = ι, so that |G  H| = nδn, and then |Σ| ≤ nδn because
Σ ∼= Σ′ ⊂ G  H. Being a decomposition into permutations of B(δ, n), we
necessarily have |Σ| = nδn as stated. This corresponds to Σ ∼= G  H.
The control of the memory can then be achieved with the knowledge
of the logical address s of the datum in the r/w cell w and the number
p (mod n) of shuﬄe permutations that have been applied to the memory,
see also [6]. Since each permutation γi includes a shuﬄe permutation, p
can be obtained from a cyclic register that counts modulo n the number
of permutations applied to the memory. Then (4), with π = Sp, gives
y = σ(x) = w + Sp(x− s), that is (with additive notation),
y0y1 . . . yn−1 = σ(x0x1 . . . xn−1) =
w0 + xp − sp w1 + xp+1 − sp+1 . . . wn−1 + xp+n−1 − sp+n−1 (9)
is the present position of the datum with logical address x. Once we know
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y, we can use the standard shortest path routing algorithm in B(δ, n) to
send x to the r/w cell in at most n time-unit intervals.
For δ = 2 we can write σ(x) = w⊕ Sp(s⊕ x), where ⊕ stands for com-
ponentwise addition modulo 2. This is the structure proposed by Morris,
Valiere III and Wisniewski in [16] for a memory of N = 2n cells, which is
equivalent, except for the numeration of the cells, to the one proposed by
Stone in [20, 22]. More precisely, Stone makes use of the perfect shuﬄe
(γ0) and the exchange shuﬄe (γ1) permutations, which correspond in our
formulation to π0 = π1 = S, g0 = 00 . . . 0 and g1 = 00 . . . 010. The general
case (δ = 2) described above has been studied by the authors in [6, 8].
To achieve sequential access to a block of data, Aho and Ullman pro-
posed in [1] an architecture for a dynamic memory of N = δn − 1 cells,
using a pair of transformations, that can bring any datum to the r/w cell
inO(logN) steps. Moreover, once two consecutive data have been accessed,
the rest of the block can be accessed in one step per datum. This structure
corresponds in our formulation to G = ZN , N = δ
n−1, δ ≥ 2, and permuta-
tions γ0(x) = δx (π0(x) = δx, g0 = 0) and γ1(x) = x− 1 (π1 = ι, g1 = −1).
Then H = Zn is the cyclic group with elements π0, π
2
0 , . . . , π
n
0 = ι, and
Σ  G  H. Therefore, the control of the memory requires, besides the
knowledge of the logical address of the datum in the r/w cell, the number
p (mod n) of permutations π0 applied to the memory. Then, (4) and (5)
give respectively
σ(x) = w + πp0(x− s) = w + δp(x− s); (10)
σ−1(y) = s+ πn−p0 (y − w) = s + δn−p(y −w). (11)
To transfer the datum at y to w without altering the ordering of the mem-
ory, write y−w in base δ as y−w =∑n−1k=0 rkδk =∑n−1k=0 γk0 (rk). Therefore,
the required permutation given by (6) with π = ι, (ω−y, ι) = (−(y−w), πn0 ),
can be obtained as γr01 γ0γ
r1
1 γ0 · · · γrn−11 γ0. As pointed out before, if only
cyclic permutations of the form (g, ι) are performed on the memory, the
memory address map is given by σ(x) = g + x, and the cyclic structure is
always preserved.
This structure has been slightly improved by Stone in [22] and Wong
and Tang in [23] who replace π0 by π
n−c
0 for diﬀerent values of c.
In [8, 9] it is shown how the mathematical model can also be used to
describe and study other dynamic memories based on de Bruijn digraphs
[5], [6], [16], [20], [22], the variants of the memory of Aho and Ullman
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[22], [23], the memory of Lenfant [15], together with its improved version
studied in [18], the Odd-sized memories proposed by Morris, Valiere III and
Wisniewski in [16], an optimal size memory proposed by the authors, and
other proposals of the authors suitable for sequential access.
5 Dynamic memories based on iterated line
digraphs
As it is well known, de Bruijn digraphs can be obtained by line digraph
iterations. In the iterated line digraph Ln(D) of a digraph D, each vertex
x represents a sequence x0x1 . . . xn of vertices of D such that each xj is
adjacent to xj+1 in D, and each vertex x is adjacent to the vertices of the
form x1 . . . xnxn+1. It is shown in [10] that, if D is a δ-regular digraph on
N vertices with diameter k, its iterated line digraph Ln(D) is also δ-regular
on δnN vertices and has diameter k + n. The de Bruijn digraph B(δ, n) is
just Ln−1(Fδ), where Fδ is the complete symmetric digraph on δ vertices.
Another well-know family of iterated line digraphs is the family of Kautz
digraphs K(δ, n) = Ln−1(F ∗δ ), where F
∗
δ is now the complete symmetric
digraph on δ + 1 vertices without loops. The order of K(δ, n) is δn + δn−1.
In [7] a proposal for a dynamic memory based on K(δ, n) is presented.
See also [2] for a mathematical description of the group of permutations
generated by a decomposition into permutations of a Kautz digraph.
Any iterated line digraph Ln(D) of a δ-regular digraph D decomposed
into permutations can be adequately mapped onto the de Bruijn digraph
B(δ, n). Notice ﬁrst that, if {τi; 0 ≤ i ≤ δ − 1} is a decomposition into
permutations of Fδ = B(δ, 1), the permutations
φi(j0j1 . . . jn−1) = j1 . . . jn−1τi(j0), 0 ≤ i ≤ δ − 1, (12)
where 0 ≤ jk ≤ δ − 1, form a decomposition of B(δ, n) = Ln−1(Fδ). Let
D be a strongly connected δ-regular digraph G′ with a decomposition into
permutations {βi; 0 ≤ i ≤ d − 1}, and consider its iterated line digraph
Ln(D). Every vertex x of Ln(D) corresponds to a sequence of successively
adjacent vertices of D, x0x1 . . . xn. For 0 ≤ i ≤ n− 1 let βji be the permu-
tation belonging to {βi} such that βji(xi) = xi+1. Thus, an alternative way
of representing x is x0; j0j1 . . . jn−1 since βj0(x0) = x1, βj1(x1) = x2 and
so on. Now vertex x is adjacent to the vertices y = βj0(x0); j1 . . . jn−1jn,
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0 ≤ jn ≤ δ − 1, and it is easily veriﬁed that the permutations
ψi(x0; j0j1 . . . jn−1) = βj0(x0); j1 . . . jn−1τi(j0) (13)
for 0 ≤ i ≤ δ − 1, form a decomposition into permutations of Ln(D).
Moreover, we obtain as a consequence the following result:
Proposition 2 Let Φ be the mapping of the vertex set of Ln(D) onto the
vertex set of B(δ, n) deﬁned by Φ(x0; j0j1 . . . jn−1) = j0j1 . . . jn−1. Then, Φ
is a digraph homomorphism such that Φ(ψi) = φi for all i.
Proof: If vertex x of Ln(D) is adjacent to vertex y = ψi(x), then vertex
Φ(x) is adjacent to vertex Φ(y) = Φ(ψi(x)) = φi(Φ(x)). 
The case D = B(δ, 1), that is when the mapping Φ is an homomorphism
from B(δ, n+1) onto B(δ, n), has been studied in the context of the design
of feedback shift registers by Lempel [14].
To use Ln(D) as a model for a dynamic memory with vectorial capa-
bilities, select a permutation τi of the decomposition of Fδ that ﬁxes an
element, that is, such that τi(j) = j for some j, 0 ≤ j ≤ δ−1, and consider
a digraph D of order N that has an N -length cycle. In the decomposition
into permutations of D we choose the permutation βj as the one associated
to this cycle. Then, the permutation ψi of (13) is such that
ψi(x0; jj . . . j) = βj(x0); j . . . jτi(j) = x1; jj . . . j. (14)
Let the memory be organized in such a way that it consists of δn blocks
or vectors of N words, each stored at the N cells that are mapped by the
homomorphism Φ onto a common vertex of B(δ, n). If the r/w cell w is at
x0; jj . . . j, with the routing algorithm of B(δ, n) it is possible to send one
of the data of any block to w and then, by (14), the application of ψi allows
the rest of the block to visit the r/w cell at one time-unit interval per word.
Notice also that, according to (13), the application of any permutation ψ
alters the ordering of the N words of each block as it does the permutation
βj0. Therefore, if D has a multiple ring structure with a permutation β
associated to each ring, the initial cyclic ordering of the blocks will be
preserved. Alternatively, if N read/write cells are available and they are
placed at the N cells ∗; jj . . . j, the N words of each block can be accessed
simultaneously.
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6 Vectorial dynamic memories
In this last section we will make better use of the idea of projecting a digraph
onto a de Bruijn one in order to obtain a dynamic memory with vectorial
capabilities. Let D = (V,A) be a strongly connected δ-regular digraph
with a decomposition into permutations {γi; 0 ≤ i ≤ δ − 1} that generate
a group Σ, and consider the digraph D∗ = (V ∗, A∗) where V ∗ = Zm × V
and each vertex (a, x) is adjacent to the vertices (a + 1, y) for [x, y] ∈ A.
Then, the decomposition into permutations of D leads naturally to the
decomposition into permutations of D∗ deﬁned by
γ∗i ((a, x)) = (a + 1, γi(x)), 0 ≤ i ≤ δ − 1. (15)
A consequence of this deﬁnition is that the projection
Φ : D∗ −→ D
Φ((a, x)) = x
(16)
is a digraph homomorphism that preserves the coloring, that is, it trans-
forms the permutation γ∗i of D
∗ into the permutation γi of D.
Now, let Σ∗ = 〈γ∗0 , γ∗1 , . . . , γ∗d−1〉 and suppose that D∗ is strongly con-
nected. Then, |Σ∗| = |V ∗|∗ = mN∗ where ∗ = |StΣ∗((a, x))| and
N = |V |. The following result restricts the possible values of ∗.
Proposition 3 ∗ divides  = |StΣ(x)|.




· · · γ∗in is an isomorphism between the subgroup of StΣ(x) formed by
the permutations that can be expressed as product of n (multiple of m)
permutations γi and StΣ∗((a, x)). Therefore, StΣ∗((a, x)) can be seen as a
subgroup of StΣ(x) and its order 
∗ must divide the order  of StΣ(x). 
For D = B(δ, n) with the decomposition into permutations given by
γi(x0x1 . . . xn−1) = x1 . . . xn−1 x0 + i, the above construction results in the
digraph D∗ with vertex set V ∗ = Zm × (Zδ)n and the decomposition into
permutations {γ∗i , 0 ≤ i ≤ δ − 1} deﬁned by:
γ∗i (a, x0x1 . . . xn−1) = (a + 1, x1 . . . xn−1 x0 + i). (17)
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We call these digraphs Ds(m, δ, n) since they are the directed version of the
graph Cs(m, δ, n) considered by Delorme and Fahri in [4]. The projection
Φ is now
Φ : Ds(m, δ, n) −→ B(δ, n)
Φ((a, x0x1 . . . xn−1)) = x0x1 . . . xn−1.
(18)
The digraphs Ds(m, δ, n) can model a dynamic memory to store δ
n
vectors of size m. Just assign to the component vjx, 0 ≤ j ≤ m − 1, of
vector vx, 0 ≤ x ≤ δm − 1, the logical address (j, x0x1 . . . xn−1) if x equals
x0x1 . . . xn−1 in base δ. Using the projection Φ we can consider that each
vector vx is stored in a cell of a n-dimensional Cayley digraph B(δ, n).
Therefore, the control of Ds(m, δ, n) for vectors is equivalent to the control
of B(δ, n) described in Section 4. The use of the permutations γ∗i do not
modify the cyclic order of the components of each vector.
Notice now that when x0 = x1 = · · · = xn−1, all the arcs of the m-
cycle (0, x) → (1, x) → · · · → (m − 1, x) → (0, x) correspond to γ∗0 . As
a consequence, if the r/w cell is at one of these vertices, once we have
attained a component of the vector, the permutation γ∗0 brings at that cell
the m components of the vector in cyclic order. The maximum access time
is n + m − 1, that is, n time-unit intervals to access a component of the
vector, and m− 1 time-unit intervals to access the requested component in
the worst case.
To control the memory, suppose that (b, s0s1 . . . sn−1) is the logical ad-
dress of the datum at the r/w cell, at say w = (a, 00 . . . 0), after q permu-
tations have been applied. Then:
(a) The knowledge of s0s1 . . . sn−1 and p (≡ qmodn) gives the position
of each vector—control in B(δ, n);
(b) a− b (≡ qmodm) gives the position of its components.
Therefore, the amount of information required to control the memory is
[m,n] δn where [m,n] = lcm(m,n). Since [m,n]δn = mδn(n/(m,n)) (where
(m,n) = gcd (m,n)), besides the knowledge of the logical address of the
datum in the r/w cell, we need to count modulo ∗ = n/(m,n) the number
of permutations applied to the memory. Two interesting particular cases
are:
(1) m divides n. The memory has only |Σ∗| = mδn states and it can be
controlled with just the knowledge of the logical address of the datum
in the r/w cell.
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(2) m = δ = 2. This case corresponds to a memory of 2n+1 cells and
worst-case access time n + 1 as in B(2, n + 1), but with a smaller
average distance and requiring less amount of information to be con-
trolled ([2, n]2n instead of (n + 1)2n+1).
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