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Abstract
The phenomenon of overdispersion arises when the data are more variable than we
expect from the fitted model. This issue often arises when fitting a Poisson or a binomial
model. When overdispersion is present, ignoring it may lead to misleading conclusions,
with standard errors being underestimated and overly-complex models being selected. In
our research we considered overdispersed multinomial data, which arises in a number of
research areas. Two approaches can be used to analyze overdispersed multinomial data: (i)
the use of quasilikelihood or (ii) explicit modelling of the overdispersion using, for example,
a Dirichlet-multinomial (Mosimann n.d.) or finite-mixture distribution. Use of quasilike-
lihood has the advantage of only requiring specification of the first two moments of the
response variable, and is therefore likely to be more robust than use of a specific model
for overdispersion. Quasilikelihood is most useful when we can assume that var(Y ) = φV ,
where V is the variance assumed by the multinomial model. We derive a new estima-
tor of the overdispersion parameter φ for multinomial data by generalizing the results of
Farrington (1996), Fletcher (2012) and Deng & Paul (2016). We consider six estimators
of φ including the new estimator, discuss their theoretical properties and provide sim-
ulation results showing their performance in terms of bias, variance and mean squared
error. Dirichlet-Multinomial distribution and the finite mixture of Dirichlet-Multinomial
distribution were used in simulation study. The new estimator show the lowest level of
RMSE (root mean squared error) for increasing level of φ and sparsity compared to the
other estimators when the data are generated by the Dirichlet-Multinomial distribution.
For the finite mixture case Farrington’s estimator sometimes performed better than the
new estimator in terms of RMSE. We derived the new estimator subject to a condition
on the third cumulant of the response variable and the condition was satisfied in the case
of Dirichlet-Multinomial distribution. It would be interesting to check the assumption for
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Overdispersion is the presence of excess variability in a data set, relative to the statis-
tical model in use, meaning that the data exhibit more variation than the model predicts.
The phenomenon of overdispersion is particularly common in count and binomial data.
This type of data arise in many areas such as agriculture, toxicology, public health, epi-
demiology, sociology and engineering. The generalized linear modeling (GLM) framework
(Nelder & Wedderburn 1972; McCullagh & Nelder 1989; Agresti 2002 ) is often used to
model this kind of data. The mean and variance components of a GLM are related and
often depend on the same parameter. For example, in both the Poisson and the binomial
models the dispersion is not a free parameter but instead is a function of the mean. Thus
the models have a built in variability and often fail to explain the variation that exists in
real count and binomial data. Therefore, we need an additional parameter to fully explain
the variability in the data. This phenomenon of overdispersion has been widely considered
in the literature (Student 1919; Fisher 1950; Cox 1983; Prentice 1986; Breslow 1989; Dean
& Lawless 1989; Dean 1992).
1.1.1. Causes of overdispersion
There are a number of different circumstances that can cause overdispersion, and we




Apparent overdispersion can arise when the systematic component of the model is
inadequate in some way. For example,
• We may have the wrong link function or have omitted important explanatory vari-
ables. Hilbe (2009) describes five types of link specification tests appropriate for
binomial models, including the Tukey-Pregibon test which can also be used for any
generalized linear model.
• The model may fail to include important interaction terms, or a predictor may need
to be transformed to another scale. For example in modelling dose-response data,
the relationship between the logistic transform of the success probability and dose
might have been assumed to be linear while the actual relationship is quadratic, or
the logarithm of the dose should be considered as the explanatory variable.
• The presence of outliers in the data set can cause apparent overdispersion. Outliers
can be typos, which may be corrected, or they may be genuine data. A common
measure of the influence of an observation is Cook’s distance. But Cook’s distance
is only useful for checking the influence of outliers on regression coefficient β, not
on the overdispersion parameter φ. This provides a single-value summary of the
differences we would observe in the parameter estimates if we were to remove that
observation from the dataset. For a generalized linear model Cook’s distance for the












here hi is the i-th diagonal element of the hat matrix, rPi is the Pearson residual and
p is the number of parameters in the model. There are different opinions regarding
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what cut-off values to use for spotting highly influential points. Cook & Weisberg
(1982) suggest that a point should be studied further if Ci is greater than 1.
One should eliminate these apparent causes of overdispersion before concluding that
the data are genuinely overdispersed.
1.1.1.2. Real overdispersion
Real overdispersion occurs when we can assume that the model structure is reasonable
and there are no outliers. Reasons for real overdispersion are
• Correlation between individual responses. For example, when a patient is observed
over time, or some observations come from the same family or litter, the responses
may be correlated.
• For binomial data, there may be variation among the response probabilities even for
the same value (x) of the predictor variable. For example, if the success probability
varies according to a beta distribution, the resulting distribution of the response
variable is beta binomial, which allows for extra variation compared to the binomial
distribution.
• For count data, there may be variation in the mean of the Poisson distribution with
same x. For example, if the mean varies according to a gamma distribution, the
resulting distribution of the response variable is negative binomial, which is more
variable than the Poisson distribution.
• Excess zero counts (both structural and sampling zeros) can cause overdispersion.
We consider two common ways of modelling zero-inflation in count data.
1. We use a mixture of a point-mass at zero and a Poisson distribution. Thus Yi
follows a zero-inflated Poisson (ZIP) model if
Yi ∼




P (yi) ≡ P (Yi = yi) =
1− πi + πie
−λi if yi = 0
πie
−λiλyii /yi! if yi 6= 0.























Likewise the variance is
var(Yi) = E[Y 2i ]− [E(Yi)]2
= E[Yi(Yi − 1) + Yi]− [E(Yi)]2
= E[Yi(Yi − 1)] + E[Yi]− [E(Yi)]2, (1.2)
where
E[Yi(Yi − 1)] =
∞∑
yi=0





























From Equations (1.1), (1.2) and (1.3) we then have
var(Yi) = πiλ2i + πiλi − (πiλi)2
= πiλi[1 + λi (1− πi)]. (1.4)
Dividing Equation (1.4) by Equation (1.1) we have
var(Yi)
E(Yi)
= 1 + λi(1− πi),
which is greater than 1 if πi 6= 1.
2. Next we consider a two-part Poisson model (also known as hurdle model) as follows:
Yi ∼
0 with probability 1− πiPoisson+(λi) with probability πi.
where, Poisson+(λi) indicates the zero truncated Poisson(λi) distribution.
This has probability function
P (yi) =
1− πi if yi = 0πie−λiλyii /{yi! (1− e−λi)} if yi 6= 0.























































































Therefore the ratio of the variance to the mean is
var(Yi)
E(Yi)






which is greater than 1 if e−λi < 1− πi.
1.1.2. Consequences of
If overdispersion is present in a data set the estimate of β is still asymptotically unbi-
ased, the standard errors may be seriously underestimated, and we may therefore incor-
rectly assess the significance of individual regression parameters. A variable may wrongly
appear to be a significant predictor, and we will tend to select overly complex models.
Likewise, confidence intervals will be too narrow, i.e. there will be more uncertainty in the
data than we have allowed for.
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1.2. Modelling overdispersed data
A number of models and estimation methods have been proposed in the literature in
order to handle overdispersed count and binomial data. Overdispersed Poisson models are
discussed, for example, in Breslow (1984) and Lawless (1987). For binomial data, Collett
(2002) gives a good practical introduction, following the work of Williams (1996). More
general aspects of overdispersion are discussed by Nelder & Wedderburn (1972) and Lind-
sey (1995).
We can broadly categorize the approaches for modelling overdispersed data into the
following two groups:
(i) Use a quasi-likelihood (McCullagh & Nelder 1989) approach, in which the variance of
the response variable Y is assumed to depend on a dispersion parameter φ, var(Y ) =
φV , where V is the variance function and φ > 1 represents overdispersion. The two







where X2 is Pearson’s goodness of fit statistic, D is the residual deviance, n is the
total number of observations and p is the number of parameters estimated. Asymp-
totically both D and X2 will have a χ2 distribution with n− p degrees of freedom. If
the model is adequate, we therefore expect φ̂ to be close to 1, as the mean of a random
variable with a χ2n−p distribution is n− p. McCullagh & Nelder (1989) discussed the
advantages of using φ̂P rather than φ̂D.
(ii) Use a two-stage model for the response variable. That is, assume that the basic re-
sponse model parameter itself has some distribution. Two stage modelling for count




The multinomial distribution is a generalization of the binomial distribution. It models
nominal data where an outcome has more than two categories. Consider an experiment
where we observe mi, (i = 1, . . . , n) independent trials, each of which leads to a success
for exactly one of k categories, with each category having a fixed success probability, Pij
for j = 1, 2, · · · , k with
∑k
j=1 Pij = 1. Suppose, Yi1, Yi2, · · ·Yik are random variables that
represent the number of successes in each category out of themi trials. The response vector,
Yi = (Yi1, Yi2, · · ·Yik)T has a multinomial distribution with size mi and probability vector
Pi = (Pi1, Pi2, · · · , Pik)T . As the kth count Yik and associated probability Pik are uniquely
determined by the remaining k − 1 counts and probabilities, with Yik = mi −
∑k−1
j=1 Yij
and Pik = 1 −
∑k−1




Yi1, Yi2, · · ·Yi(k−1)
)T and P ∗i =(
Pi1, Pi2, · · · , Pi(k−1)
)T . If y∗i = (yi1, yi2, · · · yi(k−1))T denotes an observed value of Y ∗i , the
multinomial probability mass function is given by
P (Y ∗i = y
∗








1.4. Overdispersion in multinomial data
A key assumption when using the multinomial distribution is that the observations are
independent. In many practical situations, the observations could be correlated or clus-
tered and the probabilities within each cluster might vary. As described in Section 1.1.1.2
this can lead to overdispersion.
Examples of multinomial data with overdispersion arise in many areas, such as (i) a ter-
atological study of a genetic trait which is passed on with a certain probability to offspring
of the same mother, (ii) experiments where individuals receiving treatments are allowed to
interact with each other via support groups, as in stop-smoking programs or stop-drinking
programs, (iii) household surveys where respondents within a household or a neighbor-
hood may be strongly influenced by one or two individuals. Many practical examples of
overdispersed multinomial data are discussed in the literature. For example, Mosimann
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(n.d.) presented a classical environmental example on forest pollen, while Koehler & Wil-
son (1986) considered modelling data on housing satisfaction.
Several approaches can be found in the literature for handling multinomial data that
exhibit overdispersion. These include the quasi-likelihood (QL) method introduced by
Wedderburn (1974) and McCullagh & Nelder (1989), and generalized estimating equations
(GEE) by Liang & Zeger (1986) and Zeger & Liang (1986). Note that GEE is a gener-
alization of QL, therefore having similar robustness properties. For explicit modeling of
overdispersed multinomial data the well known approaches are the Dirichlet-Multinomial
model considered by Mosimann (n.d.), generalized linear mixed models by Wolfinger &
O’connell (1993) and the finite-mixture model discussed by Morel & Nagaraj (1993). The
quasi-likelihood estimation technique is appealing, because it only requires specification of
the first two moments of the response variable. The quasi-likelihood is a function similar to
the likelihood and for GLMs the maximum quasi-likelihood estimate (MQLE) is identical
to the maximum likelihood estimate (MLE). In this thesis we focus on the quasi-likelihood
approach, as it should be more robust than fitting a fully-specified model for a particular
data set.
1.5. Sparseness in Multinomial data
Multinomial data often arises in the form of a contingency table. Contingency tables
having small cell counts are said to be sparse (Agresti & Yang (1987)). Sparse tables occur
when the sample size mi is small. They also occur when mi is large but so is the number
of cells. For example, consider a study in which several discrete explanatory variables are
recorded for each subject and the response variable is discrete. Suppose that very few re-
spondents have the same attributes, leading to the cells in the contingency table containing
many low counts. In our research, we used the term sparseness to refer any situation that
causes the expected counts to be small.
Chi-squared tests are commonly used to evaluate lack of fit (LOF) in a contingency
table since Pearson introduced them in 1900. Consider a random vector Yi with k cells.
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We assume that this vector is generated from a multinomial probability function with
parameter πi and mi. The classic LOF problem tests the null hypothesis
H0 : πi = π0i
against the alternatives πi 6= π0i, where π0i is a completely specified probability vector.
The most frequently used test is the one introduced by Pearson (1900), which rejects H0











where µij is the expected count in cell (i, j) . Another common approach is to use the









It is well known that the accuracy of results on the asymptotic distribution of these
test statistics (X2 and D) depends on the expected cell frequencies’ being sufficiently large
asymptotically. This is unlikely to be the case for sparse contingency tables. For this
reason many writers recommended that the µij be not less than 5 when applying the
test in practice, and that neighboring classes be combined if this requirement is not met.
Cochran (1954) argued that these recommendations are too conservative, and may result
in a substantial loss of power. Koehler (1986), Koehler & Larntz (1980), and Larntz (1978)
showed that for sparse data X2 performs better than D. The distribution of D is poorly
approximated by a chi-squared distribution when mi/k < 5. P - values based on referring
D to a chi-squared distribution can be too large or too small depending on the level of
sparsity. When a substantial number of the expected frequencies are smaller than 0.5, use
of D can be highly conservative. Conversely, when most of the µij are between 0.5 and
4, D will tend to be too liberal, i.e. the reported P - values will be too small. Koehler
& Larntz (1980) showed that both X2 and D have asymptotic normal distributions as
both mi and k increase, even if some of the µij are small. They also pointed out that the
10
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chi-squared approximation is easier to use than the normal approximation, as the former
does not require the estimation of an asymptotic mean and standard deviation.
Sparse tables can also cause problems in parameter estimation and subsequent estima-
tion of odds ratios. It is common practice to add a small constant to each cell count in
order to solve this problem. Thus Goodman (1964) suggested adding 0.5 to the cells of a
contingency table before fitting the model. Agresti & Yang (1987) examined the effects
of adding cell constants on the LOF statistics. They found that it has a smoothing effect
on X2 leading to the the null hypothesis being rejected too rarely. Agresti & Yang (1987)
concluded that, "if adding a constant is necessary to ensure the existence of estimates, it
may be preferable to select a very small constant and it is wise to try constants of various
sizes to assess the dependence of the result of that choice."
1.6. Motivating examples
Example 1. Fahrmeir & Tutz (2013) presented data on the job expectations of stu-
dents of psychology in Regensburg. The students had been asked if they expected to
find adequate employment after their degree. The possible responses were : “don’t expect
adequate employment” (category 1), “not sure” (category 2) and “immediately after the
degree” (category 3). Table (1.1) contain the data.
11
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19 1 2 0 3
20 5 18 2 25
21 6 19 2 27
22 1 6 3 10
23 2 7 3 12
24 1 7 5 13
25 0 0 3 3
26 0 1 0 1
27 0 2 1 3
29 1 0 0 1
30 0 0 2 2
31 0 1 0 1
34 0 1 0 1
These data exhibit sparseness with 8 of the 13 age groups having mi ≤ 3.
Example 2. Agresti (2002) provided data from a study of factors influencing the
primary food choice of alligators. The study involved 219 alligators, each captured in one
of 4 lakes in Florida. The primary food type, in volume, that was found in an alligator’s









Fish Invertebrate Reptile Bird other
Hancock Male ≤ 2.3 7 1 0 0 5
> 2.3 4 0 0 1 2
Female ≤ 2.3 16 3 2 2 3
> 2.3 3 0 1 2 3
Oklawaha Male ≤ 2.3 2 2 0 0 1
> 2.3 13 7 6 0 0
Female ≤ 2.3 3 9 1 0 2
> 2.3 0 1 0 1 0
Trafford Male ≤ 2.3 3 7 1 0 1
> 2.3 8 6 6 3 5
Female ≤ 2.3 2 4 1 1 4
> 2.3 0 1 0 0 0
George Male ≤ 2.3 13 10 0 2 2
> 2.3 9 0 0 1 2
Female ≤ 2.3 3 9 1 0 1
> 2.3 8 1 0 0 1
These data are also sparse, with 40 out of 80 cells having counts ≤ 1.
Example 3. Freeman (1992) discussed an analysis of data on herring gulls (Larus
argentatus) from Kent Island in Canada. From 1934 to 1939, 31,694 fledgling gulls were
banded, of which 1,099 were recovered after death, Table (1.3) shows the data, detailed
description can be found in Paynter (1947, 1966). The data are sparse, with 65% of the
cells having counts ≤ 1. Note that unlike the previous two examples in this data set the































































































































































































































































































1.7. Key literature and Objective
For all three examples, we can use a multinomial model. The LOF for this type of
model can be tested using the Pearson’s X2 statistic. As discussed in Section (1.5) the
assumption that X2 has a chi-square distribution is not reasonable for sparse multinomial
data.
1.7. Key literature and Objective
McCullagh (1986) argued that for assessing goodness of fit the conditional distribu-
tion of the test statistic is more relevant than the marginal distribution. For extensive
(nk → ∞) and sparse discrete data he obtained expressions for the conditional moments
of X2 and D. Farrington (1996) used an estimating equations approach to extend the re-
sults of McCullagh (1985) to models with any type of link function. Paul & Deng (2000),
again using an estimating equations approach proposed a modified deviance statistic and
derived approximations to the first three moments of the marginal and conditional distri-
bution of the that statistic. Paul & Deng (2012) also obtained approximations to the first
fourth moments of the unconditional and conditional distribution of the modified Pearson
statistic with a non-canonical link, thereby extending Farrington (1996)’s work. Fletcher
(2012), considered the problem of estimating the overdispersion parameter φ when fitting
a generalized linear model to sparse data. He proposed a new estimator of φ that has a
smaller variance than Wedderburn (1974)’s and Farrington (1996)’s estimator, subject to
a condition on the third cumulant of the response variable. Deng & Paul (2016) proposed
a modification to the statistic X2 and derived an approximation to the first three moments
of the unconditional and the conditional distributions of the statistic for assessing LOF of
a multinomial model.
The aim of this research is to develop an estimator of φ for multinomial data that will
perform better than the existing estimators when the data are sparse. Since the multi-
nomial distribution can be derived from a set of k independent Poisson random variables
conditioned on their observed total (Cochran 1952), results of Fletcher (2012) for Poisson
case suggest that similar modification to the Wedderburn (1974)’s estimator will be good
for multinomial data. To assess this rigorously our idea is to develop approximations to
the asymptotic variance of φ̂ for multinomial data following the steps of Fletcher (2012)
and Deng & Paul (2016).
15
Chapter 2
Estimation of overdispersion in GLM’s
2.1. Generalized linear model
The term generalized linear model (GLM) refers to a large class of models introduced
by Nelder & Wedderburn (1972). In a normal linear regression model for a continuous






, E (Yi) = µi = xTi β
where xi contains known covariates and β contains the parameters to be estimated. In a
generalized linear model the assumption of normality for the response variable is relaxed
to the exponential family of distributions. There are three components to any GLM:
1). The response variable Yi, which comes from an exponential family distribution with







where b(.), ai(.) and c(.) are specific functions, θi is the canonical, or natural param-
eter, and φ is a scale parameter.
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2). The linear predictor vector η, given by
η = Xβ
where β is a vector of p parameters and X = [x1,x2, · · · ,xn]T is the n × p design
matrix.
3). The link function g(.), which relates the mean µi of the response variable Yi to the
linear predictor, i.e.
g(µi) ≡ ηi = xTi β
If we select the link function such that the linear predictor is the same as the canonical
parameter, i.e. g(µi) = θi, the link function is referred as the natural or canonical link.
For any GLM, we have E(Yi) = b′(θi) and var(Yi) = ai(φ)b′′(θi). For both Poisson and
binomial response variables we have ai(φ) = φ = 1.
2.2. Overdispersion models for binomial data
2.2.1. Quasi-binomial model
Suppose we have




var(Yi) = miπi(1− πi). (2.1)
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When overdispersion is present the variance will be greater than in (2.1). Use of a
quasi-binomial model to allow for such overdispersion involves the assumption that
var(Yi) = φmiπi(1− πi), (2.2)
where φ ≥ 1. Thus we assume that the true variance is proportional to that specified by
the binomial model, but we don’t assume a particular distribution for Y .
2.2.2. Beta-binomial model
Suppose, we assume that Yi ∼ Bin(mi, Pi), where the Pi’s are random variables, with
E(Pi) = πi and var(Pi) = τiπi(1− πi). Then, unconditionally, we have
E(Yi) = E[E(Yi|Pi)] = miE(Pi) = miπi,
var(Yi) = E[var(Yi|Pi)] + var[E(Yi|Pi)]
= E[miPi(1− Pi)] + var(miPi)
= mi[E(Pi)− E(P 2i )] +m2ivar(Pi)
= mi[E(Pi)− var(Pi)− E(Pi)2] +m2ivar(Pi)
= miE(Pi)(1− E(Pi)) +mi(mi − 1)var(Pi) (2.3)
= miπi(1− πi) +mi(mi − 1)τiπi(1− πi)
= [1 + (mi − 1)τi]miπi(1− πi) (2.4)
Note that overdispersion can only occur if mi > 1.
By assuming different distributions for the Pi we can obtain a range of different models
for Yi. An important special case is the beta-binomial distribution, which is obtained when
we assume that Pi has a Beta(ai, bi) distribution. In this setup
18








2 (ai + bi + 1)
= τiπi(1− πi),
where τi = 1/(ai + bi + 1). In fitting a beta-binomial model it is often assumed that ai and
bi, and therefore τi, are constant. When all of the mi are also equal, the variance function
in (2.4) will have the same form as that in the quasi-binomial model (Equation 2.2).
A conceptually different model for overdispersion is to assume that the individual binary
responses are not independent. Suppose that Yi =
∑mi
t=1 Yit, where Yit is defined as
Yit =
1 with probability Pi0 with probability 1− Pi.











var(Yit) = Pi(1− Pi), (2.6)
and
cov(Yit, Yil) = ρ
√
var(Yit)var(Yil) = ρPi(1− Pi) (2.7)
Therefore from equation (2.5), (2.6) and (2.7)
var(Yi) = miPi(1− Pi) +mi(mi − 1)[ρPi(1− Pi)]
19
2.2. Overdispersion models for binomial data
= [1 + (mi − 1)ρ]miPi(1− Pi)
which has exactly the same form as (2.4). Again, overdispersion can only occur if mi > 1.
2.2.3. Logistic-normal model
An alternative means of representing overdispersion in binomial data involves adding
a random error term to the linear predictor, i.e. we again assume that Yi ∼ Bin(mi, Pi),
but now have
logit(Pi) = xTi β + σzi
where zi ∼ N(0, 1) and σ > 0. This is known as the logistic-normal model. Using a















(Wi − xTi β)
= πi + πi(1− πi)(Wi − xTi β),








, Wi = logit(Pi) . This leads to
E(Pi) ≈ πi + πi(1− πi) E
(
Wi − xTi β
)
= πi (since E(Wi) = xTi β), (2.8)
and
var(Pi) ≈ π2i (1− πi)2var(Wi)
= σ2π2i (1− πi)2. (2.9)
Thus, using equation (2.3) we have
var(Yi) ≈ miE(Pi)(1− E(Pi)) +mi(mi − 1)var(Pi)
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= miπi(1− πi) +mi(mi − 1)σ2π2i (1− πi)2
=
[
1 + (mi − 1) σ2πi(1− πi)
]
miπi(1− πi).
Williams (1982) refers to this as the Type III variance function. For fixed σ, there will
be little overdispersion when πi is close to to 0 or 1.
2.2.4. General variance function
For binomial data Hinde & Demétrio (1998) define a general variance function as
var(Yi) = [1 + γ(mi − 1)δ1{πi(1− π)}δ2 ]miπi(1− πi).
The binomial model corresponds to γ = 0; setting δ1 = δ2 = 0 gives the quasi-binomial
model; with δ1 = 1, δ2 = 0, we have the beta-binomial model; and δ1 = δ2 = 1, corresponds
to the Williams Type III model (Williams 1982).
2.3. Overdispersion models for count data
2.3.1. Quasi-Poisson model
Suppose, the random variables Yi are counts with E(Yi) = µi (i = 1, · · · , n). If we
assume that Yi ∼ Pois(µi), then
var(Yi) = µi.
The quasi-Poisson model assumes that the variance is proportional to the mean, i.e.
we have
var(Yi) = φµi,
where φ > 1.
21
2.3. Overdispersion models for count data
2.3.2. Poisson-gamma model
A common two-stage model for count data assumes that Yi ∼ Pois(θi) where θi is a
random variable with E(θi) = µi and var(θi) = σ2i . Unconditionally, we then have
E(Yi) = E[E(Yi|θi)] = µi,
var(Yi) = E[var(Yi|θi)] + var[E(Yi|θi)]
= E(θi) + var(θi),
and the variance is clearly greater than the mean. An important special case arises when


























The standard negative binomial model arises from assuming that νi = ν for all i, i.e.




Because of the quadratic nature of this variance function, this model is often referred
to as NB2 model (Hilbe 2014). If we instead allow νi to vary, and set λi = λ for all i, we
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which is referred to as the NB1 model. The NB1 model has the same mean-variance




As with the logistic normal model, we can also include a random effect in the linear
predictor of the Poisson model. An important special case again corresponds to the random
effect having a normal distribution. Thus the Poisson-lognormal model is given by
Yi ∼ Pois(θi),
log θi = xTi β + σzi,
where zi ∼ N(0, 1) and σ > 0. This leads to












i βE (eσzi) .




2 − 1). Therefore,





var(Yi) = E (var[Yi|zi]) + var (E[Yi|zi])
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The variance function for this model therefore has the same form as that for the NB2






2.3.4. General variance function
A general variance function for count data was suggested by Hinde & Demétrio (1998),
and is given by
var(Yi) = µi{1 + γµδi}.
The Poisson model corresponds γ = 0; setting δ = 0 gives the quasi-Poisson and NB1
models; and δ = 1 leads to the variance function for the NB2 and Poisson-lognormal
models.
2.4. Estimating overdispersion in sparse count and bino-
mial data
In this thesis, we focus on use of the quasi-likelihood method of estimation, i.e. the
quasi-Poisson and quasi-binomial models defined in previous sections and the quasi-multinomial
model dicussed in Chapter 4. In addition, we primarily consider situations in which the
data are sparse. For binomial data this occurs when πi is close to 0 or 1 and/or mi is small;
for Poisson data the data are sparse when µi is small.
2.4.1. Farrington (1996)’s work
Wedderburn (1974), one of the original proponents of GLMs suggested estimating φ by
24











LOF statistic, and Vi ≡ V (µi) is the variance function for the model. Both µ̂i and V̂i are
obtained by setting β equal to its MQL (maximum quasi-likelihood ) estimate β̂.
Throughout this chapter we use an asterisk to denote an estimator of φ that uses the
sample size n as the denominator rather than the residual degree of freedom n− p. Thus
we have, φ̂∗P = P/n.
It is well known in the lack of fit setting that X2, may not be reliable for sparse
data. Farrington (1996) derived a more general family of LOF statistics by adding a linear
component to Pearson’s statistic, as outlined below. In the GLM framework, the maximum








, r = 1, · · · , p. (2.10)
Farrington (1996) used an unbiased supplementary equation gq(β, φ) = 0, to obtain an













The ai are functions that depend on β but not on φ, and provide a first-order correction










âi(yi − µ̂i) (2.12)
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The choice ai = 0 corresponds to Pearson’s statistic P . Under the null hypothesis












































































where Q = X(XTWX)−1XT is the asymptotic covariance matrix of the η̂, with W =







−1∑κ23i/V 3i , h′i = ∂ηi/∂µi, V ′i = ∂Vi/∂µi,
V ′′i = ∂
2Vi/ (∂µi)
2, X is the design matrix and κ3i, κ4i, are the third and fourth cu-
mulants of Yi respectively.














(yi − µ̂i). (2.15)
He also showed that this has the smallest asymptotic variance within the family con-
sidered in (2.12). The choice, ai = −V ′i /Vi also greatly simplifies the moments in equations
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Farrington (1996) considered estimation of φ solely as a means of testing the hypothesis
that φ = 1. Farrington (1995) proposed that φ̂F can also be used for the more general case
in which φ is unknown, provided the third cumulant of Yi is κ3i = φ2κ∗3i, where κ∗3i = ViV ′i
is the third cumulant of Yi assumed under the model.
For both count and binomial data, the adjustment to φ̂P in equation (2.16) will be
influenced by the sparsity of the data, as the size of si increases with the degree of sparsity.
Thus, for count data V ′i /Vi = 1/µi is large when µi is small; and for binomial data the
absolute value of V ′i /Vi = (1− 2πi)/ {miπi(1− πi)} is large when πi is close to 0 or 1 and/
or mi is small.
2.4.2. Fletcher (2012)’s work
The purpose of Farrington (1996) was to test the LOF of a generalized linear model
to sparse data. Fletcher (2012) directly considered estimation of the amount of LOF, as
measured by φ. He proposed a new estimator of φ by allowing the ai in (2.11) to depend










































































ci(2dj − cj)h′ih′jQij +O(n−2), (2.18)
where ci = ai + φV ′i /Vi, di = ai + κ3i/φV 2i , γi = κ4i/φ2V 2i − κ23i/φ3V 3i + 2.
Fletcher (2012) showed that the choice ai = −φV ′i /Vi leads to a smaller asymptotic
variance than that for both φ̂∗P and φ̂∗F .












i (yi − µ̂i)
. (2.19)









The estimators, φ̂F and φ̂New provide different types of adjustment to φ̂P using s̄, the
former being arithmetic and the later geometric.
2.4.3. Comparison of estimators of overdispersion
Fletcher (2012) argued that many models for overdispersed count and binomial data
will have a third cumulant that satisfies the conditions κ3i = αViV ′i and α ≥ φ2. Thus
for count data, the class of Poisson stopped-sum distributions satisfies these conditions.
This class includes the NB1, Neyman type A, Polya-Aeppli and Hermite distributions. In
addition, two Poisson mixture distributions, the Poisson log-normal and Poisson-inverse
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Gaussian satisfy these conditions. For binomial data, the beta-binomial distribution sat-
isfies this condition. Fletcher (2012) considered the case where ai = aV ′i /Vi, since all the
three estimators φ̂∗P , φ̂∗F and φ̂∗New belong to this class, with a = 0,−1 and − φ, respec-
tively. He provided the following results, by substituting ai = aV ′i /Vi and κ3i = αViV ′i , in
Equations (2.17) and (2.18):




































































































As S2 = zT{I − U(UTU)−1UT}z is the residual sum of squares for the regression of z
on U , where zT = (z1, · · · , zn), zi = V ′i /V
1/2
i and U = W 1/2X, v1(a) is nonnegative. In


















Therefore, under the assumption that, κ3i = αViV ′i , with α ≥ φ2, and ignoring O(n−2)
terms we have
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var{φ̂∗New} ≤ var{φ̂∗F} < var{φ̂∗P},
which naturally implies that var{φ̂New} ≤ var{φ̂F} < var{φ̂P}.
From the inequalities in (2.22) it can be seen that the reduction in the asymptotic









, when φ is close to 1. For φ = 1, both φ̂F and φ̂New will
perform consistently better than φ̂P .
2.4.4. Estimator based on the deviance statistic















Under the assumption that the µ̂i are sufficiently large and that φ = 1, D has an































2.4. Estimating overdispersion in sparse count and binomial data
respectively.
2.4.5. Paul and Deng (2000)’s work
Paul & Deng (2000) proposed a modified deviance statistic, analogous to the work of
Farrington (1996) on Pearson’s statistic. They showed via simulation that this has some
power advantage over the modified Pearson statistic of Farrington (1996). They used the















where, κ(i)1 (µi) = E(di) and the ai are functions of β (but not φ). This leads to the












The mean and variance of D1 are given by












(γi − ai)h′′iQii +O(n−1),
var(D1) = n2var(φ̂∗) =
n∑
i=1





























and κ(i)11 = E
[
(di − κ(i)1 )(yi − µi)
]
.
The choices âi = 0, κ̂
(i)
1 = 1 and the usual bias adjustment gives the deviance-based
estimator φ̂D of φ as Equation (2.23). For ai = 0, the resulting estimator of φ is
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2.5. Important special cases
2.5.1. Poisson model
















































. When there is little sparsity, the size of s̄ will be very small and
these three estimators will then have similar values.
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Deviance-based



































Here κ(i)1 and κ
(i)











































































































where, Piu = exp(−µi)µui /u! is the probability mass function for a Pois(µi) distribution.
2.5.2. Binomial model












































2.5. Important special cases





miπ̂i(1−π̂i) . As in the Poisson case, for data with little sparsity, these
three estimates will have very similar values.
Deviance-based
































































































































πui (1−πi)mi−u is the probability mass function for a Bin(mi, πi) distribution.
2.6. Examples
In this section, we consider examples of count and binomial data. In order to illustrate




Lindsey (1995) presents data on the number of cases of lung cancer recorded in four
Danish cities between 1968 and 1971, as shown in Table (2.1).
Table 2.1: Lung cancer data
City
Fredericia Horsens Kolding Vejle
Age Cases Pop. Cases Pop. Cases Pop. Cases Pop.
40-54 11 3059 13 2879 4 3142 5 2520
55-59 11 800 6 1083 8 1050 7 878
60-64 11 710 15 923 7 895 10 839
65-69 10 581 10 834 11 702 14 631
70-74 11 509 12 634 9 535 8 539
>75 10 605 2 782 12 659 7 619
We fit a Poisson model for the number of lung cancer cases, with city and ages as
predictor variables and the logarithm of population as an offset. All the resulting expected
counts are greater than 5, i.e. the data are not sparse. The estimates of overdispersion are
shown in Table (2.2).
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Table 2.2: Estimates of φ for lung cancer data
Pearson-based Deviance-based
φ̂P 1.50 φ̂D 1.56
φ̂F 1.49 φ̂D1 1.52
φ̂New 1.49 φ̂D2 1.52
All of these estimates are very similar, as we would expect from the discussion in Sec-
tion 2.5.
Sparse Case:
Fletcher (2012) illustrated the difference between the 3 estimators φ̂P , φ̂F and φ̂New by
using data on sea lion by catch near the Auckland Islands, New Zealand. The data are
displayed in Table (2.3).
Table 2.3: Data from the sea lion study, showing the frequency of sample units classified
according to the number of sea lions killed and the season. The corresponding mean
number of tows per sample unit is shown in parentheses
Season
Sea lions killed
0 1 2 3
Spring 20 (7.1) 1 (4.0) 0 0
Summer 87 (6.9) 3 (5.3) 0 0
Autumn 125 (9.3) 27 (19.8) 4 (7.5) 2 (14.5)
The data were summarized by calculating the number of sea lions caught per sample
unit, which was defined as a set of consecutive tows on a single vessel during a 6-hour
period. This is a typical example of sparse count data, since the expected counts are all
less than 1 after fitting a Poisson regression model with season as a predictor variable and
the logarithm of the mean number of tows as an offset. The estimates of dispersion are
shown in Table (2.4).
37
2.6. Examples
Table 2.4: Estimates of φ for sea lion data
Pearson-based Deviance-based
φ̂P 2.17 φ̂D 0.59
φ̂F 1.19 φ̂D1 2.04
φ̂New 1.10 φ̂D2 1.26
These results show clear differences between the estimators. Thus φ̂P and φ̂D1 suggest
that there is substantial overdispersion, φ̂D suggests the potential for underdispersion, and
φ̂F , φ̂New, φ̂D2 all suggest moderate levels of overdispersion.
2.6.2. Binomial model
Non-sparse Case:
Efron (1978) used a cubic-logistic model for the relationship between toxoplasmosis
prevalence and amount of rainfall. The data are given in Table (2.5). A detailed description
of the data can be found in Remington et al. (1970).
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Table 2.5: Proportion of subjects aged between 11 and 15 years testing positive
for toxoplasmosis in 34 cities of EI Salvador



































Suppose, πi is the probability of testing positive for toxoplasmosis and zi is the stan-
dardized rainfall. Then after fitting following model
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logit (πi) = β0 + β1zi + β2z2i + β3z
3
i
the resulting estimates of overdispersion are as follows:
Table 2.6: Estimates of φ for toxoplasmosis data
Pearson-based Deviance-based
φ̂P 1.94 φ̂D 2.08
φ̂F 1.94 φ̂D1 1.94
φ̂New 1.95 φ̂D2 1.94
As expected for non-sparse data, these estimates are very similar, all suggesting vari-
ance is twice the variance under multinomial model.
Sparse Case:
Walter et al. (1980) considered data on the transoviaral transmission of yellow fever
virus in mosquito populations. The progeny of infected mosquitoes were reared and assayed
in pools of variable size. The data contain 63 triplets (zi,mi, yi) classified by two binary
covariates; virus strain and larval development interval. The variable zi is pool size, mi is
the number of these pools of this size which were assayed, and yi is the number of pools
found to be positive. The data are shown in Table (2.7).
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Table 2.7: Pools of progeny Aedes aegypti (Santo Domingo strain ) assayed for yellow
fever virus
Pools(z,m, y) by larval development interval
Virus strain A Virus strain B
Larval development interval, 6-10 days
(5,1,0) (100,22,1) (41,1,0) (109,1,0)
(7,1,0) (105,1,0) (61,1,0) (126,1,0)
(47,1,0) (106,1,0) (68,1,0) (133,1,0)
(48,1,0) (123,1,0) (70,1,0) (150,1,1)
(51,1,0) (132,1,0) (74,1,0) (151,1,0)
(65,1,0) (133,1,0) (80,1,0) (160,1,0)
(76,1,0) (159,1,1) (90,1,0) (170,1,1)







Larval development interval, 11-15 days
(80,3,1) (116,1,0) (59,1,1) (150,7,7)
(100,12,3) (123,1,0) (82,1,0) (155,2,2)
(103,1,0) (150,1,1) (120,1,0) (178,1,0)
(111,2,1) (152,1,0) (136,1,0) (200,4,2)
(115,1,0) (148,1,0) (203,1,0)
The quantity of interest is the probability of Transmission in individual mosquitoes.
Suppose λi denotes the transmission probability and πi is the probability that a pool is
positive. Under suitable independence assumptions, πi = 1 − (1 − λi)zi so that given
covariates xi and the model log{−log(1 − λi)} = xTi β, we have log{−log(1 − πi)} =
log(zi) +xTi β. The model is fitted by considering Yi as binomial with denominator mi, and
using the complementary log-log-link function with offset log(zi). These data are extremely




Table 2.8: Estimates of φ for yellow fever virus data
Pearson-based Deviance-based
φ̂P 1.31 φ̂D 1.21
φ̂F 1.07 φ̂D1 1.27
φ̂New 1.07 φ̂D2 1.09
The estimators φ̂P , φ̂D and φ̂D1 all suggest a moderate amount of overdispersion,
whereas φ̂F , φ̂New and φ̂D2 suggests quite low levels of overdispersion.
Therefore both the Poisson and binomial case sparse data produce different values for
φ̂ whereas same values for the non-sparse data.
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Chapter 3
Estimating φ for Multinomial data
The major aim of this thesis is to investigate an extension of Fletcher (2012)’s estimator
φ̂ to the case where we have multinomial data. In doing so, it is worth noting that the
Poisson distribution is closely related to the multinomial distribution (Cochran 1952), in
the following sense.
Suppose we observe a sample of k independent Poisson random variables Yj, where
E(Yj) = µj. Now consider the distribution of Yj given their total
P
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Y1 = y1, . . . , Yk = yk,
∑
















































































where πj = µj/
∑
j µj. This probability function is the multinomial probability function,
i.e. Poisson sampling conditional on the total count is equivalent to multinomial sampling.
This result suggests that Fletcher (2012)’s estimator of φ for a Poisson model can be mod-
ified for a multinomial model. Our purpose is to confirm this conjecture by adapting the
approach in Fletcher (2012) to multivariate discrete data.
Fletcher (2012) derived his estimator by modifying the approach used by Farrington
(1996). Likewise, Deng & Paul (2016) proposed a modified Pearson statistic for testing
LOF of a multinomial model, by extending the results of Farrington (1996). As they
considered testing for LOF, their results are for the case where φ = 1. We focus on
estimating the amount of overdispersion and therefore φ can take any value ≥ 1. The
results of Deng & Paul (2016) should correspond to ours when φ = 1. We begin this
Chapter by discussing the findings of Deng & Paul (2016), and then present our results.
As the mathematical derivation of the results was lengthy, much of it is placed in the
Appendix. At the end of this Chapter we consider examples which illustrate the differences
between our new estimator and existing estimators.
3.1. Deng & Paul (2016)’s work
Suppose we have n independent multinomial random variables Yi (i = 1, . . . , n). Then
Yi = (Yi1, . . . , Yik) has mean µi = (µi1, . . . , µik) = miπi, and covariance Σi = midiag(πi)−
miπiπ
T
i . Suppose also that we have
µi = hi(ηi) = (hi1(ηi1), . . . , hik(ηik))
T
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where, ηi = (ηi1, . . . , ηik)T . Deng & Paul (2016) discussed two ways to choose the linear
predictor ηi. The first uses ηi = (XTi1β, . . . ,XTikβ)T where Xij = (Xij1, . . . ,Xijp)T is
a p−dimensional vector of covariates, and β = (β1, . . . , βp) is a vector of p regression
parameters. The second sets ηi = (ZTi β1, . . . ,ZTi βk)T , where Zi = (Zi1, . . . , Zip)T is
a p−dimensional vector of covariates, and βj = (βj1, . . . , βjp)T is vector of p regression
parameters (j = 1, . . . , k). Also βr = (β1r, . . . , βkr)T is a vector of k regression parameters
(r = 1, . . . , p). In this second case there is a total of kp regression parameters. Let, p′
denote the number of the regression parameters. Then, in the former case, p′ = p and in




j=1 hij (ηij) = mi (i = 1, 2, . . . , n). For
simplicity we consider the first type of model, as the methods we present transfer readily
to the second case.
3.1.1. Estimating Equations
The maximum quasi-likelihood estimates of the regression parameters β1, . . . , βp are








and Σ−1i is a generalized inverse of Σi, satisfying ΣiΣ
−1







































































































h′i,(1,1) · · · h′i,(1,k)






h′i,(k,1) · · · h′i,(k,k)












































(yi1 − µi1, . . . , yik − µik)

µ−1i1 0 . . . 0






































































(yij − µij)µ−1ij h′i(j,j′)xij′r (3.3)
Deng & Paul (2016) proposed an unbiased supplementary equation gq(β̂, φ̂) = 0 for








(yi − µi)TΣ−1i (yi − µi)− φ(k − 1)
]
(3.4)




aTi (yi − µi) +
n∑
i=1












(yi1 − µi1, . . . , yik − µik)

µ−1i1 0 . . . 0







0 0 . . . µ−1ik
 (yi1 − µi1, . . . , yik − µik)






aij(yij − µij) +
n∑
i=1
(yi1 − µi1, . . . , yik − µik)

µ−1i1 (yi1 − µi1)
µ−1i2 (yi2 − µi2)
...
µ−1ik (yik − µik)






















− nφ(k − 1) (3.5)
Similar to the work of Farrington (1996) for count and binomial data, the functions ai
define a family of first-order correction terms to the Pearson statistic, where ai = ai(µi) =
(ai1(µi1), . . . , aik(µik))
T . Deng & Paul (2016) assumed that the ai depends on β not on φ.
3.1.2. Modified Pearson Statistic
Throughout this and following chapters we use an asterisk to denote an estimator of φ
that uses n(k−1) as the denominator rather than the residual degree of freedom n(k−1)−p.







âTi (yi − µ̂i) +
n∑
i=1















where âi = ai(µ̂i), Σ̂i = Σi(µ̂i) and µ̂i is the maximum(quasi) likelihood estimate of µi.
The modified Pearson statistic is therefore given by X2∗ = n(k− 1)φ̂∗, which reduces to
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, when ai = 0. Deng & Paul (2016)
gave expressions for expected value and variance of X2∗ , which we rewrite in terms of the
mean and variance of φ̂∗, as follows
E(φ̂∗) = {n(k − 1)}−1 E(X2∗ )
= {n(k − 1)}−1
{













































var(φ̂∗) = {n(k − 1)}−2 var(X2∗ )
= {n(k − 1)}−2
{


















































, h′ = diag(h′i), Σ−1 = diag(Σ
−1
i ), W =
h
′TΣ−1h′ and Q = (Q(ij,i′j′)) = X(XTWX)−1XT .








Deng & Paul (2016) showed that the choice aij = −µ−1ij minimizes the variance in (3.8).
From Equation (3.6) the resulting estimator of φ is
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sij = (yij − µ̂ij)/µ̂ij.
3.2. Deriving a new estimator of φ
We derive a new estimator of φ by allowing ai in Equation (3.5) to depend on both β
and φ. A Taylor series expansion of gr(θ̂) (r = 1, . . . , q) about θ then gives
gr(θ) + er0(θ̂ − θ) + (θ̂ − θ)Tur0(θ̂ − θ) + · · · = 0, (3.11)














Following, Farrington (1996), Equation (3.11) can be rewritten as
gr(θ) + [er + {n(k − 1)} δr] (θ̂ − θ) +
1
2
(θ̂ − θ)T [ur + {n(k − 1)}νr] (θ̂ − θ) + · · · = 0
(3.12)











































{n(k − 1)}−1/2 (θ̂ − θ)T (ur + {n(k − 1)}νr)(θ̂ − θ) +O({n(k − 1)}−1) = 0 (3.13)
If we now rewrite θ̂ − θ as
θ̂ − θ = {n(k − 1)}−1/2Z1 + {n(k − 1)}−1Z2 +O({n(k − 1)}−3/2),
and invert Equation (3.13), we obtain




(∆)−1c− {n(k − 1)}−1/2 (∆)−1EZ1
where ∆ = [δrs], cr = ZT1 νrZ1 and E = [ers]. Hence
E(θ̂ − θ) = {n(k − 1)}−1 E(Z2) +O({n(k − 1)}−2),
and
var(θ̂) = {n(k − 1)}−1 E(Z1ZT1 ) +O({n(k − 1)}
−2).
As in Farrington (1996) and Fletcher (2012), we partition ∆ as follows:
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where, for r, s = 1, . . . , p,

























∆12,r = 0, ∆22 = −1.



















































































3.2. Deriving a new estimator of φ
3.2.1. New estimator of φ
As noted by Fletcher (2012) when deriving a new estimator of φ for Poisson and bi-
nomial models, the squared bias term is typically O (n−2), while the variance is O (n−1).
Minimization of the variance is therefore more important. Using Equation (3.15), detailed
derivation (given in the Appendix C) leads to the following approximation
var(φ̂∗(aij))











































− nφ2(k − 1)2 +O(1)
)
(3.18)
When we set φ = 1 in Equation (3.18), and multiply by {n(k − 1)}2, we obtain the
same expression for the asymptotic variance of X2∗ as in Deng & Paul (2016). Also if we





Fletcher (2012) for the binomial model.
Inspection of (3.18) does not immediately suggest an optimal choice of aij, in terms of
minimizing the variance. The choice aij = −φ/µij is of interest, as Fletcher (2012) showed
that for the Poisson model the choice ai = −φ/µi led to a smaller asymptotic variance (see
Section 2.4.3 ) than ai = 0 (Wedderburn (1974)’s estimator) or ai = −1/µi (Farrington
(1996)’s estimator). Also Deng & Paul (2016) consider the case where aij = −1/µij for
multinomial model.
Let φ̂∗New denote the solution of (3.6) when we set aij = −φ/µij. This is given by
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We now consider the class of estimators for which aij = a/µij, where a is constant. All
three estimators φ̂∗P , φ̂∗F and φ̂∗New belong to this class, with a = 0,−1 and −φ, respectively.
Although our aim is to minimize the asymptotic variance, we consider an approximation
to the asymptotic mean of φ̂∗(a), under the assumption aij = a/µij, to assess the potential

























































































































details of the derivation of equation (3.19) are given in Appendix D.
As for the variance, setting φ = 1 and multiplying by n(k− 1), leads to the expression




n(k − 1)− p
φ̂∗,




n(k − 1)− p
,
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φ̂F =φ̂P −
n(k − 1)













3.2.2. Comparison among the estimators
Generalizing the results by Fletcher (2012), we assume that the third cumulants κ3ij
of the overdispersed multinomial distribution satisfy the conditions κ3ij = α κ03ij, α ≥ φ2,
where κ03ij is the third cumulant of the multinomial distribution. This condition holds for
the Dirichlet-Multinomial distribution. By substituting aij = a/µij and κ3ij = α κ03ij in
Equation (3.18) we get,








































′, j)− nφ2(k − 1)2
 ,






























Again, see the Section C.3 of Appendix C for details of the proof. As, S2 = zT{I −
U(UTU)−1UT}z is the residual sum of squares for the regression of z on U , where zT =





















Therefore, under the assumption that κ3ij = ακ03ij with α ≥ φ2, and ignoringO {n(k − 1)−2}




Agresti (2002) presented data concerning 68,694 passengers in cars and light trucks
that were involved in accidents in the state of Maine in 1991. The response categories are
(1) not injured, (2) injured but not transported by the emergency medical services, (3)
injured and transported by emergency medical services but not hospitalized, (4) injured
and hospitalized but did not die, and (5) injured and died. The Table (3.1) classifies the
passengers by gender, location and seatbelt use.





1 2 3 4 5
Female Urban No 7287 175 720 91 10
Yes 11587 126 577 48 8
Rural No 3246 73 710 159 31
Yes 6134 94 564 82 17
Male Urban No 10381 136 566 96 14
Yes 10969 83 259 37 1
Rural No 6123 141 710 188 45
Yes 6693 74 353 74 12




exp {βj0 + x1βj1 + x2βj2 + x3βj3}
1 +
∑4
j=1 exp {βj0 + x1βj1 + x2βj2 + x3βj3}






j=1 exp {βj0 + x1βj1 + x2βj2 + x3βj3}
,
where the predictors x1, x2 and x3 correspond to the factors sex, location and seat-belt
use. We set, x1 = 1 for male, 0 for female; x2 = 1 for urban, 0 for rural; x3 = 1 for
seatbelt yes, 0 for no. Therefore, we have η = (Zβ1, . . . ,Zβ4)T where Z = (1, x1, x2, x3)T
and βj = (βj0, βj1, βj2, βj3)T (j = 1, . . . , 4), giving a total of 16 parameters. For simplicity
here we drop the suffix i in the expressions. The estimates of the dispersion parameters
obtained after fitting this model are shown in Table (3.2).
Table 3.2: Estimates of φ for accident data
Pearson based Deviance based
φ̂P 1.58 φ̂D 1.62
φ̂F 1.59 φ̂D1 1.62
φ̂New 1.59 φ̂D2 1.61
Here we are using the deviance based estimators as defined in Chapter 2 with n − p
being replaced by n(k − 1)− p. As would expected for non-sparse data, the estimates are
very similar.
3.3.2. Sparse data
The multinomial vectors Yi may have unequal length, i.e. Yi = (Yi1, . . . , Yiki). We
consider both the equal and unequal length multinomial example at this section.
3.3.2.1. Example 1
Fahrmeir & Tutz (2013) provided data on job expectations of students of Psychology
in Regensburg (see Chapter 1). In the data the rows are of equal length. The data are
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sparse, with 8 out of 13 age groups having mi ≤ 3. Suppose we fit a multinomial model
with 3 categories
πj =
exp {βj0 + log (age)βj1}
1 +
∑2
j=1 exp {βj0 + log (age)βj1}






j=1 exp {βj0 + log (age)βj1}
The estimates of overdispersion obtained after fitting this model are shown in Table
(3.3).
Table 3.3: Estimates of φ for job expectation data
Pearson based Deviance based
φ̂P 1.59 φ̂D 1.28
φ̂F 1.03 φ̂D1 1.72
φ̂New 1.08 φ̂D2 1.31
Here, φ̂P and φ̂D1 suggest a substantial amount of overdispersion, whereas φ̂D, φ̂D2
indicate moderate overdispersion, and φ̂New, φ̂F suggest almost negligible overdispersion.
3.3.2.2. Example 2
We now consider the herring gull data (Paynter 1966), discussed in Chapter 1, this
provides an example of unequal length multinomial data. We consider a simple form of
Seber (1970) model for this data. Suppose si is the probability that an individual survives
from year i to i+ 1, and ri is the probability that a dead banded individual is reported in
year i. For simplicity, we considered the case where si = s and ri = r for all i. Thus every
banded bird has the same probability of surviving a year, and every dead banded bird has
the same probability r of being found and its band reported. There are three types of
non-return. First, there might be banded birds which died and were not found. Second,
birds might be found but not returned. Third, the bands of dead birds might be missing
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or unreadable. The fate-diagram under this Seber model can be represented as follows
survives yearmarked and
released alive









Figure 3.1: The Seber model for recovery data.
and the expected number of recoveries are as shown in Table (3.4).






1 2 3 . . . k − 1
1 m1 m1(1 − s)r m1s(1− s)r m1s2(1− s)r . . . m1sk−2(1− s)r
2 m2 m2(1− s)r m2s(1− s)r . . . m2sk−3(1− s)r
. . .
. . .




j=i yij denote the total number of bands recovered from the release cohort i.
The probability of not being recovered for an individual banded in year 1 is:
1−
{

















Likewise for birds banded in years 2, . . . , n. The joint probability mass function for the
yij can therefore be written as
f(y) =
m1!∏k−1
j=1 (y1j)! (m1 − b1)!
{r(1− s)}y11{rs(1− s)}y12 . . . {rs(k−2)(1− s)}y1,k−1{1− r(1− sk−1)}(m1−b1)
× m2!∏k−1
j=2 (y2j)! (m2 − b2)!
{r(1− s)}y22{rs(1− s)}y23 . . . {rs(k−3)(1− s)}y2,k−1{1− r(1− s(k−2))}(m2−b2)
× · · · × mn!∏k−1
j=n (ynj)! (mn − bn)!
{r(1− s)}ynn . . . {1− r(1− s(k−n))}(mn−bn).
We fitted the above model using maximum likelihood. The estimates of the parameters
are r̂ = 0.035 and ŝ = 0.655, with 95% confidence intervals (0.034, 0.037) and (0.638, 0.672)
respectively. The estimates of φ are listed in Table (3.5).
Table 3.5: Estimates of φ for herring gull data (2 parameters model)
Pearson based Deviance based
φ̂P 4.44 φ̂D 1.59
φ̂F 1.87 φ̂D1 4.11
φ̂New 1.25 φ̂D2 2.19
Here, φ̂P , φ̂D1 and φ̂D2 suggest very high overdispersion, whereas φ̂D and φ̂F give mod-
erate overdispersion and φ̂New suggests a relatively low level of overdispersion.
The dispersion could depend on the size mi. As for example the form of φ for Dirichlet-
Multinomial distribution(discussed broadly in Chapter 4 ) is {1 + ρ2(mi − 1)}. As the
number of birds released is not the same for all years, the amount of overdispersion could
differ by year. We therefore considered estimation of φ separately for each year, and this
led to the estimates shown in Table (3.6)
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Table 3.6: Estimates of φ for herring gull data in separate years
Year
Estimators
φ̂P φ̂F φ̂New φ̂D φ̂D1 φ̂D2
1 1.30 1.59 1.31 1.78 1.38 1.68
2 5.87 1.91 2.10 1.26 5.57 2.74
3 5.37 0.77 1.09 1.02 5.41 1.89
4 1.57 1.79 1.24 2.05 1.23 1.54
5 0.67 1.11 0.61 1.12 0.60 1.01
6 4.69 2.82 2.59 1.72 3.95 2.80
This table shows clear differences between the estimators for different years. Among all
the estimators φ̂P and φ̂D1 vary the most from year to year compared to other estimators.
Incorporating more parameters
Overdispersion could be lowered by adding more parameters. For the herring gull data,
now we considered two types of survival in our model. The first year survival probability





r 0.035 (0.032, 0.037)
s1 0.550 (0.520, 0.580)
s2 0.709 (0.689, 0.729)
We can see that s1 is less than s2, which is biologically plausible, since first-year birds are
most susceptible to climatic variation and other hazards (North & Morgan 1979, Clobert
& Lebreton 1985). The estimates of the dispersion parameters are as follows:
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Table 3.7: Estimates of φ for herring gull data (3 parameters model)
Pearson based Deviance based
φ̂P 1.79 φ̂D 1.10
φ̂F 1.38 φ̂D1 1.66
φ̂New 1.27 φ̂D2 1.39
Next we fitted a model with 9 parameters. Here we have a constant recovery rate r,
a first year survival probability s1i that depends on year, a constant second year survival
probability s2 and a constant survival probability s3, thereafter. The estimates of the dis-
persion parameters obtained after fitting this model are shown in Table 3.8.
Table 3.8: Estimates of φ for herring gull data (9 parameters model)
Pearson based Deviance based
φ̂P 1.21 φ̂D 0.92
φ̂F 1.20 φ̂D1 1.15
φ̂New 1.20 φ̂D2 1.15
Comparing Tables (3.5), (3.7) and (3.8), all the estimates of φ decrease as more pa-
rameters are added as would be expected. Specially, φ̂P and φ̂D1 changed dramatically.
Interestingly, our estimator φ̂New is the most stable compared to the others, presumably





4.1. Dirichlet-Multinomial (DM) Distribution
The Dirichlet-Multinomial Distribution proposed by Mosimann (n.d.) provides a way
to model categorical data exhibiting overdispersion. Here the overdispersion is believed to
arise from the fact that the cell probabilities P ∗i =
(
Pi1, Pi2, · · ·Pi(k−1)
)T vary randomly
according to a Dirichlet distribution, with probability density function
f(P ∗i ;π
∗








where c = (1−τ)/τ, 0 < τ < 1, and Γ(·) denotes the gamma function. Thus we assume that
Y ∗i |P ∗i is distributed as a k-dimensional multinomial random variable and the marginal
distribution of Y ∗i is then the Dirichlet-Multinomial, with probability mass function




yi1!yi2! · · · yik!
Γ(c)
Γ (mi + c)
∏k
j=1 (yij + cπij)∏k
j=1 Γ (cπij)
. (4.2)
The mean and variance of the Dirichlet-Multinomial distribution are
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and
var(Y ∗i ) = {1 + (mi − 1)τ}mi{diag(π∗i )− π∗iπ∗Ti }. (4.4)
where, mi{diag(π∗i )−π∗iπ∗Ti } is the variance of the corresponding multinomial distribution,
and the term 1 + (mi − 1)τ measures the amount of overdispersion φ. Here for Dirichlet-
Multinomial distribution φ depends on mi, hence overdispersion will vary according to the
size. Note that beta-binomial distribution (Section 2.2.2) is a special case of Dirichlet-
Multinomial distribution with k = 2.
4.2. Finite Mixture of Multinomials
We consider two types of finite mixture models of multinomial (MM), and show that
one of them has the same mean and variance as the regular multinomial (MN).
4.2.1. Type 1 (MM1)
Consider a situation where the data Yi = (Yi1, . . . , Yik), can be viewed as arising
from a population which is a mixture of two sub-populations, with parameters Pi1 =
(Pi11, . . . , Pi1k) and Pi2 = (Pi21, . . . , Pi2k), in some proportions w1 and w2, where w1 +w2 =
1. For a practical example, consider the herring gull data discussed in Chapters 1 and 3.
Suppose, in the population there are two sub-populations (1 and 2), with different survival
rates because of age or other factors. Each bird recovered comes from sub-population 1
with probability w1 and sub-population 2 with probability w2.
For simplicity we suppress subscript i in the following calculations. Now, consider the
set up:
Y1 = (Y11, . . . , Y1k) ,
Y2 = (Y21, . . . , Y2k) ,
and
Y = Y1 + Y2,
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M1 +M2 = m.
We then have
E(M1) = mw1,
var(M1) = mw1(1− w1),
and for j = 1, . . . , k
E[Y1j|M1] = M1P1j,
E[Y2j|M2] = M2P2j,
var[Y1j|M1] = M1P1j(1− P1j),
and
var[Y2j|(M2)] = M2P2j(1− P2j).
The marginal means and variances are therefore
EM,Yj(Yj) = EM,Yj(Y1j + Y2j)
= EM
[
EYj |M(Y1j + Y2j)
]
= EM [M1P1j +M2P2j]
= m [w1P1j + w2P2j]
= mπj, (4.5)
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where πj is defined as
πj = w1P1j + w2P2j,
and
varM,Yj(Yj) = varM,Yj(Y1j + Y2j)
= EM [varYj |M {(Y1j + Y2j)}] + varM [EYj |M(Y1j + Y2j)]
= EM [M1P1j(1− P1j)] + EM [M2P2j(1− P2j)]
+ varM [M1P1j +M2P2j]
= mw1P1j(1− P1j) +mw2P2j(1− P2j)
+ P 21jmw1(1− w1) + P 22jmw2(1− w2)− 2mP1jP2jw1w2
= mw1P1j +mw2P2j − P 21jmw21 − P 22jmw22 − 2mP1jP2jw1w2
= m [w1P1j + w2P2j] [1− w1P1j − w2P2j]
= mπj (1− πj) , (4.6)
for j = 1, . . . , k. From Equation (4.5) and (4.6) it is clear that the mean and variance of
Yj are the same as for the regular multinomial distribution.
4.2.2. Type 2 (MM2)
Suppose we have the same two sub-populations as in the MM1 case, but we randomly
select one sub-population, and our entire sample comes from that population. Thus we
have
E(Pj) = w1P1j + w2P2j = πj,
var(Pj) = w1P 21j + w2P
2
2j − (w1P1j + w2P2j)
2 ,
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= EPj [mPj(1− Pj)] + varPj(mPj)
= mE
(
Pj − P 2j
)
+m2var(Pj)
= mE (Pj)−mvar (Pj)−m {E (Pj)}2 +m2var(Pj)
= mE(Pj) {1− E(Pj)}+m(m− 1)var(Pj)







2j − (w1P1j + w2P2j)
2}






2j − (w1P1j + w2P2j)
2}









The distribution of Yj is therefore overdispersed relative to the multinomial distribution,
with











Note that, unlike the Dirichlet-Multinomial distribution (φ = (mi−1)τ), here for MM2
φ depends on j, i.e. the amount of overdispersion may differ in each cell. Occasionally we
will use the notation φj to represent the fact that the amount of overdispersion depends
on the cell.
4.3. Finite Mixture of Dirichlet-Multinomial
Similar to the finite mixture of multinomials, assume that the data comes from a mix-
ture of two sub-populations, where each sub-population follows the Dirichlet-Multinomial(DM)
distribution. In the literature several authors had discussed this kind of mixture. For ex-
ample, Holmes et al. (2012) discussed the use of such a mixture for modelling microbial
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metagenomics data, while Yin & Wang (2014) used it for short text clustering, a technique
that has become an increasingly important with the popularity of social media.
4.3.1. Type 1 (DMM1)
Assume that we have the same set up as for MM1, except that the sub-populations
follow Dirichlet-Multinomial distributions, with P1 ∼ Dir (c1π11, . . . , c1π1k) and P2 ∼
























The expected value of Yj can then be written as,
EM,Pj ,Yj(Y1j + Y2j) =EM
(














=m (w1π1j + w2π2j)
=mπj.
Similarly the variance can be calculated as
varM,Pj ,Yj(Y1j + Y2j) =EM
[














EYj |M,Pj(Y1j + Y2j)
)]
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varYj |M,Pj(Y1j + Y2j) =M1P1j (1− P1j) +M2P2j (1− P2j) (4.10)
EYj |M,Pj(Y1j + Y2j) =M1P1j +M2P2j (4.11)
Now taking expectation of Equation (4.10) we have
EPj
(
varYj |M,Pj(Y1j + Y2j)
)
=EPj (M1P1j (1− P1j) +M2P2j (1− P2j))
=M1
(




π2j − (τ2π2j(1− π2j))− π22j
)
=M1(1− τ1)π1j(1− π1j) +M2(1− τ2)π2j(1− π2j). (4.12)
Again variance of Equation (4.11) is
varPj
(
EYj |M,Pj(Y1j + Y2j)
)
=varPj (M1P1j +M2P2j)
=M21 τ1π1j(1− π1j) +M22 τ2π2j(1− π2j) (4.13)
and so
varPj ,Yj |M(Y1j + Y2j) =M1 [(1− τ1)π1j(1− π1j) +M1τ1π1j(1− π1j)]
+M2 [(1− τ2)π2j(1− π2j) +M2τ2π2j(1− π2j)]
=M1 [1 + (M1 − 1)τ1] π1j(1− π1j)

















mw2(1− w2) + (mw2)2 −mw2
))
π2j(1− π2j)
= (1 + τ1 (1− w1 +mw1 − 1))mw1π1j(1− π1j)
+ (1 + τ2 (1− w2 +mw2 − 1))mw2π2j(1− π2j)
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= (1 + τ1 (m− 1)w1) mw1 π1j(1− π1j)
+ (1 + τ2 (m− 1)w2) mw2 π2j(1− π2j) (4.15)
Likewise, we can write
EPj ,Yj |M(Y1j + Y2j) =EPj
[




















=π21jmw1(1− w1) + π22jmw2(1− w2)− 2mw1w2π1jπ2j (4.16)
This leads to
var(Y1j + Y2j) = (1 + τ1 (m− 1)w1) mw1 π1j(1− π1j) + π21jmw1(1− w1)












mπj(1− πj) =m (w1π1j + w2π2j) (1− w1π1j − w2π2j)
=mw1π1j (1− w1π1j − w2π2j) +mw2π2j (1− w1π1j − w2π2j)
=mw1π1j (1− w1π1j) +mw2π2j (1− w2π2j)− 2mw1π1jw2π2j
(4.17)
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we can rewrite var(Y1j + Y2j) as
var(Y1j + Y2j) =mw1
(




(1 + τ2 (m− 1)w2) π2j(1− π2j) + π22j(1− w2)
)
− 2mw1w2π1jπ2j
= mw1π1j (1− w1π1j) +mw2π2j (1− w2π2j)− 2mw1π1jw2π2j
+mw1
(




(1 + τ2 (m− 1)w2) π2j(1− π2j) + π22j(1− w2)
)
−mw1π1j (1− w1π1j)−mw2π2j (1− w2π2j)
= mπj (1− πj)
+mw1
(








1j (w1 − 1) +mw2π22j (w2 − 1)
= mπj (1− πj)
+mw1 (τ1 (m− 1)w1 π1j(1− π1j))
+mw2 (τ2 (m− 1)w2 π2j(1− π2j))
= mπj (1− πj) +m (m− 1)
{
w21τ1π1j(1− π1j) + w22τ2π2j(1− π2j)
}
(4.18)






ψj =m (m− 1)
{
w21τ1π1j(1− π1j) + w22τ2π2j(1− π2j)
}
Note that ordinary Dirichlet-Multinomial (DM) and finite mixture of multinomials type
1 (MM1) are two special cases of DMM1. If we set w1 = 1 and w2 = 0 in Equation (4.18),
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it gives the same result as DM distribution, likewise τ1 = τ2 = 0 gives the MM1.
4.4. Type 2 (DMM2)
Again, as for the MM2 mixture, suppose we randomly select one of two sub-populations,
but this time each have a DM distribution, and the whole sample comes from the selected































wi′πi′j = mπj, (4.21)





























wi′{τi′πi′j(1− πi′j) + π2i′j} − π2j
]
, (4.22)
and φj can be written as
φj = 1 +
m(m− 1)
[∑2







Similar to DMM1 we get ordinal DM result by setting w1 = 1 and w2 = 0 in Equation
(4.22). Again τ1 = τ2 = 0 gives the MM2.
4.5. Simulation
We conducted a set of simulations to compare the performance of the different estima-
tors of φ. To motivate the simulation setting we considered two data sets; the herring gull
data of Paynter (1966) and the job expectation data in Fahrmeir & Tutz (2013) (Section
1.6). Throughout this thesis we use E1, the proportion of expected counts less than or
equal to 1, as a measure of sparsity. In the herring gull data the multinomial vectors are of
different length, while in the job expectation data they were of same length. For simulating
highly sparse multinomial data k needs to be large or m and π need to be small. In the job
expectation data, the number of response categories (k), is only 3, and in the simulation
we could not produce high level of sparsity. On the other hand, in the herring gull data k
is 29, therefore, it was possible to simulate data with great level of sparsity. Under these
circumstances, we did most of the simulations basing on Herring gull data.
4.5.1. Job expectation data
The job expectation data (Fahrmeir & Tutz 2013) discussed in Sections 1.6 and 3.3 are
example of a sparse multinomial data. In the data most of the records are for individuals
aged between 19 and 24, for ages 26, 29, 31 and 34, the value of mi is 1. But from the
Equation, (4.4) it is apparent that, 1 < φ < m, since 0 < τ < 1. Therefore, for simulating
overdispersed multinomial data with φ = 2, mi should be at least 3. For the simulations
we therefore increased mi from 1 to 3. We fitted multinomial model using the VGAM
package. We then used the estimated probabilities for simulating data from the Dirichlet-
Multinomial distribution with φ set equal to 2. We did 1000 simulations.
We summarized the results of the simulations by calculating the empirical bias, stan-




Estimstor Bias SE RMSE
φ̂P -0.13 0.69 0.70
φ̂F -0.03 0.54 0.54
φ̂New 0.02 0.54 0.54
φ̂D -0.07 0.58 0.53
φ̂D1 -0.15 0.58 0.60
φ̂D2 -0.08 0.45 0.46
From the above results we can see that, except the estimator φ̂P and φ̂D1, there is not
much difference among the other estimators in terms of RMSE. Pearson’s estimator φ̂P
has the largest standard error and φ̂D1 has the largest bias among all the estimators. In
this example, E1 is only 30%. Since the data are not highly sparse we did not see much
difference among the estimators. Note that, we did not derive any asymptotic theory of the
deviance-based estimators in terms of comparing them with the Pearson-based estimators.
The results in the Table (4.1) supports the findings of Section 3.2.2, which suggest that
the proposed estimator φ̂New will not have larger variance compared to the estimators φ̂P
and φ̂F . It is noticeable that φ̂D2 has the lowest RMSE. It is possible because later the
simulation for the herring gull data shows that our estimator, φ̂New performs better than
all the estimators only when the data are highly sparse, that is when approximately more
than 40% of the expected counts are less than 1.
4.5.2. Herring gull data example
For the herring gull data, the value of E1 was found to be 60%, so the data are clearly
sparse, and we expect to observe some differences among the estimators. We carried out
several simulations based on this example. First, we used simulation to detect the presence
of overdispersion. Second, we assessed the effects of overdispersion on confidence intervals
for the parameters r (recovery rate) and s (survival rate). Third, we compared all 6
estimators of overdispersion for different values of φ and levels of sparsity, in terms of
bias, standard error and root mean squared error. Finally, we assessed the performance




4.5.2.1. Fitting a multinomial model
The data on herring gull are displayed in Table (1.3). There are six years of ringing
and 29 years of follow-up. We estimated the recovery rate (r) and survival rate (s) for each
banding cohort by fitting the Seber model (Section 3.3.2.2). Using the estimated r and s
we then generated 500 observations for each banding cohort and compared the simulated










Figure 4.1: Simulated data for cohort1 and cohort 2. The blue dots indicate the observed data,




From Figure (4.1) it appears that the multinomial model does not fit the data well, as
most of the observations lie in the tail areas of the simulated data, suggesting LOF. The
LOF may be due to requiring s to depend on age or time and it may not necessarily be
overdispersion. Note that, similar results hold for cohort 3 to 6.
4.5.2.2. Effect of overdispersion on confidence intervals
Next we simulated 100 data set from a Dirichlet-Multinomial distribution with φ = 2,











Figure 4.2: Simulation results showing confidence intervals for r (1st row) and s (2nd row).
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In figure 4.2 (a) and 4.2 (c), we calculated the confidence intervals without allowing for
overdispersion. Whereas, in figure 4.2 (b) and 4.2 (d), overdispersion was allowed for, that
is the standard errors were multiplied by
√
2. The green lines indicate the true values of
the parameters. The red intervals are those which do not include the true parameter value.
From the plots it is clear that when φ is not allowed for construction of the intervals, more
than 5% of the intervals do not contain the true parameter. When φ is allowed for, only
5% of the intervals miss the true parameter. In order to check the coverage in broader
scale, we repeated the simulation using 10, 000 datasets. As would be expected, when
overdispersion is ignored 84% of intervals contain r, when it is allowed for 95% of intervals
include r. Likewise, for s the corresponding coverage rates are 83% and 95%.
4.5.2.3. Performance of φ̂P
We simulated 500 data set from the Dirichlet-Multinomial distribution by fixing φ at








Figure 4.3: The histogram of φ̂P .
The histogram above is right skewed, with most of the estimates being clustered below
point φ̂ = 2. Some of the values of φ̂P are very large, indicating severe overestimation.
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Next, we examined the performance of φ̂P for different levels of sparsity E1, which we






Figure 4.4: Boxplots for 3 different levels of E1, the red line indicates the true value of φ. For
E1 = 0.75 and 0.45 some of the values of φ̂P were really big. We did the truncation at φ̂P = 4.
When sparsity is high (E1 = 0.75, 0.45), there are cases with extremely high values of
φ̂P as we see in the histogram. As E1 approaches to 0, φ̂P has smaller bias and standard
error.
4.5.2.4. Simulation with different levels of φ
A simulation study was conducted in order to compare the performance of the six
estimators φ̂P , φ̂F , φ̂New, φ̂D, φ̂D1 and φ̂D2. We set a true value for φ and then generated the
data using the Dirichlet-Multinomial distribution, the recovery and survival probabilities
were set equal to those observed in herring gull data. The number of years of ringing was
6 and the number of years of recovery to be 29, as in the real data. We carried out 106
simulations and considered values of φ ranging from 1 to 5. For the special case φ = 1, we
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Figure 4.5: Simulation results showing the bias, standard error(SE), and root mean squared er-




From the simulations we calculated the empirical bias, standard error and square root
of the mean squared error of each estimator, for each value of φ. From Figure (4.5) we
can see that all the estimators are negatively biased, and that this bias increases with φ.
Although φ̂D generally has the lowest standard error, it also has the largest bias. When
φ ≈ 1 all the estimators other than φ̂P and φ̂D1 perform equally well. As φ gets larger
φ̂New, clearly performs best in terms of the RMSE.
4.5.2.5. Simulation with different levels of sparsity
We simulated data from Dirichlet-Multinomial distribution by setting φ = 2, varied
r and s from 0.1 to 0.9. The value of E1 range from 0 to 0.9, corresponding to different
combinations of r and s. For each combination we again calculated the bias, standard error
and square root of the mean squared error of each estimator. Among the deviance-based
estimators (Figure 4.6), φ̂D has the largest bias but the smallest variance as the level of
sparsity increases. When E1 > 50%, even with 106 simulations, we see instability in SE














Figure 4.6: Simulation results showing the bias, standard error(SE), and root mean squared














Figure 4.7: Simulation results showing the bias, standard error(SE), and root mean squared
error (RMSE) for φ̂P (black), φ̂F (red), φ̂New(Green), φ̂D(blue), for different levels of sparsity .
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As we can see from figure (4.7), φ̂P and φ̂F are less robust than the other estimators,
in that they can produce very high values. Although φ̂D generally has the lowest standard
error, it again has the largest bias. For lower levels of sparsity, φ̂D has the lowest RMSE,
but as the sparsity increases φ̂New performs the best of all the estimators.
4.5.2.6. Coverage of the confidence intervals of the parameters
We checked coverage of the confidence intervals of r and s for 3 different levels of
sparsity, with φ = 2 and m = 1000. The confidence intervals were constructed by allowing
for overdispersion, and using the different estimators of φ. We carried out 104 simulations
and calculated the proportion of times each interval contained the true parameter. The
results are summarized in the following table:
Table 4.2
Coverage
Estimators E1 = 0.75 E1 = 0.45 E1 = 0
r s r s r s
Pearson-based
φ̂P 0.86 0.87 0.93 0.93 0.95 0.95
φ̂F 0.92 0.92 0.94 0.94 0.95 0.95
φ̂New 0.94 0.94 0.94 0.95 0.95 0.95
Deviance-based
φ̂D 0.79 0.79 0.90 0.90 0.95 0.95
φ̂D1 0.83 0.83 0.91 0.92 0.94 0.94
φ̂D2 0.89 0.89 0.92 0.93 0.94 0.94
From the results in Table (4.2), φ̂New outperforms the other estimators of φ when the
data are sparse (E1 = 0.75 or 0.45). For E1 = 0 there is little difference between the
estimators. It is noticeable that the deviance-based estimators lead to lower coverage rates
than the Pearson-based estimators across all levels of sparsity.
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4.5.2.7. Simulation using a Finite Mixture of DM distributions
This simulation study was conducted in order to compare the performance of the es-
timators of φ, when the data come from a two-part mixture of Dirichlet-Multinomial
distributions. For simplicity we only considered the first banding cohort.
For band-recovery data, the Dirichlet-Multinomial mixture of type-1 (DMM1) is more
appropriate, because it is more natural to consider several groups with different propor-
tions, rather than considering the entire sample as coming from one of these subpopulations.
For simplicity, we assumed these are 2 sub-populations with mixing probabilities w1 and
w2 = 1 − w1, each with its own survival rate si (i = 1, 2), and with a common recovery
rate r. The data were modeled using the Seber (1970) parameterization (Section 3.3.2.2).
For simulation purpose, we considered two cases: first, we set s1 = 0.20 and s2 = 0.80,
while in the second we set s1 = 0.20 and s2 = 0.50. For each case, we considered three
values of w1 (0.20, 0.50 and 0.80). From Equation (4.19) it is clear that φ depends on j, i.e.
the amount of overdispersion depends on the cell. Hence, for the simulation purpose we
considered the average of them. In the previous simulations we found that φ̂D performed
better than φ̂D1 and φ̂D2 when the data are highly sparse (Figure 4.6). So, in order to make
the comparison simple we removed these two estimators from the further simulations.
4.5.2.8. s1 = 0.20, s2 = 0.80
We considered situations where the two sub-populations have the same or different
levels of overdispersion.
Same φ
We varied φ from 2 to 5 in each of sub population and performed 103 simulations. The
results for the bias and standard error are given in the Appendix A. Those for the root






φ̂P φ̂F φ̂D φ̂New
2 1.78 3.01 1.08 0.88 0.74
3 2.56 3.46 1.47 1.46 1.21
4 3.34 11.96 1.76 2.09 1.70
5 4.12 3.84 2.55 2.78 2.37
φ φmix
RMSE(w1 = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 1.49 162.60 3.56 0.65 0.63
3 1.99 235.65 6.01 1.07 0.96
4 2.49 178.33 6.31 1.45 1.28
5 2.99 288.66 8.41 1.89 1.72
φ φmix
RMSE(w1 = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 1.26 15113.45 36.25 0.67 0.51
3 1.53 2626.51 34.01 0.88 0.64
4 1.79 26084.08 6.90 1.06 0.88
5 2.06 332.25 57.17 1.28 1.15
The value of φmix is obtained from Equation (4.19), it is noticeable that in every case
value of φmix is smaller than φ. Note also that, the cell probabilities are different for the
two sub-populations and φj depends on πj (Equation 4.19), therefore the mixing probabil-
ities w1 = 0.2 and w1 = 0.8 do not lead the same values of φmix. The estimator φ̂P has the
largest RMSE, especially when w = 0.8. This is because 80% of the birds come from the
first sub-population and s1 = 0.20, making the data for this sub-population very sparse.




We varied φ from 2 to 5 in each sub-population and again performed 103 simulations.
The results for the bias and standard error are again given in the Appendix A. The root




φ̂P φ̂F φ̂D φ̂New
2 5 4.10 4.66 2.45 2.73 2.32
3 4 3.33 5.51 2.44 2.08 1.76
4 3 2.56 5.32 1.61 1.51 1.27
5 2 1.79 5.92 0.80 0.90 0.77
φ1 φ2 φmix
RMSE(w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 5 2.89 58.70 3.94 1.81 1.62
3 4 2.46 41.46 4.56 1.45 1.24
4 3 2.03 94.41 4.56 1.07 0.93
5 2 1.60 118.27 1.71 0.77 0.76
φ1 φ2 φmix
RMSE(w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 5 1.79 9533.57 49.84 1.11 0.96
3 4 1.71 2301.47 16.23 1.03 0.83
4 3 1.62 20736.67 40.45 0.91 0.76
5 2 1.53 589515.28 51.87 0.82 0.65
These results are similar to those where φ is the same for each subpopulation, with φ̂P




4.5.2.9. s1 = 0.20, s2 = 0.50
Same φ




φ̂P φ̂F φ̂D φ̂New
2 1.78 6.60 2.91 1.46 0.99
3 2.57 2.70 1.55 2.17 1.53
4 3.35 3.06 2.11 2.90 2.10
5 4.14 3.70 2.80 3.63 2.76
φ φmix
RMSE(w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 1.49 238.50 0.62 1.24 0.85
3 1.99 4.48 2.12 1.70 1.19
4 2.49 20.41 9.98 2.16 1.56
5 2.99 3.07 1.82 2.63 1.85
φ φmix
RMSE(w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 1.26 7.32 0.75 1.07 0.80
3 1.53 12.63 0.71 1.31 1.02
4 1.80 11.00 1.59 1.57 1.17
5 2.07 7.74 2.11 1.81 1.49
Here, in Table (4.5), φ̂New has the lowest RMSE compared to other estimators in most








φ̂P φ̂F φ̂D φ̂New
2 5 4.12 3.67 2.83 3.66 2.69
3 4 3.35 2.94 2.06 2.89 2.11
4 3 2.57 4.28 2.30 2.18 1.54
5 2 1.79 2.86 1.24 1.48 1.00
φ1 φ2 φmix
RMSE(w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 5 2.90 3.20 1.74 2.55 1.84
3 4 2.46 4.00 1.33 2.15 1.52
4 3 2.03 139.20 1.00 1.72 1.26
5 2 1.59 5.59 0.63 1.30 0.91
φ1 φ2 φmix
RMSE(w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 5 1.79 9.39 1.83 1.59 1.12
3 4 1.71 3.07 0.82 1.48 1.11
4 3 1.62 29.51 0.91 1.39 1.24
5 2 1.54 30.41 0.83 1.30 1.26
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Here, φ̂New is worse compared to φ̂F in some places giving up to 52% higher RMSE.
Therefore, we can not guarantee that our estimator will always give the lowest level of
RMSE. We don’t know the exact reason for this result, may be the third cumulant as-
sumption is not satisfied for the mixture of the Dirichlet-Multinomial distribution or there




As stated in the introduction, the goal of this thesis was to find out a suitable estima-
tor of the overdispersion for sparse multinomial data. It is common practice to estimate
φ by dividing Pearson’s LOF statistic, by the residual degrees of freedom, as suggested by
Wedderburn (1974). In the related context of testing LOF, it is well known that the use
of Pearson’s LOF statistic may not be reliable for sparse data. Thus Farrington (1996)
proposed a modification of Pearson’s statistic in the univariate setting, that has a smaller
asymptotic variance, particularly for sparse data. In the literature, most authors discussed
the issue of testing LOF of a model to sparse data, rather than estimating the amount
of overdispersion (Zelterman (1986), Zelterman (1987), Farrington (1996), Paul & Deng
2000, Paul & Deng 2012). Fletcher (2012) again in the univariate setting, considered the
problem of estimating φ while fitting a generalized linear model to overdispersed data. He
proposed a new estimator of φ that has a smaller variance than both Wedderburn (1974)’s
and Farrington (1996)’s estimator, subject to a condition on the third cumulant of the
response variable.
Since, the multinomial distributions can be derived from a set of independent Poisson
random variables conditional on their observed total (Cochran 1952), our aim was to as-
sess the potential use of Fletcher’s approach to estimating φ for multinomial data. The
novel part of our work was to assess the asymptotic properties of a modified version of
the Wedderburn (1974)’s estimator. The estimator that we derived can be thought of as
a modification of Fletcher (2012)’s estimator for the Poisson model, or as a generalization
of his estimator for the binomial model.
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We have considered three models for accommodating overdispersion in multinomial
data, these are a finite mixture of multinomial distributions (MM2), the Dirichlet-Multinomial
distribution and a finite mixture of Dirichlet-Multinomial distributions. In our simulations,
when the data were generated using a Dirichlet-Multinomial distribution, and were highly
sparse, our estimator φ̂New had the lowest root mean squared error (RMSE). For the finite
mixture of Dirichlet Multinomial distributions some times the estimator φ̂F performed bet-
ter than the estimator φ̂New in terms of RMSE. Like Fletcher (2012) in the univariate case,
we derived our estimator by assuming a condition on the third cumulant of the response
variable. This condition is satisfied by the Dirichlet Multinomial distribution, but may
not be satisfied by a finite mixture of Dirichlet Multinomial distributions. It would be
interesting to check this assumption, for both the finite mixture of Dirichlet Multinomial
distributions and for other types of overdispersed multinomial models.
Our estimator is likely to be useful in the following areas where, sparse multinomial
data commonly arise:
1) Mark-recovery and Mark-recapture modeling,
2) Surveys with large numbers of questions and response categories,
3) DNA sequence analysis,
4) Hyperspectral image (HSI) classification.
Further extension of our work could involve the development of a new estimator of φ
based on the deviance, similar to the work of Paul & Deng (2000) for testing LOF. It
would also be interesting to develop a good method of calculating a confidence interval for
φ. In doing so, it seems appropriate to use an estimate of the variance that is conditional
on the regression parameter β̂ (McCullagh 1985; Farrington 1996). Either way, this will
involve estimation of the third and fourth moments of the response variable which means
it is likely to be prone to problems when the data are sparse (Fletcher 2012).
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A.1. s1 = 0.20, s2 = 0.80
A.1. s1 = 0.20, s2 = 0.80
Table A.1: Bias for DMM (s1 = 0.2, s2 = 0.8), same φ
φ φ̂mix
bias (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 1.78 0.15 -0.12 -0.78 -0.15
3 2.56 -0.31 -0.55 -1.36 -0.45
4 3.34 -0.28 -1.01 -1.98 -0.78
5 4.12 –1.28 -1.50 -2.65 -1.15
φ φ̂mix
bias (w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 1.49 13.51 0.47 -0.48 0.02
3 1.99 12.48 0.25 -0.92 -0.22
4 2.49 11.81 0.15 -1.31 -0.45
5 2.99 20.51 0.15 -1.75 -0.67
φ φ̂mix
bias (w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 1.26 877.73 2.19 -0.43 -0.05
3 1.53 238.32 2.60 -0.66 -0.21
4 1.79 1110.21 0.89 -0.89 -0.33
5 2.06 193.43 5.18 -1.11 -0.42
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A.1. s1 = 0.20, s2 = 0.80
Table A.2: SE for DMM (s1 = 0.2, s2 = 0.8), same φ
φ φ̂mix
standard error (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 1.78 3.00 1.07 0.39 0.72
3 2.56 3.45 1.36 0.53 1.12
4 3.34 11.96 1.44 0.66 1.50
5 4.12 3.62 2.06 0.83 2.07
φ φ̂mix
standard error (w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 1.49 162.04 3.53 0.43 0.62
3 1.99 235.32 6.01 0.55 0.93
4 2.49 177.94 6.31 0.61 1.20
5 2.99 287.93 8.41 0.71 1.58
φ φ̂mix
standard error (w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 1.26 15087.94 36.19 0.51 0.51
3 1.53 2615.68 33.91 0.57 0.60
4 1.79 26060.45 6.85 0.58 0.82
5 2.06 2324.22 56.94 0.64 1.07
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A.1. s1 = 0.20, s2 = 0.80
Table A.3: Bias for DMM (s1 = 0.2, s2 = 0.8), different φ
φ1 φ2 φ̂mix
bias (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 5 4.10 -1.18 -1.41 -2.62 -1.06
3 4 3.33 -0.55 -0.93 -1.97 -0.76
4 3 2.56 -0.21 -0.58 -1.41 -0.52
5 2 1.79 0.20 -0.23 -0.80 -0.16
φ1 φ2 φ̂mix
bias (w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 5 2.89 5.69 -0.11 -1.68 -0.59
3 4 2.46 5.40 -0.01 -1.32 -0.48
4 3 2.03 8.24 0.19 -0.93 -0.27
5 2 1.60 10.09 0.18 -0.57 -0.03
φ1 φ2 φ̂mix
bias (w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 5 1.79 466.40 2.49 -0.94 -0.28
3 4 1.71 193.87 1.96 -0.86 -0.28
4 3 1.62 1290.99 3.02 -0.70 -0.24
5 2 1.53 20606.77 2.48 -0.61 -0.24
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A.1. s1 = 0.20, s2 = 0.80
Table A.4: SE for DMM (s1 = 0.2, s2 = 0.8), different φ
φ1 φ2 φ̂mix
standard error (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 5 4.10 4.50 2.00 0.77 2.05
3 4 3.33 5.48 2.25 0.65 1.58
4 3 2.56 5.32 1.50 0.54 1.16
5 2 1.79 5.92 0.77 0.40 0.75
φ1 φ2 φ̂mix
standard error (w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 5 2.89 58.42 3.94 0.68 1.51
3 4 2.46 41.10 4.56 0.59 1.14
4 3 2.03 94.05 4.56 0.53 0.88
5 2 1.60 117.84 1.70 0.47 0.76
φ1 φ2 φ̂mix
standard error (w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 5 1.79 9522.15 49.77 0.60 0.91
3 4 1.71 2293.28 16.11 0.58 0.78
4 3 1.62 20696.45 40.33 0.59 0.72
5 2 1.53 589155.01 51.81 0.55 0.61
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A.2. s1 = 0.20, s2 = 0.50
A.2. s1 = 0.20, s2 = 0.50
Table A.5: Bias for DMM (s1 = 0.2, s2 = 0.5), same φ
φ φ̂mix
bias (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 1.78 -0.95 -0.54 -1.44 -0.49
3 2.57 -1.85 -1.26 -2.15 -0.92
4 3.35 -2.59 -1.95 -2.88 -1.32
5 4.14 -3.33 -2.68 -3.60 -1.79
φ φ̂mix
bias (w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 1.49 6.82 -0.37 -1.22 -0.41
3 1.99 -1.23 -0.76 -1.69 -0.75
4 2.49 -0.96 -0.92 -2.14 -0.99
5 2.99 -2.19 -1.70 -2.61 -1.35
φ φ̂mix
bias (w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 1.26 -0.38 -0.17 -1.05 -0.35
3 1.53 -0.18 -0.43 -1.30 -0.48
4 1.80 -0.43 -0.61 -1.55 -0.67
5 2.07 -0.95 -0.80 -1.79 -0.75
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A.2. s1 = 0.20, s2 = 0.50
Table A.6: SE for DMM (s1 = 0.2, s2 = 0.5), same φ
φ φ̂mix
standard error (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 1.78 6.53 2.86 0.22 0.86
3 2.57 1.97 0.90 0.30 1.22
4 3.35 1.62 0.81 0.37 1.63
5 4.14 1.61 0.81 0.45 2.09
φ φ̂mix
standard error(w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 1.49 238.40 0.49 0.21 0.74
3 1.99 4.31 1.98 0.24 0.92
4 2.49 20.39 9.93 0.30 1.21
5 2.99 2.15 0.64 0.31 1.26
φ φ̂mix
standard error(w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 1.26 7.31 0.73 0.19 0.72
3 1.53 12.63 0.56 0.20 0.90
4 1.80 10.99 1.47 0.22 0.96
5 2.07 7.68 1.95 0.27 1.29
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A.2. s1 = 0.20, s2 = 0.50
Table A.7: Bias for DMM (s1 = 0.2, s2 = 0.5), different φ
φ1 φ2 φ̂mix
bias (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 5 4.12 -3.43 -2.70 -3.63 -1.93
3 4 3.35 -2.64 -1.97 -2.86 -1.31
4 3 2.57 -1.82 -1.22 -2.16 -0.93
5 2 1.79 -1.17 -0.61 -1.43 -0.52
φ1 φ2 φ̂mix
bias (w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 5 2.90 -2.21 -1.62 -2.53 -1.31
3 4 2.46 -1.74 -1.26 -2.13 -1.04
4 3 2.03 3.20 -0.81 -1.70 -0.70
5 2 1.59 -0.59 -0.45 -1.28 -0.40
φ1 φ2 φ̂mix
bias (w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 5 1.79 -0.67 -0.63 -1.58 -0.79
3 4 1.71 -0.94 -0.55 -1.46 -0.59
4 3 1.62 1.38 -0.47 -1.37 -0.50
5 2 1.54 1.05 -0.39 -1.27 -0.34
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Table A.8: SE for DMM (s1 = 0.2, s2 = 0.5), different φ
φ1 φ2 φ̂mix
standard error (w = 0.2)
φ̂P φ̂F φ̂D φ̂New
2 5 4.12 1.30 0.82 0.40 1.88
3 4 3.35 1.28 0.59 0.37 1.66
4 3 2.57 3.87 1.95 0.31 1.23
5 2 1.79 2.60 1.08 0.22 0.85
φ1 φ2 φ̂mix
standard error (w = 0.5)
φ̂P φ̂F φ̂D φ̂New
2 5 2.90 2.31 0.62 0.31 1.29
3 4 2.46 3.60 0.43 0.27 1.12
4 3 2.03 139.16 0.59 0.25 1.04
5 2 1.59 5.56 0.44 0.22 0.82
φ1 φ2 φ̂mix
standard error (w = 0.8)
φ̂P φ̂F φ̂D φ̂New
2 5 1.79 9.37 1.72 0.21 0.79
3 4 1.71 2.92 0.61 0.23 0.94
4 3 1.62 29.47 0.78 0.24 1.13





Suppose, yi = (yi1, . . . , yik)T , i = 1, . . . , n and E(yi) = µi = (µi1, . . . , µik)T . Here, yi denote independent multinomial vectors with
denominator mi and k dimensional probability vector πi = (πi1, . . . , πik) and covariance matrix Σi. Consider a multivariate generalized
linear regression model with the link function




XTi1β, . . . ,X
T
ikβ
)T and β = (β1, . . . , βp). Now, we derived following results useful for the further mathematical calculation:
h′i = {h′i(j, l)}k×k =

h′i(1, 1) · · · h′i(1, k)
...
...
h′i(k, 1) · · · h′i(k, k)
 ,h′ = diag (h′i) =

h′1 · · · 0
...
...
0 · · · h′n
 ,Σ−1 = diag (Σ−1i ) =

Σ−11 · · · 0
...
...




h′1 · · · 0
...
...
0 · · · h′n


Σ−11 · · · 0
...
...
0 · · · Σ−1n


h′1 · · · 0
...
...







1 · · · 0
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...
...











































































































1 · · · 0
...
...



































1(j, k) . . . 0 . . . 0
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XT , Xi(k×p) = (Xi1, . . . ,Xi,k)
T =

Xi11 · · · Xi1p
...
...










X111 · · · X1,k,1 . . . Xn11 · · · Xn,k,1
...
... . . .
...
...





X111 · · · X11,p
...
...
X1,k,1 · · · X1,k,p
...
...





XTWX(p×p) =− n(k − 1)∆11 =
(









1 · · · 0
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0 · · · h′nΣ−1n h′n


















XT = −{n(k − 1)}−1

X111 · · · X11,p
...
...
X1,k,1 · · · X1,k,p
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X111 · · · X11,p
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X1,k,1 · · · X1,k,p
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Q(11,11) · · · Q(1,k,11) · · ·Q(n1,11) · · · Q(n,k,11)
...
... · · ·
Q(11,1,k) · · · Q(1,k,1,k) · · ·Q(n1,1,k) · · · Q(n,k,1,k)
...
... · · ·
...
...
Q(11,n1) · · · Q(1,k,n1) · · ·Q(n1,n1) · · · Q(n,k,n1)
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... · · ·














































































































































































































































































































































































































Q(11,11) · · · Q(1,k,11) · · ·Q(n1,11) · · · Q(n,k,11)
...
... · · ·
Q(11,1,k) · · · Q(1,k,1,k) · · ·Q(n1,1,k) · · · Q(n,k,1,k)
...
... · · · ... ...
Q(11,n1) · · · Q(1,k,n1) · · ·Q(n1,n1) · · · Q(n,k,n1)
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Q(11,11) · · · Q(1,k,11) · · ·Q(n1,11) · · · Q(n,k,11)
...
... · · ·
Q(11,1,k) · · · Q(1,k,1,k) · · ·Q(n1,1,k) · · · Q(n,k,1,k)
...
... · · ·
...
...
Q(11,n1) · · · Q(1,k,n1) · · ·Q(n1,n1) · · · Q(n,k,n1)
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1 ) = {n(k − 1)}
−1 (E(∆21∆−111 g1g1T∆−111 ∆T21)− 2E(∆21∆−111 g1g2T ) + E(g2g2T )) [from 3.17] (AC.1)






(yij − µij)µ−1ij h′i(j,j′)xij′r [from 3.3] (AC.2)






aij(yij − µij) + µ−1ij (yij − µij)2
)
− nφ(k − 1) [from 3.5] (AC.3)
In order to calculate different components of the equation AC.1, we derive following expressions:







µi1 + µi2 + · · ·+ µik = mi, ⇒
∂
∂βr
(µi1 + µi2 + · · ·+ µik) = 0, ⇒
∂µi1
∂βr
+ · · ·+ ∂µik
∂βr















(xi1r, . . . , xikr) + · · ·+
(




(xi1r, . . . , xikr) = 0, ⇒
k∑
j=1





















































































h′i,(j,j′)xij′s + (yij − µij)
∂aij
∂βs
− 2µ−1ij (yij − µij)
k∑
j′=1





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































aij(yij − µij) + µ−1ij (yij − µij)2
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var(φ̂∗(aij)) = {n(k − 1)}−1 E(Z21Z2T1 ) +O({n(k − 1)}
−2)
{n(k − 1)}−1 E(Z21Z2T1 ) = {n(k − 1)}
−2 (E(∆21∆−111 g1g1T∆−111 ∆T21)− 2E(∆21∆−111 g1g2T ) + E(g2g2T ))





































































































































































2(k − 1)2 +O(1)
)
(AC.15)
C.2. Form of var(φ̂∗(aij)), for φ = 1
Putting φ = 1 in Equation (AC.14), var(φ̂∗(aij)) can be written as









































































Now, the cumulants and moments for multinomial distribution are
κ1,1i(j,j′) =−mπjπj′ j 6= j′ (AC.17)
κ1,1i(j,j) =mπj (1− πj) (AC.18)
κ12i(j, j) =miπij(1− πij)(1− 2πij) = µij(1− πij)(1− 2πij) (AC.19)
κ12i(j′,j) =−miπijπij′(1− 2πij) = −µijπij′(1− 2πij), j′ 6= j (AC.20)
κ2,2i(j,j) =miπij(1− πij)(1− 6πij + 6π2ij) = µij(1− πij)(1− 6πij + 6π2ij) (AC.21)
µ2,2i(j,j) =κ2,2i(j,j) + 3κ
2






κ22i(j,j′) =−miπijπij′ {(1− 2πij)(1− 2πij′) + 2πijπij′} = −µijπij′ {(1− 2πij)(1− 2πij′) + 2πijπij′} j′ 6= j (AC.23)
µ22i(j,j′) =κ22i(j,j′) + 2κ
2
11i(j,j′) + κ1,1i(j,j)κ1,1i(j′,j′) (AC.24)


















































































































































































































































































































































































































































































































ij′ µ22i(j,j′) − n(k − 1)

























































































































































































































































































































































































































































































































































































































































































Finally, from (AC.16), (AC.26) and (AC.27) we have,


































































+ 2n(k − 1) +O(1)

= {n(k − 1)}−2








































































C.3. Form of var(φ̂∗(aij)) for aij = a/µij and κ3ij = ακ03ij
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Therefore, using AC.28 and AC.29 in Equation (AC.15) we get,
var(φ̂∗(a))












































2(k − 1)2 +O(1)
)




















































+O {n(k − 1)}−2


























































































































































+O {n(k − 1)}−2




































































+O {n(k − 1)}−2






























































































































































C.4. Proof of S2 = zT{I −U (UTU )−1UT}z




. . . (µ−1n )
T
]



















































































(1− πi1)− πi1 · · · − πi1
...

















µ−1i1 + · · ·+ µ−1ik −
k
mi




























































































h′1 · · · 0
...
...
0 · · · h′n


Q(1j,1j) · · · Q(nj,1j)
... · · ·
Q(1j,nj) · · · Q(nj,nj)


h′1 · · · 0
...
...
0 · · · h′n


























h′1 · · · 0
...
...
0 · · · h′n


Q(1j,1j) · · · Q(nj,1j)
... · · ·

















h′1 · · · 0
...
...





















































[µi′1, . . . , µi′k]

h′i′(1, 1) · · · h′i′(1, k)
...
...
h′i′(k, 1) · · · h′i′(k, k)


Q(i1,i′1) · · · Q(ik,i′1)
... · · ·
Q(i1,i′k) · · · Q(ik,i′k)


h′i(1, 1) · · · h′i(k, 1)
...
...










[µi′1, . . . , µi′k]

h′i′(1, 1) · · · h′i′(1, k)
...
...
h′i′(k, 1) · · · h′i′(k, k)


Q(i1,i′1) · · · Q(ik,i′1)
... · · ·






































[µi′1, . . . , µi′k]

h′i′(1, 1) · · · h′i′(1, k)
...
...


























































































C.5. Dirchlet-Multinomial distribution satisfy the assumption κ3ij = ακ03ij
Again the cumulants of the Dirichlet-Multinomial distribution are
κ1,1i(j,j′) =− µ′1i(j)µ′1i(j′) + µ′1,1i(j,j′)










=− φ miπijπij′ j 6= j′;




















+mi(mi − 1)(mi − 2)
c(cπij + 1)
(c+ 1)(c+ 2)



























φ (mi(2φ− 1)− φ)
mi + φ− 2
(−miπijπij′(1− 2πij)) j 6= j′
=
φ (mi(2φ− 1)− φ)




φ (mi(2φ− 1)− φ)
mi + φ− 2
(miπij(1− πij)(1− 2πij))
=
φ (mi(2φ− 1)− φ)
mi + φ− 2
κ02,1i(j,j)
=α κ02,1i(j,j) (AC.33)
Therefore from AC.32 and AC.33
α =
φ (mi(2φ− 1)− φ)
mi + φ− 2
Now
φ (mi(2φ− 1)− φ)





















⇒mi(2φ− 1)− φ ≥ φ (mi + φ− 2)
⇒2miφ−mi − φ ≥ miφ+ φ2 − 2φ
⇒φ2 −miφ− φ+mi ≤ 0
⇒(φ− 1)(φ−mi) ≤ 0
Since we are considering the case when φ > 1, therefore, α3 is greater than φ2 when φ is less than mi, and for Dirichlet-Multinomial




































































For, aij = aµ−1ij
















aµ−1ij (yij − µij) + µ−1ij (yij − µij)2
)








µ−1ij (yij − µij)
∂a
∂φ

































































































h′′i(j,j′,l) − µ−1ij h′i(j,j′)h′i(j,l)
)












































































































































































































































































h′i,(j,j′)xij′s + (yij − µij)
∂aij
∂βs
− 2µ−1ij (yij − µij)
k∑
j′=1














−aµ−1ij − a(yij − µij)µ−2ij − 2µ−1ij (yij − µij)− (yij − µij)2µ−2ij
)
h′i,(j,j′)xij′s (AD.10)










































































































































































































































































































































































































































































































































































































































































[using AD.11, AD.6 and AC.2]


































h′′i(j,j′,l) − µ−1ij h′i(j,j′)h′i(j,l)
)
























































































































































































































































aij(yij − µij) + µ−1ij (yi − µij)2
)
− nφ(k − 1)
))
[using AC.2, AD.3 and AD.2]








































































































































































































































































































































































































































(yij − µij)µ−1ij h′i(j,j′)xij′s1
)

















































































































































































































































































































































































































































































































































































































(yij − µij)µ−1ij h′i(j,j′)xij′s1
))

































































































































































































































































































































































































































































































































































(yij − µij)µ−1ij h′i(j,l)xils2
)))






















































































































































































































































































































































































[using AD.5, AD.11 and AC.2]














































































































































































aij(yij − µij) + µ−1ij (yij − µij)2 − nφk
))















































































































































































































































































































































































































































































































































































































































































































































































































D.2. Form of E(φ̂∗(a)) for φ = 1
Setting φ = 1 in Equation (AD.27) we have,








































































+O {n(k − 1)}−2

























































































+O {n(k − 1)}−2






































































































+O {n(k − 1)}−2



























































































+O {n(k − 1)}−2
































































































+O {n(k − 1)}−2



















































































































i′′(o,l′′,w′′) Qij′,i′′o′Qi′′l′′,i′′w′′ +O {n(k − 1)}
−1
)
















































i′′(o,l′′,w′′) Qij′,i′′o′Qi′′l′′,i′′w′′ +O {n(k − 1)}
−1
)



































































































i′(o,l,l′) Qij′,i′o′Qi′l,i′l′ +O {n(k − 1)}
−1
)
[since
∑
j
h′i(j,j′) = 0]
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