We give a simple proof of the equivalence of the matrix unit formulas for the symmetric group provided by Murphy's construction and by the fusion procedure due to Cherednik.
Young basis
Let us fix some notation and recall some well known facts about the representations of the symmetric group S n ; see e.g. [3] . We write a partition λ as a sequence λ = (λ 1 , . . . , λ l ) of integers such that λ 1 · · · λ l 0. We shall identify a partition λ with its diagram which is a left-justified array of rows of cells such that the top row contains λ 1 cells, the next row contains λ 2 cells, etc. Let us fix a positive integer n. If λ 1 + · · · + λ l = n then λ is a partition of n, written λ ⊢ n. A cell of λ is called removable if its removal leaves a diagram. Similarly, a cell is addable to λ if the union of λ and the cell is a diagram. We shall write µ → λ if λ is obtained from µ by adding one cell. A tableau T of shape λ (or a λ-tableau T ) is obtained by filling in the cells of the diagram with the numbers {1, . . . , n} so that each cell contains exactly one number. We write sh(T ) = λ if the shape of T is λ. A tableau T is called standard if its entries strictly increase along the rows and down the columns.
The irreducible representations of S n over C are parameterized by partitions of n. Given a partition λ of n denote the corresponding irreducible representation of S n by V λ . The vector space V λ is equipped with an S n -invariant inner product ( , ). The orthonormal Young basis {v T } of V λ is parameterized by the set of standard λ-tableaux T . The action of the standard generators s i = (i, i + 1) of S n in the Young basis is described as follows. If α is a cell of λ which occurs in row i and column j then the content of α is the number j − i. Now let a standard tableau T be given. We denote by c k = c k (T ) the content of the cell occupied by the number k. Then for any i ∈ {1, . . . , n − 1} we have
where d = (c i+1 − c i ) −1 , the tableau s i T is obtained from T by swapping the entries i and i + 1, and we assume v s i T = 0 if the tableau s i T is not standard.
The group algebra C[S n ] is isomorphic to the direct sum of matrix algebras
where f λ = dim V λ . The matrix units E T T ′ ∈ Mat f λ (C) are parameterized by pairs of standard λ-tableaux T and T ′ . An isomorphism between the algebras is provided by the formulas
where Φ T T ′ is the matrix element corresponding to the basis vectors v T and v T ′ of the representation V λ ,
In what follows we only use the diagonal matrix units so we shall write E T = E T T and Φ T = Φ T T . Now recall Murphy's construction of the matrix units E T [6] . Consider the Jucys-Murphy elements X 1 , . . . , X n ∈ C[S n ] given by
The vectors of the Young basis are eigenvectors for the action of X i on V λ : for any standard λ-tableau T we have
For any n 2 we regard S n−1 as the natural subgroup of S n . The branching properties of the Young basis imply the following properties of the matrix units. If U is a given standard tableau with the entries 1, . . . , n − 1 then
where U → T means that the standard tableaux T is obtained from U by adding one cell with the entry n. The relations (1.1) imply
for any standard λ-tableau T . In particular, we have the identity in C[S n ],
Obviously, E T 0 = 1 if T 0 is the (1)-tableau with the entry 1. Due to Murphy [6] , the matrix units are given by the following recurrence relation which yields an explicit expression of E T in terms of the Jucys-Murphy elements X 2 , . . . , X n . Let λ ⊢ n for n 2 and let T be a standard λ-tableau. Let U be the standard tableau obtained from T by removing the cell α occupied by n and let µ be the shape of U. Then
where a 1 , . . . , a k are the contents of all addable cells of µ except for α, while c is the content of the latter. The relation follows from (1.2) and (1.3). It admits the following interpretation. Let u be a complex variable. Due to (1.4), the following is a well-defined rational function in u with values in C[S n ],
Then (1.2) and (1.3) imply that E T (u) is regular at u = c and E T (c) = E T . So, Murphy's formula (1.5) can also be written as
We shall need the corresponding relation for the matrix elements Φ U and Φ T . Recalling that the ratio n!/f λ equals the product of the hooks of λ, we get 6) where the coefficient H λ,µ is the ratio of the product of hooks of λ and the product of hooks of µ. It can be given by
where the numbers a 1 , . . . , a p , c, a p+1 , . . . , a k denote the contents of all addable cells of µ and b 1 , . . . , b q , c, b q+1 , . . . , b r are the contents of all removable cells of λ with both sequences written in the decreasing order.
We have
summed over all standard λ-tableaux T . Formula (1.5) implies a recurrence relation for the normalized characters χ λ = f λ χ λ /n!,
Equivalently,
with the notation used in (1.7).
Fusion procedure
For any distinct indices i, j ∈ {1, . . . , n} introduce the rational function in two variables u, v with values in the group algebra C[S n ] by
Order the set of all pairs (i, j) with 1 i < j n lexicographically. Take n complex variables u 1 , . . . , u n and consider the ordered product
Now let λ ⊢ n and fix a standard λ-tableau T . Set c i = c i (T ) for i = 1, . . . , n.
Theorem 2.1. The rational function Φ(u 1 , . . . , u n ) is regular at u 1 = c 1 , . . . , u n = c n and the value Φ(c 1 , . . . , c n ) coincides with the matrix element Φ T .
This theorem goes back to Cherednik [1] ; see also Jucys [5] . Cherednik's paper does not contain complete proofs, however. More details were given by Jimbo, Kuniba, Miwa and Okado [4, Lemmas 3.2 and A.1] while a complete proof of Theorem 2.1 in its present form was given by Nazarov [8, Theorem 2.2] (with T = T c assumed to be column-standard). The arguments of Nazarov are rather involved and rely on the relationship of Φ T c with the Young symmetrizers. We shall show that Theorem 2.1 easily follows from Murphy's formula. Our argument is based on the properties of the Jucys-Murphy elements and works directly for an arbitrary standard tableau T .
Proof of Theorem 2.1. We argue by induction on n and suppose that n 2. By the induction hypothesis, setting u = u n we get
where the standard tableau U is obtained from T by removing the cell occupied by n. Let us verify that the expression on the right hand side can be given by
Note that due to (1.4), the expression (1 − X n u −1 ) −1 is well-defined rational function in u. Since ϕ in (c i , u)
We verify by induction on n a slightly more general identity
where r is a fixed index, r n. By (1.2) we can write Φ U as the product
where Y is the standard tableau obtained from U by removing the cell occupied by n − 1 and γ is a nonzero constant. Hence, using the induction hypothesis we can transform the left hand side of (2.3) as
This equals
Now observe that
and recall that Φ U X n−1 = c n−1 X n−1 by (1.3). Hence, (2.4) simplifies to (2.3) as required. Now write the right hand side of (2.1) as
Observe that the product
1 − 1 (u − c i ) 2 u u − c n only depends on the shape µ of U so we may choose a particular (e.g. row-standard) tableau U for its evaluation. A short calculation shows that this product is regular at u = c n with the value H λ,µ for c = c n . Thus, due to (1.6), the value of (2.5) at u = c n is Φ T .
As a final remark, note that using the q-versions of the Jucys-Murphy elements (see Murphy [7] ), one can prove an analogue of Theorem 2.1 for the associated Hecke algebra in a similar manner. Moreover, the calculations used in the above proof can be used to simplify some steps of the "skew fusion procedure" developed by Nazarov [9] and which goes back to Cherednik's work [2] .
