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As the current standardization for the 5G networks nears completion, work towards understanding the potential technologies for
the 6G wireless networks is already underway. One of these potential technologies for the 6G networks are Reconfigurable Intelligent
Surfaces (RISs). They offer unprecedented degrees of freedom towards engineering the wireless channel, i.e., the ability to modify
the characteristics of the channel whenever and however required. Nevertheless, such properties demand that the response of the
associated metasurface (MSF) is well understood under all possible operational conditions. While an understanding of the radiation
pattern characteristics can be obtained through either analytical models or full wave simulations, they suffer from inaccuracy
under certain conditions and extremely high computational complexity, respectively. Hence, in this paper we propose a novel neural
networks based approach that enables a fast and accurate characterization of the MSF response. We analyze multiple scenarios
and demonstrate the capabilities and utility of the proposed methodology. Concretely, we show that this method is able to learn and
predict the parameters governing the reflected wave radiation pattern with an accuracy of a full wave simulation (98.8%–99.8%)
and the time and computational complexity of an analytical model. The aforementioned result and methodology will be of specific
importance for the design, fault tolerance and maintenance of the thousands of RISs that will be deployed in the 6G network
environment.
Index Terms—Metasurfaces, Machine Learning, Neural Networks, Beyond 5G, 6G.
I. INTRODUCTION
Sixth-generation (6G) wireless networks will be even more
heterogeneous and dense as compared to 5G and other legacy
networks. Thus, the 6G architecture will need to be adapted
to serve the ever evolving capacity and quality of service
(QoS) requirements [1], [2]. To satisfy these ever increasing
demands, multiple enablers such as visible light communica-
tion (VLC), light fidelity (Li-Fi), Reconfigurable Intelligent
Surfaces (RISs), TeraHertz (THz) communications, etc., have
been proposed. Amongst these techniques, RISs have gained
special attention. The reason being, through rapid tuning
of the associated metasurfaces (MSFs), they transform the
physical environment from being an adversary to being an
ally in the communication process. Concretely, they enable
more predictable and reliable propagation characteristics [3]–
[7]. Such functionalities will be critical towards meeting the
requirements being laid out for 6G networks [8]–[10].
The associated MSFs, in RISs, are electromagnetically thin-
film and planar artificial structures, which have recently en-
abled the realization of novel electromagnetic (EM) and optical
components with engineered and even atypical functionalities
[11]–[13]. These include absorption of certain components of
impinging radio signals (generated by the myriad transmit-
ting devices/access points within the environment), as well
as fine-grained manipulation of these radio signals in terms
of direction, polarization, phase and power in a frequency-
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selective manner [14]–[17]. On a more granular level, an
MSF is composed of an array of subwavelength structures
known as unit cells. Further, in this study we consider the
case of tunable MSFs. From a general modeling perspective,
unit cells in this case will consist of tunable resistors, R, and
capacitances, C. This allows the unit cells to take multiple
states and grants the MSFs their tunability characteristics.
Notably, given a fixed target EM functionality, the design of
an MSF is already a complex task. Hence, the design and
operation of a tunable MSF will be even more challenging. A
significant development in this regards has been made through
multiple research efforts, such as [7], [18], [19], which have
discussed the possible architectures and characteristics of such
programmable MSFs.
In addition, while tunability is definitely an advantageous
property of the programmable MSFs, an important challenge
associated with them is to be able to obtain the characteristics
of a reflected wave given the parameters of the incident wave
and the states of each composing unit cell, as shown in Fig. 1.
Moreover, as illustrated in Fig. 1, a fast yet accurate estimation
of the radiation pattern will facilitate multiple applications
for 6G networks, such as the design, reliable functioning
and maintenance of MSFs and consequently, RISs. However,
computing the characteristics of the reflected wave, given
an MSF configuration, is presently challenging. The reason
being that they are obtained by either utilizing analytical
methods with multiple limiting assumptions or by conducting
computationally intensive simulations through full wave EM
solvers, as shown in Fig. 1.
To elaborate further, knowing the EM characteristics of each
unit cell facilitates the calculation of the corresponding EM
field. In most cases, the unit cell and thus the MSF is reflective
(the transmission coefficient is zero). Further, we only need
to have reflective features (reflection amplitude and phase)
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Fig. 1. Research methodology outline system diagram.
of the unit cell to obtain the Far Field pattern. Analytical
models exist for describing and predicting the reflected EM
field in some well-defined cases, such as beam steering and
focusing of planar impinging waves. Still, these models intro-
duce simplifications which can result into limited applicability
in realistic setups and, consequently, reduced precision of
results overall compared to the direct solution produced via
Maxwell’s equations [20]. Moreover, the iterative numerical
full-wave simulations, which are widely adopted today and
provide accurate device response predictions [21], are severely
memory-and time-consuming. Additionally, the design process
largely relies on empirical reasoning or trial-and-error [22],
which is inefficient and often ineffective, especially when the
problem is highly nonlinear.
On the other hand, it is a well-known fact that machine
learning (ML) techniques, and particularly Neural Networks
(NNs), owing to their ability to learn complex relationships
between input and output data are applicable of solving
differential equations, thereby circumventing the need for
numerical full-wave calculations [20], [23]–[25]. This fact
provides the intuition towards another direction: since the
MSF EM response (e.g., reflection) is essentially the solution
to Maxwell’s differential equations, it could be possible to
design an ML construct that directly predicts the EM response,
without resorting to full-wave simulations.
Thus, this work provisions a data-driven NN based approach
for determining an accurate estimation of the radiation pattern
or several measures of interest that enable the full characteri-
zation of the radiation pattern. We now elaborate on the salient
contributions of this paper, as follows:
• We develop a novel Neural Network-based radiation pat-
tern predictor, which, through our analysis, is established
to be nearly as accurate as the full wave simulations
but with the computational complexity of the analytical
methods.
• To the best of our knowledge, this is a first method
wherein certain important features of the reflected beam
radiation pattern for a given MSF, i.e. Directivity,
Principal-to-side-lobe ratio, Direction of maximum en-
ergy radiation and Half power beam width, have been
predicted and effectively utilized for the complete char-
acterization of the reflected beam radiation pattern. Con-
sequently, this also provisions the applicability of our
methodology in 6G networks (Fig. 1).
• We provision a novel analysis based on the accuracy of
prediction of the aforesaid parameters, for the locally
tunable MSF scenario. Through the incremental design
methodology, we establish a concrete framework and
benchmark towards the selection of a CNN based
predictor for the reflected beam radiation pattern.
Specifically, we compare the performance of a CNN
based predictor with an MLP based predictor. The
comparative study reveals that the CNN predictor
provisions an accuracy similar to the MLP predictor. It is
imperative to state here that a CNN incurs significantly
lower computational complexity as compared to an MLP
neural network.
3The remainder of this paper is organized as follows: In Section
II we present the current state of the art. In Section III
we describe the incremental design framework, including the
multiple scenarios that we have analyzed. In Section IV we
elaborate upon the methodology that we have utilized for
evaluating the multiple scenarios studied. In Section V we
present the evaluation. We conclude the paper in Section VI.
II. STATE OF THE ART
ML methods over the past decade have gained significant
importance in multiple sectors such as aerospace, medicine,
or telecommunications [26]–[30]. Further, since the laws of
electromagnetism, fluid and aerodynamics are governed by
well-known differential equation sets, the success of ML
techniques in such domains was expectedly prospectful [20],
[23]–[25]. Specifically towards the design and validation of
EM MSFs, which relate to the present paper, several works in
the research community have recently proposed utilizing ML
based algorithms for the same [31]–[37]. We have consolidated
these approaches into a schematic diagram and compared them
with our proposed method in Fig. 2.
In [31]–[34] Generative Adversarial Networks (GANs) have
been utilized to solve the inverse problem, i.e. to determine
the MSF unit cell structure given a desired frequency response
(Fig. 2(a)). Additionally, in [31] a CNN is utilized as a
simulator so as to be able to verify the accuracy of the fre-
quency response of transmittance from the generated structures
during the training phase of the GANs generator component.
Similarly in [32], a GAN based simulator, faster than the
conventional numerical simulation tools, has been proposed.
This simulator is one of the components of a system that does
an inverse design to select a candidate unit cell metasurface
pattern from a user-defined dataset of geometric structures,
to match the required input optical spectrum. Additionally, in
[33] GANs have been employed to design the metasurfaces
that can generate complex tensorial RF responses. Further,
and similar to previous methods, it also utilizes a CNN based
simulator for the purposes of validating the RF response of the
generated MSF configurations. Concretely, the CNN utilized
simulates and generates the scattering paramaters for a given
unit cell shape. However, the proposed simulator does not
evaluate the complete radiation pattern of a locally or globally
tunable MSF. Lastly, amongst the GAN based methods, [34]
utilizes a variant of the conventional GANs, i.e. Wasserstein
GAN (WGAN), to achieve its goal of identifying the most
suitable MSF design.
Next, in [35], an evolutionary algorithm that generates cell
configurations and evaluates the fitness of each configuration
by predicting the reflection phase with a trained CNN (a 101
layer Deep Residual network) for its given specific pattern has
been proposed (Fig. 2(b)). However, this CNN, which serves
as a speedup of the optimization process of the evolutionary
algorithm, is trained by previously encoding the output phases
into a one-hot vector of length 360. Each element of the
vector represents a discrete degree. Consequently, a problem
that is purely based on regression is now converted into a
classification problem. This, results in a loss of resolution
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Fig. 2. Schematic Representation of State of the Art approaches and the
proposed method
and thus, crucial information with regards to the order and
distance between degrees. Furthermore, in [35], the proposed
CNN approach only provides good results for output radiation
patterns with one, two or three beams. Therefore, for using
this approach as a reflected phase predictor, the user needs
to know a priori how many lobes the resulting pattern will
have. And given the fact that, a method to a priori deduce the
number of lobes has not been proposed in the aforementioned
4work, it thus limits the ability to generalize this approach to
predict any reflected beam pattern.
Further, other research efforts such as [36] and [37] utilize
other deep learning techniques to perform the task of MSF
design. Concretely, in [36] an auto-encoder based approach
has been adopted (Fig. 2(c)). In this method, the auto-encoder
enables capturing the most significant aspects of the input
data, i.e., the desired reflected beam radiation spectrum, fea-
tures. Subsequently, it facilitates the fully connected MLP
network in determining the requisite metasurface structure for
the demanded radiation pattern. Moreover, in [37], a Neural
Tensor Network (NTN) based approach has been adopted for
designing the metasurface (Fig. 2(d)). However, to do the
same an initial simulation framework based on the NTN has
been designed, which aims at predicting the amplitude and
phase of the reflected wave from the MSF. This is performed
by predicting the real and imaginary part of the desired EM
response. Following this accurate prediction, inverse design
methodologies are then adopted to formulate MSFs conform-
ing to a wide variety of design objectives, thus highlighting
the versatility of the proposed approach. Notably, other works,
such as [38], have also used ML tools for solving different
EM problems as a replacement of conventional numerical
simulations. In [38] an encoder-decoder structure was utilized
for inferring the internal fields of arbitrary three-dimensional
discretized nanostructures.
And so, from Fig. 2(e), it can be observed that our proposed
methodology, which we will detail next, is unique compared to
the state-of-the-art approaches (Figs. 2(a)-(d)) in terms of its
structure and approach towards predicting the output radiation
pattern/radiation pattern parameters.
III. INCREMENTAL DESIGN FRAMEWORK
We now describe the framework for our radiation pattern
predictor, wherein we consider two broad scenarios, i.e.,
homogeneous and heterogeneous MSF configurations, and
incrementally demonstrate that it is possible to predict the
features of the reflected wave from a given MSF by means
of data-driven learning approaches. Note that, depending on
the scenario, the MSF is just a representation of a matrix of
unit cells with given unit cell configurations.
Furthermore, the homogeneous MSF configuration scenario
is further expanded to two specific scenarios. These scenarios
are established based on the underlying unit cell configurations
of the MSF, and are listed as follows:
• The first scenario consists of a non-tunable unit cell
configuration across the MSF. Such a configuration is
termed as a non-tunable MSF.
• The second scenario consists of a matrix of unit cells
across the MSF, wherein the unit cells have the same
values for the tunable resistance R and capacitance C.
Such a configuration is termed as a globally tunable MSF.
Subsequently, the heterogeneous MSF configuration sce-
nario, or the locally tunable MSF, refers to the scenario where
the unit cells can have different values of R and C associated
with them. An illustration of these three scenarios that we have
analyzed in this work, is presented in Fig. 3. We now describe
these scenarios and the associated methodologies for radiation
pattern prediction in detail through Sections III.A-B and IV,
respectively.
A. Homogeneous MSF Configuration
We now elaborate upon the two scenarios, i.e., the non-
tunable MSF and the globally tunable MSF, in the text that
follows.
1) First scenario (non-tunable, single unit cell / full radi-
ation pattern estimation)
In the first scenario, we analyze whether the data-driven
models are able to predict the complete reflected wave radia-
tion pattern for a non-tunable single unit cell on a MSF. Note
that, the MSF considered here consists of an infinite array
of same unit cell configuration (Fig. 3, Case 1). Given the
fact that the MSF is large enough (>> λ/2), it allows us
to use periodic boundary conditions in the simulations, thus
reducing the complexity. Further, in the prediction process,
it is presumed that the azimuth and elevation angles of the
incident EM wave are given.
2) Second scenario (tunable single unit cell / full radiation
pattern estimation)
In the second scenario, we analyze whether the data-driven
models are able to predict the complete reflected wave radi-
ation pattern for a globally tunable MSF. One of the reasons
for studying the globally tunable MSF configurations is the
role that they will play in applications such as object tracking,
sensing, radiation absorption, etc. And so, in this scenario the
MSF consists of an infinite array of unit cells, wherein the
same tuned unit cell configuration is repeated ad infinitum
(Fig. 3, Case 2).
B. Heterogeneous MSF Configuration
1) Third scenario (tunable full surface / radiation pattern
attribute estimation)
We now elaborate upon the third scenario, which expands
our incremental framework to a locally tunable MSF (Fig.
3, Case 3). Such MSFs enable applications such as beam
steering, beam focusing, etc., and hence, will be of significant
importance in 6G networks. Thus, this reinforces our objective
of studying and evaluating such MSF configurations.
Concretely, and differing from the first and second scenar-
ios, the MSF under study is composed of an array of unit
cells that can have different states. Additionally, and again
different from the first two scenarios, we evaluate whether
our data-driven models are able to predict four measures of
interest that characterize the complete reflected wave radiation
pattern instead of the radiation pattern itself. These measures
of interest are the Directivity, Principal-to-side-lobe ratio,
Angle of maximum radiation and Half power beam width. Note
that, evaluating only the aforementioned parameters helps to
avoid having models that result in an output with very high
dimensionality.
Next, in this scenario, the inputs for our NN based frame-
work are two-dimensional matrices, with each value represent-
ing the 8 possible states of the unit cell at the corresponding
position in the MSF. Additionally, the corresponding MSF is
51st Scenario 2nd Scenario 3rd scenario
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Fig. 3. Diagram of the three scenarios utilized in the Incremental Design framework. First and Second scenarios correspond to the broader Homogeneous
MSF configuration category, while the Third scenario corresponds to the Heterogeneous MSF configuration category.
a 12 × 12 matrix of unit cells. The framework thus attempts
to predict, for normal incident angles, the measures of the
reflected beam radiation pattern for an MSF with a set of
given unit cell state configuration. Note that, the number of
possible configurations for the MSF under study, are 8144.
IV. METHODOLOGY
A. Homogeneous MSF Configuration
1) First Scenario
For the simulations in the first scenario, we sweep the
azimuth and elevation angles from 0 to 89 degrees with respect
to normal incidence direction alongside a resolution of 1
degree. The reason for choosing this range of angles is that,
given that the transmittance is 0, we do not need to evaluate
negative elevation angles. Additionally, due to the assumed
unit cell symmetries, we also do not need to explore all the
azimuth angles.
Further, the NN model that we explore for our data-driven
framework was the Radial Basis Function Neural Network
(RBFNN). As the name suggests, in an RBFNN the basis
functions, which multiply the weights to determine the output
of a layer in a neural network, are Gaussian. Therefore, the
output of a hidden neuron is determined by the distance
between the input and neurons center. Such a paradigm is
a priori very interesting for our approach, since it models
spatial variables. This is in contrast to the MLPNN, in which
the basis functions are based on the dot product. Concretely,
this enables the RBFNN to learn the non-linear relationship
between the incidence and reflection angles of the EM wave
more effectively than an MLPNN, which is inherently based
on an linear transformation.
Note that, for the accuracy of evaluation of the RBFNN, we
set the MSE goal to be 10−11, as stated above, and the spread
constant to 1. Further, 8100 samples were collected using an
EM simulator, of which 85% were utilized for training and
validation and the rest, i.e., 15%, for evaluating the model
generalization (which is usually referred to as the testing
process). It is imperative to state here that, for non-deep
learning scenarios, the aforementioned set of hyper-parameters
lie within the range of values that are chosen usually [35].
2) Second Scenario
In the second scenario, we vary the values of the parameters
that characterize the physical structure of the unit cell, i.e.,
resistance R and capacitance C. However, as described earlier,
the entire MSF consists of the same unit cell configuration
throughout, i.e., all tuned unit cells will have the same value
for R and C. Note that, for the sake of brevity, in the
evaluations we assume that the incident wave direction to be
normal. However, if required the evaluation of our model can
be extended to any incident wave direction (incident angle).
Further, we sweep the values of R from 1Ω to 100Ω with a
resolution of 1Ω, and that of C from 0.1 pF to 1 pF with
a resolution of 0.01 pF. In addition, and importantly, the
framework that we utilize in this scenario for our data driven
approach is the MLPNN.
Moreover, unlike scenario 1, wherein the spatial character-
istics of the incidence and reflected angles of the impinging
wave was to be learnt, in scenario 2 the input features R and
6C lack any spatial characteristics. Thus, we do not evaluate
RBFNN for this case. Furthermore, and owing to its relatively
poor performance in scenario 1, we do not explore CNN for
scenario 2.
Next, for the MLPNN, we utilize a single hidden layer
of 20 neurons. Further, the training algorithm used was
Scaled Conjugate gradient without any regularization. The
non-requirement of any regularization in our model was due
to the fact that it has very small amount of parameters. In
addition, and similar to the first scenario, we obtained the
samples from an EM simulator and delimited 85% of them for
training and the rest for testing purposes. However, for this
scenario we collected 9191 samples, which is slightly more
than the number of samples collected for the first scenario.
B. Heterogeneous MSF Configuration (Third Scenario)
In this scenario, wherein we consider a locally tunable MSF,
the samples we use for training and testing the model are
collected through an analytical method, owing to the time and
computational limitations. The reason being that, collecting
enough number of samples through an EM simulator, so as
to obtain a good model and given our computational power
limitations, would take an extremely long period of time.
Therefore, in this paper, and for this scenario, we demonstrate
that:
• Our ML approach predicts the measures of the reflected
beam pattern accurately.
• Provided that there is enough computational power, we
can extrapolate the same model and methodology to the
scenario where we have samples from an EM solver.
Analytical Model – The aforementioned analytical model
computes the radiation pattern by applying the Huygens prin-
ciple, wherein the far field is the sum of the contributions
of all unit cells. Concretely, this model assumes that the
crosstalk between adjacent unit cells can be neglected. We
further assume that the MSF is uniformly illuminated by a
normal incident plane wave and the reflection amplitude is
constant across all the states. With these assumptions, we
express the scattering field through eq. (1), as follows:
E(θ, φ) = K
M∑
i=1
N∑
j=1
ej[Φij+k0ζij(θ,φ)], (1)
where K is the reflection amplitude constant, Φij is the
reflection phase of unit cell (i, j), M and N are the number
of unit cells in a row or a column, k0 is the wave number
and ζij(θ, φ) is the relative phase shift of the unit cells with
respect to the radiation pattern coordinates (φ, θ) [39], [40].
Next, the relative phase shift ζij(θ, φ) in eq. (1) is expressed
as follows,
ζij(θ, φ) = Du sin θ[(i− 12 ) cosφ+ (j − 12 ) sinφ]. (2)
This method has proven to be accurate in evaluating the
far field of an MSF for beam steering by comparing the
results with those of full-wave simulations [21]. And while,
the approximations made have a small impact on the value
and position of the side lobes, they are of minor relevance to
the purpose of this work.
Training and Testing dataset generation – Next, for ML,
normally random selection is used to generate samples for
training. However, random inputs of gradient for unit cell
will always end up in a random scattering pattern. These
patterns, in addition to being non-learnable, will not be of
significance for design purposes. Thus, the samples collected
for training are not entirely random combinations within the
whole space, wherein the total number of combinations, as
mentioned earlier, is Q(N×M) = 8144.
Additionally, in our approach, a sample generation space
is defined to control the entropy of the input data [41]. Con-
cretely, first a configuration that provides interpretative results,
and hence without entropy, is randomly generated. Thereafter,
entropy is introduced into the model with random ratio ranging
from [0− 100]%. In this way, input data includes completely
random samples as well as meaningful configurations. This
vast range of entropy is precisely what is required to train our
NN.
Subsequently, a criteria on the radiation pattern (e.g., Di-
rectivity) can be applied to discriminate interpretative con-
figurations. This criteria translates the qualification of the
NN on specific configuration. Therefore, we have a system
that automatically checks if the new configurations used for
predicting its measures can be used (with a reasonable granted
accuracy) in the NN for prediction.
Utilizing the aforesaid process, the number of samples that
were collected for training and testing the model of the third
scenario was 105. Amongst these samples, and similar to
the first two scenarios, 85% of them were used for training
and validation whereas the remaining 15% were stored in a
completely separate set for the testing phase of the model.
Further, from the training and validation set, 80% of the
samples were used for training, while the remaining 20% were
used for validation. The values of the pixels in the input images
were normalized by performing a max-min escalation, without
modifying their variance. This is not the case for our input
variables, as the variance of each pixel is part of the relevant
information the model uses for prediction.
However, it is important to state that standardizing the
features is important when we compare measurements that
have different units, as variables that are measured at different
scales will not contribute equally and could end up creating
a bias. And since this is the case for the target variables,
the target samples for both training and testing sets were
standardized by subtracting the mean of each of the measures
and dividing them by their respective variances.
Prediction System Operation – Following this, once our
model is trained for a given upcoming configuration, it
firstly estimates analytically whether the given configuration
will provide interpretable results. If it does, it uses the
trained model to predict the measures of interest. Instead,
if the configuration outputs a random radiation pattern, it is
discarded as the model cannot provide reliable results for this
configuration. Fig. 4 illustrates the aforesaid steps performed
7Fig. 4. Diagram of the steps performed inside the system once the model is trained for the third scenario.
in our system for predicting the measures of interest from
an upcoming metasurface configuration, once the model is
trained.
NN Models – With this background, we now delve deeper
into the setup of the two NN models that we utilize for our
evaluations within the third scenario.
1) Multi-Layer Perceptron Neural Network
As part of our methodology, illustrated in Fig. 4, we
utilize NNs for predicting the measures of interest of the
reflected beam radiation pattern. Hence, in this section we
consider MLP as our candidate NN. For the MLP case, the
input images of 12 × 12 pixels which represent the unit cell
configurations are flattened into vectors of 144 variables before
being introduced into the NN.
Fig. 5 shows the structure of the MLPNN approach for the
third scenario. The number of hidden layers and the neurons
per layer were set to 2 and 100, respectively. A conclusion,
with regards to the aforesaid parameter values, was reached
after an extensive user-driven exploration, since sweeping
across all the possible combinations was not computationally
feasible. The rest of the parameters for the MLPNN are listed
in Table I.
Fig. 5. Structure of the Multi-Layer Perceptron Neural Network in the third
scenario.
As we can observe from Table I, the training algorithm se-
lected is the Scaled Conjugate Gradient which accelerates the
TABLE I
MULTI-LAYER PERCEPTRON NEURAL NETWORK PARAMETERS
Parameter name Value
Regularization type L2
λ 0.8
Training algorithm Scaled Conjugate Gradient
Number of hidden layers 2
Neurons of 1st hidden layer 100
Neurons of 2nd hidden layer 100
convergence rate with respect to first order algorithms, like the
steepest descent, while avoiding the high computational cost
of second order methods, such as the Newton’s method. As the
training time for our simplistic model is not a limitation, we
can avoid the selection of the learning rate hyper-parameter,
while we get better solutions in less iterations by using this
quasi-Newton method.
Next, regularization is a way to limit the complexity of
a model and hence reduce the chances of overfitting by
penalizing the most complex solutions in the cost function.
Thus we employ an L2 regularization in our methodology.
Specifically, in the model this is enforced via the λ hyper-
parameter. For a more detailed discussion on the regularization
aspect, regularization method selection and the associated
hyper-parameter value selection in our model, we refer the
reader to Appendix A.
2) Convolutional Neural Network
Another NN that we explore for our methodology is the
CNN. For the CNN case, the input images of 12 × 12 pixels
and additionally a channel, which represents the unit cell
configurations, are directly introduced to the NN.
Fig. 6 illustrates the structure of the CNN based approach
for the third scenario. It is composed of three convolutional
layers that consist of 64, 32 and 32 filters, respectively. Further,
a max pooling process is performed after each of them. For all
the convolutional layers, the filter size is 3× 3 pixels and the
stride is 1. As we do not use zero padding, the dimensionality
of the intermediate images which represent the activations, is
reduced at each layer. They are followed by a fully connected
layer with 100 neurons, and an output layer with linear acti-
8vation function. Similar to the MLPNN case, the architectural
parameters of the CNN are a result of an extensive user-
driven exploration, since sweeping around all the possible
combinations was not computationally feasible. We enlist the
most significant CNN architecture related parameters in Table
II.
Fig. 6. Structure of the Convolutional Neural Network in the third scenario.
TABLE II
CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE PARAMETERS
Parameter name Value
Regularization type Dropout
Dropout factor 3rd conv. layer 0.2
Dropout factor FC layer 0.25
Training algorithm Stochastic Gradient Descent
Learning rate 0.001
Momentum 0.9
Decay 1e-4
Num. of conv. layers 3
Num. of FC layers 1
As we can observe, the training algorithm selected is the
Stochastic Gradient descent (Table II). As it is a first order
optimizer, the steps of the optimization process are linearly
done with regards to the direction of maximum gradient. Thus,
the length of the steps need to be defined by the learning
rate hyper-parameter. The learning rate, decay, momentum,
and the number of both convolutional and fully connected
layers, specified in Table II, are set following a user-driven
exploration. It is important to state here that, we do not use
zero padding as it would introduce noise to the data, by
essentially forcing a boundary that would be non-existent on
a continuous metasurface plane.
Additionally, the third convolutional layer and the fully
connected layer are regularized by means of a dropout process.
This process consists of randomly ignoring a given number of
layer outputs during the training process. Therefore, the layer
with the dropout process is treated like a layer with lower
number of nodes and connectivity to the previous layer. In
effect, each update to a layer during training is performed
with a different view of the configured layer. The parameter
that controls the number of nodes which are randomly ignored
is the dropout factor. For the third convolutional layer and
the fully connected layer, the dropout factors are 0.2 and
0.25, respectively. These values were selected following the
same procedure explained for selecting the λ regularization
parameter in the MLP.
V. EVALUATION
Given the framework discussed in Sections III and IV, we
now present the evaluation for each of the scenarios discussed
within this framework and highlight the relevant outcomes and
insights.
A. Homogeneous MSF Configuration
1) First scenario
For the non-tunable, single unit cell/ full radiation pattern
case, the trained RBFNN was able to predict the radiation
pattern for any given angle of incidence with an R2 test of
0.9994. Therefore, this assists us in validating our hypothesis
that ML models are able to accurately predict the reflected
wave radiation pattern from a single unit cell for every angle
of the incident wave. Fig. 7 illustrates a visual comparison
between the predicted radiation pattern by the trained RBFNN
and the true diagram obtained through EM simulation, for
the azimuth and elevation angles that were not present in
the training set. This also emphasizes upon the fact that, our
prediction system is able to accurately learn and generalize
for untrained/unseen angles within the training dataset.
Fig. 7. Comparison between the predicted radiation pattern by the RBFNN
of the first scenario (left) and the true diagram (right) for azimuth an
elevation values of 89.5 and 88.7 degrees with respect to the normal direction,
respectively.
Further, when a CNN was applied for this case, the observed
mean squared error (MSE) was 10−7, which is significantly
worse as compared to the accuracy obtained via the RBFNN
approach (the MSE goal to measure the RBFNN accuracy was
set to 10−11). Hence, for the sake of brevity, for scenario 1
we only highlight the results from the evaluations carried out
using the RBFNN approach.
2) Second scenario
For the tunable, single unit cell / full radiation pattern case,
the trained MLP was able to predict the radiation pattern for
any given R and C value with an R2 test of 0.9849. Therefore,
our hypothesis that, ML models can accurately predict the
radiation pattern of the reflected wave in a single unit cell for
each R and C combination, has also been validated. Fig. 8
shows the visual comparison between the predicted radiation
9pattern by the trained MLPNN and the true diagram obtained
through EM simulation, for R and C values that were not
present in the training set. This reinforces the fact that, our
predictor is able to learn and generalize to scenarios with
untrained/unseen values of R and C within the training dataset.
Fig. 8. Comparison between the predicted radiation pattern by the MLP of
the second scenario (left) and the true diagram (right) for R and C values of
2.5Ω and 0.25 pF, respectively.
Further, here we do not present a discussion of results for
this scenario with the RBFNN and CNN setups. Specifically,
given that RBFNN is not suitable for the second scenario (as
discussed in Section IV.A.2), and the CNN performs extremely
poorly for the first scenario, we do not detail a discussion on
the performance of these setups here.
B. Heterogeneous MSF Configuration (Third scenario)
The radiation pattern attribute prediction problem for the
third scenario, is essentially a regression problem. Hence, the
cost/error function to minimize during the training process
is the MSE. However, this error function does not provide
very good interpretability of the performance. Alternatively,
we define a tolerance (or a set of tolerances) specific for each
measure of interest. Subsequently, we evaluate the percentage
of the predictions that fall within this tolerance limit. This is
also termed as the accuracy measure in this paper. Thus, in the
following sections (V.B.1-V.B.4) we discuss the performance
of the MLPNN and CNN over the different measures of
interest that we aim to predict utilzing our methodology (Fig.
4). The results associated with the ensuing discussions have
also been illustrated in Table III.
1) Directivity
For the case of the Directivity parameter, we observed
that the MLPNN provided near perfect prediction, subject
to certain tolerance limits. Concretely, from Table III, it can
be seen that 95% of the test samples have been accurately
predicted when the tolerance is set to 0.25 dB. In addition,
when the tolerance is relaxed further, i.e., to 0.5 dB, we
observe an improved accuracy of 99.99%. However, when the
tolerance limit is reduced, i.e., to 0.1 dB, we notice that the
accuracy of the MLPNN degrades drastically to 56.3%.
On the other hand, when we utilized the CNN as our
predictor, the accuracy of prediction with a 0.25 dB tolerance
limit was 90.6% (Table III). Further, when we increased the
tolerance to 0.5 dB, the accuracy of prediction improved to
TABLE III
ACCURACY MEASURE: MLPNN VS CNN
Parameter MLPNN CNN
Tolerance Accuracy Tolerance Accuracy
Directivity
0.5 dB 0.999 0.5dB 0.998
0.25 dB 0.950 0.25dB 0.906
0.1 dB 0.563 0.1dB 0.488
Principle-to-side 0.5 dB 0.999 0.5dB 0.994
lobe ratio 0.25 dB 0.983 0.25dB 0.943
0.1 dB 0.861 0.1dB 0.801
Angle of maximum 5 0.998 5 0.989
radiation 2 0.727 2 0.607
1 0.406 1 0.319
Beam Width
1 0.995 1 0.988
0.5 0.973 0.5 0.926
0.25 0.792 0.25 0.618
99.8%. Additionally, when we reduced the tolerance limit to
0.1 dB, similar to the MLPNN case, the accuracy of prediction
for the CNN deteriorated significantly to 48.8%. Note that,
these aforementioned accuracy measures are lower than those
offered by the MLPNN. This is because, an MLP based
method, due to the fully connected architecture, can learn
almost any feature space accurately. On the other hand, a
CNN tries to extract the most significant features through its
convolution based processing and hence, is a lossy method.
However, a point of contention with the MLPNN is that, the
fully connected architecture is not scalable for bigger MSF
configurations. This will progressively become detrimental
to the system performance, as the cost of computation will
increase exponentially. In contrast, a CNN utilizes significantly
less computational and memory resources and will scale better,
whilst providing an accuracy measure that is close to that
offered by the MLPNN.
2) Principle-to-side lobe ratio
For the Principle-to-side lobe ratio, we obtain similar obser-
vations from Table III, as we did for the Directivity parameter.
Specifically, for the MLPNN, when we vary the tolerance from
0.5 dB to 0.25 dB and finally to 0.1 dB, the corresponding
accuracy measures are registered at 99.9%, 98.3% and 86.1%,
respectively. On the other hand, for the same tolerance value
ensemble, the CNN method produces accuracy measures of
99.4%, 94.3% and 80.1%, respectively.
And so, as we can see that the MLPNN performs slightly
better than the CNN. However, as mentioned earlier, this
comes at a significant computational cost, thus hampering its
scalability. In addition, it is understood that the correlation
between the neighboring unit cells is far less as compared to
those that are found in images in general [35]. Consequently,
this corroborates the findings from Table III, with regards
to the CNN performing slightly worse as compared to the
MLPNN. Concretely, an MLPNN can learn the interactions be-
tween the distinctly related neighboring unit cells much more
effectively due to the fully connected architecture. However,
a CNN treats the MSF like an image, thus considering the
neighboring unit cells to be correlated. However, in reality
this is seldom the case.
It is imperative to state here that, the aforesaid non-relational
nature of nearby unit cells is also responsible for the visi-
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Fig. 9. Accuracy vs tolerance in dB for both MLPNN and CNN. The curves
shown correspond to Directivity and Principal-to-side-lobe Ratio.
bly subdued performance of the CNN, as compared to the
MLPNN, for other measures of interest.
3) Angle of Maximum Radiation
The results for the angle of maximum radiation in Table III
are obtained by averaging the accuracy of prediction of the
elevation and azimuth angles, with the purpose of providing a
single view over this feature. Subsequently, we observe that the
MLPNN performs slightly better than the CNN, the reasons
for which have been expressed in Section V.B.2.
To elaborate, for this measure we consider tolerance values
of 5, 2 and 1. Next, from Table III we observe that the
MLPNN has an accuracy of 99.8%, 72.7% and 40.6% for
the corresponding tolerance values, respectively. Further, the
CNN approach has an accuracy of 98.9%, 60.7% and 31.9%,
given the same tolerance value ensemble, respectively. As
can be seen, the accuracy drops as we reduce the tolerance
limit, which is inline with our observations from the other
measures of interest so far. Additionally, it can be deduced
that irrespective of the NN utilized for the prediction step, the
accuracy for the lower tolerance values is significantly less as
compared to the other measures of interest.
4) Half Power Beam Width
For this measure, we consider the tolerance values of 1,
0.5 and 0.25. From Table III we observe that the MLPNN
has corresponding accuracy of 99.5%, 97.3% and 79.2%,
respectively. Further, the CNN has accuracy measures of
98.8%, 92.6% and 61.8%, respectively. Note that, the trend
for the accuracy values is similar to that observed for the
other measures of interest (Sections V.B.1-V.B.3).
And so from the discussions so far, we can deduce that
the proposed methodology is able to accurately predict the
reflected beam radiation pattern or the measures that can
fully characterize the same. To further reinforce this idea, we
present Figs. 9 and 10. Concretely, Fig. 9 shows in detail the
evolution of the accuracy of the predictions for the Directivity
and Principal-to-side-lobe ratio as the tolerance in dB grows,
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Fig. 10. Accuracy vs tolerance in degrees for both MLPNN and CNN. The
curves shown correspond to Angle of maximum radiation and Beam width.
for both MLP and CNN cases. We observe that the trend for
the accuracy is exactly what we have deduced through our
discussions in sections V.B.1-V.B.4. Further, we see that as the
tolerance approaches 0.5 dB, the accuracy of CNN predictor
approaches that of the MLP.
Lastly, Fig. 10 illustrates the evolution of the accuracy of
the predictions for the Angle of incidence and Half Power
Beam Width as the tolerance in degrees grows, for both MLP
and CNN cases. Again, here we observe that the accuracy
percentage improves as the tolerance is increased. However,
we also notice that the beam width prediction approaches near
100% accuracy at very low tolerance values, whilst the angle
of radiation measure necessitates higher tolerance limits for
the predictors to achieve better accuracy.
VI. CONCLUSION
In this paper, we have presented a novel data driven
methodology, wherein we utilize a NN based approach for
characterizing the reflected beam radiation pattern from a
metasurface. One of most important advantages of such an
approach is that, while its accuracy is close to that of the full
wave simulator approaches, the time complexity to achieve
the same is significantly smaller. In addition, it can also serve
as a methodology that enables self healing characteristics and
facilitates maintenance aspects of MSFs in the 6G wireless
network environment.
And so, as part of this methodology, we have provisioned
an incremental design framework. Through this framework
we analyzed three specific scenarios, wherein we develop an
estimation of the full radiation pattern for a non-tunable MSF,
a globally tunable MSF and then scaling it to a locally tunable
MSF. Further, through our analysis we have demonstrated
the efficacy of the NN based approaches. Concretely, it was
observed that the NN based approaches could predict the
radiation pattern with a very high accuracy in a significantly
reduced time frame as compared to the full wave simulator
counterparts.
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Moreover, through the third scenario, we demonstrated that
our novel CNN based prediction framework performs as well
as the fully connected MLPNN framework. However, it does
so with a significantly reduced computational complexity as
compared to the fully connected MLPNN framework. This
will especially be critical, when the framework is scaled up to
even larger MSF configurations.
Lastly, in this work, through the last scenario, we have also
provisioned a first study, wherein, instead of estimating the
entire radiation pattern, we have predicted the most important
parameters that govern any radiation pattern, i.e., Directivity,
Principle-to-side lobe ratio, Angle of maximum radiation and
Beam width. This process will not only ensure the required
reliability in estimation but it will also allow for a faster
convergence time for such estimations.
APPENDIX A
In the the MLP case, the typical regularization methods uti-
lized are L1 and L2. These methods add a new term in the cost
function that sums all the non-zero weights. The significance
of this term is governed by the regularization parameter λ.
And while, the main advantage of L1 regularization is that it
forces sparsity into the models by forcing most of the weights
to zero, for our case we do not require feature selection since
the number of input pixels is quite limited. Consequently, L2
regularization is selected and the new loss function is defined
as:
L(X, y) = MSE(X, y) + λ
N∑
i=1
w2i
where X represent the input images, y the target metrics, λ
the regularization parameter, N the total number of neurons of
the MLP and w each weight of all the layers.
Furthermore, for selecting the optimal L2 regularization
parameter λ, we performed a 10-fold cross-validation. For
each parameter value, we split the dataset into 10 groups, and
for each group we train a model with the remaining 9 groups,
and validate with the selected group. Then, the validation
errors of each combination are averaged. Finally, the parameter
value that provides the lowest cross-validation Mean Squared
Error (MSE) is selected for the final model.
REFERENCES
[1] Z. Zhang et al., “6G Wireless Networks: Vision, Requirements, Archi-
tecture, and Key Technologies,” IEEE Vehicular Technology Magazine,
vol. PP, pp. 28–41, 2019.
[2] W. Saad, M. Bennis, and M. Chen, “A Vision of 6G Wireless Systems:
Applications, Trends, Technologies, and Open Research Problems,”
IEEE Network, vol. PP, pp. 1–9, 2019.
[3] E. Basar, M. Di Renzo, J. De Rosny, M. Debbah, M.-S. Alouini, and
R. Zhang, “Wireless communications through reconfigurable intelligent
surfaces,” IEEE Access, vol. 7, pp. 116 753–116 773, 2019.
[4] M. D. Renzo et al., “Smart radio environments empowered by reconfig-
urable AI meta-surfaces: an idea whose time has come,” Eurasip Journal
on Wireless Communications and Networking, no. 1, 2019.
[5] M. Di Renzo, F. H. Danufane, X. Xi, J. de Rosny, and S. Tretyakov, “An-
alytical modeling of the path-loss for reconfigurable intelligent surfaces–
anomalous mirror or scatterer?” arXiv preprint arXiv:2001.10862, 2020.
[6] A. Papazafeiropoulos et al., “Performance Analysis of Cell-Free Massive
MIMO Systems: A Stochastic Geometry Approach,” IEEE Transactions
on Vehicular Technology, pp. 1–1, 2020.
[7] C. Liaskos et al., “A New Wireless Communication Paradigm through
Software-Controlled Metasurfaces,” IEEE Communications Magazine,
vol. 56, no. 9, pp. 162–169, 2018.
[8] E. C. Strinati et al., “6G : THE NEXT FRONTIER,” no. SEPTEMBER,
pp. 42–50, 2019.
[9] S. Elmeadawy and R. M. Shubair, “Enabling Technologies For 6g
Future Wireless Communications: Opportunities And Challenges,”
2020. [Online]. Available: http://arxiv.org/abs/2002.06068
[10] N. Rajatheva et al., “White Paper on Broadband Connectivity in 6G,”
pp. 1–46, 2020. [Online]. Available: http://arxiv.org/abs/2004.14247
[11] H.-Y. Li et al., “Intelligent Electromagnetic Sensing with Learnable
Data Acquisition and Processing,” Patterns, vol. 1, no. 1, p. 100006,
2020. [Online]. Available: https://doi.org/10.1016/j.patter.2020.100006
[12] P. del Hougne et al., “Learned Integrated Sensing Pipeline: Recon-
figurable Metasurface Transceivers as Trainable Physical Layer in an
Artificial Neural Network,” Adv. Sci., vol. 7, no. 3, pp. 1–8, 2020.
[13] C. Qian et al., “Deep-learning-enabled self-adaptive microwave cloak
without human intervention,” Nat. Photonics, vol. 14, no. June, 2020.
[Online]. Available: http://dx.doi.org/10.1038/s41566-020-0604-2
[14] A. Habib et al., “Enhancement of near Cloaking for the full Maxwell
equations,” SIAM Journal on Applied Mathematics, vol. 73, no. 6, pp.
2055–2076, 2006.
[15] P. Alitalo and S. Tretyakov, “Electromagnetic cloaking with
metamaterials,” Materials Today, vol. 12, no. 3, pp. 22–29, 2009.
[Online]. Available: http://dx.doi.org/10.1016/S1369-7021(09)70072-0
[16] J. B. Pendry, D. Schurig, and D. R. Smith, “Controlling Electromagnetic
Fields,” Science, vol. 312, pp. 1780–1782, 2006.
[17] M. I. Shalaev et al., “High-Efficiency All-Dielectric Metasurfaces for
Ultracompact Beam Manipulation in Transmission Mode,” Nano Letters,
vol. 15, no. 9, pp. 6261–6266, 2015.
[18] F. Liu et al., “Programmable Metasurfaces: State of the Art and
Prospects,” Proceedings - IEEE International Symposium on Circuits
and Systems, pp. 1–4, 2018.
[19] C. Liaskos et al., “Realizing Wireless Communication Through
Software-Defined HyperSurface Environments,” 19th IEEE International
Symposium on a World of Wireless, Mobile and Multimedia Networks,
WoWMoM 2018, pp. 14–15, 2018.
[20] I. E. Lagaris, A. Likas, and D. I. Fotiadis, “Artificial neural networks for
solving ordinary and partial differential equations,” IEEE transactions
on neural networks, vol. 9, no. 5, pp. 987–1000, 1998.
[21] S. E. Hosseininejad et al., “Digital Metasurface Based on Graphene: An
Application to Beam Steering in Terahertz Plasmonic Antennas,” IEEE
Transactions on Nanotechnology, vol. 18, no. 1, pp. 734–746, 2019.
[22] M. Khorasaninejad et al., “Achromatic metalens over 60 nm bandwidth
in the visible and metalens with reverse chromatic dispersion,” Nano
Letters, vol. 17, no. 3, pp. 1819–1824, 2017, pMID: 28125234.
[23] K. Valasoulis et al., “Solving differential equations with neural net-
works: implementation on a dsp platform,” in 2002 14th International
Conference on Digital Signal Processing Proceedings. DSP 2002 (Cat.
No. 02TH8628), vol. 2. IEEE, 2002, pp. 1265–1268.
[24] I. E. Lagaris, A. Likas, and D. G. Papageorgiou, “Neural network
methods for boundary value problems defined in arbitrarily shaped
domains,” arXiv preprint cs/9812003, 1998.
[25] I. G. Tsoulos, D. Gavrilis, and E. Glavas, “Solving differential equations
with constructed neural networks,” Neurocomputing, vol. 72, no. 10-12,
pp. 2385–2391, 2009.
[26] S. V. Patil et al., “Effect of bioinoculants on growth parameters of black
pepper (Piper nigrum L.) at nursery stage,” Research on Crops, vol. 18,
no. 1, pp. 185–189, 2017.
[27] A. Santos et al., “Machine learning algorithms for damage detection:
Kernel-based approaches,” Journal of Sound and Vibration, vol. 363,
pp. 584–599, 2016. [Online]. Available: http://dx.doi.org/10.1016/j.jsv.
2015.11.008
[28] E. W. Saad et al., “Query-based learning for aerospace applications,”
IEEE Transactions on Neural Networks, vol. 14, no. 6, pp. 1437–1448,
2003.
[29] M. W. Libbrecht and W. S. Noble, “Machine learning applications
in genetics and genomics,” Nature Reviews Genetics, vol. 16, no. 6,
pp. 321–332, Jun. 2015. [Online]. Available: http://www.nature.com/
articles/nrg3920
[30] S. Mullainathan and J. Spiess, “Machine learning: An applied econo-
metric approach,” Journal of Economic Perspectives, vol. 31, no. 2, pp.
87–106, 2017.
[31] Z. Liu et al., “Generative Model for the Inverse Design of Metasurfaces,”
Nano Letters, vol. 18, no. 10, pp. 6570–6576, 2018.
12
[32] J. Jiang et al., “Free-form diffractive metagrating design based on
generative adversarial networks,” ACS Nano, vol. 13, no. 8, pp. 8872–
8878, 2019.
[33] J. A. Hodge et al., “Joint Multi-layer GAN-based Design of Tensorial
RF Metasurfaces,” 2019 IEEE 29th International Workshop on Machine
Learning for Signal Processing (MLSP), pp. 1–6, 2019.
[34] S. An, B. Zheng, H. Tang, M. Y. Shalaginov, L. Zhou, H. Li, T. Gu,
J. Hu, C. Fowler, and H. Zhang, “Generative multi-functional meta-atom
and metasurface design networks,” arXiv preprint arXiv:1908.04851,
2019.
[35] Q. Zhang et al., “MachineLearning Designs of Anisotropic Digital
Coding Metasurfaces,” Advanced Theory and Simulations, vol. 2, no. 2,
p. 1800132, Feb. 2019. [Online]. Available: https://onlinelibrary.wiley.
com/doi/abs/10.1002/adts.201800132
[36] T. Qiu et al., “Deep Learning: A Rapid and Efficient Route to Automatic
Metasurface Design,” Advanced Science, vol. 6, no. 12, 2019.
[37] S. An, C. Fowler, B. Zheng, M. Y. Shalaginov, H. Tang, H. Li, L. Zhou,
J. Ding, A. M. Agarwal, C. Rivero-Baleine et al., “A novel modeling
approach for all-dielectric metasurfaces using deep neural networks,”
arXiv preprint arXiv:1906.03387, 2019.
[38] P. R. Wiecha and O. L. Muskens, “Deep learning meets nanophotonics:
A generalized accurate predictor for near fields and far fields of arbitrary
3d nanostructures,” Nano Letters, vol. 20, no. 1, pp. 329–338, 2020,
pMID: 31825227.
[39] H. Taghvaee et al., “Error analysis of programmable metasurfaces for
beam steering,” IEEE Journal on Emerging and Selected Topics in
Circuits and Systems, vol. 10, no. 1, pp. 62–74, 2020.
[40] H. Yang et al., “A programmable metasurface with dynamic polarization,
scattering and focusing control,” Sci. Rep., vol. 6, no. October, pp. 1–11,
2016.
[41] T.-J. Cui, S. Liu, and L.-L. Li, “Information entropy of coding metasur-
face,” Light: Science & Applications, vol. 5, no. 11, p. e16172, 2016.
