ABSTRACT A study of the photometric accuracy of deconvolved astronomical images was undertaken by processing two simulated images with several well-known algorithms. The simulations consisted of an image of a simple star field and an image of an active galactic nucleus (AGN). Each image was mathematically convolved with a known PSF and then deconvolved to recover the original image. Measurements and comparisons were made before and after the deconvolution to check for photometric accuracy. The best result for the star field was obtained with the multiscale Richardson-Lucy algorithm. When measuring the differential photometry of the nucleus of the AGN between different frames, leaving the image in its convolved state gave a closer variability result to the original than any deconvolution method.
INTRODUCTION
High resolution is paramount in all aspects of astronomical imaging. Major observatories take great care to minimize the local tracking and seeing effects that degrade resolution. But regardless of the care taken, atmospheric effects, tracking imperfections, and optical diffraction always convolve light to some degree before it reaches the detector. This convolution forms the point-spread function (PSF) of unresolved images and defines the optical resolution of the received signal (Roddier 1981) . Mathematically, this convolution is expressed as I (x; y) ¼ (P Ã O) (x; y) þ N (x; y) ; where I is the calibrated, recorded image, P is the PSF, O is the true image before convolution, and N is the additive noise.
For a seeing-limited telescope with ideal tracking, optics, and sufficient photons, the PSF is a Gaussian distribution. In practice, there are often non-Gaussian components to the PSF from nonaxisymmetric defects. In addition, the PSF may not be spatially invariant across the recorded image. Image degradation from noise, on the other hand, generally has Gaussian and Poisson distributions (Snyder et al. 1993) . For this reason, noise cannot be subtracted simply from the image, as the equation suggests. Instead, during a deconvolution the noise must be modeled properly and dealt with on a statistical basis, or it may be taken as true signal and amplified.
The ''deconvolution problem'' in astronomical imaging is, Given an image I and the PSF P, can the desired or true image O be extracted (Starck & Murtagh 2002) ? This is an ill-posed problem, since a unique solution is nonexistent. Many different signal distributions, after convolution with the PSF, are compatible with the observed data within statistical errors.
There exist many deconvolution algorithms (see Starck et al. 2002 for a review). Most of the algorithms are iterative in nature and converge to the most likely solution. In order to narrow the number of possible solutions in a deconvolution, many algorithms depend on regularization criteria that form a priori knowledge about the solution. Regularization constrains the solution to a limited number of possibilities, providing more stability and uniqueness. Some of the regularization criteria used are positivity of the solution (meaning no negative light flux), smoothness of the solution, noise statistic models, convergence parameters, residual image constraints, and suppression of isolated pixels.
A problem that arises during deconvolution involves the solution convergence of high and low spatial frequencies. Many astronomical images contain both extended objects and unresolved point sources, which may converge with a different number of iterations. For example, if an image contains a galaxy and stars, the stars may converge to a solution quicker than the galaxy, causing an overfit to the stars but an underfit to the galaxy. As the program continues to deconvolve the stars, a ringing effect appears around them, forming a ''bull's-eye'' type of pattern ( Magain et al. 1998) . These artifacts are prevalent in many deconvolution algorithms, and caution must be taken to stop the iterations before they appear around objects of interest. Unfortunately, there is no set number of iterations to always employ, since it depends on the particular image being processed. The simulated images looked at in this study were simple enough that a convergence parameter was used and was set low enough to allow the deconvolution to converge to a stable solution.
The study undertaken in this paper is part of an effort to improve the photometric accuracy of data taken under unfavorable seeing conditions. It first involves testing several deconvolution methods on a simulated image of two stars to verify which deconvolution algorithms best restore the photometric accuracy of a simple star field. This is followed by deconvolutions of a simulated galaxy containing a variable nucleus to test the limits of nuclear variability detection in extended objects.
SIMULATED STAR IMAGE

Image and Algorithms
The data used for the star field simulation were a 512 ; 512 pixel image with two Gaussian distributions acting as stars. The Gaussian distributions modeled the star images with a FWHM of 3.0 pixels. The star images were 256 pixels apart, to ensure no overlap of flux, and each star image was centered on a pixel. The two ''stars'' had maximum peak values of 40.0 and 80.0 flux counts. These original two sources were further convolved with a Gaussian PSF of 1.5 pixels to simulate viewing by a telescope. To prevent negative counts, a background of 5.0 counts was added to the image. Gaussian noise with ¼ 1:0 count was added to simulate readout noise.
The first tested algorithms were the simplest and earliest deconvolution methods developed. They all assume a Gaussian noise distribution and a positive solution. They were Van Cittert (Jansson 1984) , gradient (Jefferies & Christou 1992) , division in Fourier space, Richardson-Lucy ( Richardson 1972; Lucy 1974) , CLEAN ( Högbom 1974) , maximum entropy method using the Frieden (1975) entropy and the Gull entropy (Gull & Skilling 1991) , Tikhonov regularization ( Barakat et al. 1997) , maximum a posteriori ( MAP; Fusco et al. 2003) , gradient plus Markov regularization (Jeffs & Christou 1998) , and Lucy plus Markov regularization.
Algorithms using multiscale deconvolutions (Starck et al. 2002) were tested as well. A multiscale deconvolution employs wavelet transformations that break up an image into subimages, each of which contains information about the original image. This information is stored in numbers called wavelet coefficients. The total number of counts in each pixel of the original image can therefore be expressed as the sum of all the wavelet coefficients and a smoothed array. In general, a linear wavelet transform can be represented by
where I is the original image, c p is a smoothed version of the image, and w j represents the wavelet coefficients. These wavelets are directly related to the information contained in the original image at scale j. The lower scale, j ¼ 1, corresponds to finer structure information (i.e., higher frequency information). As j increases, this corresponds to larger structure information (i.e., lower frequency information). The lowest scale contains mostly noise information, and the last scale contains large-scale structure and background information. The multiscale deconvolution algorithms used are the multiscale Van Cittert, multiscale gradient, multiscale Richardson-Lucy, and multiscale entropy. All deconvolution algorithms used in this paper can be found in the Multiresolution Analysis Software package (Starck & Murtagh 1994) . As mentioned previously, the original simulated star field was convolved with a Gaussian PSF of 1.5 pixels. The test image was then deconvolved to remove the 1.5 pixel PSF. The iterations were stopped by the use of a convergence parameter that was set low enough for the deconvolutions to converge to a stable solution. The results for all the methods described above are found in xx 2.2, 2.3, and 2.4.
Basic Deconvolution Methods on Simulated Stars
To quantify the results, the net counts, the maximum counts, the FWHM, and the background were all measured using an aperture of radius 1.5 pixels in both the convolved and deconvolved images. Standard differential photometry was performed between the bright star and dimmer star in each image using MIRA software to mitigate systematic effects. Table 1 displays the results. The statistics of the stars in the original, nonnoisy image are given in the first two rows of the table. The same data for the noisy, convolved image are given in the next two rows, and the data for the deconvolved images follow. The magnitude difference (Ám) is the differential photometry given as 2:5 log (counts 1 /counts 2 ). The maximum counts column is the maximum counts minus the background mean. As shown in Table 1 , the convolution of the original data lowered the maximum counts significantly but changed the magnitude difference only slightly. This was expected, since a convolution smears the flux across the image, but the total amount of flux still remains the same. If the smearing was large, then a larger aperture would be needed for photometry, but in this case the smearing was minimal.
By these statistics, the Richardson-Lucy algorithm outperformed any of the others. The majority of the algorithms returned the FWHM to approximately 3.0 pixels, with the notable exception of the CLEAN algorithm, which produced the smallest FWHM. This was understandable, since the CLEAN program assumed that everything is a point source and tried to deconvolve all objects into a point. This assumption causes substantial problems when applied to a diffuse source, producing photometric errors and severe artifacts. Even in this simple simulation a large amount of flux was lost after deconvolution with CLEAN.
All methods created some loss or gain of flux within the aperture, and most produced higher noise levels. The flux problem arises near the boundary of the object and background. Some flux at the level of the noise can be lost or gained depending on whether the flux was mistaken as noise or whether the noise was mistaken as flux. In other words, all algorithms had a difficult time determining real signal flux in the region where the signal converges with the noisy background.
Multiscale Deconvolution on Simulated Stars
The next set of deconvolutions employ the concept of multiscale transforms introduced previously. In this case, the noise is modeled more effectively in wavelet space by analyzing the residual of the deconvolution (Starck & Bijaoui 1994) . This is defined as
where R is the residual at iteration n. Furthermore, using a linear wavelet transformation, each residual is broken up into multiple scales, yielding
where c J is the smoothed image and w j is the wavelet coefficient at scale j. This allows the noise to be identified more readily, since a regularization mechanism can be introduced into the above equation, giving
where M j is defined by
The significance of w j is obtained from the noise model. For example, if Gaussian noise is represented by its standard deviation, then the significant wavelet coefficients are defined by a userdefined threshold, typically around 3 . The iterations continue until the residual contains no more significant structure. Convergence parameters are also used in conjunction with the residuals by stopping the iteration when the solution has converged. The results of the multiscale transforms on the simulated star image are shown in Table 2 . Most of the algorithms handled the noise well. The multiscale Richardson-Lucy did better than any other multiscale algorithm and any other standard deconvolution algorithm.
Multiscale Entropy Deconvolution on Simulated Stars
The entropy of an image is related to the amount of information contained in the image (Shannon 1948; Jaynes 1957) . When used with the multiscale approach, the entropy of an image is the amount of information at each scale (Starck & Murtagh 1999) . The goal of the maximum entropy method in multiscaling is to minimize the information due to signal in the residual and to minimize the information due to noise in the solution. The equation to minimize then becomes
where N is the number of pixels, J is the number of scales, I is the standard deviation of the noise in the image, j is the noise at scale j, w j, k (R) are the wavelet coefficients of the residual, w j, k (O) are the wavelet coefficients of the solution image, and j, k and j, k are regularization parameters. There are a couple of different choices for the regularization parameters. One choice is hard weighting and hard protection, where the values for j,k and j,k are either 1 or 0 depending on the probability that the value of the wavelet coefficient is due to noise or signal. Another choice is soft weighting and soft protection, where the values for j,k and j,k are exactly equal to the probability that the wavelet coefficient is due to noise or signal. In addition, there is a choice to apply the same regularization to all scales of the solution image ( j; k ¼ 1), which treats each scale the same. The final choice is no regularization at all, which is setting j; k ¼ 1 and j; k ¼ 0. That way only the residual portion of the equation is minimized. It was decided that all combinations of these choices should be tested, thereby leaving no doubt as to which work better.
The results of deconvolving the simulated stars using the multiscale entropy method are shown in Table 3 . The meanings of the suffixes, which relate to the regularization parameters, are given beneath the table. From the results, it appears that either no regularization of the residual image with hard protection of the object image or soft weighting of the residual image with hard protection of the object image (entries 13 and 23) Notes.-1: No regularization ( j; k ¼ 1). 2: Soft weighting ( j, k is the probability that the coefficient is due to signal, p s ). 3: Hard weighting ( j; k ¼ 0 or 1, depending on the noise probability coefficient, p n ). 0: No regularization ( j; k ¼ 0). 1: Regularization is applied the same at all scales ( j; k ¼ 1). 2: Soft protection ( j, k is the probability that the coefficient is due to noise, p n ). 3: Hard protection ( j; k ¼ 0 or 1, depending on p n ). 4: Soft + hard protection ( j; k ¼ 0 or p n , depending on p n ). had the best results and are comparable to the results from the multiscale Richardson-Lucy method.
DECONVOLUTION OF A SIMULATED ACTIVE GALACTIC NUCLEUS
A simulated image of a galaxy with an active nucleus, taken from the archives of the Space Telescope Science Institute, was tested to demonstrate the capabilities of detecting changes on the order of millimagnitudes in the nucleus of a galaxy. This image is a rescaled version of M51 with an unresolved bright nucleus added in. It was used by restoration programs written to help correct the early problems of the Hubble Space Telescope before the optics were repaired ( Lucy 1994) . The nucleus dominates the galaxy with a maximum count of 4000 above a flat bulge whose average is 150 counts. The nucleus and stars have a PSF of approximately 1.0, the noise is Gaussian with a standard deviation near 2.0, and the background counts are close to zero.
Another image was created by adding enough counts in the nucleus to produce a change of 0.001 mag (Ám nucleus ). Both images were convolved with a PSF of 2.0 to simulate seeing through a telescope. They were then deconvolved using all the methods in the previous sections to remove the additional 2.0 PSF and restore the images to the originals, thus restoring the variability back to 0.001 mag. Since the two images were nearly identical, except for the small count difference in the nucleus, each deconvolution converged to a similar solution for both images (so only one value is listed in the FWHM column). The results are shown in Tables 4 and 5 .
When comparing the change in magnitude of the two images and the FWHM, the method that had the closest value (Ám nucleus ¼ 0:003) and a close FWHM was the multiscale Richardson-Lucy algorithm. However, the unprocessed convolved images still had a closer Ám nucleus value than any other tested deconvolution method. In other words, if differential photometry is the only concern (as it is in this situation), then leaving the image in its convolved state produces a closer variability result to the original variability of 0.001 mag.
SUMMARY
An image containing only point sources is adequately deconvolved using the standard Richardson-Lucy or the multiscale Richardson-Lucy method. Both do an effective deconvolution with point sources with a minimal change in signal counts. Multiscale entropy is also effective when employing no regularization and soft weighting on the residual image with hard protection on the object image.
For images with both point sources and extended objects, the best results are obtained with the multiscale Richardson-Lucy algorithm. The multiscale entropy methods employing no regularizations and soft weighting on the residual image with no regularization on the object image give decent results, but are still outdone by multiscale Richardson-Lucy. For our galactic nuclear test the photometry from the convolved image gave a closer result to the original than any deconvolution method. This suggests the possibility that deconvolution is not worth the trouble in the case of extended sources when differential photometry is the main objective. It is true that by ''playing'' with the regularization parameters it is possible to arrive at values closer to the original. However, in actual situations the true values are not known in advance, so correct regularization parameters can only be estimated for real images. 
