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: SUMMARY
Measurements of the absorption cross-section, CT(7fA) for pions (7l*)
on nuclei (A=C,Ca,Ni,Sn,Pb) at the momenta p-=(0.71,0.84,1.00;
7f-
1.36,1,58;2.00 Gev/c) were made with a secondary beam from the 7 Gev
proton synchroton NIMROD at the Rutherford lab.
Pion Absorption should help to elucidate the nuclear surface.
Rather it is the ratio <T (7T A)/<X (TT^ A) that is extremely sensitive to
the relative distribution of neutrons and protons,but only at momenta
where there is ^disparity in the affinity of the pion for a neutron
or a proton (viz. 0.71,0.84,1.00 Gev/c). Where this disparity is
negligible (1.36,1.58 Gev/c) the ratio tends to unity bar Coulomb
effects, and the results at these momenta check the optical model.
The main input to the analysis are thus the pion-proton total
cross-sections,tthose for the neutrons being obtained by charge
— -i Tindependence; 0^ .(7I’n)= 0^(71-p) . These have to be Fermi averaged.
In chapter I the need for reliable radial neutron distributions is 
stressed and this approach outlined with the help of semi-classical 
approximation. Experimental detail is fully covered in chapter II. 
Chapter III discusses results following closely ref.I, but concentrate! 
on ratios, only remarking on the care required in work on absolute 
cross-sections. Prior to publication of ref.I, ref.II, a short letter 
presented the lead results but did not include any dependence on 
momentum transfer. Both references are to be found in the cover.
The full analysis indicates that one commits an error of only one 
tenth of a fermi by taking the r.m. s.radius of the neutrons equal to 
the protons while the latter are in accord with lepton experiments. 
Smaller variation can be discerned within this error.
Nearly two decades ago the first experiment of this type deduced tha- 
the square well radii for neutrons and protons in the heavy nucleus 
lead were equal.
PREFACE
In collaborative work of this nature and complexity it is 
seldom possible to detail a complete list of contributions 
towards the successful completion of high energy experiments.
It had been noted that the definition of the latter was the 
entry of more than ten names on any subsequent publication.
I shall however with the hindsight of time attempt to be 
impartial.
The author's contribution was almost entirely in Chapter II 
of this thesis; the Experimental, Chapters I and III are included 
for completeness and include work by the theoretical wing of 
the group: Dr. Chris Batty and Dr. .Eli Friedman of the 
Rutherford Laboratory and Prof. Daphne Jackson and Dr. Siv 
Murugesu of the University of Surrey.
On the theoretical work, the fermi motion problem was tackled 
at Surrey with a Klein Gordon equation to compute, the cross- 
sections. This is documented in Siv Murugesus's Thesis. The 
Rutherford approach used a faster program kindly lent to us 
by E.H. Auerbach of Brookhaven Lab and also developed a 
relativistic Schrodinger equation (Eli Friedman, Jerusalem) 
which gave the same results. The matching of the results from 
the three programs from three .locations Jerusalem, Guildford 
and Didcbt was an exciting development during the progress of this 
experiment and pinpointed a problem in the relativistic transforms 
of‘.the Brookhaven programs due to its long history of development. 
The general semiclassical studies of pion absorption were 
made by Prof. D. Jackson.
On the experimental side the •Tfio beam line was modified and 
developed by Frank Swales and Chris Reason of the Rutherford 
Labs (RHEL/R257) while the particle detection was being finalized 
Drs. Gordon Squier and Gil Pyle and Dr. Marvin Cage of the 
University of Birmingham were responsible for the particle 
identification with Cerenkov light whilst Drs. Brian Allardyce ; 
Gora Heymann studied various possibilities for the transmission 
counter and other scintillator counters. Dr.David Baugh almost 
compressed the electronics into one rack of Rutherford MLS Logic
Dr. Chris Batty and Chris Reason were responsible for the online 
program and Dave Gibbons designed the CAMAC-PDP8 interface.
Mr. Frank Uridge and Drs. A.S. Clough and J. Cox helped 
in manning the experiment. The experimental analysis was con­
ducted by Drs. Batty, Allardyce, Baugh, Squier and Friedman 
and the author. All of us were grateful to the NIMROD machine 
operators for smooth operation of a parasitic beamline during 
the year and a half the experiment occupied the floor.
The implementation of Charpak counters was accomplished by
Tony Baker and Frank Swales. Tony Payne cut the targets.
208The Pb target was brought from the USA by Dr. Jesse Weil.
The author contributed especially in the online programming 
and analysis of data.
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CHAPTER I . . TT'ABS.ORPTXON AND NUCLEAR STRUCTURE
1.1. INTRODUCTION
The procedure in this thesis may be considered an attempt 
to answer the question: is there a difference in the way 
the neutrons and protons are distributed in the surface 
of a heavy nucleus as a function of radius ? An implicit 
assumption is that we may regard the nucleus as two 
interpenetrating fluids of neutrons and protons. There 
has been a large measure of success in describing such 
independent motions but the exact nature in which the 
two fluids are interwoven remains to be discovered.
The question raised is currently of both theoretical and 
experimental interest. From the time of the experiments 
of Rutherford (1) certain questions could be asked about 
nuclear sizes. From the break in the Mott scatter of an 
alpha particle due to nuclear interaction the first in­
formation on the nuclear radius was gleaned. It became 
customary to regard nuclei as a drop of liquid with a 
sharp boundary characterized by the one parameter, the 
radius. Further investigations of the charge distribution 
by Hofstadter and co-workers (2) meant that the sharp 
boundary was relaxed, at least for the protons and a 
smoother fall-off as a function of radius was required by 
these experiments. It became customary to modify the 
theory of nuclear matter to deal with the surface of 
this form. Further.investigations lead from the two-para­
meter Saxons Woods forms to three and more parameter forms.
However, the lepton experiments, although performed to 
high precision, could not elucidate detailed information on 
neutrons, although these do have an internal charge 
structure. A more fruitful approach was to employ a strong 
probe.
The pion supplied a number of peculiar requirements for 
an investigation of nuclear size in terms of the difference 
in the distributions of the protons and neutrons.
Piccioni (3) observed that the large cross-section for 
7r  on protons at ^ 1 Gev would lead to protons in a 
nucleus absorbing preferentially a /( beam. The neutrons 
did not absorb so much for by charge independence 
(S' ( M +P) = (S' ( H  n) and the (7f+p) cross-sections were a 
factor w 2 . 5  smaller at 700 Mev. Use of a /[+ beam would 
give the converse situation: the 7^+ having the strong 
affinity for the neutrons: ca. (T (7f+n) = <T' p) and
the protons would not absorb so much by the same factor
2.5. Such an experiment was performed by Abashian et al 
(4) to test the hypothesis of a neutron halo due to 
Johnston and Teller (1954) (5). The absorption of
end 7f+ mesons was measured for lead at 700 Mev. The 
results were interpreted as indicating little difference 
in the square well radius for neutrons and protons in 
Pb. The analysis made use of the high energy scattering 
theory: the eikonal or semi-classical description, but 
only simply took account of coulomb effects. However, 
recent re-analyses have confirmed these findings.
The method employed here is a series of high energy 
absorption measurements along the lines of the original 
experiment. They were performed with a secondary meson 
beam TT 10 from the 7 Gev proton synchrotron NIMROD at 
the Rutherford laboratory. A series of nuclei were chosen 
because their charge distributions are known to fairly 
high precision (C, Ca, Ni, Sn Pb) . There should be little 
difference in the relative distribution of neutrons and 
protons as a function of radius for the light nuclei 
(C^, Ca^°). The results could be used as a check before 
studying the heavier nuclei. Advances in instrumentation 
enable us to perform the experiment to a higher pre­
cision. By the use of more targets and also more momenta 
in conjunction with a modern analysis we hope to achieve
a higher degree of selfconsistency in the analysis. From
   +
the point of view of input the free ( A p) cross-sections 
are now well known in this region. Also a method of 
allowing for fermi motion of the target nucleons has been 
employed, and has aided us to make a judicious choice of 
momenta.
The procedure is to perform an experiment to measure 
the attenuation of a beam of /( mesons by a slab of 
target material containing the nucleus under study.
The same target is used to perform a second experiment 
with a 7\ + beam. By the use of high energies the analysis 
is able to directly study the attenuation of pions by
/the composite nucleus : a "spherical target" of Z 
protons and N neutrons. At certain energies, the 
difference in the reaction cross-sections:
a  v  * <r«(TAi - c.trA)
is directly related to the difference in nucleon 
distribution (by using the method of Piccioni) :
The reaction cross-sections & R are just tho^ ob­
tained in an attenuation experiment, and correspond 
to absorption from the elastic beam. With the proton 
distribution yO p ^  by the lepton data on the
charge distribution^/^c (r) we may investigate neutron 
distributions (r).
51.2. NEUTRON DISTRIBUTION
There is poor experimental information on neutron
distributions. Many of the methods are proving incon­
clusive on closer examination.
1.2.1. Comparison with proton distribution
If we are to regard nuclei as composed of nucleons: 
two interpenetrating fluids of neutrons and protons, 
a fundamental question is how are they deployed one 
against the other in light nuclei where N and
in heavy nuclei where N ^ Z  . A most important aspect 
of this is their relative distribution as a function 
of radius:
& / O r x ( 1 > = /=>n< r ' _ / V  ' ' (1)
which being a difference is more sensitive to investi­
gation than the total or matter distribution:
Because neutrons have not an overall charge a direct 
study of neutron distributions in the manner of the 
electromagnetic probe studies of the proton distribution 
is not available .
(2)
Various charge distributions y>c) have been deduced 
from the electron scatter *br nuclei spanning the 
periodic table (7)• More accurate root mean square
radii are adduced from yiA-mesic Vray measurements 
although the electron scatter is better able to define 
-the fall-off ( 90 - 10 % ) at the surface. For instance 
for PbNAT : r.m.s. ) 5.48 + 0.07 (e.s.)
5.493 + 0.007 (/A.X.) 
where the combined error is controlled by the ^U-mesic 
xray work. The fall-off from electron scatter is given 
by the s parameter ( s ) to ^  10 % which in turn is 
related to the ( 3.) parameter of the Woods-Saxon form: 
where s = 4.4 a
/t-
, n m . .
(3)
The use of other functional forms in current investigations 
does not change the surface thickness ( s' ) by more than 
10 %. The need for these forms reflects perhaps the 
increasing precision of the experiments, especially those 
on separated isotopes (8) and at new energy ranges (9) .
The proton distribution is deduced from the charge
distribution (^>c) by assuming the charge acts at the 
centre of the proton, so a small .correction is made for 
the finite size of the proton. We may regard such proton 
distributions as defined in r.m.s. radius to 1 %.
Defining the proton distribution in this way it is possible
to deduce a neutron distribution from an unambiguous
experiment on the difference in (1), A jO  (r) • This
/ m
constitutes the most direct means available of deducing
7a neutron distribution whereas in other scattering 
methods such as OC -particle and nucleon elastic scatter and
•o
^  meson studies one derives a neutron distribution from 
the matter distribution so (2) has to be used and the 
methods are less sensitive.
In this method the difference in the total reaction 
cross-sections:
at certain chosen energies is shown to be directly
related to: A  “ /°\> hence (1) may be used.
Consequently, the method may prove the most direct
available technique of deducing a neutron distribution
although still in conjunction with lepton data on the
proton distribution. This presupposes that there are no
contributing errors to the analysis due to uncertainties
in our knowledge of the proton distribution (10). Of
course, this experiment could quite independently be
considered as exploration of the difference in density
distributions of the nucleons as sampled by absorption
predominantly at the half radius of the fall-off
90 % - 10 % . Both 7f and 7( are strcngLy absorbed in
the interior so the method will not be sensitive to
/\^/0 (r) in this region.
I m ....
1.2.2. Methods of Investigating the distribution of
neutrons
We may class methods of studying neutron distributions 
into those that follow equation (1) being sensitive to 
the difference : a n d  those that study 
the sum, i.e. the matter distribution : ^ y. + / ^
equation (2).
Discussing the standard methods of the second class, we have 
hhe elastic scatter of o(-particles (11) and nucleons
(12) at medium energies. In thsanalysis of the data on 
proton —  nucleus elastic scatter of Greenlees, the 
r.m.s. radius of the real potential and the corresponding 
volume integral are well defined and insensitive to the 
range of forces chosen in the folding: “ 'd. H
used to synthesis the real andspin-orbit potentials, 
although the manner of making this folding has been 
criticized. To deduce the matter distribution the value
7.^ -of the two body range critical to the unfolding
and the uncertainty in this is difficult to quantify.
Within the quoted errors a heavy nucleus such as lead
could have equal root mean square radii. We write this
using: ' ~ O ' ^  ■- but for medium nuclei,
there was a dependence on whether a Gaussian or yukawa
force form is taken for the same range. The yukawa was
not inconsistent with the development of a proton skin
56 60in the medium nuclei , e.g. Fe - Ni but the Gaussian 
form was more consistent with no difference ^ ^
9This sensitivity to the force was not so pronounced
with the heavy nuclei but the experimental errors
were greater in this case. The method did however
reduce the number of sets of ambiguous parameters,
a problem that is most pronounced in Oi scatter.
However, working below the coulomb barrier it has been
possible to use a microscopic description of OC scatter
(13) to show little difference in the distributions
of the nucleons: A y  m (Pb) 0 + .2
However, an analysis of intermediate energy 0( scatter
for light and heavy nuclei (14)where there should be
simplification of the effective interaction, gave
A y  (Pb208) » 0.25 + 0.09 fm.*— m —
The matter distribution can also be derived from
©
measurements of photoproduction of f  mesons (15) and 
also from coherent production of ([° from nuclei (16) 
again by photons.
The total cross-sections of neutrons on nuclei (17) at 
high energies did not require a finite difference,
A x m . A most interesting analysis of the Serpukov data 
(18) with the eikonal approximation showed A r m « 0 + 1 .  
This was for 7["~ reaction cross-sections but 
K and ^ were also consistent, although the 
errors on the latter data were larger. The method is 
akin in philosophy to the intermediate energy
0£ -scatter mentioned in that the light elements 
such as carbon are used to "calibrate" the inter­
action and then the method is applied to the heavier 
nuclei.
The isospin dependent interaction counterbalances the 
coulomb repulsion between protons in a simple stability 
argument for a heavy nucleus. For instance, the distri­
bution of excess neutrons ( excess y° n ” /°core
where /© are the 2  core neutrons which are taken/ core
to occupy very similar orbits to the protons in a 
shell model) may be sensitive to the charge distri­
bution. Although this method has a long history the 
derivation of the distribution of excess neutrons 
from simple calculations of coulomb displacement 
energies has recently been seriously questioned (19).
The second class of studies is related to more direct 
investigation of the difference: Blin —  Stoyle
has actually used a correction in "to fit a slight
discrepancy in the ft-values with A for 0+ - 0+
(superallowed) -transitions in light and medium
nuclei (20). Unfortunately, the method is not applicable 
to a heavy nucleus. The development of a proton skin 
in medium nuclei was indicated and is reasonable.
The information on neutrons from K- mesic atoms is 
presently under discussion. The more explicit
identification of the absorption of the work of
11
Davies et.al. (21) has been analysed to yield the ratio 
of neutron and proton absorbers in light (C, 0 ) and 
medium heavy nuclei ( Ag, Br where N/Z approximately =1.25) 
Taking the ratio heavy to light minimizes uncertainties 
in the analysis and yields a figure for the number of 
neutrons in the extreme periphery of a nucleus such as 
Ag : ^ / p  ~5 to 1. The figure 3 to 1 seems more recently
favoured.
The hope that the tt/ jC *ratio in pion production induced 
by p nucleus collisions would yield unambiguous information 
on seems now a more open question. Although the 7\
production is surface peaked, the 7 f  production may be more 
volume dependent hence more susceptible to absorption 
corrections within the nucleus. Similar complex processes 
occur in photoproduction of and ^  (22)
The recent low energy theory of potential scattering 
and judicious admixture of the shell model has been 
used to analyse isobaric analogue resonances (23).
The single particle wells seem to favour a small proton 
skin in a heavy nucleus if they match the spectroscopic 
information in these studies (24), A rm (Pb) =' - 0.01. fm.
The neutron pick-up reactions beneath the coulomb barrier 
indicate A r m (Pb) = .1 - .2 fm (25).
In hone of the methods is it possible to quote the 
difference A r ^  to the accuracy of the lepton data on 
the proton distribution (.05 fm for lead or about 1 %).
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1.2.3. . Current interest in neutron distributions
At the time of the original experiment Johnston and 
Teller (S.) had postulated a neutron rich region of 
the surface of a heavy nucleus. The proton potential 
well was considered shallower than that for the neutrons 
due to the coulomb repulsion between protons. This 
caused the protons to be turned back earlier than the 
neutrons as they approached the surface. Theorists at 
that time were not aware of the symmetry term (26) which 
makes the proton well inherently deeper for nuclei with 
N ^  Z before inclusion of electromagnetic effects.
More recently, Bethe (27) has reformulated the Thomas 
Fermi (TFA) approximation to deal with the problems of 
the surface. Bethe formulated his theoryfrom an under­
standing of the nuclear matter theory. The results are 
at variance with a modern calculation (28) based on 
simplified twobody forces of nuclear matter theory 
but employing a full Hartree Fock solution (HF) of the 
Schrodinger equation. Bethe's value for the half 
density radius in lead makes the neutrons fall-off 
0.1 fermi within the protons whereas Negele (HF) theory
(28) predicts a difference in r.m.s. radii
* i h
(r)^ - (r)p = + °«23 fermi. The approximate
fall-off of the proton distribution is found in both
cases but the r.m.s. is a bit small for Negele's method
(5.37. fm) : compare experimental (5.42 fm) . A more
recent method (29) including 3-body repulsions after
the method of Skyrme (30) yields A r m which is smaller
A  r (Pb) = 0.1. These methods may be said to be 
approaching the problem of the radial stability of the 
nucleus fundamentally from our knowledge of the two- 
body scattering data.
It is also possible to perform single particle cal­
culations in Saxon-Wood wells and these now give 
reasonable results (31) although at one time (32)
/\ r = +0.6 fermi.m
The original experiment was performed to test a theo­
retical postulate. Currently there is thus a great 
deal of theoretical interest in this problem. With 
the somewhat conflicting experimental investigations, 
there is seen to be a need for a simple and direct 
experiment to elucidate the distributions of neutrons 
as a function of radius in a heavy nucleus.
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1*3. THE APPROACH OF THE PRESENT EXPERIMENT
We wish to illustrate the argument of Piccioni in 
more detail to show the real advantages of using the 
two charge states of the pion in a high energy study of 
nuclear structure. To do this we shall use the semi- 
classical or eikonal approach much in the spirit of the 
previous experimenters. In section 1.4. we outline the 
more modern type of analysis where we include the dis­
tortion of the incoming pion wave in a numerical solution 
of the wave equation. The eikonal method is a most 
convenient short cut and describes well the processes 
occurring at high energies. Unfortunately, it does not 
allow explicit inclusion of the coulomb effects. This type 
of experiment concentrates on the ratio of the reaction 
cross-sections ^ W A) for which we shall derive 
an expression and then illustrate the cases of interest 
in our study viz. selection of momenta and choice of targets. 
The success of the method of study relies on accurate 
prediction of the ratio and precision with which one 
can measure it. It will be shown that both these can be 
accomplished (Chapter III, II).
1.3.1.1. Impulse approximation and eikonal cross-sections
In the semi-classical approximation the expression for the 
total reaction cross-section is governed by the eikonal 
phase, "X (b) the imaginary part of which is the phase 
shift corresponding to absorption at an impact parameter b. 
In turn, Im /(b) is related to the imaginary part of 
the optical potential. Thus,
<rR(fiA)v f [ i - n  ©
eL ■Jtvi V fr) clz W •'-!*{ •£
>
It is the imaginary part of the potential that can be 
determined by assuming the validity of the impulse approxi­
mation, so relating for the scatter of pions off free •
nucleons
%  V(f) £1  I* where f fn<T) ^  * A
s /^rn^ (by the optical theorem &
kL
1.3.1.2. The ratio of reaction cross-sections
Thus, we return to the question of why we study the
ratio of two nearly equal reaction cross-sections
and *t) . What momenta and what targets should
be employed? Would it be possible to check experimentally
?the coulomb distortion calculation:
We may now write the reaction cross-section using 
eq. (2)
Expanding this for charged pions,
*  / (  I -  4 ( ' <r^ / , i’  ■
- I [ /- ^ l%
This would require data on the neutron cross-sections 
6 if from deuterium targets. However, by using Piccionf's 
suggestion to assume charge independence and thereby 
relate <^(^j - CT^ f+nj and we may
express the reaction cross-sections in terms of free 
hydrogen total cross-sections which are well determined, 
in this region to about 1 % .
f ^ )  = /  [ 1 - * 4  ( -  -  < * } ) /> .,) ]
*) * J [ 1' H(- ^ D / O ]
Let us condense these into a double relationship
< r ,r - A j =  [  i -  *A; ^  ^  ®
where we are to regard the " notation as more than 
an abreviation but define them to be the free total 
cross-sections suitably averaged over the momentum 
distribution of nucleons in a nucleus. These <$ are 
shown in fig. 1.3.A. alongside the free cross-
sections. The smearing or averaging process does not 
eradicate the large difference around 1 Gev/c of the 
original Piccioni suggestion. It is at certain chosen
o
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momenta in such a region that the difference in the
absorptions of 7[ and l( + mesons on the nucleus
may be related to the difference in density distributions.
In order to see this let us express the negative of the 
term in the exponential in eg. 3 as a sum and difference
x (<r+<ri
2.
or
v /x
o
<r / >
where < r A
and so
-f A
A-
and approximating the exponential of a small quantity
*
r- ex
- AAl I/' j A<f. &
e\
In this way we identify these terms with
7 - 2-
and hence we see that in particular, the difference 
required is A  , .
^  " ^(T*) * » A  <rR A  (* 2 A)
Also we may set the sum } J*. r
i +;' <j(n y * *:<r(r«) (= '2- 2}
The sum could be used to derive the matter distribution 
and assuming the proton distribution from electron 
scatter the neutron distribution could be derived in the
V
way that was discussed in section 1.2.2. However, this 
both necessitates accurate measurements of absolute values 
of the reation cross-section and prediction of these by 
theory. By studying the difference there will be seen to 
be considerable cancellation of uncertainties in both the 
theory and experiment when the ratio of is taken.
It is instructive to look closely at this ratio in the 
formalism we have employed in order to see three cases 
of interest. With R = Ptj we have
R  ~  1 - 1 A<r ) <4 (- / k.
J  V '  £>f l
~  \ - X A / 2  1 +  %
In the literature R is set equal to 1 + q where |q| 1
and various nuclear models possessing a finite difference 
give a contribution to q in any region where 
is finite.
The first case of interest is just such a region, for 
instance around 1 Gev/c . Here is large and positive 
so in the models where is positive the ratio is
decreased. The extreme case of this is a neutron "halo"
19
where /\Yni = —  V*]?/ for the purposes of
a definition. It is apparent from eq. 4 that there may 
be considerable sensitivity to the nuclear structure 
as Piccioni suggested in this region and hence information 
about the density difference may be gained at our three 
lowest momenta (0.71, 0.84, 1.00 Gev/c, all targets)^ 
see fig. 1.3.A.
The second case is to choose targets where equal 
numbers of neutrons and protons have very similar extent 
and shape such as in the light elements (Ca40, C12). 
Inspection of eq. 4 indicates that for
is governed only by /^(71 the matter distribution if we
Q
assume (S fixed. The ratio should be unity bar small 
coulomb effects at all momenta of the pions (0.71, 0.84, 
1.0, 1.36, 1.58, 2.0 Gev/c).
The third case of interest is perhaps the most useful 
checkpoint:the crossover points in the pion nucleon 
cross-sections where
At such momenta and there are two such points (1.36,
1.58 Gev/c) in fig. 1.3.A.;the absorption on a nucleus 
is no longer dependent on the difference although
still dependent on assuming <T . The case of
self conjugate light elements is doubly independent 
of the correction q to the ratio away from unity 
at these two momenta, bar coulomb effects.
If we are going to test models of the nucleus predicting 
slightly different s we see that at these two
energies the nuclear model dependence on is switched
off and what remains is a most convenient test of the
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optical model description and especially of the coulomb 
distortion of the incoming pion wave. Although the coulomb 
distortion is slight at these energies it is of opposite 
sign T M f .  Naively, a 7f trajectory flies closer 
past the nucleus leading to more absorption, i.e.
is positive neglecting nuclear effects.
Using the notation R c  1 + q we have
q ^  ^ qN + ^ qCN
where /q^ is just the term that we used to discuss the 
three cases of interest, i.e. SqH = -2 A / 2  ..."
Now suppose we took a simple view that ^  
so that for all nuclei studied (C, Ca, Ni, Sn, Pb) the 
ratio would be controlled by the £ q ^  or coulomb 
nuclear distortion term for all momenta and all targets,
II ' would be unity if we switched of f this coulomb 
distortion term.
Although nuclear effects can give ratios less than unity, 
the upwards shift due to the coulomb term usually guarantees 
Ratios above one. The range we shall be in general interested 
in is R = 1 —  1.05. The case of the neutron "halo" we 
shall See may cause sufficient nuclear down shift to 
give R ^  1.
The previous experiment was able to question the 
existence of such a neutron"halo" in lead and indeed 
recent reanalysis confirmed that there was equality 
in the r.m.s. radii of neutrons and protons to about 2 %.
21
1.3.1*3 The method of the present experiment
Summarizing the approach to this experiment where we 
have carefully chosen the momenta of the pion to derive 
the following cases of interest : ~ 1 -**
c c . = , +
^ C N ______________ _
+ a. Nuclear models tested
(all targets, 0.71, 0.84, 1.00 Gev/c)
0 + b. Light self-conjugate nuclei
( all momenta # Ca40, C^2)
O + c. Cross-over momenta
^ J\p
(all targets, (f ^ $ t 1. 36,1.58 Gev/c)
By performing a more precise series of measurements 
over a range of targets we may compare the experi­
mentally measured ratios with theoretical
predictions for various current models (Rrpjj) at the 
momenta (0.71, 0.84, 1.0 Gev/c) and we should be able 
to question further the development of a neutron halo 
in the surface of a heavy nucleus. In addition we 
include the consistency checks on the analysis: 
the light' elements (Ca40, C^2; n ^ ^ p  all momenta) 
and the'brossover" points ( <T = 0"+ ; 1.36, 1.58 Gev/c 
all targets). For both these tests#the sensitivity of 
0  ^ to the nuclear part ( is switched off and the
coulomb distortion term remains
C
RCHECKS 1 + %  m
1.3.2. The advantages of high energies
The advantage of high energies is that when we con­
sider processes at smallJt]/a very good description, 
of forward elastic scatter may be achieved by, 
for example, a near classical diffraction theory for 
the nucleus. The interparticle spacing of the nucleons 
is small so that the amplitudes for consecutive processes 
may be multiplied and the phases added. This is the 
Glauber theory (33) . Its success lies in the neglect 
of backward processes which are usually small at high 
energies and the fact that the incident waves are 
highly oscillatory with respect to the scale of the 
nucleus so that only trajectories near to a diffraction 
description are preserved .
Having adequately described the elastic processes 
0"E, the inelastic or reaction cross-section is derived 
from: where <rT is total cross-section.
The Glauber prescription maintains unitarity, although 
there may not be the correct balance made with respect 
to backward scatter.
The form of the Glauber theory follows closely the 
eikonal or semiclassical description of high energy 
scatter. Glaubers theory goes on to predict double 
scatter, triple scatter, i.e. a multiple scatter series 
from the known amplitudes for the free nucleon scatter.
___d
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An alternative series was developed prior to this: the 
theory of. Watson (34). At high energies this becomes 
local in agreement with the Glauber philosophy. A com­
plex potential is used to describe the absorption, a 
prescription first proposed by Serber (35). Serber's 
single scatter term corresponds to the first term of 
the Watson series. The imaginary part of the complex 
potential is constructed from the imaginary part of 
the forward scattering amplitude for the free nucleon 
case. One is able to use the optical theorem to relate 
this to the total cross-sections for the projectile 
on a nucleon. This potential description is more suited 
to our present needs in that there exists a treatment 
of the coulomb distortion of the incoming pion wave 
(e.g. Schiff) (36).
The equivalence of these methods was tested for the 
first order terms. This lead us to use one or other of 
these methods to predict the reaction cross-section 
( T^tj) • It can be shown that CfD is a well determined 
quantity in such a first order treatment, the correction 
term for double scatter, for instance, having little 
effect on its value.
The success of such high energy descriptions of scattering 
are to be compared with medium and low energy work where 
it is imperative that an effective interaction be built.
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The high energy scatter approaches give a direct 
means of summing the effects of a composite nucleus.
We need only take small account of t-dependence for
our purposes, as it is similar for 'K and
mesons in the resonance region. That is the ranges
of interaction are not very different. Incorporating the
correct ranges makes ^ 5  % difference to
and is the same sign for *7f , ’fi*
1.3.3. The previous experiment and advances since that
. time..
Following the suggestion of Piccioni; Gool, Abashian 
and Cronin measured the ratio of absorption cross- 
sections for // to H for lead at 700 Mev and 
deduced information on nuclear structure which has been 
confirmed by more detailed recent analyses by Elton 
and Auerbach.
Their method of analysis employed the eikonal approxi­
mation and this is a good short cut to exact numerical 
integration of the Klein-Gordon equation. However, 
they only approximately took account of the effects 
of coulomb distortion of the incoming pion wave by 
using a correction to the absorption cross-sections of
A 'r- T38!■( JL. -f« 2. ) for '{ mesons as suggested by Courant.
The figure 1.6 instead of 2.0 has been shown to be the 
more correct, see ref. 18 and such a method only 
roughly takes into account the distortion. Present 
analyses have employed direct numerical integration.
We shall- follow these more modern analyses. It should 
also be possible to analyse the data, with the Glauber 
theory if coulomb effects are shown to be correctly 
grafted onto the present theory. We have only made 
comparisons with simple Glauber theory to check the 
functioning of the Klein Gordon computer programs.
From the experimental point of view there have been 
improvements in identifying particles in the beam, 
since the original experiment. The lepton contamination 
is constantly accounted for whereas a subsequent 
correction used to be made for this. More data can 
be accumulated in the same time due to data aquisition 
techniques and by employing an array of counters. This 
allows more targets to be explored for instance the 
inclusion of the light nuclei (C^f Ca^°) . The original 
experiment employed a single counter in anticoincidence 
with the beam. We shall employ a more direct method 
using coincidences.
1.3.4. The Advantages of the pion probe
A brief summary of the advantages of the pion for
this type of experiment.
(i) The exploration of a neutron distribution is 
most easily accomplished with a strong probe.
(ii) The two c h a r g e  states of the pion enable two accura
experiments to be performed on the same 
target with the same apparatus if systematic 
effects for T S —> If*are adequately suppressed.
(iii) Certain energies may be used to derive nuclear 
structureinformation. Other energies may be 
used to check the analysis. (In the analysis a 
certain cancellation of uncertainties occurs
7T
(iv) The free cross-sections CT^ ( 7f ~ p) are
well known and are measurements on hydrogen 
targets.
(vi) The ready accessibility of pion beams, as compared 
to kaon beams.
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1.4. PION NUCLEUS INTERACTION
A brief introduction to the theory of pion nucleus interaction 
is required for an understanding of the analysis of the data.
The analysis is easier to perform than in the region of 
the N (1230) resonance where appreciable non local effects 
are present due to the P-wave nature of low energy pions'.
Our treatment of resonances in nuclear medium assigns them 
the same width as in free space,e.g. no pressure broadening 
effects. The only smearing occurs from the distribution of 
momenta of the nucleons, i.e. the Doppler effect.
The construction of the potential follows Watson multiple 
scattering theory which is summarized in the APPENDIX.
The assumptions necessary to derive local potentials at 
high energy and the impulse approximation are discussed, 
as are second order corrections. The finite range correction 
and the fermi motion problem are outlined. Also we carefully 
defined what is meant by pion absorption in this work, 
absorption on two nucleons not being treated.
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1.4.1. The. optical model at high energies
It is possible to derive an optical model description 
of the pion-nucleus interaction at high energies which 
is local in r-space. In momentum space this is 
particularly simple: the T-matrix is
A . W  . fa w
where tQ (g) = two-body scattering matrix in the
y f -nucleus C/A system, 
f I ~
and (q) = I ® * * t h e  nuclear form factor.
In the derivation, the impluse approximation is made 
to relate the scatter off a nucleon in a nucleus, the 
pion-target nucleon interaction to the corresponding 
free scatter bearing in mind that we work in the pion- 
nucleus centre of mass system. Also higher order corrections 
to the potential for double scatter were neglected 
after some investigation.
Essentially such a simple description, which is very 
similar to that originally proposed by Serber for the 
single scatter, is all that is required to adequately 
describe the calculation of reaction cross-sections:
<fR = (J*T - <fE from an optical model. In section
1.4.7 we see how this is possible.
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1.4.2. The single scatter and the impulse approxi­
mation.
Watson*s multiple scattering series constructs a 
potential in terms of the two-body t-matrices for the 
“JT-nucleon interaction in the nuclear medium (see appendix A)
K-
The impulse approximation is the use of the free 
7T -nucleon tQ-matrix in place of those t-matrices so 
that for instance the interaction required for single 
scatter: A
- 2    *  A t* . ■ (*>
i
In momentum space, writing the first term of the series
c k ' w \ k >  = < 5 a k'\ |
* A  < s A *'I -t.M, k > (?)
The are the momentum variables of the nucleons 
in the target and the wave functions must be properly 
antisymmetrized.
Picking out a target nucleon with momentum (p) initi­
ally and (p*) finally, and q = p* - p:
C K '  I U I R >  = A  ...
 (4-)
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Neglecting the recoil of the target nucleon which is 
rather heavier than the pion,
<k'\u\k?  -  a  j ' 4  d_Vi i h - , . M  > -
... < K ' f t 0 I (S')
By defining the appropriate Fourier transforms 
it can be shown that,
C U i * A J e. 1 ■ <Air
* A<fc'it0ifc> w .
At high energies, it is possible to take the two- 
body matrix as a function of q only i.e.
<^ k' I tQ I k/> = tQ (g) hence,
. i >>■•=■ A • ty) (!)
In r-space we can show that this particularly simple 
result corresponds to a local description.
< V  l u l  »  Jd J? d R '< V lK >< fe 'lu iK >< v lA >
. i .o .r
= A  ^M  J :to V  5V  e n > ^
Hence at high energies the form of the potential is 
local.
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21.4.3. The dependence on q
So under the impulse approximation we have shown 
that if V ^^(r) = U (r) = & '  \V\v'?
- 4 U V  F« CV  e 'rV C*)
The pion form factor (& 'toty) has been shown
to be parameterizable in the form:
•fir  f (o )  e ' ^ Y  ^  ^  0 3 ^
This allows a factorization of the integral (8).
VrAM  - A f(o) J e * ^ ‘£ <V e'V>H
4  cCo) *(r)
A/uculus> I / *»
The final derivation of the Serber prescription is under
the assumption that the. nuclear form factor a^ ^
falls off sufficiently quickly in q and is only a
good approximation for large A. ft has been set to
zero to derive the Serber form and we have found that
this has less than 10 % on the absolute value of
2the reaction cross-sections. Setting ^  O is some-
2times called the zero-range form. For ^  finite, see fig. ; 
i.e. "folding the finite range of the pion", the effect 
is similar to a slight smoothing of the nuclear form 
factor FA (q). The values for Tf* t~f\ are similar
i.e. their ranges are roughly equal in the region we 
shall be interested in. In the worst case 1 Gev where 
there is a sharp resonance in ( 7Tp" ) channel less 
than 1 % effects are experienced in the ratio of 
reaction cross-section R = Tf'/-rr
CO
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1.4.4. The pion absorption mechanism
There remains the problem of the two nucleon ab- 
a. 2
sorption ( cC, ) • The dependence of this
makes its contribution small in the surface and we
have neglected entirely this effect. So pion absorption
will mean absorption on single nucleons in this work.
The region of absorption has been investigated and 
shown to be predominantly in the transition region 
of the nucleus. There is little difference H ^ 
but this difference also peaks in the 90 % - 10 % 
fall off region. Both IX* and 7T are strongly 
absorbed towards the centre of the nucleus and this 
experiment is not directly sensitive to this region.
Of course assuming a functional form for the fall off 
region will give some indication of the central 
region and this would be a good method of deriving 
the central density if one could trust the functional 
form. We shall not explore different forms but rely 
on the Saxon Woods shape. Consequently, no information 
about the central density is derived herein.
Indeed, little change in the region of absorption was 
experienced for reasonable changes in neutron and proton 
distributions, nor was there a strong dependence on change 
of momentum. The investigation used a plot of the mean 
contribution to the reaction cross-section at a given 
impact parameter b, i.e. the integrand 1(b) (see fig. 1.4 
taken from ref. I).
LEAD 710 Mev/c
I ‘ (b)
t
FIGURE |4. B
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The integrand I(b) is defined below.
* i~n ( U b  O '
where 0 C”(&) ” ^
^  (b) - i [l'4rj?0'l3^Xlh')] .
It may be concluded that no corrections arise from the 
movement of the region of localisation of absorption since 
the latter remains invariant and peaked about the 90%-10% 
region for all reasonable variations.
1.4.5. The Wave Equation
The wave equation employed was a Klein-Gordon equation 
with the potential incorporated as the time component 
of a four-vector potential.
[ V *  + ^ C M  - <ECM VCM - V2CM>] 'f = 0
Here, is the total pion energy in the centre
of mass of the pion-nucleus system. Also
2 2 2 4 / 2  2
k CM = (E CM “ m ■'W C ■*/h C * VCM WaS constructed q +j
in this system according to the manner of Kerman et.al. 
which carefully transform transition amplitudes from the 
7 r- nucleon system to the -nucleus system.
A correct wave equation should have included the 
effect of the recoil of the nucleus. If one had solved the 
relativistic Schrodinger equation there exists. {Jh-) a pres­
cribed a method to include the recoil momentum of the 
nucleus. The effect is a 3 % increase for light
elements such as carbon with much smaller effects for 
heavy elements and a negligible effect for \l*
A further approximation made for instance by Auerbach
2
et.al. is to neglect the V term. Auerbach employed the 
Klein-Gordon equation but worked with LAB energies.
The inclusion of coulomb distortion of the incoming 
pion wave may be made after the manner of Schiff ( 36 ) 
and others. « .
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1.4.6. The account of the fermi motion of the target 
nucleons
The incident pion interacts with a bound nucleon which
is executing fermi motion within the nucleus. The
relative momentum of this can be calculated, e.g. 
m.^
p ^  - fvH1 . pM (non-relativistic) . The wave number of
J\ lllN N
the pion on a nucleon is shifted rather like a doppler 
shift. The effective imaginary part of the forward 
scattering amplitude (i.e. total cross-section) was 
taken as a function of this relative momentum, multiplied 
by the probability of finding a nucleon with momentum 
PN, which is just the density in momentum space. An 
integral was performed over such possibilities.
In the actual calculation, the correct relativistic 
expression for the relative momentum of pion and 
nucleon was employed, --
One might justify this procedure by inspecting equation
(5) section 1.4.2 for the case of forward scatter
( P 7T “ P 7T
i.e. just the average of the forward scatter amplitude 
over the nucleon density in momentum space. The
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imaginary part only was treated in this way. As we 
shall see in the next section the reaction cross-sections 
are almost entirely determined by these, i.e.the 
total cross-sections.
The density distributions were taken from single 
particle models of the nucleus . In fig. I.4.C. 
is illustrated the cases of C^2, Ca^° and Pb20  ^ .
Also plotted is a distribution taken according to the 
fermi gas model as used by Miller ( 43 ) .
/ >(pN) = [l + exp <PN - P0V A  1
where P0 =  100 Mev/c and ^  = 50 Mev/c.
The averaging process is dominated by the region in 
which the distributions are similar p /l.5 fm"^Ar
although the fermi gas model gives rather higher
momentum components . Indeed, it was possible to use
40the results for Ca for all nuclei.
MILLER
40C
208
32
PNfm-1
FIG I.4.C
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1.4.7~ The double scatter corrections to the potential
Representing the ground state of the target nucleus 
by |o> the full evaluation of the potential is
V = I °> + ^
The projection operator Q projects off the ground state 
so that the double term includes intermediate excitation 
before return to the ground state. Gq/ the free pro­
pagator is defined as Gq = (E - H + ie)”  ^where H is 
the sum of the pion kinetic energy operator and the 
nuclear Hamiltonian.
The double scatter term- evaluated under a number, 
of further assumptions and for the case of Pauli 
correlations only (see ref. 39) f is stated in 
appendix A. The inclusion of this had a negligible 
effect on the reaction cross-section ratio and ^ 5  % 
effect on the absolute values. We shall discount its 
effect here.
Other comments on our approach to the 7f-nucleus 
interaction are concerned with what we have not 
• treated. The formation of compound systems (7\-nucleus) 
is small at high energy but 7f- nucleon•resonances 
occur in ( Jl — p ) channels. Their effects may be 
smoothed by fermi motion in the nucleus and the effect 
via the ranges of interaction has been discounted 
(section 1.4.3.)
CHAPTER II THE PIQN ABSORPTION EXPERIMENT
2.1. THE PRINCIPLES OF THE. MEASUREMENT
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2.1.1. Measurement of reaction cross-sections
The measurement of the reaction cross-sections for pions 
on a target nucleus A is most readily accomplished by 
the transmission technique (40).
In its simplest form the measured reaction cross-section 
is determined from the attenuation of a pencil beam 
of pions of known intensity ( ID) incident upon a nuclear 
target to yield an emergent beam: I* =* I e
where ^  is the number of nuclei of mass A per cm^ of 
the target material (see fig. 2.1.A.) . As can be seen 
the detector is positioned almost immediatlely down stream 
of the target. The detector is chosen to be large enough 
to encompass the nuclear elastic and coulomb scatter 
which are forward peaked at these energies. Any pion that 
reacts in the nuclear target so that it is classed as an 
inelastic event is most probably scattered out of the 
detector. It is just such a particle that contributes to 
the reaction cross-section.
In reality the situation is more complex, some reaction 
products are scattered into the detector whilst a few 
elastic scatters occur at large angles and are not counted 
by the detector. The true reaction cross-section is:
^
A MEASUREMENT OF REACTION 
CROSS SECTION :
IDEAL CASE
TARGET
INCIDENT
BEAM
DETECTOR
Here -is the correction for all secondaries or
reaction products counting in the detector and 
the correction for residual elastic events outside 
of the detector.
Such effects of finite detector geometry are overcome 
by taking a series of detectors, Ti subtending solid 
angles at the centre of the target and extrapolating
to zero detector size. Written in full:
« ■ „ < * , ) +  2 f
^  ( ~ i) C2-)
%  V i  J
At zero solid angle equation (1) becomes
.<rg - «rT ; - <rE &
This is just the definition of a reaction cross-section. 
To derive (3) we used the customary definition of total 
cross-section:
Equation (1) may be rearranged:
W . _(fir A-t
<^ (A) -  f dfe M  = ^
1 .vA*,
Expanding the R.H.S. as a polynomial:
- a .j. 4" c.
where a =
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We could summarize this as
< T „ & )  _  -  J ( A d  ^
Because there is no prior . knowledge of the distributions 
of secondaries ^ We assuIne, as customary,
that a low order polynomial will adequately describe the 
reaction products. The program for the experiment is 
summarized by equation (5). Measure the cross-sections
' correct these with a simple optical model for 
S<re(A) and fit these corrected cross-sections as a 
function of solid angle f ■ (w/L^ ). The reaction cross-section 
is determined by the intercept coefficient: ^
The assumption about the charged secondaries is the 
norm in total cross-section measurements where equation 
(4) is used instead of (1).
An important design consideration is now made. The 
extrapolation procedure requires as small a counter as 
possible to minimise the region over which there are no 
data points: see fig. (2.I.B.). However, at a certain 
critical size the nuclear elastic correction 
becomes unmanageable at the lowest momenta ( 0.710 Gev/c) 
for the case of Pb. It was possible to meet this restri­
ction but twenty solid angles were then required to 
control the extrapolation. With five detectors housed 
in a vessel called the transmission counter and with 
four positions of this vessel twenty solid angles were
r ‘ - >
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available for a viable extrapolation to zero counter 
size. The ratio of fitted region to extrapolated region 
was approximately 5:1.
In this way it is seen possible to isolate the reaction 
cross-section for pions on nuclei. The ratio, 
may be derived from the individual reaction cross-section 
<5^ (7T'rt) , and <T^  . This involves two extrapolations.
In section 2.10, the method to extrapolate the ratio 
directly as a function of solid angle is introduced and 
the reasons given for the increased precision available 
to such a method are presented.
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2.1.2. Eliminating instrumental factors.
At the focus of a beam of Tf* mesons lies the nuclear
target: immediately upstream the final S^ beam defining
counter S ;less than half a meter downstream the detectors, o '
T^.. Provision is made to interpose the various target 
materials. The procedure used was to count the beam 
without the target in place (TARGET OUT) and then with 
it in place (TARGET IN) (see fig. 2.l.C) . Although the 
order is immaterial, this constitutes more than a mere 
background substruction and serves to minimize "instru­
mental1 losses which we may see in the following way.
TARGET OUT: In this mode the detectors T^ count the
same flux of particles as the beam defining telescope S. 
This is because the radii of the T^ are much larger than 
Sj. . ■ '
Also the divergence of the beam is designed to be low. 
Residual losses do occur from scatter off nuclei in the 
intervening molecules of the air and through inefficiencies
in both counters and associated electronics. The trans-
ou»r t r a
mission ratio is: 0C{ «= Al\J\) /  A/(S) «=• 1
in an obvious notation.
TARGET IN: The cross-section derives from the losses
from the beam due to interaction in the target.
TARGET OUT:
PION
BEAM
S.Si
TARGET IN:
PION
BEAM
S.S;
e l im in a t in g  in s t r u m e n t a l  fa c to r s
FIG.2.I.C
The loss of beam particles on traversing an infinitessimal 
slab of thickness is: —
A
where L is Avogadros number , p the density of the 
material and A the atomic weight. <3^  is the measured 
cross-section for reaction of the pion in a nucleus in 
the slab: either annihilation or scatter out of the 
detectors or any process for an incoming pion where 
a count does not register in the detector (e.g. conver­
sion to neutrals). If we assume the same source of 
instrumental losses as in the target ~out case (f} the 
transmission ratio IS oC L ^  ^ a^c) C
where "h.- nuclei per cm^.
A
Dividing (1) by (2) and rearranging:
/ 0ur
i  k  (- V  ) (3)
\ &  i /
and we notice that this is similar to 2.1. l.e^2 ) which 
was an ideal case with f = 1 and there was no need 
for such a substraction. In this way we eliminate instru­
mental losses. The five detectors T^ were in fact six 
counters taken in consecutive pairs.
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2.2. GENERAL DESCRIPTION OF THE EXPERIMENT
2.2.1. Apparatus
A plan of the experiment and T j”lO  beamline is to be 
found in figures 2.2.A and B. The beamline ensured 
sufficient fluxes of Tp*(10^ p.s.) and + (2 x/0^ p.s.) 
mesons with a 4P/P ^ 2  % to cover 3 sq.cm of nuclear 
target.
The beam was geometrically defined by a telescope sj : 
a string of counters placed strategically along the route 
from the production target to the nuclear structure 
target .
Two cerenkov counters (Sj = D, G) were used to identify 
the pions in the beam against a background of other 
particles of the same momentum also bent twice in the 
main dipoles Mlf M2. In addition to pions there are 
decay mesons as well as a general background of electrons 
and mesons and secondaries . The most important back­
ground was protons in positive beams. They contribute 
heavily to the random s and doubles events which must be 
designed with protons in mind. In defining the beam 
at lower momenta it was quite feasible to reject a 
large fraction of the protons by time of flight criteria 
between the hodoscope and the next counter which is a 
10 meter flight path.
The first cerenkov counter was a D.I.S.C. type after 
the original design of Meunier et al (41). By using
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a liquid radiator cell and-variable geometry the pions 
could be positively selected over and against protons 
and K mesons since the pions are highly relativistic. The 
gas threshold cerenkov counter was -set to veto muons and 
electrons. This has fixed geometry but the refractive in­
dex is varied by changing the gas pressure. The beam was 
geometrically defined using scintillation counters of 
various sizes forming a telescope Sj = . A
horizontal array of finger counters (HoD) was covered 
by B^ . This form of momentum hodoscope was necessary 
because of the high radiation levels inside the 
synchrotron.lt was sighted just after the momentum slits. 
Four Charpak chambers were used to set up and align the 
beam. They gave (x, y) information at two stations 
either side of the particle identification counters.
The targets were stationed immediately after the final 
beam defining counter B^. They were effectively spokes of 
a wheel which could be operated in the control room.
The transmission counters were housed in an aluminium 
drum. Perspex light guides were not employed because of 
cerenkov miscount effects. Rather each scintillator was 
hung so that a compartment was formed that acted as an 
air light guide.
The whole vessel could be moved along the beam axis and 
four positions were chosen so as to give twenty solid 
angles subtended by the counters at the centre of the 
targets. Immediately behind the transmission counters
47
also mounted on the vessel were two efficiency counters 
forming a telescope E^ , E  ^ used to continuously 
monitor the efficiency of the main counters for beam 
pions.
The transmission counter array consisted of six
scintillator counters taken in pairs (see fig. 2.2.B)
to form the five detectors T/ at each vessel position, 
tilThe i counter defined the geometry whilst being 
covered by the next and larger ti+1 ^ counter. This 
also served to eliminate counter noise contributions 
to the main coincidence ^ TSEAMpjorv/ “ 3^- )
B can now be defined as the beam pion signal
where is a doubles veto signal we shall discuss
later. Notice a pion which contributes towards the 
cross-section is not counted in the transmission counters.
The transmission ratio, C/~l /  *3^
is corrected for important effects which we shall now 
detail. We have introduced the various counters so it 
is possible to formally define the main quantities 
measured.
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2.2.2. Definitions of the measured cross-sections 
The principal quantities scaled were:
' '  N ■ . .
. ,) (transmission counter
coincidence)
•Ti Ti+i (3)(transmission counter
efficiency for pions)
V — B^•HoD.B^•B
BTa = B 7T -(Ti ’ '
BET^ = B 1t ‘ *E1'E2
be
=
B TT'-tEl E2
Ai = < V i  Ti+1
(4)
The transmission ratios are defined to include the 
correction for accidentals and the efficiency of the counter 
pairs;
( B T . - A.) /B_
^ 1 °  BE- (i = l,5) (6)
The measured or partial cross-sections and corresponding 
error are then:
ouT
^  U  <7) nA v o<. /
A * i  / V - ‘11- ) + c {8)
%  v  o ^ /,v
7T C
Accidentals
In fig. (2.2.C) are shown diagrams of the various 
possibilities of contribution to the accidentals cases. 
Diagrammatic possibilities a, b, c are shown 
for two pions defined in the beam, and give 
rise to ambiguities unless they can be effec-
] tively vetoed; further ambiguities are caused
|
by protons in positive beams. Such effects were 
circumvented by a doubles veto on the counts 
occurring in B3 (see section 2.6),. The remaining 
contribution which is inescapable is (d) and has con­
siderable effect ( 1 %) on in positive beams
because we have to run without a halo veto counter 
(see section 2.9.3.) . The argument for the accidental 
runs as follows: a beam pion is scattered out of the 
transmission counter pair (B^T^.T^ ^  ^  ) but a vagrant
particle strays into the counter pair simulating a 
B . T . T_. . , coincidence. This accidental is then
had passed through B^ it would already be counted as 
a doubles event hence B^ must be included. The final 
accidentals:
. However if a stray Cep'ton
had passed through the gas threshold it would have 
been vetoed so a Q is required. Also if the particle
were A is chosen as the r./f. period of the machine 
(125 n,sec.).
FIG 2.2.C
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2.3. TTIO BEAMLINE
2.3.1. Design and optimization
A particle production target was placed at the opening
of one of the main magnets of the Gev proton
synchrotron NIMROD (OCTANT 6).The target was of heavy
metal, mainly tungsten and was a bar of 1 cm cross-
section, 5 cm long. A fraction of the particles produced
have the correct trajectories to be accepted by the
Tflo beamline. Negative pions were bent by the main
iaagnet field out of the curvature of the machine
whereas positive pions start more to one side of the
target and have more bend to their trajectories which
are of opposite sense. The target positions (fig. 2.3.A)
estimated to maximise the fluxes down the beamline,
were / from the above argument, different for a
given momentum but of opposite polarity. However, the
settings of the main optical elements of the beam were
   +
almost identical for ( // t /l ) and were close to the
designed values predicted by the program TRANSPORT/360.
Typical values of identified 71 on ^  3 sq. cm nuclear
4 3target were 2 x 10 - 2 x 10 particles per sec, depen­
ding on the individual momenta. The values for positive 
pions were about a factor 5 down on the U values, which 
might be rationalized by the collection argument 
presented above. These figures were for 3 x 10" protons 
on the production target.
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The optical elements of the beam were as follows:
Ql Q2 a quadrupole doublet to collect the particles 
from the production target and the first bending 
magnet M 1 to steer the beam past the collimator and 
hodoscope to the main dipole M2 used to select the 
momenta. A further doublet , in conjunction with
a final doublet Q5 Qg was used to focus the beam on 
the nuclear structure target.
The beam profile at the target was continuously moni- 
tores with 2 charpak counters giving x and y 
information respectively. An example of such profiles 
is given ( fig. 2.3.B ).
2.3.2. Calibration of beam momentum
The beam momentum is defined by the position of the 
hodoscope element. Different momentum spreads ^P/P 
could be achieved by combining the elements. Because 
of the small difference in the acceptance in the 
beams ( 71 f M ') three elements were combined for 
7l beam, two for 7f+ beam. The beam momentum also 
depends on the bending in M2T or more correctly the 
total J 3.J1  between hodoscope and beam defining counter. 
The fields in M2 and Ml were continuously monitored 
by the Hall effect probes which were in turn calibrated 
against n.m.r. standard probes.
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Certain checks were possible: (i) estimating "the 
threshold in the gas threshold cerenkov counter,
(ii) comparison of the *7T"”p peak at 1 Gev/c with the 
more recent total cross-section experiments,
(iii) a previous calibration to 1 % using the change 
of flux when moving a loop of wire from within the 
magnet to a region of free field space. All these 
methods agreed within their respective errors, with 
the calibration, allowing a final error of (•£ 0.5 %) 
in the momentum calibration with 2^P/P ~  2 %. The beam 
divergence was 20 mstr.
By these means the values for the beam elements etc. 
could be recorded with confidence since no stability 
problems were encountered, aiding the final data taking. 
The design of the beam for nuclear structure investi­
gations was carried out by F.J. Swales and C.J. Reason 
of the Rutherford laboratory. Previous experience with 
this beamline indicated its usefulness for such 
studies.
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2.4. SCINTILLATOR COUNTERS FOR DEFINITION OF GEOMETRY
2.4.1. The beam defining counters
The beam of 7f- mesons was defined geometrically by 
the counter telescope Sj * B2, B^, B^, HoD's, P's.
The particle identification counters are discussed in 
detail in section 2.5 (P = D, G). A beam of 7P-mesons 
on momentum has been defined (section 2.2.2):
where the doubles veto signal V2 is included for 
completeness.
The (k = 1,4) counters (see table 2.4.1; for sizes) , 
were standard scintillation counters with perspex 
light guides and were installed at the following 
strategic positions: to cover the finger elements
of the hodoscope (HoD) in order to reduce the level 
of random counts in a region of high radiation within 
NIMROD; B2 placed just before the disc and just after 
the end of the vacuum pipe, with a chosen radius nearly 
as large as the latter. The final beam defining 
counters B^ B^ were juxtaposed so that there was no 
overlap of their light guides to minimise accidental 
cerenkov in the perspex.
This would be quite unacceptable in a complex which 
defined the beam on the nuclear target. A slightly
larger pair of counters E ^  E2, similarly juxtaposed 
was mounted behind the transmission counter and this 
telescope E^, E2 was used to continuously monitor 
the efficiency at the centre of the transmission 
counters. The measured efficiency for the beam pions 
was used in the definition of the transmission ratios. 
It is an important correction to minimise systematic 
effects between *7f+ and 7T beams.
2.4.2. The transmission, counter.
The transmission counter was an array of six discs of 
scintillator housed in an aluminium "drum" shaped 
vessel with six ports drilled on one side to mount 
six phototubes, one for each counter. The manner in 
which the scintillators were housed was novel 
(see fig. 2.4.A.) .
A.0.013cm. aluminized melinex sheet was stretched over 
seven "hoops" forming "drum-skins". A pair of counters 
was, hung centrally on a "drum-skin" so as to counter­
balance each other,ore on each side of the aluminized 
partition. The pair was bonded together at three 
points by small discs of perspex which penetrated the 
film. A blank hoop was first inserted into the drum 
to fit it closely; followed by another hoop with a 
pair of counters, followed by another blank and so on. 
Eventually six counters in their own light-tight 
compartments were formed. The edge of each scintillator 
could be viewed from its respective port on the side 
of the drum and the photo multiplier cans were mounted 
on the port.
The advantage of this design is the small amount of 
additional material in the path of the beam and most 
important, the elimination of the problem of cerenkov 
miscounts in perpex light guides . The compartment 
thus constituted an air light-guide.
BBAfi
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In addition a ribbon of silvered melinex was passed 
around each scintillator and the ends waisted to 
the internal cross-section of the photomultiplier port. 
Notice in the figure the asymmetric distribution of 
each scintillator in its box. This type of design was 
finalized after exhaustive tests were made in the 
laboratory on prototypes. Efficiency maps were con­
structed by the use of a collimated strontium source.
The design was vindicated when the counter underwent 
extensive tests with a beam of particles. Two very 
small (0.4 cm) cubes of scintillator were used to 
form a telescope in the beam. The transmission counter 
was set up so that its motion was lateral to the beam. 
Scans across the surface and the edges of the counter 
with such a parallel beam indicated uniform efficiency: 
99.95 %, falling to 99.9 % when 0.2 cm from the edge 
of the counter. The effective sizes of the counters 
agreed to within + 0.02 cm of their physical dimensions.
The motion of the aluminium vessel was rearranged to 
be on the axis of the beam for the purpose of the 
measurements of cross-sections. The drum was mounted 
on a heavy table which was electrically propelled by 
a motor and worm-gear so that it could be positioned 
to 0.01 cm cm command from the control room. Four 
positions were used throughout the experiment.
The design considerations were thus to maximize
the efficiency and the uniformity over the surface
while keeping the thickness to a minimum. The first 
five scintillation counters were 0.95 cm thick and 
the final counter was 1.25 cm thick, (see table 2.4.1)
During the experiment the monitored efficiency for 
beam pions never fell below 99.8 % and only a slight 
dependence 1 % on rate was observed for rates 
varying by a factor of 10. Typically it was 99.9 % 
during data taking. It was not noticeably different 
in positive beams where the proton contamination 
could perhaps cause a malfunction.
The six counters were taken in pairs from the main
coincidences B —-.(t . . T, V  . This was to minimise the 71' v t-H/
noise contributions to the accidentals since the counter 
H.T.'s were high: typically 2.8 KV. Selected RCA 8575 
phototubes were employed.
TABLE 2.4.1 Scintillator radius thickness distance from target center
9.007
12.003
16.564
19.992
25.464
29.500
0.9144
0.9195
0.9449
0.9728
0.9855
1.2344
X + 1.237 
X + 10.000 
X +11.277 
X + 20.005 
X + 21.443
X + .0
X = 40, 42.3, 44,. 46.7, the four vessel positions used 
throughout the experiment (units = cm)
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2.4.3. Phototubes and bases
F.CA 8575 tubes were used throughout with a base chain
modified by B.W. Allardyce. The modification was to
allow auxiliary H.T. supplies to be connected to various
dynodes which would begin to have appreciable drain at
the high count rates required for data taking 
7< ^  10 /sec.). The highest priority counters: trans­
mission counters, B^, B^, E^, E2' **ad suc^ auxiliary
supplies connected. Selected phototubes were used in 
the DISC and transmission counters. The pulses from 
the phototubes were short clipped except for the DISC 
where additional amplifiers (200 card) were employed 
in the control room. *
2.5. CERENKOV COUNTERS FOR PARTICLE IDENTIFICATION
The half cone angle of cerenkov radiation ( <9C ) is 
related to the value of the particle by the 
relation: cos Sr = — where r\. is the refractive
A
index of the chosen radiator. The intensity expressed 
as the number of photons produced in the radiator 
thickness /_ is N (P) = 400 L sin^ . These ex­
pressions (40) were used to design the operation of 
two particle identification counters (P = D, G) used 
in conjunction to isolate a signal which was a pion 
and not a lepton. The selection of pions is achieved 
by the DISC counter. This is set not to count if 
a proton or K-meson passes through whereas the geometry 
is chosen so that pions on momentum and with small 
divergence register counts. The gas threshold counter 
is set to observe the lepton contamination of the 
beam and veto the main beam signal whenever a lepton 
is present in the beam.
It was possible to choose one radiator for each counter 
to span the whole momentum range 0.7 - 2.0 Gev/c. In 
the DISC the refractive index was constant and the 
geometry was varied over the momenta. In the gas 
threshold the geometry was fixed and the refractive , 
index varied by changing the gas pressure.
2.5.1. The DISC counter
The design of the counter followed the original 
suggestion of Meunier et.al. (41).
A five centimeter cell of tetrafluoropropanol served 
as the liquid cerenkov radiator. Cones of cerenkov 
light generated by pions on axis and slightly off 
axis were reflected by the concave mirror (see 
fig. 2..S’. A. ) through a prism in the form of an 
annulus called the axicon so as to fall in focus on 
a circular iris. Nine RCA 8575 phototubes viewed 
this bluish light. By positioning the axicon, it 
was possible to select the cones of light due to 
pions on momentum, (see fig. 2.5.A.) . The prism 
is dispersion compensated, a fact which was exploi­
ted in a simulation check. A ruby laser on axis 
was used to generate a reflected beam at the 
correct 0C angle for each momentum. Mirrors were 
placed at the location of the cell on brass wedges 
which were engineered for each momentum under 
study. The simulation was able to demonstrate the 
correct functioning of the DISC.
The values of the iris settings were not critical in 
this experiment, as for instance in experiments where
DIAPHRAGMAXICONMIRROR
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7f mesons are separated from -mesons by means of 
a DISC/ below ^  500 MeV. The DIgC selects pions as 
against protons and kaons because of the radically 
different ^-values: 1 GeV/c. ?=■ .9904,
w  ~ 0.9945) whereas 0.7293, « 0.8966.
The concave mirror has a hole at the centre to allow 
the passage of the beam. At 1 Gev/c and lower the light 
from the protons was not even collected by the 
mirror. At 2 Gev/c j2>^  =i 0.9053, ■= 0.9976 and
there 's still *75° difference in the half cone 
angles (P . The deflection in the prism was more 
than able to resolve this. However, off axis protons 
might still have caused trouble. The collimating 
effect of the DISC was therefore enhanced at the 
highest momenta by demanding a 9-fold coincidence from 
the phototubes. At lower momenta, data taking times 
could be decreased if the DISC efficiency was in­
creased. The use of a 3-fold coincidence was accepta­
ble from the point of view of geometry, hence a 
saving in data taking time was achieved. The correct 
functioning of the DISC was most easily investigated 
by looking for proton plateaux in the gas threshold 
counter with and without the DISC in the normalization. 
No evidence for a plateaux above that due to pions 
was found when the DISC was in the normalization in 
positive beams.
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It has been mentioned that protons at low momenta were 
also successfully rejected by time of flight cri­
teria between the hodoscope and counter, approxi­
mately 10 meters. The combined system was estimated to
through its cross-section for a strong interacting 
particle is similar to a pion whereas if a lepton was 
not adequately vetoed it contributes a null cross- 
section in this experiment. As we have seen the
those energies and the DISC is not able to select 
a pion over against a muon.
A typical set of efficiencies is shown in fig. 2.5.B 
as a function of the position-of the axicon. The values 
of the maxima were noted for the actual data runs. The 
other two motions of the DISC were also recorded. These are 
the movement of the inner and outer diaphragms of the
—4reject protons by a factor 10 . if a proton did get
muon is very similar to a pion at
iris
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2.5.2. The gas threshold counter
The gas threshold counter was set at each momentum to 
veto leptons. The details of the counter are first 
discussed (see fig. 2.2.B.) and then the mode of setting 
up at each momentum.
The body of the counter consisted of a steel pressure 
vessel tested to 1000 p.s.i.g. Windows at each end 
allowed the passage of the beam relatively unhindered 
yet were able to withstand the flexing due to eva­
cuation necessary for the purpose of gas transfers.
The cerenkov radiator chosen was ethylene: this 
necessitated the purging of the counter with nitrogen 
when not in use. The gas handling rig was designed 
to the safety criteria needed for ethylene and there 
was access to vents on the roof. The arrangement to 
monitor pressure and temperature in the control room 
was valuable for keeping track of small leaks.
At the centre of the counter was a mirror set at 
45° to the beam axis to collect the cerenkov light and 
redirect it immediately below to a window and port 
for one large photomultiplier: (RCA 70133 B developmen­
tal type). Thus whereas the DISC employed variable 
geometry, the geometry of the gas threshold is fixed 
and the refractive index varied by changing the gas 
pressure.
64-
The purpose of the gas threshold counter was to veto 
the lepton background. At each moment urn the counter was 
set to observe the muons and electrons by their cerenkov 
light forming a signal G. The signal G was applied 
to the main beam.
The mode of setting the counter at each momentum was 
as follows: The pressure was set so that the refractive 
index cfthe gas enabled cerenkov light from the leptons 
but not the pions or protons to be collected by the 
large phototube via the thin mirror at 45° . This was 
achieved by plotting the efficiency of the counter 
as a function of pressure (see fig. 2.5.C). Initially, 
(see fig. 2..S\3>.) the efficiency is at a low level 
( ~  10 %) corresponding to electron cerenkov and possi­
ble scintillation in the ethylene. As the pressure 
is increased first a small (<^3 %) plateau for muons 
appears and then a sharp rise to the plateau for pions. 
If the DISC is not in the normalization a further 
plateau for protons is observed in positive beams. The 
threshold pressure is set at the base of the rise for 
pions. It was set to +0.5 p.s.i.g. and this setting 
is not critical, as long as drifts due to., small leaks 
are detectable.
There is a certain position along the axis of the 
counter beyond which it was no longer possible to 
identify particles, the most obvious limit being the
mirror position. A pion decaying into a muon after
this point could either upset the beam normalization
if it was not on axis or could count in B_ . B. and3 4
then give a null cross-section. The small correction 
for this has been estimated but it is the same for 
T(* and 7{~ beams.
The other limitation in the gas threshold is the 
photon level at highest momenta: With approximately 
50 photons produced for a lepton trajectory there 
may be residual inefficiencies as noted by Carter 
et.al. at 2 Gev/c. Since the principal aim of the 
experiment is measurement of the ratio of 
cross-sections this consideration is not important.
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2.5.3. Minor, design considerations
One of the minor design problems in both counters 
was to keep the mass of components in the beam to a 
minimum.There are two reasons for this: firstly, 
there is some energy loss which is not critical to 
this experiment since it is the same for and ^
Secondly, there is multiple scatter of charged par­
ticles . In table 2.5.1 are detailed some estimates for 
these effects for the various beams 0.7 Gev/c - 
2.0 Gev/c.
The first point was of importance in the case of the 
hydrogen cross-sections which are highly structured.
For instance when the investigation of the beam 
momentum calibration was made by comparison with recent 
data for the position of the TT p cross-section peak 
at 1 Gev/c, the relevant energy loss correction was 
computed, with the small allowance for energy loss 
in the targets themselves. The measurement was via 
(C H2 - C) difference technique .
The second point about multiple scatter in the counters 
necessitates some comment. For the gas threshold this 
was only marginally important at the lowest momenta 
(0.710, 0.840 Gev/c.) but for the DISC there is
quite a large contribution to the multiple scatter. This 
is not excessive for a "bad-geometry" experiment. Thus 
the components in the beam do not radically effect the 
divergence of the beam.
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It is worth commenting on the divergence selected by 
the .,.DJS.C. or its collimating effect. The DISC 
only accepts pions a small way off axis. Pions at a 
greater distance or with large divergence are not 
accepted by the geometry. If such numbers of vagrant 
pions were large a significant inefficiency in data 
taking time would result, hence the basic beam di­
vergence at the DISC was designed to be 20 mstr.
(No such restrictions due to beam divergence apply 
to the gas threshold which had to veto all leptons).
.5.1 J^Gev/c T^Mev DISC Threshold Pressure Energy
mAllijib sut’ftztUiy . Ethylene Loss 
;___________ ____ in_radians psi223°C Mev_
0.7 .574 .0085 •.0091 351 13.3
0.8 672 .0074 .0074 282 12.2
0.9 771 .0066 .0061 232 11.4
1.0 870 .0059 .0052 194 10.9
1.5 1367 .0039 . .0029 99 9.6
o•CM 1865 .0029 .0019 56 9.0
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2.6. THE ELECTRONICS
One stack of Rutherford Laboratory MLS system (S"oSl) 
sufficed for the whole of the logic system for the 
experiment, except for some gating circuits. The quad 
scalers were capable of 50 MHz count rates and were 
linked to computer (PDP-8) via CAM2C system and inter­
face. See figure 2.6.A/B.
The MLS system employs both true ( - 0.8 V) and comple­
mentary (0) levels and so for instance the 181 card 
4 input AND gate can be used as an OR gate if the input 
signals are complementary. The scalers could not be 
driven directly by these 181 cards, requiring the 480 
scaler driver.The 152 cards, a. two input OR gate were 
liberally used as fanouts. The 301 standard descri- 
minators (deadtime 20 nsec) had their levels adjusted 
to 0.05 V in all cases.
The pulse shaping which is not illustrated was facili­
tated by the complementary outputs available on the 
181 cards. Some pulse shaping was employed in the 
beam definition to minimise jitter in that case. The 
B w signal was so clipped to 5 nsec but the B.TiT/ + 1 
• resolution curves were from 20 - 23 nsec as the scintillators 
got larger. This stretching was to allow for ines­
capable jitter in such large scintillator counters;
4 - 5  nsec in the worst case Tg. A highly schematic 
illustration of the logic is shown in figure (2.6.A.and B).
The DISC was taken in 9-fold coincidence at the 
highest momenta although 3-fold was all that was 
necessary for the lower ones; the profit being in an 
increased DISC efficiency giving a reduction in data 
taking time. The signal had to be split to develop 
the doubles veto. The doubles veto V2 annihilated the 
Beam signal whenever two particles were counted in 
B^ within 50 sec. The signal was produced by 
measuring the pulse length from an updating discrimi­
nator. It was then stretched to 40 nsec (as was the 
gas threshold signal) and applied as a veto to the 
rest of the beam. This reduced the accidental rate 
especially in positive beams. Normal output signals 
were —' 10 nsec but it is important to stretch a veto 
signal to completely cover what it is vetoing. The 
deadtimes of the 301 card were 20 nsec. No correction 
was made for deadtimes. However, a 303 deadtime—less 
discriminator was used for the gas threshold (see 
fig. 2.6.B.). The electronics was designed by 
D.J. Baugh.
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2.7. THE TARGETS
Measurement of reaction cross-sections ('Tf+ A, IT "A) 
were made oru natural targets of C, Ca, Ni,sn , Pb 
at 0.71, 0.84, 1.0, 1.36, 1.58, 2.0 Gev/c and in 
addition on targets of A.' Sn 2^0 Ho^Pb208 at 0.84,
1.0, 1.36, 1.58 Gev/c. The targets were cylinders of 
material placed with their cylindrical axis oh the beam. 
The measurements of the hydrogen cross-sections were 
made by the C Hj - C difference technique at all 
momenta and polarities as checks.
In table 2.7.1 are presented the surface densities
( y\. ) of the targets. Targets of other thicknesses 
A
were used to explore any extrapolation differences.
For instance a target of Pb with physical thickness
0.5 cm was used in an early cycle and gave a ratio
208which was the same as the isotopic targets Pb to 
0.1 % . The final target thicknesses had a trans­
mission ratio 91 % and this enabled the statistics
on measured cross-sections to be about ~ 0.2 % 
throughout the data. In the case of the isotopic targets 
the restriction was the availability of material.
A cylinder 0.5 cm thick and 1.25 cm radius represents
208an appreciable fraction of the Pb separated 
throughout the world.
Table Target Materials
Element A
Surface Density 
(g/cra2)
C 12.01 6.21
A1 . 26.98 8.10
Ca 40.08 8.07
Ni 58.71 17.69
Sn 118.69 14.57
120Sn 119.90 7.86
Ho 164.93 13.09
Pb 207.19 22.69
208Pb 207.98 5.44
2.8. EXPERIMENTAL CORRECTIONS
2.8.1. Corrections to the measured cross-sections
The most important corrections -to the measured 
cross-sections have been defined in section 2.3.2.
They were vital to an experiment where the ratio 
between 'TT and ~7T is taken. Firstly the randoms 
or accidentals in a IT beam are greater than a 
T  beam (5 s 1) since the proton contamination 
is high. Secondly, any change of efficiency for coun­
ting pions that varies from 7/^to 77-. should be 
taken into account.
In addition to these corrections, the. measured cross- 
sections were found to have a small dependence on rate;
1 - 2 standard deviations between zero rate and the 
rate at which the data were taken.Correction data were 
taken at each polarity ( 7/^ , T  ) and each momentum 
for carbon and lead at one vessel position. Each 
was fitted to a straight line as a function of rate and 
extrapolated to zero rate, where its intercept and 
error were noted.At this vessel position, the slopes, 
which were very similar, were averaged for all five 
counters, as was the error on the slope. The values for 
the slope/intercept were very similar for carbon and 
lead and so they were averaged. The value of this ratio 
was then used to calculate the *%> effect on each 
measured cross-section (/Lj) at each vessel position,
for all targets.
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Data were. collected at the same total particle 
rate for. ( 7f \  7/ ). However, at the lower momenta 
the signs of the slopes were different. This was why 
such care was taken to correct the measured cross- 
sections for rate. The effect on the final reaction 
cross-section was '•'-0.5 + 0.2 %. Thus, if no corre­
ction was made 1 % effects on the ratio would have 
resulted.
2.8.2. Corrections to the reaction cross-sections
The additional corrections to the reaction cross- 
sections were a correction for pion decay to muons 
as mentioned in section 2.5.2. and a correction for . 
the lateral size of the targets.
(i) Pion decay: The absolute values of the cross- 
section had to be increased by a correction for 
decays of pions after final identification which lead 
to a beam count in B^. The magnitude of the effect 
was estimated by G.T.A. Squier as 1.3 % at 710 Mev/c 
to 0.6 % at 2 Gev/c. There was no correction to
the ratio since the correction will be the same for ^  * 
and 7T beams.
(ii) The lateral size of the target: J.r. counter
was included so that measurements could be made with the 
separated isotopes which had a smaller lateral size 
(section 209.A ). it was possible for a pion to
backscatter into B^. If it had counted in B^, this affected
the beam normalization, hence the reaction cross- 
section.. The backscatter was only important for the 
natural targets which were 4 cm in diameter compared 
to 2.5 cm to Pb208, Sn 120;
The effect was only noticed after most of the data
had been taken so correction data for lead, tin and car­
bon were taken for three sizes of target. The size of
the correction was 1% +0.3 %. The reaction cross-
sections were appropriately adjusted.
The sequence of making the various corrections will 
be discussed in section 2.10.2 after we have discussed 
the elastic corrections which are theoretical in 
nature.
2.9. THE MEASUREMENTS
2.9.1. Procedure
The procedure during data taking will be described 
and was designed to minimise systematic errors con­
tributing to the ratio of 7] /7p+ cross-sections.
The beam was set up to the pre-recorded settings of 
the main optical elements. Slight adjustment to Mi 
to steer the beam so that it focussed on the nuclear 
structure target, was made. This was facilitated 
by the continuous monitoring of the beam profile 
x and y on target by the Charpak chambers.
The cerenkov counters were set up. The DISC was set 
for either 3-fold or 9-fold coincidence and its 
efficiency was jnaximised.The gas threshold plateau- 
was plotted and the threshold pressure selected. If 
there was a malfunction in defining the beam the 
Charpak profile was able to indicate this, or the 
steepness of the gas threshold rise for pions. The 
data for the ratecorrection wefe taken at one vessel 
position.
There were four positions of the vessel x = 40, 42.3,
44.0, 4 6 . where x was the distance from the face 
of the smallest counter to the target centre. Data were 
taken with the vessel at one of its extreme po­
sitions for all targets. The polarity was changed and 
data were taken again. This time, the vessel position
was changed and data taken. In this way, the position 
and polarity could not be changed simultaneously.
The data were taken for each target, but only one target 
out was taken for approximately 3 targets. Also the 
length of the target-out run is much shorter than tar- 
get-in run as can be seen by inspection of the ex­
pression for the statistical error section 2«2-2. The 
runs were for 40 minutes for the thickest targets to 
100 minutes for the isotopic targets. At the end of 
each run the data were read into the computer via 
CAMAC. A print-out of cross-sections with their 
statistical errors corrected either for randoms or 
efficiency (4 modes) was obtained as the computer 
taped the data. Other monitored quantities were 
efficiencies for gas threshold, DISC, individual trans­
mission counters and counter pairs. The total particle 
rate and pion beam rate were computed. Prior to data 
taping and print-out the operator had to type the 
momentum and polarity, vessel position and surface 
thickness ( as well as tell the computer whether 
the target was in or out. A complete record was taped; 
comments could be made on the print-out but these 
were not taped.
The cross-sections were output as a function of solid 
angle (LAB) and could then be compared with other 
vessel positions for a given target and polarity ? 
coupling this with the errors computed, a good control 
of the data quality was maintained.
2.9. 2. The data acquisition system
The :CAMA£ quad scalers (16 BIT x 4 or 32 BIT x 2) 
were housed in a CAMAC crate which was slave to a 
systems crate containing the interface and level 
changer. A series of instructions were defined to 
access the scalers from the computer so that 16 BITS 
could be read in as two words to the 12 BIT 4 K -PDP8.
At the end of the run the operator typed a command at 
the teletype and the scalers were read into the core 
store by a procedure using the instructions discussed 
above. The raw scaler data was allocated the defined 
variables of the program via a.code which could be 
modified by the operator in the event of scaler break­
down. Thus, a high priority scaler could be rerouted 
to a low priority scaler at the expense of the quan­
tity being scaled by the latter. The code or house­
keeper was taped with each block of data.The scalers 
proved reliable and the code remained the same 
throughout the experiment except for the addition of 
some new quad scalers.
'The remaining core was used in the following way:
^ 2  K to the floating point (DEC-Software) plus a 
library. This was compacted and tested by C.J. Batty, 
The floating interpreter was used to perform all the 
arithmetical manipulations and a logarithm function
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was defined for the cross-sections.
The program ( 'n-'2 K) responded to instructions given 
by the operator to read in data, write data, monitor 
efficiencies etc. The main procedure computed the cross- 
sections and monitor quantities and asked the operator 
whether he required the data taped. Simple checks were 
performed for zero data and the corresponding variable 
questioned by an error message.
Tape procedures (written by C.J. Batty) were used to 
call back data, for instance to compare a series of 
target out data or its effects on a given run.
Each block of data was a field of floating point 
variables, the raw scaler bit patterns, the code and 
status of the run, and the constants used in computing 
the quantities (,e.g. geometry for solid angles).
7 -track tape was used and the block could be read 
down on the IBM 360 for further tests. The IBM360 
was not used because the precision of the PDP-8 
was all that was required (5 decimal places). The 
extrapolations of the measured cross-sections were 
performed on the 360. Simple fitting for rate checks 
was done on the PDP-8.
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2.9.3. Problems Encountered (see Fig. 2.9.A.)
The chief problem encountered was ths backscatter of 
reaction products or pions which cause effects not 
usually experienced with the experiments to measure 
total cross-section on hydrogen. (There the kinematics 
are such that very few pions are backscattered with 
the proton going forward at these energies). This gave 
rise to three effects.
Firstly, (see fig. (a) ) it was found impossible
to run with a halo veto counter to help define the 
beam. This subtended an appreciable solid angle at the 
target and in some initial exploratory cross-sections 
on lead, a third of the cross-section was vetoed by 
reaction products or pions themselves scattering in 
the target and returning to count in the veto counter.
It was noted that Crozon etial. used this arrangement 
Their, cross-sections are notably lower than ours 
(see section 2.11 ) . The randoms were thus redesigned
to scale a greater contribution than would have ori­
ginally been envisaged.
Secondly (see fig.(b ) ) the doubles veto had a part 
which vetoed the doubles events within 2 nsec.
Two pulses for a doubles event caused pile-up which 
was detected and used to form the amplitude part of 
the doubles veto. With the contribution of the back­
scatter to the solid angle subtended by the halo counter
known, an estimate of the effect of a pion counting 
in B^, scattering back in the target or giving 
rise to reaction products at backward angles could 
be computed. This was similar to the change in 
cross-section for putting in the amplitude doubles 
veto - and taking it out. Hence the amplitude part of 
the doubles veto was discarded before any data, were 
taken.
Finally, (see fig. (c) ) the target size effect
was due to this cause but was not noticed until data 
had been taken so correction data were assembled 
See section 2.8.2.
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2.. 10. THE EXTRAPOLATIONS
Let us requote the equation (1) of section 2.1.1. in 
its most useful form:
Jl;
n Ja  ifo,
As we noted at that time there is no known form for 
the secondaries and it is useful to expand the R.H.S. 
as a power series in Ji- . By fitting the left hand 
side as such a function of ( ) we can derive
from the intercept on the y-axis. This procedure also 
takes into account some effects of nuclear absorption 
of reaction products and we shall discuss this further 
when we have described the extrapolations.
The left hand side in this experiment is the difference 
between a measured quantity which we have corrected 
for experimental errors and a small quantity for which 
we must have recourse to theory. We may call this 
L.H.S., the corrected cross-section.
The optical model is used for a simple nuclear model, 
with A -  and a Saxon-Woods form. A test of
the validity of this will be given in section 2.10.4.
In this way we may derive the reaction cross-sections 
for + and ~T\ mesons on nuclei. The ratio is derived 
by dividing these and the errors folded. A more direct
method has also been tried of extrapolating the 
ratio of corrected cross-sections;
v. £vrr
<Ai)-  f
. Jk  Ml ,
There are reasons why this is a more successful 
approach, for instance in terms of precision. This 
will be discussed after the extrapolations in 
section 2.10.4.
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2.10.1. The elastic corrections with the optical 
model, SW ft)
In fig. 2.10.A are plotted some of the elastic cor­
rections generated by the optical model for Saxon 
Woods distribution ( ft = ft) and parameters for 
ft taken from electron scatter and yU,-mesic atom 
data. The correction for finite proton size was un­
folded to give the proton distribution. The contri­
bution at large angles increases with momentum but the 
elastic becomes more peaked forward.
The calculation was performed by ABACUS-M program which 
generates ( ). The correction at a given £/A
the measured cross-sections were converted to CM and 
the elastic correction subtracted before the extra­
polation was performed. The number of points at which 
the correction was calculated was kept low and straight 
lines were drawn in between each point. This gives an 
overall correction with obvious "noise" and is not 
sensitive to dips from coulomb interference. The 
sensitivity of the data to corrections of this kind 
is noted in section 2.10.4.
solid angle
JSoo100 loo 4oo3oo
• Q .  c m r.
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2.10.2. Extrapolation to derive the reaction• 
cross-sections
The absolute values of the reaction cross-sections 
are obtained by direct extrapolation of the measured 
cross-sections corrected for nuclear elastic scatter. 
The sequence of making all correction is discussed.
The cross-sections were input as the y values to a 
curve fit procedure that fitted these to order poly­
nomials (1 - 4th order) . The curvature in the cross 
sections as a function of (-^ ) was not observed to 
be well fitted by a second order polynomial although 
in some cases this was possible. Rather all data were 
fitted to a third order polynomial.
The curye fit procedure gives a smoothed fit to data 
with experimental scatter. The normal least squares 
equations are ill-conditioned above second order, but 
this procedure remains stable to high orders.
An example of the data to be extrapolated is shown.
The fitted region is about five times the region 
over which the extrapolation is performed, but the 
order required (3rd order) needs all twenty experimental 
points to derive a reaction cross-section with 1 % error 
due to statistical fluctuation.
The criteria that were used to indicate the employment
of third order were the following: inspection of (i) sign
changes (ii) / uncertainty in the coefficient of the
highest power of H^iii) test. In many cases it
was obvious from the number of sign changes that
2nd order was not sufficient. In cases where X?
improved by a factor 3 or more ( ) on going from
2nd order to 3rd order, the uncertainty in the coefficient (cl)
was small. This indicated 3rd order. If there was no
improvement in X 2 the uncertainty usually became
and a second order fit was possible. Typical x  were
2 - 3 for 16 degrees of freedom for both 7T*\and /I
beams. The 3rd order fits were taken as representative in
all cases and the results are shown in TABLE 2.10.1 and II.
As can be seen, the cross-sections (see also fig. 2.11.A/B) 
remain remarkably constant in energy across the energy 
range investigated, with a small fall-off at 2 Gev/c.
The first coefficient G. = in the polynomial fitted.
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The values of the \> coefficients might be of interest 
to studies requiring the differential cross-section 
for inelastics. Qualitatively (for a given target) this 
increases in slope with energy. For instance if
-  2  f M i '
and the inelastics/ — constants i. e. isotropic then
/ fa) « -  2  c^d. SLi
I oU.
Equating equal powers of the polynomial
* 3 j l .
3 V  <rR ; c'«.A * o
One can see that either c or d- or both are non zero. 
Whether this is a nuclear absorption effect of just 
that the inelastics do not fall off linearly is a 
point that will be briefly discussed in section 
2.10.4.
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2:10.3. The Extrapolation to derive the ratio 
• of reaction cross-sections
As noted in section 2.10.1., it is possible to 
derive the ratio of reaction cross-sections:
by a direct extrapolation of the individual ratios 
between the measured cross-sections. The feasibility 
of this technique was questioned until it became 
apparent that applying the same criteria as before, 
instead of third order fits, 1st order was indicated 
in every case. Indeed in some cases where the statist­
ics were good, extrapolation cpuld be performed with 
8 points to agree with the 20 point extrapolation to 
'v 1 %. So far the criteria had been based on each 
target case for each momentum. When all the data were 
combined, it was noticed that a small systematic effect 
occurred, to indicate the need for a curve. This 
effect was prominent at lowest momenta where it resul­
ted in the lowering of the ratio by •'-v'l % . To take 
this uncertainty into account, second order fits to 
the ratio as a function of solid angle were performed 
•for all cases. An example is shown in fig. 2.10.C
The results are presented in table 2.10.Ill . They 
represent a significant improvement in precision over 
the ratios derived by two separate extrapolations of
TT* and 7f reactions cross-sections and then 
division to derive the ratio 7f / 7T* • The results 
of this latter method are also shown in TABLE 2.1°.J5L
The information in the slopes of the ratio fits is 
not directly relevant to this experiment. The posi­
tive slope is an indication of the ^ neutrals:
channels. The slope increases with momentum for a 
given target and decreases with A, at a given momentum. 
Reasons for the slight curvature are discussed in 
section 2.10.4. This has been noticed before in a 
test of charge independence of the data of Carter et.al
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2.10.4. A discussion of the extrapolations.
Some remarks on the extrapolations and the philosophy 
of deriving ratios from a direct extrapolation are 
required.
The first test that was undertaken was to check the 
sensitivity of the reaction cross-sections and the 
ratio to the elastic correction. This would be worst 
for lead at low momenta. At 710 Mev/c the reaction 
cross-sections changed by 0.3 % when the elastic 
correction was made with smaller steps. The ratio 
varied by 0.2''%.- Thus, the method of overall corrections 
does little to change the values of the worst case.
Also at 710 Mev/c the lead neutron radius was in­
creased by 0.5 fermi and the extrapolation reperformed 
with the new and rather exaggerated elastic correction. 
The extrapolated ratio varied by 0.5 % and the absolute 
values by 1 % . It is important to note that the 
prediction of such a model R ^ = R ^ + 0.5 fermi was 
different to ^  by ^ >5 %, i.e. an order of
magnitude more change than the experimental. These 
two tests on the worst case enabled us to be confident 
the elastic correction could be made in a meaningful 
way. Obviously we are assuming the nuclear model that 
we are trying to prove. and a full analysis
would include some iteration towards the correct 
model.
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A'remark as to the increasedprecision afforded by 
the direct extrapolation of the ratios. The markedly 
better fits experienced when this method was introduced 
may be caused by two effects . Either there is some 
cancellation of some experimental or theoretical 
curvature,or it is the fact that one extrapolation 
is performed instead of two and then a ratio taken.
Of course, these two possibilities may be interwoven.
The two extrapolations or "cross - fits" were per­
formed with third order polynomials, the single 
"ratiofit" with first order (second order only if 
a closer inspection is made). It is of interest to 
consider the processes that may give rise to such 
curvature. There is however no- direct explanation.
Curvature in the cross-sections used in the "cross- 
fit" has been experienced at these energies in reaction 
cross-section measurements of protons on nuclei. Also 
at lower momenta total cross-section measurements of 
7T+ on hydrogen have had similar problems where 
the proton actually stops in the array of scintillators. 
As the curvature experienced here is small but per­
sists at high momenta and in the hydrogen cross- 
sections, it does seem to indicate a mechanism 
whereby each succeeding transmission counter in the 
array shields the next one by absorbing low energy 
reaction products.
Curvature in the ratio fits is much smaller so that 
some cancellation may have occurred. Another 
possibility is the production of low energy 7T +
which is more probable in positive beams which may 
then interact with the hydrogen in the scintillator 
giving a preferential curvature to the positive beam 
crossfit.
Curvature then results in the difference ( 7f — TT"*) : 
for "7T -*( cross-sections this has been remarked upon
M
before. Such effects are due to the hydrogen and can 
only be tested by designing an experiment with 
scintillators without hydrogen, e.g. deuterated perspex 
or some new polycarbonate base.
The extrapolation is able to take the effect into 
account since it depends on solid angle and should 
extrapolate to zero at zero solid angle. However, the 
nuclear absorption causes the curvature of the 
extrapolation to change, necessitating higher order 
polynomials if these forms are used for the fitting. 
This is how the uncertainty is introduced.
Other possible effects are a source of elastic scatter 
not treated or simply that the assumption that the 
distribution of inelastics is isotropic is not correct.
Let us not . lose sight of the size of this effect 
which introduced an uncertainty of 1 % in the worst 
cases if a straight line were used for the ratio 
extrapolation. By using a second order fit this 
uncertainty is taken into account.
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2:11. THE RESULTS AND THEIR ERRORS
In table ( 2.10.1,11) are the results of *7f+ and 
reaction cross-sections. In table' ( 2.10.Ill) are the 
ratios derived by direct.extrapolation. For interest 
the ratios of the reaction cross-sections 
are also presented in table ( 2.10.IV ) .
The results of this experiment to measure reaction 
cross-sections are plotted as a function of energy.
In figure ( 2.11.A))are plotted the TT^results for 
which there are some previous data. The new 7f+ 
results are plotted in figure ( 2.11.B), where it. is 
seen their errors are slightly, larger.
The agreement with the past experiments is good. the
exception being the comparison with the work of
Crozon et.al. We have remarked (section 2.9.3 ) on
the reasons for the cross-section being greater than
this latter work. The agreement with Abashian et.al.
is good considering that our extrapolation philosphy 
/
differs from theirs.
. The results of all four experiments on A1 are shown to
be in good agreement, allowing for small normalizations
(4.0
to the older data. The cross-sections of Miller 1 
(unpublished) are slightly high. This may be due to 
the backscatter effect mentioned in section 2.5.3.
The carbon cross-sections are plotted in 
figure ( 2.11.C )- Again, the results of Crozon are 
seen to be low, otherwise good agreement is obtained 
with previous work. '
The overall smoothness of the cross-sections as a 
function of energy is noticeable. Only carbon shows 
a significant decrease to lower momenta. All the 
targets show a decrease at the highest momentum.
The ratios remain between 1 - 1.05 for all targets. 
The interest in the ratios is fully discussed in the 
next chapter.
/
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2.12 Experimental check with hydrogen total 
cross-sections
The measurement of the hydrogen total cross-sections 
at each of our momenta by the CH2 -C difference method 
enables us to be confident of our measurement of reaction 
cross-sections, since agreement is in general good
C*foJ
(see table 2.12.1 where comparison is made with Carter et.al.)
It is however of interest to look at these extrapolations 
which although carried out over a much larger range of 
angles than is customary in good geometry total cross- 
section measurements however still yield agreement: 
fitting in the 100 - 500 mstr. angle range and extrapolating 
to zero solid angle.
The agreement with Carter et.al. on closer inspection
illustrates some of the finer details of total cross-
section measurements that may be of some relevance to
\
their employment in predicting nuclear cross-sections.
For instance it is noticeable that the third' order fits 
that agree with Carter et.al. at the 1 mb. level 
everywhere below 1.58 Gev/c, give increasing disparity 
at 1.58 Gev/c and especially at 2 Gev/c. The use of 
4th order returns the agreement at 2.00 Gev/c . However, 
at the lowest momenta 1st order results were giving as 
good a value as 3rd order. There is then a gradual increase 
in the order of polynomial required to fit the Carter 
result as the momentum is increased.
One possible reason is that the same position of the
counters is used at all momenta whereas in good geometry
experiments it is customary to move the counters to
keep the momentum transfer t roughly constant 
2
(- t = q where q = 2k^ sin 0/2, 0 being the scattering 
angle).
Since the nuclear targets all used 3rd order fits to obtain 
the reaction cross-sections there may be a systematic 
effect where the order of the hydrogen extrapolation 
exceeds the order of the nuclear extrapolation viz.
2.00 Gev/c. (see section 3.3. for the problems of 
absolute reaction cross-sections). As this momentum is 
only really of interest to the estimation of absolute 
reaction cross-sections we will not pursue this point 
further here (see section 3.3. for comment on this point).
This problem does not affect the lower momenta where at 
most ^  1/mb discrepancies with Carter's values occur.
This should not be connected with the fact that they 
used a halo veto counter since in scattering off hydrogen 
it is very rare for reaction products to go directly N
backwards at these energies, hence Carter' s values are 
' > probably reasonable (cf. section 2.9.3.). More likely
• this error may arise over our longer extrapolation.
At 0.71 Gev/c our 1st order fits agree quite well. (In the 
comparison the energy loss correction in our targets has 
been allowed for).
TA
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2.13. . A DEPENDENCE. .OF. .
The coefficients of the A dependence obtained by fitting 
the reaction cross-sections with the form = C.An 
are shown in table 2.13.1.
It is noticed that only at 1.00 Gev/c do these approach 
the surface reaction value viz <5\ = C.A.2^3 but in allK
cases slightly larger exponent is obtained. Indeed, there 
seems to be a trend to higher exponents at the low and 
high momenta. What is interesting to observe is that 
the A dependence at a given momentum is in all cases 
almost identical for . Even, the 1.58 Gev/c exponents
are the same within error for it* .An example of the 
A dependence fit is shown in fig. 2.13.A. for 7 T  at 
1 Gev/c . The dashed line shows the A dependence obtained 
at 40 Gev/c for 7 T  by Allaby et.al. at Serpukov (18).
The dependence on A can also be used to extrapolate for 
other nuclei within this A range (C - Pb) and momentum range 
(o.71 - 2.00 Gev/c ) which may be of use in designing 
new experiments.
Momentum
(GeV/c) Polarity
C
mb n
0.71 u 43.8 ± 2.9 0.699 ± .016
0.71
+
TT 42.5 ± 2.5 0.699 ± .014
0.84 TT 46.1 ± 2.3 0.688 ± .011
0.84
+
TT 44.7 ± 1.3 0.689 ± .007
1.00 11 49.4 ± 1.5 0.677 ± .007
1.00
+
TT 47.9 ± 1.8 0.679 ± .009
1.36 IT 46.5 ± 1.3 0.689 ± .006
1.36
+
46.5 ± 1.5 0.683 ± .007
1.58 n 44.7 ± 1.5 0.696 ± ,008
1.58
+
ir 45.2 ± 2.4 0.688 ± .013
2.00 ir 38.8 ± 1.5 0.712 ± .009
2.00 +ir 39.6 ± 2.1 0.704 ± .013
Mean value 0.689 ± .003
)2000
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CHAPTER III NUCLEAR MODELS AND 7f* ABSORPTION
3.1. INTRODUCTORY REMARKS
In chapter I t the type of optical model analysis of reaction 
cross-sections and more especially the ratio R = /
was introduced and contrasted with the semi-classical approach 
of the previous experimenters. Chapter II described in detail 
the present experiments performed with a beam impinging
on a range of targets ( C, Ca, Ni, Sn, Pb) at the six selected 
pion momenta (0.71, 0.84, 1.00; 1.36, 1.58; 2.0 Gev/c). It was 
stressed that by taking the ratio not only should there be 
a cancellation of residual uncertainties in both experiment 
and theory, but more especially the-information of importance 
to nuclear structure concerning the relative distributions 
of neutrons and protons lay in studying this ratio at the three 
lowest momenta (0.71, 0.84, 1.00 Gev/c). The next two momenta 
(1.36, 1.58 Gev/c) where the cross-sections for pions on 
nucleons were the same for both charges should result in the 
ratio R being unity bar coulomb distortion effects and should 
serve as a consistency check of our treatment of the latter.
The results on light self conjugate nuclei (Ca^°, C”^ ) where 
the distribution of neutrons and protons should be very similar 
would be a test of the pion absorption technique outlined.
A more critical comparison•of experiment and theory will now 
be made.
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Of paramount importance to a prediction of the ratio 
R ire free /( nucleon cross-sections
suitably averaged over the fermi momenta. We shall 
investigate this latter point.and other small adjustments
to the optical model in order to illustrate our confidence 
in the calculations to the one percent level. As we saw 
in the experimental chapter this is of the order of the
conclusions about the relative distribution of protons 
and neutrons from a study of pion absorption such as this.
Since at each momentum and for a given nucleus all
that is measured is one quantity R, it is not possible
to derive both a and R fermi parameters of the two n n
parameter neutron distribution. What we shall do is to
expose the range of an and Rn parameters consistent with
this ratio. Indeed the accuracy of defining the r.m.s.
radius may well be comparable with that of elastic
electron scatter where the proton distribution (a , R )
P - P
is obtained. However, we have to assume this proton 
distribution to obtain our neutron distributions. Another 
approach directly compares nuclear model predictions 
of the ratio with the experimental figures and again 
conclusions may be drawn as to which models are the most 
satisfactory. Perhaps the best way to do this is to look 
at each nucleus over the range of momenta studied.
experimental errors. It may then be possible to draw some
3.1.1. The 7T-nucleus optical model used
When the full 7T-nucleus optical potential is written in 
the IT -A centre of mass system for both charges we have 
(cf. section 1.4.3. Eg. 8).
V
«. z f  ^  H  o
where ^  e and F*>. ® (^Jft ft' ** ' ^ )
But we know the t^ (q) only in the nucleon system 
which may call f* (q). Following Kerman et.al. (3^ ) cf 
reference I, one may write
y * «  ■ [ V l * ^ ■* N & FA ’ l
I  ^ V .
where = total energy of pion '*}
. . ■ r TTnucleon CM
^2 = total energy of struck nucleon )
Bj = total energy of pion \ Tf-nucleus CM
E2 = total energy of struck nucleon '
Notice that if E2 is the total energy of the target nucleus 
then E2 = E2/A is the energy of the struck nucleon in 
the it'nucleus CM system. Under the assumption of a slow 
variation of f^ (<2) with respect to momentum transfer as 
compared to FA (<3) (heavy nucleus approximation, section 1.4.3 
and for "zero-range" (i.e. jj? - 0).
. Vr ^  « ' , T r t V  ^
or $ ^ -v
.%> V(r) = [?, <r p  tr] + N <r J (*
The reaction cross-sections are determined almost entirely 
by the imaginary part of the potential.
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If one considers the more exact solution for "finite 
range" of TC-nucleon interaction, the explicit momentum 
dependence suggested in secion 1.4.3. should be included 
before proceeding from equation 2.
/,V- ®
By fitting 7 f-nucleon scatter near the forward direction 
the ^  were determined at the momenta chosen for this 
experiment (see fig. 3.I.A.).
TABLE 3.1.1.
Gev/c 0.71 0.84 1.00 1.36 1.58 2.00
fir 0.31 o.25 0.19 0.23 0.35 0.21 fm2
' 0.29 0.27 0.47 0.33 0.29 0.31
©„ .. „ . k, fu or)Consider next, ^  v '
where k^ is the momentum in the Tl-nucleon system. The
i-
total cross-sections, <3^  were taken from Carter et.al. (40) 
Their apparatus was similar to ours and our extrapolated 
hydrogen cross-sections agreed with their values. The 
corresponding fermi averaged values used are
TABLE 3.1.II 
Gev/c 0.71 0.84 1.00 1.36 1.58 2.00
6* 17.11 19.76 25.71 37.63 36.12 30.50
6 42.44 45.25 49.22 37.32 36.12 36.50
d? -1.74 -0.90 -0.33 -0.06 -0.38 -0.36
oC 0.20 0.15 -0.04 -0.13 -0.14 -0.09
.2
Itl (GeV/c)2
*
Finally, the ©C are not well known but may be estimated 
(see table 3.1.II) using dispersion relations (44).
As noted, reaction is controlled by the imaginary parts 
so little error should be introduced here.
In this way we can compute (5) for each momentum and 
for each charge of the pion. The calculation of the two 
fourier integrals involved in applying the range correction 
in (2) (i.e. with (5) inserted) was avoided by noting
S [ e ' e <k = ?7r f ^
Z T f  I 71^2-3 I i '
5^ J 'if??
This folding, carried out for both neutrons and protons
separately, gives the final evaluation of the pion nucleus
optical potential with no adjustable parameter.
In reference I, it has been noted that ABACUS-M (4-5) 
one of the programs for calculating the reaction cross- 
sections initially had an error which gave 3 % dis­
crepancies with the prediction of reaction cross-sections 
by the eikonal method (when the coulomb term was switched 
off). The error lay in transforms from lab to CM in the 
radial equations and has been noted elsewhere recently (4&) • 
Once this was corrected, the reaction cross-sections cal­
culated by three independent programs agreed with each 
other to better than 0.3 %. Of the other two programs, one 
was developed at the University of Surrey(39) and one 
at Hebrew University Jerusalem (OPTAR) (see ref.I for details 
Although these three programs had definite detailed differen­
ces, the results were ostensibly the same in this momentum 
range. This work was done by Chris Batty (ABACUS), Eli 
Friedman (OPTAR) and Siv Murugesu (SURREY).
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3.1.2. The sensitivity of the optical model to corrections
The ratio was computed with the above mentioned potential 
by solving the Klein Gordon equation numerically. It is 
however interesting to note the extent to which these 
adjustments effect the ratio.
For instance, the fermi averaging was carried out using
40a single momentum distribution (Ca ) for all nuclei as
this was shown to be reasonable if a realistic nuclear
model was used rather than a fermi gas model (section 1.4.6).
•fr
The ratio was computed with the fermi averaged value ( 6 ) 
and with the free total cross-section (^) at 1 Gev/c 
which may be the most sensitive momentum.
268.5 1.009
250.4 1.009
1775 1.018
1724 1.024
As can be seen,although the carbon ratio remains the same 
the ratio for lead changes, but well within 1 %.
Studying this time the momentum transfer dependence of the 
ratios, at 1 Gev/c this effect may be most prominent.
- TABLE 3.1. IV fiNite p
C12 1.009 1.009
PB208 1.018 1.028
TABLE 3.1.Ill
C12 free 270.8
>averaged 252.6
Pb208 free 1806
averaged 1766
Again, the carbon value for the ratio is unaffected but the 
lead decreases with the finite range correction.
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Whenever a CM motion correction has to be applied to the 
optical potential (this is when the corresponding correction 
has been made in the electron scatter experiment to derive 
the proton distribution), 'this was conveniently done by 
replacement : where I? * . This correction
using the oscillator parameter b is sometimes made for 
non analytic wave functionst the approximation being 
= 1.85 + 35.5. A”1/3 Mev.
The correction term for double scatter was also investigated 
(see section 1.4.4). One percent increases in the reaction 
cross-sections for carbon were experienced with negligible 
effect on the ratio. In ref. I the Johnston and Watson 
prescription was also tried in a fermi gas model, 
the real parts increase by 2 "%~ in carbon, with lead 
slightly less. The ratio should still change by well under 
0.5 %.
As noted before, the recoil of the nucleus is not treated 
in the Klein-Gordon equation used but this should not 
affect the ratio (section 1.4.4.).
We may summarize the findings of this section by underlining 
our confidence in the prediction of the ratios at the 
h percent level. Although in general, the absolute values 
of reaction cross-sections vary, the ratio remains 
constant at this required level of precision.
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3.2. THE COMPARISON OF EXPERIMENT WITH THEORY
We will now discuss the results for each nucleus in turn, 
drawing out information on the density distributions 
from the first three momenta (0.71, 0.84, 1.00 Gev/c) and 
checking the coulomb distortion calculation at the next 
two (1.36, 1.58 Gev/c). The order in which we chose to 
do this is starting with lead since the only other 
measurement was at one momentum for lead. Since the errors 
in predicting the ratios are well under 0.5 % whereas 
the errors in the measured ratios are a little over 0.5 % 
we shall find it possible to draw some conclusions about 
neutron distributions.
3.2.1. . LEAD
The' previous experiment (4) was performed at 0.824 Gev/c 
and is to be compared with the present datum point at 
0.840 Gev/c. The earlier result was R = 1.05 + 0.01 which 
lies about 1 % higher than the present result, but 
consistent with it: R = 1.039 + 0.005^  When the present 
data were analysed over the more restricted range of 
angles of the earlier work* one obtains with a straight 
line fit R = 1.049 + 0.007.
A plot of the measured ratios from the present work as a 
function of momentum is shown in fig. 3.2.A. This seems 
the simplest way of illustrating the divergence of the 
experimental trend from the predictions of various specific 
nuclear models.
aR-  LEAD
1.05
1.03
1.02 ZD
1.01
NEG
1.00
0.99
BG,
0.98
0.97
0.96
0.95
2.00.8 1.0 1.2 1.6 1.8
MOMENTUM GeV/c
FIG* 3.2.A
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Also shown is the phenomenological prediction assuming
that the neutron distribution has the same a and Rn n
parameters of the fermi distribution as those determined
from electron scatter SW (R = 6.66; a = o.45fm.) for
P P
the proton distribution.
Looking at the figure one observes a large disparity 
between the various predicted ratios of the nuclear models 
chosen. These models illustrate some current views 
regarding the relative distributions of neutrons and 
protons in lead and in general give good agreement with 
electron scatter/muonic Xray values for the proton 
distribution. The estimates of the r.m.s. radii for these 
models are given in table 3.2.1.
TABLE 3.2.1. '
9  ^ 9 ^
LEAD REF ^  r^> S  r^ V  A r  = ^r > - A  y fm«
or
. 2 * 
< rp>
2 * 
< rn>
S/II*•
<
FERMI
sw (7) 5.42 5.42 0
zd (240 5.44 5.43 - 0.01
NEG (28) 5.37 5.60 + 0.23
HYD (lf$) 5.44 5.39 - 0.05
BG (32) 5.44 6.06 + 0.62
First of all it is quite agreeable to see that the simple fermi 
distribution SW gives the best fit to the experimental
points. There is no definite theoretical argument in favour 
of this viewpoint other than in nuclear forces unlike particles 
suffer a stronger attraction than like and consequently the 
distributions will tend to be alike. Coulomb forces would have 
the protons at a larger mean radius, but simple shell model con­
siderations would favour a slight neutron halo. Presumably, equal
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distributions would indicate a net cancellation of these 
rather diverse mechanisms. It is interesting that the 
pairing tendencies seem now to be postulated at the 
deeper quark level (47) where p (pn) denotes now the 
quark proton structure and n (pn) that for the neutron.
Turning from the success of the simplest phenomenological 
wells to specific nuclear models, the most successful of 
these seem to be the ZD model. Zaidi and Darmodjo (24) 
have used this model to fit neutron transfer reactions.
The proton distribution generated also in Saxon Wood Wells 
fit the electron scatter data only to medium momentum 
transfer but require good agreement with the energies 
of single particle and single hole states near the fermi 
surface. This is exactly the same as the Batty Greenlees 
proton distribution as employed in the BG model but they 
require further good agreement with the energies of 
the neutron levels, leading to rather a large r.m.s. radius 
which we might term a neutron "halo". Looking at the figure 
this is quite easily excluded.
The model HD (4-£) is a simple variational model which 
assumes the lepton parameters for the protons but varies 
the neutron parameters to fit coulomb displacement 
energies. It shares with the ZD model a small, negative 
/xV = 6*h> "v£>. Its success may be tempered by the 
problems of interpreting coulomb effects in nuclei (I*)).
Finally, the only distribution which perhaps ought to be 
called a theory as opposed to a model is the full Hartree 
Fock calculation Negele (NEG) (2.8). Here we remark on the
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rather low r.m.s. radius for protons which leads to only 
reasonable agreement with electron scattering data. 
Arguments have been made as to the contribution of 
neutrons to electron scatter that may require a lower 
value. (I0). The predicted ratios lie around unity at the 
lowest momenta and do not agree with the two lowest experi­
mental points.
The data have definitely discounted agreement with the 
BG and NEG predictions; both these have ^ y
The ZD model comes close to yielding agreement with 
perhaps the HD model best. However, the phenomenological 
distributions SW taking the best lepton data parameters 
and setting them equal for both protons and neutrons 
yields almost complete agreement. When we study the 
predictions for these latter three distributions we 
notice the sensitivity of the technique to extremely 
small variations of r.m.s. radii, for instance
Z^Fzd = - 0.01 fm and ^ r gw = 0. Such small variation 
has resulted in 1 % difference in predicted ratios at 
the lowest momenta. The pion absorption technique may 
be sensitive to other moments of the distribution since 
the model HD which has a ^ rHD= " 0.05 fm lies between 
the predictions of the two models mentioned above.
208Predictions for Pb do not perceptibly differ from 
NATthose for Pb . The experimental points are taken from 
the natural target and the predictions correspond to 
this atomic weight (207.19). The slightly less accurate 
experiment with the isotopically separated target yielded 
a result quite consistent with the natural target.
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It is possible to derive the phenomenological information
in a more illustrative manner by systematic variation of
the femi parameters. At a given momentum (0.84 Gev/c)
one can either look at ratios as a function of R forn
various fixed an (fig. 3.2.a.) or as a function of
2 h
^.rn^  for fixed Rn (fig. 3.2.b.). Figure (a) shows very
good agreement for (R = R = 6.66; a = a = 0.45).n p n p
Agreement extends from (Rn = 6.4, a^= 0.5) to 
(Rn = 6.93, an =0.3). However, in figure (b) we can see
2 h
that the root mean square radius for neutrons
is well defined and would have been exactly defined
if all curves lay on one another. The value obtained for
2 h
^rn> is 5.38 + 0.10 fm. When similar plots are made for 
the other momenta,©.?! and 1.00 Gev/c yielding 5.44 + O.10 
and 5.44 + 0.11 respectively, a mean of all three is 
5.42 + 0.06 fm. Notice this error compares favourably 
with the r.m.s. radius derived from electron scatter 
experiments: 5.42 + 0.07 fm. Strictly these errors should 
be combined to obtain the error on the neutron distribution 
since we assume the proton distribution. However, the 
error from A^.-Xray work is on order of magnitude lower 
than electron scatter and hence should fix the value 
for the proton distribution (section 1.2.1. for ^  errors). 
We have not allowed any error for the theoretical estimate 
of a ratio but this was seen to be negligible. Hence we 
may quote the results for the natural lead target as 
equal neutron and proton root mean square radii
h h
< r 2>  = 5.42 + 0.06 fm (= < r 2>  ) n ' - p
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3.2. 2. . CALCIUM AND. CARBON
In fig. 3.2.B are presented the results for Calcium
Natural target material was used but contains 97 % Ca
40and so the predictions are for Ca
40
The Batty Greenlees (BG) model has been described as 
fitting single particle and hole energies as well as 
electron scatter to medium momentum transfer. By 
placing the neutrons in the proton wells and adjusting 
the depth to get the correct separation energy for the 
last neutron we derive model P, the neutrons considerably 
within the proton distribution.
TABLE 3.2.II
The agreement with this latter distribution would not be 
in discord with Haytree Fock or Thomas Fermi calculation (2.1) 
for the nucleus. Thus, the Calcium result is- consistent 
with - O.OB.^m
The results for Carbon are also displayed in fig. 3.2.B 
and show a slight preference for the Elton Swift (ES) 
distribution which allows the protons to be at a slightly 
larger radius than the neutrons when compared to the 
Harmonic Oscillator model (HO).
Ca40
BG 3.41 3.45
P 3.41 3.31
+ 0.04 fm. 
-  0.10
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TABLE 3.2..Ill
HO 2.45 2.45 O
ES 2.46 2.43 ’ - 0.03
In both these self conjugate nuclei we note a pronounced 
sensitivity to small variations in the r.m.s. radii 
difference jAr.
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3.2.3. TIN AND NICKEL
In fig.. 3.2.E are shown the results for TIN and NICKEL 
with the simple phenomenological SW ( =  p>) prediction.
TABLE 3.2.IV
SV4 < rP> <*2J t e  = & p h - < * p h
Ni 3.84 3.84 0
Sn 4.53 4.53 0
Also tried were predictions from the HD.model
.04 fm) which does not change the predicted curves 
appreciably. The distributions in this case are taken 
from Friedman (4£) Fig. 3.2.D and show that the excess 
neutrons occur at quite a large r.m.s. -radius
The agreement with the TIN predictions is good, almost 
as successful as the lead result where again the simple 
phenomenological approach was most favoured.
In the case of nickel the agreement could perhaps be 
improved by having a small negative t e m that is the 
proton- r.m.s. radius slightly greater than the neutron 
r.m.s.radius. This is reminiscent of the result for
TIN
m
1.03
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i
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3.2.4. .Overall view of results
We may summarize the results of the above comparisons
of the predicted ratios with experiment for
(C, Ca, Ni, Sn, Pb) as being consistent with equal 
distributions for protons and neutrons while satisfying
the lepton data for the charge distribution. A slight
a 2  ^ 2 ^preference for 0.05 fm cann p
40 NATbe attributed to Ca and Ni but in general the
distributions are equal to within 0.1 fm in the root 
mean square radius.
3.2.5. Consistency in the comparison of Experiment 
and Theory
The main check of consistency*in the theoretical pre­
dictions of ratios occur at the two momenta (1.36, 1.58 Gev/c) 
where the fermi averaged or cross-sections are
equal in magnitude. If no coulomb deflection occurred, that 
is if we could switch off the charge of the pion, then 
the ratio would be unity. The fact that the measured ratios 
at these momenta are not unity arises from the coulomb 
distortion of the incoming pion wave leading to 1 % effects 
in carbon, 4% in lead. The agreement between theory and 
experiment is excellent throughout. Notice the experimental 
figures for each nucleus are consistent in themselves 
by being lower at the higher momentum as expected from a 
coulombic mechanism, (see Table 3.2.V)
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The other consistency check was to have been the light 
self conjugate nuclei (C"^r Ca^°) where the distributions 
should be very similar. However, looking at the results for 
these two nuclei (section 3.2.2.) we see that the pion 
technique is so sensitive to small differences that any 
simple conclusion has to be modified by the findings of 
a slight preference for protons to be at a larger r.m.s. 
radius than neutrons (Ar (Ca) - 0.05 'fm A r (C) - 0.03.)
It is not very profitable to use these results as a 
consistency check since this pushes present ideas on 
distributions in light nuclei to the extreme. The best 
that can be said about this test is that it is not 
inconsistent with present views of the distribution of 
nucleons in light nuclei.
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3.3. THE ABSOLUTE VALUES OF. REACTION CROSS-SECTIONS*
The investigation of these was carried out in reference I 
where it became evident that very close agreement between 
experiment and theory was attainable for the cross-sections 
of (C, Ca, Pb) with no adjustment of parameters. That is 
the same parameters as were employed here to derive the 
ratios give very good agreement with the measured cross- 
sections at the momenta (1.36, lv58 Gev/c) and also at 
1 Gev/c. The measured cross-sections were higher at 
(0.71, 0.84 Gev/c) and low at 2.00 Gev/c fpr all nuclei.
As has been shown in Chapter two the measurements of 
hydrogen cross-sections are possible in this angle range 
but requires a much longer than usual extrapolation to 
zero angle to derive the total cross-section. When this 
was done the values obtained were in good agreement with 
the published values of Carter et.al. A straight line could 
be used to derive these results using the C ^  - C 
difference at the lowest momenta and gave good values. 
However, at the higher momenta the curve needed to 
extrapolate was more like the 3rd (or 4th) order required 
for the nuclear targets.
This kind of variation of the order of polynomial used 
to extrapolate requires more attention over a wider range 
of momenta if reliable studies of absolute cross-sections 
are to be obtained in view of the high order of polynomial 
used.
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However, the use of the hydrogen total cross-section measured 
by 3rd order extrapolation would lead to a lowering of 
the predicted reaction cross-sections at 2.00 Gev/c 
which would be of the correct order to account for the 
mismatch of experiment and theory found in reference (I p. 47) 
Alternatively, higher order polynomials should be used 
for the nuclei at the high momentum ( 4th order) , matching 
the need for a fourth order polynomial in the hydrogen 
(CH2 “ C) extrapolation. The difference for
4th - 3rd order is 3 mb or about 10 % of the value of \
at these energies, hence the prediction would have 
been lower by this amount (see fig. 3.3.A.: see section 2.12 
concerning the remarks on the measurement of hydrogen total 
cross-sections). .
Similar considerations do not account for the mismatch 
at lower energies (see fig. 3.3.A). Here the hydrogen 
cross-sections are obtained as easily by first order 
extrapolations..One possibility since the carbon dis­
crepancy is larger than in lead, is that the effective 
radius in a light nucleus is more extended .(46)•
The A dependence of the cross-sections was found to be
A as expected for surface peaked reactions. A slight 
trend towards a volume term could be discerned at high and 
low momenta. Most gratifying were the A dependences 
obtained for 7T4 and 7\ at the same momenta. Exponents 
were in all cases equal within the errors. Of course, 
the accurate prediction of the A dependence should be a 
good test of theory.
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3.4. SUMMARY OF, RESULTS FROM RATIOS ONLY
The r.m.s. neutron radii of (C , Ca, Ni, Sn, Pb) may be 
taken identical to the r.m.s. radius of the proton 
distribution to within + 0.1 fm. This is the conclusion 
of this study of pion absorption at high energies to the 
nuclear scale.
Indeed, by setting the neutron and proton parameters in 
the Saxon Woods phenomenological distribtuion equal to 
those parameters derived by elastic electron scatter and 
jA.-Xray data,very pleasing agreement is obtained in all 
these nuclei.
Smaller variations within this error of + 0.1 fm may be 
discerned. For instance, preference in calcium for a 
slightly greater r.m.s. radius for protons than neutrons 
is in accord with present Hartree-Fock and Thomas-Fermi 
calculations. In carbon a slight preference for protons 
at a larger r.m.s. radius than the neutrons is also 
found.
In lead the comparison with predictions of the ratio from
specific nuclear models allowed the conclusion that the
full Hartree Fock calculation of Negele leads to too large
a neutron proton difference in r.m.s. radii. The case of a
neutron halo as exemplified by the BG model
2 h 2 %
5 fm is very easily excluded in
like manner.
The pion absorption technique requires an extrapolation 
for finite detector geometry but the extrapolated ratios 
at (1^36, 1.58 Gev/c) check very well indeed with 
predicted ratios, serving as a most useful consistency, 
check of the method. *
The errors derived in quoting the r.m.s. radius of neutrons 
in lead as 5.42+0.06 fm are correct inasmuch as it 
has been shown that negligible error (see ref. I for details) 
occurs in predicting the ratios assuming the impulse 
approximation and there is negligible error in the proton 
root mean square radius due almost entirely to the
3.5. FUTURE IMPROVEMENTS - ,~ '•>
The pion absorption method has shown that meaningful nuclear 
structure information can be obtained from the scatter of high 
energy pion probes. By measuring three ratios R = ^  ^ ) / (TT^ A)
at our lowest momenta one can derive the r.m.s. radius of 
the neutron distribution in lead with an error that compares 
favourably with elastic electron scatter results for the proton 
distribution. Other high energy measurements of differential 
cross-sections are much more laborious although yielding precise 
diffraction patterns (49).
We have seen that the experimental errors could in future be 
improved by a factor 2 at least. More data obtained anywhere 
between p^ = 0.7-1.1 Gev/c should contribute just as well since 
we saw that the fermi averaging process smoothes completely the 
structure in 1fp total cross-sections while maintaining the 
required difference.
The check of the analysis was the crossover momenta but another 
crossover point occurs just below this region. Its position 
may be an indicator of the width of N (1236) in nuclei. Its 
signature in this type of experiment would be a ratio controlled 
by the coulomb term only. For instance, a measurement of the cal­
cium ratio R = 1 + q would change sign (<IABqVE (+)ve* r but 
qBELOW Here the proton skin is used to find the
cross-over point. The coulomb term should stricly be included.
Experiments in this region are now quite accurate (50), but 
would require slightly larger angles because of the elastic 
correction needed to extract the reaction cross-sections^;
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In general, taking data at consecutive momenta aids the 
minimisation of systematic effects. This would also be true of 
studies of the absolute values of cross-sections above 1.5 Gev/c 
which could be used as a test of the optical model. Hence, data 
just beyond both ends of the momentum region of this experiment 
would be very useful as well as more data within the important 
0.7 - 1.1 Gev/c region.
3.6. CONCLUSIONS
From one study such as this it is not possible to definitely 
answer the question of where the neutrons and protons are 
distributed on the surface of a heavy nucleus but we have found 
very sensitive constraints on the root mean square radii of 
neutrons in the nuclei (C^2, Ca^°, Ni,: Sn'*'20, Pb20®). The differenc
2 K 2 \
in r.m.s. radii A r^ =  .^rn) “ r^p? = 0 i 0,1 fm* This result is 
still compatible with.a more diffuse neutron edge which would 
then agree with the interpretation of kannic atom absorption 
in heavier nuclei.
APPENDIX WATSON THEORY DEFINITIONS
The multiple scattering series of Watson allows one to construct
a many body potential from the sum of single scatters in the
medium with correction terms involving intermediate excited states
of the nucleus during the double, triple etc. scatterings. The
interaction between pion and nucleus is to a good approximation
at high energies the sum of the two-body interactions of the 
th XT'
pion with the i nucleon , v. . We can see the iterative way
I*
these corrections occur by defining the projection operators 
P, Q below
Schrodinger equation for free pion : H |kX = E (k) \ k^
" " " Nucleus : HA | sA> = EA | sA>
One may define the elastic wave function using the explicit 
operator (P)
which then defines the optical potential (U). The operator P 
may be said to project onto the nuclear ground state, whereas 
Q = 1 - P would project onto excited states. In terms of this
the Nucleus system is
h iy y =  (ha  + ) i ( e a  + e ^  j \ f y =  e  i ^ >
The integral formulation for nucleus interaction V = 2  v^
requires the definition of the propagator G* = (E - H + ie)™^ 
and gives an iterative expansion of the total wave function
r
Q the Watson series for U is
where t.^ = v± +'■ v^QGt^ = vi + v^QGv^ + V^QGv^QGv^ + ....
The first term represents the sum of TT nucleon interactions and 
was used to derive the impulse approximation (section 1.4.1.).
The higher terms represent double, triple etc. scattering terms 
involving intermediate excitation of the nucleus not counted 
in the first order term. Their computation requires knowledge 
of the two-body £^(r, r'), three-body, etc. correlation functions,
The double scatter correction can be expanded
& u  = Z !2 t.QGt. 
i i#j
= Z Z *  Gt - 2 2  t PGt
l i f t1 ] i i#j • 3
assuming the contribution from the excited states of the nucleus 
is small, this gives a term which can be compared with the term 
for the single scatter (1.4.2., equation 6).
^k'| u|k} = A| dr y0(r) e iqr<^ k'| tQ| k^
^k'|Au|k>= A(A-l) drdr'A(r,r') e-iq'r-i<3,'r' dk»<k'|tclk")<ki tQ| k> 
’ (kJ-E^k1) +i
where £\(r,r' ) = ,r') - jo(r)yp (r'), q" = k" - k
q' = k' - k"
Local prescription for /\u (r) is obtained with some simplifying 
assumptions in reference I following Foldy and Walecka (also see 
Kujawski, Johnston and Martin). There was some variation of 
the reaction cross-sections with the choice of the correlation 
function but none in the ratio.
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