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ABSTRACT
A detailed understanding of the processes and interactions that occur in the Critical Zone
(CZ) is extremely important. It will help us to sustainably manage natural resources while
maintaining a balance between the natural dynamics and anthropogenic modifications. In
this study I have developed a predictive understanding of the above- and below-ground
interactions that occur in the CZ in the light of different dynamics involving water, car-
bon, nitrogen, energy, and thermodynamic entropy fluxes. In addition, these processes are
analyzed within a multi-species framework where different plant species coexist and share
resources. Coexistence of species originates competitive and mutualistic interactions that
impact the fluxes described above. This study represents the first numerical attempt that
simulates all these dynamics using a common framework and numerical formulation.
The above- and below-ground dynamics were analyzed using data from three Ameriflux
Sites: (i) Blodgett Ameriflux Site, California, US, (ii) Tapajos Km 67, Para, Brazil, and
(iii) Harvard Forest, Massachusetts, US. The ecosystems in these sites have different species
composition, and experience different climatic conditions. In addition, these sites have more
than three years of records, and detailed experimental research has been performed by others
which facilitates the validation of the simulations performed in this study.
I analyzed the role of vegetation structure and composition on the fluxes of water, energy,
and entropy. Our simulations recognized mutualistic and competitive interactions for water
resources that impacted the ecosystem productivity, and the energy and water balance in
the land surface. These results suggest plant species composition is an important factor that
regulates the fluxes of water in the soil and should be included in ecohydrological models.
Long term simulations demonstrate that plants impact the below-ground biogeochemical
cycling of nitrogen and carbon, not only by litter drop, as had been recognized in previous
ecological experimental studies, but also from their impact on the water and energy balance
of the surface. Alteration of energy and water balance under different vegetation structure
also represents significant differences in the budget of entropy, which increases with leaf area
index (LAI) and is constrained by the below-ground capacity (e.g. deep roots) to sustain
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high rates of latent heat (LE) fluxes.
Lastly, I explored the production of entropy as a general organizing principle that ex-
plains the structure, composition, and functioning of ecosystems resembling different levels
of organization in the CZ. I found there is no significant difference in the total entropy
production between the different levels of organization. However, the diurnal patterns of
entropy production and the forms of the outgoing entropy flux varies considerably. There is
an important trade off between the dissipation of energy in the forms of LE and longwave
(LW). LE enhances entropy production by reducing the surface effective temperature while
LW enhances the production of entropy because it has higher levels of entropy than the LE
fluxes. I found this trade off changes according to the level of organization that is present
in the CZ.
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CHAPTER 1
INTRODUCTION
The Critical Zone (CZ) is defined as the heterogeneous, near surface environment in which
complex interactions involving rock, soil, water, air, and living organisms regulate the natu-
ral habitat and determine the availability of life-sustaining resources [NRC, 2001]. The word
critical in this concept refers to the presence of living systems and the processes they influ-
ence. The CZ hosts the highest biodiversity pool in our planet and therefore the interactions
between living systems and the environment is particularly important.
The CZ provides a unifying network for integrating terrestrial surface and near-surface
environments, and reflects the intricate web of transformations, cycling and transport asso-
ciated with hydrologic, geochemical, carbon, and nutrient processes, as well as gas exchange,
erosion and deposition, weathering, lithification, soil formation, life processes, and human
impacts. Although the CZ concept enables us to study these processes in an integrated
framework, there are several complex non-linear interactions between all these processes
that are difficult to understand. In order to study the CZ it is important to perform a multi-
disciplinary research and analyze these coupled interactions involving the different processes.
In particular the above- and below-ground interactions that occurs continuously in the
CZ influence the flows of mass, energy, and entropy, which in turn over different time scales
structure the shape and functioning of the CZ. Figure 1.1 shows a schematic representation
of the most relevant processes that occurs above and below the ground in the CZ.
The most prominent fluxes of energy and water that drive the dynamics in the CZ comes
from above the CZ. The above-ground part of the CZ dissipates the incoming energy. There-
fore, the capacity of the CZ to extract free energy from the incoming energy flux is regulated
by the above-ground structure. In addition, the above-ground structure influences the stor-
age of free energy in biochemical compounds and the uptake of CO2 during photosynthesis.
However, the performance of the above-ground structure is constrained by the availability
of water and nutrients, and the capacity of the below-ground roots to support the uptake of
these resources.
Plants continuously release biochemical energy in the soil by different mechanisms such
1
Figure 1.1: Above- and below-ground interactions in the Critical Zone. From Kumar [2010]
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as litter fall, root sloughing, or whole plant death. This biochemical energy sustains a vast
amount of micro flora and fauna communities below the ground. These communities, in turn
decompose the organic material and release mineral nutrients that are again readily taken
up by the plants, completing a cycle of energy and biogeochemical nutrients. This cycling is
constantly producing entropy and is fueled by the high free energy content in the incoming
shortwave radiation (SW).
Apart from being the most prominent source of biochemical energy, plants also regulate
the distribution of moisture in the subsurface by processes such as water uptake and water
release through hydraulic redistribution (HR) in different horizons of the soil. Soil moisture
is a principal regulator of biochemical reactions, therefore, the distribution of moisture by
plants also influences the micro flora and fauna dynamics below the ground. However, the
uptake of moisture by plant roots is driven by the above-ground demands of water.
In summary, the above- and below-ground processes are in a continuous interaction and are
mutually regulated. There are different hydrological, biogeochemical, and energetic processes
that are controlled by these coupled interactions. A detailed examination of the above-
and below-ground interactions, a target of this study, will be very useful in improving our
understanding of the evolution and functioning of the CZ.
1.1 Above- and Below-Ground Interactions: Open Issues
Studies performed in the recent years have improved our understanding about the interac-
tions between above- and below-ground processes in the CZ [Bardgett and Wardle, 2010].
Although the investigation from previous studies have uncovered some fundamental prin-
ciples and identified critical process, still there are important issues that deserve deeper
understanding. In this section we describe some of these issues.
Different experimental studies from the last twenty years have underlined the importance
of the above- and below-ground interactions as a regulator of ecosystem dynamics [Berg
and McClaugherty, 2008, Deluca et al., 2002, Hansen, 1999, Vitousek and Walker, 1989,
Wardle et al., 2004]. However, most of the research oriented to analyze these interactions
has been approached from experimental studies. Although experimental studies represents
the most reliable and fundamental approach, there are several questions that are challenging
to explore from a purely empirical approach.
On other other hand, the development of ecohydrology as a field has enhanced the de-
velopment of more detailed analytical and numerical models. These models have analyzed
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the coupled interactions between hydrological, ecological, and biogeochemical dynamics [Ea-
gleson, 1978a, Ivanov et al., 2004, Laio et al., 2001b, Oleson et al., 2010, Porporato et al.,
2001, Rodriguez-Iturbe et al., 2001]. However, the role of plant biodiversity is a missing part
of most ecohydrological models. According to the experimental evidence from the last two
decades, plant biodiversity is an important component that regulates the above- and below-
ground dynamics [Bardgett and Wardle, 2010] and should be incorporated in such analyses.
Moreover, the main goal of modeling has been to capture and explain different ecohydrolog-
ical patterns in soil moisture, transpiration, or ecosystem productivity rather than analyze
the connection between the above- and below-ground structure and their interplay with the
fluxes of water, carbon, nutrients, energy, and entropy.
It is important to complement the experimental research with modeling to improve our
understanding of the the above- and below-ground interactions that occur in the CZ. The
implementation of models should be oriented to analyze patterns that are difficult to examine
from an experimental perspective.
The above-and below-ground interactions in ecology have been studied since the 1970s
when soil ecologists realized the role of trophic interactions in the cycling of nutrients in the
soil that was a main controller of plant uptake and productivity [Bardgett and Wardle, 2010].
However the ecological approach has considered the interactions in terms of biochemical
energy and biogeochemical nutrients only. The positive and negative feedbacks from the soil
biota to the plants, and, from the plants to the soil biota, are represented mostly in terms
of (i) provisioning of biochemical energy (photosynthates), and (ii) provision of nutrients.
Similarly the main objective of these interactions is conceptualized as a ultimate ecological
goal which is biodiversity and ecosystem composition. Although the ecological component is
very important, there are other relevant above- and below-ground interactions that regulate
the dynamics in the CZ and should be considered.
The role of water in the above- and below-ground interactions is significantly important.
Water is an important molecule that is present in all living organisms and is relevant in many
biochemical reactions [Chaplin, 2006]. Therefore, it is not surprising that in different ecosys-
tems water is a main factor that limits productivity [Fay, 2009]. According to Abrahams
and Parsons [1994] water limited ecosystems account for up to 50% of the total global area.
The relationship between plants and water is particularly interesting. Roots uptake water
from the soil and leaves above-ground release it in the atmosphere. The movement of water
by vegetation through this process is enormous, accounting for about 75% of the total flux
of water from the soil to the atmosphere in continental areas, becoming the most prominent
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and relevant flux from the soil to the atmosphere in the continental hydrological cycle. In
addition, there is increasing experimental evidence that plant roots redistribute moisture in
the soil through HR [Neumann and Cardon, 2012, Prieto et al., 2012]. This process may
influence the distribution of soil moisture below the ground significantly and impact several
functions in the CZ.
Water demand from the above-ground structure needs to be supplied from the below-
ground root structure. If the root structure is not able to supply the demand or if the soil
water is being reduced significantly, the above-ground demand would not be satisfied which
in turn will limit the productivity of vegetation. Therefore, the above- and below-ground
fluxes of water are mutually regulated by coupled feedbacks and they impact other relevant
components such as ecosystem productivity which is the most prominent mechanism for the
uptake of biogeochemical energy and sustenance most of living systems in the CZ.
CZs, as most thermodynamic systems on the earth, are open and are not in thermal
equilibrium. They experience a continuous exchange of mass and energy fluxes with their
environment. The interaction between above- and below-ground processes impacts the dis-
sipation of energy, and therefore all the components of the energy balance, such as latent
heat (LE), sensible heat, ground heat flux, and longwave radiation (LW). For instance the
dissipation of latent heat is controlled by water availability, and the capacity of the below-
ground structure to uptake and transport water. The ultimate energy balance and the
dissipation of energy into different forms regulate the fate of relevant variables in the CZ
such as temperature.
It is important to examine the above- and below-ground interactions in the light of the
coupling between water and energy dynamics and how this coupling impacts ecosystem
productivity. Previous modeling studies have looked into the interaction between below-
ground roots and above-ground fluxes such as transpiration and carbon uptake [Anderson
et al., 2000, Foley et al., 1996, Nikolov and Zeller, 2003]. Some of them have examined the
role of HR to enhance transpiration and modify soil moisture states [Amenu and Kumar,
2008, Ryel et al., 2002, Wang, 2011]. Other studies have analyzed the energy balance in
the surface under vegetated areas [Dolman, 1993], and also the water and energy dynamics
under climate change [Drewry et al., 2010a,b, Le et al., 2011].
However, the above- and below-ground interactions of water and energy have not been
analyzed in the light of several plant species that coexist. In particular the competitive and
mutualistic interactions between plants that arises when they coexist and share resources
may be an important factor influencing the energy and mass balance. Therefore, two options
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should be contemplated in future research to improve our understanding of above- and below-
ground interactions in the CZ: (i) consideration of biodiversity in hydrology as an important
factor that impacts water and energy fluxes, and, (ii) consideration of water and energy
fluxes in ecology as relevant variables that drives biodiversity.
Biogeochemical cycling of nutrients is driven by microbial communities that are able to
decompose and mineralize the residues of organic matter released by plants. In addition to
biogeochemical energy, the fate of microorganisms and soil communities is strongly influenced
by the availability of moisture and the temperature of the soil [Herron et al., 2009, Iovieno
and B˚a˚a th, 2008, Qi and Xu, 2001, Sylvia et al., 2005].
Hydrological and energetics interactions between the above- and below-ground compo-
nents of the CZ regulate the states of soil moisture and soil temperature. Therefore, the
biogeochemical cycling of nutrients is affected by these processes. Ecological studies have
analyzed the role of biogeochemical cycling in the above- and below-ground interactions.
They have examined the interactions between plants and microorganisms and how these
interactions regulate the transfer of photosynthates and mineral nutrients. However, they
have not explicitly analyzed how the above- and below-ground structure of the CZ impacts
the water and energy balance at the surface, that further impacts the biogeochemical cycling
of nutrients.
On the other hand, some ecohydrological studies have analyzed the role of water on the
biogeochemical cycling of nutrients for different ecosystems and under different spatial and
temporal scales [Schimel et al., 1997]. However, the influence of above- and below-ground
structure on the biogeochemical cycling of elements by a top-down regulation of the surface
energy balance has not been studied. In addition previous numerical studies have not an-
alyzed the role of different species composition, consisting of different ecophysiological and
structural properties, on the water and energy balance and its implications on the biogeo-
chemical cycling of nutrients in the soil.
Experimental studies have emphasized the role of plant biodiversity. Specially, the differ-
ence between plant species in the composition of litter quality in terms of nitrogen, phos-
phorus, lignin, and other components have been recognized as important factors that control
organic matter decomposition and microbial diversity in the soil [Ayres et al., 2009, Berg
and McClaugherty, 2008, Hansen, 1999, Negrete-Yankelevich et al., 2008].
It is important for numerical studies to analyze the role of plant biodiversity on the
biogeochemical cycling of nutrients below the ground. These studies should complement
the understanding and examine conditions that are difficult to achieve trough experimental
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approaches. In particular, the role of the above- and below-ground structure to regulate
the water and energy balance is an important mechanism that regulates the biogeochemical
cycling below the ground and should be considered.
The CZ can be conceptualized as an open thermodynamic system that is continuously
exchanging mass and energy with the environment. At the top, the CZ receives a permanent
flux of energy in the form of direct and diffuse SW radiation, and LW radiation. The SW is
particularly important because it contains high levels of free energy (low entropy) available
to perform work. The CZ dissipates the incoming energy in different forms such as physical
and chemical denudation, sediment transport, emission of latent and sensible heat fluxes,
and emission of LW radiation [Chorover et al., 2007, Rasmussen et al., 2011]. The energy
dissipated contains lower levels of free energy, and higher levels of entropy, than the incoming
energy. Therefore, the dissipation process is associated with a change in free energy or ∆Gcz.
∆Gcz is therefore the fraction of energy useful to perform work and is associated with the
structure and self organization of the CZ such as the composition of above- and below-
ground species, the physicochemical properties of all living and non-living subsystems, and
the connectivity between all these different components.
In addition, some fraction of the incoming SW is absorbed and stored in chemical com-
pounds to support life through photosynthesis which allows living systems to store high levels
of free energy and use it later to do work when desired. The amount of free energy captured
and used by living systems (∆Glife) is also associated with the self organization of the living
components of the CZ. Although the amount of free energy associated with living systems
is much smaller than the total free energy dissipated from the CZ (∆Gcz  ∆Glife), living
systems play an important role in the structure and self organization of the CZ due to their
ability to store free energy and use when desired.
Entropy and free energy budgets are thermodynamic concepts that are explicitly related
to work and very likely more fundamental than purely energy balances. Therefore, the role of
above- and below-ground interactions on entropy production or dissipation of free energy are
relevant concepts that can help to decipher fundamental principles regarding the organization
of the CZ. The most accepted thermodynamic hypothesis to examine open systems are
expressed in terms of entropy budgets rather than free energy [Prigogine and Wiame, 1946].
In fact, the maximum entropy production principle (MEPP), is currently a widely accepted
hypothesis to study the fate of open systems [Martyushev and Seleznev, 2006, Ozawa et al.,
2003]. This principle implies that open thermodynamic systems evolve towards a state at
which they maximize the entropy production under a given set of constraints imposed by
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the environment [Martyushev and Seleznev, 2006].
Some previous studies have calculated the budget of entropy in the canopy [Aoki, 1987b,
1989] and at the entire ecosystem scale [Holdaway et al., 2010]. However, these budgets of
entropy were calculated with annual average values of energy fluxes or using eddy covariance
measurements assuming a fixed temperature for the ecosystem. The approach implemented
in these studies relies on measurements of energy recorded for a given set of conditions and
no effort was made to model the dynamics of entropy production to examine the above- and
below-ground structural or physiological properties or fluxes that impact the entropy fluxes
Previous studies in ecohydrology have used the MEPP to analyze ecosystems patterns.
Schymanski et al. [2010] analyzed subgrid heterogeneity by maximizing the entropy produc-
tion from a simplified two box model to obtain the vegetation fraction. They found the
MEPP formulation was able to obtain a good match with biomass patterns. Porada et al.
[2011] calculated the entropy budget at the surface by focusing on the water fluxes. They
applied the MEPP to parameterized a global hydrological model and applied it to compute
different fluxes at the global scale. Wang and Bras [2011] used the MEPP to obtain an
analytical formulation of LE fluxes from bare soil and vegetated surfaces. The implementa-
tion of free energy budgets has also been useful in ecohydrological approaches. For instance,
Rasmussen et al. [2011] connected the rate of change of exergy to structural and functional
properties in critical zones. They were able to link several critical zone patterns with exergy
storage.
However, the budget of entropy in some of these approaches has been simplified and in
some cases [Porada et al., 2011, Rasmussen et al., 2011, Schymanski et al., 2010] they have
neglected radiative energy fluxes, which are the largest fluxes of energy, and entropy between
the critical zone and the environment. In addition, surface temperature is a relevant variable
that regulates the entropy fluxes and it has been specified with single point measurements
instead of solving the energy balance. Although previous approaches have calculate budgets
of entropy (or exergy storage) to understand ecohydrological patterns, still a detailed analysis
of the entropy budget in the surface that consider all the water and energy fluxes is missing.
1.2 Research Questions
In particular, in this study we address the next open questions:
Question 1 What is the role of multiple species composition in the above- and below-
ground interactions, and how they impact the energy and water balance in the surface?
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Question 2 How do below-ground processes impact above-ground functions?
Question 3 What is the role of root water transport in the above- and below-ground
interactions. In particular what is the role of hydraulic redistribution in facilitating above-
and below-ground interactions?
Question 4 Are there general organizing principles that can explain the existing structure,
composition and functioning of ecological systems that arise from an understanding of these
interactions?
1.3 Research Contribution
The traditional ecological approach to study the above- and below-ground interactions in the
critical zone has focused mostly in the interactions between plant and soil microbial species.
This approach has been implemented by experimental studies mostly and it has not examined
the feedbacks of water and energy in these interactions. On the other hand, ecohydrological
approaches have modeled the above- and below-ground interactions considering dynamics
related to water and energy but they have neglected the influence of biodiversity and the
coupled dynamics between water, energy, and thermodynamic entropy.
The above- and below-ground interactions influence different processes in the CZ (See
Figure 1.2) and they should be considered. In this study we make an attempt to explore
the above- and below-ground interactions in the light of some of these processes. The most
important contributions of this study are:
1. The modeling study is performed in the light of different configuration of plant species
that coexists in the same location and share resources. This analysis allows us to
examine the connection between plant biodiversity (expressed as different species that
coexist) and their connection with the fluxes of water, nitrogen, carbon, energy, and
entropy. In order to perform this analysis we developed a multi-species model (Multi-
Species MLCan) by extending the work of Drewry et al. [2010a,b] where the multi-layer
canopy MLCan model was developed. This model allows us to simulate ecohydrological
dynamics in the presence of different plants species.
2. The above- and below-ground interactions are examined in the light of (i) water, (ii)
ecosystem productivity, (iii) energy, (iv) soil carbon, (v) nitrogen, and (iv) thermody-
namic entropy. This is the first time that all these dynamics are examined together
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Figure 1.2: Dynamics that are influenced by the above- and below-ground interactions.
Dash lines refers to disciplines that are associated to the above- and below-ground
interactions and encircle the main dynamics they investigate.
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using an integrated modeling approach. This exercise allowed us to have a better un-
derstanding of the connection between above and below-ground processes from different
perspectives.
Research experience from current Critical Zone Observatories has pointed the capacity of
both, bottom up and top down approaches to elucidate patterns in the CZ. The bottom up
approach allows to merge different disciplinary principles through the coupling of mecha-
nistic approaches (or models) involving different interdisciplinary knowledge [Hoosbeek and
Bryant, 1992]. Although this approach allows us to study the interactions between different
principles, at some point it may be difficult to deal with all the non-linear processes that are
present. On the other hand the top-down approach has been useful to analyze the evolution
of the structure and function of the CZ by examining it as a unit. However, this approach is
not able to quantify the role of some specific subunits of the CZ and their own interactions.
Instead it looks at the whole CZ [Rasmussen et al., 2011].
In this study we follow a bottom up approach with the following considerations.
• All the simulations are performed at Ameriflux sites with available records of atmo-
spheric fluxes and data for validation.
• A mechanistic model is implemented to simulate different processes in the CZ with
both single and multi-species composition. This mechanistic approach allows us to
couple knowledge from different disciplines such as thermodynamics, hydrology, bio-
geochemistry, and plant biology.
• From the numerical simulations performed with the mechanistic approach we compute
functions at the aggregate scale following a bottom up approach.
• The functions calculated at the entire CZ are analyzed to infer how different properties
and processes impact the general functioning of the CZ.
The present study is divided in five independent chapters. In each of these chapters we
examined the above- and below-ground interactions from different perspectives. All the sim-
ulations in each chapter are performed with Multi Species MLCan model. However, some
additional code development was made in some chapters. The main objectives and open
questions addressed in each chapter are described below:
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Competitive and Mutualistic Dependencies in Multi-Species Vegetation Dynam-
ics Enabled by Hydraulic Redistibution
In second chapter we explore the first and second research question. In this study we
analyze the ecohydrological dynamics in the presence of ponderosa pine and shrubs, which
are two dominant species that coexist in the Sierra Nevada mountains of California, US.
The model is run with data from the Blodgett Ameriflux site. In particular we explore how
the presence or absence of shrubs impact the water and energy fluxes above and below the
ground. Special attention is paid to include interactions that arise below the ground when
both species coexist. Under the presence of both species, water is taken up simultaneously
from the soil inducing a competitive interaction. However, when hydraulic redistribution is
active there is a facilitation of resources that compensate the competition between these two
species. The main objectives of this chapter are:
• Examine the contribution from each species in the fluxes of water, and energy from
the surface.
• Examine the competition for moisture between shallow and deep rooted vegetation
during the dry summer that is experienced in this site.
• Examine the role of litter layer in its influence on energy balance, and ecohydrological
dynamics at the near surface zone.
• Analyze whether facilitation of water resources in the presence of hydraulic redistribu-
tion impact the productivity of the shallow rooted vegetation species.
In order to achieve these objectives a detail solution of the energy balance at the soil
surface is required. This solution includes the presence of a litter layer above the soil.
Role of Climate and Species Composition on Hydraulic Redistribution
In third chapter we explore the second and third research questions and analyze them
in the light of several sites experiencing different climate. In particular, We investigate the
role of climate, biodiversity, and root hydraulic conductivities as they affect multi-vegetation
interaction and associated fluxes. The simulations are performed in three Ameriglux sites
that have different climatic conditions: (i) Blodgett site in CA, US, (ii). Tapajos Km 67,
Brazil, and (iii). Harvard Forest in MA, US. The main objectives of this chapter are:
• Examine the role of precipitation, and incoming shortwave radiation on the fluxes of
transpiration and HR.
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• Analyze whether the consideration of different plant functional types, as a surrogate
of biodiversity affect the fluxes of water.
• Examine the sensitivity of transpiration and hydraulic redistribution to root hydraulic
conductivities. Analyze whether the axial or the radial conductivity is the limiting
factor that controls transpiration and hydraulic redistribution.
• Compare the patterns of transpiration and hydraulic redistribution, and analyze the
differences and similarities between these two fluxes. Examine whether measurements
of transpiration fluxes are a good approach for the validation of hydraulic redistribution
fluxes simulated by models.
Passive Regulation of Soil Biogeochemical Cycling by Root Water Transport
In fourth chapter we explore the second and third research question. We examine the role
of water transport in the biogeochemical dynamics involved in the above- and below-ground
interactions and how these dynamics are affected by HR. In particular, we analyze how the
impact of moisture and temperature states in the soil by plants influence the biogeochemical
cycling of nitrogen and carbon. We analyze these interactions under the presence of different
species composition and explore the role of hydraulic redistribution on these processes. The
main objectives are:
• Examine the biogeochemical cycling of carbon and nitrogen under the presence of
different species that differ in the quantity and quality of nitrogen content in the litter
drop.
• Examine the role of hydraulic redistribution in the decomposition and mineralization
of organic matter in the soil.
• Examine the effect of species composition and hydraulic redistribution in the dynamics
of ammonium and nitrate in the soil.
• Analyze the long term accumulation and distribution of carbon and nitrogen in the
soil column.
In order to achieve these objectives we coupled Multi-Species MLCan with a biogeochem-
ical model derived from the work of Porporato et al. [2003] that includes the dynamics of
carbon and nitrogen in the soil.
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Entropy Production in Eco-Hydrologic Systems
In fifth chapter we analyze the fourth research question. We explore the second law of
thermodynamics as an organizing principle that can explain the structure and functioning of
the CZ. In particular, we link the production of entropy with different levels of organization
of ecosystems. We examine how the organization of ecosystems impact the fluxes of energy
and entropy. We develop a detailed quantification of entropy budgets in ecosystems. This
quantification includes radiation fluxes and the solution of energy balance is obtained at
different positions in the ecosystem. This approach provides more accurate estimates of
surface temperature which is relevant for the calculation of entropy fluxes. We perform this
analysis in the same three Ameriflux sites that are mentioned before. The main objectives
of this chapter are:
• Examine how the entropy production in the surface is affected by functional and struc-
tural properties resembling different levels of organization in ecosystems.
• Understand the mechanisms and components that impact the entropy production under
different functional and structural properties.
• Analyze how the interaction between the ecosystem properties and the production of
entropy varies under different climates?
In order to achieve these objectives numerical implementation was required to compute
the production of entropy. This module calculates the production of thermodynamic entropy
in all the species that are considered separately. In addition the computation is performed
for sunlit and shaded fractions independently at all the canopy layers including the soil.
The Appendixes present details of mathematical formulation and numerical algorithms
used used in this study. Appendix A describes multi species-MLCan, Appendix B describes
the numerical solution of energy balance in the soil surface when a litter layer is included,
Appendix C describes the numerical solution of energy, and mass balance in the presence of
snow, Appendix D describes an approximation to compute the root hydraulic conductivities
of the root system, Appendix E describes the biogeochemical model implemented and coupled
with Multi Species MLCan, Appendix F describes the equations used for the computation
of entropy fluxes.
14
CHAPTER 2
COMPETITIVE AND MUTUALISTIC DEPENDENCIES IN MULTI-SPECIES
VEGETATION DYNAMICS ENABLED BY HYDRAULIC REDISTRIBUTION
2.1 Introduction
1. The dynamics of water flow between plant roots and the surrounding soil play an impor-
tant role in controlling the link between above-ground ecophysiological processes governing
carbon, water and energy exchange, and the atmosphere [Bardgett and Wardle, 2010]. At
longer timescales, these processes contribute to the formation of soil structure and the dis-
tribution of carbon and nutrients through the soil column [Allton et al., 2007, Angers and
Caron, 1998, Huxman et al., 2004]. The flow of water from the roots to soil was first estab-
lished experimentally by Kramer [1933], and has since been identified in a wide variety of
plant species including shrubs [Prieto et al., 2010, Richrads and Caldwell, 1987, Ryel et al.,
2002], grasses [Schulze et al., 1998] and trees [Brooks et al., 2006, Burgess et al., 1998, 2000,
Smith et al., 1999] across a range of dry to wet climates. The conductivities of transport
through the root system are significantly larger than that of the surrounding soil [Blizzard,
1980], resulting in movement of moisture at rates that are substantially larger than those
through the soil matrix [Amenu and Kumar, 2008]. As a result, the roots serve as preferential
pathways for the movement of moisture from wet to dry soil layers. This passive transport is
determined by the soil-water potential gradients and can result in the transport of moisture
deeper in the soil column during the wet season (hydraulic descent, HD) [Burgess et al.,
1998, Hultine et al., 2003, Schulze et al., 1998, Smith et al., 1999], and transport of moisture
from deep to shallow layers during the dry seasons (hydraulic lift, HL) [Dawson, 1993, Es-
peleta et al., 2004, Ishikawa and Bledsoe, 2000, Ludwig et al., 2003]. There is also evidence
that roots can transport moisture laterally when a strong gradient in soil water potential is
imposed across the breadth of a plant root system [Brooks et al., 2002, 2006, Nadezhdina
1This chapter has been published as: Quijano, J.C., P. Kumar, D. Drewry, A. Goldstein, and L. Mis-
son. 2012. Competitive and mutualistic Dependencies in Multi-Species Vegetation Dynamics Enabled by
Hydraulic Redistribution. Water Resources Research, 48(5)
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et al., 2010]. This general phenomena of moisture transport through the soil system by way
of the root system has been referred to as hydraulic redistribution (HR) [Burgess et al., 1998,
2001, 2000, Hultine et al., 2003, 2004].
A number of studies have attempted to characterize the hydrologic and ecological sig-
nificance of HR. The roles of HR include buffering against daily soil water depletion and
seasonal drought [Bleby et al., 2010, Emerman and Dawson, 1996], facilitation of savanna
tree-shrub clusters [Zou et al., 2005], root litter decomposition and nutrient acquisition [Mc-
Culley et al., 2004], extension of the growing season [Ryel et al., 2002, Scott et al., 2008],
impact on competition between different plant functional types at continental scales [Wang
et al., 2010] and even alteration of seasonal climate [Lee et al., 2005]. Although a number
of species across a range of climate gradients from the tropical Amazon to the semi-arid
southwestern United States have been studied in this context, a predictive modeling based
characterization that develops a comprehensive understanding of the impact of HR on the
biophysical processes occurring in ecosystems with different species that coexist and share
resources remains an open challenge.
The objective of this study is to understand the role of HR in the interaction of above- and
below-ground ecohydrologic dynamics using a modeling approach. Specifically we explore the
role of HR in regulating the partitioning, and trade-off of hydrologic fluxes between tall and
understory vegetation and soil evaporation. This is accomplished using a “shared resource
model” where the soil serves as a common reservoir whose state is altered by the addition
and withdrawal of moisture by vegetation roots, in conjunction with the moisture transport
dynamics and the non-linear dependence of vegetation uptake and release on the existing
soil-moisture state. The model extends the work of Amenu and Kumar [2008] for root and
soil interactions through HR for a single species to incorporate moisture uptake and release
dynamics involving roots of multiple plant species. It also extends the model of Drewry et al.
[2010a,b] developed for coupling the below-ground moisture transport through soils and root
system, and above-ground water, energy, and carbon fluxes for both C3 and C4 vegetation
to allow for multi-species composition of above-ground vegetation. Further, the existing
functional representation of HR is enhanced to represent ecosystem scale dependencies such
as soil evaporation and its dependency on the litter layer.
Both hydraulic descent and lift affect soil evaporation. Ryel et al. [2002] suggested that
by transporting water down to deeper layers, hydraulic descent reduces the moisture that
would otherwise be available for soil evaporation. On the other hand hydraulic lift may
allocate water to shallow layers that is likely to support evaporation [Dawson, 1993, 1996]
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which could be detrimental for the plants in water-limited environments. In some cases water
potential in the soil can reach very low levels thereby creating a soil-root potential gradient
for the movement of significant volume of moisture from the roots into the soil. It has been
suggested that in such conditions it is likely that physiological controls may act to reduce the
eﬄux of water [Caldwell et al., 1998, Espeleta et al., 2004, Jackson et al., 2000], for example
through the death [Espeleta et al., 2004] or shrinkage [Jackson et al., 2000] of fine roots near
the ground surface. We explore this situation by implementing a hydraulic fuse mechanism
[Espeleta et al., 2004], which is a hydraulic disconnection between roots and the surrounding
soil when the daily average water-potential in the soil falls below the wilting point thereby
preventing both uptake and release of water by the roots. On the other hand the presence
of a litter layer lying over the soil has been observed to influence the energy balance at the
surface. Experimental and numerical studies have recognized that the presence of a litter
layer above the soil reduces evaporative fluxes [Bristow et al., 1986, Bussiere and Cellier,
1994, Chung and Horton, 1987, Park et al., 1998] and reduces soil temperature [Bussiere and
Cellier, 1994, Chung and Horton, 1987]. Therefore, the presence of litter introduces a new
level of complexity that impacts the dynamics occurring below-ground. Here we also analyze
how the presence of litter influences the subsurface transport of moisture by HR through the
regulation of soil evaporation.
The role of water uptake and its redistribution is of significant interest at the ecosystem
scale [Scott et al., 2008]. Although important advances have been made in detecting the
presence of HR and the quantification of the moisture fluxes it produces [Burgess et al.,
1998, Caldwell et al., 1998, Domec et al., 2010, Wang, 2011, Yoder and Nowak, 1999], most
studies have been conducted to understand its significance on the transpiration and gross
productivity of a single plant species [Brooks et al., 2002, Caldwell and Richards, 1989, Ryel
et al., 2002], or have considered a lumped system that encapsulates the net impact of species
composition [Amenu and Kumar, 2008] rather than resolving the competitive or mutualistic
dependencies between different species. Although the presence of more than one species
sharing the soil and resources, such as water and nutrients, in the same ecosystem imply
competition for resources, there is experimental evidence that also suggests that facilitation of
shared resources between different species may occur [Ludwig et al., 2003, Scott et al., 2008].
It has also been suggested that HR may influence the dynamics of microbial populations
and consequently the biogeochemical cycling [Caldwell et al., 1998, Caldwell and Richards,
1989, McCulley et al., 2004, Querejeta et al., 2007] resulting in a mutual feedback effect
between vegetation and microbial populations in the soil. These studies have established
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HR as a significant ecohydrological process with implications for ecosystem dynamics and
the interactions between vegetation and the atmosphere. Model and simulation studies
present an opportunity to further unravel the complexity of these ecohydrological processes
and their role in ecosystem functioning [Kumar, 2011]. Here we use a novel process-based
model, capable of incorporating HR in a multi-species framework, to gain deeper insight into
ecosystem scale hydrological dynamics and interactions. In particular, we explore how the
presence of multiple species utilizing the same soil domain induces both competitive trade-
off in water utilization and mutualistic benefits in ecosystem productivity, and the role of
HR in mediating these interactions. The impact of these processes on sub-surface nutrient
dynamics is presently being studied.
In section 2.2.1 we describe the Blodgett Forest study site. The shared resource model
developed for this study is described in section 2.2.2. Results and analyses for above- and
below-ground hydrologic fluxes and states is presented in section 2.3. Section 2.4 provides a
summary and discussion of the key points. A list of symbols is included in Table 2.1.
2.2 Methods
2.2.1 Study Site
The Ameriflux study site in the Blodgett Forest was established in 1997 in the Sierra Nevada
Mountains in California, United States (38.8952◦N, 120.6328◦W, 1315 m above MSL) [Gold-
stein et al., 2000]. In 1997 the ground cover consisted of 25% shrubs, 30% conifer trees, 2%
deciduous trees, 7% forbs, 3% grasses and 3% stumps [Fisher et al., 2005]. The dominant
overstory species is Pinus Ponderosa (hereafter PP) and the the most ubiquitous understory
shrubs are Arctostaphylos manzanita and Ceanothus Cordulatus (hereafter shrubs) [Misson
et al., 2006, Xu and Qi, 2001]. The region is characterized by a Mediterranean climate with
wet winters and long dry summers in which most of the precipitation falls between September
and May with little rainfall between June and October. PP is a native forest species in the
western regions of North America which has adapted to the long dry summers in California
and the Pacific Northwestern United States [Panek, 2004]. PP trees are able to sustain high
transpiration rates during the dry period [Panek, 2004]. Observational studies have demon-
strated the presence of HR in PP [Brooks et al., 2002, Domec et al., 2004, Warren et al.,
2007], indicating that hydraulically lifted water provides a substantial portion of dry-season
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transpiration in these deep-rooted trees.
Ponderosa pine was initially planted at the Blodgett Forest site in 1990 [Tang et al.,
2005]. At the end of the 1998 growing season the leaf area index (LAI) of overstory (total
needle surface area) and understory (total surface area) vegetation was about 4.5 and 1.6,
respectively [Xu and Qi, 2001]. In June of 1999 most of the shrubs were removed and in the
spring of 2000 the PP plantation was thinned in order to analyze variations in carbon flux
due to management practices [Misson et al., 2005]. The LAI reduction after the thinning
was around 30% [Xu and Qi, 2001]. PP was the predominant species in 2001 but in 2002 the
shrubs returned. The LAI trends for the shrubs and the pines are shown in Figure 2.1 (note
zero LAI for the shrubs in 2001) along with ecophysiological parameters Vcmax and Jmax
[Farquhar et al., 1980]. Figure 2.1 also shows the seasonal rainfall and incoming shortwave
radiation patterns, where the signature of the Mediterranean climate is clearly evident.
These site and climate characteristics provide for an ideal environment to study the role
of HR and multi-species interactions. Simulations for 2001 involving only PP and for 2002
involving PP and shrubs allow us to compare and contrast the single and multi-species
response. Shrubs started to grow back in 2002 but the maximum LAI of 1 reached during
2002 is low compared with the maximum value of 2 reached in 1998 [Goldstein et al., 2000]
before they were cut. This suggest that the shrubs had not fully established in 2002. The
parameters for the model described in the next section are obtained from published literature
and listed in Tables 2.2 and 2.3. In most cases they were measured directly at the Blodgett
Forest site. The data for year 2000 are used for model spin-up by running the model several
times consecutively with this one year of data until the annual cycle of soil moisture reaches
steady-state. Each scenario (see section 2.3) is spun-up independently using year 2000 forcing
data, resulting in different initial conditions for the start of each simulation experiment, which
spanned the study period 2001-2002.
2.2.2 Shared Resource Model for Multiple Species Interactions
The model development is based upon the multi-layer canopy-soil-root (MLCan) biophysical
model of Drewry et al. [2010a,b]. MLCan incorporates explicit coupling between leaf-level
ecophysiological processes (photosynthesis and stomatal conductance), physical processes
(energy balance and boundary layer conductance), and below-ground water status which
incorporates the HR model of Amenu and Kumar [2008]. It resolves the radiation regimes,
both direct and diffuse shortwave as well as longwave, throughout the vertical domain of
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the canopy. Radiation attenuation is determined by the leaf area density (LAD) profile
[Drewry et al., 2010a]. It predicts the latent and sensible heat fluxes for each canopy layer
through an iterative solution of the leaf energy balance, considering sunlit, shaded, and wet
leaf fractions (due to dew or rainfall interception) separately. CO2 fluxes (assimilation and
respiration) are also calculated for each canopy layer, being directly coupled to the energy
balance through stomatal dynamics. The details of the MLCan formulation can be found in
the online supplement of Drewry et al. [2010a].
For this study, the MLCan model is extended to include formulations for several plant
species coexisting in the same environment. As the MLCan model is designed to include both
C3 and C4 photosynthetic pathways, it allows us to study the interaction between different
tall and understory vegetation combinations: C3-C3, C3-C4 (or in rare cases C4-C4). This
enables us to simulate the water, energy, and carbon dynamics when several species with
different structural and ecophysiological characteristics interact and share resources. The
role of HR in these interactions is of particular interest in this study.
The schematic of the model is presented in Figure A.1. As illustrated, we assume that
several species can coexist in the same environment and they are homogeneously distributed
in the spatial domain. Above-ground, their coexistence affects the radiation regime. For
example, tall vegetation can shade the understory vegetation, thus reducing the radiation
available for understory plants. Radiative effects such as this will directly impact the par-
titioning of energy between ecosystem components, the energy balance of each vegetation
type and the soil, and consequently the net photosynthetic productivity of the system. The
different rooting depths and root distributions of tall and understory vegetation impact
below-ground resource acquisition, as different species draw from the same resource pool,
but potentially with different strengths and from different locations in the soil profile.
We assume that all the individuals of a given species have the same structural and eco-
physiological characteristics, but each plant species is different from the other. To resolve the
light regime we use a composite LAD obtained as a linear sum of the LAD of the individual
species. This composite LAD is then used to attenuate the transmission of downward radi-
ation. Once the light attenuation is solved, the energy absorbed by the canopy at different
layers is obtained using a weighted average calculation based on the fraction of LAD from
each species in the composite LAD at each layer (see equation A.11). This approach allows
us to separately consider the ecophysiological and structural differences of each species. As
a result, the latent heat, sensible heat, and CO2 flux profiles for each species are different.
The HR dynamics are formulated by extending the single species model of Amenu and
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Figure 2.1: Physiological and climatological data from Blodgett used in the model
simulations. (a) Variation of maximum rate of electron transport (Jmax) and (b)
maximum carboxylation velocity (Vcmax) throughout the year (data obtained from Misson
et al. [2006]). (c) Daily averaged downward shortwave radiation, and (d) leaf area index
(LAI), and rainfall for 2001 and 2002. All-sided ponderosa pine LAI is 2.3 times LAI
shown (projected). (LAI Data obtained from Misson et al. [2005]).
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Figure 2.2: Schematic representation of the multi-species MLCan model. (a) The structure
and composition of the above ground canopy involving several vegetation species
determines the partitioning of the incident solar radiation and water uptake patterns. (b)
The combination of the leaf area density (LAD) of each individual species is used to
develop a compound LAD. This compound LAD in turn determines the radiation regime
through the vertical profile and the radiation reaching the soil. (c) The energy absorbed or
emitted by each species at different levels is a function of the fraction of the LAD of that
species in the compound LAD. (d) Below the ground the uptake of water and nutrients by
each species is coupled with a common soil pool. The model framework allows the
incorporation of different ecophysiological and structural parameters for the vegetation
species considered.
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Kumar [2008] and Mendel et al. [2002], which are based on coupling two equations for the
transport of moisture through the soil and the root system. The presence of M different plant
species necessitates the use of M independent equations for the transport of moisture through
the root systems. This allows for their differences in structural and functional properties to
be incorporated. These root system equations are coupled with a single Richards equation
for soil-moisture transport through the soil profile. The system of equations is:
∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
= −∑Mi=1 KRri(ψs − ψri)
− ∂
∂z
[
KAr1
(
∂ψr1
∂z
− 1
)]
= KRr1
(
ψs − ψr1
)
− ∂
∂z
[
KAr2
(
∂ψr2
∂z
− 1
)]
= KRr2
(
ψs − ψr2
)
...
− ∂
∂z
[
KArM
(
∂ψrM
∂z
− 1
)]
= KRrM
(
ψs − ψrM
)
(2.1)
where the first equation is the Richards equation and the other M equations represent
transport through M different plant species. The terms ψs and ψri are the water potential
in the soil and the root of the ith plant species, respectively, and θ is the soil-moisture. The
vertical coordinate and time are represented as z and t, respectively. Note that there is a
unique water potential value for the roots of each plant species in each layer. The term Ks is
the soil hydraulic conductivity, and KRri and K
A
ri
are the radial and axial root conductivities
of the ith plant species, respectively [Amenu and Kumar, 2008]. These equations are solved
simultaneously for 12 layers where central nodes are located at 0.7, 2.8, 6.2, 11.9, 21.2, 36.6,
62.0, 103.8, 172.7, 286.5, 474.0, 783.0 cms below the surface.
The individual root systems of each species do not directly interact. They do share the
common soil system, such that θ and ψs in each soil layer are the same for all species (see
Figure A.1). This conceptualization of shared resource dynamics allows us to capture inter-
species interactions, both competition and mutualism, as the water uptake or release by one
species affects the shared soil moisture state, resulting in an indirect effect of each vegetation
species on the dynamics of the others. When plants uptake water from the same layer they
compete for available water. The release of water through hydraulic redistribution may,
however, benefit the other species that share that layer by increasing available moisture.
The model can simulate HR in all plant species and is structured so that the ability to
hydraulically redistribute water can be switched off on a selective basis by setting the root
radial conductivity of a species to zero, i.e. Kri = 0, when the water potential in the roots
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is higher than the water potential in the soil, i.e. ψri > ψs. This approach to simulate the
impacts of HR has been used previously by Mendel et al. [2002].
The maximum root distribution for shrubs during 2002 is unknown. Ceanothus Cordu-
latus, which accounts for 22 % of the understory shrubs [Fisher et al., 2007], are able to
resprout from remnants of roots below-ground [Oakley et al., 2003]. Arctostaphylos man-
zanita comprise the remaining 78% of understory shrubs. They can reach up to 3 m in height
after many years of establishment. However Arctostaphylos manzanita has difficulty in re-
sprouting from remnants of below-ground roots [Peterson, 1975, Wright and Bailey, 1982]
and is mainly established from seeding. According to Fisher et al. [2007], shrubs reached
1 m height and a LAI of 0.7 in the spring of 2003. In september of 2003 they reached a
maximum LAI of 1.6 which is higher than the LAI of 1 reported in 1998 before they were
cut [Goldstein et al., 2000]. This suggests that the shrubs were not fully established in 2002.
Available information for Arctostaphylos patula shrubs in the Sierra Nevada region suggests
that at full establishment the rooting depth can be up to 160 cm [Plamboeck, 2008]. For
our study we have assumed a maximum rooting depth of 85 cm (during the year 2002) and
performed sensitivity analyses for the range 60 cm to 140 cm and included in the discussion.
The 50th (z50) and 95
th (z95) percentile of the root depth for shrubs used in this study were
obtained by scaling those reported in Schenk and Jackson [2002]. The maximum root dis-
tribution for ponderosa pine was found to reach 10 m. However most of the root biomass
is allocated in the first 2 m with z50 and z95 0.37 m and 2.60 m, respectively [Amenu and
Kumar, 2008].
The MLCan model, thus modified to incorporate multiple species interactions, can be used
to study the ecohydrologic consequences of the coexistence of multiple vegetation species.
Our preliminary investigations with the MLCan model at the Blodgett Forest site indicated
that the litter present on the soil surface could play a significant role in both the surface
energy balance and the water balance of the system. Ogee and Brunet [2002] and Wilson
[2000] have also emphasized the role of litter on the estimation of soil evaporation and energy
balance. A litter layer can act to decrease the conductivity of water vapor between the soil
surface and the atmosphere. This effect, therefore, reduces the latent heat flux (LEsoil)
from the soil surface. Furthermore, the thermal conductivity of a litter layer is considerably
smaller than that of the soil, causing the ground heat flux (G) to also be reduced. The net
result of these effects is an increase in the sensible heat flux and emitted long wave radiation
due to an increase in temperature at the surface.
Given the potential importance of litter at the Blodgett Forest site, we have included a
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litter model for this study, which is described in Appendix B. Its implementation requires
parameters such as the thickness, thermal conductivity, and thermal diffusivity, which are
obtained from existing literature and are listed in Table 2.3.
Throughout the study we contrast the impact of including or excluding a litter layer.
Figure 2.3a shows the ground heat flux at the surface computed for the year 2001. The
red and the blue lines show the predicted G at the surface when a litter layer is excluded
and included, respectively. It can be seen that the incorporation of a litter layer has a
significant impact on the magnitude of the ground heat flux. Figure 2.3b shows the same
fluxes but now G is computed at 8 cm below the surface, a depth at which measured ground
heat flux is available (black dots in Figure 2.3b). The simulation, when a litter layer is
included, matches better the fluxes observed at the Ameriflux site. Also the inclusion of the
litter layer increases the release of sensible heat from the surface and decreases the release
of latent heat (not shown). Figures 2.3c and 2.3d show the sensitivity of the ground heat
flux to the litter layer thickness and the thermal conductivity, respectively. When the litter
layer is thicker (Figure 2.3c) or the thermal conductivity is lower (Figure 2.3d) the ground
heat flux decreases. The litter layer thickness is specified as 3 cm (which is within the range
reported by Black and Harden [1995] at Blodgett), and the thermal conductivity is set as
0.15 W/m/K (which is within the range of values reported by Ahn et al. [2009]). Figures
2.3a and 2.3b are illustrated using these values.
2.3 Results and Analysis
2.3.1 Latent Heat Flux and Water Uptake
The extraction of soil moisture to satisfy the transpirational demand is regulated by the
interplay of different variables such as leaf phenology, vertical distribution of root biomass,
ecophysiological properties and the available soil moisture. The contrasting characteristics
of tall and understory vegetation will result in signature differences in soil water extraction
in time and space, making their coupled dynamics complex, with the potential for both
competitive and mutualistic interactions. In this section we present the results from a set of
sensitivity analyses designed to disentangle the relative roles of HR, the coupled interactions
of different species, and the presence of a litter layer, on the ecohydrological functioning of
the land surface. Our focus here is on the surface energy balance and below-ground water
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Figure 2.3: Sensitivity of ground heat flux (G) to litter layer thickness (∆z) and thermal
conductivity (TCL) at the Blodgett site for year 2001. (a) Modeled G at the ground
surface with and without litter layer. (b) Measured G at 8 cm below the surface compared
with modeled response with and without litter layer. (c) Modeled G at 8 cm below the
surface for different litter layer thicknesses, (d) and for different thermal conductivities.
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uptake patterns and resulting soil moisture states. We contrast the situations in which only
tall vegetation is present (year 2001) and when both tall and understory vegetation are
present (year 2002). We also investigate the role of the hydraulic fuse mechanism, that is,
the hydraulic disconnection between roots and soils under extremely dry situations, on the
latent heat flux.
Single Species Analysis
For the year 2001, when no understory shrubs are present, Figure 2.4 shows the daytime
(7:00 a.m. to 7:00 p.m.) average latent heat flux from the ecosystem (LEeco), consisting of
contributions from PP (LEPP ) and soil evaporation (LEsoil):
LEeco = LEPP + LEsoil. (2.2)
As illustrated in Figure 2.4, four different cases are examined involving the presence or
absence of HR and litter which are compared to observations obtained from the flux tower.
Comparing Figures 2.4a and 2.4b we see that LEsoil is higher when the litter layer is absent.
The presence of the litter layer reduces the radiation that reaches the soil underneath, thereby
reducing soil evaporation (Figure 2.4b). This increases the available soil-moisture for PP,
resulting in increased transpiration. The trade-off between transpiration and soil evaporation
in these plots demonstrates that PP will make use of available moisture, and that a litter
layer suppresses soil evaporation, increasing available water for transpiration.
When HR is switched off (Figure 2.4d) soil evaporation becomes negligible by the middle of
the summer as the shallow layer dries up in early summer and there is no source of moisture
replenishment due to the lack of rainfall through the summer. This lack of moisture sources
together with the atmospheric demand have been observed to trigger HR [Warren et al.,
2007]. Here in the absence of HR we observe that PP transpiration is also reduced during this
period. Although the deep roots of PP are able to tap into the deeper reservoirs of moisture
in the soil column, the transpiration remains suppressed without HR. As a consequence of
the dry near-surface soil layers, most of the energy absorbed by the soil is dissipated in the
form of sensible heat flux and longwave radiation emission as the surface warms.
When compared to the observations we see that the absence of litter results in an overes-
timation of the fluxes of LE during the summer period (Figure 2.4a). When litter is present
there is a better agreement with the measurements during the summer period, (Figure 2.4b),
however it still overestimates the fluxes in the late summer and autumn (days 250 - 300).
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Figure 2.4: Illustration of the annual variation of the daytime (7:00 a.m. to 7:00 p.m.)
average latent heat flux from ponderosa pine for four different scenarios. (a) HR is
included but there is no litter layer above the soil column. (b) HR is included and there is
a litter layer above the soil. (c) HR is included, a litter layer lies above the soil column and
hydraulic disconnection between the roots and the soil occurs when ψ¯s ≤ ψTr, where ψ¯s is
the daily average of soil water potential. (d) HR is not included and there is a litter layer
above the soil. Blue line indicates the total ecosystem flux consisting of the sum of
transpiration and soil evaporation, the red line shows soil evaporation only, and black color
indicates observed values. Left insets show the diurnal cycle of the the latent heat flux
averaged for July and August. For reference the top panel shows the daily average
downward shortwave radiation and daily total rainfall for 2001. The coefficient of
determination R2 between simulated and observed latent heat flux for the four cases (a)
through (d) are 0.71, 0.81, 0.82 and 0.75 respectively
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In the absence of HR the ecosystem LE flux is underestimated during most of the summer
period (Figure 2.4d) although there is a better match in the late summer and autumn period.
The observations show a pronounced decrease in LE in the late summer which seems to be
produced by water stress.
As the soil column becomes dry and the soil moisture potential drops, an eﬄux of water
from the root to the soil can occur. To prevent such situations a hydraulic disconnection
between the roots and the soil is triggered when the daily average ψ¯s falls below a thresh-
old ψTr. This threshold indicates the onset of the hydraulic disconnection. However, the
threshold is species specific [Espeleta et al., 2004] and relies on several physiological variables
which are difficult to obtain for a particular site and species. The standard value for the
wilting point is ψTr = −1.5 MPa. Although other studies have adopted different values for
the wilting point (e.g. Rose et al. [2003] uses ψ = −2.2 MPa as a threshold for Jeffrey pine
and manzanita shrubs) we use ψTr = −1.5 MPa in this study. Once the daily average soil
matric potential in any layer reaches the wilting point the root radial hydraulic conductivity
is set to zero, that is, it is modeled as a threshold mechanism, which prevents both uptake
and release of water in the layer. This disconnection remains until the daily average soil
matric potential increases again above the threshold.
Figure 2.4c shows the LE fluxes resulting from the simulation in the presence of litter, HR
and hydraulic disconnection. Simulations showed that hydraulic disconnection occurs only
in the topmost layer. The immediate consequence of this is a significant reduction in soil
evaporation. The inclusion of hydraulic disconnection, along with the HR and litter layer
dynamics, produce simulated LE fluxes that resemble better the observations from Blodgett
during the late summer (Figure 2.4c) and do not show the early shut off of soil evaporation
characteristic of the absence of HR (Figure 2.4d). This leads us to conclude that each of
these components has an important role to play in this ecosystem.
Multispecies Analysis
The presence of shrubs in the year 2002 adds an additional complexity to the moisture
dynamics. The total ecosystem latent heat flux now includes a contribution from shrubs,
LEshrubs, and is given as
LEeco = LEshrubs + LEPP + LESoil. (2.3)
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Figure 2.5 shows the components of LEeco for the same set of sensitivity simulations presented
in Figure 2.4, but for the year 2002 with the inclusion of shrubs. The simulations for 2002
were started from the conditions at the end of the 2001 simulation runs. HR has been
observed in different shrub species [Mun˜oz et al., 2008, Prieto et al., 2010], and so we allow
for HR to be present in shrubs for these simulations. In Figures 2.5a, 2.5b and 2.5c, HR
is enabled in both PP and shrubs while in Figure 2.5d HR is switched off for both PP and
shrubs.
Soil evaporation during summer in the presence of shrubs (Figure 2.5a and 2.5b) is smaller
compared to that without them (Figure 2.4a and 2.4b). Shrubs rely more on near surface
moisture than PP due to their more shallow root profile, making soil evaporation a process
that significantly impacts the energy balance of shrubs. In Figure 2.5a the summer soil
evaporation is higher than in Figure 2.5b due to the absence of the litter layer. As in Figure
2.4d, Figure 2.5d shows that in the absence of HR soil evaporation drops during the middle
of the summer because there are no sources of water to replenish the depleted near-surface
soil moisture. The total latent heat flux released by the ecosystem is higher in the presence
of HR.
Although the rate of transpiration in shrubs is considerably smaller than PP (Figure 2.5)
the strong dry conditions during summer create water stress in the near-surface domain.
Since the roots of shrubs are more confined to the near-surface zone of the soil column they
are more vulnerable to this drying. HL by PP during the summer plays an important role
in supporting both shrub transpiration and soil evaporation. It is interesting to note that in
2002 the presence of shrubs avoids the triggering of hydraulic fuse by reducing the moisture
loss due to soil evaporation.
The dynamics observed in Figures 2.4 and 2.5 are a strong function of the processes
occurring below-ground. Figure 2.6 shows the monthly mean values of root water uptake
through the soil column for year 2001 and 2002 for the four scenarios analyzed above. Figure
2.6a shows that when no litter is included, the evaporative demand from the soil-surface
during summer establishes a steep gradient between the soil and root water potential and
results in a significant release of moisture from the roots in the near-surface zone, i.e. negative
uptake values. This moisture, supplied by moisture taken up from the deeper layers by PP,
contributes to high values of LEsoil. By comparing the year without shrubs (2001) to that
with shrubs (2002), we see that the presence of shrubs results in an increased uptake by PP
from the deeper layers, and a reduced release in the near surface zone. This is in part due to
the increased shading of the ground surface by the shrub cover. We also note the presence
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Figure 2.5: Same as Fig. 2.4 but for the presence of two vegetation species, PP and shrubs,
during 2002. Green lines represent the flux from the shrubs and the inset on the right shows
the comparative details between the latent heat from soil evaporation (red) and shrub
transpiration (green). The coefficient of determination R2 between simulated and observed
latent heat flux for the four cases (a) through (d) are 0.72, 0.80, 0.80 and 0.82, respectively.
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Figure 2.6: Water uptake patterns by vegetation in 2001 and 2002 corresponding to the
four scenarios presented in Fig. 2.4 and 2.5 (negative values imply moisture release from
the vegetation roots to the soil). The dashed and dot-dashed lines overlaid on the color
panel indicate the root distribution for shrubs and PP, respectively. (a) HR is included but
there is no litter layer above the soil column. (b) HR is included and there is a litter layer
above the soil. (c) HR is not included, a litter layer lies above the soil column and
hydraulic disconnection between the roots and the soil occurs when ψ¯s ≤ ψTr, where ψ¯s is
the daily average of soil water potential. (d) HR is not included and there is a litter layer
above the soil. For reference the top panel shows the daily average of downward shortwave
radiation and daily total rainfall for 2001 and 2002.
of hydraulic descent during the rainy periods. Comparing Figure 2.6b with 2.6a we see a
similar pattern but the presence of litter reduces soil evaporation and this is reflected in a
reduction in the release of moisture from the roots in the near-surface zone. Again we note
higher uptake of water by PP and reduced moisture release near the surface in the presence
of shrubs.
In Figure 2.5c hydraulic fuse is not reached and therefore there is a continuous eﬄux of
moisture from the roots to the soil surface during the summer of 2002. The rate of this
eﬄux is smaller in comparison to year 2001 when shrubs were absent. This eﬄux of water
helps to sustain the water potential in the soil surface above the threshold (ψTr = −1.5
MPa). In the absence of HR shown in Figure 2.6d, the water uptake shows less complex
dynamics where the water uptake during the summer is from the deeper layers but at much
reduced levels due to the absence of nighttime transport to dry shallow layers. These results,
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although qualitatively similar to earlier studies (e.g. [Amenu and Kumar, 2008]), extend our
understanding with regards to the role of shrubs, soil evaporation and a litter layer in the
HR dynamics.
2.3.2 Summer Season Diurnal Dynamics
The results presented above have revealed interesting patterns of seasonal dynamics based
on the analysis of daily average values. In this section we analyze the interaction between
different vegetation species and moisture transport at the diurnal time scale using the half-
hour observed and simulation data. We analyze the same four scenarios as illustrated in
Figures 2.4, 2.5 and 2.6.
In Figure 2.7, the top panel shows the mean diurnal water uptake dynamics by PP in
2001, when shrubs are not present. In Figures 2.7a, b there is a continuous redistribution
of water to the top layer throughout the day by PP, indicated by negative uptake values.
The top layer is the thinnest layer in the numerical simulation (1.7 cm of thickness) and is
in direct contact with the atmosphere unless a litter layer is present. The radiative energy
reaching the surface in summer creates a high evaporative demand for moisture. Apart from
moisture due to HL and dew in the night, there is no other source of moisture replenishing
the surface layer. As a consequence, ψs ≤ ψr for the top layer throughout the day. Note
that the moisture released by the roots is highest in the afternoon. There is HL in the night
also, albeit at lower volumes, that moves the water to the near surface layer which in turn
supports the evaporative demand during the day. Some experimental studies have reported
daytime redistribution [Burgess et al., 2000, Espeleta et al., 2004, Scholz et al., 2002]. HR is
enhanced by the low water potential that arises in shallow soil layers during dry periods. The
importance of HR in regulating soil moisture in this critical zone during prolonged droughts
has been indicated in recent studies [Warren et al., 2011].
When litter is considered in the simulation (Figure 2.7b), the flux of water redistributed
to the top layer is reduced considerably but not eliminated. Figure 2.7c shows the dynamics
in water uptake when hydraulic disconnection is also enabled. Although the average shown
in Figure 2.7c for July and August includes several days before the hydraulic disconnection
is triggered, we see that the eﬄux of water in the top layer is reduced.
In Figure 2.7, the middle and bottom rows show the diurnal average water uptake by PP
and shrubs, respectively, in 2002 when both species are present. Shrubs uptake water from
the shallow (up to 100 cm depth) soil layers. Thus the presence of shrubs generates a new
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Figure 2.7: Diurnal pattern of water uptake by PP and Shrubs in summer (July-August)
for the four scenarios discussed in Figures 2.4 and 2.5. (a, e, i) HR is included but there is
no litter layer above the soil column. (b, f, j) HR is included and there is a litter layer
above the soil. (c, g, k) HR is not included, a litter layer lies above the soil column and
hydraulic disconnection between the roots and the soil occurs when ψ¯s ≤ ψTr, where ψ¯s is
the daily average of soil water potential. (d, h, l) HR is not included and there is a litter
layer above the soil. First row shows the water uptake in 2001 by PP. Second row and
third row shows water uptake by PP and shrubs, respectively, during 2002 when the two
species are present. The presence of litter and shrubs influences the dynamics of water
uptake in the soil. Redistribution of water to the soil surface occurs during the daytime
also due to the gradient created from the high evaporative demand. The presence of litter
and shrubs decreases the eﬄux of water observed at the surface.
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demand that competes with soil evaporation for hydraulically lifted water. The water uptake
patterns by PP are different in 2002 as compared to 2001. In 2002, under the presence of
shrubs, the water released by PP to the surface is reduced. Instead PP release increases in
deeper layers located between 6 and 80 cm where the transpiration use by the shrubs creates
a water potential gradient that results in eﬄux of water out of the pine roots.
In the shallow soil layers both PP and shrub roots are present and compete for water
uptake during the daytime. The competition for water is dictated by equation (2.1) and
the capacity of each plant species to uptake water at a given layer is determined by the
root radial conductivity, which in turn is a function of the root distribution and fine root
biomass [Amenu and Kumar, 2008]. In the shallow layers shrubs have higher root radial
hydraulic conductivity and, therefore, are more efficient in the uptake of water. The deeper
distribution of root biomass makes PP more efficient in water uptake from the deeper layers.
The patterns of water uptake and release by shrubs are less prominent than the ones by PP
as the redistribution of water by HR in shrubs is found to be small in comparison with those
by PP. As seen already, the presence of litter reduces the near-surface evaporative demand.
Figure 2.7g also shows the uptake pattern when the hydraulic disconnection mechanism is
implemented, but as mentioned before hydraulic fuse is not triggered in this case, suggesting
that the presence of shrubs reduces near-surface drying that would occur for PP alone. Note
that under No HR scenario (Figure 2.7h) the water uptake patterns are not significantly
different from that of the single species case. The third row in Figure 2.7 shows the water
uptake pattern for shrubs. We see that, as expected, most uptake is supported in the
middle layers where the release by PP during the night provides the moisture to support the
transpiration demand of shrubs during the day.
Figures 2.8a,c and d show observed data of soil moisture from a single point measurement
and model results for year 2002 at three different depths (10, 30 and 50 cm). The model with
both HR and No HR capture the general trend quite well. We should not expect an exact
match between modeled and observed soil moisture since observations are at a specific point
under the vegetation whereas the model represents the spatial average behavior. Figure 2.8b
shows the soil moisture dynamics at 10 cm between days 150 to 166 which are located at
the beginning of the summer with no rainfall occurring during this period. In this figure the
diurnal cycle of soil moisture can be observed in more detail showing the oscillating pattern
which is characteristic of HR. Note that the No HR simulations does not show this behavior.
The inset figure shows the diurnal cycle of soil moisture averaged between days 150 to 166
for the observed and the model result in the presence of HR. In both cases it can be seen
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Figure 2.8: Soil moisture dynamics at the Blodgett site during the year 2002 at depths of
10 cm (a), 30 cm (c) and 50 cm (d). Observed data is compared with the model
simulation in the presence and absence of HR. (b) Soil moisture at 10 cm is shown in more
detail for days 150 to 166 which correspond to the beginning of the dry summer period.
The inset figure shows the diurnal cycle of the observed and modeled (HR presents) soil
moisture averaged over days 150 to 166. Since No HR simulations do not show an increase
in nighttime soil moisture, they are not plotted in the inset figure.
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that there is an increase of soil moisture during the night due to eﬄux from roots and a
reduction during the day due to transpiration.
2.3.3 Competitive and Mutualistic Dependencies
The above results suggest that the dynamics of the multi-species composition at the Blod-
gett site are best represented through considerations of HR and litter dynamics along with
the hydraulic disconnection mechanism. The set of sensitivity simulations that selectively
incorporate different subsets of these functions have helped us understand the significance of
each component on the latent heat flux and below-ground water uptake, release, and trans-
port patterns. Figure 2.9 sheds more light on the trade-off between the different components
of water use. When there is No HR, LEsoil is small and LEshrubs can reach over 40 W/m
2
(triangles in the Figure 2.9a). Note that the color of the symbols in Figure 2.9a are associ-
ated with the total vegetation LE while the size of the symbols are associated with LEPP .
The transpiration for PP and shrubs is supported by soil moisture uptake from the middle
and deeper layers (Figure 2.7, 4th column). Together they increase the LEeco (darker green
color). However, when HR is considered (squares and stars in Figure 2.9a), both LEsoil and
LEshrubs are higher and there is a trade-off between them as characterized by the dotted line
obtained from the regression on the largest 10% of the values. That is, LEshrubs increases as
LEsoil decreases. However, it is noteworthy that the high values of LEshrubs are larger than
the case when there is No HR. We also note that LEPP increases (larger boxes and stars)
as LEshrubs increases and LEeco is higher (darker green color) as a result. This is a result of
higher uptake of water by PP and shrubs (Figure 2.7, column 1 and 2). When we compare
the presence (boxes) and absence (stars) of litter in Figure 2.9a, we see that by reducing
the energy reaching the soil surface, the litter has the net effect of increasing LEshrubs. Also
the presence of litter enhances the fluxes LEPP and productivity for PP. These are further
exemplified in Figures 2.9b and 2.9c where the presence of litter results in higher latent heat
as captured by the points which trend upwards of the | : | line. This analysis establishes
that the trade-off in water use occurs in a way that benefits both the tall and understory
vegetation and facilitates increase in total ecosystem productivity. The role of litter layer in
nutrient cycling and its impact on ecosystem productivity is presently being studied.
Figure 2.10a shows the total net carbon assimilation An from the model and that re-
constructed from Blodgett observations for 2002. Comparison of model predictions in the
presence and absence of HR (see Figure 2.10b,c and d) capture the expected higher pro-
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ductivity of shrubs in the presence of HR. However, the dependence of shrubs on water
redistributed by PP trees is regulated by their root depth and therefore their capacity to
reach deeper layers. Due to the uncertainties in maximum shrub root depth during 2002
three different maximum shrub root depths, ranging from 60 to 140 cm, were analyzed (Fig-
ure 2.10b,c and d). For the 85 cm depth, the presence of HR results in an additional C
uptake of 2 mol/m2 in 2002 which comprises 28% of the net C uptake by the shrubs in that
year. For the case of 140 cm depth, the presence of HR results in an additional C uptake
of 0.9 mol/m2 in 2002 which comprises 13% of the net C uptake by the shrubs in that year.
As expected, the difference in net shrub productivity between HR and No HR is reduced as
the shrub root system becomes deeper. Although the differences in shrub C uptake in the
presence or absence of HR is small compared to the PP net uptake (∼ 45 mol/m2), these
numbers comprise an important fraction of the shrub budget at this stage.
2.4 Summary and Discussion
In this study we analyzed the roles of three potentially important ecohydrological processes
and their interactive effects. The three processes were hydraulic redistribution, the modula-
tion of soil fluxes by a litter layer, and hydraulic disconnection in the context of a single and
multi-species vegetation composition. Our goal was to disentangle the role of each of these
processes in root water uptake and vertical soil moisture distribution through a resolved
soil column, providing insight into the impacts on land-atmosphere energy partitioning and
carbon dioxide exchange. The Ameriflux site at the Blodget Forest in the Sierra Nevada
region of California provided an ideal setting to examine the impacts of these ecohydrologic
processes in a multi-species system forced by a Mediterranean climate, in which water plays
a dominant role in controlling ecosystem function.
Previous studies have indicated the potential for HR to enhance soil evaporation [Cald-
well et al., 1998], and numerical studies have shown the impact of HR in soil evaporation
[Lee et al., 2005, Wang, 2011]. These studies turn off HR in the near-surface layer during
dry periods. Although there is experimental evidence that fine roots die at low soil water
potentials and the response to drought is species and site specific [Espeleta et al., 2004],
the interaction between different variables such as wilting point, the presence or absence of
litter, hydraulic redistribution, and soil evaporation regulate the redistribution of water to
the surface which is a critical process that merits further study. To our knowledge these
interactions between the hydraulic redistribution of moisture through the soil system by
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roots, and soil evaporation (see Figures 2.4 and 2.5) have not been analyzed and quantified
in experimental or numerical studies. Our results show that as the summer progresses, the
available moisture at the soil surface decreases such that the soil potential in near-surface
layers drops below the water potential of the coincident roots. This potential gradient drives
the uplift of moisture from moister lower layers to the shallow soil layers through HL (Fig-
ures 2.6 and 2.7). This upward transport of moisture is nearly continuous in time during
extensive dry periods (Figure 2.7). Simulations conducted without HR show a reduction in
soil evaporation during these periods, indicating that HR supplies moisture to near surface
layers, which is then evaporated, effectively resulting in an enhanced loss of moisture from
the system. Previous simulations have focused mainly on transpiration and have neglected
soil evaporation [Amenu and Kumar, 2008, Mendel et al., 2002, Siqueira et al., 2008]. When
soil evaporation was not considered (results not shown) the results obtained by our sim-
ulations resembled the general dynamics of water uptake reported previously [Amenu and
Kumar, 2008].
In natural ecosystems, the presence of a litter layer affects energy and mass balance at the
surface [Ogee and Brunet, 2002, Park et al., 1998] with impacts on soil evaporation. Here
we introduced a litter layer above the soil column in the numerical model to analyze these
dynamics. The inclusion of a litter layer reduces the radiation flux reaching the soil surface,
thus reducing the soil evaporative demand. This reduces the potential gradient between
the soil and the roots which in turn decreases the eﬄux of moisture from the roots to the
soil (Figures 2.4 and 2.5). Despite the reduction in soil evaporation due to the existence of
a litter layer, HR moves moisture from deeper soil layers to shallow soil layers throughout
the summer months (Figure 2.6). It has been argued that this enhances fine root longevity
[Caldwell et al., 1998, Pregitzer et al., 1993] in those layers, resulting in enhanced moisture
uptake once precipitation recommences. It is also possible that higher moisture levels support
decomposition of organic matter [Caldwell et al., 1998, Caldwell and Richards, 1989, Dawson,
1993, Horton and Hart, 1998]) as well as facilitating nutrient mass transport and the diffusion
of ions in the soil [Caldwell and Manwaring, 1994, Nye and Tinker, 1977].
Under moisture stress plants seek to meet the transpirational water demand while avoiding
critical negative water potentials that may cause cavitation [Alder et al., 1996, Tyree and
Sperry, 1988]. When shrubs are present, the trigger for hydraulic fuse is dependent upon the
depth of the shrubs roots. Shallower shrubs roots prevent hydraulic disconnection as shown
in our results, but sensitivity studies showed that as the root density of shrubs go deeper,
the hydraulic fuse is triggered resulting in disconnection. Domec et al. [2004] found that the
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Figure 2.9: (a) Illustration of the trade-off between soil evaporation and shrub
transpiration. This trade-off is influenced by the presence of HR and litter. In the absence
of HR, soil evaporation fluxes are small (triangles). When HR is enabled, the presence of
litter damps the radiative energy reaching the soil (compare stars and boxes), thereby
reducing the soil evaporative demand and therefore reducing the eﬄux of water from the
roots to the near-surface soil. This enhances shrub transpiration. Larger symbols indicate
higher latent heat from ponderosa pine, and greener color indicates higher total vegetation
latent heat flux. The dotted red line is the regression line for the highest 10% of the values
showing the trade-off. The inset figure shows the relationship between daytime average
transpiration and photosynthetic CO2 assimilation. (b) Scatter plot of LE release by the
ponderosa pine in the presence and absence of litter. (c) Scatter plot of LE release by the
ponderosa pine and shrubs in the presence and absence of litter.
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presence of HR in two different tree species (ponderosa pine and Douglas fir) helps to mitigate
embolism because it sustains higher levels of soil water potential in shallow layers (20-30 cm).
However, under extreme stress, plants may develop specific strategies to reduce the hydraulic
connection with the soil [Caldwell et al., 1998, Espeleta et al., 2004], for example, death of
fine roots [Espeleta et al., 2004]. To explore the role of such strategies, we incorporated
hydraulic fuse as a threshold mechanism. When the hydraulic fuse is triggered there is a
sharp reduction in the latent heat flux during the middle of the summer and captures the
signature of the observed fluxes during this period when shrubs are not present. These
results demonstrate that the stomatal control on transpiration, or even standard approaches
to modeling root moisture uptake, may not be sufficient to accurately predict water fluxes
in protracted dry situations.
Figures 2.4, 2.5, 2.6 and 2.7 show only one scenario of hydraulic disconnection that corre-
sponds to a threshold ψTr = −1.5 MPa corresponding to a standard value for wilting point.
As mentioned in section 2.3, it is challenging to estimate a specific value of wilting point
for a particular place and species. When the threshold was established as ψTr = −2.2 MPa
(adopted in Rose et al. [2003]) hydraulic fuse does not occur if litter and HR are present.
However this threshold is exceeded if litter is absent. In the absence of litter and presence of
HR the daily average of soil water potential reaches ψ¯s = −3.8 MPa. Although there is an
uncertainty regarding the wilting point at the surface, the presence of litter has a significant
impact on the soil water potential on the surface, and therefore in triggering hydraulic fuse.
We believe that these results may have important implications for drought studies where
extended dry periods may have implication for root longevity, water uptake, and ecosystem
resilience.
Natural ecosystems are characterized by the coexistence of multiple vegetation species
which have different above- and below-ground structural and ecophysiological characteristics.
Several studies have pointed to the importance of HR in multi-species ecosystems [Brooks
et al., 2006, Dawson, 1993, Emerman and Dawson, 1996, Espeleta et al., 2004, Moreira et al.,
2003]. The inclusion of shrubs in the model modified the water uptake dynamics (Figure
2.7), by altering the water potential gradient in the vicinity of the shrub roots, resulting
in more water being redistributed to layers below the surface that contain the roots of the
shrubs while reducing that in the surface layer. The deeper root system of PP moves water
upward to shallower soil layers where it is utilized to satisfy the transpiration demand of the
shrubs throughout the summer (Figure 2.5). The shrubs in turn reduce the soil evaporative
demand during the day.
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Several previous studies have detected the presence of hydraulically redistributed water
by trees with deeper root systems in understory plants [Brooks et al., 2002, 2006, Dawson,
1993, Emerman and Dawson, 1996, Espeleta et al., 2004, Moreira et al., 2003]. Dawson [1993]
found that HR by overstory trees plays an important role in the water dynamics of understory
shrubs influencing their growth which is an indirect indicator of productivity. Similarly, Zou
et al. [2005] found that in some situations HR facilitates shrub performance in a subtropical
savanna composed of tree-shrubs communities. On the other hand Ludwig et al. [2004] found
that competition between plants reduces the facilitative effects of HR. Also Meinzer et al.
[2004] claimed that the extent to which HR benefits understory shrubs is regulated by the
water potential differences in the soil which is the mechanism that triggers HR. They indicate
that this mechanism may start at some point where water requirements have been reduced.
Furthermore, Emerman and Dawson [1996] found labeled water from HR in understory
species but the amount was relatively small which suggests that it is unlikely that this source
is causing an effect on shrub performance. The impact of hydraulically redistributed water
from overstory trees in understory vegetation is a complex phenomenon that may vary from
place to place. The model implemented here is a useful tool to analyze these interactions
between different vegetation types. The simulation results obtained in Blodgett suggest
that HR is an important mechanism facilitating shrub productivity throughout the long and
dry summer. However, the extent to which this mechanism impacts shrub productivity is
regulated by shrub root depth. The impact of HR in understory vegetation is stronger as
the understory root system is closer to the surface.
The results presented here are based on a numerical model designed to resolve a broad
range of physical and ecological functioning through the canopy-root-soil continuum [Amenu
and Kumar, 2008, Drewry et al., 2010a] in the spirit of exploring novel relationships [Kumar,
2011]. The simulations are based on the assumption of passive control on the flow of moisture
between the roots and soil driven only by potential gradients. In augmenting the MLCan
model with a litter layer and implementing the hydraulic disconnection phenomena, as well
as allowing for multiple species interactions, we have been able to confirm that each of these
processes plays an important role, at least under specific climatic conditions, in the eco-
hydrological functioning of a mixed-species Mediterranean system. This study has likewise
presented an attempt to represent multiple, interacting species in a detailed ecohydrological
model that represents the process of hydraulic redistribution. Our analysis has demonstrated
both competitive and mutualistic interactions between the two simulated species, and opens
the door to future studies that will further examine the hydrology and biogeochemistry of
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Figure 2.10: Illustration of the annual variation of carbon assimilation in the presence and
absence of HR in 2002. (a) Gross ecosystem productivity GEP. Daytime (7:00 a.m. to 7:00
p.m.) Net carbon assimilation by shrubs with maximum root depth equal to 60 cm (b), 85
cm (c) and 140 cm (d). The presence of HR enhances the net carbon assimilated by
shrubs. Top panel shows the LAI of ponderosa pine and shrubs.
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CHAPTER 3
ROLE OF CLIMATE AND SPECIES COMPOSITION ON HYDRAULIC
REDISTRIBUTION
3.1 Introduction
Plant roots are complex systems that uptake water and nutrients necessary for the plant
to perform different metabolic activities such as photosynthesis. The ability of plant roots
to meet this demand allows vegetation, the major form of life on the planet, to function.
Besides sustaining the above-ground demand, the uptake of water by plant roots regulates the
distribution of moisture in the subsurface which influences several below-ground processes.
The uptake of moisture by plant roots is therefore a critical process that influences water,
energy and biogeochemical cycles at different scales. In this study we use a numerical model
to analyze different factors that regulate the uptake of moisture by plant roots.
The role of the root system as a water and nutrient supply to the plant is well known
[Passioura, 1988, Tyree and Zimmermann, 2002]. In recent decades there has also been an
increasing amount of evidence that plant roots release moisture back into the soil [Caldwell
et al., 1998, Mooney et al., 1980]. This mechanism seems to be driven by water potential
gradients that occur in the soil. Through this process, plant roots are able to transport
moisture from wet regions to dry regions in the subsurface. This phenomenon has been
observed in the horizontal [Brooks et al., 2002], downward [Burgess et al., 1998, Hultine et al.,
2003], and upward [Caldwell and Richards, 1989, Emerman and Dawson, 1996] directions,
and has been termed hydraulic redistribution (HR) [Burgess et al., 1998, 2001, 2000, Hultine
et al., 2003, 2004].
Previous studies have analyzed the role of water uptake and HR in different ecosystem
dynamics. Numerical and empirical experiments have demonstrated the role of HR in en-
hancing transpiration [Amenu and Kumar, 2008, Ryel et al., 2002, Scott et al., 2008] and
net productivity [Dawson, 1993, Quijano et al., 2012]. It has additionally been recognized
that HR may mediate ecological functions [Caldwell et al., 1998] such as species interactions
[Dawson, 1993, Querejeta et al., 2007, Quijano et al., 2012, Wang and Bras, 2011] or soil
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microbial dynamics [Egerton-Warburton et al., 2008, Querejeta et al., 2007, 2003]. Also,
the impact of HR on soil moisture may influence biogeochemical processes by modifying
decomposition and mineralization rates [Aanderud and Richards, 2009, Armas et al., 2011,
de Kroon et al., 1998, McCulley et al., 2004, Quijano et al., 2013].
Although HR is recognized as a critical process that may impact several dynamics at
various scales and has been observed in an wide domain of plants species and climates
[Caldwell et al., 1998, Neumann and Cardon, 2012, Prieto et al., 2012], there is still high
uncertainty regarding the magnitudes of the fluxes released by plants through HR. HR is
believed to to occur passively, driven by gradients in water potential. Therefore it is likely
that rainfall and energy inputs are the main processes that impact HR fluxes. Although HR
has been recorded in sites with clear precipitation seasonality, there are no experimental or
numerical approaches that examine the role of climate on the magnitude of HR. Additionally,
several other physiological variables related to plant roots such as the hydraulic conductivities
regulate the magnitude of these fluxes. A recent review study [Neumann and Cardon, 2012]
on the magnitude of HR fluxes revealed the inconsistencies between fluxes obtained from
experiments (∼ 0.04 to 1.3 mm day−1)and fluxes obtained from models (∼ 0.1 to 3.23
mm day−1). According to this study, differing factors influenced numerical simulations and
experiments. One advantage of the modeling approach is the implementation of several
numerical models at widely varying sites. However, the experiments did not cover the full
annual spectrum, missing periods where HR could potentially be important. Experimental
methods have been unable to capture reliable measurements of hydraulic lift at points near
the surface and hydraulic descent in deep soil horizons.
In Chapter 2 we have explored the role of HR to mediate interactions between different
species and impact the surface energy balance and productivity of the ecosystem. We an-
alyzed these dynamics in Blodgett Ameriflux Site which is located in the Sierra Nevada,
California. In this chapter we now focus in the analysis of the most important factors that
regulate the magnitude of HR fluxes such as climate, root hydraulic conductivities, and the
composition of different species. In this analysis we include three Ameriflux Sites that have
different species composition and experience different climates. We use the same numerical
model for three Ameriflux Sites and implement a common parameterization of root hydraulic
conductivities based on experimental information. This approach allows us to compare the
dynamics of HR fluxes across ecosystems that are subject to different climatological condi-
tions.
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3.2 Methods
3.2.1 Model
In this study we use Multi-Species MLCan model for the simulation of the ecohydrological
dynamics. This model is described in detail in Appendix A. In addition we parameterize
root hydraulic conductivities by scaling root measurements of hydraulic conductivities at a
single root to the entire root system (see Appendix D Section 1).
3.2.2 Study Sites
The simulations are performed using forcing data from three Fluxnet sites that exhibit
different seasonal dynamics of rainfall and incoming energy. The three sites are Blodgett
Ameriflux Site in California (US), Tapajo´s Km 67 in Para (Brazil), and Harvard Forest in
massachusetts (US). These sites are briefly described below.
(i) Blodgett Ameriflux Site:
This site is located in the Sierra Nevada near Georgetown, CA, USA, at 1315 above the
sea level. The mean annual precipitation is around 1200 mm. The site is characterized by a
mediterranean climate with wet winters and dry long summers that may last up to 5 months.
More details about this site were presented in Chapter 2 or can be obtained from previous
publications such as Fisher et al. [2005], Goldstein et al. [2000], Quijano et al. [2012].
The sierra nevada mountains in the area close to Blodgett presents a vegetation composed
by a variety of different understory and overstory species. However the Blodgett Ameri-
flux site is located over a controlled area of ponderosa pine (Pinus ponderosa L.) trees that
were planted in 1990. Therefore the ecosystem in this site is dominated by ponderosa pine
trees and two major understory shrubs Arctostaphylos manzanita (Mazanita) and Ceonothus
cordulatus (Ceanothus) [Misson et al., 2005]. The simulations performed in this study are
implemented with two PFTs: (1) Understory shrubs, and (2) Overstory Ponderosa Pine
Trees.
(ii) Tapajo´s KM67 Mature Forest Ameriflux Site:
This site is located on the Tapajo´s National Forest, 50 to 150 km south of the city of San-
tarm, Para, Brazil. The mean annual temperature is 25 ◦C and the mean annual precipitation
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is 1920 mm with a recognized dry season of 5 months between July and November where the
average monthly precipitation is lower than 100 mm. The reduction in precipitation during
the dry season impacts other climatic variables such as global radiation, temperature, and
humidity, and therefore it generates a strong seasonal variation at this site. In addition,
this site, as most of the Amazon basin, is affected by El Nio Southern Oscillation (ENSO).
Although the impact of ENSO may vary from once occurrence to the next, at some point it
could reduce considerably the amount of precipitation at this site [Saleska et al., 2003, Silver
et al., 2000].
Although three main eddy covariance towers operate in the Santare´m-Tapajo´s region, for
the simulations performed in this study we only use data from KM67 because it represents
the measurements over the most unaltered forest which is classified as primary [Clark, 1996].
The site is composed of many different plant species with an uneven age distribution and
the presence of some emergent trees [Hutyra et al., 2007]. Although there is a high plant
biodiversity, previous studies have recognized some main plant functional groups in this site
based on life form, species distribution and within canopy profile [Domingues et al., 2007].
According to these studies there are four main functional groups: (1) over-story trees, (2)
over-story Lianas, (3) mid canopy tree and (4) understory tree. In this study we perform the
numerical simulations considering these same functional groups. However in order to facili-
tate numerical simulations we combined the two over-story PFT (Lianas and Trees) in one.
We use available specific ecohysiological and structural information within each functional
group from previous publications [Carswell et al., 2000, Domingues et al., 2007].
(iii) Harvard Forest Ameriflux Site:
This site is located 110 km west of Boston, MA, USA. According to Urbanski et al. [2007]
this is the eddy covariance site with the longest running records in the world. The mean
annual temperature is 6.5 ◦C. The mean annual precipitation is about 1000 mm and it is
distributed more homogeneously throughout the year than the other two sites described
above.
The forest is about 70 years old, the canopy height is close to 23 m and the stand is
composed of several deciduous and conifer species. Deciduous species are dominant and
represents about 70% of the total basal area. The simulations performed in this study
were implemented using three main functional groups, (1) deciduous, (2) conifers, and (3)
under-story plants [Bassow and Bazzaz, 1997, Richardson et al., 2009].
The availability of detailed information from these Ameriflux sites allows us to perform
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Figure 3.1: Normalized root and leaf area distributions for each PFT at all the three sites
analyzed in this study. These distributions were calculated with available information
gathered from different sources. The black lines show the distributions implemented in the
bulk simulation. The Appendix D shows in more detail the parameters used in this study
to calculate these distributions.
numerical simulations using the Multi Species MLCan model. Each site exhibits different
rainfall and incoming radiation patterns, in addition to distinct compositions of natural
PFTs. Therefore, we believe that numerical simulations at these three sites represents a good
experiment to analyze the effect of different variables on the HR fluxes and transpiration
in a variety of natural ecosystems. Figure 3.1 shows normalized distributions of roots and
leaf area distribution (LAD) in each PFT used in this study. It can be observed that the
understory and overstory PFTs allocate roots and leaves closer to the surface than overstory
PFTs. It can also be noted that canopy heights and root depths vary between the three
sites.
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3.2.3 Simulation Period
For each site, we base our simulation period on the three years with the best available
Ameriflux Towers records that allow us to extract reliable forcing data and validate latent
heat (LE) fluxes. The years selected in Blodgett and Tapajo´s are 2002, 2003, and 2004. In
Harvard Forest the years selected were 2004, 2005, and 2006. All the simulations performed
are initialized with soil moisture and temperature values from a spin up process performed
one year before the simulations.
3.3 Results and Analysis
3.3.1 Validation of Latent Heat Fluxes
Figure 3.2 shows the fluxes of LE during the simulation’s period for the three sites as de-
scribed above. The LE fluxes from the model simulation match the main diurnal pattern and
the daily totals throughout the year recorded at the Ameriflux Towers. The seasonal pattern
is clearly apparent in Blodgett and Harvard Forest. Note that the LE fluxes in Blodgett are
considerably higher than those in Harvard Forest. In Blodgett, the summer season is dry
and the incoming short wave (SW) radiation is much higher than that of Harvard Forest.
The availability of hydraulically redistributed water helps to support the high transpiration
demand. Contrastingly, the LE in Tapajo´s display a tropical imprint pattern with more
homogeneously distributed fluxes throughout the year.
3.3.2 Seasonal Patterns of Water Uptake
Figure 3.3 shows the fluxes of transpiration and hydraulic redistribution during the simu-
lation period for the three sites. The fluxes in this figure are presented for all the PFTs
in different colors. As expected, the fluxes of transpiration follow the same dynamics as
observed in Figure 3.2.
In Blodgett, the highest fluxes of LE are from PP trees. Although the leaf area index (LAI)
in the understory shrubs is higher than 1 during the summer period, shrubs are shaded by
PP trees and therefore receive less direct SW radiation. The Mediterranean climate in
Blodgett creates a strong seasonality, with a long dry period during the summer season.
This dry period coincides with the time at which plants are able to perform photosynthesis
57
0100
200
300
0
5
10
15
0
100
200
300
LE
 [W
 m
−2
]
0
5
10
15
LE
 [M
J s
−1
 m
−2
]
0 5 10 15 20
0
100
200
300
Time [hour]
FEB MAY AUG NOV FEB MAY AUG NOV
0
5
10
15
Time[Month]
(d)(a)
(b)
(c) (f)
(e)
Model
Data
Harvard Forest
Tapajos
Blodgett
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and transpire more water. During this time the role of deep roots in reaching deep wet layers
is critical. During this dry period plant roots redistribute moisture upwards (hydraulic lift,
HL). These fluxes can be observed in Figure 3.3c in which HR fluxes are dominant during
the summer period. The rainfall season starts around october when transpiration is reduced.
The first month of the rainy season is associated with a prominent flux of HR (Figure 3.3c).
When the first rainfall event occurs, it creates significant gradients in water potential in
the soil that induces redistribution of moisture to deeper dry layers in the soil (hydraulic
descent, HD). However, after a couple of months of rainfall and low transpiration fluxes,
the gradients in water potential in the soil column are reduced and the HR fluxes become
negligible. Note that the HR fluxes between February and April are considerably low. As
expected, the HR fluxes are higher in the PP trees compared to shrubs because they have
deeper root systems. The HR fluxes between June and January can reach up to 2 mm d−1
on average. However, for the rest of the year the magnitude is much lower (< 0.1mm d−1)
resulting in annual average of about 0.82 mm d−1.
The transpirational fluxes in Tapajo´s (Figure 3.2e) are distributed more homogeneously
than in Blodgett and Harvard Forest. However, there is a mild seasonality with transpira-
tional fluxes that are slightly higher during the dry season. During the rainy season, clouds
reduce the incoming SW radiation (as can be observed in the right panels in Figure 3.2e),
constraining the LE fluxes. The highest fluxes of transpiration in Tapajo´s are from the upper
canopy trees. Although LAI is higher for the mid-canopy trees, the amount of radiation that
is absorbed is lower.
The pattern of HR fluxes in Tapajo´s (Figure 3.3) shows a strong seasonality due to a similar
mechanism as that observed in Blodgett. During the high transpiration period between June
and November, rainfall is scarce and therefore moisture is redistributed towards the surface
from deeper layers (HL). Similarly to Blodgett, the first events of the rainy season are
associated with high HR fluxes (Figure 3.3d) due to redistribution of moisture from the
surface to deeper layers (HD). In contrast to Blodgett, in Tapajo´s, transpirational fluxes
are present throughout the year. This pattern accentuates the water potential gradients
and increases the HR fluxes. During certain periods the fluxes of HR in Tapajo´s reach a
magnitude of over than 4 mm d−1. However, as mentioned above, the HR seasonality is strong
and the mean annual magnitude of HR is about 1.9 mm d−1. The redistribution fluxes are
mostly controlled by the mid canopy and the upper story trees. Although Lianas transpire
a significant amount of water, the fluxes of HR are lower in comparison to midcanopy and
upper canopy trees because Lianas have lower effective root hydraulic conductivities due
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to lower basal area and LAI (see Appendix D). Although transpiration is an important
driving factor in HR, HR fluxes are also mediated by other variables such as root hydraulic
conductivities.
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Figure 3.3g shows the LE fluxes in Harvard Forest. The difference in LE fluxes bewteen
Blodgett and Harvard Forest can be most clearly observed when Figure 3.3g is compared
with Figure 3.3a. As expected, the LE fluxes are more prominent in the deciduous plants
since their LAI is significantly higher. Also, the more homogeneous distribution of rainfall
throughout the year in Harvard Forest can be observed in the top panel of Figure 3.3. Both
the low transpirational fluxes and the lack of rainfall seasonality hinder HR fluxes in Harvard
Forest. Figure 3.3i shows the HR fluxes in Harvard Forest. It can be seen that HR fluxes
are negligible throughout the year with a mean daily value lower than 0.05 mm d−1.
The rainfall seasonality enhances water potential gradients in the soil. However, the
magnitude of transpiration is also an important factor that enhances soil water potential
gradients and HR fluxes. Since transpiration is regulated by the incoming SW radiation, the
seasonal distribution of SW radiation is an important climatic variable that affects the fluxes
of HR. The role of incoming SW radiation on HR fluxes can be observed when Blodgett and
Tapajo´s are compared. The incoming SW radiation at Tapajo´s allows for a more stable
production of LE that induces higher fluxes of HR. This suggests that regardless of the
amount of rainfall, a more seasonal distribution of SW radiation will enhance HR fluxes.
3.3.3 Strong Water Potential Gradients at the Surface
Previous numerical simulations have shown that during dry periods the water potential at
the soil surface can become extremely low. Low water potential at the surface magnifies the
gradient between the roots and the soil and therefore enhances HL fluxes. There is no resolved
conclusion on how plant roots will react to this situation. Most experimental studies measure
water potential or soil moisture by implementing thermocoupled psychrometers or soil water
content sensors. However, the use of these sensors in locations close to the soil surface is
unreliable because of high sensitivity to temperature. Although different corrections have
been suggested [Brown and Bartos, 1982], still there is high uncertainty, and few studies have
installed probes at shallower than 15 cm depths [Domec et al., 2010, Smart et al., 2005].
Numerical studies facing this issue have opted to not include the top layer of fine roots
[Lee et al., 2005], assuming that fine roots in the top surface would die under extremely
dry conditions. However, the available empirical information regarding the response of fine
roots to dry conditions is still inconclusive. Some studies suggest that during dry conditions,
fine roots could release moisture and HR could actually enhance the survival or prolong the
life of roots [Espeleta et al., 2004, Valizadeh et al., 2003]. Although there is a not a clear
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understanding of this process, the most plausible hypothesis is that a reduction of hydraulic
conductivity between the soil and the roots is caused by many factors such as root shrinkage,
curvature of water menisci, and high salt concentration which tends to reduce the rhizosphere
conductivity [Vetterlein and Marschner, 1993].
Quijano et al. [2012] noted that the presence of a litter layer over the soil damps the
radiative energy reaching the surface and reduces the water potential gradient. Litter layer
over the soil are ubiquitous in natural ecosystems and likely play a role in the HR flux
resultant. In this study, all simulations were performed with the presence of a litter layer
of 3 cm over the soil column. This is a good estimate for all three ecosystems analyzed. In
addition, the fine roots in the topmost layer of 2.5 cm are assumed dead following the same
approach as previous models Lee et al. [2005].
To test this assumption, we perform a sensitivity analysis of the roots in the near surface.
The red star symbols in Figures 3.3c,f and i show the total magnitude of HR if the fine roots
in the top 2 cm of the soil are considered active. It can be observed that there is a strong
impact at Blodgett. The presence of fine roots in this top layer would induce a higher HR
flux during the summer period. High fluxes of SW combined with a lower LAI than Tapajo´s
and Harvard Forest allow a significant amount of radiation to reach the soil surface and
create a strong water potential gradient between the roots and the soil even in the presence
of a litter layer [Quijano et al., 2012]. On the other hand the impact of active fine roots
in the top 2.5 cm is negligible in Tapajo´s. In Tapajo´s, a high LAI damps the incoming
energy. In addition, the incoming SW is distributed homogeneously throughout the year
and never reaches the values experienced at Blodgett during the summer season. Therefore,
the presence of a litter layer in Tapajo´s will be enough to avoid a strong release of water
during dry periods. Similarly, the inclusion of fine roots in the top 2.5 cm in Harvard Forest
does not induce a difference in HR fluxes. In Harvard Forest, the fluxes of HR are low, the
LAI is high and the incoming SW radiation is damped by clouds during the summer season.
High HR fluxes in top soil layers may be underestimated. According to Quijano et al.
[2012] HR can result in significant differences in carbon and nitrogen cycling. However, the
simulations presented in this study show they become relevant only in ecosystems where
strong radiative energy reaches the surface during dry periods.
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3.3.4 Plant Species Composition
The presence of different coexisting and interacting species is ubiquitous in natural ecosys-
tems. Inter-species interactions impacts the dynamics of water and energy. The inherent
complexity of interactions poses a challenge in ecosystem analysis. In this study, we use
PFTs as a proxy to species diversity. Although this assumption omits important species
that are found in natural ecosystems, it is useful to simplify the problem and analyze how
the presence of different plant groups with characteristic properties impacts the fluxes of
mass and energy.
The simulation results displayed in Figure 3.3 are performed under the presence of several
PFTs. The PFTs considered in each site were described in section 3.2.2. In order to observe
the impact of the interaction between coexisting PFT, we perform additional simulations
with a single compound species (bulk simulation) instead of individual PFTs. The bulk
simulation is performed by adding the total LAI and considering the total basal area of the
ecosystem as only one single species. This results in a unique PFT having the total LAI
and root hydraulic conductivity capacities from all the PFTs combined. The distribution of
below-ground roots and above-ground leaves in the bulk simulation is computed by perform-
ing a linear weighted average of the distribution present in each species. The linear weighted
average is performed according to the respective LAI in each PFT. Figure 3.1 shows the
distribution of roots and LAI used in the bulk simulation. Using the same approach, the
photosynthetic parameters (Vcmax and Jmax), the stomatal conductance parameters (g,m),
and the response to dry conditions in the soil (sf ,Ψf ) are averaged according to the LAI
(see Appendix D, Tables 1 and 2).
Black circles in Figures 3.3 a,d and g represent the fluxes of transpiration obtained for the
simulation performed with single compound species (bulk simulation). Note that transpi-
rational fluxes under the bulk simulation (black points in Figure 3.3a,d an g) are different
than the fluxes obtained when the simulations are performed with coexisting PFTs. This
difference suggests that the coexistence of different PFTs and their interactions impact the
ultimate transpirational fluxes. In Blodgett and Tapajo´s the presence of different PFTs re-
sults in a net higher transpiration flux from the ecosystem. In contrast in Harvard Forest the
presence of different species decreases the fluxes of transpiration. In Harvard Forest the two
most important PFTs considered (Deciduous and Evergreen) have the same root distribu-
tions while in Tapajo´s and Blodgett the PFTs have different root distributions. This suggests
the presence of similar PFTs enhances the competitive dynamics and causes a reduction in
transpiration.
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Figures 3.3 c, f, and i show the HR fluxes at each site. The black circles in this figure
shows the total HR that obtained under the bulk simulation. In Blodgett and Tapajo´s the
bulk simulation results in higher HR fluxes. This difference is more prominent in Tapajo´s
where the coexistence of several species results in significantly higher HR fluxes. According
to these simulations, the coexistence of several PFTs with different structural properties
enhances HR fluxes. During nighttime periods the fluxes of HR from one PFT can enhance
the fluxes of HR in the other PFTs, generating a positive feedback.
In a multi-species ecosystem, different species interact to compete for and facilitate re-
sources. It is important to quantify these interactions. Figure 3.4 shows the fluxes of HR
and transpiration in Blodgett and Harvard under different overstory scenarios . The green
bars show the fluxes in the understory if all the PFTs are present (the same as in Figure
3.3). The open bars show the fluxes in the understory if the overstory PFT were not present,
and the red and blue circles show the fluxes in the understory if the overstory were present
but unable perform HR.
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As expected, the absence of overstory PFTs induces a much larger transpirational flux
from the understory. This occurs because there is a higher flux of incoming SW radiation
to the understory and because the absence of overstory species allows understory to more
freely use the water resources from the soil. In the end, the absence of overstory enhances
productivity in the understory (not shown). This outcome is expected and has been ob-
served in experimental studies such as Ludwig et al. [2004] over wooded savanna ecosystems
composed of trees and grasses.
The most relevant scientific question is not whether the presence or absence of overstory en-
hances the understory productivity species since is evident that absence of overstory species
results in more availability of resources to understory species. Instead, the more important
question is whether mechanisms such as HR enhance the dynamics of these species when
they coexist. Overstory species facilitate moisture through HR to the understory. During
dry periods this facilitation can enhance transpiration and productivity in the understory.
Figures 3.4a and c show that absence of HR in the overstory may result in higher transpira-
tional fluxes in the understory during the dry season and a facilitation in productivity (not
shown). This phenomenon was reported in Quijano et al. [2012] and is regulated by the
root depth of understory species. Enhancement through HR is expected to be higher under
severe droughts during which availability of moisture in shallower layers is scarce.
Note that absence of HR in the overstory species results in higher fluxes of HR by the
understory (red and blue circles, Figures 3.4b and d). When overstory species redistribute
moisture through HR, the gradients in water potential in shallower layers are reduced. This
reduction hinders the HR flux by understory species. Conversely, in the absence of HR from
the overstory, the gradients in water potential along the understory roots are higher, and
therefore, understory HR is enhanced.
3.3.5 Root Hydraulic Conductivities
The capacity of roots to uptake and transport moisture is a main factor that impacts several
ecohydrological processes. Different physiological properties influence the ability of roots to
transport moisture. In this study and other modeling and experimental approaches [Amenu
and Kumar, 2008, Huang and Nobel, 1994, Mendel et al., 2002] these properties are incorpo-
rated in terms of radial and axial conductivities that represent the ability of roots to uptake
and transport water, respectively. In this study we calculate the entire root system capacity
to uptake and transport moisture using available measurements of root specific hydraulic
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Figure 3.5: Effect of specific root axial hydraulic conductivity on the fluxes of transpiration
and hydraulic redistribution.
conductivities (conductivities per unit root area) that have been determined for isolated
roots and scaled here to the entire root system. We assume that all the roots and all the
PFTs in the ecoystem have the same specific conductivities. In this section we explore the
role of these conductivities in regulating the fluxes of water.
Specific Root Axial Conductivity
Figure 3.5 shows the influence of the specific root axial conductivity Ksax on the water
fluxes for each site. As expected the conductivities influence transpiration fluxes. However,
the impact varies in each site. In Blodgett the influence of Ksax is stronger than in Tapajo´s
and Harvard Forest. Blodgett experiences a mediterranean climate, so the role of deep roots
is critical during the summer period. Although Tapajo´s also relies on deep roots and the
moisture transport by the roots is important, transpiration fluxes are more homogeneously
distributed throughout the year. In addition, the dry period is not as strong as that of
Blodgett. Therefore, the impact of Ksax is weaker in Tapajo´s compared to Blodgett (Figures
3.5 a,c). In Harvard Forest the effect of Ksax is negligible (Figures 3.5 c). In Harvard Forest,
rainfall is more evenly distributed during the year and the transpirational fluxes are lower.
These patterns result in a lower dependency of Ksax on transpiration.
A similar pattern is observed for HR fluxes. In Tapajo´s and Harvard Forest, the fluxes
of HR are reduced for decreased Ksax. However, in Harvard Forest the reduction of Ksax
may induce a slight increment in HR fluxes (Figure 3.5f). Low values of Ksax in Harvard
Forest enhance the gradients in water potential because water uptake preferentially occurs
68
at shallower layers, increasing the water potential gradient in the soil.
Although the effect of Ksax on transpiration and HR is similar, there are some relevant
differences in the main patterns that should be noted. Reduction of Ksax in Tapajo´s and
Blodgett results in lower fluxes of both transpiration and HR. However, the impact on HR
is more prominent (Figures 3.5 a,b). In addition, the impact of Ksax on transpiration follows
the same pattern in all the PFTs while the impact on HR fluxes is stronger for the deep
rooted PFT (Compare the reduction in each PFT between Figures 3.5 a,c and Figures 3.5
b,d). In Harvard Forest the effect of Ksax is only evident in the HR fluxes (Figure 3.5 e,f),
since it does not affect the transpiration values.
Specific Root Radial Conductivity
Figure 3.6 shows the effect of the specific root radial conductivity on transpiration and
HR. The pattern observed at all the three sites is consistent. Reduction of Ksrad decreases
transpiration and HR fluxes. Similar to the effect of reducing Ksax, the effect of reducing
Ksrad is significantly more prominent in HR fluxes than transpiration. For instance, note
that reduction in Ksrad from 10
−7 to 10−8 [m3H2OMPa
−1s−1m−2root,sa] considerably reduces the
fluxes of HR (Figures 3.6b,d) but it does not cause a strong reduction of transpirational
fluxes (Figures 3.6a,c).
The differences between HR and transpiration are even more noticeable as Ksrad increases.
There is a threshold at which transpiration reaches a peak and incrementally increasing Ksrad
ceases to increase transpiration. At this point transpiration is not water limited. Instead
other variables such as energy, or physiological controls such as stomatal conductance limit
the transpirational fluxes. In contrast to the effect of Ksrad on transpiration, increments in
Ksrad are always associated to higher HR fluxes even at very high values of Ksrad. Further-
more, this phenomenon also occurs in Harvard Forest where the gradients in water potential
in the soil are not as prominent. In Harvard Forest, HR fluxes increases significantly when
Ksrad values are equal to 10
−8 [m3H2OMPa
−1s−1m−2root,sa].
Prominent HR fluxes induced by high conductivity values are only evident in the radial
case (Ksrad). It seems that at high values of both radial and axial conductivities, the former
is the limiting factor regulating the fluxes of HR.
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Figure 3.6: Effect of specific root radial hydraulic conductivity on the fluxes of
transpiration and hydraulic redistribution
3.3.6 Amount of Precipitation
Precipitation is by far the most important flux of water to ecosystems and therefore is likely
an important factor that influences transpiration and HR. In this section, we discuss a sen-
sitivity analysis of precipitation amount on water fluxes. We perform numerical simulations
using different values of mean annual precipitation. Each simulation is performed over 10
years. Inter-annual and intra-annual precipitation dynamics where made proportional to
those observed in the Ameriflux towers but they were scaled to match the desired mean pre-
cipitation. Since fewer than 10 years of data were available at Tapajo´s, we repeat sequences
to obtain 10 years of data. Although the amount of precipitation would impact productivity,
ecosystem dynamics, and LAI, it is challenging to predict the LAI for each precipitation con-
dition. Therefore, we assume the current LAI (Figure 3.3) for all the precipitation scenarios
and analyze the impact of precipitation under such LAI.
Water availability limits productivity in several ecosystems around the world [Fay, 2009].
In these cases, transpiration is regulated by precipitation. In energy limited ecosystems,
productivity is not limited by water availability and increments in precipitation will not
result in higher transpirational fluxes. This behavior can be observed in Figures 3.7 a,c, and
f. In these figures, transpiration increases with precipitation. However, there exists a point
where the system is no longer water limited and further increments in precipitation do not
cause increments in transpiration.
The role of precipitation on HR is unknown. According to Neumann and Cardon [2012]
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HR has been reported for different ranges of precipitation and there is no direct relationship
between the magnitude of HR fluxes and annual precipitation. Figures 3.7 b,d, and e show
the fluxes of total annual HR for different values of mean annual precipitation. It is possible
to recognize a bell shape pattern where HR peakes at a particular value of mean annual
precipitation. At low precipitation, the availability of water reduces and HR flux decreases.
At high precipitation values, the magnitude of HR is also reduced. High precipitation creates
an excess of moisture that reduces water potential gradients in the soil, causing a reduction
of HR. At both very high and very low precipitation, HR converges to zero.
According to Figures 3.7b,d, and f, the highest fluxes of HR under a given LAI occur at
a precipitation value below that at which the maximum transpiration is reached (Figures
3.7 b,d, and f). This pattern is present in all three sites analyzed in this study. However,
different mean annual precipitations may induce differences in the vegetation structure (LAI,
Ksrad and Ksax) and function which is not considered here and may affect the results shown
in Figure 3.7.
3.4 Summary and Discussion
We examined the role of climate in HR fluxes though analysis of three ecosystems that
exhibit different climatic conditions and vegetation composition. The simulations show that
seasonality in precipitation and incoming SW radiation (effect on transpiration) are the most
relevant variables that regulate the gradients in water potential in the soil. According to the
simulations, the interplay between these two variables impacts the magnitude of HR fluxes.
The model shows significant differences in the HR fluxes between the three sites. Specifically,
in Harvard Forest the fluxes were much lower due to an homogeneous distribution of rainfall
throughout the year. The HR fluxes in Blodgett and Tapajo´s also showed a significant
variation throughout the year following the rainfall seasonality and transpirational fluxes.
The simulations performed in this study included different coexisting PFTs. However, we
also run the simulations with a single bulk PFT generated by the combinations of all PFTs.
The bulk simulation was performed using a linear weighted average of the parameters of each
species and adding the LAI and basal area. The results obtained from the bulk simulation
demonstrate different transpirational fluxes than the simulations performed in the presence
of several PFTs. These results suggest the role that plant species composition may play in
transpirational fluxes. There could be a set of parameters for a bulk simulation that matches
the transpirational fluxes of different species. However, it is not a simple weighted averaged.
71
Additionally, the presence of different PFTs results in higher fluxes of HR than the bulk
simulation. Different PFTs redistributing moisture simultaneously enhances the fluxes of
HR. We believe that such dynamics could be relevant in the simulation of ecohydrological
processes.
In this study we analyze the effect of specific root hydraulic conductivities on the fluxes of
HR and transpiration. We explore different magnitudes of specific root radial conductivities
Ksax and specific root axial conductivities Ksrad. The simulation results show that both
conductivities impact the fluxes of transpiration and HR. However, HR was more sensitive
to these conductivities than transpiration. Specifically HR was strongly influenced by Ksrad.
At high values of Ksrad, incremental increases in Ksrad result in higher fluxes of HR, but not
of transpiration. Therefore the values of Ksrad (also Ksax) selected for the simulations may
significantly impact the fluxes of HR. Similar parameters to Ksrad and Ksax can be found
in other models. For instance in the model developed by Ryel et al. [2002], the radial flow
is controlled by the maximum radial conductance CRT and a parameter c that reduces this
conductance based on specific conditions. The computation of such conductivities regulates
the net flux of HR. The discrepancy between models and experiments in the HR flux can
be attributed to this conductivities. In this study we compute conductivities by performing
a bottom-up scaling from isolated root measurements. However, more reliable estimates of
root conductivities must be developed in coming years to capture more realistic patterns of
HR fluxes with modeling.
Although the seasonal pattern of precipitation impacts the HR fluxes, the impact of mean
annual precipitation on HR was unclear. We analyzed the response of HR under different
mean annual precipitation values. We found that mean annual precipitation does affect
HR. However, the pattern is different than the pattern observed for transpiration. The re-
sponse of HR to different mean precipitation levels is a bell shape with the tails approaching
zero at extremely high or extremely low mean annual precipitation. HR reaches a peak
at a precipitation level between these values. However, this HR peak does not match the
point of maximum transpiration. In addition, the pattern observed is different for transpi-
ration. Instead of a bell curve transpiration is asymptotically increasing. Our analyses of
conductivities and mean annual precipitation suggest that transpirational fluxes and HR are
not directly correlated and increase (decrease) transpiration does not necessarily imply an
increase (decrease) in HR [Neumann and Cardon, 2012].
In this study, we attempted to examine different factors that influence transpiration and
HR fluxes. We considered climate, plant species composition, and root conductivities. We
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Figure 3.7: Effect of mean annual precipitation on the fluxes of transpiration and hydraulic
redistribution
selected three different Ameriflux sites under natural forest that are exposed to different cli-
matic conditions. Although our simulations are controlled by parameters that may be sub-
jective, we made an effort to gather all the available information from previous experimental
studies at these Ameriflux Sites. In addition we calculated the root hydraulic conductivities
using a bottom up approach with clear assumptions and applied the same criteria to all the
sites and PFTs. Therefore, we believe that the results from this study provide important
insights into factors that regulate the fluxes of transpiration and HR in natural ecosystems.
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CHAPTER 4
PASSIVE REGULATION OF SOIL BIOGEOCHEMICAL CYCLING BY ROOT WATER
TRANSPORT
4.1 Introduction
1 Plant root systems provide the pathway for moisture uptake required by above-ground veg-
etation, and therefore are a critical component of the terrestrial hydrologic cycle. In addition
to water uptake, the ability of plant roots to passively transport moisture throughout the
soil column following water potential gradients has been widely observed and is generally
referred to as Hydraulic Redistribution (HR) [Amenu and Kumar, 2008, Burgess et al., 1998,
2001, 2000, Quijano et al., 2012]. Three main types of redistribution have been observed: (i)
hydraulic lift (HL) where water is transported upward from wet deep to dry shallow layers
[Dawson, 1993, Espeleta et al., 2004, Ishikawa and Bledsoe, 2000, Ludwig et al., 2003], (ii)
hydraulic descent (HD) where water is transported downward from shallow wet layers to deep
dry layers [Burgess et al., 1998, Hultine et al., 2003, Schulze et al., 1998, Smith et al., 1999],
and (iii) lateral redistribution (LD) where water is transported horizontally from patches
of wet to dry soil [Brooks et al., 2002, 2006, Nadezhdina et al., 2010]. The importance of
characteristics such as root biomass distribution, and associated processes such as HR in
subsurface moisture dynamics has led to several studies that have analyzed the role of plant
roots in regulating soil-moisture patterns and associated impacts on vegetation water and
energy balances as well as ecosystem productivity [Amenu and Kumar, 2008, Brooks et al.,
2002, Quijano et al., 2012, Ryel et al., 2002, Scott et al., 2008]. However, the potential
influence of HR on below-ground biogeochemical cycling of carbon and nitrogen has been
suggested [Caldwell et al., 1998, Caldwell and Richards, 1989, Dawson, 1993, Hawkins et al.,
2009, Horton and Hart, 1998, Jackson et al., 2000, Liste and White, 2008, Richrads and
Caldwell, 1987] and is the focus of the present work using a modeling approach.
Water uptake and HR regulate the distribution of soil-moisture at the ground surface,
1This chapter is under review as: Quijano, J.C., P. Kumar, D. Drewry. Passive regulation of soil
biogeochemical cycling by root water uptake. Water Resources Research, submitted February 2013
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influencing the release of latent heat from the soil (soil evaporation) [Quijano et al., 2012],
and the surface energy balance. As a result, the input of heat into the ground and the near
surface soil-temperature is also regulated by root functioning. Soil- moisture and temperature
affect the biochemical reactions and microbial activity in the soil [Kieft et al., 1993, Lundquist
et al., 1999, Sylvia et al., 2005, Zogg et al., 1997], influencing processes such as decomposition
of organic matter and nutrient mineralization [Ka¨tterer et al., 1998, Manzoni and Porporato,
2009]. On the other hand the availability of soil moisture impacts the transport of ions in
the subsurface. Higher soil moisture enhances diffusion of ions in the soil [Caldwell and
Manwaring, 1994, Nye and Tinker, 1977], and soil moisture fluxes induced by gradients in
water potential can carry soluble ions such as nitrate (NO−3 ) and dissolved organic carbon.
Furthermore the redistribution of moisture to dry layers can increase the life span of fine
roots [Caldwell et al., 1998, Matzner and Richards, 1996] extending the period of plant
nutrient uptake during dry seasons.
de Kroon et al. [1998] observed NO−3 translocation by the root systems of carex flacca.
Nitrate translocation was more prominent where the NO−3 concentration gradient and water
potential gradient were in the same direction. McCulley et al. [2004] observed a high avail-
ability of several nutrients (particularly P, Ca2+, Mg2+) at deeper layers which explain the
presence of deep roots in arid and semiarid ecosystems and propose HD as a mechanism that
facilitates the formation of this pool. Aanderud and Richards [2009] studied the role of HR
in decomposition rates in a field experiment with two different shrub species, Artemisia and
Sarcobatus. They observed higher decomposition rates under the presence of HR. In a recent
experiment with Buffalo grass, Armas et al. [2011] observed higher rates of organic matter
decomposition and mineralization of nitrogen in the presence of HL. They also observed that
the presence of HL enhanced plant nitrogen uptake.
Other experimental studies have shown indirect influence of HR by its capacity to prolong
root and microbial activity. Matzner and Richards [1996] ran an experiment with Artemisia
tridentata to analyze the role of HL in enhancing phosphorus and nitrogen uptake. They
found that HL plays an important role because it maintains higher levels of soil water
potential enhancing root longevity. The influence of HL to increase root longevity during
dry periods, together with the capacity of Artemisia tridentata to uptake nutrients under
low water potentials, allow this species to sustain a stable uptake of phosphorus and nitrogen
during the dry period. Querejeta et al. [2007, 2003] and Egerton-Warburton et al. [2008]
observed that the presence of HL enhances mycorrhiza fungi function during dry periods.
Egerton-Warburton et al. [2008] observed that eﬄux of HL from mycorrhizal hyphae in
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seedlings of Quercus agrigolia enhanced soil processes such as bacterial growth and soil
enzyme activity. In a field experiment with Ponderosa Pine, common mycorrhizal networks
connecting different plants were found to transport HL water, enhancing the survival of
shallow rooted plants during drought Warren et al. [2008].
In this study, we use a detailed muti-species process-based numerical model of the coupled
canopy-root-soil systems [Quijano et al., 2012] to examine the interplay between HR and
multiple plant species that coexist, and analyze how this interplay influence the carbon and
nitrogen dynamics throughout the vertical soil column. Specifically, we address the following
questions: (i) What is the influence of HR on soil carbon decomposition and how does it
influences the long term concentration and distribution of carbon in the soil column? (ii)
How does the presence of different species composition influence the impact of HR on the
carbon dynamics? (iii) what is the influence of HR on the the long term concentration,
distribution, and fluxes of mineral nitrogen (nitrate NO−3 and ammonium NH
+
4 ) in the soil
column? and (iv) how does the presence of multiple vegetation species composition influence
the impact of HR on the nitrogen dynamics? A list of all symbols used is included in the
Appendix E.1.
4.2 Methods
4.2.1 Model Formulation
In order to capture the interactions between different plant species that coexist we use
a multi-species model presented in Quijano et al. [2012] which was an extension of the
multi-layer canopy-root-soil system model (MLCan) presented in Drewry et al. [2010a,b].
In this study we further extend this multi-species model to include carbon and nitrogen
dynamics drawing upon and extending the framework initially proposed by Porporato et al.
[2003], see also [D’Odorico et al., 2003, Manzoni and Porporato, 2007]. The multi-species
model simulates the ecohydrological dynamics in the presence of several vegetation species
that share common resources such as below-ground soil-moisture or above-ground incident
radiation. Co-existing species can have different ecophysiological and structural features that
result in different abilities to exploit the common resource.
Above-ground, the model solves the longwave and shortwave radiation regimes for each
layer of the canopy using a compound leaf area distribution (LAD). The compound LAD is
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computed as a linear sum of the LAD of each vegetation species in each layer. The absorbed
radiation for each species is then computed as the fraction that species contributes to the
compound LAD at each layer. The model then solves the energy balance for all the different
canopy layers for each species independently as a function of this absorbed energy. Through
this approach the model is able to predict photosynthetic carbon uptake, and latent and
sensible heat exchange with the atmosphere for each of the species considered.
Below-ground each species can exploit different parts of the soil column as a function
of their unique rooting depths and root biomass distributions. Hydraulic redistribution is
represented using a coupled set of differential equations [Amenu and Kumar, 2008] that de-
scribes moisture flow through the root system as a function of uptake capacity and potential
gradients in the coupled soil-plant system. This framework allows us to simulate the presence
of different species sharing the same soil column, effectively allowing for competitive or mu-
tualistic interactions. The model simulates the effect of dry conditions in water uptake and
water release (HR) by reducing the radial conductivity of the root system. This reduction is
simulated by the implementation of a fine root conductivity loss function (FRCL) (Appendix
E Section 1). We believe that this model, therefore, provides an effective tool with which to
analyze the hydrological controls on sub-surface carbon and nitrogen dynamics when more
than one species coexist and share resources.
The C-N model simulates the main processes that control the carbon and nitrogen dy-
namics in the soil, such as decomposition, mineralization, immobilization, nitrification, water
uptake and leaching using equations based on mass balance and C:N ratios [Manzoni and
Porporato, 2007, Porporato et al., 2003]. In this study we extend this initial framework to
include multiple soil layers, the effect of soil temperature on decomposition and the vertical
flux of carbon from bioturbation. Figure 4.1 shows a schematic representation of this model
which includes the coupling between the multi-species MLCan and the C-N model. In this
approach roots from different plant species share both soil-moisture and soil mineral nitro-
gen (NO−3 and NH
+
4 ) resources. This approach captures both facilitative and competitive
interactions between plant species as influenced by HR.
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Figure 4.1: Schematic representation of the coupling between the multi-species MLCan
model and the C:N model. Above-ground the radiative energy coming from the sun is
absorbed by each species according to their leaf area distributions. In addition, each
species has different eco-physiological properties resulting in distinct transpiration fluxes.
Below-ground the same pools of water and mineral nitrogen are shared by all the species.
The uptake of water and mineral nitrogen in the soil is computed independently for each
species as a function of the distribution of fine roots.
The bioturbation model allows for the transport of organic matter from the litter layer to
horizon O and deeper horizons in the soil column. This is simulated using a diffusive process
where the flux of organic carbon is proportional to the vertical carbon concentration gradient
[Braakhekke et al., 2011, Dam et al., 1997, Elzein and Balesdent, 1995, Kaste et al., 2007].
Figure 1 in the Appendix E shows a schematic representation of the vertical carbon fluxes
in the soil system, including bioturbation and the model equations are given in Appendix E
(Section 2).
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4.2.2 Simulation Scenarios
The simulations are run with data from Blodgett Forrest Research Station and Blodgett
Ameriflux site located in the Sierra Nevada near Georgetown, California. This site is charac-
terized by wet winters and dry summers, typical of a Mediterranean climate. More details of
site characteristics and Ameriflux data are presented in Fisher et al. [2005], Goldstein et al.
[2000], Panek [2004], Quijano et al. [2012], Xu and Qi [2001] and Misson et al. [2004, 2006].
Although there is evidence that natural vegetation at this location is composed of a variety
of understory and overstory species [Fisher et al., 2005, Stephens and Moghaddas, 2005],
for the simulations performed in this study we only consider the most dominant vegetation
types: (i) Pinus Ponderosa (hereafter PP) and (ii) understory shrubs (herafter shrubs) which
are composed by two dominant species Arctostaphylos manzanita (hereafter manzanita) and
Ceanothus Cordulatus (hereafter ceanothus).
To test the hypothesis that HR will result in differences in soil carbon and nitrogen cy-
cling, and therefore modify the long-term accumulation of organic and mineral pools, we
perform simulations for 500 years and analyze the equilibrium dynamics of soil hydrological
and biogeochemical processes. The four different scenarios considered in this study are (I)
Presence of PP and shrubs with HR, (II) Presence of PP and shrubs without HR, (III)
Presence of only PP with HR, and (IV) Presence of only PP without HR.
4.2.3 Data Description
Since Ameriflux data is available for only a limited period (2000-2006) and the carbon and
nitrogen dynamics evolve over a much longer time scale, the forcing used in our study is
derived from a stochastic weather generator [Ivanov et al., 2007] parameterized using the
observed Ameriflux data.
Figure 4.2 shows the ensemble of 500 unique years of daily rainfall, annual cumulative
rainfall, daily air temperature, daily global radiation, and daily incoming longwave radiation.
The mediterranean climate at this site is characterized by the out-of-phase rainfall and
global radiation (also air temperature) throughout the year. The weather generation is
performed for each year independently and does not consider inter-annual correlation. The
same ensemble (and sequence) of atmospheric forcing (shown in Figure 4.2) is used for the
simulations performed for all four scenarios.
Other variables needed to run the model include species composition, leaf area index
(LAI), foliage specific carbon leaf area index (SCLA), foliar C:N ratios, and ecohydrological
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parameters. These variables were assumed to exhibit the same intra-annual behavior for
all the years of simulation. Within the year variability of these parameters were obtained
from measurements made at the Blodgett Forest. In addition we also assume that the soil
structure (thickness of the different horizons) remains constant in time.
Table D.2 displays a list of the most relevant parameters and the values implemented in
this study. The details of the input data used in this model are briefly presented below.
LAI: Figure 4.3a shows the seasonal dynamics of PP and shrub LAI. LAI was constructed
using previous studies and available measurements that have been collected at the Blodgett
site [Bouvier-Brown, 2008, Goldstein et al., 2000, Misson et al., 2005].
C:N ratios: The foliage C:N ratio varies seasonally throughout the year. Figure 4.3b
shows the seasonal dynamics of the C:N ratio of the foliage for each species considered [Mis-
son et al., 2005]. Ceanothus has the smallest C:N ratio because of its symbiotic fixation of
nitrogen [Misson et al., 2005]. The C:N ratio in PP and manzanita are similar in magnitude
but out of phase. The C:N ratio for manzanita and ceanothus is weighted using the corre-
sponding LAI to calculate the net shrubs C:N ratio. We assume that the fine root C:N ratio
is the same as that of the the foliage. Figure 4.3b also shows the critical C:N ratio, (C:N)cr,
which is the maximum C:N ratio required in the organic matter at which microorganisms
can sustain decomposition without immobilizing mineral nitrogen from the soil and is de-
fined as the ratio between the C:N ratio in the microbial pool, (C:Nb), and the fraction of
decomposed organic matter that goes into respiration, rr
(
(C:N)cr = (C : N)b/rr
)
[Manzoni
and Porporato, 2007]. It can be observed that for half of the year the foliage C:N ratio of PP
is observed to be below (C:N)cr. However the C:N in the soil is lower than the (C:N)cr for
the entire year and, therefore, the system is under a net mineralization regime throughout
the year.
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Figure 4.2: Annual time series of atmospheric variables used to force MLCan
eco-hydrological model used to conduct the simulations. Variables including daily
precipitation (a), annual cumulated precipitation (b), air temperature (c), global radiation
(d) and incoming long-wave radiation (e) were stochastically generated. Each figure
displays an ensemble of 500 years of generated data. The realization in black corresponds
to the observed variables at the Blodgett Ameriflux site in year 2001.
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Figure 4.3: Annual time series of biogeochemical variables observed in Blodgett Forest such
as (a) leaf area index (LAI), (b) C:N foliar ratio and (c) annual cumulative above-ground
input of carbon to the soil (Appendix E, Section 3). This information is used to forced the
biogeochemical C:N model. In this study we assume that the time series of LAI, plant C:N
ratios and carbon input in the soil is the same for all the simulated years. This figure
shows the time series for manzanita and ceanothus shrubs individually. However the
simulations are performed considering all the shrubs as a one group where manzanita and
ceanothus are integrated by using a representative set of parameters and a combined LAI.
Panel (d) shows the fine root conductivity loss (FRCL) function for different ages of PP
trees according to Domec et al. [2004]. In this study we use the fitted line for old trees that
is displayed. FRCL of 100 % corresponds to no loss in conductivity.
Carbon Input: Figure 4.3c shows the annual cumulative input of organic carbon to the
soil from above-ground foliage deposition. These values are calculated using the available
information on seasonal variation of LAI (Figure 4.3a), specific carbon leaf area (SCLA)
[Misson et al., 2006], and foliar C:N ratios in PP and shrubs (Figure 4.3b). The equations
used to compute the above-ground loss of foliage are given in Appendix E (Section 3).
Soil Horizon Structure: Black and Harden [1995] analyzed the organic matter com-
position and thickness of the litter layer and horizons O, A1 and A2 for ecosystems with
different ages at the Blodgett Forest site. As expected the soil structure changes with time
in Blodgett. The main difference is observed in the thickness of the litter layer and the
thickness of the organic horizon. We use a representative structure with a litter layer of 4
cm and a organic horizon of 2 cm that are fixed in time. This structure represents an old
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growth ecosystem (Black and Harden [1995]).
Fine Roots Near the Surface: The presence of fine roots in the near surface zone
is a critical variable that impacts the energy and water balance at the surface [Quijano
et al., 2012]. Previous studies at Blodgett reported no evidence of fine roots in the litter
layer and organic horizon [Walker et al., 2010]. Thus, in the simulations performed in this
study we assume absence of fine roots in either of these two layers. Walker et al. [2010]
reported the presence of fine roots in horizon A at Blodgett. However the dry conditions
during the summer could trigger death of fine roots located in horizon A, which could be a
mechanism to reduce the hydraulic conductivity with the soil and avoid the loss of water to
soil evaporation [Espeleta et al., 2004, Quijano et al., 2012]. We simulate the response of fine
roots to dry conditions using a function that considers fine root conductivity loss (FRCL),
Figure 4.3d, Appendix E, Section 1). The same FRCL function was implemented for both
PP and shrubs.
Initial Conditions for carbon and nitrogen pools: The initial concentrations of car-
bon in the organic matter pool (Cs) and the microbial biomass pool (Cb) were established
according to available information observed and reconstructed in Blodgett Forest for the
entire soil column (Appendix E, Section 4). Figure (4.4) shows the Blodgett Forest observa-
tions [Bird and Torn, 2006, Black and Harden, 1995] and the profiles reconstructed using an
exponential model for vertical variation based on available data from other locations [Fierer
et al., 2003, Jobba´gy and Jackson, 2000]. Due to high uncertainty in the available records
of NO−3 and NH
+
4 at Blodgett we decided to set the initial concentrations in these pools to
zero and perform the analysis once these pools reach equilibrium.
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Figure 4.4: Initial conditions in the vertical distribution of (a) soil carbon in the organic
matter Cs, and (b) soil carbon in the microbial biomass Cb. These profiles were derived
from a combination of data collected at the Blodgett Forest (stars) and detailed profiles of
Cs and Cb from other sites [Fierer et al., 2003, Jobba´gy and Jackson, 2000]
.
4.3 Results and Analysis
4.3.1 Moisture and Temperature Dynamics in the Soil Column
Long and pronounced dry periods, such as those observed in Blodgett during summer, en-
hance the occurrence of strong gradients in water potential between the dry surface and
deeper wet layers. The presence of a litter layer above the soil and the response of fine roots
to dry conditions such as fine root conductivity loss are mechanisms that may prevent the
loss of moisture from the roots to the soil destined to feed soil evaporation under extreme dry
conditions [Espeleta et al., 2004]. A litter layer helps reduce considerably the eﬄux of water
from the root to the soil under such situations and prevents root-soil hydraulic disconnection
[Quijano et al., 2012]. However, even in the presence of litter there is a flux of moisture from
the roots which enhances soil evaporation [Quijano et al., 2012].
In the simulations performed under the no HR case (scenarios II and IV) we imposed
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a complete hydraulic disconnection between the soil and the roots by setting the radial
conductivity of the root system to zero (FRCL=1) whenever ψroot > ψsoil. This condition
satisfies the no water flux from the roots to the soil following the definition of No-HR and
has been implemented in previous studies to perform the No-HR simulations [Amenu and
Kumar, 2008, Quijano et al., 2012].
Figure 4.5 shows the FRCL for the topmost mineral soil layer located in horizon A1 (below
horizon O). This figure shows the ensemble of FRCL for all the 500 years of simulation
with dark line corresponding to year 100 which has been selected arbitrarily for illustration.
Figures 4.5a,b show the FRCL function for HR and No-HR ,respectively, in the presence of
shrubs (scenarios I and II). Figures 4.5c and d show the results for the case when shrubs are
not present (scenarios III and IV). It can be seen that the hydraulic loss patterns differ in
the HR and No-HR cases. When HR is present (Figures 4.5a and c), fine roots undergo a
strong reduction in conductivity only during the summer period. The ensemble also shows
that there is a considerable year to year variability as a result of variation in atmospheric
forcing. In the absence of HR there is a total hydraulic conductivity loss (FRCL=1) during
the sumer period that manifests after rainfall ceases at the beginning of the summer. In
winter the FRCL function is characterized by fluctuations between one and zero that follows
the rainfall patterns and the availability of moisture at the surface.
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As observed in Figures 4.5a and c, in the presence of HR, FRCL never reaches 1. Although
the uptake (or release) of moisture is reduced considerably there is a continuous flux of
moisture between the soil and the roots. Furthermore it can be observed that FRCL is
consistently higher in the presence of shrubs. This is because the presence of shrubs involves
a more aggressive water uptake from plants in the shallow soils that accelerates the reduction
of soil-moisture at the surface and therefore the impact fine root water potential.
Understanding the fine root dynamics at the top of horizon A described above helps us
examine in more detail the energy balance in the soil profile. Figure 4.6 shows the fluxes
of moisture, and states of temperature and moisture in the shallow soil (horizon O, A1 and
A2) during the summer period.
The absence of fine roots in the organic horizon results in no water uptake or release in this
horizon. There is a prominent release of water from the roots to the soil in the top 2-5 cm
of horizon A1. The release of moisture in this thin layer is higher than the release that takes
place in the 5-10 cm domain. This pattern is observed both in the presence and absence
of shrubs and is induced by the higher water potential gradients that occur between the
root and the soil which tend to increase toward the surface due to the evaporative demand.
The eﬄux of water enhances the availability of moisture in these layers and supports soil-
evaporation. Figure 4.6b shows higher levels of soil-moisture in the HR case for all the
depths displayed. Increases in soil evaporation during the summer reduces ground heat flux,
and surface and subsurface temperature. Therefore, the immediate result of No-HR is an
increase in the soil-temperature (See Figure 4.6c) where mean soil-temperature in the No-HR
case is consistently higher). Therefore the net effect from the HR is a cooling effect with a
reduction in soil ground heat flux.
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When shrubs are absent (Figure 4.6d,e and f) lower LAI values allow higher radiative
energy to reach the soil. Although the amount of water released in the 2-5 cm of soil is
similar in the absence and presence of shrubs, the net root uptake of moisture is higher when
shrubs are present. In the presence of shrubs there is a higher plant water demand and fine
root biomass that compete with soil evaporation for available water in the soil. Therefore,
in the absence of shrubs HR enhances more soil evaporation compared with the case when
shrubs are not present. As a result the cooling effect caused by HR is more prominent in
the absence of shrubs.
The magnitude of the net release and uptake fluxes of moisture from plant roots at deeper
layers (5-30 cm) are consistently higher in the presence of shrubs, which is expected due
to gradients created from the large demand of water by the shallow rooted plants [Quijano
et al., 2012].
These differences in moisture and temperature stated between HR and No-HR and the
presence and absence of shrubs affect the carbon and nitrogen dynamics as discussed below.
4.3.2 Steady State Analysis of Carbon Dynamics
The net impact of HR on organic matter decomposition can be explained as an interaction
between soil-moisture and soil-temperature. This is conceptualized in the form of a simple
product between fD(ψ) and fD(T ) which are the net effects of soil water potential and soil
temperature on organic matter decomposition respectively (Appendix E). Similarly, the net
effect of HR in organic matter decomposition is represented by two main mechanisms: (i)
redistribution of water in the soil column that enhances soil moisture in horizon A1 during
the summer period and therefore enhances the organic matter decomposition in horizons O
and A1 where concentrations of organic carbon are the highest; and, (ii) HR diminishes the
ground heat flux and therefore reduces the temperature in the soil column (a cooling effect)
resulting in a net decrement of organic matter decomposition.
Figures (4.7a, b) show the long term annual decomposition rates of organic carbon (DEC)
from the total soil column. The inset plots in Figures 4.7a, b show in more detail the first
30 years of simulation. During this transient period, both HR (blue) and No-HR (red)
simulations diverge from the same initial conditions. For example, in the presence of shrubs
it can be observed (inset in Figure 4.7a) that from year 1 to year 17 the decomposition
rates are higher when HR is active. The enhancement in soil-moisture at the top of horizon
A1 overcomes the cooling effect when HR is active resulting in higher decomposition rates.
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However, different decomposition rates impact the mass balance of carbon differently and
after 17 years, the soil organic carbon pools (Cs) diverge from the same initial condition
and become different (Cs,HR < Cs,No−HR). Higher carbon content when HR is not active
enhances decomposition in the following years. Thus, decomposition rates during years
18 to 23 become higher when HR is not active (inset in Figure 4.7a). In the long term
decomposition rates when HR is active (blue curves in Figure 4.7a and b) or not (red curves
in Figure 4.7a and b) fluctuate around the same mean.
Figures 4.7c, d show the dynamics of total Cs in the entire soil column. In the presence
of shrubs (Figure 4.7c) the total Cs diverges from an initial condition of 22 kg/m
2. In the
long term it oscillates around a mean value close to 26.8 kg/m2. The same dynamics are
observed in the phase-space plot displayed in Figure 4.7e. On the other hand, Figures 4.7b,
d, f show the same information but in this case the simulations are performed in the absence
of shrubs. As expected, Cs converges to a lower value in the absence of shrubs fluctuating
around a mean close to 23.2 kg/m2.
The dashed lines in Figures 4.7c, d represents the percentage difference in Cs between
HR and No-HR, calculated as ∆Cs = [(Cs,HR −Cs,No−HR)/Cs,HR]× 100%. In the presence of
shrubs (Figures 4.7c) this difference oscillates below zero with a mean value of ∆Cs = −1.1%
which suggest that there is a slighly higher accumulation of carbon in the absence of HR.
Therefore HR has a slightly net positive effect on decomposition that results in a lower
carbon content. Although the difference is small, it suggest that the net enhancement of
soil-moisture in horizon A1 during the summer period overcomes the cooling effect when HR
is active.
In the absence of shrubs there is a positive accumulation of carbon when HR is active
(Figure 4.7d) with a mean ∆Cs = +1.9%. In this case, the decomposition is higher when
HR is not active which suggest that the cooling effect is overcoming the enhancement due
to moisture in horizon A1. As shown in section 4.3.1, the differences in soil evaporation
and soil temperature when the simulations are performed with HR or without HR are more
prominent in the absence of shrubs. These results suggest that the impact of the cooling
effect translated as the difference in decomposition of organic matter between the simulations
performed with HR and without HR is more prominent in the absence of shrubs. Lower LAI
and lower plant transpirational demand in the absence of shrubs results in a higher soil
evaporation water demand that enhances the cooling effect from HR. Therefore, in very
dense canopies the impact of the cooling effect from HR may become insignificant even
during periods of high global radiation. If the cooling effect becomes insignificant the only
90
! "!! #!! $!! %!! &!!
!
$!!
'!!
(!!
"#!!
!
"
#
$%
#
&'
!
(
)
*+,-
! "! #! $!
!
#!!
%!!
'!!
)!!
! "!! #!! $!! %!! &!!
!
$!!
'!!
(!!
"#!!
*+,-
!
"
#
$%
#
&'
!
(
)
*
*
+
,
*-.
+
,
*/0!-.
!*+
,
*12*03*+
,
-.4
! "! #! $!
!
#!!
%!!
'!!
)!!
55*678*9:;<=, >7?@*55
A6B A=B
0 100 200 300 400 500
22
24
26
28
Cs
[k
gC
 m
−2
]
Year
−6
−2
0
2
6
!
 C
s [
%
]
22 23 24 25 26 27 28 29
22
23
24
25
26
27
28
29
Cs
i+
1[k
gC
 m
−2
]
Csi[kgC m
−2]
−500 0 500
O
A1
A2
B1
B2
C
>2.3 m
0 100 200 300 400 500
22
24
26
28
Cs
[k
gC
 m
−2
]
Year
−6
−2
0
2
6
!
 C
s [
%
]
22 23 24 25 26 27 28 29
22
23
24
25
26
27
28
29
Cs
i+
1[k
gC
 m
−2
]
Csi[kgC m
−2]
−500 0 500
O
A1
A2
B1
B2
C
>2.3 m
0 500 1000 1500
O
A1
A2
B1
B2
C
>2.3 m
0 500 1000 1500
O
A1
A2
B1
B2
C
>2.3 m
 (CsHR−CsNHR)[g m
−2] (CsHR−CsNHR)[g m
−2]
 (Csshrubs−CsNo shrubs)[gm
−2]  (Csshrubs−CsNo shrubs)[gm
−2]
(c) (d)
(f)(e)
Figure 4.7: Long term dynamics of carbon in the soil organic matter. Top panels ((a) and
(b)) display the long-term simulation results of soil decomposition in [gC m−2]. Middle
panels ((c) and (d)) show the long term simulation results of carbon in the soil organic
matter Cs in [kgC m
−2]. Bottom panels ((e) and (f)) displays the phase-space of carbon in
the organic matter (Cs,i+1,Cs,i) in [kgC m
−2]. The inlet figures in grey color on the bottom
panels show the mean carbon differences in Cs between HR and No-HR at each horizon.
Similarly the inlet figures in blue and red color on the bottom panels show the mean carbon
differences in Cs between the simulations when shrubs are present or absent. The blue and
red colors in the figure reflect the simulations in the presence or absence of HR respectively.
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effect of HR on decomposition of organic carbon is only moisture dependent.
The presence of HR also influences the distribution of Cs in the soil column. HL eﬄux to
horizon A1 during the summer period and HD eﬄux to horizon C1 during winter periods
enhance decomposition in these horizons. Deeper layers (> 2.3 m) see a lower mean annual
soil moisture in the presence of HR as a result of decreased drainage [Amenu and Kumar,
2008] (this is discussed further in section 4.3.3). The inset plots in grey colors in Figures
4.7e,f show the mean differences in Cs for each horizon. The presence of HR results in lower
Cs in horizons O, A1, and C. There is a higher accumulation of Cs at depth greater than 2.3
m. In deep horizons the input of organic matter as well as the rates of decomposition and
mineralization are much lower compared to the surface. In the long term these horizons may
play a role, particularly when we compare the simulations between HR and No HR (Figures
4.7e, f).
The inset plots in blue (HR) and red (No-HR) in Figures 4.7e,f show the difference in
Cs in the presence and absence of shrubs (Cs,shrubs − Cs,No shrubs). The most prominent
difference occurs in horizon A1. Also note that the differences are notably higher in the
No-HR case. The net difference in soil temperature between the simulations performed with
and without HR are stronger when shrubs are absent because the impact of the cooling effect
is more prominent. Higher differences in soil temperature results also in higher differences
in decomposition between HR and No-HR cases.
The magnitude of the cooling effect produced by HR is regulated by the presence and
functioning of fine roots at the surface. The results displayed in Figure 4.7 were simulated
using the soil structure described in section 4.2 with no fine roots in the litter layer and no
fine roots in horizon O. Figure 4.8 shows a sensitivity analysis comparing the simulations for
different locations of fine roots. The simulations in green color were performed by assuming
the presence of fine roots in the organic horizon, while the simulations in yellow assume
that there are no fine roots either in the organic horizon or in the top 3 cm of horizon A1.
When shrubs are present (Figure 4.8a), fine roots located in the organic horizon enhance the
cooling effect when HR is active. Therefore, it produces a negative effect on decomposition
throughout the soil column resulting in a considerable accumulation of Cs with a mean
annual ∆Cs = +8.2%. The absence of fine roots in the top 3 cm of horizon A1 reduces
considerably the cooling effect and the net impact of HR on decomposition is only due to
redistribution of moisture in the soil column. The reduction of the cooling effect creates a
net positive effect on decomposition when HR is active and this results in a lower Cs in the
long term with a mean annual ∆Cs = −3.5%.
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Figure 4.8: Sensitivity analysis on fine root functioning and presence at the top surface.
Three different simulations are compared (i) In grey color: no fine roots in horizon O and
fine roots present in horizon A1 (as observed in available information documented at
Blodgett Forest), (ii) In green color: fine roots present in horizon O and fine roots present
in horizon A1, (iii) In yelow color: no fine roots present in horizon O and no fine roots
present in top 3 cm of horizon A1. The top panels show the results for the long-term
percentage difference in carbon accumulation between the presence and absence of HR.
This difference is defined as ∆C =
Cs,HR−Cs,No−HR
Cs,HR
. The bottom panels show the mean carbon
percentage difference ∆C for each horizon for each of the three simulations considered.
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Figure 4.8b displays the sensitivity analysis in the absence of shrubs. As mentioned before,
in the absence of shrubs the impact of the cooling effect by HR is more prominent and
consequently the difference in carbon content with and without HR (∆Cs) is higher in the
absence of shrubs. The sensitivity analysis in the absence of shrubs shows that for the case
when fine roots are located in the horizon O there is a mean annual ∆Cs = +9.7%. On
the other hand, the absence of fine roots at the top of horizon A1 results in a mean annual
∆Cs = −2.5%.
Bottom panels in Figure 4.8 show mean percentage difference in ∆Cs, for each horizon
in the soil. The results displayed in these panels suggest that the cooling effect regulated
by the presence or absence of fine roots in horizon O and horizon A1 impact the long term
accumulation of carbon in the entire soil column. The results in Figure 4.8 suggest that fine
roots and their interplay with HR have important implications on the soil carbon cycle not
only by their biomass contribution [Jackson et al., 1997, Richter et al., 1999] but also by
their control on the energy and moisture dynamics at the surface. Figure 4.9a, c shows the
annual cycle for soil-temperature at 5 cm and heterotrophic respiration from the entire soil
column (Figure 4.9b and d). Numerical simulations of temperature show a good agreement
most of the year except in the late summer where the model overestimates. However, we
note that the model temperature corresponds to average values over the canopy footprint
while the observation was recorded from a single point measurement during years 2000-2005.
According to the results presented in this section, the net annual decomposition (also
the heterotrophic respiration) at equilibrium is similar between the simulations performed
with and without HR (Figure 4.7a,b). However, at equilibrium the content of carbon in the
soil varies between the simulations performed with and without HR (Figures 4.7 and 4.8),
and these dynamics depend on the presence and absence of shrubs and are highly sensitive
to the location and functioning of fine roots in the surface. The inter-annual patterns of
decomposition (also heterotrophic respiration) at equilibrium are consistently different when
the simulations are performed with and without HR. Figure 4.9 shows the inter-annual fluxes
of heterotrophic respiration for the scenarios when shrubs are present (Figure 4.9b) and
absent (Figure 4.9d). During the dry summer period the heterotrophic respiration is higher
when HR is active (blue curves in Figure 4.9b,d). However, heterotrophic respiration is higher
in the rest of the year for the simulations without HR (red curves). These differences are
more prominent in the presence of shrubs (Figure 4.9b) because there is a higher amount of
fine roots in shallow layers that enhances the redistribution of moisture to horizon A1 and the
impact of the cooling effect is less strong in the presence of shrubs. These processes allow the
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Figure 4.9: Panels (a) and (c) show the simulation of soil-temperature at 5 cm, and panels
(b) and (d) show the simulation of soil respiration. The uppermost panel show the
simulations of precipitation and global radiation. The pattern of global radiation is
observed in the temperature and heterotrophic respiration plots. Lighter lines in (a), (b),
(c) and (d) shows the ensemble of simulations results during years 250 to 500. On the other
hand, the thicker lines represent the average over all these years of simulation.
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simulations with HR to have a considerable higher heterotrophic respiration (decomposition)
during the summer dry period compared with the simulations performed without HR.
4.3.3 Steady State Analysis of Nitrogen Dynamics
The dynamics of nitrogen in the subsurface includes mineralization, immobilization, nitrifi-
cation and leaching, and is tightly coupled to subsurface carbon cycling [D’Odorico et al.,
2003, Manzoni and Porporato, 2007, Porporato et al., 2003]. In this section we examine
how HR and the presence or absence of shrubs impact the fluxes of mineral nitrogen (NH+4 ,
NO+3 ).
The uptake by plant roots is the most important flux that depletes the mineral nitrogen
from the soil and, therefore it plays an important role in the mass balance of nitrogen in
the soil. In this study the uptake of mineral nitrogen by plant roots is simulated by the
consideration of two main mechanisms of nitrogen uptake: (i) uptake of mineral ions that
are brought toward the roots with the water flux (passive uptake), and (ii) uptake of mineral
ions that are brought toward the roots by a diffusion pathway in the soil (active or diffuse
uptake, [Porporato et al., 2003]). The passive uptake flux is computed as the advective flux
of mineral nitrogen that is transported by the transpirational current. On the other hand
the active uptake is computed according to the capacity of roots per unit of dry biomass to
uptake mineral nitrogen from a diffusive pathway, Ffactor (Table D.2) which is based on the
initial approach of Porporato et al. [2003] and modified here in the light of a multi-layer and
multi-species framework. The equations used to simulate these processes are described in
more detail in the Appendix E(Section 2).
Figure 4.10 shows the mean annual water and NO−3 fluxes, and NO
−
3 concentration in
different horizons. The uptake of water is enhanced in the presence of HR (blue lines in
Figure 4.10). Similarly, the presence of shrubs enhances the uptake of water because they
increase the transpirational demand. As a result the lowest mean water drainage from all the
different scenarios considered occurs in the presence of shrubs and when HR is active. The
fluxes of mineral nitrogen, particularly NO−3 , are coupled with those of moisture. However
the highest uptake of NO−3 occurs in horizon A1 while the highest uptake of water occurs
from the deepest layers. During the dry summer period this ecosystem sustains a high
transpiration rate that relies on deep root water uptake [Quijano et al., 2012] . However
plant roots are able to uptake NO−3 from the soil by a diffusive pathway (active) even during
periods of low soil moisture and no water uptake. The highest allocation of roots occurs in
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shallow horizons and therefore the highest uptake of NO−3 takes place from these horizons by
an active uptake. These results show the relevance of the active uptake of NO−3 in ecosystems
experiencing long and prolonged dry periods such as Blodgett.
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Figure 4.10: Dynamics of water and NO−3 uptake in the presence and absence of shrubs.
The variables displayed are mean annual NO−3 uptake, mean annual NO
−
3 concentration
and mean annual water uptake. The box plots show the summary for all the simulations
performed between years 250 and 500 which is considered a period where steady solutions
have been already reached. Top (a) and middle (b) panels shows the simulation results for
the case when both species, PP and shrubs, coexist. The top panel (a) shows the uptake of
NO−3 and water by only PP while the middle panel displays the uptake of NO
−
3 and water
only by shrubs. The bottom panel (c) shows the simulation results in the absence of
shrubs (PP being the only species).
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Although the active mechanism plays a critical role in the net uptake of mineral nitrogen,
the passive mechanism is also important. The NO−3 concentration in the soil column (Figure
4.10) is highest at the top in horizon A1. This is expected since mineralization occurs mostly
in horizon A1 and the input of mineral nitrogen from atmospheric deposition is allocated to
horizon O. However, there are some differences in the distribution of the NO−3 concentration
between the simulations performed with (blue boxes) and without (red boxes) HR. When
HR is active, the distribution of NO−3 follows an exponential decay with a maximum value
at the top that decreases with depth. On the other hand, when HR is not active the vertical
distribution of NO−3 presents a C shape that is maximum at the top but it also increases
at the bottom. The high uptake of water from shallow layers when HR is active, reduces
the drainage of moisture in the soil column and enhances the passive uptake of NO−3 from
these layers. When HR is not active there is a higher leaching of NO−3 and therefore a higher
accumulation in deeper horizons.
Note also that the vertical distribution of NO−3 in the soil column influences the dynamics
of NO−3 uptake since the uptake from both mechanisms (passive and active) is concentration
dependent. This is observed in the vertical distribution of NO−3 uptake (Figure 4.10) that
follows a similar shape as the distribution of NO−3 . However the uptake of NO
−
3 in the top
horizons is more accentuated since in these horizons there is greater root biomass.
The presence of shrubs increases the pool of nitrogen in the soil due to lower C:N ratios
in the foliage in comparison to PP. As a result, in the presence of shrubs the concentration
and uptake of NO−3 is higher. Although the presence of shrubs increases the pool of nitrogen
in the soil it does not increase the net leaching of NO−3 out of the root zone. In the case of
HR, the introduction of shrubs results in lower leaching of NO−3 out of the root zone. This
arises because shrubs uptake NO−3 and also because the enhanced transpiration reduces the
net drainage of water from the root zone (Figure 4.10).
Table 4.2 summarizes the net magnitude for each of the uptake and leaching fluxes de-
scribed above. It also shows in parenthesis the respective values of the diffuse uptake fraction
(fdiff) which is defined as the ratio between the uptake flux that originates from a diffusive
pathway and the total uptake flux (Appendix E, Equation 20). fdiff ranges between 0.3 to
0.7. This fraction varies according to the type of flux and also with the presence of HR. As
expected, the fraction from a diffuse pathway is higher for NH+4 compared to NO
−
3 uptake.
Also, when HR is active, the percentage of mineral nitrogen uptake fluxes from a diffuse
pathway is lower compared to the simulations when HR is not active. These results suggest
plants may rely more on a diffuse pathway when HR is not active.
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When shrubs and PP coexist there is a higher uptake of mineral nitrogen from PP com-
pared to the scenario when shrubs are absent. The leaching of NO−3 lost out of the root
zone is around 0.6 [g/yr] lower when HR is active. This difference may become an important
amount in the long term, particularly in the absence of shrubs where the only external input
of nitrogen is from atmospheric deposition.
Figure 4.11 shows the long term dynamics of mineral nitrogen content in the entire soil
column. Top panels display NO−3 and bottom panels display NH
+
4 dynamics. The patterns
observed are similar to those observed in the carbon dynamics. The initial conditions are
established as no mineral nitrogen content in the soil column. After about 250 years the
concentrations of NH+4 and NO
−
3 reaches equilibrium with oscillations around a mean value.
As observed in all of the plots in Figure 4.11, the absence of HR results in a higher content of
mineral nitrogen in the soil. Shrubs increase the input pool of nitrogen in the soil. However,
there is no significant difference in mineral nitrogen content between the presence or absence
of shrubs when HR is active (compare blue lines in Figures 4.11a and 4.11b), which suggest
that plants are able to enhance their uptake under higher nitrogen when shrubs are present.
On the other hand in the No-HR case, higher increments in the nitrogen pool that occurs in
the presence of shrubs results in higher mineral nitrogen content in the soil (Figure 4.10).
According to the results in Figure 4.10 and 4.11, and Table 4.2, the presence of both
shrubs and HR reduces the leaching of nitrogen from the soil column. However these results
may be sensitive to other external processes, such as:
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Figure 4.11: Long term simulation results of (a,b) total NO−3 content and total (c,d) NH
+
4
content in the soil column.
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(i) The rate of transformation from NO−3 to NH
+
4 (nitrification rate): If there is less NO
−
3
production, the retention time of mineral nitrogen in the root zone will increase and therefore
the rate of leaching will be lower. This process is regulated by the nitrification factor kn (See
Appendix E, Section 2, Equation 14).
(ii) The ability of roots to uptake nitrogen by a diffusive pathway: If roots increase their
capacity to uptake water by diffusion they will become less vulnerable to loss of mineral
nitrogen by leaching. This process is regulated by parameter Ffactor (See Appendix E, Section
2, Equation 18).
All the simulation results displayed in this document were performed with the values of
Ffactor and kn shown in Table D.2. Figure 4.12 displays a sensitivity analysis showing the
influence of kn, and Ffactor on the net leaching of nitrogen out of the root zone. In Figure 4.12
the stars represent the simulation results when shrubs are present while the circles represent
the case at which shrubs are absent. Similarly the blue color represents the simulation results
when HR is active and the red represents the simulation results when HR is not active. The
size of the circles represents the fraction from the total mineral nitrogen uptake that comes
from a diffusive pathway (fdiff). Each point in Figure 4.12 was generated with an independent
simulation of 500 years with a unique combination of Ffactor and kn. The values displayed in
this figure represent the mean annual average leaching of mineral nitrogen out of the root
zone during years 250 to 500.
As expected, higher Ffactor and lower kn results in lower leaching of NO
−
3 . The movement
of nitrogen ions in the soil can be conceived as a trade off between horizontal fluxes such as
the water uptake stream (forced by gradients in soil water potential) and diffusion (forced by
gradients in soil ion concentration) that pulls ions toward the fine roots, and vertical fluxes
such as drainage that are produced by the effect of gravity. The trade off is supported by the
fact that stronger horizontal fluxes result in weaker vertical fluxes, or vice-versa. This effect
can be seen in Figure 4.12 where the presence of HR and different plant species enhances
horizontal fluxes (water uptake) and reduce the vertical flux represented by NO−3 leaching.
Moreover, higher diffusion capacities (higher Ffactor) also enhance horizontal fluxes causing
a reduction in NO−3 leaching.
However, the effect of increasing the diffusion capacity is more sensitive when HR and
shrubs are absent. If HR and shrubs are present, their ability to intensify the water uptake
flux is able to capture the amount of nitrogen utpake that is missed by a reduction in
diffussion if the difussion pathway uptake capacity from the roots (which is conceptualized
in terms of Ffactor) was reduced. In Figure 4.12 the magnitude of fdiff is represented by the
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size of the symbols. It can be observed that under low values of Ffactor, the presence of shrubs
and HR results in small sizes that indicates a low fraction from a diffusive pathway. Under
the same values of Ffactor, the NO
−
3 leaching is considerably higher in the absence of both
shrubs and HR. The simulations results presented in Figure 4.12 suggest that the presence
of HR and different species enhances the ability of ecosystems to uptake ions such as NO−3
and reduces the dependence of plant roots to uptake mineral nitrogen by diffusive pathways
from the soil.
4.4 Summary and Discussion
In this study we analyze how the interplay between multiple vegetation species affect the
below-ground dynamics of carbon and nitrogen. The analysis enabled the assessment of the
long-term impact of this interplay in the pools of carbon and nitrogen in the soil.
Findings indicate that the presence of HR influence decomposition of organic matter by
two mechanisms. First, it modifies soil-moisture throughout the soil column and favors
decomposition in horizons A1. Second, HR reduces the soil temperature (cooling effect),
resulting in reduced decomposition rates throughout the soil column. Decomposition rates
are also a function of the total soil carbon, Cs, and the microbial pool, Cb. After a transient
response there is convergence toward different states of Cs concentration but with nearly
the same decomposition rates. Therefore, in the long term, HR impacts the size of Cs pools
rather than the decomposition rates.
The cooling effect observed in the presence of HR varies according to the amount of energy
that reaches the soil. We found that it is more prominent when shrubs are absent. In the
presence of shrubs the reduction of radiation reaching the ground surface due to higher LAI
reduces the soil evaporation. As a result HR is less influential in affecting the soil evaporation
and the ground heat flux. These dynamics suggest that in dense canopies the cooling effect
may not be seen. In addition the cooling effect is a function of the location of fine roots
and their functioning. The presence of fine roots that release water through HR magnifies
the cooling effect resulting in higher accumulation of Cs. On the other hand if fine roots are
located deeper into the soil the cooling effect is less prominent.
Presence of shrubs increases the flux of organic matter in the soil resulting in higher
concentrations organic carbon. The most prominent enhancement of Cs in the presence of
shrubs is observed in the near-surface soil horizons. Furthermore, under the presence of
shrubs heterotrophic respiration from the soil is considerably higher.
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The presence of shrubs also increases the input fluxes of nitrogen in the soil. Co-existing
species such as PP are able to uptake more nitrogen from the soil and therefore are favored
by the presence of shrubs. The simulations show an interesting interplay between shrubs
and HR. HR reduces the leaching of mineral nitrogen by enhancing the ability of plants
to capture available nitrogen in shallow horizons with the transpirational stream through
passive uptake. Shrubs also extend the ability of the system to capture nitrogen by allocating
roots in shallow layers and also by increasing water uptake from the soil for transpiration
which in turn reduces drainage. The lowest leaching of NO−3 was attained when both shrubs
and HR were present. These results suggest that HR and coexistence of different species
reduce leaching of NO−3 from the root zone. In addition, the net content and the distribution
of mineral nitrogen along the soil profile is influenced by HR. Higher leaching of nitrogen to
deeper layers results in more nitrogen allocated in deeper layers in the absence of HR. This
phenomenon is more prominent when shrubs are present.
In temperate natural ecosystems nitrogen is often a limited nutrient. The results in this
study show that under the presence of HR the ecosystem is more efficient in reducing the
leaching of nitrogen from the root zone resulting in a lower mean NO−3 leaching flux of 0.6
[g/m2/yr]. The capacity of the ecosystem to reduce NO−3 leaching, even in low magnitudes
could be an important trait. Further, the uptake of mineral nitrogen under the same con-
ditions of fine root biomass, fine root distribution and diffusion uptake factors (Ffactor) are
higher when HR is active.
Previous studies have mentioned two relevant processes that enhance the retention of
nitrogen in the soil: (i) microorganisms [Vitousek and Matson, 1984] and (ii) species diversity
[Hobbie, 1992]. Our results provide support for the latter where the interplay between
different species as a proxy of plant biodiversity and HR results in positive feedbacks that
enhance the net uptake of mineral nitrogen.
Although the numerical model implemented in this study simplifies many of the complex
interactions found in natural ecosystems it established that the passive movement of water
in the subsurface by plant roots is an important mechanism that influences the below-ground
biogeochemical dynamics and should be considered in the analysis of carbon and nitrogen
processes that occur in natural ecosystems. This mechanism may be an important element in
the understanding of current and long term biogeochemical patterns observed in experimental
observations as well as an important variable that should be considered in climate change
studies.
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Table 4.2: Total annual nitrogen fluxes. The fluxes displayed correspond to multi annual
average computed with the simulations results obtained between year 250 and year 500.
All the fluxes are in [g m−2year−1].
Uptake Form HR No-HR
PP Shrubs PP Shrubs
PP and Shrubs
N Uptake 8.77 (0.38) 5.46 (0.53) 8.98 (0.52) 4.58 (0.70)
NO−3 Uptake
a 6.27 (0.37) 4.08 (0.52) 7.03 (0.48) 3.52 (0.70)
NH+4 Uptake 2.50(0.42) 1.38 (0.53) 1.95 (0.62) 1.06 (0.69)
Total N Uptake 14.24 (0.44) 13.47 (0.54)
Leachinga 0.10 0.70
Only PP
N Uptake 6.92 (0.32) - 6.32 (0.46) -
NO−3 Uptake
a 4.72 (0.30) - 4.73 (0.43) -
NH+4 Uptake 2.19 (0.37) - 1.59 (0.54) -
Total N Uptake 6.92 (0.32) 6.32 (0.46)
Leachinga 0.24 0.83
aSame as displayed in Figure 4.10
∗ Values in parenthesis represent fdiff : the fraction of the flux that arrives by a diffusion pathway
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CHAPTER 5
ENTROPY PRODUCTION IN ECOHYDROLOGIC SYSTEMS
5.1 Introduction
Natural ecosystems are complex systems composed of different species and individuals that
coexist and coevolve through mutual interactions. The inherent complexity of ecosystems
and the overwhelming amount of interactions and degrees of freedom make these systems
challenging to analyze. In particular, fundamental understanding and prediction of struc-
tural, functional, and compositional patterns in these systems is difficult. A common ap-
proach has been the conceptualization of organizing principles that can give us more insight
into the existing structure, composition, and function. These principles have been associ-
ated to energy, entropy, or free energy fluxes. In this study we analyze the fluxes of energy
and entropy under different structural and functional properties and examine the connection
between the organization of ecosystems represented in terms of these properties and the
production of entropy.
Principles from classical thermodynamics has allowed us to predict the fate of close and
isolated systems. However, in the realm of open systems experiencing no thermal equilibrium
with the environment the complexity increases and it is challenging to examine the possible
path and the steady state the system will reach. Non-equilibrium systems that exchange
fluxes of energy and matter with their environment are present everywhere. The evolution
of these systems is complex and it has been a challenge to predict their behavior. One of
the most important concepts that have been used to describe and analyze these systems is
the second law of thermodynamics and the ubiquitous production of entropy that is present
in the universe. Entropy and free energy are concepts that are more related to the actual
energy that is useful to perform work. Therefore, analysis of these quantities could give us
more fundamental insights into the evolution, organization, and functioning of these systems
than the traditional approach utilizing energy balances.
Ecological systems are open and are far from equilibrium. Different optimal hypotheses
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have been trying to elucidate the fate of these systems by the optimization of a given ”univer-
sal function” [Martyushev and Seleznev, 2006]. Initial approaches suggested that ecological
systems evolved towards maximization of the energy that flows through them [Lotka, 1922].
Further studies recognized the role of the second law of thermodynamics and the importance
of the entropy production [Prigogine and Wiame, 1946, Schrodinger, 1944]. These studies
suggested that ecological systems evolves toward a state at which they self organize and
therefore are able to optimize a given function that is related with the production of entropy
or destruction of exergy. For instance, hypotheses such as the maximum entropy production
principle (MEPP) [Martyushev and Seleznev, 2006], maximization of the dissipation exergy
flows [Schneider and Kay, 1994], and the maximum storage and maximum dissipation prin-
ciple [Fath et al., 2001] are examples of some of the optimum principles that have been
postulated for ecological systems.
There is still a no conclusive validation of any of the optimal principles described above.
Such validation is challenging because it would need to prove that a particular optimum
principle will hold for all ecological systems experiencing all possible environmental forcing.
However, these hypotheses could be useful to have a better insight about ecosystem prop-
erties. Some previous studies have taken for granted some of these optimal hypotheses and
based on that they have inferred about other ecosystem properties where no information is
available. For instance, Schymanski et al. [2010] used the MEPP to elucidate about subgrid
heterogeneity in a two box ecohydrological model. They claimed the results following the
MEPP were able to match observed biomass patterns. Similarly, Porada et al. [2011] and
Wang and Bras [2011] used the MEPP to elucidate parameters of a global ecohydrological
model and to obtain an analytical formulation of LE fluxes from the surface, respectively.
On the other hand, other studies have performed entropy budgets on ecosystems with no
optimality framework. Therefore, these studies have focused on the quantification of the
entropy fluxes in ecosystems or in some specific subcomponents. For instance, the entropy
budget of conifer [Aoki, 1989], and deciduous [Aoki, 1987b] leaves were calculated under a
constant input of radiation fluxes using the mathematical formulation developed in Aoki
[1982]. These studies represented the first preliminary report of the entropy fluxes that are
released by vegetation. They found that the entropy fluxes from the leaves increases linearly
with the amount of energy absorbed by them and the ratio between the absorbed energy
and produced entropy was the same for deciduous and conifer trees. In a more recent study
Holdaway et al. [2010] developed a framework to compute the production of entropy from
ecosystems using eddy covariance measurements. With this framework they were able to
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calculate and compare the production of entropy in ecosystems that present different stages
of development in the Amazon. Their analysis concluded that the entropy production from
ecosystems was higher at the more advanced stages. Although these studies have estimated
the total production of entropy in ecosystems they did not analyze and quantify how this
production is controlled by structural and functional ecosystem properties such as root depth,
leaf area index (LAI), leaf area distribution (LAD), species composition, and ecophysiological
parameters.
Although the validation of the optimality principles mentioned above is challenging, the
concepts of entropy production and destruction of exergy are very important and they are
very likely associated to the self-organization of ecological systems. Therefore, it will be
useful to analyze how different levels of ecosystem organization are associated with the pro-
duction of entropy (or the destruction of exergy). This approach will allow us to understand
in more detail the inherent mechanisms associated with the entropy production and their
connection with the organization of ecosystems. This understanding, in turn could bring
more insight into functional and structural patterns that have been observed, and also to
analyze how the entropy production varies along with the evolution of ecosystems. Moreover,
the connection between the organization of ecosystems and entropy production will allow us
to comprehend the role of vegetation on the budgets of entropy in the atmosphere and draw
inference about the coupled evolution of the surface and the atmosphere.
In this study we analyze how different levels of ecosystem organization impact the produc-
tion of entropy from the surface. We conceptualize this organization in terms of structural
and functional properties such as LAI, LAD, root depth, and species composition. The for-
mulation implemented here to compute the entropy production centers on a detailed, multi-
layer, canopy model that resolves photosynthetic active radiation, near infrared radiation,
and longwave (LW) radiation through the canopy, thus allowing for unique considerations
in the calculation of the ecosystem entropy budget. In particular, we address the following
questions: (i) Do the different structural and functional ecosystem properties affect their en-
tropy production? (ii) What are the key functional mechanisms that impact the production
of entropy? (iii) What components of the entropy budget are affected by these structural
and functional ecosystem properties? (iv) How do the interaction between the ecosystem
properties and the production of entropy vary under different climatic conditions? In order
to address these questions we perform numerical simulations in three ecosystems that are
located in different climates.
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5.2 Methods
5.2.1 Sites
The numerical simulations are run with data from three different sites that experience differ-
ent atmospheric forcing conditions: (i) Blodgett Ameriflux Site, (ii) Tapajo´s KM67 Mature
Forest Ameriflux Site, and (iii) Harvard Forest Ameriflux Site. The main advantages of these
sites are the availability of eddy covariance information that allow us to validate the energy
and heat fluxes, the presence of native vegetation species that have evolved with the climate
in the region, and the extensive research that has already been performed facilitating the
availability of data to parameterize the model. More detailed information about these sites
is described in Section 3.2.2.
5.2.2 Forcing Data
The analysis in this study are accomplished using simulations that are performed over a
two year period. The spin up to initialize these simulations was performed by running the
model during two years prior to the period of analysis. Therefore, every single simulation
was performed over a four year period but all the results reported in this study reflect the
simulations during the last two years only.
The two year period was selected based on the information available to force and validate
the model. Figure 5.1 shows the years selected for each site along with daily time series of
precipitation and solar radiation. Blodgett and Harvard Forest experience a more strong
seasonality in global radiation than Tapajos. This is expected because these ecosystems
are located over higher latitudes than Tapajos. The mediterranean climate in Blodgett
characterized by long dry periods that overlaps with high global radiation during the summer
period is evident. On the other hand Tapajos experiences a reduction of rainfall between July
and November and the distribution of rainfall in Harvard Forest is homogeneous throughout
the year.
In addition Figure 5.1 also shows the LAI for all the three sites. The contribution of LAI
from each plant functional type (PTF) at each ecosystem is also displayed in this figure. As
expected from the SW radiation the seasonal pattern of LAI is more prominent in Blodgett
and Harvard Forest than in Tapajos.
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Figure 5.1: Forcing data for (a) Blodgett, (b) Tapajos and (c) Harvard Forest during the
period of simulation. Rainfall data is displayed at the top, global radiation in the middle,
and LAI for each functional type is shown at the bottom.
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5.2.3 Entropy Budget
In this study the control volume used to delineate the ecosystem is displayed in Figure 5.2a.
In this control volume we include all the plant functional type and the soil, and exclude
the atmosphere that surround the vegetation. The entropy budget in this control volume is
defined as:
dSeco = dSext + dSint (5.1)
The change in entropy inside the control volume (dSeco) is defined as the the sum of the
entropy change associated with fluxes of mass and energy with the environment (dSext) and
the production of entropy within the control(dSint). At steady state, the total change of
entropy in the ecosystem on an annual basis is assumed equal to zero, therefore:
∫
year
dSeco = 0 (5.2)
and
∫
year
dSint = −
∫
year
dSext. (5.3)
This suggest that the entropy production in the ecosystem under an steady state assumption
can be obtained by the calculation of the entropy change associated with the interchange of
fluxes of mass and energy with the environment. This rate of change can be expressed as
[Kondepudi and Prigogine, 1998] given us:
dSext
dt
= [Sflux,E + Sflux,M] (5.4)
In this equation, Sflux,E represents the fluxes of entropy associated with energy exchange,
while Sflux,M represents the fluxes of entropy associated to mass exchange with the environ-
ment. Although there is considerable flux of mass related to water, carbon, and several other
nutrients, the entropy associated with mass fluxes is significantly lower than that associated
with energy fluxes and therefore they are neglected in this study.
Sflux,M ≈ 0 . (5.5)
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Figure 5.2: Scheme for entropy calculation. The top panel shows (a) the control volume
utilized in the simulations. Open system experiences fluxes of mass and energy with the
environment. The most relevant fluxes of mass between the control volume and the
environment are due to carbon and water exchange. In this study we assume steady state
conditions and the net annual storage of water and carbon negligible, thus the energy
fluxes are the only fluxes that are considered in the entropy budget. The change of phase
of water performed inside the control volume is included in the energy budget. Under the
steady steady assumption the fluxes of carbon from respiration and carbon uptake are the
same. The bottom panel shows (b) a schematic representation that illustrates the
calculation of entropy in MLCan. Surface temperature is computed at different layers in
the canopy (for different species, and for sunlit and shade leaves), and the soil. The
computation of surface temperature is performed by solving energy balance at each
location independently. Entropy fluxes are computed with all the components of the energy
balance. The total entropy flux in the ecosystem is calculated by the sum of all the entropy
fluxes in each components.
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5.2.4 Model and Computation of Entropy
The model used in this study is Multi-species MLCan. This model is based on the initial
approach developed by Drewry et al. [2010a,b]. In Quijano et al. [2012] (see Chapter 2) the
model was extended to include the dynamics under the presence of different species that
coexist in the same location.
All the different species that are present share a common atmosphere (Figure 5.2). There-
fore, atmospheric states such as carbon, temperature and water vapor are mutually influenced
by all the species simultaneously. In addition, incoming solar radiation is also shared by the
species. In the model the availability of incoming solar radiation for each species is deter-
mined by solving the radiation regime using a compound LAD that includes all the species
that are present. Below the ground the model includes the presence of different root systems
from each PFT with unique ecophysiological and structural properties. These roots share
a common pool of soil moisture from where they uptake water to satisfy the above-ground
demand (See Chapter 2 for details).
In this study we use the capabilities of multi species MLCan to compute the fluxes of
entropy between the ecosystems and their environment. Incoming solar energy in the form
of radiation that reaches the ecosystem penetrates the canopy, and goes through absorption,
reflection and transmission. Small fraction of the energy absorbed by the leaves is used
for photosynthesis while the rest is dissipated in different forms such as latent heat (LE),
sensible heat (H) and emission of LW radiation. The closure of the absorbed energy in these
forms is what we called energy balance and there is a unique value of surface temperature
that satisfies this balance.
Energy balance is solved by a non linear optimizer that finds the optimum temperature
that satisfies a specified maximum error in the energy closure. The model solves the energy
balance at all the canopy levels and the soil, and is performed for shaded and sunlit frac-
tions separately [Drewry et al., 2010a]. In addition, the energy balance solution is performed
independently for each of the PFTs that are present [Quijano et al., 2012] (see Figure 5.2).
In the end, the model is able to compute the surface temperature with high accuracy and
for different parts of the system. Although these processes involve intensive numerical com-
putations at each time step, this level of detail to compute the temperature is particularly
useful in the analysis of the thermodynamic entropy where the fluxes are highly sensitive to
surface temperature.
The entropy associated to energy fluxes at a single discrete area ∆Ak of the system bound-
ary surface area at which energy balance is solved (canopy or soil) is given by:
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Sflux,E,∆Ak =
[
[SSWdif,in + SSWdir,in + SLW,in]︸ ︷︷ ︸
Sin
−
[SSWdif,out + SSWdir,out + SLW,out + SH,out + SLEout ]︸ ︷︷ ︸
Sout
]∣∣∣∣∣
∆Ak
.
(5.6)
In this equation the terms SSWdir and SSWdif refers to the fluxes of entropy in the direct
and diffuse shortwave (SW) radiation respectively, SLW are the fluxes of entropy in the
LW radiation, SH and SLE are the fluxes of entropy associated to sensible and latent fluxes
respectively. Section 5.2.5 shows the approach implemented in this study for the computation
of entropy in each of the energy forms that are considered.
Following the energy balance solution, the entropy fluxes are computed in the canopy
for both, the shaded and sunlit fractions, at every layer, and for each PFT independently.
Additionally, the entropy flux is also computed at the soil surface. Thus, the total rate
of change in entropy associated with the fluxes of energy exchanged with the environment
(dSE,ext) is given by:
dSE,ext
dt
=
MPFTs∑
j=1
Nlayers∑
i=1
∑
shd,sun
Sflux,E,∆Ai,j︸ ︷︷ ︸
Canopy
+ Sflux,E,∆Asoil︸ ︷︷ ︸
Soil
(5.7)
The total entropy production over a period of time is calculated by the integration of dSE,ext.
For instance the total annual entropy production is given by:
Sprod,yr = Sext,yr =
∫
year
dSE,ext (5.8)
5.2.5 Computation of Entropy in Heat and Radiation Fluxes
This section describes the methodology implemented for the computation of the entropy
for different energy forms. The calculation of entropy in heat fluxes such as H and LE is
performed by following a Clausius approach. In this approach the entropy flux is computed
by the ratio between the energy flux and temperature of the surface boundaty (Equation
5.9). This approach is adopted from several previous studies [Aoki, 1982, Holdaway et al.,
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2010].
SQ =
Q
Tsurf
. (5.9)
In this equation Q is the heat flux and Tsurf is the temperature of the surface boundary of the
control volume. The calculation of entropy in direct and diffuse solar radiation is computed
using the approach developed in Aoki [1982]. In this approach the entropy in direct SW
radiation is given by:
SSW,dir = ESW,dir
s1
e1
. (5.10)
In this equation the term e1 is the solar constant, s1 is the solar constant of second kind and
ESW is the energy in form of SW radiation reaching the control volume. In order to compute
the entropy in SW diffuse radiation it is assumed that it behaves as a grey-body radiation
with emissivity δ and emitted from a surface with temperature Tsun. A similar approach was
used by [Wu and Liu, 2010]. Parameter δ is denominated scattering ratio of the SW diffuse
radiation. According to Aoki [1982] this parameter can be computed as:
δ = K1/Ko. (5.11)
In this equation, Ko is the extraterrestrial solar radiation per unit of solid angle, and K1 is the
radiance of diffuse solar radiation energy incident on the surface. The solution of entropy in
a non black body radiation is performed here by implementing the approximation developed
by Wright et al. [2001] where the entropy in non back body radiation is solved by integration
of the spectral entropy flux over the solid angle and frequency [Wright et al., 2001, Wu and
Liu, 2010]. This approximation has shown good results to solve the non linearity that arises
in the entropy calculation of non black body radiation [Wu and Liu, 2010]. Following this
approach the entropy in diffuse solar radiation is given by:
SSW,dif =
(
45
4pi4
ln(δ) (δC2 − C1) + 1
)
4
3
δσ
Tsun
4
Tsun
. (5.12)
In this equation the terms C1 and C2 are constants that were determined by Wright et al.
[2001], σ is the Stefan-Boltzman constant, and Tsun is the sun temperature. Equation 5.12
can also be written as:
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SSW,dif =
(
45
4pi4
ln(δ) (δC2 − C1) + 1
)
4
3︸ ︷︷ ︸
RFSW
ESW,dif
Tsun (5.13)
where ESW,dif is the energy in the diffuse shortwave radiation. Note that RFSW is a factor that
controls the ratio between the flux of energy and the flux of entropy. RFSW is denominated
radiation factor for diffusion SW energy. Also, note that RFSW,dif is the proportion that
represents the difference between the entropy computed using the approximation of Wright
et al. [2001] and the entropy that would have been computed by following a straight analogy of
Clausiuss entropy (as a ratio of energy flux to temperature) used for conduction or convection
based heat transfer and apply it directly for radiative tansfer fluxes. The factor RFSW,dif and
the difference in the entropy of radiation and the Clausius method arises from an entropy
contribution from radiation pressure [Wu and Liu, 2010] and should not be omitted.
Again using the approximation of Wright et al. [2001] the entropy in the LW radiation is
given as [Aoki, 1982, Wu and Liu, 2010]:
SLW =
(
45
4pi4
ln(ε) (εC2 − C1) + 1
)
4
3
εσTemi
4
Temi
. (5.14)
In this equation the term ε is the emissivity and the term Temi is the temperature of emission.
This entropy can also be expressed as:
SLW =
(
45
4pi4
ln(ε) (εC2 − C1) + 1
)
4
3︸ ︷︷ ︸
RFLW
ELW
Temi
(5.15)
where ELW is the LW radiation energy and the term RFLW is the radiation factor for the LW
radiation flux.
5.2.6 Analysis Scenarios
In this study we analyze three scenarios that represent different levels of ecosystem organi-
zation. These levels of ecosystem organization are conceptualized with different structural
and functional ecosystem properties. The following scenarios are considered:
(i) Scenario I Full Canopy, which includes the presence of all the PFTs.
(ii) Scenario II Understory, which considers only the understory PFTs, considering only
shrubs in Tapajos, shrubs in Harvard Forest, and under and mid canopy trees in Blodgett.
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The LAI is lower and roots are shallower than Scenario I.
(iii) Scenario III No Vegetation, which excludes all the vegetation and simulates the
dynamics assuming a bare soil only.
5.3 Results and Analysis
5.3.1 Energy Fluxes Validation
The simulation results are validated with information of energy fluxes recorded at the Amer-
iflux towers. The period of simulation was selected according to the available record of
measurements that present the more reliable information in a two year time frame. Figures
5.3a, b and c show diurnal fluxes of LE+H. These fluxes represent the average over two
year period of simulations for each site. The fluxes of LE+H represent a good indicator for
validation of the model because they are the main components in which the net radiation is
dissipated Rn = LE +H +G. In Figure 5.3 we did not include ground heat flux G because
there is no available records of this variable for all the three sites that are examined in this
study.
Looking at Figures 5.3a,b and c, we observe that simulation results obtained from the
model resemble the diurnal patters from the records and follows the same order of magnitude.
The closest match between the model results and the observation occurs in Harvard Forest.
In Blodgett the model matches the net diurnal fluxes with a small overestimation of about
40 Wm−2 in the morning that is compensated in the afternoon. In Tapajos, the model
underestimates the fluxes throughout the day. The numerical mean energy balance errors in
all the three sites were low (< 4W/m2 ∼ 1%). In addition, the ground heat fluxes simulated
in Tapajos were significantly lower than the LE and H suggesting that the underestimation
in the net radiation obtained in Tapajos might be produced by differences in the incoming
energy that forces the model. In particular there is a high uncertainty in the incoming LW
radiation which is computed by the Brutsaert approximation [Brutsaert, 1975].
The fluxes of LE and H displayed in Figures 5.3a,b and c correspond to the total heat
that is dissipated by the ecosystem. This total is computed by the sum of all the heat fluxes
(LE and H) dissipated by the different components such as all the PFTs and the soil. These
components can be observed in more detail in Figures 5.3d, e and f where for illustrative
purposes we select three days of August to display the dissipation of heat from all the PFTs.
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Figure 5.3: Fluxes of latent heat (LE) and sensible heat (H) in Blodgett (a, d), Tapajos
(b, e), and Harvard Forest (c, f). The figures to the left (a,b,c) show the diurnal fluxes of
LE+H calculated during the two years of simulation. Figures on the right display the
fluxes during days 210, 211 and 212 selected to illustrate the contribution from each PFT.
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As expected, in Blodgett and Tapajos the dissipation of LE and H from the over story is
significantly larger than from the under story plants. In Harvard Forest, the dissipation
of LE from deciduous trees was considerably higher than from evergreen plants. Although
deciduous and evergreen plants are both distributed vertically through the canopy, there is
a considerably higher LAI in the deciduous plants that accounts for their higher dissipation
of heat.
5.3.2 Energy Fluxes
Figure 5.4 shows all the different energy fluxes for each site independently. All the informa-
tion displayed in Figure 5.4 correspond to annual fluxes calculated by averaging the two year
simulation. Figures 5.4 (i.a), (ii.a) and (iii.a) show the total annual fluxes of energy into the
ecosystem. During daytime there are periods where income SW (direct + diffuse) radiation
is higher than income LW radiation. However, LW is the dominant energy component during
the night. Although the same pattern is observed in all the three sites the magnitudes differ.
In the case of incoming LW radiation, the magnitude is strongly influenced by the atmo-
spheric temperature where on annual average is higher in Tapajos. Moreover, the highest
input of direct SW radiation occurs in Blodgett that experiences a mediterranean climate
with little clouds during the summer period.
As expected the input of energy is the same for all the three scenarios. However, the
dissipation of energy is affected by the surface structure and the outgoing energy varies with
the scenario. Figures 5.4 (i.b), (ii.b) and (iii.b) show the energy fluxes in all the different
forms in which the incoming energy is dissipated. Similar to the input energy, the highest
dissipation flux is in the form of LW radiation. These are the most important differences:
• The dissipation of energy in the form of LE and H is higher in Scenarios I and II.
Plants are able to reach into the deeper soil layers with available soil moisture and
therefore they enhance the LE fluxes.
• The dissipation of energy in the form of LW radiation is higher in Scenario III. Although
the net surface area of the control volume is reduced (not LAI) the temperature of the
soil surface is significantly higher inducing higher fluxes of LW.
• The dissipation of energy in the form of SW radiation is lower in Scenario I and II.
The SW radiation flux that is absorbed is related to the albedo of the surface and is
affected by many processes including photosynthesis.
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Figure 5.4: Fluxes of energy and entropy at (i) Blodgett, (ii) Tapajos, and (iii) Harvard
Forest Sites. Panels on the left show the total fluxes of incoming (a) energy, (b) outgoing
energy, (c) incoming entropy, and (d) outgoing entropy for each site separately. Panels on
the right display the average diurnal fluxes of entropy in the form of (e) longwave, (f)
heat, (g) shortwave, and (i) the total.
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5.3.3 Entropy Fluxes
Figures 5.4 (i.c), (ii.c) and (iii.c) show the incoming fluxes of entropy. Again, incoming
fluxes of entropy are independent of the structure at the surface and is the same for all the
scenarios. The direct SW radiation is the most pure energy and has the lowest content of
entropy. On the other hand the entropy content in LW radiation is significantly higher than
the entropy in SW radiation. In addition, the highest incoming energy is in the form of LW.
As a result there is a significant difference in the incoming entropy between LW and SW
radiation (Figures 5.4 (i.c), (ii.c) and (iii.c)). This difference is more notable than in the
energy case (Figures 5.4 (i.a), (ii.a) and (iii.a)). The same pattern is observed at the three
sites.
Figures 5.4 (i.d), (ii.d) and (iii.d) show the entropy fluxes associated with the dissipation
of energy at the surface. The highest flux of entropy dissipated from the system is in the
form of LW. At all the sites the fluxes of entropy in the LW are highest in Scenario III while
the fluxes of entropy in form of LE are highest in the presence of plants (Scenario II and
III ). The main difference observed between Scenario I and Scenario II is a higher flux of
LE in Scenario I that is compensated by a reduction in H.
5.3.4 Diurnal Cycles
Figures 5.4(e), (f), (g) and (h) show the diurnal fluxes of entropy production (SE,ext = SE,int).
These fluxes are displayed for the three sites and are computed by performing an average
over the two years of simulation. As mentioned above for Figures 5.4c,d the highest fluxes
of entropy are associated to LW radiation. However, large input and output fluxes of LW
cancel out and the net magnitude of the net entropy associated with LW is on the same order
of magnitude of the entropy associated to the other forms of energy (Figure 5.4e). During
daytime periods the surface becomes warmer and there is a higher emission of LW from the
surface. This process is more prominent in the absence of vegetation.
The net entropy fluxes associated with heat in Scenario III remains constant throughout
the day with some small increments produced during the day associated with soil evaporation.
On the other hand, in the presence of vegetation (Scenario I and Scenario II ) there is a
significantly higher flux of entropy associated with heat (LE and H) as compared with LW.
As expected, entropy fluxes of SW are zero during nighttime. In general the levels of entropy
associated to SW are significant lower than the entropy associated to heat and LW (Figure
5.4g).
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The total flux of entropy is displayed in Figure 5.4h. There are clear differences between
the patterns observed in the scenarios that are considered. In the presence of vegetation
there is a higher flux of entropy during daytime that is sustained by the emission of LE. On
the other hand, in the absence of vegetation there is a more homogenous pattern throughout
the day with significant fluxes of entropy production during nighttime.
5.3.5 Seasonal Entropy Fluxes
Figure 5.5 shows the total entropy production for each month of the year at the three sites
and for the three scenarios. The entropy production reflects a similar dynamics as the
incoming SW radiation (See Figure 5.1). This pattern is expected since SW is the form
of incoming energy to the system that has the lowest entropy. Therefore, the capacity
of the system to maximize the production of entropy rely on the incoming SW radiation.
Following the patterns of SW radiation, the entropy production in Blodgett and Harvard
Forest have a prominent seasonality with higher values during summer and lower during
winter. In Tapajos, the entropy production is relatively constant during the year. However,
the production of entropy from July to November are slightly higher than the production of
entropy during the rest of the year. The period between July and November coincides with
the dry season and therefore the time of the year with highest SW radiation reaching the
ecosystem.
Note that the entropy production in Blodgett during the summer period (May to Septem-
ber) shows the highest levels of entropy production per month in all the three sites. The
mediterranean climate in Blodgett are characterized by dry summers and wet winters. Dry
summer allows for a clear sky during the time of the year when most SW is present. There-
fore at Blodgett the dry conditions during the summer enhances the production of entropy.
This situation does not occur at Harvard Forest where rainfall is present all the year around.
Figures 5.1a and c shows that Blodgett and Harvard Forest have the same daily maximum
SW radiation during the summer but the SW radiation in Harvard Forest fluctuates more
resulting in a net lower income of SW radiation when compared with Blodgett. These dy-
namics are reflected in Figure 5.5a,c where the entropy production in Blodgett during the
summer period is considerably higher than in Harvard Forest.
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Figure 5.5: Seasonal fluxes of entropy in (a) Blodgett, (b) Tapajos, and (c) Harvard
Forest. The figure shows the mean monthly fluxes of total entropy produced in units of
[kJm−2K−1Day−1]. The total entropy is composed of entropy produced during nighttime
and daytime periods. Fluxes of entropy are displayed for each scenario independently.
Total entropy production is higher in the presence of platns (Scenario III ) in Blodgett and
Tapajos. On the other hand, the fluxes of entropy production in Harvard Forest is higher
in the absence of plants. The fluxes of entropy production in Blodgett are higher than in
Tapajos and Harvard Forest due to a higher availability of incoming shortwave radiation
during the summer period.
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5.3.6 Radiation and Effective Temperature
Figure 5.5 shows that the entropy production under the presence of vegetation is higher in
Blodgett and Tapajos. However, in Harvard Forest there is a higher production of entropy
in the absence of vegetation during most of the year. In Harvard Forest, the higher entropy
production observed in April, May and November in the absence of vegetation is explained
by a longer period of snow cover in the presence of vegetation. Vegetation reduces the fluxes
of radiation that reaches the soil surface. Therefore, the amount of energy available to melt
the snow is lower than if plant were absent. Lower radiation reaching the soil surface prolongs
the period with snow.
From section 5.3.2 we observed some important differences in the entropy produced by
the surface under the presence and absence of vegetation. These differences can be useful to
analyze the patterns observed in Figure 5.5. The flux of diffusive SW energy emitted by the
surface is higher in Scenario III (Figure 5.4b). However, the fluxes of entropy in SW emitted
by the surface are very similar for all the scenarios. Although Scenario III emits a higher
energy flux of diffuse SW, the entropy in the diffuse SW is inversely proportional to its flux.
This pattern is expected since a lower flux of SW reflects a higher level of transformation
from its original state. Therefore, in Scenario III the higher emission of energy in the form
of SW radiation is damped by a lower amount of entropy per unit of energy. In the end, the
differences of entropy in the diffuse SW between Scenarios I, II, and III are negligible.
The difference in the amount of entropy per unit of energy in the emission of diffuse SW
between Scenarios I and II, and Scenario III can be observed clearly in terms of RFSW,dif
(Equation 5.13). Figure 5.6a shows the mean diurnal pattern for the diffuse shortwave
radiation factors (RFSW) for all the scenarios and sites. The values of RFSW,dif are higher
in Scenarios I and II than in Scenario III reflecting a higher entropy per unit of energy in
the diffusive SW flux emitted in the presence of plants.
Figure 5.6a shows also the diurnal patterns for the LW radiation factor (RFLW). Note
that RFLW is constant throughout the day. This is expected since RFLW is only a function
of the emissivity (ε) of the surface that is emitting LW which is assumed constant. Also,
note that RFLW ∼ 1.34 > 1 which implies that the entropy per unit of energy is higher in
LW radiation than in heat.
In order to facilitate the analysis we compute an effective temperature Tsurf by performing
an entropy budget at the entire ecosystem:
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Figure 5.6: Figures on the top show (a) the mean diurnal patterns of radiation factors for
diffuse shortwave (RFSW) and longwave (RFLW). It can be observed that RFSW is lower in
the incoming diffuse shortwave. In addition, the outgoing diffuse shortwave RFSW is higher
in the diffuse shortwave emitted from the surface in the presence of plants resulting in a
higher fraction of entropy per unit of diffuse energy in Scenario I compared to Scenario
III. On the other hand, RFLW is higher in the incoming longwave compared to the
outgoing. RFLW is function of the surface emissivity and therefore there are no significant
differences in the outgoing RFLW between Scenarios I and II, and Scenario III. The
bottom panels (b) show scatter plots between the effective temperature Teffe computed
with the production of entropy, and temperatures obtained from the longwave emission
(Teffe,LW) and the mean temperatures in the canopy Tcan.
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SNET,ECO = [SSW,dir + SSW,dif + SLW]IN,ECO
−
[
SSW,dif +
ELW
Teffe
+ LE
Teffe
+ H
Teffe
]
OUT,ECO
.
(5.16)
In this equation the subscript ECO represents fluxes at the entire ecosystem, subscript
IN refers incoming fluxes (computed with the forcing information recorded in the Ameriflux
Towers) and subscripts OUT and NET refer to outgoing and net fluxes respectively in the
system (computed by aggregating all the results obtained from the model including all the
components in the canopy and the soil). From Equation 5.16 it is possible to compute Teffe.
Therefore, this effective temperature is computed in order to satisfy the entropy budget.
There are other different alternatives to compute the effective temperature of the surface
under the presence of plants. For instance, a simple approach is to consider the mean canopy
temperature (Tcan) as the effective temperature of the surface. Other approach that has been
implemented in previous studies is to perform a back calculation of the Stefan−Boltzmann
law (Teffe,LW) using the LW radiation emitted by the surface. Figure 5.6 shows scatter plots
of (Teffe vs Teffe,LW) and (Teffe vs Tcan). Although Teffe, Teffe,LW, and Tcan are very similar
there are some slighly differences. The scatter plot Teffe vs Tcan shows a divergence from the
45◦ line throughout the day. On the other hand there is a good match between Teffe and
Teffe,LW during nighttime. However, Teffe,LW is calculated with only fluxes of LW while Teffe
is obtained with both LW and sensible and latent heat fluxes. This difference is accentuated
during daytime because the heat fluxes are more prominent. In this study we use Teffe
because is the effective temperature that matches the fluxes of entropy.
Figure 5.7a shows Teffe for all the scenarios and sites. It can be observed that Teffe is sig-
nificantly higher in the absence of vegetation. Furthermore, Teffe is lower in Scenario I than
Scenario II. As expected the presence of overstory species reduces the effective temperature.
From Figure 5.7a we observe that the higher emission of LW under bare soil is associated
to a much higher surface temperature. Although the surface area of emission is higher in
the presence of plants (from leaves, 1 < LAI) the emission of LW is proportional to the
temperature of emission to the power of four and therefore the magnitude of temperature
might become more relevant than the area of emission for the emission of LW.
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Figure 5.7: Top figures a,c,e show the effective temperatures for all the different scenarios.
The presence of vegetation results in a significant lower temperature in Blodgett. In
Harvard Forest the difference is not as significant. The bottom figures b,d,f show the
Trade off between a lower temperature in the presence of vegetation (Scenario I ), and a
higher emission of longwave radiation from a bare soil (scenario III ).
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5.3.7 Comparisson of Entropy Production from Plants and Soil
The lower Teffe in the presence of plants displayed in Figure 5.7b is caused by two main
mechanisms: (i) higher surface area, that reduces the amount of radiation absorbed per
unit of surface area, and (ii) higher fluxes of LE that cools the surface. In the end, the
reduction of effective surface temperature in the presence of plants allows to enhance the
production of entropy because all the outgoing fluxes of entropy are inversely proportional
to the temperature of the surface.
On the other hand the factor RFLW (Equation 5.14) influences the amount of entropy per
unit of energy flux in the LW. This factor is very similar in all the scenarios because it is
function of the surface emissivity (ε). From Figure 5.6 we observed that RFLW > 1 implying
there is more entropy per unit of energy in the LW compared to heat. Therefore, more
emission of LW radiation instead of heat (as in the bare soil, scenario III ) will maximize the
production of entropy from the surface.
There is a trade off in the production of entropy from the surface. In the presence plants
the surface temperature is reduced, therefore there is an enhancement of entropy production
that is given by:
∆Splants =
(
SWout
Teffe
+ LWout
Teffe
+ LEout
Teffe
+ Hout
Teffe
)
plants
−(
SWout
Teffe
+ LWout
Teffe
+ LEout
Teffe
+ Hout
Teffe
)
BareSoil
(5.17)
On the other hand, in the absence of plants there is a higher emission of LW which contains
higher entropy than heat. Therefore, there is an enhancement of entropy production in the
absence of plants which is given by:
∆Sbaresoil = RFLW
[(
LW
Teffe
)
baresoil
−
(
LW
Teffe
)
plants
]
. (5.18)
Figure 5.7b shows the plot of ∆Splants vs ∆baresoil. The trade off between ∆Splants and ∆baresoil
resembles the same pattern as that displayed in Figure 5.5. In Blodgett and Tapajos ∆Splants
is higher for most of the period of simulation. On the other hand, in Harvard Forest ∆Sbaresoil
is slightly higher during the summer period. These results confirms that Teffe and LW are
the most relevant factors regulating the emission of entropy from the surface. In the case of
Harvard Forest, the reduction in the surface temperature under the presence of vegetation
is not enough to compensate the entropy it would have produced under a bare soil scenario.
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5.3.8 Entropy Production in the Absence of Vegetation
In the absence of vegetation the entropy production is maximized by increasing the absorp-
tion of SW and increasing the emissivity of LW. There is ample evidence that the reflectance
of shortwave by the soil is inversely proportional to soil moisture. In this study we implement
the exponential shape function suggested by Gascoin et al. [2009] to simulate the role of soil
moisture in the albedo. Figure 5.8a shows the albedo throughout the year, for the three sites
and for scenarios I and III. The simulations results show a higher albedo in the presence
of vegetation for all the scenarios. As expected, in Harvard Forest (also in less magnitude
in Blodgett) the albedo increases during the winter due to the presence of snow. During
no winter periods the highest difference in the albedo between scenario I and scenario III
occurs in Blodgett during the summer period. During the summer period the rainfall in
Blodgett is very scarce with no events at all resulting in significant dry conditions in the top
surface. Therefore, during this period soil albedo increases significantly.
Figure 5.8b illustrates the effect of soil moisture and albedo on the entropy produced
under a bare soil scenario in Blodgett. When albedo is not affected by soil moisture (remain
constant as 0.15) the entropy produced under the bare soil scenario is significantly higher
during the dry period.
Another important mechanism that impacts the entropy produced by a bare soil is the
ability to emit LW which is regulated by the soil emissivity εsoil. A higher magnitude of εsoil
will allow for a higher emission of LW under a given soil temperature. The values utilized in
the simulations are εsoil = 0.85 and εveg = 0.95 for the soil and vegetation leaves respectively
which are on the range reported by previous studies [Galantowicz et al., 1999, Humes et al.,
1994, Njoku and Entekhabi, 1996]. However, soil emissivity depend on several factors such as
soil moisture content, soil organic composition, soil structure, and soil color [Jin and Liang,
2006] and therefore there is an uncertainty associated to these values.
5.3.9 Entropy Production in the Presence of Vegetation
The presence of vegetation reduces the net effective temperature of the surface enhancing
entropy production. According to the trade off introduced in Section5.3.7 the presence of
vegetation will produce more entropy than the bare soil scenario if the effect from a lower
Teffe overcomes the effect of a higher LW emission from a bare sol. In Blodgett and Tapajos
the lower Teffe results in a higher entropy in the presence of plants. However in Harvard
Forest the higher emission of LW from the soil overcome the reduction in Teffe from the
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plants. It seems the reduction in Teffe in Harvard Forest is not enough to overcomes the high
emission of LW from the bare soil.
The most relevant mechanism to increase the production of entropy in the presence of veg-
etation is by reducing Teff . This mechanism is attained by increasing the LAI and increasing
the fluxes of LE. The inclusion of the overstory species in scenario I resulted in a lower net
temperature compared with scenario II for the three scenarios.
In Figure 5.9 we perform a sensitivity analysis of LAI on the production of entropy. This
figure illustrates the evolution of the entropy production as LAI increases, starting from a
bare soil situation where LAI= 0. Increase of LAI induces a gradual reduction in the entropy
produced from LW (SLW), and there is a gradual increment in the entropy produced from LE
(SLE). These patterns are consistent in all the sites. Also, there is a consistent increment in
the production of entropy as the LAI increases. However, in Harvard Forest lower Teffe in the
presence of plants under high LAI never overcomes the entropy production obtained under
a bare soil scenario. In addition Figure 5.9 displays the values of Teffe along the gradient in
LAI. As expected higher LAI results in lower Teffe because it induces a higher flux of LE.
5.4 Summary and Discussion
In this study we have analyzed the production of entropy under three scenarios that consider
different structural and functional properties emulating different levels ecosystem organiza-
tion. We found that the total production of entropy from these scenarios is on the same
orders of magnitude. However, the diurnal patterns of entropy fluxes varies between the
three scenarios. In the presence of vegetation the highest amount of entropy is produced
during daytime periods, and this pattern is more prominent when overstory plants were
present (Scenario I ). On the other hand, the production of entropy in the absence of vege-
tation (Scenario III ) is distributed more homogeneously throughout the day.
The production of entropy is affected by the capacity of the surface to dissipate the in-
coming energy in the form of LE flux. This mechanism is enhanced in the presence of
plants because they have the capacity to reach a higher pool of moisture that is present
in deeper layers of the soil. The numerical simulations performed in this study show that
the immediate effect of a higher LE flux is a reduction of the effective surface temperature.
Therefore, the effective temperature is lower in the presence of vegetation and the reduction
was more prominent when the overstory vegetation was present because they enhance the
fluxes of LE. Similar patterns of effective surface temperature under the presence of vege-
132
tation were obtained in previous studies using experiments over terrestrial ecosystems with
Infrared Multispectral Scanner (TIMS) [Luvall et al., 1990].
Lower effective temperature in the presence of vegetation (Scenario I ) enhances the pro-
duction of entropy from the surface because all the entropy fluxes are inversely proportional
to temperature. However, in the absence of vegetation the lower flux of LE is compensated
with a higher flux of LW radiation emitted from the surface. The amount of entropy per
unit of energy in the LW radiation is higher than heat fluxes. Therefore, in the absence of
vegetation higher dissipation of energy in the form of LW enhances the production of en-
tropy. Thus, the net difference in entropy production under a surface with different levels of
organization is regulated by the trade off between a reduction of Teffe when LE is maximized
(more developed ecosystems), and a higher emission of LW when LE is lower (less developed
ecosystems). The simulations results show that the total entropy production in the different
scenarios analyzed in this study are on the same order of magnitude. The main differences
between the scenarios that are considered lies in the effective temperature of the ecosystem
and in the distribution of the entropy production in the different components of the energy
balance.
In this study we analyzed the dynamics for three sites that experience different climatic
conditions. We found that the main patterns described above are present in these three
sites. However there are some differences that are worth to mention. Although the total
fluxes of entropy were similar for the three different scenarios, in Blodgett and Tapajos the
reduction in Teffe under the presence of overstory PFTs (Scenario i) overcome the higher
LW in the absence of vegetation and results in a slightly higher production of entropy. On
the other hand in Harvard Forest the reduction of temperature in Scenario I was not enough
to overcome the higher emission of LW in the absence of vegetation resulting in a higher
entropy production in the absence of vegetation.
We observed that the pattern of total entropy production resembles the patterns in the
incoming SW. Therefore, the total entropy production presents a clear seasonality in tem-
plate ecosystems such as Blodgett and Harvard Forest, and a more homogenous distribution
throughout the year in tropical ecosystems such as Tapajos. Moreover, the highest produc-
tion of entropy fluxes occurs in Blodgett Forest and is associated with a net high flux of
incoming direct SW radiation that takes place in this site.
In this study we have made an attempt to quantify the link between different levels of
ecosystem organization and the production of entropy from the surface. We have conceptu-
alized this organization in terms of functional and structural properties. The calculation of
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Figure 5.8: Influence of soil albedo on the production of entropy under the absence of
vegetation. The figure to the left (a) shows the soil albedo during one year of simulation
for all the three sites including in the analysis. Top panels in (a) display the mean monthly
precipitation. The figure to the right b shows the influence of soil moisture in the
production of entropy from Blodgett Forest.
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Figure 5.9: Sensitivity analysis of LAI on the entropy production. The analysis is displayed
for each site independently. Each plot is showing the tradeoff between the total entropy
produced Sprod, the entropy produced from LW (SLW) and the entropy produced from LE
(SLE) along the gradient in LAI. In addition Teffe is displayed as a color gradient. The
values of entropy associated to a bare soil scenario are shown by the diamond symbol.
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entropy production were performed with numerical simulations implemented with a detail
multi layer above- and below-ground model. We are aware that the numerical approach fol-
lowed in this study is sensitive to some parameters and site specific information. However,
we have made an effort to include the most realistic information and use the fluxes recorded
in Ameriflux Sites to validate the model. On the other hand the numerical approach has al-
lowed us to investigate the production of entropy from the surface under different conditions
and therefore improve our understanding regarding the role of vegetation in the production
of entropy from the surface.
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CHAPTER 6
CONCLUSIONS
This study focused in the analysis of the above- and below-ground interactions that occurs
in the Critical Zone. The main objective was to understand better these interactions in the
light of different processes that they influence. In this chapter we present the conclusions
and findings from this work. Initially, we describe briefly the most representative results
from each chapter separately. Later, we analyze all the results in a holistic perspective that
integrates across different processes. In the last part of this chapter, we provide some possible
future avenues of research that can be achieved after this study.
6.1 Research Summary
Competitive and Mutualistic Dependencies in Multi-Species Vegetation Dynam-
ics Enabled by Hydraulic Redistibution
In this study we have explored the first and second research questions exposed in the intro-
duction. We analyzed the role of multiple coexisting species in the above-and below ground
interactions and how they impact the energy and water balance in the surface. Traditional
approaches in Ecohydrology have examined the role of vegetation on the water and energy
fluxes but have not included interacting multiple vegetation species. In this study we ana-
lyzed these interactions under the presence of different species that coexist. In particular, we
examine how the interactions between plant species influence the energy and water balance,
and in turn how these processes impact the ecosystem productivity. The solution of energy
and water balance is performed for both, the canopy and the soil. The numerical solution
includes the presence of a litter layer that lies over the soil. Litter layer is ubiquitous in nat-
ural ecosystems and is an important element that regulates the energy and water balance.
This was the first numerical study that examined the ecohydrological dynamics mediated by
HR under the presence of different interacting species and that included litter layer in the
simulations. The most important findings are:
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• Several experimental studies have pointed to the importance of HR in multi-species
ecosystems as processes that mediates mutualistic feedbacks between plants [Brooks
et al., 2006, Dawson, 1993, Emerman and Dawson, 1996, Espeleta et al., 2004, Mor-
eira et al., 2003]. However, the previous modeling exercises involved a single species
neglecting the competitive or mutualistic interactions between species. This study rep-
resents the first modeling attempt to analyze the below-ground water dynamics under
the presence of different plant species. This modeling approach provides a framework
for the predicting distribution and use of resources by different species. In addition it
quantifies the contribution from each species to the fluxes of water and energy.
• Previous numerical studies have indicated the potential for HR to induce significant
fluxes of soil evaporation during dry periods [Lee et al., 2005, Wang, 2011]. These
studies turn off HR assuming death of fine roots in the near-surface layer during dry
periods. However, experimental studies examining the response of fine roots during
dry periods have shown a gradual reduction of root conductivity and have reported
that HR is a mechanism that can help to prolong root survival. We analyze these
dynamics under different scenarios including the presence of litter. The presence of
litter represents an important factor in the balance of energy and water [Ogee and
Brunet, 2002, Park et al., 1998]. We found that the presence of litter layer reduced the
incoming radiative energy reaching the soil and hinders the demand of moisture by the
atmosphere. Our simulations results show that both, HR, and the presence of litter
helped to prolong the functioning of fine roots by maintaining higher levels of water
potential in the near surface layer. In addition, we found that litter layer influence
the ecohydrological dynamics in shallow soils by maintaining moisture in the soil that
otherwise would have been evaporated. This moisture is an important resource for
shallow rooted plants.
• The simulations performed in this study show that facilitation of water resources in the
below-ground by ponderosa pine trees with deep roots enhances productivity of shrubs
during the summer period. Although the significance of this process is sensitive to the
maximum root depth of shrubs, still these results support the hypothesis that plant
interactions could be an important missing mechanism that is not included in current
ecohydrological and climatological models. Specifically, in the long term the survival
of some species could be supported by the coupled interactions with other species.
Role of Climate and Species Composition on Hydraulic Redistribution
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In this study we have explored in detail the secong and third research questions exposed
in the introduction. We analyzed the water fluxes in the presence of coexisting species in
different sites that experience different climates. In particular, we explored the role of climate
and species composition on the fluxes of hydraulic redistribution.
Uptake and release of water by plant roots in the soil is an important component of the
hydrologic cycle. Uptake of moisture by roots maintains the rates of transpiration. On the
other hand, release of water through HR modifies the distribution of soil moisture and impact
several processes the below the ground. The magnitude of transpirational fluxes has been
studied for long time with experiments and models. This is not the case with HR where
numerical and experimental evidence is limited and report different orders of magnitude
[Neumann and Cardon, 2012]. In this study we performed numerical simulations to analyze
the implication of different factors on the fluxes of transpiration and HR simultaneously.
We analyzed three ecosystems that experience different climatic conditions. Although there
are several uncertainties related to below-ground processes, this comparative examination
provided important insights about these fluxes along a range of climates and vegetation
types. The most important findings are:
• Seasonal variation of precipitation and incoming shortwave are the most important
factors for the fluxes of HR because in the end they are the regulators of water potential
gradients in the soil. Seasonal precipitation with long dry periods enhances HR while
temporally uniform rainfall reduces HR. In contrast, a homogeneous distribution of
shortwave radiation, such as in the tropics, enhances HR because it supports a constant
rate of transpiration throughout the year.
• Previous studies of HR assumed a single vegetation. In this study we use multi species
MLCan to analyze whether different vegetation species releasing and taking up water
simultaneously from a common pool of soil moisture would impact the net flux. By
comparing a simulation performed with several co-existing species, and a simulation
with a single bulk species we found that the fluxes of HR were significantly affected.
HR was enhanced under the presence of different species. The interaction of multiple
species also impacts the transpirational fluxes. These results support the hypothesis
that species diversity and interactions impact eco-hydrological fluxes.
• We analyzed the effect of root hydraulic conductivities on the fluxes of transpiration
and HR. We found that both axial and radial conductivities are limiting factors of
these fluxes. However, the magnitude of HR fluxes were more sensitive to the root
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radial conductivity since it regulates the connectivity between the root system and
the soil. This analysis showed the sensitivity of numerical modeling to root hydraulic
conductivities.
• Previous studies have considered transpiration as a method for the validation of HR
fluxes. In this study we observed that transpirational flux impacts the water potential
gradients in the soil and therefore it enhances HR. However, the effects of climate,
root hydraulic conductivities, and vegetation composition induces different patterns in
the magnitude of HR and transpiration, and these patterns are not always correlated.
Therefore, we posit that the measurement of transpirational fluxes are not sufficient
for the validation of HR.
Passive Regulation of Soil Biogeochemical Cycling by Root Water Uptake
In this study we have explored the second and third research questions exposed in the
introduction. In particular we analyzed the role of water transport in regulating above- and
below- ground interactions and how these processes impact the biogeochemical cycling of
carbon and nitrogen.
We examined the role of different vegetation species in the cycling of nitrogen and carbon
in the soil. Specifically, we analyzed how different composition of species influence the
dynamics of carbon and nitrogen by: (i) modification of the energy and water balance at
the surface thereby impacting the states of soil moisture and temperature, (ii) regulation
of decomposition by the quantity and quality of nitrogen content in litter drop, and (iii)
impact on soil moisture due to uptake and redistribution of moisture in the soil. The study
was conducted with information from Blodgett Ameriflux site by contrasting two different
species that coexist, overstory ponderosa pine, and shrubs. The most important findings
from this study are:
• The co-existence of the two species showed a larger long-term pool of organic matter
and nitrogen in the soil. Specifically the presence of shrubs increases significantly the
pool of nitrogen because of their low C:N ratio.
• The energy balance solutions differ between the simulations performed with only one
species and that with two species. The presence of two species increases the LAI, and
less amount of radiation reaching the surface. Soil temperatures were lower when the
two species were present reducing the rates of decomposition. However, in the presence
of two species the amount of organic matter was higher and supported a larger microbial
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pool that counteracted the effect of lower temperature. Steady state solution in the
long-term showed higher decomposition when the two species were present. This study
represents the first numerical attempt to simulate the implications of multiple species
in the cycling of carbon and nitrogen that includes dynamics associated with both,
(i) the effect of litter drop, and (ii) the regulation of energy balance at the surface
inducings changes in soil moisture and temperature.
• This study developed the first numerical approach to analyze the role of HR in the
biogeochemical cycling of carbon and nitrogen. The simulations performed here sup-
port the results from previous experimental studies that have reported enhancement of
decomposition by hydraulic lift (HL) at near surface horizons. However, we also found
HL could impact the energy balance by releasing moisture to the soil and enhancing
evaporation. Under such situation the temperature in the soil would become lower
and the positive effect on decomposition is damped. A sensitivity analysis showed that
functioning of fine roots located in the near surface is a very critical factor that impact
the fate of organic matter in the soil.
• Previous experimental studies reported that HR fluxes enhance decomposition rates.
However, these studies are performed over short time scales. In this study we per-
form long term simulations to analyze the accumulation of organic carbon in soils.
We were able to show that higher decomposition rates in short time scales induced
by HR impact the soil organic matter concentration, which in turn impact processes
such as bioturbation and decomposition rates. In the end, the long-term dynamics of
carbon show the same decomposition rates in the presence or absence of HR, but the
concentrations of organic matter were different.
Entropy Production in Ecohydrologic Systems
In this study we have explored the fourth research question exposed in the introduction.
We analyzed the second law of thermodynamics (specifically the production of entropy) and
its connection with the organization of ecosystems.
Concepts related to the second law of thermodynamics such as entropy or free energy
provide insight of the actual energy available to perform work in an open system and can
be used to examine the organization and functioning of ecosystems. It is believed that open
ecological systems self organize to attain some specific functions related to the second law of
thermodynamics. Previous studies in ecohydrology have computed entropy budgets without
linking it with different levels of ecosystem organization. In this study we have made an
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attempt to analyze the interaction between the different levels of ecosystem organization
and the production of entropy. We conceptualize the organization of ecosystems in terms of
structural and functional properties and examine how the production of entropy is affected
by these properties.The most important findings from this study are:
• We found that the dissipation of energy in the form of latent heat is an important
mechanism that impact the production of entropy. Latent heat fluxes reduce the
effective temperature of the surface and therefore enhances the production of entropy.
• We also found that dissipation of energy in the form of longwave maximizes the pro-
duction of entropy because the entropy content in the longwave is higher than the
entropy content in heat fluxes.
• Following the previous results we found there is a trade off between the dissipation
of energy in the form of longwave and latent heat. This trade off regulates the link
between different levels of ecosystem organization and the production of entropy. We
did not find significant differences in the total production of entropy between the levels
of organization that we explore through different structural and functional properties.
However, the diurnal patterns of entropy production were significantly different.
• We found some differences between the different sites that were analyzed. Although
the total production of entropy were similar for all the levels of ecosystem organization
considered, there were some differences from site to site. In Blodgett and Tapajos there
was a higher production of entropy in the presence of vegetation, while in Harvard For-
est the production of entropy was higher in the absence of vegetation. In addition the
production of entropy resembles the incoming shortwave and was highest in Blodgett
were the mediterranean climate allows for high inputs of shortwave.
6.2 Integrated Examination Across Different Processes
In this work we have studied the above- and below-ground interactions in view of different
processes that occur in the Critical Zone. The analysis performed for these processes in-
dependently allowed us to obtain specific conclusions, that were described in the previous
section. In this section we provide a synthesis of these understanding.
Figure 6.1 shows an schematic representation of the synthesis of above- and below-ground
interactions characterized through this study. We can observe different ecological, biogeo-
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chemical, hydrological, and thermodynamical processes occurring the CZ. All these processes
are connected and are mutually regulated, and should be examined under an integrated
framework.
From Figure 6.1 we can observe the role of water as the primary resource that is responsible
for competitive and facilitative intra- and inter-specific interactions; in biogeochemical pro-
cesses as the main mechanism to transport nutrients and facilitator of biochemical reactions
that mediates processes such as decomposition or mineralization; as the main regulator of
the energy balance at the surface; and also the main mechanism to maximize the production
of entropy.
Previous ecological studies have explored the different interactions that occur between
plants and soil biota communities. They have recognized the role of above- and below-ground
biodiversity in these interactions and have reported mutual feedbacks between components
above and below the ground. The present study adds to these understanding by character-
izing the influence of water, energy, and entropy as mediators of these interactions, and how
species interactions impact the fluxes of water, energy, and entropy.
An important contribution of this study was quantification of how vegetation is able to
influence the below-ground communities not only by providing biochemical energy but also by
regulating the dynamics of soil moisture and soil temperature. An important mechanism that
mediates these processes is hydraulic redistribution where plants can modify the distribution
of water moisture in the soil and under some specific conditions it can also impact soil
temperature.
Biodiversity and species richness are fundamental variables in Ecology. However, the de-
velopment of ecohydrology has overlooked biodiversity and has been more focused in the
understanding of water and energy fluxes. In this study we have explored the role of biodi-
versity using species composition as its surrogate in these interactions by a simple approach
where we have examined the coexistence of different plant species that are in the same loca-
tion and share resources. Another important outcome of this study is the recognition of plant
biodiversity as a factor that impact the fluxes of mass, energy, and entropy. Therefore, the
feedbacks between biodiversity, and water and energy dynamics should be considered and
analyzed in detail. Specially in the light of climate change where alterations of biodiversity
will impact water and energy dynamics and vice-versa.
We are aware that the approach we implemented in this study oversimplifies the complexity
that is present in plant species interactions. However, this study represents an important
attempt to link ecological, biogeochemical, hydrological and thermodynamical processes. We
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hope these results lead to new avenues of research oriented to understanding the coupled
interactions between all these processes.
6.3 Future Research
In this study we have examined above- and below-ground interactions in the CZ. The ap-
proach we have followed is based on numerical simulations that have been performed in
different ecosystems. We have provided an integral framework to analyze these interactions
in view of different processes, and the main purpose has been to complement experimental
studies in our goal to analyze these interactions in the CZ.
This study is part of a multidisciplinary effort oriented to understand different processes
that occur in the CZ at different time, and spatial scales. The numerical developments
implemented in this study, and the results obtain can open new avenues of research that can
elucidate new patterns in the CZ. In this section I describe some of these research avenues.
6.3.1 Modeling of plant-mycorrhizal symbiosis
In this work we have not considered direct interactions between plants and microorgan-
isms. However, these interactions have been recognized as main mechanisms that impact
the composition and structure of above- and below-ground processes. In particular, impor-
tant advances have been reported in the interaction between mycorrhizal fungi and plants
which is a symbiotic interaction that occurs in roughly 80% of plants in the planet. There
is evidence that this interaction is an important mechanism that supply nutrients to plants
and structure the composition of plant species [Grime et al., 1987].
Although these interactions have been mainly recognized as important suppliers of nutri-
ents, recent studies have also reported their connection to water functions in plants. There
is evidence that myccorrizae fungi can enhance water uptake [Marulanda et al., 2003, Ruiz-
Lozano, 2003]. In addition, mycorrhizal symbiosis can include different individual trees from
the same species creating a common network which has been denominated as ’common my-
corrhizal network’ (CMN). It has been reported that CMN can facilitate water from mature
trees to seedlings through HR [Warren et al., 2008]. These findings suggest the capacity
of mycorrhizal symbiosis to enhance vegetation dynamics not only by supply of nutrients
but also water. This lead to the following hypothesis: Interactions between plant roots and
mycorrhizal fungi impact the cycling of water and nutrients below the ground and impact the
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fluxes of water and energy from the surface, as well as the productivity of plants Although
the role of mycorrhizal symbiosis to enhance nutrients and water uptake in plants has been
tested in experimental studies, still there are few modeling efforts that have quantified the
implications of these interactions on the fluxes of energy and water from ecosystems. This
is an open problem that can be explore through numerical simulations.
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Previous experimental studies have observed functional differences between arbuscular and
ectomycorrhizal mycorrhizal symbiosis. In addition there is increasing evidence showing some
degree of plant specificity [Eom et al., 2000, Molina and Trappe, 1982] in these interactions.
Simulation of mycorrhizal symbiosis could be performed in the light of different species
using Multi Species MLCan. Ectomycorrhizal and arbuscular symbiosis must be simulated
independently following our current understanding from the experiments that have been
performed in the last twenty years in different ecosystems and plant species. Simulation of
these symbioses should consider the effect they have in the uptake of nitrogen, and water
from the soil. Modeling of ectomycorrhizal and arbuscular symbiosis can be performed by
extending root properties. The formulation must be performed using available experimental
evidence that quantify the capacity of this interaction to enhance nutrient and water uptake.
Once, we have different formulations for ectomycorrhizal and arbuscular symbiosis, it is
possible to utilize the specificity formulation in Multi Species MLCan to perform simula-
tions of these symbiosis under different plant hosts. This approach would allow to perform
comparative studies of ectomycorrhizal and arbuscular symbiosis in different ecosystems,
and under different situations such as the presence of both symbiosis or only one of the two.
This approach will allow us to understand the role of this symbiotic interaction on the water,
energy, and carbon fluxes following a similar approach as that performed in this study.
6.3.2 Large-Scale- Spatial Modeling: Role of Plant Biodiversity
The simulations in this study have been performed in different Ameriflux Sites separately.
The numerical formulation implemented includes the dynamics in the vertical domain only,
and the spatial scale comprise only the footprint of an Ameriflux tower. In addition, we
have not considered several ecological dynamics such as growth, dispersal, and external
disturbance mechanisms such as fire.
Simulations at larger spatial scales than those implemented in this study may provide more
fundamental answers regarding the role of biodiversity in the cycles of water, and energy
in the planet. In addition, the consideration of species dynamics will enable us to have a
more clear understanding of the species interactions at longer time scales. This leads to the
hypothesis that: Facilitative and competitive interactions between coexisting plant species
serves as an important regulatory mechanism.
In order to accomplish this research we need to perform numerical simulations at larger
spatial scales, and by considering species dynamics. Although Multi Species MLCan could
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be modified in order to perform such large scale simulations, the most optimal option would
be to incorporate the capabilities that are present in Multi Species MLCan into an existing
numerical model that is able to perform large scale simulations. There are several numerical
models that can perform large scale simulations. The most known is the Community Land
Model (CLM), which is able to perform ecohydrological and biogeochemical simulations at
high spatial scales. CLM model is the result of an collaborative work of different scientists
and has been used for different studies in the last decade to analyze the connection between
soil, land surface and atmosphere processes. The model includes the concept of ecological
climatology which is an important framework that allows to examine the role of vegetation
on climate. This framework suggest that terrestrial ecosystems can influence climate by their
impact on the cycling of energy, water, and biogeochemical elements. This conceptualization
is particular useful and therefore we believe CLM 4 would be an appropriate choice to
examine the objective that has been proposed.
There is a important modification to CLM 4 that will increase its potential to examine
the feedbacks between climate change and vegetation biodiversity.
CLM 4 uses PFTs as a proxy to biodiversity. The implementation of PFTs in CLM 4 is
an adequate form to include vegetation composition while reducing the level of complexity
to deal with biodiversity. Although in CLM 4 all the PTFs are represented in a grid cell,
they are separated into independent patches. Therefore, under this formulation species do
not coexist in the same location. We can use the same formulation developed in Multi
Species MLCan to consider overlapping of PFTs that share resources and coexist in the
same location. This formulation is consistent with ecological observations and could be
incorporated following the experience from Multi Species MLCan.
6.3.3 Role of soil structure in the above- and below-ground interactions
The development and formation of soils occurs from different processes occurring at dif-
ferent time scales. The soil structure and fertility are relevant regulators of above- and
below-ground processes. The implications of soil structure on hydrological processes have
been studied for a long time. Today, it is well known that soil properties such as the hy-
draulic conductivity controls the flux of water in the soil [van Genuchten and Leij, 1992]. In
addition, the structure of the soil has been associated to the net primary production (NPP)
of ecosystems [Lvovich, 2004], the cycling of biogeochemical elements [McClain et al., 2003],
and plant nutrition [Chiarini et al., 1998]. Furthermore, some studies have reported on the
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role of soil type on microbial communities [Chiarini et al., 1998]. In some cases, soil type
was reported as the most important factor influencing the distribution and composition of
microbial communities in the rhizosphere [Singh et al., 2007].
The studies mentioned above suggest the strong influence that soil type has on the com-
position of vegetation and soil communities in natural ecosystems. However, soil, plants,
micro flora, and fauna have been co-evolving for long time. Therefore, it is likely that the
living component is making an imprint on the soil properties a well. There is evidence of soil
structure modification by additions of soil organic matter (SOM) in the presence of plants
and microorganisms. SOM enhances the aggregation and stabilization of the soil [Golchin
et al., 1994, Oades, 1993, Rillig and Mummey, 2006]. In addition, the presence of biotic
structures such as roots may induce the generation of macropores [Beven and Germann,
1982] in the soil matrix which in the end will modify the porosity and hydraulic conductivity
of the soil matrix.
At long time scales the living component may also impact other soil properties such as the
mineral composition, and therefore the ultimate soil type. The magnitude of the time scale
over which such feedbacks occur creates a challenge for the generation of a proper hypothesis
to be tested. Some hypotheses have been postulated and they have been very useful to
improve our conceptualization of the co-evolution of soils within natural ecosystems. For
instance, Albretcht suggested the evolutions of soil may be explained by a curve [Albrecht,
1940, Huston, 2012] where different soil properties (such as clay content, exchange capacity,
base saturation, and organic matter) change along time. Soil evolution occurs at long time
scales and is regulated by climate. An important variable of soil evolution is weathering
which is an important process that over time changes the mineral composition of soils.
According to Albrecht the curve reaches a peak at which evapotranspiration becomes equal
to precipitation.
Another important hypothesis of soil evolution in the light of ecohydrological interactions
is Eagleson′s third Hypothesis [Eagleson, 1982]. This hypothesis suggest that ecosystems
evolution in the long term is associated with alterations in the soil in such a way that these
alterations occur to increase ecosystem productivity. This lead to the hypothesis that: In the
long term the composition of vegetation will shape the soil structure that impact the energy
balance in the surface and the productivity of ecosystems.
Although, several relevant properties of soils such as exchange capacity, base saturation,
and content of minerals impact the fertility of plants, in this research proposal soil structure
is associated only to content of clay, sand, and organic matter. In particular, this research
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proposal intends to analyze the role of soil organic mater only. We suggest to analyze these
interactions in view of different plants functional types using Multi Species MLCan and
examine the role of different species in the formation of soils.
This research will improve or understanding of the mutual feedbacks between plants and
soil structure. We propose to analyze steady state solutions under different compositions of
plant species. We believe that steady state solutions of soil organic content will be different
according to the composition of species that are considered. This pattern is supported by
the simulations performed in this study. For instance, the long term simulations of carbon
and nitrogen performed in Chapter 4 showed different results of soil organic carbon accu-
mulation at steady state in the presence and absence of shrubs. The main implications of
soil structure in the ecohydrological fluxes are associated to changes in soil porosity and
changes in the saturated hydraulic conductivity of soils. In order to determine the effect of
soil organic matter on the hydraulic conductivity of the soil we must implement a pedotrans-
fer function that accounts for organic matter such as the function obtained by Saxton and
Rawls [2006]. We suggest to analyze these dynamics in different ecosystems and implement
the next simulations in each ecosystems:
• Perform long term simulations for different combinations of PFTs.
• The simulations for every particular combination of PFTs must be performed with a
pedotransfer function that includes soil organic matter, and a control simulation when
soil organic matter is not considered in the pedotransfer function.
With these simulations we can analyze: (i) the effect of different combinations of coexisting
PFTs on soil soil organic matter, and (ii) the role of soil structure on ecohydrological fluxes
of carbon, water, and energy such as ecosystem productivity, and transpiration.
This formulation will be an adequate approach to examine the feedbacks between species
diversity, soil structure, and ecohydrological fluxes of water and energy in natural ecosystems.
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APPENDIX A
MULTI-SPECIES MLCAN MODEL DESCRIPTION
A.1 Previous Models
Ecological Approaches to Model Species Interactions
The existence of different species in natural ecosystems is observed everywhere. Today we
know that natural ecosystems are networks of different species that have coevolved and this
coevolution has been an important factor in the survival of the species that are observed.
The interaction between different species and their role in biodiversity has been an important
component of community ecology. To improve our understanding of this concept, experi-
mental studies have been conducted in different communities. In parallel to these studies
there have been several modeling attempts oriented to simulate species interactions and to
provide further information about their behaviour.
The first models developed to analyze interspecific interactions such as competition or
mutualism where based on single species approaches that were expanded to include multiple
species. The first approaches used the well known logistic equation (Equation A.1). This
equation describes the growth of abundance (N) of a given population at a given exponential
rate r and includes a carrying capacity K in such a way that when the abundance in the
population approaches the carrying capacity the growth becomes zero. This equation was
used initially by Pearl and Reed [1920] to describe dynamics in human populations. Later,
it has been implemented in many other different species.
dN/dt = rN(1−N/K) (A.1)
The logistic equation was extended by Lotka [1925] and Volterra [1926] to include the com-
petition between different species that share a specific resource. The authors included two
species that share resources and have specific growth rates and carrying capacities. This
model is composed by two differential equations that are coupled (Equation A.4). The
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growth in one species is controlled by the abundance of the other species. There is a new
factor αi,j which was denominated as the competition coefficient and describes the extent of
the competition. This factor quantifies the role of species j into species i by translating the
abundance of species j into i using a common currency.
dN1
dt
= r1N1(K1−N1−α12N2)
K1
dN2
dt
= r2N2(K2−N2−α21N2)
K2
. (A.2)
When more than one species is present, Equation A.1 can be extended to include more
species that share a common resource. In this case there will a matrix of competition
coefficients from all the possible species interactions i, j. These dynamics can be described
mathematically using equation A.3
dNi
dt
=
Niri
(
ki −
n∑
j=1
αijNj
)
ki
(A.3)
The coexistence of species can have also positive feedbacks in which case there will be a
positive interaction. These kind of interactions have been recognized in many communities
and were termed mutualism. According to Boucher [1985] there are four basic forms by which
this interaction occurs (i) energetic, (ii) nutritional, (iii) protective, and (iv) transport. The
first attempts to model mutualism dynamics used the same logistic approach (Equation A.4).
However, in this case the coeficiens α1,2, α2,1 are positive rather than negative:
dN1
dt
= r1N1(K1−N1+α12N2)
K1
dN2
dt
= r2N2(K2−N2+α21N2)
K2
. (A.4)
The presence of many species could involve both mutualistic and competitive interaction.
Therefore the matrix αi,j could have negative and positive elements.
The application of these models was helpful to improve our insight into the competition
and mutualistic interactions that arises when species coexist and share common resources.
However, these models rely in theoretical parameters such as the carrying capacities and
the coefficient factors. Further approaches attempted to have a more realistic quantification
of the carrying capacities and coefficient factors by implementing mechanistic models under
which these capacities were linked to several other variables such as realistic abilities of
the different species to exploit and deplete resources. The implementation of these models
allowed to analyze more realistic scenarios. Although the mathematical complexity increased
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due to inclusion of more variables and non linear functions describing the carrying capacities,
in some cases analytical solutions were still achievable.
The improvements performed to the logistic equations not only allowed to have more
realistic conditions but also to understand in more detail the competitive and mutualistic
interactions. However, the dynamics described by the model were simple compared to the
complexity observed in experiments. Consequently, the field of plant ecologist started to
develop models that included more dynamics. Scientist in this field felt the need of modeling
each individual tree as unity, observe the variations at the individual level and analyze their
connection with other species and their environment. These ideas gave birth to individual
base models [Holling, 1964] that simulate and track the changes in each individual in the
system. These models were to able to get rid of two important assumptions that were used
in previous approaches, (i) all individuals are identical, and (ii) the population is spatially
mixed.
From the individual base models different branches with different assumptions and pro-
cesses were generated. One important approach that contributed to the understanding of
competitive interactions is the neighborhood model developed by Pacala in a series of pa-
pers [Pacala, 1986a,b, Pacala and Silander, 1990]. In their work they tried to introduce intra
and interspecific competitions in plants by generating the concept of neighborhood. They
assumed that individual plants respond and are affected by competition only in a neighbor-
hood limited by the specific radius around the plant. This neighborhood impacts individual
dynamics such as survival and fecundity. The influence of competition on fecundity is as-
sumed to follow an exponential decay function. The population in a future time step Nt+1
can be predicted by the population in a current time step Nt using the following equation:
Nt+1 = gPNtMe
−gPNtγ. (A.5)
In this equation g is the probability of germination, P is the probability of a germinated
seed to survive adulthood, Mt is the number of seeds that an individual plant produces and
γ = 1 − exp(−c) where c is a parameter that describes the intensity of the neighborhood
competition. The same equation can be extended to more species using a similar approach
as that obtained with the logistic equation.
N1,t+1 = g1P1M1N1,te
(−g1P1N1,tγ11−g2P2N2,tγ12)
N2,t+1 = g2P2M2N2,te
(−g2P2N2,tγ22−g1P1N1,tγ21) (A.6)
The model was also performed with numerical simulations All the individuals at different
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stages in a given species, were taken into account in the simulations. Although the analytical
model was more exact and simpler to analyze, the numerical solution was able to account
for more species.
Another important family of models that branched out from the individual base approach
are the Gap Models. In this approach each tree is simulated as an independent entity. The
model introduces the concept of mosaic dynamics in the sense that it simulates a small patch
of forest. The size of the patch varies according to the simulations but usually it was on the
order of 0.1 ha. The first Gap model called JABOWA was presented in Botkin et al. [1972].
The name ”GAP” was given some years later [Shugart and West, 1980] as a description that
matches both, the individual level and the mosaic concept.
GAP models are computational expensive because they solve processes at a gap level.
However, these models beyond been less expensive than solving each individual tree, allow
to simulate spatial heterogeneity. The simulations include competition between different
trees that share a common environment. The most evident competition factor is light. Light
is divided in the canopy according to heigh and LAI of each tree. This competition is simu-
lated by including an attenuation of the radiation regime through the canopy according to
the vertical distribution of leaf area index. The vertical distribution of the leaf area index
depends on plant growth and carbon allocation. The level of detail considered in the above-
ground competition for light varies according to the model. Several GAP model versions
with different levels of detail have been created. However, less detail has been considered
for the below-ground competition. At that level, the competition is performed by a simple
allocation of resources using equations based on root biomass [Wullschleger et al., 2001].
Ecohydrological Modeling
The field of Hydrology is directly involved in the analysis of the water cycle on the Earth.
In this regard, hydrological studies are oriented to improve our understanding of the recircu-
lation of water at different time and spatial scales. In the last decades, hydrologists started
to notice the role of vegetation in the hydrological cycle. Plants are able to penetrate deeper
in the soil and obtain moisture from places where bare soil evaporation would not be able
to reach. In the end, the presence of plants results in a significant higher release of vapor in
the atmosphere with important relevant consequences in the hydrological cycle.
Hydrology as a field has emerged from engineering. Therefore, modeling and the prediction
ability have been important components of this field. The role of vegetation and the high
uncertainty in the evapotranspiration term under the standard hydrological models were
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important arguments that lead hydrologist to include more detail vegetation processes in
the modeling exercise. These fact gave raise to Ecohydrology a subfield of Hydrology which
is particularly related to the analysis of interactions between the biological processes and
the hydrological cycle. The most relevant and influencing contributions to Ecohydrology are
the publications by Eagleson [1978a,b,c,d,e,f,g] where the interactions between soil, climate
and vegetation were examined under an analytical framework.
The interactions between the water and vegetation have been investigated by analytical
and numerical models. Important contributions to the field of Ecohydrology were presented
by Laio et al. [2001a,b], Porporato et al. [2001], Rodriguez-Iturbe et al. [2001]. In these stud-
ies the authors were able to find an analytical solution for the probabilistic density function
of soil moisture under the presence of vegetation. Additionally, numerical models have been
able to add more complexity and simulate the water and vegetation interaction including
more dynamics. A diverse set of numerical models have been generated in the last decades
to simulate these processes. Today two of the most representative numerical models avail-
able are the Soil and Water Assesment Tool SWAT and the Community Land Model(CML).
These models simulate soil-plant-atmosphere interactions at small spatial scales or subunits
and then scale up to bigger spatial scales by aggregation and integration of the results ob-
tained at the smaller subunits. In the case of SWAT the simulations are performed at small
subbasins or watersheds while in CLM the simulations are performed in grids composed of
nested subgrids having different properties including: landunits, snow/soil and plant func-
tional types. These models have been utilized to analyze different dynamics at different
spatial scales. They have shown potential to perform simulations at big spatial scales and
have insights at a regional or global scale. However, there are specific scientific questions and
dynamics that can not be solved and are not included in SWAT or CLM. For these cases,
several other models have been developed to achieve these goals. For example the distributed
hydrological model TRIBS developed by Ivanov et al. [2004] improved the representation of
the surface by including a triangular irregular network TIN base real approach. This model
has been useful to elucidate the basin response and to improve the capacities to predict runoff
response. Another example is MLCan developed by Drewry et al. [2010a,b] to simulate the
response of vegetation to climate change. This model improved our capacity to understand
the response of vegetation to higher CO2 concentration and temperature by resolving an
explicit coupling between different processes such as the radiation regime and emission of
thermal radiation, canopy energy balance, stomatal conductance and photosynthesis.
Ecohydrological models have been able to incorporate different biological and ecological
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processes. However, in most cases the canopy is treated as a unique entity and interspecific or
infraspecific interactions are not considered. In some cases, different species (proxies) such as
plant functional types PFTs have been considered. For example CLM introduced the concept
of ecological climatology with the main goal of analyzing the relationship between climate,
biological process and human induced changes. In this approach they consider different PFTs
and are particularly interested in the interactions of these PFTs with ecohydrological and
biogeochemical processes at the earth surface. Although they included different PFTs, the
solution of ecohydrological and biogeochemical processes is performed at a sub-grid cell where
only one PFT is present. This approach therefore neglects all the interspecific interactions
between plant species that coexist in the same location because they assume that all the
plants in the same subgrid cell behave in the same manner. On the other hand, ecological
models that have analyzed the interactions between different plant species are focused mostly
in the fate of the interaction and the fate of the species rather than in the ecohydrological
and biogeochemical processes. There have been some approaches that have analyzed these
processes in a more holistic framework. For example the ED model presented in Moorcroft
et al. [2001] scaled the fine scale processes occurring in a gap to a large scale domain.
They were able to predict the large scale population and some ecohydrological dynamics
by introducing an appropriate approach where the size and ages of the plants are treated
by probabilistic functions. This approach allows long scale ecosystem dynamics simulations
without the need of focusing in each individual plant. Although this model is a good approach
to scale the processes from a gap to a large spatial scale, still the ecohydrological processes
computed within a gap are calculated by the assumption of a unique entity. The approach
developed by the GAPs models included competition and solves ecohydrological variables for
each species independently [Rossiter and Riha, 1999]. These models have result very useful
to analyze the competition in agriculture fields. Although these models include competition
and solution of ecohydrological states, the competition in the below-ground is solved with
a simplistic approach. In addition, the aboveground competition is determined mostly by
absorption of radiation and its impact on ecohydrological variables such as transpiration,
water uptake of soil moisture is not explicitly solved.
In this study, we develop a numerical model (Multi Species MLCan) which is able to
simulate the ecohydrological dynamics in the presence of several coexisting species. The main
purpose of this model is to examine the role of plant biodiversity in different ecohydrological
processes and also to understand how climate change will influence these dynamics.
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A.2 Model Introduction
Multi Species MLCan (multi-MLCan) is a multi layer above- and below-ground model that
solves ecohydrological dynamics in the presence of different species. The model develop-
ment is based upon the multi-layer canopy-soil-root (MLCan) biophysical model of Drewry
et al. [2010a,b]. MLCan incorporates explicit coupling between leaf-level ecophysiological
processes (photosynthesis and stomatal conductance), physical processes (energy balance
and boundary layer conductance), and below-ground water status which incorporates the
HR model of Amenu and Kumar [2008]. It resolves the radiation regimes, both direct and
diffuse shortwave as well as longwave, throughout the vertical domain of the canopy. Radia-
tion attenuation is determined by the leaf area density (LAD) profile [Drewry et al., 2010a].
It predicts the latent and sensible heat fluxes for each canopy layer through an iterative
solution of the leaf energy balance, considering sunlit, shaded, and wet leaf fractions (due to
dew or rainfall interception) separately. CO2 fluxes (assimilation and respiration) are also
calculated for each canopy layer, being directly coupled to the energy balance through stom-
atal dynamics. The details of the MLCan formulation can be found in the online supplement
of Drewry et al. [2010a].
In multi-MLCan, the initial formulation from MLCan model is extended to include light
dynamics of plant species coexisting in the same environment. As the MLCan model is
designed to include both C3 and C4 photosynthetic pathways, it allows the interaction
between different tall and understory vegetation combinations: C3-C3, C3-C4 (or in rare
cases C4-C4). Therefore, multi MLcan enables the simulation of water, energy, and carbon
dynamics when several species with different structural and ecophysiological characteristics
interact and share resources.
A schematic of the model is presented in Figure A.1. As illustrated, we assume that
several species are able to coexist in the same environment and they are homogeneously
distributed in the spatial domain. Above-ground, their coexistence affects the radiation
regime. For example, tall vegetation can shade the understory vegetation, thus reducing
the radiation available for understory plants. Radiative effects such as this will directly
impact the partitioning of energy between ecosystem components, the energy balance of
each vegetation type and the soil, and consequently the net photosynthetic productivity of
the system. The different root depths as well as the distribution of tall and understory
vegetation, impact below-ground resource acquisition. For instance, different species draw
from the same resource pool with different strengths and from different locations in the soil
profile.
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Figure A.1: Schematic representation of the multi-species MLCan model. (a) The
structure and composition of the above ground canopy involving several vegetation species
determines the partitioning of the incident solar radiation and water uptake patterns. (b)
The combination of the leaf area density (LAD) of each individual species is used to
develop a compound LAD. This compound LAD in turn determines the radiation regime
through the vertical profile and the radiation reaching the soil. (c) The energy absorbed or
emitted by each species at different levels is a function of the fraction of the LAD of that
species in the compound LAD. (d) Below the ground the uptake of water and nutrients by
each species is coupled with a common soil pool. The model framework allows the
incorporation of different ecophysiological and structural parameters for the vegetation
species considered.
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In the aboveground the model simulates different processes such as the longwave and
shortwave regime, latent heat from leaves and from the soil, photosynthesis, sensible heat
and atmospheric turbulent transport of temperature, vapor and CO2. These processes are
interconnected and they have mutual feedbacks. In order to quantify these feedbacks the
model solves all these processes simultaneously by an explicit coupling. This approach allows
us no only to examine the effects of the coupling between biochemical, ecophysiological and
physical functioning at the leaf level, but also to assess how these interactions alter canopy-
scale responses to environmental perturbations. This approach is particularly useful to study
the ecohydrological and ecophsysiological implications in the light of climate change since
it can predict the feedbacks induced by alterations on atmospheric CO2 concentrations on
different ecohpysiological and ecohydrological processes Drewry et al. [2010a,b].
In the below-ground, roots from different species uptake water simultaneously. In multi-
MLCan we assume that all the roots from the same species have the same structural and
physiological properties. Roots from coexisting species share a common soil pool from where
they uptake water. In multi-MLCan all the dynamics are solved only in the vertical domain
assuming horizontal homogeneity. Following this assumption the model assumes that all the
roots from different species share a common vertical soil moisture pool. This framework
allows to simulate the competitive and mutualistic interactions in the below-ground under
the presence of HR. More detail about the numerical solution implemented in multi-MLCan
can be found in the following sections.
A.3 Above-Ground Interactions
The approach utilized to simulate light competition between different species in the above-
ground is similar to the approach implemented in previous GAP models. In addition we
solved the energy balance, transpiration and photosynthesis in more detail, and include the
dynamics of the atmosphere surrounding the canopy following the same approach developed
in MLCan.
A.3.1 Light Competition and Compound Above-Ground LAD For
Different Species
The leaf area density (LAD) representing the vertical distribution of leaves in a canopy of
species i with height H is given by
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LADi(z) = νi(z)LAIi, (A.7)
where νi(z) is the distribution function (
∫ H
0
ν(z) dz = 1), LAIi is the total leaf area index
and LADi(z) is the leaf area index of the i
th plant species. Usually νi(z) is assumed to
follow a Weibull distribution with species dependent parameters α and β. The cumulative
distribution function given as [Coops et al., 2007]:
F (z;α, β) = 1− exp
(
− 1− z/H
α
)β
(A.8)
By considering N vertical layers, the LAD for the ith species in the jth layer can be
obtained by the following equation
LADi,j =
∫ zj+1
zi
LADi(z) dz (A.9)
We define a compound LAD for the entire canopy by adding all the leaf distributions in
each species.
LADC,j =
M∑
i=1
LADi,j (A.10)
Therefore, the fraction from the total leaf area index that belongs to a given species i at
a given layer j is given by:
fi,j =
LADi,j
M∑
i=1
LADi,j
=
LADi,j
LADC,j
(A.11)
The light regime for shortwave and longwave radiation is solved for the entire canopy by
considering all the canopy as a single species with a compound LADC,j. Once the radiation
regime is solved and the total absorption of radiation by the canopy at each layer is known
(Rabs,C,j), the allocation of the the absorption in each species is computed by a linear weight
average using fi,j.
Rabs,i,j = Rabs,C,jfi,j (A.12)
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A.3.2 Above Ground Interactions
In MLCan the coupling between the ecophysiological processes and the energy balance is
solved by an iterative explicit scheme. The radiation energy absorbed by the leaves forces
the energy balances and this energy is dissipated in the form of emitted longwave and heat
fluxes. All these fluxes are temperature dependent and there is a unique temperature that
satisfies these conditions. This temperature is computed in MLCan by finding the most
optimum value that closes the energy balance.
The photosynthetic dynamics are conditioned by leaf temperature. Therefore, the result-
ing leaf temperature from the energy balance impacts photosynthesis. MLCan uses Farquhar
model [Farquhar et al., 1980] to calculate photosynthesis. In addition, the photosynthetic
outcome influences the stomatal conductance since the plant regulates the stomata to up-
take carbon. In MLCan the stomatal conductance is computed with the Ball Berry model
[Ball et al., 1987]. This formulation includes the effect of photosynthesis on the stomata
conductance. Furthermore, stomata conductance regulates the rate of transpiration (latent
heat) and also affects sensible heat which are the main mechanisms to dissipate energy. In
the end, energy balance, photosynthesis, and the fluxes of heat are all coupled and MLCan
solves this coupling by an iterative approach at each time step.
In multi-MLCan several coexisting species are considered. The absorption of radiation
in each species is solved using a linear weight approximation as mentioned in section A.3.1
based on the fraction fi.j out of the total compound LAD that a particular species has. Once
the absorption in each species is computed the coupling between energy balance, biochemical
photosynthesis and stomatal conductance is solved for each species independently (Figure
A.3). All the species share a common pool of atmospheric CO2 water vapor and temperature.
Therefore the solution of this coupling in one species may influence the others. In multi-
MLCan the overall solution is calculated by solving all the species iteratively until a final
converge is reached. The steps of multi-MLCan to solve the canopy dynamics in the presence
of multiple species is illustrated in the flowchart in Figure A.3.
A.4 Below-Ground Interactions
In the belowground, multi-MLCan simulates the moisture dynamics in the presence of differ-
ent plant root species that uptake and release moisture simultaneously. Multi-MLCan uses
the framework originally developed by Amenu and Kumar [2008]. In this framework, the
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Figure A.2: Schematic representation of above-ground dynamics considered in
multi-MLCan. Different species in the aboveground coexist in the same location. The
model solves the coupling between energy balance and ecophysiological processes at the
leaf level for each species independently. However, all the species share the same
atmospheric pool of cabon, water vapor and temperature and the dynamics in one species
may influence the others.
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Figure A.3: Flowchart illustrating the numerical solution of the above-ground dynamics in
multi-MLcan.
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moisture processes in the soil are simulated by the well known Richards Equation while the
internal processes inside the roots are simulated by a one dimensional equation that is based
on the Hagen-Poiseuille law. The fluxes of moisture within the root and between the root-soil
system are quantified in terms of radial (krad) and axial (kax) root hydraulic conductivities
that are parameterized based on available root measurements. Both, Richards Equation
and the equation that solves the dynamics within the roots are solved simultaneously by
an approach that allows to quantify the feedbacks that arise in the soil-root system. This
framework enables the computation of hydraulic redistribution fluxes which are fluxes from
the root to the soil that occur when the water potential within the roots (ψr) becomes higher
than the water potential in the soil (ψs). Similarly, the model can simulate the dynamics in
the absence of HR by constraining krad = 0 whenever ψr > ψs.
When different species coexist, their root system can exploit different parts of the soil
column as a function of their unique rooting depths and root biomass distributions. These
dynamics are emulated in multi-MLCan by an independent root equation for each species.
This accounts for their differences in structural and functional properties. The coupled dy-
namics between the roots and the soil is evaluated by solving simultaneously all the respec-
tive root equations and Richards Equation. This framework allows to simulate the presence
of different species sharing the same soil column. Competitive or mutualistic interactions
through water uptake and hydraulic redistribution are included. Equation A.13 shows the
coupled differential equations under the presence of M plant species.
∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
= −∑Mi=1 KRri(ψs − ψri)
− ∂
∂z
[
KAr1
(
∂ψr1
∂z
− 1
)]
= KRr1
(
ψs − ψr1
)
− ∂
∂z
[
KAr2
(
∂ψr2
∂z
− 1
)]
= KRr1
(
ψs − ψr2
)
...
− ∂
∂z
[
KArM
(
∂ψrM
∂z
− 1
)]
= KRrM
(
ψs − ψrM
)
(A.13)
The top equation is the well known Richards equation and the other M equations represent
transport through M different plant species. The terms ψs and ψri are the water potential
in the soil and the root of the ith plant species, respectively, and θ is the soil-moisture. The
vertical coordinate and time are represented as z and t, respectively. Note that each layer has
a unique water potential value for the roots of each plant. The term Ks is the soil hydraulic
conductivity, and KRri and K
A
ri
are the radial and axial root conductivities of the ith plant
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species, respectively [Amenu and Kumar, 2008]. These equations are solved simultaneously
for N number of layers in the soil domain.
The individual root systems of each species do not directly interact but they share a
common soil system, such that θ and ψs in each soil layer are the same for all species (see
Figure A.1). This conceptualization of shared resource dynamics allowed to capture inter-
species interactions, both competition and mutualism. The water uptake or release by one
species affects the shared soil moisture state, resulting in an indirect effect of each vegetation
species on the dynamics of the others. When plants uptake water from the same layer they
compete for available water. The release of water through hydraulic redistribution may,
however, benefit the other species that share that layer by increasing available moisture.
The model can simulate HR in all plant species and this function can be switched off by
setting the root radial conductivity of a species to zero, i.e. Kri = 0, when the water potential
in the roots is higher than the water potential in the soil, i.e. ψri > ψs.
In this study we use an implicit numerical scheme to solve Equation A.13. The iterative
procedure to solve the below-ground dynamics is displayed in Figure A.4. In the following
section the details of this numerical scheme are presented.
A.4.1 Numerical Solution of Belowground Water Dynamics
This section describes the below-ground solution of moisture under the presence of several
coexisting plant root species. Initially Richards equation is introduced. Then details of
the implicit numerical solution are first presented for a single species case where one single
species interacts with the soil. Finally the details of the numerical simulation of several
coexisting species interacting with the soil is described.
Richards Equation
The top equation in A.13 describes the dynamics of moisture in the soil. This equation is
known as Richars equation which has been of common use in hydrology to analyze the flow
of water in soils. To start, we show how Richards Equation can be obtained from the conser-
vation of mass and Darcys Law equations. Afterwards we explain three different methods,
termed θ - ψ - mixed, respectively that are used to solve Richards Equation numerically.
Finally, the numerical discretization for the mixed method which has shown good mass bal-
ance and stability results is described.
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Figure A.4: Flowchart illustrating the numerical solution for the below-ground soil
moisture dynamics in multi-MLcan.
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Figure A.5: Representation of Soil Mass Balance.
Starting from the control volume shown in Figure A.5 and applying conservation of mass
in one dimension:
∂θ
∂t
= − ∂q
∂z′
(A.14)
The variable z′ in equation A.14 refers to a variable that increases downward. Equation
A.14 is based on conservation of mass. The total amount of water that goes into the control
volume minus the total amount of water that leaves the control volume equals the rate of
change in storage inside the control volume.
The term q in equation A.23 represents the flux of water per unit area, and its units are
[volume/area/time] = [length/time]. The flow of water in unsaturated porous media obeys
Darcys Law. Therefore:
q = −K(θ)∂H
∂z′
(A.15)
The term K(θ) is the soil hydraulic conductivity and is function of the soil moisture θ. The
variable H(z) is the total head of the water at a given z. Equation A.15 is known as Darcys
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Law and it implies that the flow of water in an unsaturated porous media is lineraly related
with the rate of change of head in space by a constant known as conductivity K(θ). The
total head at a given z is given by:
q = −K(θ)
(
∂H
∂z′
)
q = −K(θ)
(
∂(ψ+z′)
∂z′
)
q = −K(θ)
(
∂ψ
∂z′ +
∂z
∂z′
)
q = −K(θ)
(
∂ψ
∂z′ − 1
)
(A.16)
By coupling equation A.16 with equation A.14 we obtain equation A.17
∂θ
∂t
=
∂
∂z
[
K(θ)
(
∂ψ
∂z′
− 1
)]
(A.17)
θ form, ψ form and mixed form of Richard Equation
Equation A.17 is the well known Richards Equation. Let us introduce the term D(θ)
called the unsaturated diffusivity:
D = k(θ)
∂ψ
∂θ
(A.18)
If we substitute D(θ) in equation A.17, then we obtain:
∂θ
∂t
=
∂
∂z
[
D(θ)
(
∂θ
∂z′
− 1
)]
(A.19)
Equation A.19 is the θ base Richards Equation. The specific moisture capacity C(θ) is de-
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fined as:
C(θ) =
∂θ
∂ψ
=
K(θ)
D(θ)
(A.20)
Using the specific moisture capacity in equation A.17:
C(θ)
∂ψ
∂t
=
∂
∂z
[
K(θ)
(
∂ψ
∂z′
− 1
)]
(A.21)
Equation A.21 is the ψ form of Richards Equation. Both forms θ and ψ where implemented
for long time as numerical schemes to solve Richard Equation. This is a non linear, since the
conductivity is function of soil moisture K(θ) and therefore its analytical solution is chal-
lenging task. Only some particular simplified cases have analytical solutions. In general the
solution of Richard Equations under more realistic conditions rely in numerical approxima-
tions. The numerical solution of the θ form produces good mass balance results while several
studies have detected considerable general mass balance errors for the ψ form. However, the
numerical solution under the ψ is more convenient and has several advantages. Moreoever, in
the θ form there is a discontinuity in the soil moisture content and its application is limited
for unsaturated flow [Rathfelder and Abiola, 1994].
In Celia et al. [1990] the mixed form was introduced. Equation A.22 represnt the mixed
form. This scheme has shown some advantages due to its capacity to obtain good mass
balance performances while maintaining the advantages of the ψ form.
∂θ
∂t
=
∂
∂z
[
K(θ)
(
∂ψ
∂z′
− 1
)]
(A.22)
In this document all the numerical schemes presented for solving Equation A.13 for Richards
Equation are based on the mixed form.
Single Species Case
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The hydraulic redistribution formulation consists of two coupled differential equations,
one of them describes the flow of water in the soil while the other describes the flow of water
in the roots. The coupling between both equations is given by the uptake of water by the
roots from the soil, which is a sink term in the case of the soil and a source term in the root
equation.
∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
= −Krr
(
ψs− ψr
)
− ∂
∂z
[
Kra
(
∂ψr
∂z
− 1
)]
= Krr
(
ψs− ψr
) (A.23)
Equation A.23 describes the flow of water in the coupled soil and root system. Note that
z increases downward. The top equation is the Richards Equation in the soil. The bottom
equation is the equation that describes the flow moisture in the roots. In this equation no
water storage is considered in the roots system. In the equations shown in A.23, the move-
ment of water from the root to the soil is allowed. In the cases where the water potential
in the roots is higher than in the soil, ψr > ψs, there will be a release of moisture from the
roots to the soil.
In the absence of hydraulic redistribution, plants will not allow the flux of water from the
roots to the soil. There can be several physiological mechanisms in which plants could con-
trol the flux of water out of the root system. Here, if the water potential is higher in the
roots than in the soil, the root radial conductivity becomes zero.
∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
= −Krr
(
ψs− ψr
)
− ∂
∂z
[
Kra
(
∂ψr
∂z
− 1
)]
= Krr
(
ψs− ψr
)
Krr = 0, for , ψr < ψs
(A.24)
Equation A.24 describes the dynamics of water flow in the soil root system for the case
in which there is not hydraulic redistribution.
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Figure A.6: Schematic representation of root discretization.
Root Numerical Scheme
Figure A.6 shows an schematic representation of the root discretization. The equation
that describes the water flow in the root system is given in equations A.23 and A.24.
− ∂
∂z
[
Kra
(
∂ψs
∂z
− 1
)]
= Krr
(
ψs− ψr
)
Using forward finite difference and according to the scheme showed in figure A.6 we can
write the root equation using discrete terms as:
− 1
∆zi
{
Krai
[(
ψri+1 − ψrj
∆zi+1/2
)
− 1
]
−Krai−1
[(
ψri − ψri−1
∆zi−1/2
)
− 1
]}
= Krri[ψsi − ψri]
(A.25)
Grouping terms:
ψri−1
[
−Krai−1
∆zi∆zi−1/2
]
+ ψri
[
Krai
∆zi∆zi+1/2
+ Krai−1
∆zi∆zi−1/2
+Krri
]
+ ψri+1
[
−Krai+1
∆zi∆zi+1/2
]
=
ψsiKrri −Krai +Krai−1
(A.26)
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Figure A.7: Schematic representation of root discretization at the top.
Equation A.26 is the general form of the numerical discrete equation for the root system.
The terms on the left of the equation that go together with ψi−1, ψi and ψi+1 are the terms
that cast the tridiagonal matrix A in the final linear system of equation AΨr = B.
In order to solve the root equation numerically boundary conditions are needed. There
are two boundary conditions, at the top and at the bottom. Figure A.7 shows the schematic
diagram at the top of the root system. At the top a flux boundary condition is assumed: the
flux at the top is equal to the total transpiration in the canopy (above ground) and is given by:
qtop = −Et
−Krai−1 ∂H∂z = −Et
−Krai−1
(
ψri−ψri−1
∆zi−1/2
− 1
)
= −Et
(A.27)
Note that z in equation A.27 increases downward. From A.27 it is possible to compute ψi−1
which is an imaginary node over the top of the root system.
ψri−1 = ψri +
Et∆zi−1/2
Krai−1
−∆zi−1/2 (A.28)
Now substituting A.28 in A.26, and assuming that Ki−1 = Ki and ∆zi−1/2 = ∆zi then we
obtain the complete equation for the first node.
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Figure A.8: Schematic representation of root discretization at the bottom.
ψri[
Krai
∆zi∆zi+1/2
+Krri
]
+ ψri+1
[ −Krai+1
∆zi∆zi+1/2
]
= ψsiKrri − Krai
∆zi
− Et
∆zi
(A.29)
Figure A.8 shows a schematic diagram of the bottom layers. After the last bottom layer there
is an imaginary layer. The boundary condition at the bottom is a flux boundary condition
where the flux is equal to zero. Using this boundary condition we can obtain ψri+1 which is
root the water potential at the imaginary node. The flux at the bottom is given by:
qtop = −Et
−Krai ∂H∂z = 0
−Krai
(
ψri+1−ψri
∆zi+1/2
− 1
)
= 0
(A.30)
From equation A.30 it is possible to compute ψri+1.
ψri+1 = ψi + ∆zi+1/2 (A.31)
Using equation A.26 and equation A.31 we can compute the equation for the last layer in
the root system.
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ψri[
Krai
∆zi∆zi−1/2
+Krri
]
+ ψri−1
[ −Krai−1
∆zi∆zi−1/2
]
= ψsiKrri +
Krai
∆zi
(A.32)
Soil Numerical Scheme
The numerical scheme for the soil implemented here is based on the mixed form of Richards
Equation. Initially the general numerical solution of the mixed form is given, afterwards the
solutions for the boundary conditions are presented. The top boundary condition can be
either of type I (constant head in case of saturation of the soil) or type II (flux in case there
is infiltration when the top soil is not saturated). The bottom boundary condition is always
a constant flux given by the soil hydraulic conductivity in the last layer.
The notation implemented here is the same as the notation implemented for the case of
the roots and that notation is taken from Rathfelder and Abiola [1994].
The soil equation as presented in the hydraulic redistribution framework (equation A.23
and A.24) is given by:
∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
= −Krr
(
ψs− ψr
)
The discrete form of the soil equation in A.23 and A.24 is shown in A.33. The schematic
diagram of the discrete partition of the soil column is shown in figure A.9.
(
θt+1,m+1i −θti
∆t
)
−
1
∆zi
[
Kst+1,mi+1/2
(
ψst+1,m+1i+1 −ψst+1,m+1i
∆zi+1/2
− 1
)
−Kst+1,mi−1/2
(
ψst+1,m+1i −ψst+1,m+1i−1
∆zi−1/2
− 1
)]
=
−Krrt+1i
(
ψst+1,m+1i − ψrt+1i
) (A.33)
Note that in A.33 there are three different subindex t, i and m, corresponding to time step,
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Figure A.9: Schematic representation of soil discretization.
space and iteration, respectively. The numerical scheme in A.33 is implicit. The soil equa-
tion A.23 and A.24 is non linear and therefore the implicit solution is reached through the
use of iterations.
In Celia et al. [1990] a taylor expansion over the iteration domain was proposed in order
to obtain θm+1i .
θm+1i ∼ θmi + ∂θ∂m |i,m(∆m)
θm+1i ∼ θmi + ∂θ∂ψ ∂ψ∂m |i,m(∆m)
θm+1i ∼ θmi + ∂θ∂ψ |i,m
(
ψsm−1i − ψsmi
)
θm+1i ∼ θmi + Cmi
(
ψsm+1i − ψsmi
)
(A.34)
If the results in A.34 are substituted in A.33 then:
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(
θt+1,mi +C
t+1,m
i (ψs
t+1,m+1
i −ψst+1,mi )−θti
∆t
)
− 1
∆zi
[
Kst+1,mi+1/2
(
ψst+1,m+1i+1 −ψst+1,m+1i
∆zi+1/2
− 1
)
−
Kst+1,mi−1/2
(
ψst+1,m+1i −ψst+1,m+1i−1
∆zi−1/2
− 1
)]
= −Krrt+1i
(
ψst+1,m+1i − ψrt+1i
) (A.35)
Rearranging terms from A.35.
ψst+1,m+1i−1
[
−Kst+1,m
i−1/2
∆zi−1/2∆zi
]
+
ψst+1,m+1i
[
Ct+1,mi
∆t
+
Kst+1,m
i−1/2
∆zi−1/2∆zi
+
Kst+1,m
i+1/2
∆zi+1/2∆zi
+Krrt+1i
]
+ψst+1,m+1i+1
[
−Kst+1,m
i+1/2
∆zi+1/2∆zi
]
=
(
Ct+1,mi ψs
t+1,m
i
∆t
)
−
(
θt+1,mi −θit
∆t
)
− 1
∆z
(
Ksmi+1/2 −Ksmi−1/2
)
+ ψrt+1i Krr
t+1
i
(A.36)
Equation A.36 is the general form of the numerical discrete equation for the soil system. The
terms on the left hand side of the equation that go together with ψsi−1, ψsi and ψsi+1 are
the terms that cast the tridiagonal matrix A in the final linear system of equation AΨs = B.
Note that in equation A.36 all the variables except the state variable are in the future
time t+ 1. In the next sections, every time the soil equation is presented it is assumed that
all the variables are considered in the future time step.
Figure A.10 shows a schematic representation of the top layers of the soil domain. There
are two different types of top boundary condition for the soil equation. In this section I am
going to show the numerical solution for the flux boundary condition.
Starting from the flux (q) definition and its connection with conservation of mass.
∂θ
∂t
=
∂q
∂z
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Figure A.10: Schematic representation of soil discretization at the top.
If we substitute the fluxes at the top (figure A.10), then:
(
θmi +C
m
i (ψs
m+1
i −ψsmi )−θti
∆t
)
= 1
∆zi
[
Ksmi+1/2
(
ψsm+1i+1 −ψsm+1i
∆zi+1/2
− 1
)
− qm+1Inf
]
−Krri
(
ψsm+1i − ψri
) (A.37)
The variable qinf is the infiltration flux at the top of the soil column. Note that qinf is also
function of θ at therefore it is also changing through the iterations.
Rearranging and grouping terms from equation A.37 we obtain:
ψsm+1i
[
Cmi
∆t
+
Ksm
i+1/2
∆zi+1/2∆zi
+Krri
]
+ ψsm+1i+1
[
−Ksm
i+1/2
∆zi+1/2∆zi
]
=
(
Cmi ψs
m
i
∆t
)
−
(
θmi −θit
∆t
)
− 1
∆z
(Ksmi+1/2) + ψriKrri − qminf
(A.38)
There could be another type of boundary condition defined by a head instead of a flux.
This type of boundary condition may occur when there is ponding and a layer of water with
a given head is over the soil. Figure A.10 shows an schematic representation of the discrete
layers corresponding to the top layer in the soil column. Following figure A.10, knowing that
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Figure A.11: Schematic representation of soil discretization at the bottom.
ψs0 = ψsi−1 = Ho and using equation A.36:
ψsm+1i
[
Cmi
∆t
+
Ksm
i−1/2
∆zi−1/2∆zi
+
Ksm
i+1/2
∆zi+1/2∆zi
+Krri
]
+ ψsm+1i+1
[
−Ksm
i+1/2
∆zi+1/2∆zi
]
=
(
Cmi ψs
m
i
∆t
)
−
(
θmi −θit
∆t
)
− 1
∆z
(
Ksmi+1/2 −Ksmi−1/2
)
+ ψriKrri +Ho
[
Ksm
i−1/2
∆zi−1/2∆zi
] (A.39)
The boundary conditions at the bottom of the soil are solved similarly as in the top.
Figure A.11 shows a schematic representation of the layers at the bottom of the soil col-
umn. A flux boundary condition equal to the soil hydraulic conductivity is assumed.
qbottom = KsN+1/2
We start from the concept of flux and its relation with conservation of mass.
∂θ
∂t
=
∂q
∂z
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If we substitute the fluxes at the bottom (figure A.11) and Ksi+1/2 = KsN+1/2 then:
(
θmi +C
m
i (ψs
m+1
i −ψsmi )−θti
∆t
)
= 1
∆zi
[
Kmi −Ksmi−1/2
(
ψsm+1i −ψsm+1i−1
∆zi+1/2
− 1
)]
−Krri
(
ψsm+1i − ψri
) (A.40)
Rearranging and grouping terms from equation A.40 we obtain:
ψsm+1i−1
[
−Ksm
i−1/2
∆zi−1/2∆zi
]
+ ψsm+1i
[
Cmi
∆t
+
Ksm
i−1/2
∆zi−1/2∆zi
+Krri
]
=
(
Cmi ψs
m
i
∆t
)
−
(
θmi −θit
∆t
)
+ 1
∆z
(Ksmi−1/2) + ψriKrri +
kmi
∆zi
(A.41)
Equation A.41 describes the soil moisture dynamics at the bottom layers under a flux
boundary condition.
A.4.2 Numerical Solution. Multiple Species Case
This section provides the numerical solution for the water flow dynamics in the soil - root
system for the case of two species. When two different species are considered, it is not only
assumed that the demand of transpiration between both is different but also that the root
strategy (depth, root distribution, hydraulic conductivity) to uptake water is different. The
equations for the water flow dynamics in the soil - root system for the case in which there
are two species are:
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∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
= −Krr,1
(
ψs− ψr1
)
−Krr,2
(
ψs− ψr2
)
− ∂
∂z
[
Kra,1
(
∂ψr1
∂z
− 1
)]
= Krr,1
(
ψs− ψr1
)
− ∂
∂z
[
Kra,2
(
∂ψr2
∂z
− 1
)]
= Krr,2
(
ψs− ψr2
)
(A.42)
In A.42 there are three coupled differential equations. Two of them describe the flow of
water in the root system while the third equation describes the flow of water in the soil.
The two root equations are independent and they are independently coupled with the soil
equation. The later has now two different sinks instead of one.
Note that equation A.42 is similar to equation A.23. In the case that hydraulic redistri-
bution is not allowed in the root systems of both species then the coupled set of equations
are.
∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
= −Krr,1
(
ψs− ψr1
)
−Krr,2
(
ψs− ψr2
)
− ∂
∂z
[
Kra,1
(
∂ψr1
∂z
− 1
)]
= Krr,1
(
ψs− ψr1
)
− ∂
∂z
[
Kra,2
(
∂ψr2
∂z
− 1
)]
= Krr,2
(
ψs− ψr2
)
Krr,1 = 0, for , ψr1 < ψs
Krr,2 = 0, for , ψr2 < ψs
(A.43)
Note that the numerical solution for the root equations in A.43 are the same as the solution
presented before in equations A.26, A.29 and A.32 therefore here we are going to show only
the solution for the soil equation. The soil equation in A.42 is similar to the soil equation in
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A.23 but now the equations contain two sink terms corresponding to the two different root
species. Apart of this small difference both equations are the same.
∂θ
∂t
− ∂
∂z
[
Ks
(
∂ψs
∂z
− 1
)]
=
−Krr,1
(
ψs− ψr1
)
−Krr,2
(
ψs− ψr2
)
The discrete representation of the soil equation for the case in which there are two species
is given by:
(
θt+1,mi +C
t+1,m
i (ψs
t+1,m+1
i −ψst+1,mi )−θti
∆t
)
− 1
∆zi
[
Kst+1,mi+1/2
(
ψst+1,m+1i+1 −ψst+1,m+1i
∆zi+1/2
− 1
)
−
Kst+1,mi−1/2
(
ψst+1,m+1i −ψst+1,m+1i−1
∆zi−1/2
− 1
)]
= −Krrt+1i,1
(
ψst+1,m+1i − ψrt+1i,1
)
−
Krrt+1i,2
(
ψst+1,m+1i − ψrt+1i,2
) (A.44)
Rearranging terms in A.36 we obtain:
ψst+1,m+1i−1
[
−Kst+1,m
i−1/2
∆zi−1/2∆zi
]
+ ψst+1,m+1i
[
Ct+1,mi
∆t
+
Kst+1,m
i−1/2
∆zi−1/2∆zi
+
Kst+1,m
i+1/2
∆zi+1/2∆zi
+Krrt+1i,1 +Krr
t+1
i,2
]
+ψst+1,m+1i+1
[
−Kst+1,m
i+1/2
∆zi+1/2∆zi
]
=
(
Ct+1,mi ψs
t+1,m
i
∆t
)
−
(
θt+1,mi −θit
∆t
)
− 1
∆z
(
Ksmi+1/2 −Ksmi−1/2
)
+ ψrt+1i,1 Krr
t+1
i,1 + ψr
t+1
i,2 Krr
t+1
i,2
(A.45)
Equation A.36 is the general form of the numerical discrete equation for the soil system
equation for the case of two or more species.
From equation A.45 and following the same approach as in single species, the equation for
two root species for the first layer of soil under a flux boundary condition is:
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ψsm+1i
[
Cmi
∆t
+
Ksm
i+1/2
∆zi+1/2∆zi
+Krri,1 +Krri,2
]
+ ψsm+1i+1
[
−Ksm
i+1/2
∆zi+1/2∆zi
]
=
(
Cmi ψs
m
i
∆t
)
−
(
θmi −θit
∆t
)
− 1
∆z
(Ksmi+1/2) + ψriKrri,1 + ψriKrri,2 − qminf
(A.46)
Likewise, the top boundary bondition for the soil equation using a flux can be computed
from Equation A.45. Following the same approach as in single species, the equation for two
root species for the first layer of soil under a given head boundary condition is:
ψsm+1i
[
Cmi
∆t
+
Ksm
i−1/2
∆zi−1/2∆zi
+
Ksm
i+1/2
∆zi+1/2∆zi
+Krri,1 +Krri,2
]
+ ψsm+1i+1
[
−Ksm
i+1/2
∆zi+1/2∆zi
]
=
(
Cmi ψs
m
i
∆t
)
−
(
θmi −θit
∆t
)
− 1
∆z
(
Ksmi+1/2 −Ksmi−1/2
)
+
ψri,1Krri,1 + ψri,2Krri,2 +Ho
[
Ksm
i−1/2
∆zi−1/2∆zi
]
(A.47)
Similarly it is possible to solve the head boundary condition in the soil when two species
coexist by following the results obtained for a single species.
ψsm+1i−1
[
−Ksm
i−1/2
∆zi−1/2∆zi
]
+ ψsm+1i
[
Cmi
∆t
+
Ksm
i−1/2
∆zi−1/2∆zi
+Krri,1 +Krri,2
]
=
(
Cmi ψs
m
i
∆t
)
−
(
θmi −θit
∆t
)
+ 1
∆z
(Ksmi−1/2) + ψri,1Krri,2 + ψri,2Krri,2 +
kmi
∆zi
(A.48)
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APPENDIX B
LITTER MODEL
The litter model uses the framework introduced in previous studies ([Bavel and Hillel, 1976,
Chung and Horton, 1987, Haverd and Cuntz, 2010, Ogee and Brunet, 2002, Park et al., 1998]).
The following three coupled equations are solve iteratively until convergence is reached (see
Figure B.1a for the algorithm and Appendix E.1 for a description of the symbols):
1. Energy Balance at the litter surface
At the litter surface
Rn ≡ Rabs − LWs = LEL +HL +GL1 (B.1)
where Rn is the net radiation equal to the total radiation absorbed by the soil (Rabs) minus
the long wave radiation emitted by the soil (LWs). LEL is the total latent heat released by
the litter and is obtained as
LEL = Lvρd
[RHLnq∗Ln − qa1
ra + rs
]
(B.2)
where ra and rL are the aerodynamic resistance and the resistance of litter to vapor transport.
These resistances are computed using the methodology developed by Ogee and Brunet [2002],
Schaap et al. [1997]. The sensible heat flux (HL) is obtained as
HL = ρdCp
[
TLSS − Ta1
ra
]
. (B.3)
The ground heat flux into the litter (GL1) is obtained as
GL1 = TCL
[
TLSS − TLn
∆zL/2
]
(B.4)
Equation B.1 is solved using a numerical root finding function for the temperature at the
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litter surface (TLSS).
!""#
!"!#$!#%&#
'!(#
!")#
')#
'!*#
!$#
"!#
"%#
!&''()#!*+()#
",&!#-&)"'#!*+()#
!""#
!$#
"!#
"%#
!&''()#".)-*/(#
!&''()#0,1(#
",&!2!&''()#
&0'()-*/(#
",&!#-&)"'##
!*+()#0,1(#
#
345#
(0()6+#7*!*0/(#*'#!&''()#
".)-*/(##
!&''()#".)-*/(#'(89()*'.)(#
'!""#
",!:(#;(*'#(<.*'&,0##
!&''()#!*+()#
!&''()#0,1(#'(89()*'.)(#
'!#
",!:(#(0()6+#7*!*0/(#*'##
",&!#!&''()#&0'()-*/(#
",&!#!&''()#&0'()-*/(#
'(89()*'.)(#'"!#
&0&'&*!#/,01&'&,0"#-),8#
9)(:&,."#'&8(#"'(9#
(<.*'&,0#
",!.'&,0#
3=5#
! 
"zs1
! 
"zl
4%#
Figure B.1: Schematic illustrating the litter model. a. The litter layer is modeled as a
single layer. b. Iterative Solution flowchart. A numerical implementation is performed to
include litter layer dynamics. Energy balance is solved at the litter surface and also at the
soil litter interface. Three equations (i. litter surface energy balance, ii. Litter heat
equation, iii. litter - Soil Interface energy balance) are solved simultaneously using an
iterative framework.
2. Conservation of energy inside the litter layer
Assuming that the thermal conductivity remains constant through the litter layer, the
heat equation for the litter layer is given by:
∂TL
∂t
= αL
∂
∂z
(
∂TL
∂z
)
≡ −∂GL
∂z
(B.5)
The terms TL, GL, and αL in equation B.5 are the litter temperature, heat flux inside the
litter layer and litter thermal diffusivity. We implement a simple numerical solution of the
heat equation using an implicit scheme and just one layer to get:
T j+1Ln =
(
4η(T j+1LSS + T
j+1
SL ) + T
j
Ln
)
(
1 + 8η
) (B.6)
where
η =
αL∆t
∆z2L
(B.7)
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3. Energy Balance at the soil-litter interface
The ground heat flux from the litter layer to the soil (GL2) is given as
GL2 = LEs +Gs (B.8)
where
GL2 = TCL
[
TLn − TSL
∆zL/2
]
(B.9)
The latent heat emitted from the soil (LEs) is obtained as
LEs = Lvρd
[
RHS1q
∗
S1 − qa
ra
]
(B.10)
The ground heat flux into the soil (Gs) is obtained as:
Gs = TCs1
[
TSL − TS1
∆zs1/2
]
(B.11)
The Relative humidity in the top soil layer is computed as:
RH = exp
[−gψ
RwT
]
(B.12)
where Rw is the gas constant for water vapor and ψ is the water potential. In the case of
the litter the water potential is computed as [Ogee and Brunet, 2002]:
ψL = ψLL
[
ρwθL
ρb
]
(B.13)
where θL is the soil water content in the litter layer. The dynamics of water in the litter
layer are calculated based on simple mass balance.
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APPENDIX C
SOLUTION OF SNOW-LITTER DYNAMICS
This section describes the numerical approximation implemented in the solution of the snow-
litter dynamics in MLCan. The solution of the snow-litter dynamics includes two main
components (See Figure C.1):
1. Solution of change of phase between ice and liquid water in the soil column. The heat
equation is solved by including an extra sink (or source) of heat energy that is used to
melt (or freeze) the water in the soil column under some special circumstances.
2. Solution of the snow-litter dynamics. During winter time snow can be formed over
the surface if some conditions such as rainfall and low temperatures are present. In
addition, natural ecosystems accumulates a layer of highly decompose organic matter
over the soil column. This layer is known as litter. The presence of litter and snow
impact the balance of mass (water) and energy in the surface. The numerical solution
described in this section solve mass, and energy balance by consider the presence of
snow and litter simultaneously.
C.1 Change of Phase in the Soil
The solution of the heat equation in the soil was included in MLCan [Drewry et al., 2010a,b].
The scheme utilized by MLCan to solve the heat equation is based on the formulation
developed in the Community Land Model (CLM). This formulation implements a Crank
Nicholson method to solve the heat equation in one dimension [Oleson et al., 2010]. The
main equations used to solve the heat equations by a Crank Nicholson approximation are
not shown here. Instead we focus in the equations used to solve the change of phase between
ice and liquid water. Again, the solution of the phase change was implemented following
the approximation developed in the CLM. Most of these equations are described in [Oleson
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Figure C.1: General description of snow and litter solution. Two main numerical solutions
are considered. (i) Solution of the heat equation including energy consumed (or released)
in the change of phase between liquid and ice that occurs in the soil under some given
conditions, and (ii) solution of the snow litter layer above the soil column that impacts the
energy balance at the surface.
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et al., 2010] chapter 7. However, in this document we made some modifications to the original
equations in order to show more clarity in the light of MLCan.
The flux of heat in the soil between two layers i and i+ 1 is given by:
Fi = −Ki
(
Ti+1 − Ti
zi+1 − zi
)
. (C.1)
In Equation C.1 the term Ti refers to soil temperature in layer i, ki refers to the thermal
conductivity between layers i and i + 1 and Fi is the flux of energy between layers i and
i+ 1. The heat equation can be expressed in terms of heat fluxes as shown in Equation C.2
ci
∂Ti
∂t
= −∂F
∂z
' −
(
Fi − Fi−1
∆zi
)
(C.2)
Combining Equations C.1 and C.2, and using a Cranck Nicholson method with a factor α
it is possible to show that:
ci
∂Ti
∂t
=
{
−F ni α− F n+1i (1− α) +Gs layer i = 1
− (F n+1i − F n+1i−1 ) (1− α)− (F n+1i − F n+1i−1 )α layer i > 1
}
(C.3)
Equation C.3 can be solved to obtain the temperature in the future time step T n+1i . However,
note that some fraction of energy could be consumed or releases in change of phase between
liquid and ice water. Therefore, the solution of temperature is readjusted to include possible
changes of phase between liquid and water. It is possible to compute and extra (or needed)
energy Hi that can be used to freeze (or melt) the water in a particular soil layer.
Hi =
{
G− αFin − (1− α)Fin+1 − ci∆zi∆t (Tf − Tin) i = 1
−α (F ni − F ni−1)− (1− α) (F n+1i − F n+1i−1 )− ci∆zi∆t (Tf − Ti) i > 1
}
(C.4)
This energy can also be computed in terms of water units, as:
Hmi =
Hi∆t
Lf
. (C.5)
In this Equation, the term Lf is the latent heat of fusion. From Equation C.5 it is possible
to compute the new states of ice in the next time step wn+1ice based on the availability of ice
and liquid water in the soil.
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wn+1
ice,i
=

wn
ice,i
−Hmi >= 0
if
[
T n+1i > Tf and wice,i > 0 and Hmi > 0
]
(Melting)
min
(
wn
ice,i
+ wn
liq,i
− w
liq,max
, wn
ice,i
−Hmi
)
>= 0
if
[
T n+1i < Tf and wliq,i > wliq,max and Hmi < 0
]
(Freezing)

(C.6)
The liquid water in the next time step is given by:
wn+1
liq,i
= wn
liq,i
+ wn
ice,i
− wn+1
ice,i
=wn
liq,i
+ ∆wi ≥ 0 (C.7)
Note, that the change of phase is constrained by the availability of energy and also by the
availability of ice (or liquid). Therefore the initial available energy Hi must be updated by
consideration of available water.
H∗i = Hi −
Lf (∆wi)
∆t
(C.8)
The temperature in the future time state can be finally calculated by consideration of the
energy consumed in the change of phase.
T n+1i = Tf +
∆t
ci∆z
H∗i (C.9)
C.2 Solution of the Snow-Litter Pack
The snow-litter pack is a conceptualization of a layer of snow and litter that is formed over
the soil. This layer influences the mass and energy balances in the surface. During winter
periods the availability of moisture and low temperatures can induce the formation of snow.
On the other hand, in natural ecosystems is very common the formation of litter which is a
layer of highly decompose organic matter over the soil.
In this study we simulate the energy and mass balance of the snow-litter pack considering
a layer that is composed of both materials. As expected, in the absence of snow (no winter),
the snow litter pack is only formed by litter.
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C.2.1 Thermal Properties of the Snow-Litter Pack
In this section I present the equations to compute the thermal properties of the snow-litter
pack. The snow-litter pack is composed of different components such as litter, snow and
water. Therefore the net thermal properties in the snow-litter pack will depend on each of
the individuals properties of these components. The two main properties introduced in this
section are the thermal conductivity and the thermal diffusivity.
Thermal Conductivity
The thermal conductivity is assumed to be the same as snow when the snow depth is higher
than the litter thickness. In the case that the snow depth is lower than the litter thickness
then the net thermal conductivity is computed by considering the thermal conductivities in
each of the three components. (Equation C.10).
Ksl =

KeKsl,sat + (1−Ke)Klitter
if zSN ≤ ∆zlitter
Kair +
(
7.75x10−5ρSN + 1.105x10−6ρ2SN
)
(Kice −Kair)
if zSN > ∆zlitter
(C.10)
The term Klitter, Kair and Kice are the thermal conductivities of the litter, air, and ice
respectively. The term KSL,sat is the saturated thermal conductivity of the snow-litter pack
and is calculated as:
Ksl,sat =

K(1−η)
litter
Kηliq TSL,n ≥ Tf
K(1−η)
litter
KηliqK
η−θliq
ice TSL,n < Tf
(C.11)
Similarly, Kliq refers to the thermal conductivity of liquid water. The term Ke in Equation
C.10 is given by:
Ke =

log(Sr) + 1 ≥ 0 TSL,n ≥ Tf
Sr TSL,n < Tf
(C.12)
where Sr is the effective snow-litter pack moisture, which is defined as:
Sr =
(
θliq + θice
η
)
(C.13)
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Thermal Diffusivity
The thermal diffusivity of the snow-litter pack is given by:
cSL =

clitter(1− η) + wice∆zlitterCice +
wliq
∆zlitter
Cliq
if zSN ≤ ∆zlitter
clitter(1− η)∆zlitterzSN +
wice
∆zlitter
Cice +
wliq
∆zlitter
Cliq
if zSN > ∆zlitter
(C.14)
where that Cice and Cliq are the specific heat capacities of ice and liquid water respectively.
Note that the product C w
∆z
is the respective volumetric heat capacity.
C.2.2 Energy Balance in the Snow-Litter pack
Energy balance is solve separately in two different locations: (i) inside the snow litter pack,
and (ii) in the snow-litter pack - soil boundary (See Figure C.2). The final solution is ob-
tained by an iterative process of these two calculations. Although these two calculations are
performed separately, they are coupled. In this section I describe each of these two energy
balance solutions.
1. Energy Balance inside the Snow-Litter Pack Surface
The energy balance in the snow-litter is given by:
csl
∂T
∂z
= Rabs,sl − LEsl,s − LEsl,v −Hsl − LWsl −Gsl − δH (C.15)
In this equation the term LEsl, s is the latent heat due to sublimation processes, LEsl, v
is the latent heat due to evaporation, Hsl is the sensible heat flux, and Gsl is the ground
heat flux into the snow-litter pack. Rabs,sl is the absorbed radiation, and LWsl is the long
wave radiation emitted by the snow-litter pack. The term δH refer to the energy spent (or
released) by melting (or freezing) during change of phase.
In this study I assume that one of both latent heat fluxes is occurring only. The flux
of either evaporation or sublimation is controlled by the amount of snow that is present
(Equation C.16). The equations to compute the latent heat are given by:
LEsl,v =

Lv(qsl−qa)
ra+rs
zice < ν∆litterηlitter
Ls(qsl−qa)
ra
zice > ν∆litterηlitter
(C.16)
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Figure C.2: Representation of the energy solution of the snow-litter pack. Energy balance
is solved in the center node of the snow-litter pack, and also at the interface between the
snow-litter pack and the soil. The final solutions is obtained by an iterative process
between these two solutions.
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In Equation C.16 the term ν determines the fraction of ice above which sublimation occurs,
qsl refers to the absolute humidity in the soil-litter pack, qa is the absolute humidity in the
atmosphere, ra is the aerodynamic resistance, rs is the extra resistance of vapor vapor in the
litter layer.
The absolute humidity in the snow-litter layer and also in the atmosphere is computed as:
qsl = 0.622
esRHsl
ed
ρd (C.17)
qa = 0.6220
ea
ed
ρd (C.18)
The aerodynamic conductivity is given by:
ra =
(
log
[
z1
zo
])2
kv
2U
(C.19)
where kv is the von Karman’s constant, U is the wind velocity at a reference height z1
and zo is the roughness length.
The ground heat flux into the snow-litter pack is given by:
Gsl,1 =

ksl
(
Tsl,n−Tsurf
∆zlitter/2
)
zSN ≤ ∆zlitter
ksl
(
Tsl,n−Tsurf
zSN/2
)
zSN > ∆zlitter
(C.20)
The term Tsl,n is the temperature at the central node of the snow-litter pack, Tsurf is the
snow-litter pack temperature at the bottom in the boundary with the soil and ksl is the
thermal conductivity in the snow-litter pack (see section C.10).
In order to solve Equation C.15, we need to solve the energy that is involved in the change
of phase δH. The approach followed in this study to solve this equation is iteratively. The
next steps are performed:
1. Initially it is assumed that the temperature in the snow litter pack Tsl = 0. Under
this assumption it is possible to compute the available energy that will be present to melt
(positive) or freeze the soil (negative).
δH = Rabs,sl − LEsl,s − LEsl,v −Hsl − LWsl −Gsl − csl∆zsl
[
T nsl − T n−1sl
∆t
]
(C.21)
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2. With δH and knowing the availability of liquid water or ice in the snow-litter pack, it
is possible to compute the change in ice content that is occurring from a change of phase. If
δH > 0 there is extra energy and melting occurs if there is ice, on the other hand, if δH < 0
the system is releasing energy and freezing occurs if there is liquid water. The amount of
water that could experience change of phase based on availability of energy only is given by:
Hm,sl =
(
HSL∆t
Lf
)
(C.22)
In this equation Lf is the latent heat of fusion. The amount of wice in the new time step is
then given by:
wn+1ice =

max (wnice −Hm,SL, 0)
if [wice > 0, Hm,sl > 0]
min
(
wnice −Hm,SL, wnice + wnliq
)
if [wliq > 0, Hm,sl < 0]
(C.23)
and therefore the total change of ice from the previous time step is given by:
∆wice = w
n+1
ice − wnice. (C.24)
3. Based on the availability of liquid water (or ice) to freeze (or melt), the final energy
spent in the change of phase is updated:
∆Hnew =
(
∆wLf
∆t
)
(C.25)
4. Using the new found energy invested in the change of phase δHnew, it is possible to
solve Equation C.21 for the temperature in the snow-litter pack using a non linear optimizer
that finds the most optimum temperature satisfying equation C.26.
0 = Rabs,sl − LEsl,s − LEsl,v −Hsl − LWsl −Gsl − δHnew − csl∆zsl
[
T nsl − T n−1sl
∆t
]
. (C.26)
Figure C.3 shows a flow chart that represents the steps described above.
2. Energy Balance at the Bottom of the Snow-Litter Pack
This section shows the equations for the calculation of the energy balance in the boundary
between the snow-litter pack and the soil. The solution of these equations allow us to obtain
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the snow-litte pack layer.
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the temperature at the interface between the snow-litter pack and the soil (Tsurf ). The
energy balance in the snow-litter interface and soil will depend on the amount of snow that
is above the soil. When ice content above the soil is thick it will not allow the fluxes of latent
heat from the soil.
EnergyBalance

Gsl = Gs + LEs zice < ν∆litterηlitter
Gsl = Gs zice > ν∆litterηlitter
(C.27)
In this Equation Gsl is the flux of heat from from the snow-litte pack, Gs is the flux of
heat into the soil, and LEs is the latent heat flux from the soil.
These fluxes are given by:
Gsl,2 =

Ksl
[Tsl,n−Tsurf ]
∆zlitter/2
zSN ≤ ∆zlitter
Ksl
[Tsl,n−Tsurf ]
zSN/2
zSN > ∆zlitter
(C.28)
Gs = Ks,1
[Tsurf − Ts,1]
∆zs,1/2
(C.29)
and
LEs =
Lv (qs,1 − qa)
ra
(C.30)
The term Ks refers to soil thermal conductivity and qs,1 is the absolute humidity in the
upper soil layer. Base on the previous equations it is possible to show that the temperature
in the interface between the snow-litter pack and the soil (TSL,b) is given by:
TSL,b =

Ts,1Ks,1∆zsl+Tsl,nKsl∆zs,1−(LEs/2)∆zsl∆zs
Ks,1∆zsl+Ksl∆zs,1

if zice < ν∆litterηlitter(
Ts,1Ks,1∆zsl+Tsl,nKsl∆zs,1
Ks,1∆zsl+Ksl∆zs,1
)
if zice > ν∆litterηlitter
(C.31)
The final solution in the snow-litter pack is obtained by an iterative process between the
energy balance within the snow litter pack (solved for Tsl,n) and the energy balance at the
interface with the soil (solved for Tsurf ) (See Figure C.2).
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C.3 Mass Balance in the Snow-Litter Pack
C.3.1 Rainfall
The input of rainfall reaching the ground could be in form of ice or liquid. The state of water
reaching the surface is determined according to the atmospheric temperature (Ta). When
temperature in the atmosphere is above a critical value (Tc) then the state of water reaching
the surface is liquid otherwise it reaches the surface as snow.
zicegr = PPTgr; zliqgr = 0; if Ta < Tc
zicegr = 0; zliqgr = PPTgr; if Ta ≥ Tc
(C.32)
Similarly, the density of water reaching the ground is also function of the atmospheric
temperature.
ρsli

50 + 1.7(17)1.5 Tatm > Tf + 2
50 + 1.7(Tatm − Tf + 15)1.5 Tf − 15 ≤ Tatm ≤ Tf + 2
50 Tatm < Tf − 15
 (C.33)
Once the density and depth of rainfall water is known it is possible to compute its mass
per unit of surface area.
wsi = PPTgrρsi (C.34)
C.3.2 Mass Balance in the Litter - Snow Pack
The litter and snow configuration is able to retain some amount of liquid water. Here, I
assume that if the depth of the snow zSN is higher than a given fraction η of the total litter
porosity depth then it behaves as a snow pack, otherwise it behaves as a regular litter layer.
Therefore, the calculation of the total depth of drainage is given as:
qdrainli =
{
km [exp(−bmzliq)] zice < ν∆zlitterηlitter
max
[
0,
(
wliq
wSN
− Shc
)]
wSN
ρliq∆t
zice > ν∆zlitterηlitter
}
(C.35)
In this equation kb and bm are litter parameters, while Shc is the maximum percentage of
liquid water than can be retained by the snow.
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C.3.3 Update of Snow Density
The snow density is reduced in time due snow compaction and metamorphism. According to
Koivusalo et al. [2001], the rate of change snow density is given by two combined equations:
dρSN
dt
= ρSN
[
c1W ∗e−c2(T
∗−TSN )e−c3ρSN
]
(C.36)
In this equation the terms c1, c2 and c3 are constants, W ∗ is the snow water equivalent,
assumed in this study equal to the load of snow in the current layer wSN , and T
∗ is equal to
0◦C.
The second equation that determines the rate of change of density is:
dρSN
dt
= ρsn
[
c4e−c5(T∗−TSN )c6
]
(C.37)
c6 =
{
e−c7(ρSN−ρd)ρsn>ρd
1ρsn ≤ ρd
}
(C.38)
In this equation the terms c4, c5 and c6 are constants (Table C.1).
The update of the snow density is computed with Equations C.36 and C.38 in the next
form:
ρn+1,1SN = ρ
n
SN + ρ
t
sn
[
c1wne−c2(T∗−TSN )e−c3ρSN
]
(C.39)
ρn+1,2SN = ρ
n+1,1
SN + ρ
n+1,1
SN
[
c4e−c5(T∗−TSN )c6
]
(C.40)
After the snow density has been updated due to processes such as compaction and meta-
morphisms the general update is computed including the new snow fallen from rainfall and
the drainage of liquid water into the soil underneath. The snow density in the new time step
is computed using linear weights applied to all the different fluxes involved:
ρSN =
[(
wSNρ
n+1,2
SN
)
+
[
(wSINρSIN)−
[(
wdrainli︷ ︸︸ ︷
ρliqzdrainli ρ
n+1,2
SN
)]]]
wSN + wSIN + wdrainli
(C.41)
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C.3.4 Compute all the State Variables
The state variables for the snow are computed using the liquid and ice loads respectively.{
wSN = wliq + wice
zSN =
wSN
ρSN
}
(C.42)
Note that wSN and zSN are the load and depth of the snow layer respectively. We can also
compute the different states of moisture in the snow and the litter.{
θSN =
zliq+zize
zSN
θLI =
zliq+zize
∆zlitter
}
(C.43)
The difference between θSN and θLI in only the variable used in the normalization. In
θSN it is normalized with the total depth zSN while in the θSN it is normalized with the
total thickness of the litter ∆zlitter. Similarly, we can compute the moisture of liquid and ice
in the snow litter by normalizing with respect to the total depth of snow or the total litter
thickness. {
θliq =
zliq
∆zlitter
θliq−sn =
zliq
zSN
θice =
zice
∆zlitter
θice−sn = zicezSN
}
(C.44)
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APPENDIX D
ESTIMATION ROOT CONDUCTIVITIES
D.1 Root Conductivities Computation
Experiments conducted on roots usually report two main conductivities: (i) axial conductiv-
ity and (ii) radial conductivity [Frensch and Steudle, 1989, Huang and Nobel, 1994, Melchior
and Steudle, 1993, Tyree and Zimmermann, 2002]. The radial conductivity represents the
capacity of the root to transport water from the surrounding soil into the roots while the
axial conductivity refers to the capacity of roots to transport water in the axial direction
along the root system.
These conductivities are usually measured in controlled experiments on isolated roots. In
order to use this information in numerical or analytical models that simulate processes at
the whole-plant (or ecosystem) scale, we must scale these properties from isolated roots to
the whole-plant (or ecosystem) level. This section presents a formulation to scale conduc-
tivities or resistances measured in isolated roots in order to estimate the conductance of
the whole root system. In this formulation, both radial and axial conductivities are used.
Although several assumptions as described below are considered, this formulation is a useful
approach to determine the transport capacity of whole root systems based on isolated root
measurements.
D.1.1 Radial Root Conductivity
Specific root radial conductivities (Ksrad) is the root radial conductivity per unit surface or
root area. Usually the units of Ksrad are [ms
−1MPa] and refer to the discharge of water
per unit area of roots under a given water potential gradient between the soil and the root.
Assuming that this water potential gradient remains constant ∆ψ = (ψs−ψr), it is possible
to compute the total discharge from the soil to the root as:
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Qsr = KsradAroot,sa∆ψ. (D.1)
Where Asa,r is the total surface area of roots. As expected the total discharge is proportional
to the area and increases as the surface area increases. Based on the international system
Krad is expressed in [m
3s−1m−2root,saMPa
−1], Aroots,sa in [m2root,sa] and Qsr in [m
3/s]. The effective
root radial conductivity is given by Ke,rad = KaradAsa,r. Thus:
Qsr = Ke,rad∆ψ. (D.2)
The root area index (Asr,g) is defined as the ratio between the root surface area per unit
ground surface area. Using this concept, we can compute the discharge from the soil to the
root per unit of ground area at a given depth as:
qsr(z) =
Qsr
Aground
= KsradAsr,g(z)∆ψ(z). (D.3)
In this equation Asr,g(z) is the total root surface area and ∆ψ(z) is the average difference in
water potential between the soil and the root at a given depth z.
D.1.2 Estimation of Asr,g
The computation of the Asr,g is challenging. It accounts for all the root surface area per
unit of ground area, including coarse and fine roots. In this study we follow the approach
developed by Noordwijk et al. [1994] to compute the total root surface area from a proximal
root. This approximation assumes the root system follows a fractal branching model. The
total root surface area of a given tree can be calculated as:
Asr,tree =
Np∑
i=0
Asr,p =
Np∑
i=1
{NlppidpLp}. (D.4)
In this equation Asr,p is the total root surface area in a given order. The variables dp, Lp, and
Nlp are the representative root diameter, root length, and number of roots for a given order
p, respectively. Np is the total number of orders in the root system, and Nk is the branching
number. Note that the total number of elements in a given order can be determined from
Nk and Np as:
Nlp = N
Nk
p . (D.5)
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In this study we follow the relationship of Lp found in Ozier-Lafontaine et al. [1999] to link
root length and root diameter:
Lp = 6.5136 log(dp) + 21.827 (D.6)
The total root surface area per unit ground area can be computed if the number of trees per
surface area is known (Table D.1):
Asr,g = Asr,treeNtrees. (D.7)
The total surface area per unit of ground is distributed vertically following a root distribution
function. In this study we use the logistic dose-response curve introduced in Schenk and
Jackson [2002].
D.1.3 Axial Root Conductivity
Experiments conducted to measure the axial conductivity of roots are performed on iso-
lated roots that have a particular radious rm and a particular length lm. These experiments
determine the discharge transported by the root when exposed to a fixed water potential
difference. Equation D.8 describes the discharge along the root occurring during the exper-
iment. In this equation, ∆ψm is the differential of controlled potential conditions, lm is the
root length used in the experiment, Qrootm is the experimental discharge and Kaxm is the
root system conductivity.
Qrootm =
[
∆ψm
lm
]
Kaxm. (D.8)
If all the conditions in the experiment are controlled, the discharge Qm, the difference
in potential ∆ψm and the length of the root lm are known. Based on this information, it
is possible to obtain the conductivity of the root Kaxm using equation D.9. Usually Qm is
expressed in units of [m3/s], ∆ψm in units of [MPa] and lm in [m]. Based on these units,
Kaxm is usually presented in [m
4/MPa/s]
Kaxm =
[
Qrootm
∆mψ/lm
]
(D.9)
A theoretical approximation to describe the flow in root xylems can be obtained from the
Hagen-Poiseuille equation [Tyree and Zimmermann, 2002]. In this case the discharge inside
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a vessel may be given by:
Qvessel =
[
pir4vessel
8µ
] [
−∂Hvessel
∂lvessel
]
(D.10)
In this equation Qvessel is the discharge in the vessel, rvessel is the radius of the vessel,
∂Hvessel
∂lvessel
is the rate of change of the total energy difference in the vessel per unit length. The
total energy difference can be approximated as the sum of pressure and potential energy.
Qvessel =
[
pir4vessel
8µ
] [
−∂(P + ρgz)vessel
∂lvessel
]
(D.11)
Note that lvessel is the total length of the vessel (similar to equation D.8). If we combine
all the vessels in the root and divide over the root cross sectional area Acs,root we obtain the
discharge per unit area of root:
qroot =
Nvessel∑
i=1
{[
4piri
4
8µ
] [
−∂(Pi+ρgzi)
∂l
]}
Acs,root
(D.12)
Assuming all the vessels have the same P, z and average vessel radius rv ,
qroot =
−∂(P+ρgz)
∂l
{
Nvessel4pirv
4
8µ
}
Acs,root
(D.13)
The righthand term in Equation D.13 is the axial hydraulic conductivity of the root, kax.
qroot = −∂(
H︷ ︸︸ ︷
P + ρgz)
∂l
ksax︷ ︸︸ ︷
kax
Acs,root
(D.14)
The ratio between kax and Aroot is called the specific root conductivity, ksax and gives us
information regarding the axial conductivity of roots per root unit of cross sectional area.
Experimental studies report the axial root conductivity kaxm and the specific axial root
conductivity ksaxm of isolated roots by measuring the discharge under controlled gradients
in water potential.
qroot,m = −∂(P + ρgz)
∂l
kaxm
Acs,root,m
= −∂(P + ρgz)
∂l
ksaxm. (D.15)
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D.1.4 Pipe Model Assumption
The pipe model assumes there constant ratio α that relates the area of a root order p-1 with
the area of all roots of order p that converge to p-1 [Shinozake et al., 1964]. This relationship
is given by:
Ap−1 = α
Np∑
i=1
(Api ) (D.16)
Also, by conservation of mass and assuming no water storage in the roots, we know that
the water discharge through a root of order p-1 is equal to the sum of all the discharges
through roots of order p that converge at p-1.
Qp−1 =
Np∑
i=1
Qpi =
Np∑
i=1
(Api q
p) (D.17)
It is possible to obtain an expression for the discharge per unit area in the roots of order
p by assuming that the discharge per unit area in all roots of the same order are equal.
qp−1Ap−1 = qp
Np∑
i=1
(Api ) (D.18)
qp−1 =
qp
Np∑
i=1
Api
Ap−1
(D.19)
qp−1 = qpα−1 (D.20)
The same principle can be applied for the entire root system. Using the information
obtained experimentally in a given root and also knowing its order in the plant root network
it is possible to compute the discharge per unit area at the proximal root where p=0.
qo = qmα
−pm (D.21)
From Equation D.14 we can obtain an expression for the root axial conductivity at the
proximal root as a function of ksaxm, α, pm and Acs,o.
koax = ksaxmα
−pmAcs,o (D.22)
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Under these assumptions, we can also obtain the axial root conductivity of any particular
root in the root system if we also know its order pr:
kprax = ksaxmα
−pm/prAcs,r (D.23)
D.1.5 Effective Axial Root Conductivity
For several applications, we need an estimate of the net effective axial conductivity of a
root system. In this document, we define the effective axial conductivity as the capacity of
the root system to transport water in the axial direction at a given depth. Several roots of
different orders working in parallel transport water from the root system at a given depth.
Therefore if we assume the same gradient in water potential for all these roots, the net
conductivity is computed as the sum of all these conductivities.
Ke,ax(z) =
Np,z∑
p
Mroots∑
j
kpax,j(z) = ksaxm
Np,z∑
p
Mroots∑
j
α−pm/prApcs,j(z). (D.24)
In addition if we make the assumption that α = 1, which is in agreement with several
experimental studies [Ozier-Lafontaine et al., 1999], then:
Ke,ax(z) = ksaxm
Np,z∑
p
Mroots∑
j
(
Apcs,j(z)
)
(D.25)
Therefore:
Ke,ax = ksaxm︸ ︷︷ ︸[
m4/s/MPa
m2rootcs
] [ATcs(z)]︸ ︷︷ ︸[
m2rootcs
m2ground
]
︸ ︷︷ ︸[
m4/s/MPa
m2ground
]
(D.26)
Note that Ke,ax is an effective conductivity per unit ground area. Also ATcs(z) is the total
cross sectional area working in parallel at a given depth per unit ground area. Computation
of ATcs is challenging, especially for trees with deep root systems. However, it is one of
the most relevant variables that impact the axial conductance of the root system. Note
that under the assumption of α = 1, the cross sectional area can never be higher than the
proximal cross sectional area (ATcs ≤ Acs,o). In this study the proximal cross sectional area
207
is the same basal area (ABA)obtained in the field. We compute the cross sectional area by
assuming an exponential decay function:
ATcs(z) = Ao,csexp
−zξ. (D.27)
The axial conductivity Ke is used to compute the total discharge along the root system
in the axial direction if the effective gradient of water potential is known. Equation D.28
shows this computation and the respective international system units. Note that using
the effective axial conductivity we obtain a discharge per unit ground area [m3H2O/s/m
2
ground].
This framework to calculate the effective axial root vertical conductivity is particularly useful
in one dimensional models where discharge fluxes per unit of ground area are needed.
Q =

− Ke︸︷︷︸[
m4/s/MPa
m2ground
]
∂Hr
∂lr︸︷︷︸
[MPam ]︸ ︷︷ ︸[
m3/s
m2ground
]
︸ ︷︷ ︸
[ ms ]

(D.28)
D.1.6 Correction for Root Length
As mentioned in the previous section, the effective axial root conductivity is particularly
useful in the implementation of vertical ecohydrological models where the gradients in water
potential are calculated in the vertical direction only. The discharge along the root axis is
given by:
Q =
[
−Ke
(
∂Pr
∂lr
+
∂(ρgzr)
∂lr
)]
(D.29)
It is possible to define a factor flz defined as the rate of change of the mean root length
with respect to z.
208
flz =
∂lr
∂zr
≈ Lpath
∆z
(D.30)
Multiplying both numerator and denominator in Equation D.29 by flz, it is possible to
express Q in terms of z instead of l, making it possible to solve in the vertical dimension
only:
Q =
[
−Ke,ax
(
∂Pr
∂lr
+
∂(ρgzr)
∂lr
)]
flz
flz
; flz > 0 (D.31)
Q =
[
−
{
Ke
flz
}(
∂Pr
∂zr
+
∂(ρgzr)
∂zr
)]
(D.32)
Assuming that the density is constant and multiplying numerator and denominator by
ρg.,
Q =
[
−
{
Keρg
flz
}(
∂ψr
∂zr
+ 1
)]
(D.33)
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Table D.2: Ecophysiological parameters in Blodgett, Tapajos, and Harvard Forest
Ameriflux Sites.
PFT Vc,max Jmax m b sf Ψf
Ameriflux Site: Blodgett
Ponderosa Pine 54 88 13 0.001 1 -2
Shrubs 78 121 13 0.001 1 -2
Bulk 59.4 95 13 0.001 1 -2
Ameriflux Site: Tapajo´s
Upper-canopy Trees 59 87 12 0.008 3.2 -2
Upper-canopy Lianas 81 112 12 0.008 3.2 -2
Midcanopy Trees 57 81 12 0.008 3.2 -2
Understory 33 37 12 0.008 3.2 -2
Bulk 60.3 84.4 12 0.008 3.2 -2
Ameriflux Site: Harvard Forest
Deciduous Trees 50 120 7 0.005 3.2 -1.9
Conifers 50 120 7 0.005 3.2 -1.9
Understory 66 149 7 0.005 3.2 -1.9
Bulk 51.12 122.03 7 0.005 3.2 -1.9
PFT: Plant Funcional Type
Vc,max : Maximum carboxylation velocity
Jmax : Maximum rate of electron transport
m : Ball Berry slope
b : Ball Berry intercept
sf : stomatal sensitivity parameter for m. Tuzet model.
Ψf : parameter for loss of stomatal conductance. Tuzet model.
212
APPENDIX E
SOIL CARBON AND NITROGEN MODEL
E.1 Fine Root Response to Drought
During dry periods, the scarcity of rainfall and the constant demand for moisture from the
plants and the atmosphere results in a reduction in soil water potential. This reduction in
soil water potential can be severe in locations experiencing Mediterranean climates, where
dry seasons are correlated with high temperatures and radiative forcings.
As soil water potential drops it may be advantageous for plants to reduce their hydraulic
conductivity. In this study we simulate the response of roots to dry periods by a reduction
of the radial conductivity of the root system, Kr. This reduction is calculated using a fine
root conductivity loss function (FRCL). FRCL is defined as the fraction of root conductivity
that is lost in the fine roots at a given root water potential. This percentage loss is used as
a proxy to simulate the loss in radial conductivity of the root system. Equation E.1 shows
how Kr is affected by FRCL.
Kr = Krpot(1− FRCL(ψr)). (E.1)
In this equation Krpot is the potential root radial conductivity occurring if roots are not
under water stress. We use the loss conductivity function observed by Domec et al. [2004]
for ponderosa pine plants of intermediate age. This function is given by:
FRCL =
100
1 + ea(ψr−b)
. (E.2)
In this equation ψr is the root water potential in MPa and a and b are parameters. Parameter
a regulates the slope of the curve and parameter b is the water potential in MPa at which
50% of the conductivity loss occurs. Figure 3d in the manuscript shows the FRCL function
used in this study.
The lost of radial conductivity may happen under two different situations.
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i. In the No-HR case whenever ψr > ψs there is a complete hydraulic disconnection
between the roots and the soil (Kr = 0,FRCL = 1) following the definition of No-HR.
ii. In both cases, HR and No-HR, there is a reduction in Kr as a response to low water
potential. This response occurs gradually and is regulated by the magnitude of the root
water potential ψr following Equations E.1 and E.2.
E.2 C-N Model Equations
This section presents the equations for the C-N model implemented in this study. These
equations were initially developed by D’Odorico et al. [2003], Manzoni and Porporato [2007],
Porporato et al. [2003]. The main advantages of this approach include the simple repre-
sentation of the dynamics, the consideration of a separate microbial biomass pool, and the
capacity to compute analytically the non-linear dynamics that arise between net mineral-
ization and net immobilization of N. In this study we modified the initial framework from
a bucket model to a multi-layer approach. We also include the effect of temperature on
decomposition and incorporate vertical fluxes of carbon by soil bioturbation processes. In
addition, we consider the presence of multiple vegetation species that coexist and impact
simultaneously the carbon and nitrogen dynamics in the soil.
The simulation of carbon dynamics is performed by the solution of differential equations
that are based on conservation of mass and describe the evolution of carbon concentration
in time for each pool. The simulation of nitrogen content in the organic form uses the same
differential equations that are used for carbon, but modified by the C:N ratio that is present
in the organic pools.
The equations describing the states of carbon and nitrogen in the soil were initially intro-
duced by Porporato et al. [2003], where they considered three pools: litter (Cl), humus (Ch)
and microbial biomass (Cb). Later, the same framework was implemented by Manzoni and
Porporato [2007], but considering only two pools: soil organic matter (Cs) and microbial
biomass (Cb). This simplification facilitates the manipulation of the analytical equations
involved in the model. In this study, we follow the approach presented by Manzoni and
Porporato [2007], considering only two pools. In addition, we model the transport of organic
matter in the soil column by bioturbation using a diffusive approximation.
The rate of change of carbon in the organic matter pool at each layer, including biotur-
bation, is given by:
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dCs
dt
= ADDbio + ADDroot −DEC + BD. (E.3)
In equation E.3, the term ADDbio is the flux of organic matter due to bioturbation processes
in the soil, the term ADDroot is the input of organic matter from root turnover, DEC is an
output flux from decomposition and BD is the input from microbial death.
The rate of change of carbon in the microbial biomass pool at each layer is given by:
dCb
dt
= (1− rr)DEC− BD. (E.4)
In equation E.4 the term (1 − rr)DEC is the fraction of carbon from decomposition that
becomes part of the microbial tissues. The remaining, rrDEC, is the fraction of carbon that
is released as CO2 to the atmosphere.
The rate of decomposition is computed using first order kinetics [Porporato et al., 2003]. In
this study it is function of the soil water potential (ψs) and soil temperature (T ) (equations
E.27 and E.28):
DEC = φf D(ψs)fD(Ts)ksCbCs. (E.5)
The rate of microbial death is computed by a linear dependence on the microbial biomass
concentration Cb [Porporato et al., 2003]. This approach neglects the influence of environ-
mental factors such as soil water potential and soil temperature.
BD = kdCb. (E.6)
The model for the vertical transport of organic matter implemented here is based on ap-
proaches presented in previous studies [Braakhekke et al., 2011, Dam et al., 1997, Elzein and
Balesdent, 1995, Kaste et al., 2007]. In this study we include only fluxes due to bioturbation
and neglect advective fluxes produced by water transport such as fluxes of dissolved organic
carbon. Figure E.1 shows a schematic representation of the bioturbation framework. The
transport of organic matter by bioturbation is modeled as a diffusion process. Under this
framework the rate of change of carbon in the organic matter pool is given by:
dCs
dt
= Db(z)
d2Cs
dz 2
. (E.7)
The term Db in Equation E.7 is the bioturbation diffusivity. In this study Db is assumed to
decay exponentially with depth (Equation E.8) following the approach presented in Cousins
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et al. [1999].
Db(z) = Db,topexp(−0.1z). (E.8)
In Equation E.8 the term Db,top represents the bioturbation at the top of the soil where
the maximum bioturbation flux occurs. We use Db,top = 4 cm
2/year, which is in the range
of values reported in previous studies [Dam et al., 1997, Elzein and Balesdent, 1995, Kaste
et al., 2007]. We noticed little sensitivity of Db,top on the results reported in this study.
Equation E.8 simulates the transport of carbon in the mineral soil column from horizon O
downward. The top boundary condition is given by the flux of organic matter from the
litter layer to horizon O (FL−O). The bottom boundary condition is specified as no flux at
a maximum depth zbiot at which bioturbation fluxes are considered negligible. The rate of
change in the organic matter pool in the litter layer is shown in Equation E.9.
dCs,litter
dt
= BMTt − FL−O −DEClitter. (E.9)
In this equation the term Cs,litter is the concentration of organic matter in the litter layer,
BMTt is the flux of carbon in organic matter from above-ground sources (Equation E.26)
and FL−O is the flux of carbon from the litter to horizon O. FL−O flux is composed by
several processes such as fragmentation of litter and bioturbation. Equation E.10 shows the
parameterization of FF−O implemented in this study.
FL−O = Cs,litter∆zlitterklitterfB(Tlitter). (E.10)
In Equation E.10 the term ∆zlitter is the litter layer thickness, fB(T ) is a parameter that
accounts for the control of temperature on FL−O (we use Equation E.28), and klitter is a
parameter that regulates the magnitude of FL−O. In this study we calibrate klitter in such a
way that the mean annual litter thickness, ∆zlitter, and the mean annual litter concentration
Cs,litter remain constant during all the period of simulation matching the observed values
recorded in Blodgett Forest (Table 1 in the manuscript).
The equations that describe the rate of change of nitrogen in the organic matter pool and
the microbial biomass pool are based on the equations for carbon (Equations E.3 and E.4).
In order to compute the nitrogen dynamics from Equations E.3 and E.4, the C:N ratio in
these two pools is needed [Porporato et al., 2003].
dNs
dt
= ± ADDbio
(C : N)s−bio
+
ADDroot
(C : N)ADD
− DEC
(C : N)s
+
BD
(C : N)b
(E.11)
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dNb(t)
dt
=
DEC
(C : N)s
− BD
(C : N)b
− Φ. (E.12)
In equation E.11 the term C:Ns−bio is the C:N ratio in the soil layer from which the bioturba-
tion flux occurs and the term Φ takes into account the net contribution from mineralization
or immobilization. If Φ > 0 there is a net mineralization of N. If Φ < 0 there is a net
immobilization of mineral nitrogen by microorganisms. Assuming that the rate of change
of the C:N ratio in the microbial biomass remains constant during the simulation period(
d(C:N)b
dt
= 0
)
it is possible to compute an analytical expression for Φ [Porporato et al.,
2003]. Considering only two pools of carbon (Cs and Cb) the expression for Φ is given in
Equation E.13 (Equation 14 in Manzoni and Porporato [2007]).
Φ = DEC
[
1
(C : N)s
− 1− rr
(C : N)b
]
. (E.13)
Under net immobilization there is a net uptake of mineral nitrogen from the soil by mi-
croorganisms. In this condition plants and microorganisms access to the same pool of mineral
N. This phenomenon generates a competition between plant and microorganisms for avail-
able mineral nitrogen in the soil. During mineralization periods microbial activity enhances
the accumulation of mineral nitrogen in the soil facilitating plant uptake.
The nitrification flux, NIT, is simulated using Equation E.14 [Porporato et al., 2003]. In
this equation fN is a factor that represents the impact of soil moisture on nitrification. In
this study we used the same approach for fN as the one used for decomposition (Equation
E.27). kn is the nitrification factor, Cb is the microbial biomass concentration and N
+ is the
concentration of ammonium in the soil.
NIT = fN(ψs)knCbN
+. (E.14)
The uptake of nitrogen by plants is considered as the addition of two different mechanisms
[Porporato et al., 2003]: (i) the mineral nitrogen in the soil moisture that reaches the roots
with the transpiration flux (water uptake) UPNwu and (ii) the mineral nitrogen in water that
reaches the roots by diffusion and then is taken by the plants UPNdiff . The total mineral
nitrogen uptake is then given by UPN = UPNwu + UPNdiff .
The uptake of mineral nitrogen by the transpiration stream is computed as an advective
flux. Nitrogen uptake is computed as the amount of mineral ions transported by the water
uptake flux toward the roots assuming a homogeneous ion concentration in soil water. The
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total uptake of nitrogen is given by:
UPN±wu =
Msps∑
j
Nlayers∑
i∈K
(
λ±N±min
θ
qwu,ij
)
. (E.15)
In Equation E.15, N±min refers to the concentration of either NO−3 (−) or NH+4 (+), parameter
λ± represents the fraction of NH+4 (+) or NO
−
3 (-) that is dissolved in water, Msps is the
number of species and Nlayers is the number of soil layers. qwu,ij is the water uptake by species
j in layer i and K represents all those layers where ψs > ψr. Therefore the summation in
Equation E.15 only accounts for those layers where the flux of water occurs from the soil to
the roots. This assumption neglects the release of mineral nitrogen that may be occurring
through water fluxes from the root to the soil by the way of HR.
In this study the uptake of water by diffusion fluxes is computed following the initial ap-
proach for a bucket model introduced in Porporato et al. [2003]. In this approach the uptake
of nitrogen is proportional to the concentration of mineral nitrogen in the soil (Equation
E.16). Following the same principle the total nitrogen uptake from diffusion fluxes is given
by:
UPN±diff =
Msps∑
j
Nlayers∑
i
N±minkdiff,ij. (E.16)
In Equation E.16, kdiff,ij, is a proportionality constant defined for a given layer i and species
j. Following [Porporato et al., 2003] this constant can be calculated as:
kdiff,ij =
λ±
θini∆zi
(
θi
ni
)d
Fi,j. (E.17)
In this equation θi is the soil moisture in layer i, ni is the porosity in layer i, ∆zi is the
thickness of layer i, d is a parameter that represents the non-linear behavior of the diffusion
process with soil moisture and Fi,j is a scaled diffusion coefficient. F can be conceptualized
as the diffusion capacity of ions to move from the soil toward the roots. In this study we
assume that F is proportional to the total amount of fine root biomass. For a given species
j the total magnitude of F in a given layer i is given by:
Fi,j = BMroots,jFfactorfri,j. (E.18)
In Equation E.18, BMroots,j is the total amount of fine root biomass in species j, fri,j is the
fine root fraction in layer i for species j such that
∑N
i fri,j = 1 and Ffactor is a parameter
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that quantifies the efficiency of the roots in capturing ions by diffusion for a given fine root
biomass. (Table 1 in the manuscript).
In this study we assume that the total amount of fine root biomass at every time is
proportional to the total amount of leaf biomass :
BMroots = kmrBMleaves. (E.19)
Similar to the approach introduced by Porporato et al. [2003] for a bucket model, here Ffactor
is not related with real diffusion coefficients or measurements. Instead this coefficient is
calibrated to regulate the fraction of total mineral uptake that comes from diffusion, fdiff .
This fraction is given by:
fdiff =
UPNdiff
UPNwu + UPNdiff
=
UPNdiff
UPN
(E.20)
In this study the simulations were performed with Ffactor = 1.8mm d
−1 kg−1root corresponding
to mean annual net values of fdiff between 40 and 60%, and we perform a sensitivity analysis
of Ffactor on the leaching of nitrogen.
E.3 LAI Dynamics and Litter Production
.
In the model the input of organic matter from the plant to the soil comes mainly from
loss of foliage and fine root turnover. We use observations of changes in LAI to compute the
turnover of leaves and the input of organic matter into the soil from above-ground sources.
In addition, we assume that the input of carbon from below-ground turnover of fine roots is
linearly proportional to the above-ground loss of leaves (Equation E.19).
Figure 3 in the manuscript shows the the annual dynamics of LAI. The discrete equation
that describes the time evolution of LAI is:
LAIt+1 = LAIt ± LAIph − LAInt. (E.21)
In this equation LAIt+1 is the leaf area index at time step t+ 1, LAIt is the LAI at timestep
t, LAInt is the reduction in LAI in a timestep caused by normal turnover of leaves and
LAIph is the addition or reduction in LAI during that timestep due to either phenological
construction or phenological turnover. We assume that in a given tim step either phenological
219
construction or turnover take place, but not both.
LAInt, which is the normal turnover produced by the regular deterioration of leaves, is
computed using the expected leaf span LS.
LAInt =
LAIt
LS
∆t. (E.22)
From Equation E.21, the phenological changes in LAI are given by:
∓LAIph = LAIt+1 − LAIt + LAInt. (E.23)
LAIph could be either positive or negative depending on the dynamics of turnover or con-
struction. Therefore, the total turnover of leaves in a given timestep, expressed in terms of
LAI units, is then given by:
LAITt =

LAInt if LAIph ≥ 0
|LAIph|+ LAInt if LAIph < 0
(E.24)
The flux of carbon from above-ground los of leaves that reaches the soil surface is calcu-
lated as:
Fabove =
LAITt
SCLA
(E.25)
where SCLA is the specific carbon leaf area index that represents the area per unit mass of
carbon in the leaf.
The flux of carbon from below-ground turnover of fine roots that goes to the soil is given
by:
Fbelow = Fabovekmr. (E.26)
This flux is distributed in the soil for each species independently according to the root
distribution fri,j
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E.4 Organic Carbon Concentrations and Calibration of ks and kb
The soil domain is divided into horizons with similar biogeochemical properties. Each horizon
may comprise one or more of the layers implemented in the numerical simulation. Table E.2
shows the different horizons considered, including depth and the numerical simulation layers
that are in each horizon. The depth and thickness of horizons displayed in Table E.2 is
determined from observations at Blodgett forest [Bird and Torn, 2006, Black and Harden,
1995].
The C-N model requires two main site-specific constants, ks and kd (Appendix E.2). These
constants control the rate of organic matter decomposition and microbial death respectively.
These two processes are microbially regulated. Therefore, ks and kd vary with depth accord-
ing to the type of microbial community that is present in the soil.
The soil column is characterized by strong gradients in soil moisture, soil temperature and
carbon and nitrogen concentrations. Shallow layers that are close to the surface are impacted
more by the atmosphere. These layers are directly affected by rainfall and incoming solar
radiation, and have large fluctuations in temperature and moisture. On the other hand,
deeper layers in the soil are less vulnerable to atmospheric conditions. The incoming rainfall
and radiative fluxes that reach the surface are filtered throughout the soil column producing
more stable conditions of soil moisture and soil temperature at deeper layers. In addition, the
input of organic matter and nutrients from plants also follows a distribution with considerably
higher fluxes close to the surface .
Strong gradients in environmental variables such as temperature and moisture concentra-
tions throughout the soil column, together with differences in organic carbon input from
plants, impact the distribution of microbial communities and their population sizes [Fierer
et al., 2003]. In order to capture these processes we calibrate ks and kd for each layer inde-
pendently. The calibration of ks and kd was performed by assuming steady state conditions
in Equations E.3 and E.4, as suggested in D’Odorico et al. [2003]. In order to use this
approach we use mean values of soil moisture and soil temperature reported at Blodgett
and the computed profiles of carbon concentration in the organic matter and microbial pool
(Table E.2).
Figure 4 shows the carbon concentrations in the organic matter pool and microbial biomass
pool at different horizons. These profiles were obtained by applying observed patterns in
other locations [Fierer et al., 2003, Jobba´gy and Jackson, 2000], and information gathered
at Blodgett [Bird and Torn, 2006, Black and Harden, 1995]. The Blodgett data was mostly
available for shallow soil layers.
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E.5 Soil Moisture and Temperature Dependence
Besides the availability of biochemical energy which is found in remnant products of pho-
tosynthetic processes, the activity of microorganisms in soils is controlled primarily by soil
moisture and soil temperature conditions. Several experimental studies have monitored the
influence of these two variables on microbial activity using direct observations of microbial
growth and indirect measurements such as organic matter decomposition and respiration
rates [Herron et al., 2009, Iovieno and B˚a˚a th, 2008, Qi and Xu, 2001]. The complex interac-
tions involved in microbial processes, the immense microbial diversity and the heterogeneity
of the soil domain are factors that challenge our understanding of these dynamics.
Biophysical models developed to simulate the fate of organic matter, decomposition, mi-
crobial respiration, or microbial growth use reduction factors to include the influence of
soil moisture and temperature in microbial activity. The effect of soil moisture availability
has been computed using different mathematical functions. Generally, microbial activity
increases with moisture availability. Some models use soil water content as an indicator of
available moisture [D.S. Jenkinson, D.E. Adams, 1991, Parton et al., 1987, Porporato et al.,
2003, Probert, 1998]. However, experimental studies have shown a strong correlation be-
tween soil water potential (ψs) and microbial activity, [Harris, 1981, Kieft et al., 1987, Sylvia
et al., 2005, Wilson and Griffin, 1975]. According to Harris [1981], Sylvia et al. [2005] micro-
bial activity becomes limited when soil matric potential ψs < 4MPa. Beyond this range the
microbial population is composed mainly of fungi which are more tolerant to water stress
than bacteria. Some fungi species can sustain growth at lower levels of water potential
(ψs = 40MPa). Although some microorganisms can survive water potential levels below
ψs < −10MPa the rate of several microbial processes decreases considerably. For example
it seems the rate of nitrification is negligible below 4 MPa. In this study we include a cor-
rection factor for microbial processes such as decomposition and nitrification as a function
of water potential instead of soil moisture. We use the correction factor implemented in
Andren [1992] (Equation E.27).
fD(ψs) =
(
Log |ψmin||ψs|)
Log |ψmin||ψtop|)
)
. (E.27)
In this equation ψs is the water potential in the soil, ψmin is the value of ψs below which
decomposition become negligible, and ψmax is the value of ψs above which there is no reduc-
tion in decomposition rates. Similarly, several factors have been proposed to consider the
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influence of temperature in microbial activity [Andren, 1992, D.S. Jenkinson, D.E. Adams,
1991, Probert, 1998]. In this study we use observations at Blodgett [Qi, 2002, Qi and Xu,
2001] that describe the control on decomposition Equation E.28.
fD(Ts) = 1.9
Ts−25
10 . (E.28)
These factors (fD(ψs) fD(Ts)) are used in Equation E.5 to incorporate the regulation of water
potential and soil temperature in the decomposition of soil organic matter.
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Figure E.1: Schematic representation of the vertical structure and carbon fluxes below the
ground. The main inputs of organic matter come from above-ground loss of leaves and
below-ground turnover of fine roots. In each soil horizon the pool of organic matter Cs and
microbial biomass Cb interact through fluxes such as decomposition and microbial death.
The only carbon fluxes that are considered vertically are bioturbation fluxes.
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APPENDIX F
ENTROPY BUDGET IN OPEN SYSTEMS
All ecosystems, either natural or artificially cultivated are thermodynamically open systems
that exchange energy and mass with their environment. The rate of change of entropy in
an open system is given by the sum of entropy changes due to the interchange of mass and
energy with the environment (deS
dt
) plus the rate of entropy production inside the system
(diS
dt
) [Kondepudi and Prigogine, 1998].
dS
dt
=
External
EnergyandMassFluxes︷︸︸︷
deS
dt
+
Internal
EntropyProduction︷︸︸︷
diS
dt
(F.1)
The total rate of entropy interchanged with the environment comes from energy and mass
fluxes.
deS
dt
=
(
Energy︷︸︸︷
deSu +
Mass︷ ︸︸ ︷
deSm)
dt
(F.2)
In this equation deSu
dt
is the rate of entropy change in the system originated by energy fluxes
between the system and the environment while deSm
dt
is the rate of change of entropy produced
by mass fluxes between the system and the environment.
There are three main ways of energy transfer between ecosystems and their environment,
(i) convective, (ii) conductive and (iii) radiative exchange. The rate of change of internal
energy in the system is regulated by the fluxes of energy between the system and it surround-
ings. Here we group Qcc as those fluxes of energy transferred by convection and conduction
while Qtr is the flux of energy by thermal radiation. The total rate of change of internal
energy is then given as:
dUm
dt
=
(
dUcc + dUtr
dt
)
= Qcc +Qtr (F.3)
The rate of change of entropy due to energy fluxes can be computed by integration of the
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entropy flux J (entropy per unit surface area per unit time) over the entire surface area that
surrounds the control volume. However,the flux of radiation in radiative energy involves
fundamental differences compared to the transfer of energy by convection or conduction.
Therefore, it is appropriate to separate the entropy fluxes from radiative energy transfer and
the entropy fluxes from convection and conduction energy transfer [Wright et al., 2001].
deSu
dt
=
∫
S
(Jcc + Jtr)dA. (F.4)
The entropy flux produced by conduction or convection transfer of heat energy can be cal-
culated as the heat flux divided over the temperature following a Clausius formulation.
Therefore:
deSu
dt
=
∫
S
(qcc
T
+ Jtr
)
dA (F.5)
In this equation qcc is the flux of heat energy transferred by conduction or convection per unit
area per unit time. If qcc is integrated over the total boundary surface area that surrounds the
system, we obtain Qcc which is the is the net energy transferred by conduction or convection
per unit time.
Qcc =
∫
S
(qccdA) =
dUcc
dt
(F.6)
The rate of change of entropy in the system produced by energy fluxes can then be expressed
as:
deSu
dt
=
Qcc
T
+
∫
S
JtrdA =
1
T
dUcc
dt
+
∫
S
JtrdA (F.7)
On the other hand the rate of change of internal energy due to mass fluxes can be expressed as
the sum of the rate of change of mole numbers involved in the chemical reactions multiplied
by the corresponding chemical potential.
dUm
dt
=
∑
i
µi
dNi
dt
. (F.8)
In this Equation the terms Ni and µi refer to the mole number and chemical potential
respectively of constituent i. Using F.8 it is possible to compute the rate of change of
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entropy within the system by mass interchanged between the system and the environment
[Kondepudi and Prigogine, 1998].
deSm
dt
= − 1
T
∑
k
µk
deNk
dt
(F.9)
Similarly the rate of entropy production within the system by internal chemical reactions of
components within the system is given by:
diS
dt
= − 1
T
∑
l
µl
diNl
dt
> 0 (F.10)
Note that the net entropy production in the system has to be always greater than zero
following the second law of thermodynamics. The net rate of change of entropy within the
system given in Equation F.1 can be written in more detail as:
dS
dt
=
deS
dt︷ ︸︸ ︷
Qcc
T
+
∫
S
JTRdA− 1
T
∑
k
µk
deNk
dt
−
diS
dt︷ ︸︸ ︷
1
T
∑
l
µl
deNl
dt
(F.11)
Assuming the system is in steady state condition (dS
dt
= 0), the net entropy production
inside the system will be equal to the net entropy flux (input minus output) across the system
boundary. Under this assumption:
deS
dt︷ ︸︸ ︷
Qcc
T
+
∫
S
JTRdA− 1
T
∑
k
µk
deNk
dt
=
diS
dt︷ ︸︸ ︷
1
T
∑
m
µm
deNm
dt
(F.12)
F.1 Approximation for the Calculation of Entropy of Thermal
Radiation
The rate of change of internal energy is given in terms of the net amount of heat that is
interchanged in the system and the amount of work performed within the control volume.
dU = dQ− pdV (F.13)
From classical thermodynamics the rate of change of entropy production is expressed in
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terms of the net rate of heat in the system.
dS =
dQ
T
(F.14)
From equation F.13 the net rate of change of heat can be expressed as a function of the inter-
nal energy and the amount of work in the system. This approach allows us to compute the
change of entropy of an open system and is the classical approach used in thermodynamics.
S =
∫
dS =
∫
dQ
T
=
∫
udV + pdV
T
(F.15)
The rate of entropy flux caused by a heat energy flux is given by:
Jqq =
Eqq
T
(F.16)
In equation F.16 Eqq is the energy heat flux. However when the flux of energy is originated
by a radiative process instead of heat, Equation F.16 does not hold. It can be shown that for
black radiation the pressure p and the internal energy density per unit volume u are given
by:
p =
u
3
, u = aT 4 (F.17)
Using the expressions for p and u given in F.17 together with Equation F.15 it is possible to
show that the total black radiation entropy is given by:
S =
4
3
aT 3V (F.18)
From Equation F.18 the flux of entropy for a black radiation can be computed proportional
to T 3 and using a constant σ :
JBR =
4
3
σT 3 (F.19)
In this Equation the constant σ is the well known Stefan-Boltzmann constant. There is an
important empirical evidence of Equation F.19 and also for σ. Furthremore Planck was able
to perform a theoretic demonstration of Equation F.19 and obtain a theoretical expression
for σ.
σ =
2piκ4
15c2h3
(F.20)
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In Equation F.20, κ is the Boltzmann constant, h is the Planck constant, and c is the speed
of light. Furthremore, the energy flux emmited by a black radiation body is EBR = σT
4,
therefore from Equation F.19 we can imply that for black radiation Equation F.16 does not
hold. Instead there is a constant of η = 4/3 that multiples EBR
T
.
JBR =
4
3
EBR
T
6= EBR
T
(F.21)
Equation F.21 with η = 3/4 applies only for blackbody radiation. However, the thermal
radiation observed in earth systems are far different than a blackbody radiation. Therefore,
it is important for earth systems analysis to have an approach for the computation of entropy
flux in non-blackbody radiation.
F.1.1 Approximations to Compute Entropy Flux for non-Blackbody
Radiation
In this section we present a summary of the different approaches that have been implemented
to compute the entropy for non-blackbody radiation fluxes. This summary is based on the
review study developed by Wu and Liu [2010]. Here we divided the approaches in two main
groups: (1). those that uses a simple approximations where the apply directly EBR/T , and
(2) those that attempt to solve the integral entropy flux developed by Planck.
Direct approximations Based on EBR/T
- i. Based on Classic Thermodynamic Clausius Approach
This approach implements directly the Rudolf Clausius entropy definition. Therefore, the
entropy flux is computed as the ratio of radiation energy flux and absolute temperature.
J =
EBR
T
(F.22)
This approach was initially developed for nonradiative heat transfer and it has been shown to
work for this conditions. However, this approach neglects properties embedded in radiative
energy such as the pressure term and may underestimate the entropy fluxes.
- ii. Assuming Blackbody Radiation
This approach assumes that all radiation behaves as blackbody. Therefore the flux of entropy
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by is given by J = 4
3
EBR
T
. Although this approach is appropriate for blackbody radiation it
does not hold for non-blackbody. The presence of non-blackbody radiation in earth processes
is ubiquitous and this approach may induce significant error in the computation of entropy
budgets on earth systems.
-iii Approaches that attempt to solve the integral of entropy spectral radiation flux developed
by Planck
Planck was able to show that the spectral radiation energy flux for a blackbody radiation
per unit solid angle per unit frequency is given by:
Iv,BR =
nohv
3
c2
{
1
exp
(
hv
κT
)− 1
}
(F.23)
Moreover, Planck was able to show that the spectral radiation entropy flux for a blackbody
radiation per unit solid angle per unit frequency is given by:
Lv,BR =
2hv3
c2
{(
1 +
c2Iv
nohv3
)
ln
(
1 +
c2Iv
nohv3
)
−
(
c2Iv
nohv3
)
ln
(
c2Iv
nohv3
)}
(F.24)
The total energy energy flux for a blackbody radiation per unit area (irradiance) with units
([W/m2]) is computed by integration of Iv over all the frequencies and also over the solid
angle.
EBR =
∞∫
0
dv
∫
Ω
Iv,BR cos θdΩ (F.25)
Similarly the total entropy flux for a blackbody radiation per unit area with units ([W/K/m2])
is computed if Lv is integrated over all the frequencies and also over the solid angle.
JBR =
∞∫
0
dv
∫
Ω
Lv,BR cos θdΩ (F.26)
Actually it is possible to show that integration of Lv,BR over all the frecuencies and solid
angle in the entire hemisphere arrives to the same etropy flux introduced in Equation F.21,
indeed
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JBR =
∞∫
0
dv
∫
Ω
Lv,BR cos θdΩ =
4
3
EBR
T
(F.27)
In order to analyze non-blackbody radiation we express the spectral radiation energy flux
per unit solid angle per unit frequency as a function of the emissivity.
Iv(ε) =
εnohv
3
c2
{
1
exp
(
hv
κT
)− 1
}
(F.28)
Note that Equation F.28 is the same as Equation F.24, however there is an emmisivity (ε)
that defines the capacity of the system to emit energy. When ε = 1 the system behaves as
a blackbody. If it is assumed that ε remains constant for all the frequencies. We can then
take ε out of the integral and the integration over all the frequencies and solid angle is the
same as the one performed for the blackbody radiation:
E(ε) =
∞∫
0
dv
∫
Ω
Iv(ε) cos θdΩ = εσT
4 (F.29)
Note that the total energy for a non blackbody radiation differs from that of the blackbody
radiation only by the emissivity constant ε. On the other hand, the entropy flux for a
non-blackbody radiation can be expressed using Plank’s formulation:
Lv(ε) =
εnohv
3
c2
{(
1 +
c2Iv(ε)
nohv3
)
ln
(
1 +
c2Iv(ε)
nohv3
)
−
(
c2Iv(ε)
nohv3
)
ln
(
c2Iv(ε)
nohv3
)}
(F.30)
Again, as we did before it is possible to compute the total flux of entropy of a non blakbody
radiation with emmisivity ε by integration of over all the frecuencies and solid angles.
J(ε) =
∞∫
0
dv
∫
Ω
Lv(ε) cos θdΩ (F.31)
However Equation F.30 is highly non linear and it is challenging to perform this integration.
Below we describe some previous approaches that have been formulated to solve the integral
in Equation F.31:
- i. Landsberg and Tonge
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Landsberg and Tonge [1979] propose an approximate expression to compute the integral
in Equation F.31 by considering a dilution factor (δ < 1) that adjust to the non-blackbody
radiation properties. In this approach, the energy and entropy fluxes from a non blackbody
radiation are given by:
E =
BδσT 4
pi
(F.32)
J =
4
3
BδX(δ)σT 3
pi
(F.33)
Where
B =
∫
cosθdΩ (F.34)
δX(δ) =
45
4
pi−4
∞∫
0
{(
1 +
δ
eβ − 1
)
ln
(
1 +
δ
eβ − 1
)
−
(
δ
eβ − 1
)
ln
(
δ
eβ − 1
)}
β2dβ
(F.35)
and
β = hν/κT (F.36)
Landsberg and Tonge [1979] were able to find an approximate solution for Equation F.35
for low values of ε (ε < 0.1).
δX(δ) ≈ δ [0.9652− 0.2777 ln(δ) + 0.0511δ] (F.37)
Mathematically the dilution factor approach and the gray body radiation (used to com-
pute energy fluxes of non-blackbody radiation) are equivalent [Wu and Liu, 2010], and the
dilution factor δ used in Landsberg and Tonge [1979] is similar to the emissivity of a gray
body.
- ii. Wright et al. [2001]
Although Landsberg and Tonge [1979] were able to obtain a simple expression that com-
putes the entropy for non blackbody radiation still it relays on low dilution factors. Wright
et al. [2001] developed an formulation to compute the integral in Equation F.31 that resulted
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in better matches over different emissivity ranges.
Starting from the approach exposed in Landsberg and Tonge [1979], the entropy flux for
a non blackbody radiation can be computed as the entropy flux for a blakbody radiation
(JBR) affected by a function that depends on ε (f(ε)):
J =
B
f(ε)︷ ︸︸ ︷
δX(δ)
JBR︷ ︸︸ ︷
4
3
σT 3
pi
. (F.38)
The function f(ε) is the same as δX(δ) (Equation F.35). Note that this function can also
be expressed as:
f(ε) =
45
4pi4
I(ε). (F.39)
and therefore the flux of entropy of a non blackbody radiation can be expressed as:
J =
45
4pi4
I(ε)JBR. (F.40)
Wright et al. [2001] proposed the next approximation for I(ε)
I(ε) ≈ ε
(
4pi4
45
−mLn(ε)
)
(F.41)
and two different approaches for m were analyzed (i). m equal a constant c1 and (ii). m is
represented as a linear function of ε with slope c3 and intercept c2:
m⇒
{
= c1
= c2 − c3ε
}
(F.42)
According to Wright et al. [2001] the second approach (m = c2 − c3ε) shows good results
with a maximum error lower than 1% for the emissivity range between 0.2 to 1. Therefore,
the entropy flux is given by:
J =
{
1 +
45Ln(ε)
4pi4
(εc3 − c2)
}
εJBR (F.43)
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F.2 Aoki Approximation to Compute Radiation Entropy Budgets
in Earth Systems
Through several publications Ichiro Aoki introduced a simple framework for the calculation
of radiation entropy fluxes at the earth surface. In this framework he computes the entropy
flux that is present in solar radiation, scattered and diffuse radiation and longwave radiation
separately. In this section we briefly describe the approach he used to compute the entropy
fluxes in each of these cases.
F.2.1 Entropy of Shortwave Radiation
The shortwave radiation is emitted at high temperatures. In the earth this type of radiation
comes from the sun and can be scattered due to interactions with different bodies in the
atmosphere or the surface. Therefore, the shortwave energy reaching the surface could be
either direct or diffuse. The formulation to compute the entropy flux in these two energy
forms are discussed above.
Entropy of Direct Solar Radiation
The flux of radiation energy from the sun that reaches the top of the atmosphere is called
solar constant (e1). Similarly, the flux of radiation entropy at the top of the earth atmosphere
is called solar constant of second kind (s1). The solar constant e1 has been measured and
is equal to 0.1353 Jcm−2s−1. Aoki [1983] proposed a methodology to compute s1 assuming
that e1 is known.
The total flux of energy emitted by the sun (in terms of energy per unit area per unit
time) is given by Boltzman equation Esun = σT
4
o , where σ is the Stefan Boltzman constant
and To is the sun temperature. Similarly the total entropy flux emitted by the sun (in terms
of energy per unit area per unit time per unit temperature) is given by Ssun =
4
3
σT 3o . The
energy and entropy emitted by the entire sun area is then given by Esun = 4pir
2
sunσT
4
o and
Ssun = 4pir
2
sun
4
3
σT 3o respectively. Note that the entropy can also be expressed as Ssun =
4pir2sun
4
3
Esun
To
. By definition the total amount of energy an entropy at r = R is:
ER = 4piR
2e1
SR = 4piR
2s1
(F.44)
Assuming there are not losses of energy traveling (mostly in the vacuum) from the sun to
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the earth and also there is no net increase in entropy, then the total amount of energy and
entropy at r = rsun should be same as the one that is present when the light hit the earth
atmosphere at r = R (being R the mean distance from the sun to the earth atmosphere). In
other words E = ER and S = SR. It is easily shown that:
e1 =
(
r
R
)2
σT 4o
s1 =
(
r
R
)2 4
3
σT 3sun =
4
3
e1
To
(F.45)
Using Equation F.45 and knowing e1 it is possible to compute s1. According to Aoki [1983]
s1 = 3.132x10
−5 Jcm−2s−1K−1. Aoki [1987a] used the expressions in F.45 to calculate the
amount of entropy that reaches the surface. The incident solar energy flux over a unit area
of a horizontal plane at the top of the atmosphere is given by:
Qe(t) = e1
(
R
R
)2
cos (θo) (F.46)
where R is the mean distance from the sun to the earth and θo is the zenith angle. The
zenith angle can be expressed in terms of the latitude φ, declination of the sun δ and hour
and angle h as:
θo = sinφsinδ + cosφcosδcosh. (F.47)
The daily solar energy incident at the top of the atmosphere can be calculated by integration
of F.46 over a day. The integration is performed from −H to H, where H = − tanφ tan δ is
the hour angle at sunset when θ0 = 90.
Qe(t) = e1
(
R
R
)2 H∫
−H
cos (θo) dH
2pi
= 86400
e1
pi
(
R
R
)2
(H sinφ sin δ + sinH cosφ cos δ) (F.48)
Similarly, following the same approach for the entropy and using s1, it is possible to obtain the
daily solar entropy incident on a unit area of horizontal plane at the top of the atmosphere.
Qs(t) = 86400
s1
pi
(
R
R
)2
(H sinφ sin δ + sinH cosφ cos δ) (F.49)
the relationship between Qe and Qs is given by:
238
Qs
Qe
=
s1
e1
(F.50)
Once the radiation goes inside the atmosphere it experiments several processes that change
its entropy due to different interactions with the atmosphere. The energy flux of direct solar
radiation over a horizontal plane Edr at the earth surface can be computed as a fraction of
the incident energy at the top of the atmosphere, as shown in Equation F.51.
Edr = ρQe (F.51)
where, the constant ρ is the transmissivity of solar radiation in the atmosphere. Assuming
the same constant value applies for the entropy transmissivity across the atmosphere, it is
possible to compute the solar entropy flux at the earth surface:
Sdr = ρQs = ρQe
s1
e1
= Edr
s1
e1
. (F.52)
Using the results from Equation F.52 it is possible to compute the entropy of direct solar
radiation at the earth surface if the energy of the direct solar radiation reaching the surface
is known.
Entropy of Diffuse Solar Radiation
Aoki [1982] was able to show that the entropy flux of scattered radiation can be treated
as a grey body radiation with emissivity  if the incident radiation is black body and if the
reflectivity is independent of the frequency.
Assuming that extraterrestrial solar radiation is black-body then the radiance flux of solar
energy radiation in extraterrestrial space ko is given by:
Ko =
1
pi
σT 4o . (F.53)
Once the solar radiation reaches the atmosphere it is affected and it is scattered in different
directions. Let K1 be the radiance flux of diffuse solar energy radiation at the earth surface
and let us assume that this parameter remains constant among the various directions at which
this process occurs. Let us assume there is a parameter  which is frequency independent
and links both radiances such that:
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 =
K1
Ko
(F.54)
Note that there is an spectral blackbody intensity flux Iv,BRsun =
nohv3
c2
{
1
exp( hvκTo )−1
}
emitted by the sun such that:
Ko =
∫ ∞
0
Iv,BRsundv =
∫ ∞
0
[
2hv3
c2
 1exp( hv
κTo
)
− 1

]
dv =
1
pi
σT 4o . (F.55)
Using To = 5760K Aoki [1982] computedKo = 0.63x10
6GJm−2yr−1. Note that
∫∞
o
KocosθdΩ =
Eo
The spectral intensity of the radiation that is scattered by the atmosphere and reaches
the earth surface is given by Iv,sc = 
nohv3
c2
{
1
exp( hvκTo )−1
}
such that:
K1 =
∫ ∞
0
Iv,sc()dv =
∫ ∞
0
[

2hv3
c2
 1exp( hv
κTo
)
− 1

]
dv = 
1
pi
σT 4o . (F.56)
Similarly, the spectral blackbody intensity entropy flux emitted by the sun is given by:
Lv,BR =
nohv
3
c2
{(
1 +
c2Iv,BR
2hv3
)
ln
(
1 +
c2Iv,BR
2hv3
)
−
(
c2Iv,BR
2hv3
)
ln
(
c2Iv,BR
2hv3
)}
(F.57)
Integration of Lv,BR results in the total radiance entropy flux per unit of solid angle. Again
note that
∫∞
o
MocosθdΩ = Jo
Mo =
∫ ∞
0
Lv,BR =
4
3pi
σT 4o dv (F.58)
The spectral intensity entropy flux of the radiation scattered by the atmosphere and
reaching the surface is given by:
Lv,sc =
2hv3
c2
{(
1 +
c2Iv,sc()
2hv3
)
ln
(
1 +
c2Iv,sc()
2hv3
)
−
(
c2Iv,sc()
2hv3
)
ln
(
c2Iv,sc()
2hv3
)}
(F.59)
Integration of Lv,sc() will result in the total entropy flux per unit of soled angle. However,
240
as mentioned in section F.1.1 this integral is difficult to solve. Note that the computation of
entropy flux is similar in scattered radiation reach to the same integral as the computation
of the entropy flux in a grey body radiation. In this case the scaterring ratio  resembles the
emissivity of the grey body ε.
The energy of diffuse solar radiation incident over a unit area at the earth surface is given
by:
Esc = piK1 (F.60)
The radiance of solar radiation in extraterrestrial space Ko can be computed as in Aoki
[1982] using To = 5760K. Thus, it is possible to compute  as
 =
K1
Ko
(F.61)
The computation of the entropy flux J1 (or entropy flux per unit of solid angle M1) is
computed by using one of the methods introduced in section F.1.1. In Aoki [1987a] it is used
the approach presented by [Landsberg and Tonge, 1979].
J1 =
4
3
σT 3oX() =
4
3
K1pi
To
X() =
4
3
Esc
To
X() (F.62)
where X() is a function introduced in [Landsberg and Tonge, 1979]
Longwave
Under the assumption that bodies emitting longwave radiation behave as grey bodies, then
the entropy flux can be computed by solving the integral in Equation F.31 if the grey body
effective temperature Te and the grey body emissivity (ε) are known. Following [Landsberg
and Tonge, 1979]:
Slw(ε) =
4
3
εσT 3eX(ε) (F.63)
The energy emitted by a grey body is given as Elw = εσT
4
e , thus:
Slw =
4
3
εσT 3eX(ε) =
4
3
Eb
Te
X(ε) (F.64)
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F.3 Entropy and Energy Balance
Part of the energy that reaches the surface in the form of radiation is absorbed by the surface
while other fraction is reflected. The fraction that is absorbed by the surface is dissipated
in different forms or used for photosynthesis (an small fraction).
Equation F.65 shows the balance of radiation energy that reaches the surface of the earth.
Energy is a conservative property and therefore energy conservation should be always satis-
fied. The energy coming to the surface is mostly in the form of shortwave SWin and longwave
LWin. Part of the shortwave radiation is reflected back to the atmosphere SWout and a per-
centage of the energy absorbed by the surface is emitted back as longwave radiation LWout.
Thus, the remaining energy Rn results in the net energy that is absorbed by the surface:.
Rn = SWin + LWin − SWout − LWout (F.65)
At the surface the net energy absorbed can be dissipated in the form of latent LE and
sensible H heat to the atmosphere, or can be penetrate down in the soil as ground heat flux
(G), or be stored in the surface (∆E) for different different purposes such asphotosynthesis.
In general net radiation is givenn by:
Rn = LE +H +G+ ∆E (F.66)
The entropy for the different fluxes of Equation F.66 is given by:
SLE =
LE
Tsurf
SH =
H
Tsurf
SG =
G
Tsurf
(F.67)
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