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Named entity recognition (NER) is a natural language processing (NLP) task
that involves identifying mentions (spans of text) denoting entities in a given
text document and assigning them a semantic category/type from a given
taxonomy. It is considered to be one of the fundamental tasks in NLP and
forms the basis for higher level understanding. In this thesis, we deal with
fine-grained entity type recognition, which is a variant of the classic NER
task where the usual types are sub-divided into fine-grained types. We show
that the current approaches, which address this problem using only local
context, are insufficient to completely address the problem. We systemati-
cally identify the fundamental challenges and misconceptions that underlie
the assumptions, approaches and evaluation methodologies of this task and
propose improvements and alternatives. We do this by first analyzing the
role of context and background knowledge in the task of fine-grained entity
typing. Second, we introduce a modular architecture for fine-grained typ-
ing of entities and show that a rather simple instantiation of these modules
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Named entity recognition (NER) is an information-retrieval task of identi-
fying and classifying into semantic categories spans of text that correspond
to named entities that correspond to real-world objects such as persons, lo-
cations, organizations, products, etc., along with correctly identifying the
category to which the span of text belongs. NER is one of the fundamen-
tal tasks in natural language processing (NLP) and as such forms the basis
for information extraction tasks like relation extraction, question answering,
co-reference and understanding a document in general.
While early works on NER [1, 2] focused on a small set of coarse-grained
types such as people, organizations and locations, recent efforts have ex-
tended this line to include types from a larger hierarchy of fine-grained se-
mantic categories such as people’s professions, location sub-types like coun-
tries and cities, different types of organizations such as universities and sports
teams, etc. [3, 4, 5, 6, 7, 8]. It has been argued quite convincingly in several
previous works that using a finer grained set of types could help downstream
tasks like relation extraction and question answering by providing better
constraints for candidates [3, 9, 10].
Take the following excerpt from the SQuAD dataset [11], for instance:
1
Super Bowl 50 was an American football game to determine the champion
of the National Football League (NFL) for the 2015 season. The American
Football Conference (AFC) champion Denver Broncos defeated the National
Football Conference (NFC) champion Carolina Panthers 2410 to earn their
third Super Bowl title. The game was played on February 7, 2016, at Levi’s
Stadium in the San Francisco Bay Area at Santa Clara, California. As this
was the 50th Super Bowl, the league emphasized the “golden anniversary”
with various gold-themed initiatives, as well as temporarily suspending the
tradition of naming each Super Bowl game with Roman numerals (under
which the game would have been known as“Super Bowl L”), so that the logo
could prominently feature the Arabic numerals 50.
The above excerpt has several location entities such as Levi’s Stadium,
San Francisco Bay Area, Santa Clara, and California. But to answer a
question like The game was played in which city? or Which state was the
game conducted in?, one has to understand which of the locations mentioned
in the excerpt correspond to cities and which to states.
In this thesis, we investigate the challenges involved in fine-grained en-
tity typing. We mainly argue that the current way of treating the problem
as a contextual inference problem is inadequate and motivate the need for
incorporating global knowledge for accurate type prediction.
1.2 Problem Definition
Given a piece of text (sentence or document), the task of fine-grained entity
typing involves identifying all the spans of text that correspond to a named
entity and classifying these spans into category/categories from a given type
taxonomy. Recent works on fine-grained entity typing assume that spans
have already been identified and mainly focus on the latter part of classifica-
tion. An example type taxonomy looks like the one shown in Figure 1.1. The
following is the annotated version of the first sentence in the above excerpt:
[Super Bowl 50]EVENT,SPORTS EVENT was an [American football
game]EVENT,SPORTS EVENT to determine the champion of the [Na-
tional Football League]ORG,SPORTS ORG ([NFL]ORG,SPORTS ORG) for the
[2015]DATE,YEAR season.
2
Figure 1.1: The type hierarchy we used for our model described later in the
thesis. The coarse types are taken directly from Ontonotes. We borrowed
fine types from Figer hierarchy. Note that this only shows coarse types
which have at least one fine type.
1.3 Applications of Fine-grained Entity Typing
Any downstream task that expects a plain NER system can use a fine typ-
ing system for better performance. Trivially, it can discard the fine-grained
types if they are not needed. However, it has been shown [3, 9, 10] that
fine-grained types actually improve performance for downstream tasks like
relation extraction and question answering.
There has been work on corpus-level fine-grained entity typing [12] wherein
the task is to extract fine-grained entity types associated with an entity
using a corpus which references the entity (at least once). This is similar to
attribute extraction which can be used to automatically extract wikipedia
infobox style information.
1.4 Challenges of the Task
The current perception of the research community and, consequently, current
approaches to coarse and fine NER, assume that local context alone deter-
mines the type of the mention. This is reflected in the way the task is defined
and evaluated—at the sentence level. The formulation of the problem defines
the input to be a sentence (or, sometimes, a slightly larger unit) along with
a mention defined by the text span within the sentence. The output is a list
of types for this mention.
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Table 1.1: Percentage of instances in which the type can be inferred purely





However, as we show in Table 1.1, the problem is more subtle, and under-
standing the interplay of context and prior-knowledge is extremely important
for named entity typing in general and fine-grained entity typing in particu-
lar. Specifically, Table 1.1 shows that, for fine types, the entity the mention
is referring to (that is, knowledge about the entity), often determines the
type, and the context adds little, if at all, to the decision.
Table 1.1 is the result of the following experiment. We considered the
coarse types person, organization and location1 along with all the fine types
that come under them in the type hierarchy (please refer to Figure 1.1 for
the hierarchy). Fifty random samples were taken for each of the coarse types
and 10 samples were taken for each of the fine types2 giving a total of 490
instances. All the mentions were replaced by XXXX. The task was to de-
termine if the type could be inferred just from the sentence context without
the mention information, and this was hand-annotated. One such sample
sentence is shown below.
[XXXX] is flying today from D.C. to Palm Springs for a vacation. He will
be back on Friday.
Consider the example shown above. While one could infer, with high con-
fidence, that XXXX is a person, no fine-grained type could be inferred from
the given context. But if XXXX were to be replaced by Barack Obama,
one could further infer politician. The decision to annotate politician comes
purely from entity level knowledge (about Obama in this case).
The numbers reported in Table 1.1 indicate that only in about a third
of the cases can fine-grained types be inferred from the context (excluding
mention), while this can be done in a much larger fraction of the cases for
1These 3 were picked among the 18 types used in the Ontonotes corpus since they have
a large number of fine types.
2If less than 10 samples were available for a fine type, all the samples were taken.
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coarse types. Fine-grained type decisions are thus determined predominantly
based on background knowledge one has about the entity denoted by the
mention.
Our conclusion from this study, and the starting point for this thesis, is
that the standard approach the community has adopted for NER—a machine
learning approach that attempts to learn from the context of a mention what
its semantic type might be—is reasonable for coarse grained types, but is
probably not appropriate for fine-grained types.
1.5 Contributions of the Thesis
In this thesis, we present the results of an extensive analysis that provides in-
sight into the type of understanding required for typing, both coarse-grained
and fine-grained. We then make use of these insights and propose a modular
system that addresses the coarse- and fine-grained NER, and we show that




Reference [13] was one of the first works introducing the fine-grained en-
tity recognition task. The authors used a conditional random field model
to both detect the boundaries and classify them into a flat taxonomy of
147 types which they evaluated on a handcrafted Korean dataset. Refer-
ence [14] proposed Extended Named Entity (ENE), with 200 categories. A
semi-supervised scheme to train an NER system for 100 types with little su-
pervision has been proposed in [15]. But none of the above works allow for
multiple types per mention and all of them treat different types as mutually
exclusive.
Distant supervision [16, 17] for fine-grained entity recognition was first
proposed in [3]. Despite being noisy by the very nature of this kind of super-
vision, the training dataset thus created was orders of magnitude larger. Ref-
erence [3] also introduced a small hand-annotated test set, Figer (GOLD).
Reference [6] argued for a finer taxonomy and introduced a hierarchy covering
505 types which had a better performance on Figer (GOLD). Reference
[8] goes for an even bigger taxonomy based on WordNet [18] encompassing
16,000 types.
Recently, Figer has been one of the most popular evaluation datasets for
the fine-grained typing task. The other frequently used datasets for evalu-
ation are Ontonotes and BBN. The former was introduced by [4] and was
annotated on sentences taken from the 77 Ontonotes document set [19]. We
call this Gillick Ontonotes. The latter is a manually annotated dataset [20]
which consists of sentences taken from 2,311 Wall Street Journal articles. The
dataset we introduce in this thesis is based on Ontonotes too. The statistics
of these datasets are shown in Table 2.1.
These datasets are used for evaluation, not training. Annotated training
data is hard to get, primarily due to (1) the large number of classes (types)
when dealing with fine-grained types and (2) the declining frequency of these
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Table 2.1: Statistics of current evaluation datasets.
Datasets Figer Gillick Ontonotes BBN
# types 128 89 47
# testing mentions 563 9603 13187
hierarchy depth 2 3 2
types in a Zipf-like distribution with their rank, which makes it harder to
find instances of rarer types.
Distant supervision is extremely popular for the fine-grained typing task. It
overcomes the supervision problem by automating the supervision process. It
does this by first aligning entities taken from a knowledge base like Freebase,
DBPedia, or Wikidata to a corpus. This alignment process is done through
either an entity linking system or a manually linked corpus like Wikipedia
[21]. A mention aligned to an entity is assigned all the types associated
with that entity in the knowledge base. For instance, consider an entity like
Ronald Reagan with types person, actor, politician, sports commentator. All
the mentions linked to Ronald Reagan in the corpus are assigned these four
types irrespective of whether they are appropriate in a given context. This
introduces a lot of noise ([4] reports that distantly supervised data in his
annotation had 80% recall and mere 50% precision). Some of the previous
works try to tackle the noise in distant supervision by preprocessing [4, 5, 22,
7, 23] and complex loss functions [22, 23]. While these techniques improve
the overall performance, one needs to be mindful of the Zipf-like long tail
distribution of frequency of types with rank. Improving the performance on
the most frequent types like city, country and company, which also happens
to be relatively easy, can yield superior performance. But this does not reflect




Consider the following excerpt with types annotated next to some of the
mentions:
[Barack Obama]1 - PERSON,PRESIDENT had his first face-to-face chat
Friday with his Russian counterpart, Vladimir Putin, since their
relations broke down over the Ukraine crisis early this spring.
[Obama]2 - PERSON,PRESIDENT and Putin spoke for about fifteen min-
utes after a luncheon. [He]3 - PERSON,PRESIDENT was visiting Europe to
celebrate the 70th anniversary of D-Day invasions along with more than
a dozen European leaders. Mr. [Obama]4 - PERSON,HUSBAND,FATHER was
accompanied by his wife Michelle and his two daughters, Malia and Sasha.
The excerpt mentions “Obama” four different times. He has different types
associated with different mentions depending on the role he is playing in the
corresponding sentence. In the first three instances, he is fulfilling the role
of the President of the United States. In the last mention, he is referred
to in the context of a husband and father. Now, if all the named mentions
were to be replaced with “XXXX” and the types were to be annotated again,
the result would be different. One can still infer the type person in all four
mentions. Husband and father would also be valid for the fourth mention.
But, president cannot be annotated for the first three mentions. Without the
explicit information about Obama, the context just tells us that the person
is a world leader and he could as well be a prime minister. The annotator
uses the prior knowledge he has about Obama to add the type president.
Named entity recognition, like many other tasks in natural language pro-
cessing, requires the use of signals from the local context (the context of the
sentence and document) as well as prior knowledge in order to accurately
identify the type of the mention. The prior information about the entity
forms a substantial part of the inference the more fine-grained the type gets,
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as we have shown in Table 1.1. The prior information/world knowledge here
refers to the knowledge we have about the entities that are potentially being
referred to by the mention. Most of the current literature around fine-grained
entity recognition casts the problem as a mapping from a given context to
a set of types without any direct exploitation of the entity level informa-
tion. This is reflected both in the datasets which are annotated by providing
the annotators with hyper local context (usually just the sentence without
any broader context1) and also in the way the task is usually formulated—a
classification task with input being just the mention with the sentence in
which it is mentioned and output being the set of types. This follows from
how classic NER (with a few coarse types) is formulated. As alluded to ear-
lier using Table 1.1, this works well for the coarse types because the entity
level information is less relevant as the local context (including the mention)
reveals most of the type information. In the above example, even without
any knowledge about Obama, one could still infer that the mention refers
to a person. The example shows the nuanced interplay between contexts of
various granularities—sentence, document and world knowledge.
Strong supervision is quite costly for fine typing. This is because, as the
number of labels increases, one needs both more samples, and at the same
time it takes more effort to annotate a single sample owing to the increased
number of labels. The current state-of-the-art systems are mostly semi-
supervised in the form of distant supervision. As discussed in the previous
chapter, distant supervision leads to noisy alignment of all types associated
with an entity to the mention irrespective of the context. In addition to using
this noisy alignment, the learning problem here is to map the sentence con-
text to the type(s) without using any prior knowledge. This severely limits
the capability of model and forces it to “learn” world knowledge from the
sentence context provided as the training data.
To better illustrate the phenomenon, consider the following example and
the prediction made by the system described in [3]:
[Bruce Robinson]ACTOR,AUTHOR,DIRECTOR, a theorist, spectroscopist and a
professor at UW has been contributing to the field for the past 40 years.
1Broader context could be anything which helps disambiguate the current mention of
interest. It can be the whole document, the type of document (news article or wikipedia
article), publication date etc.
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This is an example where the sentence context completely gives away all
the types—theorist, spectroscopist and professor. But the system nevertheless
predicted types actor, author, and director. Upon inspection of data used
for training the system, it becomes quickly apparent that whenever Bruce
Robinson is the mention in the training example, it is referring to the English
director and actor Bruce Robinson.2
3.1 Fine Typing, Entity Linking and Word-sense
Disambiguation
The fact that prior knowledge is important for fine-types should not be very
surprising as the natural limit of fine-grained entity typing is entity disam-
biguation in the sense that the finest category one can assign to an entity
is the entity itself. In this way, the tasks of fine-grained entity typing, en-
tity disambiguation and word-sense disambiguation are very much related
and can be considered offshoots of the same general problem of mapping a
mention to appropriate node(s) in a given taxonomy.
Consider the following example from [24]:
[Thomas] and [Mario] are strikers playing in [Munich].
This is a perfect example of how closely the three problems are related while
also showing the interplay of prior knowledge and context in the inference for
all the tasks simultaneously. Although not mentioned in the sentence above,
the context implies that the sentence refers to the sport of soccer because of
the simultaneous reference to two popular players playing for a popular soccer
team. This disambiguates the polysemous words strikers and playing to their
respective senses of soccer and game. Partial mentions Thomas and Mario
correspond to the two popular players Thomas Müller and Mario Gomez,
respectively, who happen to be strikers. The word Munich here refers to
the team they are playing for, FC Bayern Munich, as opposed to its more
popular usage as a Germany city. Coming to the fine-types, Thomas and
Mario can be assigned the types of person, player and striker (soccer) while
Munich can be given the type of organization and sports team. Note that,
2https://en.wikipedia.org/wiki/Bruce_Robinson
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without the broader inference regarding the sense of striker (to soccer), the
type striker (soccer) cannot be given to Thomas and Mario.
3.2 Approach
In this thesis, we propose to better utilize the world knowledge available to
us in the form of knowledge bases. To do this, we decompose the task into
sub-tasks and make it modular. Then, we propose straightforward systems
for each sub-task. While this approach does not address all the subtleties dis-
cussed above, it gives us the flexibility to make the system more interpretable
while exploiting existing knowledge bases.
3.2.1 Fine-grained Entity Typing as Entailment
The first sub-task is to treat typing as a contextual entailment task. That
is: Given the premise—the sentence—can one infer the type for the mention
without making any assumptions about the entity being referred to in the
sentence?
Consider the following example:
Actor [Heath Ledger]ACTOR won the academy’s best actor award for the movie
[Dark Knight]MOVIE directed by [Christopher Nolan]DIRECTOR.
Making no assumptions about the entities mentioned in the sentence, the
only types that can be inferred are annotated in the example. However,
Christopher Nolan also produced the movie, and the type producer would be
appropriate in the context too. But the type producer is not “entailed” in
the context of the sentence above and hence should not be predicted for this
sub-task.
[Hoover Dam]DAM is one of the most popular destinations amongst touring
the state of Nevada.
The above example illustrates that in some cases, mention itself provides
information such that one could infer the type without using world knowledge
or even the sentence context.
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3.2.2 Typing Using World Knowledge
There are many sources of world knowledge—structured and unstructured.
When it comes to structured knowledge, there are manually curated sources
like Freebase [25] and Wordnet [26], automatically extracted ones like DBPe-
dia [27], Yago [28] and WebIsA database [29] and semi-automatically created
ones like WikiData [30], to name a few. Wikipedia [31] is one of the largest
sources of unstructured information. These provide rich sources of world
knowledge associated with real-world entities. In the context of fine typ-
ing, these knowledge bases provide the types associated with entities and
relations between different entities. And the WebIsA database also provides
scores with the types indicating the popularity of a type given an entity.
Obama is better known for being president than for being a lawyer, for in-
stance. This information could in theory be used to predict the type producer
for Christopher Nolan in the example given in the previous section. How-
ever, modeling this knowledge is challenging and in this thesis is restricted
to using the most prominent type associated with mentions, details of which
are provided in the next chapter. By using world knowledge directly, one can
reduce the information that needs to be encoded by the type classification




We propose a modular system inspired by the FINET system [8]. Each
module caters to a specific aspect of fine-grained entity typing discussed in
the previous chapter—contextual entailment and background knowledge in
the form of popular entity types. In addition, we treat the coarse typing
problem separately.
We formulate the problem as follows. Given a sentence with a mention,
we predict the coarse type and fine types of the mention. We designed the
system on the assumption that there is exactly one coarse type and one or
more fine types for a given mention and its context. Furthermore, the fine
types have to be consistent with the coarse type; i.e., the fine types have to
be descendants of the coarse type in the type taxonomy (Figure 1.1).
The coarse type prediction is formulated as a multi-class classification
problem. In our analysis, we saw that only 54% mentions with a coarse
type have any fine types in the hand-annotated test data. So, having a
well-performing coarse typing system is of paramount importance.
For fine typing, we use multiple modules corresponding to different aspects
of the problem. Each of these modules is discussed in the following sections.
4.1 Coarse-grained Entity Typing System
4.1.1 Model
For our coarse typing system, we use a deep recurrent neural network which
incorporates some of the recent techniques such as highway connections [32]
and RNN-dropouts [33]. Specifically, our model is extended from models
described in [7] and [34].
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Figure 4.1: Architecture of the coarse typing system with a four layer
highway LSTM. The curved arcs represent highway connections.
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Given a mention m along with a sentence s,
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we encode mention and left and right contexts using the same architecture.
We use stacked BiLSTMs with highway connections and recurrent dropout
for encoding both the mention and contexts. Each layer is a normal LSTM
with changing directionality with alternating layers. More specifically, if xl,t
is input to the layer l at timestep t, then (hl,t, cl,t) = LSTM(xl,t, hl,t+δl , cl+δl).
The layer inputs xl and δl, which indicate directionality of LSTM, are defined
as follows:
xl,t =
Wemb(wt), l = 1hl−1,t, l > 1 (4.1)
δl =
1, l is even−1, l is odd (4.2)
where Wemb(wt) is the word embedding of the word at timestep t in the input.
Additionally, we use highway connections to avoid the vanishing gradient
problem [32, 34]. The transform gates rt control the weight of linear and




r[hl,t+δl , xt] + b
l
r) (4.3)
h′l,t = ol,t ◦ tanh(cl,t) (4.4)
hl,t = rl,t ◦ h′l,t + (1− rl,t) ◦W lhxl,t (4.5)
Finally, a shared dropout mask zl is applied to avoid over-fitting as de-
scribed in [33]:
h̃l,t = rl,t ◦ h′l,t + (1− rl,t) ◦W lhxl,t (4.6)
hl,t = zl ◦ hl,t (4.7)
This architecture is employed independently (with different parameters)
to the left and right contexts and mentions, as shown in Figure 4.1.
Reference [7] introduced attention to the fine typing task to capture long-
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range dependencies and for making the final predictions more interpretable.
We employ the attention mechanism in our model in the following way.
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voutput = [vmention; vcontext] (4.14)
4.1.2 Training
To get coarse type given the output layer, a softmax operation is performed
after a linear transform, i.e.
p(y|voutput) ∝ exp(Wyvoutput) (4.15)
Note that we exclude any bias term in the final affine transform as bias fits
to empirical distribution of coarse types in the training data. Including it
would be problematic if type distribution at test time is very different from
the training data.
Cross entropy loss is used as the optimization objective,
Lcoarse(y
gold, s) = − log p(ygold|s) (4.16)
where ygold is the ground truth coarse type. We trained the system on the
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Ontonotes dataset [19].
We discussed in the previous section how distant supervision works well
for popular types while being weak on tail types owing to the Zipf-like dis-
tribution of frequency of types with rank. This is one of the motivations for
not designing an end-to-end system and going for a more modular approach
with several components to avoid noise being learned for these tail types. But
since the popular types tend to be coarse types, we hypothesized that distant
supervision could improve our performance on coarse types. We found it to
be true in our experiments.
More specifically, we use the output layer above (voutput) to predict the
noisy types (both coarse and fine) aligned by the distant supervision method





The loss L for a prediction p given the ground truth t ∈ {0, 1}C (where





−tc log pc − (1− tc) log(1− pc) (4.18)
For training, we use the publicly available Figer Train dataset [3].
The final optimization problem is as follows:








where Θ are all the parameters of the model.
The performance of the coarse typing system on the Ontonotes test and
Figer (GOLD) (with only coarse types) is shown in Table 4.1. The table
shows that deeper LSTM gives better performance and we use 4 layer stacked
version in the rest of the experiments.
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Table 4.1: Performance of the coarse typing system on Ontonotes test data
and coarse types on Figer test data using only multi-class classification
objective with Ontonotes training data vs. jointly training with distant
supervision objective with FIGER training data.
Method (# of layers) Ontonote F1 Figer (Coarse) F1
Joint Training (2) 94.54 84.41
Joint Training (4) 95.76 86.58
Ontonotes Only (4) 94.55 80.39
4.2 World Knowledge in the Form of Entity-level
Information
One of the main observations we highlighted earlier is the fact that the ma-
jority of fine type decisions come from background knowledge one has about
the entity the mention is referring to (refer to Table 1.1). Consider the fol-
lowing sentence from Figer (GOLD) test data:
Since then, Wieczorek has visited Balth’s studio near
[Amsterdam]LOCATION,CITY many times.
While it is easy to infer Amsterdam as a location, the fine type city cannot
be inferred from the context alone. The fact that city has been annotated
here is because the human-annotators had inherent bias and assumed that
the mention refers to the city of Amsterdam, capital of the Netherlands. We
try to model this ”common sense knowledge” in this module.
More specifically, for a given mention, we want to know if it has a par-
ticularly dominant fine type(s). We do this by first filtering out unpopular
mentions (thresholding on unigram count of 1000 in Wikipedia). Then we
determine if it has dominant fine type(s) by the following methods.
4.2.1 Wikipedia
To determine if a dominant type exists, we first build a table p(type | surface)
for all anchor links’ surfaces in Wikipedia. We do this using an approach
similar to distant supervision. First, for each anchor link in Wikipedia, assign
all the types associated with the entity referred to by the link to the surface
form of the anchor link. Then, p(type | surface) would simply be the fraction
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of instances in which the type was associated with the surface.
From this table, we determine that a fine type is dominant if p(type | surface) >
0.8 and no other type satisfies this condition for that surface form. The
thresholding corresponds to the common-sense reasoning that a type is dom-
inant if it occurs very frequently with the surface form. But note that the
types were annotated for surface forms using distant supervision alignment.
Knowledge bases like Freebase do not have confidence associated with types
for a given entity. So, an entity like NFL has types including league and news
agency. With the technique mentioned above, both these types would end
up with a very high score. But since news agency is not a type that is fre-
quently associated with NFL, we would not want to output that type. So, we
limit ourselves to those surface forms for which there is one unambiguously
dominant type.
Because of limiting to only surface forms with exactly one dominant type,
the coverage of this method is low. To remedy this problem, we use a second
resource.
4.2.2 WebIsADatabase
WebIsADatabase [29] is a publicly available database with more than 400 mil-
lion hypernymy relations (is-a relations). These are extracted using Hearst-
like patterns ([35]) and are hence of reasonably high confidence. The database
consists of tuples of form (instance, hypernym, frequency). The frequency
captures the number of times an instance/hypernym pair happens to get ex-
tracted from one of the patterns. Similar to the earlier section, we compute




where freq(surface, type) is obtained by querying the WebIsADatabase with
(surface, type) for (instance, hypernym).
Since the hypernym relations are of high confidence, multiple dominant
types are acceptable for this module and any type with p(type | surface) > 0.8
is considered a dominant type.
Since the type is being determined from prior information about the sur-
face form of the mention, we call the above two systems WikiPrior and
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WebIsADatabasePrior respectively.
4.3 Mention Entailment System
We discussed in the previous chapter how the type information could some-
times be inferred from the mention. Some mentions have specific patterns
which reveal the type. Consider mentions like Copperbelt University, Aus-
tralis Institute of Technology & Education, and Eucumbene Dam. To infer
that the mentions above have fine types university, university and dam, re-
spectively, one need not know of the entities they might be referring to or
the context of the sentence. The mention surface gives this information.
Patterns such as xxxx University, xxxx Institute of Technology, xxxx Dam
entail the types in these instances.
We form a training dataset from Freebase to learn these patterns. We do
this by first fetching all tuples (entity, fine type) from Freebase and expanding
them to (entity alias, fine type) by looking up all aliases for an entity. Since
the goal is to learn frequently occurring patterns and not memorize a mapping
from alias to type, we replace any word with a frequency less than a threshold
with UNK and remove all aliases with only UNKs in them. The threshold was
set to 50 in our experiments. We use stacked BiLSTMs as our model (same
as the one used for coarse typing system) with the final layer being a logistic




where voutput(mention) is the final layer of the stacked BiLSTMs with atten-
tion.




−tc log pc − (1− tc) log(1− pc) (4.22)
where tc is 1 if fine type c is ground truth type for the example and pc is the
probability of the type from our model.
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4.4 Local Context Entailment System
This module/system tries to identify the types from the local sentence-level
context. While the context could reveal a type in many subtle ways, we
restrict this work to those situations where the type is explicitly mentioned
in the sentence. A good hypernymy detector could very reliably detect and
extract fine-types. But there is no large-scale corpus annotated with hy-
pernymy relations between mentions of a sentence which could be used for
training a hypernym pair extractor from sentences. So, we resort to a high-
precision pattern-based system following the work of [8], which uses both
syntactic patterns, which operate on the dependency parse, and regular ex-
pression patterns, which operate on the raw sentence. The syntactic patterns
used are extensions to the Hearst patterns [35].
After a hypernym of the mention is detected (actor in the above exam-
ple), it is mapped to a synset in Wordnet. We do this by using a word
sense disambiguation system. In this case, actor would get disambiguated to
〈actor-1〉. We additionally have mapped all the fine-grained types to synsets
in Wordnet. We then search if 〈actor-1〉 has a hypernym ancestor synset in
the Wordnet hierarchy that is mapped to one of the taxonomy fine types.
In this case, it maps to the fine type artist. We check for the consistency of
the extracted fine type to their coarse-grained parents and prune away any
inconsistencies.
4.5 Inference
The final inference requires the outputs of the modules described above to
be combined in a reasonable way. For a given sentence along with a mention,
the coarse typing system is run first to determine the coarse type. The
fine type predictions of all other systems (WikiPrior, WebIsADatabasePrior,
Contextual Hypernymy and Mention Patterns) are filtered to those that are
consistent with the coarse type.
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4.6 Experimental Analysis
We evaluate on the Figer (GOLD) dataset. Our model is compared against
several existing state-of-the-art systems on this dataset: (1) Figer [3]; (2)
HYENA [6]; (3) AFET [22]: an embedding model with different loss function
for “clean” and “noisy” mentions; (4) Attentive model [7]: an attentive neural
network based model with hand-crafted features; and (5) FNET [23]: a neural
network based model with bi-directional LSTMs for encoding context and
charLSTM for modeling mention surface with different loss functions for
“clean” and “noisy” mentions.
We report micro-averaged precision, recall and F1-score for each of the
systems. This is the same as the Loose-Micro measure introduced in [3]. We
additionally present Loose-Macro F1 as presented in the same paper. These
two metrics capture the performance at the mention level.
The main results are presented in Table 4.2. † Figer uses a flat taxonomy.
We have rearranged it into a hierarchy as can be seen in Figure 1.1. All the
systems presented here, except ours, use distant supervision for training both
coarse and fine types (most systems do not make that distinction). While
the systems show impressive performance on coarse typing without any hand
annotated labels, the results show that a strongly supervised coarse typing
system can yield better performance. The result suggests that it is preferable
to exploit supervision when it is available.
As discussed earlier, the impact of background knowledge in fine typing
leads to a WikiPrior and WebIsADatabasePrior contributing to most
of the performance on fine types. This is also evident from Table 4.3. The
Mention Pattern and Contextual Hypernymy modules contribute to
the rest. Also note that the evidence-based nature of our system is reflected
in the high precision (Table 4.2). These components together capture more
than other complex models do. This motivates one to consider the mention
background knowledge separately from the context. Specifically, the current
way of exploiting background knowledge is through memorization of type
distribution for a mention in the parameters corresponding to the mention
surface—weights associated with mention surface features in a linear model
†These results are presented as reported in [23] that uses 10% of the test set as de-
velopment set and the remaining for evaluation. So, this is not strictly comparable to
other results as they have not provided the 90% they evaluated on. We used the publicly
available code for the other systems (Figer , Attentive) to perform our own experiments.
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and embeddings in a neural model. All models could benefit from explicitly
incorporating this background knowledge and it might be ideal that this task
is done jointly with entity-linking given the evidence.
Table 4.4 shows the performance of different systems with all the fine
type predictions stripped away. This is to reveal the contribution of coarse
types to the final performance of the system. The results show that the
drop in performance is less than 7% in all the cases, showing how small a
contribution fine types make to the final score. Since the goal of this line of
research is to evaluate systems’ performance on the fine typing task, there is
a need for additional metrics which capture fine typing performance. Some
of the previous work does evaluate performance at different levels [4, 5] of
the type hierarchy, and this is a step in the right direction. But due to the
Zipf-like distribution of fine types, the frequency with rank quickly tapers
off and the evaluation is usually biased to the most frequent and easy types
(like city, country at the 2nd level of the hierarchy for instance). In the test
dataset, Figer (GOLD), only 43 types appear while there are 112 types
in the hierarchy. Additionally, only 17 types appear more than 5 times in
the evaluation set. For future systems to do reasonable evaluation, a larger
evaluation dataset is needed.
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Table 4.2: Performance of different systems on figergold. P, R and F1 refer
to micro-averaged precision, recall and F1-score. Ma-F1 refers to loose
macro F1-score. Coarse-Grained refers to performance on just the
coarse-grained types, while Fine-Grained refers to performance on just the
fine-grained types. Overall refers to the performance on all types.
(a) Performance of different systems on the coarse-grained types.
Method
Coarse-Grained
P R F1 Ma-F1
[3] 74.9 80.2 77.4 80.6
Attentive[7] 77.4 84.5 80.8 84.5
Our System 86.8 83.9 85.3 86.6
(b) Performance of different systems on the fine-grained types.
Method
Fine-Grained
P R F1 Ma-F1
[3] 40.7 53.8 46.4 48.8
Attentive[7] 54.2 59.4 56.7 61.1
Our System 82.5 49.3 61.7 64.2
(c) Overall performance of different systems on all types.
Method
Overall
P R F1 Ma-F1
[3] 67.0 69.8 68.4 71.8
HYENA[6] - - 50.6† 52.8†
AFET[22] - - 66.4† 69.3†
Attentive[7] 73.1 77.8 75.3 79.2
FNET[23] - - 77.4† 81.2†
Our System 85.6 74.0 79.4 81.9
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Table 4.3: Contribution of different components to the final performance.
The first row has our system’s performance and the following rows each






(-)Mention Pattern System 81.6
(-)Contextual Hypernymy System 81.8
Table 4.4: Performance of different systems from just their coarse type
predictions. The left column is the macro F1-score of the systems on Figer
(GOLD) (same as the Ma-F1 column under Overall in Table 4.2). The
right column is the macro F1-score of the same systems calculated after
removing all their fine type predictions; i.e., it is the performance if the
systems could not make any fine type prediction.
Method Ma-F1 Ma-F1(Only Coarse)
Figer 71.8 70.9
Attentive 79.2 74.4
Our System 81.9 77.2
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CHAPTER 5
DISCUSSION AND FUTURE WORK
In this thesis, we performed the study of available fine-grained NER datasets
and systems, and showed that the task is much more nuanced than it is
thought to be in the current literature. More specifically, we provided evi-
dence that the task is primarily knowledge driven, and not context driven,
especially for the more fine-grained types, as has been thought. So, while the
current approaches perform quite well for the head types, they underperform
on the tail types owing to the lack of supervision and complete absence of
entity-level information in the modeling. To counter this, we propose a sim-
ple modular architecture addressing various aspects of the task, especially a
scheme which models the “common sense entity knowledge” directly. Fur-
thermore, by developing a strong coarse-grained typing system, we are able
to outperform existing state-of-the-art systems.
As mentioned in Chapter 3, the problems of fine-grained typing, entity
linking and word-sense disambiguation are very closely related. We believe
that a joint model for all three tasks using a much broader context might be
the right approach to pursue.
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