Abstract-In this paper, we investigate the problem of designing compact support interpolation kernels for a given class of signals. By using calculus of variations, we simplify the optimization problem from an infinite nonlinear problem to a finite dimensional linear case, and then find the optimum compact support function that best approximates a given filter in the least square sense (ℓ2 norm). The benefit of compact support interpolants is the low computational complexity in the interpolation process while the optimum compact support interpolant gaurantees the highest achivable Signal to Noise Ratio (SNR). Our simulation results confirm the superior performance of the proposed splines compared to other conventional compact support interpolants such as cubic spline.
D
UE the existence of powerful digital tools, nowadays it is very common to convert the continuous time signals into the discrete form, and after processing the discrete signal, we can convert the discrete signal back to the original domain. The conversion of the continuous signal into the discerete domain is usually called the sampling process; the common form of sampling consists of taking samples directly from the cotinuous signal at equidistant time instants (uniform sampling). Although the samples are uniquely determined by the continuous function, there are infinite number of continuous signals which produce the same set of samples. The reconstrcution process is defined as selecting one of the infinite possibilities which satisfies certain constraints. For a given set of constraints, a proper sampling scheme is the one that establishes a one-to-one mapping between the discrete signals and the set of continuous fucntions that satisfy the constraints. One of the well-known constraints is the (finite support in fourier domain) condition [?] . Due to the advances in the wavelet theory [?] , [?] , [?] , a new intrest in continuoustime modeling and spline interpolation has been generated. Multiresolution analysis [?] , [?] , self-similarity [?] , [?] , and singularity analysis [?] are inseparable from a continuoustime interpolation. Although proper sampling schemes provide a one-to-one mapping between the continuous and discerete forms, we still need the tools to recover a continuous time signal from its samples. In fact, interpolation techniques using splines are one of the best options here.
In this field, polynomial splines, such as B-Splines, are particularly popular; mainly due to their simplicity, compact support, and excellent approximation capabilities compared to All authors are with Advanced Communications Research Institute (ACRI), the Department of Electrical Engineering, Sharif University of Technology, Tehran, Iran, e-mails: {r madani , a ayremlou , arashsil}@ee.sharif.edu, marvasti@sharif.ir Many advantages of the B-splines arise from the fact that they are compact support functions. However, there is no evidence that they are the best compact support kernels for the interpolation process; i.e., it may be possible to improve the performance without compromising the desired property of the compact supportedness. In this paper, we focus on the problem of designing compact support splines that best resemple a given filter such as the ideal lowpass filter; more precisely, we aim to find a compact support spline that minimizes the least squared error when its cardinal spline is compared to a given fucntion. The given filter may be any arbitrary function that reflects the properties and constraints of the class of signals that enter the sampling process.
The remainder of the paper is organized as follows: The next section briefly describes the spline interpolation method. In section III, a novel scheme is proposed to produce new optimized splines for interpolation regardless of the type of filtering. The performance of the proposed method is evaluated in section IV by comparing the interpolation results of the proposed method to those of well-known interpolation techniques. Section V concludes the paper.
II. PRELIMINARIES
In this paper, the following notations and definitions are used:
Definition 1. For a continuous-time signal x(t), a continuoustime signal x p (t) and a discrete-time signal x d [n] are defined as follows:
where p(t) +∞ n=−∞ δ(t − nT ) is the periodic impulse train. The sampling period T is normalized to 1 without any loss of generality.
The sampling process is shown in Fig 1. S x t n t n 1 a 3 n t 3 a 2 n t 2 a 1 n t 
Definition 3. For a continuous-time signal x(t) and any odd integer m, x m s (t) is a polynomial spline of degree m if, 1) for any n ∈ Z, x m s (t) is a polynomial of (at most) degree
According to the first property, (m + 1) th derivative of x m s is equal to an impulse train. 
To determine all polynomials of degree m that form x m s (t), the m + 1 unknown spline coefficients should be found in order to satisfy the conditions 2 and 3 (Fig. 2) . If the goal is to discover a piecewise polynomial signal that is (m − 1) times differentiable with continuous derivatives, a natural method is to deriveẋ 
where u 1 (t) is the unity step function and for any k ∈ N, 
where (u
Hence,
The ROC of U 
and according to (5),
Definition 5 
Corollary 1. y(t) in (11) is the impulse response of a filter with interpolation property, in other words:
Proof:
Lemma 2. For a given proper signal y Proof:
Hence y m s (t) is only a function of m.
Definition 7. According to the above corollary, c m (t) y m s (t) is defined as the cardinal spline of degree m (Fig. 3 ).
From (6) and (14) it can be concluded that the polynomial spline interpolation is a linear shift invariant process according to x d [n] and its impulse response is represented by c m (t). c m (t), on the other hand, can be derived according to any arbitrary polynomial spline y
The above equation divides the whole interpolation process into a discrete-time and a continuous-time section. If y m s (t) is chosen as a time limited basis, both sections of this process can be extremely simplified and a considersble amount of continuous-time calculation can be avoided.
Theorem 1. k = m + 1 is the least positive integer for which there exists a polynomial spline of degree m, such as y
is the coefficients signal for the polynomial spline y m s (t) according to the definition (4). It can be claimed that,
In order to prove (17), we define the sequence of polynomi-
Also polynomial H is defined as follows:
Thus, according to (5), for any t > k, H(t) is equal to y
Since H is a polynomial that vanishes for infinite values of t, it should be equivalent to zero:
From the above equations, it is concluded directly by induction that,
Thus k ≥ m + 1. Finally, it must be shown that there exists a polynomial spline of degree m that is supported in the interval (0, m + 1).
Thus, for all t ≥ m + 1, y m s (t) = 0. Definition 8. The polynomial B-Spline of degree m is defined as follows:
Now according to the lemma 2, the polynomial spline interpolation process can be implemented by a compact support kernel such as the polynomial B-Splines, i.e,
III. PROPOSED OPTIMIZED B-SPLINE In many applications, it is desirable that the interpolation filter resembles an ideal filter, and the second and third properties in Def. 3 may be ignored. In this section an optimized basis spline will be introduced to emulate a desired filter.
Definition 9. Let D denote the set of all continuous-time signals that satisfy the dirichlet conditions, i.e, for any y(t) ∈ D 1) y(t) has a finite number of extrema in any given interval, 2) y(t) has a finite number of discontinuities in any given interval, 3) y(t) is absolutely integrable over a period, 4) y(t) is bounded.
First of all, an affine subspace of all signals that satisfy the dirichlet conditions will be defined, and then the optimized solution will be obtained in this set by the calculus of variation. 
The use of y(t) ∈ χ m (y d ) as a basis spline to interpolate x d [n] according to equations (28) and (29) is a linear time invariant process with the impulse response y(t).
Definition 11. The error function e x : χ m (y d ) → R is defined as follows:
where F is defined as the continuous time Fourier transform operator. 
Now, for a given proper discrete signal ρ m d with the required vanishing property, we employ the calculus of variations in order to find the optimized continuous basis spline ρ m that minimizes the error function e x (ρ m ).
Theorem 2. Equation (31) has a unique solution that satisfies the following property,
for all t ∈ (0, m + 1), where y(t) y * (−t).
Proof: For γ ∈ χ m (0) and any ε > 0, we have ρ m +εγ ∈ χ m (ρ m d ), and the variational derivation of e x (ρ m ) with respect to ρ m with γ as the test function is equal to
The proof of (33) is presented in (34). Since χ m (ρ m d ) is boundless, in order to minimize e x (ρ m ), e(ρ m ), γ should be zero for all γ ∈ χ m (0), which implies that the second term inside the integrals should be zero for t ∈ (0, m + 1), i.e,
The above equation directly yields (32).
Thus, it is proven that the optimized basis spline which gives the best estimation of x, should satisfy (32). By defining
we can rewrite (32) as (v p * ρ m )(t) = w(t)| t∈(0,m+1) . Since this equation is only valid in a particular interval, (v p ) −1 cannot be used to obtain ρ m . However, since v p is an impulse train (convolution of four impulse trains) we will show that the continuous functional equation in (32) boils down to solving a finite Hermitian system of linear equations. For this purpose, we first define the two following sequences of functions which are supported only on a unit-length interval:
Now, here is (32) in the matrix form:
. . .
Since
..,m+1;j=1,...,m+1 is Hermitian also. Now by solving (40), {R n } m n=0 is derived and thus the optimized basis spline is given as
This optimized basis spline minimizes the mean squared error of interpolation. On the other hand, smoothness of the optimized basis spline and causality of the prefilter can be achieved by adjusting ρ d .
Another application of (32) is to approximate an ideal interpolation filter by an optimized basis spline. In fact, basis splines are superior to FIR filters. Now the goal is to design ρ m such that ρ m would be the best estimation of h, which denotes the impulse response of a filter that has the interpolation property. 
Proof: Thus arg min
Corollary 2. For an impulse response h(t) with the interpolation property, if ρ m ∈ χ m (ρ m d ) denotes the optimum basis spline for which ρ m best approximates h(t) (i.e., ρ m (t) = arg min
The proof follows directly from (32) and the fact that h(t) has the interpolation property. Figure 4 shows the cubic B-spline and the optimized Bspline designed for estimating the ideal lowpass filter h(t) = sinc(t) with ρ 
IV. SIMULATION RESULTS
To compare the proposed method with the existing interpolation techniques, we have performed various simulations. The cubic B-spline, due to its short time support and relatively high accuracy in approximating the ideal lowpass filter, is the most common technique for interpolating 1-D lowpass signals. For the purpose of comparison, we have optimized a spline function with the same time support as an ideal lowpass filter. Figures 4 and 5 show the shape of the obtained B-spline and the interpolating spline, respectively. Figure 4 shows that the energy is more concentrated in the middle of the cubic Bspline while the optimized spline has slower decaying rate of energy at the sides. The resultant interpolation splines, as depicted in Fig. 5 , reveal that the main advantage of the optimized spline (ρ 3 ) compared to the cubic spline (c 3 ), is the smaller error in the first side-lobe. The SNR values ofρ 3 and c 3 with respect to the sinc function are 20.39 and 13.15dBs, respectively.
For a more realistic comparison, we have applied different interpolation techniques on standard test images. For this purpose, the original images, with or without applying the anti-aliasing filter (ideal lowpass filter), are down-sampled by a factor 2 in each direction (25% of the original pixels) and then they are enlarged (zooming) using the interpolation techniques. The comparison is made with the following interpolation methods: 1) bilinear interpolation, 2) bicubic interpolation, 3) wavelet-domain zero padding cycle-spinning [?] , and 4) softdecision estimation technique for adaptive image interpolation [?] . Also for our proposed method, two different scenarios are implemented: the ideal filter for which we are optimizing the spline function is first taken as a sinc filter, and first the spectrum of the original image. In order to evaluate the quality of the interpolated images, we have considered the Peak Signal-to-Noise Ratio (PSNR) criterion. Table I indicates the resultant PSNR values when the original image is subject to the anti-aliasing filter before down-sampling while the error is calculated based on the image without applying the filter. Table II contains similar values while the basis for the error calculation is the anti-aliased image. In both cases, the PSNR criterion favors the proposed optimized spline for the ideal lowpass (sinc) filter. On the average, the proposed method out performs the other standard interpolating methods by 0.74dB in Table I and 4.19dB in Table II. To exclude the effect of the anti-aliasing filter, the simulations are repeated without applying it and the results are presented in Table III . As expected, the optimized spline which is matched to the spectrum of the original image outperforms other competitors in all cases. It should be mentioned that the function
is not a universal filter in this case and depends on the choice of the image.
Although the PSNR value is a good measure of global quality of an image, it does not reflect the local properties. In order to present a qualitative view of various interpolation methods, we have plotted the enlarged images for a segment of the Lena test image in Fig. 6 . To highlight the differences, one could compare the texture on the top and the sharpness on the bottom edge of the hat.
V. CONCLUSION
The interpolation problem using uniform knots is a well studied subject. In this paper, we considered the problem of optimizing the interpolation kernel for a given class of signals (represented by a filter). Although functional optimization in the continuous domain is often very difficult, we have demonstrated the equivalency of this problem with a finite dimensional linear problem which can be easily solved using linear algebra. As a special case, we considerd the class of lowpass signals which is associated with the sinc function as the optimum interpolation kernel. For the optimum compact support interpolant, we compared our function with the conventional cubic B-Spline; the simulation results indicate 1dB improvement in the SNR of the interpolated signal (on the average) using the introduced function, and 7dB improvement compared to the cardinal spline itself (compared to the sinc function) (Fig. 5) . 
