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Abstract
Lung protective ventilation considerably im-
proves the outcome of mechanically venti-
lated and critically ill patients as it avoids
extensive mechanical stress of the lung tis-
sue and hence its irreversible damage. A
valid analysis of respiratory mechanics is a
prerequisite for lung protective ventilation.
This analysis is always based on mathemat-
ical models. The equation of motion deﬁnes
a generally accepted model of the respiratory
system. It relates the airway pressure to the
ventilator induced airﬂow and volume appli-
cation inﬂuenced by distensibility and resis-
tance of the respiratory system. We present a
novel equation discovery system which com-
bines the technique of using declarative bias
for the reduction of the vast search space
known from the LAGRAMGE-system with
a greedy, randomized search strategy accord-
ing to GSAT. We experimentally validate the
eﬀectiveness of our approach and show that
the equation of motion model can automati-
cally be rediscovered from real-world data.
Appearing in working notes of the ICML07 workshop on
the Induction of Process Models, June 24, Corvallis, OR,
USA, 2007. Copyright 2007 by the author(s)/owner(s).
1. Introduction
Mechanical ventilation is on the one hand the livesav-
ing therapy in intensive care medicine by all means.
On the other hand this therapy can even aggravate the
pulmonary status of the critically ill patient. Mechan-
ical damage of the lung tissue is the predominant rea-
son for ventilator induced lung injury (VILI). To avoid
VILI, the physicians make great eﬀorts to develop lung
protective ventilation strategies. The equation of mo-
tion (EOM) is the commonly accepted mathematical
model of the respiratory system which provides the
basis for the most clinically applied methods of respi-
ratory mechanics analysis.
The aim of the present study was to show that the
EOM can be automatically discovered from real-world
data using a novel equation discovery system. The
system combines the use of a strong declarative bias
to reduce the search space complexity with a novel
search heuristic for traversing the resulting hypothesis
space. This search heuristic uses a greedy, randomized
strategy according to the GSAT algorithm. The tech-
nique of using declarative bias in order to reduce the
hypothesis space is well known from the ﬁeld of ILP
(inductive logic programming) (DeRaedt, 1996) and
has been introduced to the ﬁeld of equation discovery
by the LAGRAMGE-system (Todorowski & Dˇ zeroski,
1997).Equation discovery for modeli d entiﬁcation inr e s p iratory mechanics
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Figure 1. Example for a typical real-world pressure time
series.
In several experiments, including standard tests from
the ﬁeld of equation discovery and simulated data in
a medical problem domain, we empirically show the
eﬀectiveness of our approach. Furthermore, we em-
pirically evaluate our method on respiratory data of
mechanically ventilated patients, suﬀering from the
ARDS (adult respiratory distress syndrome) in order
to test the capability of the system to reidentify the
EOM. The latter would be the methological prerequi-
site to be able to identify even more elaborated models
for lung mechanics analysis.
We proceed as follows: After brieﬂy reviewing the
medical background with respect to the EOM, the
novelties in our equation discovery approach are in-
troduced. Before concluding, we present and discuss
the experiments carried out to assess the performance
of the system.
2. Medical Background
The EOM describes the relation between the airway
pressure Paw (cf. Figure 1), the volume Vo land the
airﬂow Flowduring artiﬁcial ventilation of the human
lung:
Paw = Vo l/ C+ Flow∗ R + PEEP.
The variable PEEP (Positive End Expiratory Pres-
sure) indicates the airway pressure at the end of ex-
piration. C indicates the volume distensibility and R
the resistance of the respiratory system.
3. Equation Discovery
The presented equation discovery approach essen-
tially follows the LAGRAMGE-system (Todorowski &
Dˇ zeroski, 1997). The input to the system consists of
two parts. Firstly the data set, consisting of one or
more time series dataﬁles, each again including one or
more parameter variable records, cf. Fig 1.
Secondly a grammar, specifying the declarative bias,
cf. Fig 2: The productions are ordered by the minimal
depth of a deriveable parse tree. Productions with the
same left side are gathered in one single production
rule, separated by ’|’. Each deriveable parsetree rep-
resents a possible model. Prefering short hypothesis,
the system generates parse trees in the sequence of this
order, i.e in a left-to-right manner.
E → E + F | E − F | F
F → E ∗ T | F/T | T
T → const[:0 : 25 : 70] | V | (E)
Figure 2. Grammar for experiments in a medical problem
domain.
The order in which production rules are applied in-
duces a characteristical bias. Therefore we modiﬁed
LAGRAMGE’s original beam search approach in sev-
eral ways, following Selman’s GSAT algorithm (Sel-
man et al., 1992).
Randomization: Instead of choosing productions for
the reﬁnement of a parse tree node and the termina-
tion of the subtrees by the predeﬁned sequential or-
der, these are selected at random following the random
restart hillclimbing algorithm GSAT, where a ran-
domly generated truth assignment for a set of propo-
sitional clauses is set in a ﬁrst step of the algorithm.
Here, this helps to avoid local minima.
Lookahead: The best reﬁnement of the current parse
tree is selected as follows: Randomly choose a node
in the current parse tree and reﬁne it like described
before. Iteratively traverse the resulting parse tree
in preorder sequence until the result can not be im-
proved anymore; in each itera t i o ns t e pa p p l ye a c hp r o -
duction applicable for the actually chosen node, ran-
domly reﬁne the corresponding subtree and evaluate
the heuristic function. This forces the algorithm to try
to improve each randomly reﬁned successor hypothe-
sis, even if it could not be improved by the ﬁrst ran-
dom reﬁnement step. Quoting GSAT, this is similar
to the step of ﬂipping propositional variables. Again
this helps to avoid local minima.
Momentum: The previously described iteration step
can be interpreted as an unconstrained momentum, as
it keeps the lookahead running through local minima
as long as the actual hypothesis is improved for a mim-
imal ε = 0.0. In general, this results in overﬁtting the
data. To avoid this, a minimum improvement of ε ≥Equation discovery for modeli d entiﬁcation inr e s p iratory mechanics
0.0 is required for the preorder loop.
4. Experimental Evaluation
In the following we describe the experiments designed
to show the competitiveness to the original algorithm,
cf. Sec 4.1, the independence of the algorithm to input
sequences, cf. Sec 4.2 and the applicability to real-
world datasets, cf. Sec 4.3.
If applicable, we report on the dependent variable vdep
considered, the beam width wbeam used, the number
of evaluated parse trees teval, the root mean squared
error rmse, the random see setting seed, the permuta-
tion of the order among the production rules permute,
whether the original model was discovered found?,
and the percentage of times the EOM was discovered
%positive.
4.1. Equation Discovery Benchmarks
To show the competitiveness of the approach to the
original system, several experiments on standard prob-
lems from the ﬁeld of equation discovery were con-
ducted: ’Optimal Phytoplancton Growth’, ’Aquatic
Ecosystem’, ’Springs and Masses’, ’Tow Poles on
Card’, and ’Piecewise Linear Circuit’. Representative
for the general results we present those on ’Piecewise
Linear Circuit’, as this domain has the highest number
of deriveable parse trees, namely 18802. The piecewise
linear circuit can be desribed by three equations, de-
scribing the ﬁrst derivative of an x, y and z parameter:
x = σ(q − x),
y = μ1(r − z) − qy,
z = μ2x − bz.
The dataset consists of 10 simulations, each for ran-
domly chosen initial states. Overall, there are 1000
samples. The beam width was set to 1, 5 and 25. The
results are summarized in Table 1.
As can be seen, competitive estimates for x, y and z
are produced by the novel system. Indeed, the algo-
rithm considered more parse trees, i.e., the runnning
time was higher. On the other hand, the memory con-
sumption was lower, as a beam size of 1 is already
suﬃcient in contrast to the beam size of 50 for the
original approach.
4.2. Equation of Motion: Simulated Data
To show that the performance of the novel system is
independent of the input order on both the produc-
tions of the grammar and the data and furthermore to
Table 1. Results for piecewise linear circuit, modeled by
original (Top) and nested beam search (Bottom).
vdep wbeam teval rmse found?
original search
x’ 1 8 3.099 ×
y’ 1 8 4.217 ×
z’ 1 28 0.684 ×
x’ 45 20 0.005
√
y’ 45 23 0.306
√
z’ 45 22 0.285
√
x’ 50 20 0.005
√
y’ 50 21 0.237
√
z’ 50 22 0.285
√
novel search
x’ 1 2588 0.005
√
y’ 1 3151 0.237
√
z’ 1 3219 0.285
√
investigate the robustness concerning the randomiza-
tion aspect, we conducted experemiments in the con-
trolled setting of simulated data in a medical problem
domain. The aim was to rediscover the EOM from the
simulated dataset.
We considered 6 permutations of the independent vari-
ables volume V ,ﬂ o wF and PEEP P.T h e6p e r m u -
tations were combined with 2 diﬀerent orders of the
production rules in the grammar, consisting of an ini-
tial order and its reverse. To investigate the robust-
ness concerning randomization, we considered for each
of these combinations 5 random seeds. Thus, we had
12 experimental runs for the original search algorithm
and 60 for the novel approach.
To increase the complexity of the search problem, sim-
ulations for 10 diﬀerent PEEP oﬀsets were run, the
resistance was simulated to be diﬀerent for inspiration
and expiration and the compliance was simulated dy-
namically with its maximum value set to 50.
A universal grammar for expressions using the +, -, *
and ÷ operators was used, cf. Fig 2. The range for the
constants was set to [0,70], with 25 as start value for
the ﬁtting procedure. A depth of 5 for the parse tree
would have been suﬃcient to produce the equation of
motion. For the experiments, however, the maximum
depth was set to 6, which allows to derive 1.5 ∗ 107
parse trees.
According to the nonlinear dependencies in the EOM,
i.e. Flow∗ const + Vo l/ c o n s twe say that a discov-
ered model (i.e. one of the beam elements) describes
the EOM if the two ﬁrst two addends (or equivalents)Equation discovery for modeli d entiﬁcation inr e s p iratory mechanics
Table 2. Means of results for 12 production rule and vari-
able input sequences; Top: Nested beam search for 5 ran-
dom seed settings. Bottom: Original beam search.
seed rmse % positive
novel search
13 . 1 1 ± 0.73 83.3
23 . 0 5 ± 0.35 75.0
33 . 6 3 ± 1.00 41.7
43 . 1 9 ± 0.71 75.0
53 . 0 7 ± 0.73 75.0
mean 3.21 ± 0.70 70.0
original search
-4 . 8 3 ± 1.85 33.3
appeared in the model.
The results are summarized in Table 2. To avoid mem-
ory overﬂow, we had to restrict the beam width to 25
when running the original system, which found the
EOM in 33% of the 12 runs. In contrast, the new ap-
proach discovered the EOM in about 70% of the runs.
This is signiﬁcantly better. Moreover, there was al-
most no eﬀect by the random seed.
4.3. Equation of Motion: Real-World Data
To show the applicability of the novel approach to
real-world datasets, we conducted experiments on data
recorded from 4 patients suﬀering from the ARDS
(Adult Respiratory Distress Syndrom), which indi-
cates a highly damaged lung. Each patient dataset
consisted of 12 to 14 measurements. Between each
measurement the PEEP was increased by 2.0m b a r ,
starting from 0.0 mbar until a maximum pressure of
45.0 mbar was reached. The sample frequency was set
to 8/sec. This form of measuring is called the PEEP-
wave manoeuvre (Putensen et al., 1989).
The setup was the same as for the simulated dataset.
We performed 12 runs for one random seed setting
with a beam width of 1. The results are summarized
in Table 3. The EOM was detected in 91.7% of the
runs.
5. Conclusion
We presented an equation discovery system based on
LAGRAMGE. By modiﬁcation of the system, we used
a randomized, hill-climbing heuristic search among the
reﬁnements.
In an extensive set of experiments we could show, that
Table 3. Results for real-world datasets with 12 input se-
quence permutations.
permut teval rmse found?
1 3084 4.80
√
2 3247 4.80
√
3 2035 7.36 ×
4 2891 4.80
√
5 2415 4.80
√
6 2640 4.80
√
7 3809 4.80
√
8 2548 4.99
√
9 4087 4.80
√
10 6415 4.80
√
11 2671 4.80
√
12 2756 4.80
√
mean: 3216.5 5.03 91.7%
this novel approach is indeed competitive to the stan-
dard system concerning quality, is sound towards an
input induced bias and - most important - is applicable
in real-world datasets.
To the best of our knowledge , this is the ﬁrst appli-
cation of an equation discovery technique to measured
respiratory data from intensive care medicine. In this
ﬁeld we ﬁnd an application potential for detecting and
modelling regularities in pulmonary physiology.
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