Existing methods for constructing separable 2D dictionary filter banks approximate a set of K non-separable filters via a linear combination of R K separable filters. This approach involves the inefficiency of learning an initial set of non-separable filters, and places an upper bound on the quality of the separable filter banks. In this paper, we propose a method to directly learn a set of K separable dictionary filters from a given image training set by drawing ideas from convolutional dictionary learning (CDL) methods. We show that the separable filters obtained by our method match the performance of an equivalent number of non-separable filters. Furthermore, the computational performance of our learning method is shown to be substantially faster than a state-of-the-art non-separable CDL method for large numbers of filters or large training sets.
INTRODUCTION
Sparse representations and dictionary learning are well-known techniques in the field of signal and image processing, yielding effective approaches in tasks such as denoising, object recognition, and machine learning applications [1] . In particular, convolutional formulations, which model an image as a sum over a set of convolutions between coefficient maps and dictionary filters, have received increasing attention for their ability to represent whole images, as opposed to their patch-based counterparts [2] . The most common form of Convolutional Sparse Coding (CSC) problem is Convolutional Basis Pursuit Denoising (CBPDN)
where b is the observed image, {x k } is the coefficient map set, and {D k } are the non-separable dictionary filters. The corresponding Convolutional Dictionary Learning (CDL) problem is
where {bs} is the set of training images. It has been shown [3, 4] that using separable filters as dictionaries in tasks such as CSC or Convolutional Neural Network (CNN) applications provides significant improvements in computational performance with respect to non-separable implementations, with little loss in accuracy or reconstruction quality. In general, most of these methods rely on learning the separable filter set as an approximation of a previously obtained set of non-separable filters, by using the equivalence
which represents each non-separable filter {D k } as a linear combination of a smaller number of separable filters {Gr}, where R << K [5] . This approach, however, depends heavily on the quality of the originating non-separable filters to obtain a good separable approximation. Furthermore, it implies a two step procedure: learning first the whole set of standard filters, and only then approximating the separable ones.
In this paper, we present an algorithm to directly learn the separable filters from the image training set by solving min {hr ,vr ,xr,s}
where R = K, and {hr} and {vr} are the horizontal and vertical components of each filter. The proposed method is derived as a natural extension of a well known CDL algorithm [2] , and compared against both standard non-separable dictionaries and separable approximations learned via (3). The computational results in Section 4 show that the separable filter banks obtained by our method provide superior performance to the approximated filter banks of the same size (i.e. the same number of filters) when evaluated via a standard CBPDN problem. Furthermore, the computational runtime of our learning algorithm is shown to be faster than standard non-separable learning approaches for most configurations.
PREVIOUS RELATED WORK
2.1. Non-separable (standard) dictionary learning CDL problem (2) is non-convex when dealing with both variables ({x k,s } and {D k }) simultaneously, but becomes convex when keeping either of them constant. Therefore, the most widely used minimization approach consists in alternating between the updates for the feature maps {x k,s } (sparse coding) and the filters {D k } (dictionary learning). This section will address the main existing dictionary learning update methods 1 , which require solving a constrained convolutional form of the Method of Optimal Directions (MOD) [8] min
where {x k,s } is a given coefficient map set. Early methods solved this problem in the spatial domain, via variants of gradient descent [9] and MOD [10] , among others [11, 12] . More recent implementations solve the most computationally demanding components of the problem in the frequency domain due to the associated speedup [7] . When performing the convolutions in the frequency domain, the filters must be zero-padded in order to have an adequate spatial support. This requirement can be denoted by a zero-padding projection operator P , and coupled with the normalization constraint into the constraint set
which allows to write the dictionary update in unconstrained form
where ιC PN (·) is the indicator function of the constraint set CP N . Several algorithms have been proposed to solve (7), most of which are based on Augmented Lagrangian frameworks, differing primarily on the approach they take to solve the 2 fidelity term sub-problem. [13] proposed an Alternating Direction Method of Multipliers (ADMM [14] ) formulation, which [2] and [15] later improved by efficiently approaching the aforementioned sub-problem using Iterated Sherman Morrison and ADMM consensus solutions, respectively. Modified ADMM consensus and Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [16] based methods have recently been shown to significantly outperform earlier alternatives [7] . There are also variants of these methods that perform the dictionary update in an online fashion, such as [17, 18, 19] , in order to achieve scalability to very large training sets.
Separable from non-separable approximation
A straightforward approach to estimate Gr (as defined in Equation (3)) from a given set of standard filters {D k } was proposed in [5, 3] , involving placing a penalty on high-rank filters, namely
Gr * , (8) where · * is the nuclear norm. [5, 3] highlighted that the choice of λ is a challenging task, and that convergence was slow when estimating high-rank filters. They also proposed a second approach based on the Canonical Polyadic Decomposition [20] that provides faster performance
where xr and yr are rank-1 tensors and • represents tensor outer product. A reformulation of this problem as a special case of the low-rank basis problem was proposed in [21] , but the authors reported that the tensor approach was significantly faster and attained the same accuracy. An auxiliary variable formulation of (8) given by
was proposed in [22] along with an efficient SVD-based generation of the initial solution. The method was shown to be faster than the tensor decomposition approach for small R (< 40) values while attaining comparable accuracy.
PROPOSED METHOD
Writing the dictionary update for (4) and coupling the norm constraint with the zero-padding restriction described in Section 2.1 gives the unconstrained problem
vr * hr * xr,s − bs
where ιC PhN (·) and ιC PvN (·) are the indicator functions of the constraint sets CPhN and CPvN (analogous to (6)), with zero-padding operators P h (applied along the horizontal dimension) and Pv (applied along the vertical dimension), respectively. We approach the solution of (11) by alternating between updating the horizontal filters hr and the vertical ones vr. Considering only the solution for the vertical filters vr (assuming fixed horizontal filters), and reformulating the problem in ADMM-compatible form in a fashion reminiscent of [2] leads to
where x r,s is the result of convolving the horizontal filters hr with the feature maps xr,s. The associated subproblems are then given by
vr * x r,s − bs
Since (14) is of the form arg min
its minimizer is given by
For notational simplicity we rewrite (13) as
where zr = g
r . When performing standard CDL [2] , the non-separable equivalent of (18) is solved by switching to the Fourier domain and solving the associated linear system. In the separable case, however, it is worth noting that since the filters {vr} are 1-D, whereas the coefficient maps {x r,s} are 2-D, moving directly onto the frequency domain would require the DFT solution (vr) to be a 2-D matrix composed of replicating columns. This would mean including an additional constraint and further increasing the complexity of the problem. Instead we choose to rewrite the fidelity 2-norm term as a sum over columns 
the problem can be expressed as arg min
Finally, to further simplify (21) we definê
. . .
SubstitutingX s and recovering the full vectorized DFT training imagesbs leads to the problem being expressed as arg min 
Due to the commutativity property of the convolution operation, the update for the horizontal filters hr can be easily derived by fixing the vertical filters, defining x r,s = vr * xr,s, and following an analogous chain of derivations as the one described in this section.
Implementation remarks
The linear system given by Eq. (24) is solved by applying Conjugate Gradient (CG) 2 . Furthermore, in order to minimize the number of 2 While another widely used method to deal with (24) is the Iterative Sherman Morrison (ISM) approach from [2] , the column indexing we introduce here entails an additional computational overhead that renders ISM impracinner CG iterations, we use the solution for each previous update as the initial value, as suggested in [7] .
The full dictionary learning algorithm is implemented by combining the proposed update method for {vr} and {hr} with the ADMM-based sparse coding update proposed in [2] . Based on standard non-separable implementations, and the results provided by [6] , we interleave a single iteration of each update per outer loop, and transfer the auxiliary variables of each ADMM framework across the other update steps, which has been shown to provide the most stable convergence ratio among the other possible choices [6] .
RESULTS
In this section we assess the performance of the proposed separable dictionary learning method in terms of reconstruction performance for a CSC-based denoising problem, along with convergence and computational runtime for the learning process.
Experimental framework
For the denoising comparisons, we used a set of 5 well-known images corrupted with AWGN (σ = 0.2), to perform CBPDN using the following labeled set of filters of different sizes (see Table 1 ):
• Nat-sep: 36 Natively learned separable filters (our proposed method) • Apr-sep: 36 Separable filters approximated from 36 nonseparable ones via [22] • Non-sep: 36 Standard non-separable filters learned via [2] Since the CBPDN problem Eq. (1) has a tunable parameter λ, we ensure a fair evaluation by solving for a grid of λ values and comparing only the optimal performance for each of the evaluated filter sets. An example of the entire simulation results for a single image is given in Figure 3 .
For the separable dictionaries (nat-sep and apr-sep), we use the 1 version of the FISTA-based CBPDN solver proposed in [23] that exploits filter separability by computing the convolutions in the spatial domain. For the non-separable dictionaries (non-sep), we use the ADMM-based solver from [2] , which is considered to be stateof-the-art for this problem.
For the computational performance simulations, we evaluate the learning time on the full CDL task for different training set sizes (S) and filter set sizes (R = K) against a state-of-the-art ADMMMbased non-separable CDL method [2] . These simulations were performed on an Intel Xeon E5-2640 CPU (2,50 GHz , 128Gb RAM, 2x NVidia Tesla K40m GPU). Our Matlab code [24] can be used to reproduce our experimental results.
Experiments
In Table 1 we illustrate the results of the denoising comparisons between the 3 evaluated filter sets in terms of the SSIM metric for different dictionary sizes, and report the average runtime for each method across the grid of λ values. It can be observed that the natively separable filters consistently outperform the approximated (separable) ones, and show equivalent performance to the non-separable filters. The runtime results also show that performing CSC with separable filters is almost two times faster than doing it with non separable ones, which is consistent with the results reported in [23] . We also show in Figure 3 the entire set of denoising simulations across the λ grid for a single image.
tical for this task. We report in Figure 1 (a) and (b) the computational performance comparisons in the learning process for 2 different CG tolerance values, in terms of runtime (seconds) vs image training set size. We consider a fixed number of 36 separable and non-separable filters for this simulation, and measure the runtime for both training methods for a fixed number of iterations (200). As can be observed in the graph, when the CG tolerance is 10 −3 the proposed separable method is slightly slower than its non-separable counterpart [2] for small values of S, and outperforms it when S increases. When the tolerance value is 10 −5 , the proposed method significantly outperforms [2] as S increases. Figure 1 for a training set size of S = 20 is shown in Figure 2 for 200 iterations. It can be seen from the graph that the proposed separable method converges to a slightly higher functional value than the nonseparable method. However, this difference does not seem to have a significant impact on the performance quality of the learned separable filters, as can be seen on Table 1 .
CONCLUSIONS
We have proposed an efficient method to learn separable dictionary filters directly from an image training set, without the need to previously compute a set of non-separable filters. Our results show that the separable filters learned through this method, when evaluated through a CSC denoising task, consistently outperform approximated separable filters, and attain the same reconstruction quality as obtained from standard non-separable filters. Furthermore, the proposed separable learning method is substantially faster than its non-separable counterpart when either the training set or the number of filters to estimate is large.
