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ELDIM  est  une  PME  normande  qui  commercialise  depuis  bientôt  14  ans  des 
goniomètres  bidimensionnels  rapides  fonctionnant  sur  le  principe  de  la  Transformée  de 
Fourier  Optique.  Ils  sont  aujourd’hui  leader  mondial  de  la  commercialisation  de  ces 
instruments de contrôle de la qualité des écrans plats. Parallèlement, en microélectronique, la 
miniaturisation des transistors pousse les industriels à développer de nouvelles techniques de 










La  rencontre entre  le  laboratoire d’ingénierie de composants photoniques du CEA,  familier 
des problèmes de caractérisation optique des composants, et de ELDIM a donné naissance à 
la  problématique  qui  est  l’objet  de  cette  thèse. Nous  avons  à  notre  disposition  un  de  ces 
goniomètres  bidimensionnels  et  nous  voulons  l’appliquer  à  la  métrologie  en 
microélectronique.  Nous  posons  alors  les  questions  suivantes :  Comment  sommes  nous 
passés  de  la  diffraction  des  réseaux  au  contrôle  dimensionnel  de  structures 
microélectroniques ? Quels sont les moyens et les méthodes mises en œuvre ? Et surtout : Est‐







Dans  le second chapitre nous décrirons  l’instrument pour nous  familiariser avec  les 
propriétés  de  la  transformée  de  Fourier  Optique.  Nous  évoquerons  les  adaptations 
nécessaires à son utilisation comme outil de métrologie.  
Dans le troisième chapitre, nous nous interrogerons afin de savoir si cet instrument est 
suffisamment  précis  et  suffisamment maîtrisé  pour  faire  du  contrôle  dimensionnel. Nous 
tenterons de caractériser au mieux  l’instrument en  fonction des états de polarisations de  la 
lumière  et  aussi  de  faire  le  lien  entre  les mesures  brutes  et  les  propriétés  optiques  des 
échantillons. Cette étape est déterminante car c’est  l’analyse de ces propriétés optiques qui 
permet de déterminer  les  caractéristiques  géométriques des  échantillons par  résolution du 
problème inverse. La résolution du problème inverse consiste à retrouver par l’intermédiaire 
du résultat et du calcul, les paramètres initiaux à l’origine de ce résultat. Cette résolution est 




Nous  expliquerons  dans  le  quatrième  chapitre  quels  sont  les  moyens  à  notre 
disposition pour  retrouver  les propriétés d’un objet à  l’aide de  sa  signature de diffraction. 
Nous étudierons comment  les propriétés des structures périodiques et de  l’instrumentation 
permettent de descendre à des résolutions sub‐nanométriques. Enfin nous nous interrogerons 
sur  la  validité  de  cette méthode  indirecte  qui  associe  une  instrumentation  et  des  calculs 
numériques. Nous  analyserons  alors  la  validité  des  résultats  obtenus  et  nous  chercherons 
autant que cela est possible à donner une mesure quantitative à nos incertitudes.  
Au‐delà du problème  épineux de  la métrologie, nous nous  sommes  attaqués  à des 
problèmes où l’observation des effets de la diffraction nous a permis de comprendre certains 
phénomènes  liés  aux  propriétés  des  réseaux.  C’est  en  travaillant  sur  des  structures  plus 
complexes où  la  résolution du problème  inverse devient  trop délicate que nous y  sommes 
parvenus. Nous décrirons ensuite deux aspects du contrôle dimensionnel où le côté qualitatif 
des observations est prépondérant. Dans le chapitre quatre nous traiterons de la rugosité des 
structures mesurées  et  dans  le  chapitre  cinq  nous  développerons  d’abord  le  problème  de 
structures périodiques superposées et décalées tout en proposant des solutions originales aux 
problèmes de  la microélectronique. Puis nous  ouvrirons  sur des perspectives  intéressantes 
pour la suite de cette thèse. 
Nous allons donc essayer dans ce manuscrit de  répondre à  toutes  les questions que 
peut poser  l’adaptation d’un équipement à un usage différent de  celui pour  lequel  il a été 















L’industrie  de  la  microélectronique  repose  essentiellement  sur  la  maîtrise  de  la 
fabrication des  transistors. Le  transistor MOS est  le composant actif  le plus utilisé dans  les 
circuits  intégrés.  Il constitue  l’élément de base des dispositifs à haute densité d’intégration. 
















peuvent  être  actionné par  la grille. L’élément  limitant pour  la vitesse du  transistor  est  la 
distance entre les deux contacts. C’est la dimension critique (CD) 
Les  transistors  sont  réalisés  de  manière  collective,  en  suivant  les  étapes 
technologiques que nous allons maintenant évoquer. 
1.1.1 Les étapes de fabrication 
La  conception  d’un  circuit  intégré  nécessite  plusieurs  étapes  élémentaires  de 
fabrication : 
1. Le dépôt de matériaux. 






Ces  étapes  sont  les plus  courantes,  elles  seront  répétées  autant de  fois qu’il y  a de 
niveaux dans  le circuit  intégré.   Pendant ces étapes,  la  forme de  la grille est définie par  les 
lignes de résines réalisées lors de la lithographie. 
1.1.2 Importance du contrôle de l’étape de lithographie  
Différents défauts peuvent  être  rencontrés  au  cours de  l’étape de  lithographie. Ces 
défauts peuvent avoir des  conséquences  catastrophiques  sur  la gravure.  Il a  également  été 
établi  que  les  variations  de  taille  de  ligne,  ou  CD  (Critical  Dimension),  qui  affectent 
directement  les  performances  des  transistors,  sont  essentiellement  attribuées  à  l’étape  de 





Il  est  donc  important  d’assurer  un  contrôle  parfait  de  l’étape  de  lithographie.  Le 




En microélectronique  les  progrès  de  la  technologie  s’accompagnent  de  besoins  en 
instruments de  caractérisation. La  Figure  3 montre  la diminution  constante des  tailles des 
transistors. Les  transistors présentés  ici sont  les  transistors  les plus en pointe  fabriqués par 
Intel  entre  2002  et  2005. Les  tailles  sont mesurées  au Microscope Electronique  à Balayage. 











Avec  la  diminution  de  la  taille  des  transistors,  la  microélectronique  est  face  au 
problème suivant :  les moyens  technologiques pour  fabriquer  les  transistors sont en avance 
sur  les moyens de caractérisation existant. L’ITRS, « International Technology Roadmap  for 
Semiconductor  Industry [1]»  regroupant  les  plus  grands  acteurs de  la microélectronique  a 
pour but d’anticiper l’ensemble des activités de l’industrie du silicium. Un carnet de route est 
rédigé  tous  les deux ou  trois ans et sert de référence aux acteurs du domaine. Ce carnet de 
route, plus connu sous le nom de RoadMap ITRS, est la synthèse des avancées des industriels 
et  des  chercheurs  dans  le  domaine,  ainsi  que  des  projections  sur  les  quinze  prochaines 
années. Le tableau 1 est un résumé de ces indicateurs. Il présente les différentes générations 






microélectronique. Chacun des  éléments des  tableaux de  la RoadMap  est  codé  en  couleur 
selon son niveau de maturité. Certains objectifs  (blanc) ont déjà des solutions  industrielles, 
d’autres  (jaune)  sont accessibles dans  les  laboratoires de  recherche. Enfin,  certains objectifs 
(bleu) n’ont pas de solutions connues. 




Précision des outils métrologique 3σ (nm) 
(lignes denses )
0,71,31,52,23,3
Précision sur la longueur de grille gravée :
Uniformité (variance) de la lithographie
913182537Longueur physique de grille (nm) (l)
1318253553Longueur gravée de grille (nm)
2232456590
Génération technologique : ½ pas lignes denses
20162013201020072004Année de production
0,20,20,30,60,7
Précision des outils métrologique 3σ (nm) 
(lignes isolées )
 
Une  différentiation  est  faite  entre  les  lignes  denses  et  les  lignes  isolées.  Les  lignes 
denses ont une période deux fois plus grande que le CD. Elles correspondent aux dispositifs 
comme les mémoires. Les lignes isolées ont une période au moins dix fois plus grande que le 
CD. Elles correspondent aux  transistors utilisés dans  les processeurs. Des motifs de  test sur 
lesquels sont reproduits des lignes isolées ou des lignes denses sont placés sur les substrats. 
Ce  sont  ces motifs  que  l’on  caractérise.  La  notion  de  précision  telle  qu’elle  est  définie  en 
microélectronique est présentée dans l’annexe F de ce document et dans la référence [3]. 
                                                     
1 Les DRAM sont réalisés avec un très grand nombre de transistors disposés périodiquement 
    1 ‐ Rappels généraux, Etat de l’art 
 1‐6 
La première constatation est que  les procédés  technologiques sont en avance sur  les 




ne  peuvent  pas  non  plus  mesurer  précisément  cette  variance.  Les  besoins  en  contrôle 
dimensionnel ne sont donc pas maîtrisés. 
La RoadMap met aussi  l’accent sur d’autres points difficiles de  la caractérisation en 







Tous  les  points  cités  ici  sont  des  objectifs  qui  sont  définis  pour  que  l’industrie  du 









En  fabrication,  le  suivi  est  réalisé par des  instruments de mesure qui détermine  les 
dérives de l’étape technologique sur les chaînes de fabrication. C’est le suivi en ligne ou « in 




[5]. Nous  allons  faire une  liste  la plus  exhaustive possible de  toutes  les  solutions  connues 
actuellement. 
1.3.1 La microscopie électronique  
Le  Microscope  Electronique  à  Balayage  (Scanning  Electron  Microscopy,  SEM)  est 
actuellement  l’instrument  de  prédilection  en  microélectronique.  L’imagerie  électronique 
permet d’atteindre des résolutions de quelques nanomètres sur des objets d’une dizaine de 
nanomètre. On peut distinguer deux  types d’images obtenues par  le MEB selon  le procédé. 
                                                     
2 La longueur physique de grille est la longueur effective de la grille au niveau du contact. La grille est 
généralement « notché ». On réalise une sur gravure volontaire. 
3 Ce manque de contrôle explique pourquoi les industriels ont mis du temps à réaliser des processeurs « dual 
core », c’est-à-dire avec deux corps de processeur cote à cote sur le substrat et en état de fonctionnement. Ces 
doubles processeurs ne se sont vraiment développés qu’à partir de 2005. 














permet  de  donner  une  information  dimensionnelle  à  partir  d’images  en  vue  de  dessus. 





des  précisions  sub‐nanométriques.  Sans  être  encore  industrialisée,  l’utilisation  de 
l’holographie et de  la diffraction électronique  [7] est perçue comme une des solutions pour 
que la microscopie électronique atteigne les objectifs des prochains nœuds technologiques. 
Il  faut  ajouter  l’utilisation  assez  rare  du microscope  électronique  en  transmission 
(TEM)  [4]  qui  demande  la  préparation  des  échantillons.  Il  faut  réaliser  une  lame  dans  la 
structure  de  test  pour  réaliser  l’observation  en  transmission.  La  précision  des mesures  en 
TEM est de l’ordre des distances interatomiques. 
1.3.2 Le Microscope à Force Atomique  












de  l’usure de  la pointe)  ce  qui  condamne  son  intégration dans une  chaîne de production. 








certains  procédés.  Le  plus  courant  est  l’ellipsométrie  [9]‐[10]  pour mesurer  l’épaisseur  de 
couches minces comme le diélectrique de grille. Ils utilisent aussi la réflectométrie « in situ » 




consiste à analyser  la  lumière diffractée (scattered  light) par une structure. Cette méthode de 
caractérisation  apparaît dans  le milieu des  années  1970,  elle  est  tout d’abord utilisée pour 
mesurer  la  rugosité  des  surfaces.  Les  noms  apparaissent  alors  en  France  comme 
« diffractométrie » ou « rugosimétrie ». Un des principaux ouvrages dans le domaine est celui 
de  Stover  [15]. Dans  ce  livre,  il  expose  les  différents moyens  pour mesurer  et  analyser  la 
lumière diffusée par une  surface  rugueuse. En 1980, R. Petit publie  le  livre  référence de  la 
théorie de réseaux [16]. La même année cette technique a été étudiée pour une application en 
microélectronique  afin  de  déterminer  les  dimensions  de  grilles  de  polysilicium  [17]. 
L’évolution  de  cette  méthode  a  été  timide  jusqu’aux  années  90  quand  l’Université 
d’Albuquerque  a multiplié  les  publications  ([18]  à  [23]).  C’est maintenant  une  technique 
développée ou utilisée par de nombreux industriels. 










En  optique  diffractive,  le  critère de  résolution  est  le  critère de Rayleigh. Ce  critère 
traduit  la capacité d’un  instrument d’imagerie optique à séparer 2 points. Dans  le cas de  la 
scattérométrie,  ce  critère  n’est  pas  valable. En  scattérométrie,  l’objet  est déjà  partiellement 





Le  principe  de  la  scattérométrie  est  illustré  par  la  Figure  6.  La  première  étape  est 
l’acquisition de  la signature de diffraction du réseau en utilisant un faisceau  lumineux dont 
on fait varier les propriétés (angle d’incidence, longueur d’onde etc.). Ce faisceau est projeté 
sur un  réseau constitué de  la structure que  l’on veut caractériser disposée périodiquement. 
On  obtient  alors  la  « signature »  du  réseau  en  mesurant  la  réponse  du  réseau  à  cette 
excitation. Les caractéristiques des lignes du réseau sont ensuite déterminées par des moyens 
numériques. Le réseau est un motif de test constitué de lignes dont les propriétés sont celles 












Figure 6. Schéma  de  principe  de  la  scattérométrie,  a)  s  et  p  représentent  les  axes  de 
polarisation  de  la  lumière,  b) Modèle  simple  des  lignes  du  réseau  définies  avec  trois 
paramètres 
Il  s’agit  ensuite  de  relier  la  signature mesurée  avec  les  caractéristiques  réelles  du 
réseau. La Figure 7 montre ce principe. Ici la méthode utilisée est la méthode itérative, c’est la 















Les paramètres utilisables pour  étudier  la  signature de diffraction des  réseaux  sont 
principalement  l’intensité  réfléchie,  l’état de polarisation ou  l’énergie des ordres diffractés. 
On  peut  mesurer  ces  paramètres  en  faisant  varier  au  choix  la  longueur  d’onde,  l’angle 
d’incidence ou la polarisation.  
L’un des grands attraits de la scattérométrie vient du fait qu’elle permet de faire des 
mesures  non‐destructives.  De  plus  l’utilisation  d’un  réflectomètre  ou  d’un  ellipsomètre 
spectroscopique pour la caractérisation de réseau, permet de contrôler plusieurs étapes de la 
fabrication. Ils permettent dans un premier temps de faire de la métrologie de couches minces 
et dans  un deuxième  temps de  réaliser  un  contrôle dimensionnel.  Seule  l’exploitation des 





A  l’heure  actuelle  plusieurs  sociétés  commercialisent  des  « scattéromètres », 













définit  pr   et  sr ,  la  réflectivité  complexe de  l’échantillon  selon  les  polarisations  p  et  s. Un 
réflectomètre  polarimètre mesure  .p p pR r r








La  réflectométrie  à  incidence  normale  est  principalement  développée  par 
Nanometrics. La  Figure  8 montre  le principe de  ce dispositif.  Il  est  compact  et  sans pièce 
mobile. L’entreprise israélienne Nova préfère quant à elle utiliser la réflexion à incidence fixe 












fortement. L’angle d’incidence est tout aussi  important que  la  longueur d’onde. Le choix de 
travailler angulairement est donc une autre option. 
1.4.2.2 La réflectométrie à angle variable ou goniométrie 




La  société Accent propose des  systèmes  fonctionnant avec un  réflectomètre à angle 
variable. Ils utilisent pour cela un laser Helium‐Neon à 633 nm et un système permettant de 
balayer angulairement de ‐47 degrés à +47 degrés comme on peut le voir sur la Figure 10. On 
peut regretter que  le domaine angulaire balayé par  l’instrument n’atteigne pas  les zones de 
sensibilité que sont les angles de Brewster de la silice (56°) ou du silicium (75°).  
 
Figure 10. Système  goniométrique  développé  par  Accent  Optical  Technologies  [27].  Ce 
système permet de balayer de ‐47 à 47 °, pour un azimut fixé  
Ce  système permet de  réaliser  la  caractérisation d’un  réseau  en utilisant une  seule 
longueur d’onde.  La mesure se fait comme en réflectométrie spectroscopique avec le carré du 
module de  pr  et  sr . 
1.4.2.3 L’ellipsométrie spectroscopique  
L’ellipsométrie  spectroscopique  est  de  loin  la  plus  répandue  des  méthodes  pour 
mesurer la signature de diffraction des réseaux. Les industriels développant cette technologie 
sont Sopra,  Jobin‐Yvon, KLA Tencor, Rudolph Tech, Therma‐Wave ou  encore TEL  (Tokyo 
Electron).  Ils  proposent  des  dispositifs  fonctionnant  en  ellipsométrie  spectroscopique  qui, 
associés à un logiciel de traitement des données, permettent de faire du contrôle de procédé 
en  ligne de  fabrication. De  très nombreuses publications  ont vu  le  jour des  années  1990  à 
maintenant  sur  l’utilisation  de  l’ellipsométrie  spectroscopique  visible  pour  le  contrôle 
dimensionnel ([28] à [35]). 
L’ellipsométrie  spectroscopique  repose  sur  l’analyse  de  l’état  de  polarisation  de  la 
lumière en faisant varier la longueur d’onde. En définissant  pr  et  sr , la réflectivité complexe 
de  l’échantillon  selon  les  polarisations  p  et  s,  on  peut  définir  les  deux  variables 
ellipsométriques ψ  et Δ telles que : 








tan( )ψ   est  le  rapport  en  amplitude  entre  les deux  réflectivités,  Δ  est  le déphasage 







• L’illumination  se  fait  en  lumière  blanche  puis  on  utilise  après  réflexion  un 
prisme ou un réseau pour étaler  le spectre sur une barrette de CCD. C’est  la 
solution multispectrale. 








motorisés  et  permettent  de  faire  des  mesures  à  plusieurs  angles  différents.  Dans  un 
environnement de contrôle en  ligne de production cette option n’est pas mise en place. Les 
ellipsomètres  pour  le  contrôle  dimensionnel  ont  une  incidence  fixe  ou  peu  variable, 
généralement entre 65° et 75°.  
1.4.2.4 Comparaison entre les différentes méthodes industrielles. 
Il  est difficile de  comparer  ces dispositifs qui ne permettent pas d’avoir  les mêmes 
données. La pertinence de  la  caractérisation dépend de  la quantité d’information présente 
dans  les données mais aussi de  la  structure que  l’on veut  caractériser. Certaines  tendances 
sont cependant perceptibles dans les nombreuses communications. Ces communications sont 
soit des publications  écrites par des universités  ([38]  à  [40]),  soit des  communications des 
utilisateurs finaux [41] et [42]. Les tendances sont : 
• Le système de  réflectométrie à  incidence normale est adapté à  l’utilisation  in 
line  par  son  faible  encombrement.  L’absence  de  bras  mobile  est  aussi  un 












incidence normale. Le  souhait d’un outil précis  et polyvalent orientera vers  l’ellipsométrie 
spectroscopique. La précision obtenue en scattérométrie sur le contrôle du CD peut atteindre 
0,1 nm  sur  la valeur moyenne. En  comparaison,  la meilleure précision obtenue par  le CD‐
SEM est de  l’ordre de 0,3 nm  [4], mais  la profondeur de champ avec une  telle précision est 
trop faible pour être utile. 
La palette des moyens pour obtenir des informations de la lumière diffractée est vaste. 
Il  existe  potentiellement  de  nombreux  systèmes  de  mesure  de  la  figure  de  diffraction. 
Certains de ces systèmes vont être maintenant exposés. 
1.4.3 Des systèmes plus exotiques 







posé  un  brevet  sur  le  sujet  [43].  En  effet  l’énergie  diffractée  est  directement  liée  aux 
caractéristiques topologiques (hauteur, CD) du réseau. 










Le  second dispositif  (Figure  13) permet d’éclairer  l’échantillon  en  incidence normale  et de 






d’impression  de  la  résine  comme  le  « nano‐imprint »  a  relancé  l’utilisation  des  ordres 
diffractés pour le contrôle de la qualité des réseaux [44]. 
1.4.3.2 L’ellipsométrie dans l’ultra violet  
Avec  la diminution de  la  taille des motifs,  la  sensibilité des  ellipsomètres diminue. 
Pour contrer cette diminution de la sensibilité, une solution est d’élargir le domaine spectral 








La  plupart  des  ellipsomètres  dit  « visible »  descendent  dans  l’UV  proche.  Les 
ellipsomètres  atteignant  140  nm  nécessite  une  utilisation  sous  vide  ou  sous  atmosphère 
d’azote  car  l’oxygène  et  la  vapeur  d’eau  absorbe  l’ultra  violet  en  dessous  de  190  nm. 
L’utilisation de longueur d’onde inférieure à 140 nm nécessite une optique catadioptrique ce 




Un  autre  aspect  de  la  scattérométrie  est  la  profondeur  d’analyse  de  l’outil. 









Un  ellipsomètre  classique  permet  de  mesurer  l’influence  d’une  surface  sur  une 
lumière polarisée et utilise le formalisme de Jones5. Il existe un formalisme différent de celui 
de  Jones qui permet de  traiter  complètement  l’état de polarisation  en  tenant  compte de  la 
dépolarisation. Ce formalisme dit de Stokes Mueller [10] associe les paramètres de Stokes aux 
matrices  de Mueller.    Le  dispositif  d’ellipsométrie  de Mueller  est  plus  compliqué  qu’un 
ellipsomètre  classique  mais  permet  d’avoir  plus  d’informations  comme  les  éléments  de 
conversion de  polarisation  ou de dépolarisation. Les  chercheurs du  laboratoire LPICM de 
l’école polytechnique ont développé un polarimètre de Mueller à angle variable [47].  
1.4.3.5 La scattérométrie azimutale ou « en Phi » 
Pour  améliorer  les  dispositifs  de  scattérométrie,  on  cherche  à  gagner  en  degré  de 
liberté.   Dans la présentation de la scattérométrie le plan d’incidence est défini comme étant 
perpendiculaire  aux  lignes  des  réseaux.  L’utilisation  d’un  angle  azimutal  différent  de  0 
(Figure 14) permet de travailler avec des matrices de Jones et de Mueller non diagonales. La 
démonstration  a  été  faite  que  la  variation  d’azimut  permet  d’être  sensible  à  certaines 
caractéristiques comme la symétrie du profile des lignes.  
                                                     












1997  ont  par  exemple  utilisé  un  tel  système  pour  caractériser  un  réseau  d’aluminium, 
l’application  visée  était  la  caractérisation  des DVD.  La  Figure  15 montre  le  dispositif. Un 












Pour  augmenter  encore  plus  la  sensibilité  de  la  diffraction,  on  peut  diminuer  la 
longueur  d’onde  jusqu’au  rayon  X  (10  pm  à  10  nm).  La  méthode  utilisée  est  alors  la 












contrôler  correctement  ce  qu’elle produit pour  améliorer  à  la  fois  les performances de  ses 
produits et leurs coûts [49]. 
Il  apparaît  ensuite  que  les  chercheurs,  en  essayant  de  répondre  à  ce  besoin,  ont 
multiplié  les  solutions.  Certains  systèmes  ont  les  performances  et  la  maturité  pour  être 
industrialisés,  d’autres  n’en  sont  encore  qu’aux  balbutiements.  Seules  trois  solutions 
technologiques  sont  à  ce  jour  largement  répandues  et  commercialisées  par  une  demi‐
douzaine d’entreprises. 
Même  si  les  systèmes évoqués  sont nombreux, des pistes  sont encore envisageables 
pour améliorer la fiabilité, la sensibilité et le coût de ces systèmes. Dans le prochain chapitre 
nous  décrirons  le  goniomètre  bidimensionnel  rapide.  C’est  un  instrument  permettant  de 

















réponse d’un échantillon à une excitation  lumineuse en  fonction de  l’angle, ou de mesurer 
son diagramme  angulaire d’émission. Dans notre  cas,  cette mesure  est  réalisée grâce  à un 
système  optique  dont  le  principe  est  breveté  par  ELDIM  [57].  La méthode  utilisée  est  la 








Système d’imagerie de 
Fourier 




Les  angles  θ  et  ϕ  sont  appelés  respectivement  angle  polaire8  et  angle  azimutal  de 
propagation de la lumière. Toutes les ondes planes issues de l’échantillon, dans une direction 




7 L’explication de la Transformée de Fourier Optique se trouve Annexe D 
8 Nous utiliserons aussi le terme d’angle d’incidence pour ne pas faire de confusion avec l’angle polaire du 
























allons décrire  comment  calculer  l’éclairement d’un  système d’imagerie optique  sur  le plan 
focal  image.  Ensuite  nous  décrirons  les  étapes  du  raisonnement  qui  a  conduit  au 
développement de L’EZContrast. 
Remarque   :  Tous  les  schémas  optiques  sont  des  schémas  de  principe  destinés  à  la 
compréhension du lecteur et ne sont en aucun cas des schémas exacts. 
Calculons donc  la  formule qui nous permet d’exprimer  l’éclairement  ( ),E r ϕ  sur  le 

















( , )E r ϕ








(2.1)  ( , ). . .cos( )dF L S dθ ϕ θ= Ω  
La luminance  ( , )L θ ϕ  est donnée en W.sr‐1.m‐2 et l’angle solide dΩ est donné par : 
(2.2)  sin( )d d dθ θ ϕΩ =  
Ce flux émis est reçu sur l’élément de surface dS et induit l’éclairement  ( , )E r ϕ  
(2.3)  ( , ) ( , ). . .dF E r dS E r r dr dϕ ϕ ϕ= =  
Les équations précédentes permettent d’exprimer l’éclairement E en chaque point du 
plan.  C’est  cette  variable  qui  est  directement mesurée  par  une  caméra  CCD  placée  à  cet 
endroit. 
(2.4)  ( , ) ( , ) sin( ) cos( )E r rdr L S dϕ θ ϕ θ θ θ=  
Cette  équation  nous  servira  de  base  pour  les  analyses  suivantes.  Nous  allons 
distinguer 3 étapes dans  l’évolution entre  le système  le plus basique,  la  lentille mince, et  le 







9 Des rappels de Photométrie se trouve en Annexe C. 
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On remplace r et dr par  leurs expressions dans  l’équation  (2.4) et on suppose que  la 





cos ( )( , ) ( , )E r L S
f
θϕ θ ϕ=  
Considérons  que  l’objet  soit  lambertien,  cʹest‐à‐dire  que  par  définition  il  a  une 
luminance  ( , )L θ ϕ  constante, On peut alors tracer la variation de l’éclairement en fonction de 
θ. La  Figure  20  représente  cette  variation. On  constate  que  le  flux  arrivant  sur  le plan de 
Fourier diminue de façon importante pour les grands angles. C’est une des raisons majeures 



























système  utilisé  est  une  succession  de  lentilles  permettant  de  réaliser  optiquement  cette 
transformation. L’utilisation de plusieurs  lentilles  avec des  rayons de  courbures  croissants 
permet  de  dévier  progressivement  les  rayons  sur  l’axe  et  cela  sans  trop  de  pertes.  Les 
données de  fabrication  (rayons de courbure,  indices etc.) de cet objectif sont confidentielles 
mais on peut expliquer son principe grâce à la Figure 21. Le système optique a les propriétés 

















de  trois  lentilles.  Les  ondes  planes,  issues  de  la  zone  de mesure  avec  un  angle  θ,  sont 
imagées en un point du plan de Fourier dont la distance à l’axe optique est proportionnelle 
à θ (coefficient k). 
Ce  système  est  utilisé  par  Autronic‐Melchers  [58]  et  par  Eldim  [57]  pour  la 
caractérisation de l’émissivité des écrans plats. Il permet de collecter l’information angulaire 
jusqu’à 80 degrés10 et nous permet d’écrire  r kθ= au lieu de  tan( )r f θ= . En remplaçant r et 
dr par leur expression dans l’équation (2.4), on obtient l’éclairement arrivant sur le plan ou la 
caméra  en  fonction de  l’angle d’incidence. Le  résultat  est donné par  la  fonction (2.7)  et  est 
représentée sur la Figure 22 sous le nom de système d’affichage linéaire. 
(2.7)  0 2
cos( )sin( )( , ) ( , )E r L S
k
θ θϕ θ ϕ=  
                                                     
10 L’EZContrast XL88 permet de collecter l’information angulaire jusqu’à 88°, ce qui correspond à une ouverture 






















Comme  on peut  le  voir  sur  la Figure  22,  l’utilisation d’une  telle  lentille de Fourier 
permet d’augmenter fortement la transmission du système pour les grands angles. Le plan de 
Fourier est alors une  image en coordonnées polaire du  spectre d’émission de  l’objet. On  le 
représente  comme  sur  la  Figure  23.  L’angle  polaire  θ   en  coordonnées  sphériques  est 













varier  la  zone mesurée  en  fonction de  l’angle. Le  système Eldim  est muni du  système de 
compensation  optique  du  cosinus  ([59],[60]  et  [62]). La  surface  mesurée  augmente  avec 
l’angle  d’incidence  θ,  de  la  forme  S = 0S /cos(θ).  La mesure  se  fait  donc  avec  un  faisceau 
d’analyse de  section  transverse  constante. Les  conditions  sont donc  les mêmes qu’avec un 
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goniomètre  d’où  l’appellation  de  goniomètre  bidimensionnel  [61].  Ce  système  de 
compensation  est  réalisé  grâce  à  la  position  originale  du  diaphragme  de  champ  dans  le 
système (Figure 24).  
On peut schématiser  le système de Transformée de Fourier Optique par une  lentille 
convergente,  l’échantillon étant placé au point focal de  la  lentille. Pour simplifier  le schéma 
optique,  on  peut  utiliser  les  règles  de  tracé  de  rayon  de  l’optique  géométrique  pour  une 
lentille mince dans les conditions de Gauss. Ainsi l’objectif est représenté comme une lentille 
sur  la Figure 24. Pour  résoudre  le problème de  conservation de  l’étendue géométrique, on 
utilise  un  système  de  relais  optique  supplémentaire  qui  limite  l’ouverture  angulaire  au 
niveau du plan de Fourier. Le principe est présenté sur  la Figure 24,  l’EZContrast est muni 
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θ ϕ θ=  
L’éclairement est donné par l’équation suivante, obtenue avec les équations 2.4 et 2.8 : 
(2.9)  0 2
sin( )( , ) ( , )E r S L
k
θϕ θ ϕ θ=  
Cette  évolution  de  l’éclairement  est  représentée  sur  la  Figure  19  sous  le  nom  de 
système d’affichage linéaire et compensation du cosinus. Cette variation de la zone analysée 
permet de faire varier l’éclairement de moins de 30% sur la plage 0°‐80° contre 82% pour  le 



















































champ, muni d’un réticule, est centré sur  l’axe optique. Le champ de  la caméra est  large de 
2mm  et  le  réticule  est  incliné de  45 degrés. Un miroir  amovible permet  le passage, d’une 
visualisation  du  plan  objet,  à  la mesure  du  spectre  angulaire.  La  Figure  26  représente  le 
champ de  la caméra de visualisation. Pour visualiser  l’impact de  la zone de mesure, celle‐ci 




Zone à incidence normale 333 µm
666 µm à 60°
974 µm à 70°









fait  tourner  cette  zone.  Pour  faire  une  mesure,  il  faut  que  la  zone  à  mesurer  soit  sur 
l’échantillon quel que soit l’angle. Pour cela, il faut soit utiliser un motif suffisamment grand 
soit  limiter  la  zone  utile.  La  Figure  27  montre  les  tailles  des  zones  d’analyse  pour  le 










Figure 27. Zone de mesure  induite par  le diaphragme de Champ de  300  μm  et  échantillon 
carré de 100 μm de coté. 
Des problèmes de diffraction peuvent apparaître  lorsque  la zone de mesure est  très 








de Fourier optique. Elle est  constituée de  l’objectif  (3  lentilles) et d’un  triplet  correcteur de 
chromatisme qui permet son utilisation dans tout le domaine du visible. 
Un système de relais optique permettant d’imager ce plan de Fourier sur  la caméra 
CCD.  Il  est  constitué  d’une  lentille  de  champ  et  d’un  système  d’imagerie.  Il  intègre  le 
diaphragme qui défini la taille du pinceau d’analyse. 
Enfin le dernier élément du système est la caméra CCD refroidie à ‐10°C et pilotée par 
ordinateur.  Elle  est  commandée  par  le  logiciel  commercial  EZcom32™  fonctionnant  sous 





Un  cube  semi‐transparent  permet  de  réfléchir  50%  de  la  lumière  incidente  et 
transmettre  aussi  50%.  Ce  cube  autorise  l’ajout  d’un  système  d’illumination  qui  est  le 
symétrique du système d’acquisition par rapport au plan actif du cube semi‐transparent. On 
constate  cette  symétrie  sur  la Figure 28,  le  système optique est ainsi  identique de part et 
d’autre du plan de symétrie. 
Un  système  de  relais  optique  est  ajouté.  C’est  un  système  d’imagerie  incluant  la 
lentille  de  champ  déjà  utilisé  dans  le  système  en  transmission  et  une  optique  qui  joue  le 
même  rôle que  l’optique placée  juste devant  la CCD. On obtient  ainsi un plan de Fourier 
secondaire. 
Une  source  est  placée  dans  le  plan  de  Fourier  secondaire,  ses  caractéristiques 
dépendent de  l’application visée. C’est une  source  étendue  spatialement ou ponctuelle, de 
préférence quasi monochromatique et non cohérente spatialement. 
Remarque :  La  transmission  se  fait  alors  d’un  plan  de  Fourier  à  un  autre  plan  de 
Fourier. Les problèmes de photométrie due à  la variation de  la section efficace du  faisceau 
d’analyse ne sont plus valables car le flux est constant quelle que soit la surface éclairée. Les 
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Comme on peut  le voir  sur  la Figure  28,  l’éclairage  se  fait par  l’intermédiaire d’un 
plan  de  Fourier.  Un  point  correspond  à  un  angle  d’illumination.  Pour  éclairer  de  façon 
sélective angulairement, il suffit donc de choisir les angles voulus sur ce plan (donc les points 
sur le plan de Fourier d’illumination). Il existe deux méthodes pour définir l’éclairage : 










montre  la sphère  intégrante ainsi que  le plan de Fourier en sortie de sphère. La  lumière est 
amenée par l’intermédiaire d’un faisceau de fibres. 
Plan de Fourier d’illumination en 













En  effet  pour  réaliser  des  mesures  goniométriques  de  bonne  qualité  sur  des  surfaces 
inférieures au mm² et des temps de mesures raisonnables (< 1 min). Il convient d’utiliser une 
source ayant les caractéristiques suivantes :  








le  cas  de  l’utilisation  d’un  échantillon  de  référence,  la  puissance  entre  la  mesure  sur 
l’échantillon et la référence doit être constante. 
La source doit être non cohérente spatialement12 pour éviter  les phénomènes dit de 







dans  des  configurations  qu’on  explicitera  alors.  Les  deux  sources  principalement  utilisées 


































La  section  du  faisceau  d’analyse  et  donc  le  diaphragme  de  champ  défini  le  flux 










Les  lentilles, bien que  traitées  avec un  antireflet, ne  sont pas parfaites  et, pour des 
angles  polaires  inférieurs  à  20°,  les  réflexions  ne  sont  pas  négligeables.  Quel  que  soit 
l’échantillon mesuré, une partie de la lumière est réfléchie par les lentilles vers la CCD. Pour 
mesurer ces réflexions on place un piège à lumière en sortie de l’appareil et les mesures sont 
effectuées avec  les  temps adaptés à chaque diaphragme. La Figure 32 montre  les réflexions 




Réflexion  parasite mesurée  pour  le  diaphragme  de 
12 mm : 1= 100% 































dépasser  les 10% et est au moins supérieure à 1% entre  ‐21 et 21 degrés. Pour  tenir compte 
des réflexions parasites, il suffit de soustraire à la mesure, la mesure des réflexions parasites 
correspondant au même diaphragme et à la même source. 
On  constate  aussi  une  forte  augmentation  des  «  perturbations  »  sur  la mesure  du 
signal  lorsqu’on  diminue  la  taille  du  diaphragme.  Sur  la  Figure  32  la  courbe  bleue  est 
beaucoup plus « bruitée » que la courbe verte. Lorsque le diamètre du diaphragme diminue, 
la  zone  d’impact  du  faisceau  sur  les  lentilles  proches  des  plans  conjugués  diminue.  La 
présence d’impuretés ou de défauts des  lentilles  se voit donc en  transmission. Ces défauts 
sont indépendants de l’échantillon et sont non polarisants. Ils font partie de tous les éléments 






Chaque mesure  effectuée  avec  le  logiciel  associé  à  l’instrument  est  corrigée par un 
fichier de calibration. Ce fichier de calibration est mesuré pour chaque taille de diaphragme 
avec un émetteur Lambertien. Cet émetteur est une source qui est à la fois Lambertienne mais 
aussi  en  lumière  blanche,  ce  qui permet de  calibrer  l’instrument pour  toute  les  longueurs 
d’onde  du  visible  car  sa  luminance  est  connue  dans  tout  le  domaine  visible. Ces  fichiers 
permettent de corriger les variations de transmissions des optiques lors d’une acquisition.  
2.6.2 Calibration angulaire 
En  plus  de  réaliser  une  calibration  photométrique,  l’EZContrast  est  calibré 
angulairement.  Pour  cela  on  utilise  une  mire  fixée  mécaniquement  devant  une  source 
représentée  sur  la Figure  33. Les positions des  anneaux de  la mire  sont  ensuite mesurées. 
L’erreur de positionnement mesurée sur l’EZContrast que nous utilisons est de 0,054°. 
 













liberté  pour  le  positionnement  de  l’échantillon.  Le  contrôle  se  fait  par  l’utilisation  de  la 
caméra  de  visualisation  permettant  grâce  à  un miroir  amovible  de  visualiser  la  zone  de 
focalisation.  
2.7.2 Positionnement angulaire 




si  l’échantillon  n’est  pas  parfaitement  perpendiculaire  à  l’axe  optique.  Pour  réaliser  ce 
positionnement plusieurs solutions ont été expérimentées. 
La première solution est  le positionnement par mise au point successive à plusieurs 
endroits  de  l’échantillon. Cette méthode  itérative  bien  que  précise  est  longue  à mettre  en 
place. La seconde solution est  le positionnement par  la mesure d’une couche épaisse  (10‐12 
μm) de silice sur du silicium dont on connaît parfaitement la réponse angulaire. La réponse 
de la silice épaisse présente des maxima concentriques qui lorsque l’échantillon est bien placé 
sont  parfaitement  centrés  (Cf.  chapitre  3).  Le  centrage  peut  se  faire  manuellement  par 






























Une  mesure  de  réflectivité  devrait  théoriquement  être  constante  dans  le  temps.  
Cependant, en pratique, cette mesure n’est pas constante, elle est bruitée. Le bruit de mesure 
a  plusieurs  origines  possibles.  L’origine  du  bruit  peut  être  fondamentale  comme  le  bruit 
photonique, dû à  la nature discrète des photons.  Il existe aussi du bruit de  fond comme  la 
pollution  lumineuse  ou  le  courant d’obscurité, dû  à  l’extraction d’électrons  engendrée par 
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l’agitation  thermique. Enfin,  il  y  a  le  bruit de  signal  lorsque  le  signal  subit des  variations 
aléatoires comme le bruit électronique et les instabilités de la source. 
Dans notre cas, le bruit de photon est négligeable car nous cherchons toujours à avoir 








incident  (speckle,  diffuseur  tournant,  stabilité  de  la  source)  et  du  bruit  électronique  du 
récepteur. Le bruit du  signal peut  être  limité  en  augmentant  le  temps de mesure  et/ou  en 











Diaphragme  12 mm  2 mm  300 μm 
Puissance du laser  0,5 W  0,5 W  0,5 W 
Durée  10 ms  300 ms  20 s 
Bruit de mesure (σ)  0,75 %  0,55 %  0,50 % 
Nous  constatons  que  le  bruit  de  mesure  baisse  quand  la  taille  du  diaphragme 
diminue. Comme nous fixons un niveau de remplissage de la CCD, le bruit de la caméra est 












Figure 34. Trois mesures de  réflectivité, effectuées sur  le même échantillon en changeant  le 
diaphragme, diaphragme de 12 mm à gauche, 2 mm au milieu et 300 μm à droite.  
 On peut distinguer  le bruit de mesure  totalement  aléatoire qui diminue  lorsque  le 
temps de mesure augmente et les erreurs systématiques. Elles sont évaluées en comparant les 
mesures avec  celle  correspondant au diaphragme de 12 mm  corrigé du bruit de mesure et 
pour lequel les erreurs systématiques sont supposées nulles13. La dispersion des mesures est 
la  somme  quadratique  de  la  valeur  du  bruit  et  des  erreurs  systématiques.  Les  résultats 
obtenus sont dans le tableau suivant. 
Tableau 6 : détermination des erreurs systématiques 
Diaphragme  12 mm  2 mm  300 μm 





partie  acquisition.  Un  échantillon  de  référence  permet  de  compenser  ces  variations  de 
transmission. Cette  compensation dépend des propriétés  optiques de  l’échantillon  et de  la 
précision d’alignement des échantillons et des points concernés. Les erreurs systématiques 
induisent des variations sur une mesure qui peuvent selon les conditions de mesure être 
négligeable  ou  atteindre  quelques  pourcents.  La  procédure  expérimentale  et  l’utilisation 
d’une  référence  en  réflexion  permettent d’éliminer  presque  totalement  ces  erreurs  qui  ont 
pour origine  la diminution de  la zone d’impact du  faisceau d’analyse  sur certains dioptres 
comme nous allons le voir. 
2.7.5.2 La conservation de l’étendue géométrique 
Dans  un  système  complexe,  l’étendue  géométrique  est définie  par  le  produit de  la 
taille  du  champ  et  l’ouverture  numérique.  Cette  propriété  caractéristique  du  système  se 




























taille  de  champ  aussi  importante  nécessite  l’utilisation  de  lentilles  à  forte  ouverture 
numérique  qui  ne  seraient  pas  nécessaire  avec  un  champ  restreint.  Les  lentilles  à  forte 




minimiser ces  incertitudes en optimisant  le protocole expérimental mais on ne peut pas  les 
supprimer. Les bruits ont été évalués dans le paragraphe précédent mais les erreurs peuvent 
aussi  venir  des  biais.  Ces  biais  peuvent  avoir  pour  origine  la  position  angulaire  de 





sont  pas  totalement  compensées  par  la  calibration  car  celle‐ci  ne  tient  compte  que  de  la 
transmission. Une  variation de  la  taille du diaphragme  induit  une  variation des  zones de 
transmission utiles  sur  les optiques  lors de  l’acquisition mais  aussi  lors de  l’éclairage. Ces 
variations de  transmission deviennent  importantes avec  le petit diaphragme. Pour  faire des 




Toutes  les  propriétés  évoquées  jusqu’à  maintenant  font  de  l’EZContrast  un  bon 
candidat  pour  la  scattérométrie.  Il  reste  alors  à  évaluer  ses  aptitudes  au  contrôle 
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dimensionnel. Nous mettrons en évidence  les avantages et  les  faiblesses de ce système par 
rapport à d’autres outils de scattérométrie présentés dans le premier chapitre. 
Le point  sur  lequel  nous  voulons  appuyer  est  la  faculté de  ce  système  à  faire une 
mesure  goniométrique  sur un domaine  angulaire de presque  2π  stéradians. Ce  système 
permet de réaliser une mesure collective pour  tous  les angles désirés. Nous verrons dans  le 
quatrième chapitre en quoi l’accès à tout ce domaine angulaire peut amener des informations 
supplémentaires intéressantes. 
L’acquisition de données avec  l’EZContrast a aussi  l’avantage d’être  rapide  (300 ms 
typiquement). En  effet une  seule  acquisition  est  nécessaire  avec  une  caméra CCD  qui  fait 
l’image de la transformée de Fourier. On obtient alors une très grande quantité de données, 
l’acquisition n’est plus un facteur limitant lors de la caractérisation. Le tableau suivant permet 
de  comparer  les  systèmes  de  caractérisation  optique  existant  et  pouvant  être  utilisés  en 
scattérométrie.  J’ai  distingué  notre  système  des  systèmes  classiques  d’ellipsométrie  ou  de 
réflectométrie  multispectrale  et  des  systèmes  d’ellipsométrie  spectroscopique  ou  de 
goniométrie classique. Les critères de  la comparaison sont  le temps de mesure et  le nombre 
de données obtenues. Une donnée est une valeur de la réflectivité ou de l’état de polarisation 
pour  un  angle  et  une  fréquence donnée.  Il  faut  bien distinguer  la  notion de donnée  et  la 
notion d’information. Une  caractérisation peut  être  faite  avec  beaucoup de donnée  et peu 
d’information  et  inversement. Mais  c’est  la  quantité d’information  qui donne du poids  au 
résultat. Dans ce tableau deux types de mesure s’opposent, les mesures séquentielles comme 
les  méthodes  classiques  et  les  mesures  parallèles  permettant  l’acquisition  simultanée  de 
plusieurs données comme les mesures multispectrales ou l’EZContrast.  
Tableau 7 . Tableau comparatif des solutions de scattérométrie 






Temps d’une mesure  300 ms  100 ms  quelques ms 






Capteur  Caméra CCD  Barrette CCD  Cellule photosensible 
Données brutes  > 100.000  100 à 200  200 
 
Non  seulement  les  données  proviennent  de  la  lumière  réfléchie mais  aussi  tout  ce 
qu’il y a autour : diffusion et diffraction. Par exemple, elle permet de caractériser  les ordres 
diffractés  et  la  lumière  diffusée,  tous  deux  potentiellement  riches  en  information.  Enfin, 















Dans  ce  chapitre  nous  avons  décrit  l’instrument  et  commenté  ses  propriétés. 
L’instrument  en  question,  le  goniomètre  bidimensionnel  rapide  est  potentiellement  un 
formidable outil pour la caractérisation optique de composants. L’appareil n’est pourtant pas 
































































sE ,  pE  sont les valeurs du champ décomposé selon les axes s et p. 
xE ,  yE  sont les valeurs du champ décomposé selon les axes x et y. 








14 Remarque : I0= Ex² , I90= Ey²,et  I= Ex²+ Ey² 
15 Les polariseurs sont notés P0 et P90 en référence à l’angle azimutal entre l’axe x et l’axe des polariseurs. Par 






























Figure 37. Représentation  de  la  rotation  du  repère 
























4. Lentille de Fourier
5. Plan de l’échantillon 
6. Piège à lumière 
7.

























Figure 38. Représentation des  éléments  actifs de  l’instrument  et des  systèmes de  coordonnées 
utilisées. On peut distinguer les éléments à symétrie centrale (4 et 5) et ceux sans cette symétrie, 
dont le comportement dépend de x et y. 
Pris  séparément,  tous  les éléments de  la Figure 38 peuvent être  représentés dans  le 
formalisme de Jones. Dans le tableau suivant les différentes représentations sont répertoriées. 
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lentilles sont  inclus dans  ( )pP θ . Un seul terme permet ainsi de rendre compte de toutes  les 
projections au passage des lentilles. Les lentilles sont à symétrie cylindrique donc il n’y a pas 
de dépendance en ϕ. 
La  réflexion  ou  la  transmission  du  cube  n’impose  pas  de  conversion  de 
polarisation.  C’est  une  hypothèse  forte  qui  impose  une  vérification  sur  le  cube  semi‐


































θ φ ϕ ϕ θ
θ φ ϕ ϕ θ
θ φ θ ϕ θ φ θ ϕ
θ φ θ ϕ θ φ θ ϕ
θ−=
⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎣ ⎦





( , ). ( )
( , ) 0 cos( ) sin( ) ( ) 0
0 ( , ) sin( ) cos( ) 0 ( )
( , ) ( )cos( ) ( , ) ( )sin( )
( , ) ( )sin( ) ( , ) ( )cos( )




y s p sx y
x p x s
y p y s
T P
T P
T P T P
T P T P
 
La matrice de passage  rT  est alors définie de la façon suivante : 





⎡ ⎤ ⎡ ⎤⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎢ ⎥ −⎣ ⎦⎣ ⎦ ⎣ ⎦
 
,  ,   et xp xs yp ysT T T T  sont les variables réduites de l’acquisition. Ces 4 variables réduites 
sont  suffisantes pour caractériser  le  système d’acquisition. Elles  sont  surtout  intuitives, par 
exemple  xpT  est  le coefficient  traduisant  le passage de  la polarisation p en polarisation x,  le 
changement de repère  impose une fonction trigonométrique dans  la variable qui est soit un 
cosinus soit un sinus. 
Les  éléments de  la matrice  rT  peuvent  être mesurés directement. Considérons une 
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( , ) 01 0 cos( ) sin( ) ( ) 0 1
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Variable  Nom  Polariseur  Analyseur 
x pT P cos( )ϕ   xpT   P  X 
x sT P sin( )ϕ   xpT   S  X 
y pT P sin( )ϕ   xpT   P  Y 









θ φθ ϕ ϕ
θ φθ ϕ ϕ
θ φ θ ϕ θ φ θ ϕ
θ φ θ ϕ θ φ θ ϕ
θ=
− ⎡ ⎤⎡ ⎤ ⎡ ⎤= ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦





. ( ) ( , )
( , ) 0( ) 0 cos( ) sin( )
0 ( , )0 ( ) sin( ) cos( )
( , ) ( )cos( ) ( , ) ( )sin( )
( , ) ( )sin( ) ( , ) ( )cos( )




ys p s x y
x p y p
x s y s
CP
CP
C P C P
C P C P
 
Une nouvelle matrice de passage que  l’on appellera matrice d’éclairage  rC  est alors 
définie comme suit : 











traduit  sa  fonction.  xpC   est  le  coefficient  traduisant  le  passage  de  la  polarisation  x  à  la 
polarisation p dans  le plan d’incidence. Elles peuvent être mesurées directement. Le tableau 












Variable  Nom  Polariseur  Analyseur 
x pC P cos( )ϕ   xpC   X  P 
x sC P sin( )ϕ   xsC   X  S 
y pC P sin( )ϕ   ypC   Y  P 
y sC P cos( )ϕ   ysC   Y  S 
Le résultat de la mesure directe de ses quatre variables figure en annexe D 
3.2.3 Expression générale de l’intensité sur la caméra 
Notons  R  la matrice  des  coefficients  de  réflexion  selon  s  et  p  de  l’échantillon.  La 
mesure  réalisée avec  l’EZContrast peut être comparée avec  les valeurs  théoriques calculées 
grâce aux matrices  rT  et  rC . Si on veut traiter le problème global de façon matricielle, il faut 
développer  l’équation  3.1,  ce  qui  donne  un  résultat  très  lourd.  En  utilisant  les  variables 
réduites, le problème se réduit au produit de trois matrices connues.  







⎡ ⎤⎡ ⎤ ⎡ ⎤= =⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 
Le développement de cette équation permet d’exprimer  0xI I=  et  90yI I=  qui sont les 
intensités mesurées sur la CCD avec les polariseurs P0 et P90. Nous utiliserons, dans la suite 
du document, ces deux mesures pour  les caractérisations. L’expression de  l’intensité  sur  la 
caméra en fonction du champ polarisé incident est : 
(3.8) 
( ) ( )( )(
( ) ( )( ) )
( ) ( )( )(









x xp xp p xs ps xs xp sp xs s x
inc
xp yp p ys ps xs yp sp ys s y
inc
y yp xp p xs ps ys xp sp xs s x
inc
yp yp p ys ps ys yp sp ys s y
I E T C r C r T C r C r E
T C r C r T C r C r E
I E T C r C r T C r C r E
T C r C r T C r C r E
= = + + +
+ − + + − +
= = − + + +
+ − − + + − +
 
Cette expression est beaucoup plus « simple » que l’expression complète et permet de 
rendre compte de  toutes  les  influences de  l’appareil sur  les polarisations. Pour accéder à  la 








orthogonaux  [10]. Une  lumière  non  polarisée  est  alors  représentée  par  la  somme de deux 
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En  lumière  non  polarisée,  l’intensité  s’exprimant  sur  la  CCD  est  équivalente  à 
l’intensité  induite  par  un  champ  incident  selon  x  et  un  champ  incident  selon  y,  dont  les 
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 et  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2 2
,1 ,2 ,1 ,2
2 2 2 2
0 ,1 ,2 90 ,1 ,2  
x x y y
x x y y
I E E E E
I E E et I E E
= + + +
= + = +
 
(3.11) 
( ) ( )( )
( ) ( )( )
( ) ( )( )















xp xp p xs ps xs xp sp xs s
xp yp p ys ps xs yp sp ys s
yp xp p xs ps ys xp sp xs s
yp yp p ys ps ys yp sp ys s
I T C r C r T C r C r
T C r C r T C r C r
I T C r C r T C r C r
T C r C r T C r C r
= + + + +
− + + − +
= − + + + +
− − + + − +
 











L’utilisation  d’un miroir  de  référence  en  réflectométrie  ou  en  polarimétrie  est  une 
chose courante soit pour  la calibration d’un  instrument soit pour contrôler  les variations de 
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• Le  minimum  de  différence  possible  entre  pr et  sr .  Cette  condition  est 







Le  principe  de  l’utilisation  de  la  référence  est  de  déterminer  la  mesure  de 
l’échantillon à partir de  la valeur  théorique et de  la mesure de  la  référence. Nous allons 





savons  que  la  lumière  subit  des  transformations  de  polarisation  en  passant  du  plan  de 
Fourier  d’illumination  au  plan  de  focalisation,  mais  nous  supposerons  ici  que  ces 
transformations se compensent pour toutes les directions de propagation. Cette hypothèse est 
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 et  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2 2
, , , ,
2 2 2 2
0 , , 90 , ,  
x p x s y p y s
x p x s y p y s
I E E E E
I E E et I E E
= + + +
= + = +
 
,x pE   représente  le  champ  selon  x,  ayant  pour  origine  la  répartition  statistique  des 
composantes selon p du champ incident. En supposant que la partie éclairage du système ne 






(3.13)  O r i rJ C J C
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xp yp xp xs xp yp xp xs yp ys
r r
xs ys yp ys xp xs yp ys xs ys
C C C C C C C C C C
C C
C C C C C C C C C C
∗ − ⎡ ⎤+ −⎡ ⎤ ⎡ ⎤= = ⎢ ⎥⎢ ⎥ ⎢ ⎥− − +⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 
La  condition  de  non‐cohérence  et  de  non‐polarisation  de  la  lumière  incidente  sur 
l’échantillon  réside  donc  dans  la  nullité  des  éléments  anti‐diagonaux  et  l’égalité  entre  les 
éléments  diagonaux.  Il  faut  en  effet  que  la matrice  oJ   soit  proportionnelle  à  la matrice 
identité pour conclure que le système optique n’apporte pas de cohérence. 
(3.16) 
( ) ( )
2 2 2 2
cos sin ( ) 0xp xs yp ys p s x y x y
xp yp xs ys p s
C C C C P P C C C C
C C C C P P
− = − = ⇒ =




sur  le  cube  semi‐transparent  est  la  même  en  x  et  en  y  et  si  les  lentilles  ne  sont  pas 
dépolarisantes. 
3.3.1.5 Justification de l’utilisation de la référence 














1 cos( ) sin( ) ...
2
1 cos( ) sin( )
2
ech ech ech ech ech
xp p xs sp xp ps xs s
ech ech ech
x p p x s sp
ech ech
x p ps x s s
I T r T r T r T r
I T P r T P r
T P r T P r
ϕ ϕ
ϕ ϕ




Une seconde hypothèse est que  pP = sP  de sorte que l’on peut simplifier l’équation par 
l’équation suivante, avec A une constante dépendant de  xT et de  pP . 
(3.18)  ( ) ( )( )2 20 cos( ) sin( ) cos( ) sin( )ech ech ech ech echp sp ps sI A r r r rϕ ϕ ϕ ϕ= + + +  
Cette  constante A est  la même quel que  soit  l’échantillon, elle ne dépend que de  la 
puissance  de  la  source  et  des  propriétés  de  transmission  de  l’appareil.  On  peut  s’en 
débarrasser  en utilisant  la mesure de  l’échantillon de  référence. On définit  alors  la  valeur 
théorique approchée de la mesure de la référence,  _0
th refI , en posant :  
(3.19)  ( ) ( )2 2_0 cos( ) sin( ) cos( ) sin( )th ref ref ref ref refp sp ps sI r r r rϕ ϕ ϕ ϕ= + + +  
Ceci nous permet de déterminer  rapidement A et  la valeur  théorique approchée de 








1   et   
th ref ech th ref
th ech ech
ref ref
I I II I
A I A I
= = =  
La  constante  A  s’élimine  dans  le  traitement  des  données,  La  valeur  théorique 
approchée de l’intensité mesurée avec les deux polariseurs est alors : 
(3.21) 
( ) ( )





cos( ). sin( ). sin( ). cos( ).
sin( ). cos( ). cos( ). sin( ).
th
p sp s ps
th
p sp s ps
I r r r r
I r r r r
ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
= + + +
= − + + −
 
Ces  expressions  nous  permettent  de  déterminer  deux  variables  proportionnelles  à 
l’intensité de  la caméra et qui ne dépendent que des propriétés  réflectives de  l’échantillon. 
Ces expressions ne sont valables que si  les  trois hypothèses sont validées. Lorsque  l’azimut 
est égal à 0° ou 90°, on peut relâcher certaines hypothèses.  
3.3.1.6 Utilisation de la référence pour ϕ = 0 ou ϕ = 90   
La  référence utilisée n’induit pas de conversion de polarisation  (ie  0sp psr r= = ). Les 
expressions des intensités mesurées avec les deux polariseurs sur la caméra pour la référence 
sont alors : 
(3.22)  ( ) ( ) ( ) ( )2 2 2 20 901 1 1 1  2 2 2 2ref ref ref ref ref refxp p xs s yp p ys sI T r T r et I T r T r= + = +  
On peut développer ces expressions pour faire intervenir les paramètres inconnus. 
(3.23) 
( ) ( )





1 1cos( ) sin( )
2 2
1 1sin( ) cos( )
2 2
ref ref ref
x p p x s s
ref ref ref
y p p y s s
I T P r T P r







détermination  de  0I . Nous  avons  défini  la  valeur  théorique  approchée  de  l’intensité  par 
rapport au modèle idéal de l’instrument. Cette valeur théorique est donnée par : 
(3.24) 
( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2_
0
2 2 2 2_
0
cos( ). sin( ).
cos( ) sin( ) cos( ) sin( )
th ref ref ref ref
p s p
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I r r r
I r r r r r r
= + =
= + + + = +
ϕ ϕ
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(3.26)  ( ) ( )( ) ( )( )
2







pth ech ech ech ech
x p p x p psref
ref
x p p
rII I T P r T P r
I T P r




ech th echI I=  et  _90 90ech th echI I=  pour ϕ = 0 ou ϕ = 90. Les hypothèses 




qui peut  être  calculée  théoriquement. Cette  expression  est  toujours valable  sur  les  axes de 
polarisation qui sont aussi les axes privilégiés dans l’appareil et vaut :  
(3.27) 
( ) ( )





cos( ). sin( ). sin( ). cos( ).
sin( ). cos( ). cos( ). sin( ).
th
p sp s ps
th
p sp s ps
I r r r r
I r r r r
= + + +
= − + + −
ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
 
Ces expressions ne sont valables pour tous les azimuts que si : 
• L’éclairage est incohérent et non polarisé. ( x yC C=  et  p sP P= ) 
• p sP P=  quel que soit l’angle θ 
• La référence utilisée est telle que  ref refp sr r=  
Ce  sont  ces  expressions  qui  sont  utilisées dans  toutes  les  caractérisations  avec  une 




de  valider  la  fonction  goniométrique de  l’appareil  avant une utilisation  sur des  structures 
plus complexes. 
3.3.2.1 Choix des couches minces. 
Pour valider  les capacités de  l’EZContrast,  J’ai choisi d’utiliser des couches de silice 

































Le  résultat est  très bon,  les deux courbes  sont  tout à  fait  similaires. Seul  le bruit de 
mesure change, il est de 0,2 % avec le photogoniomètre et de 0,76% avec l’EZContrast. Cette 
première  comparaison  est  encourageante  et  nous  avons  alors multiplié  les  comparaisons 
entre  les  résultats  obtenus  avec  le  goniomètre  bidimensionnel  et  l’outil  de  référence  en 
caractérisation des couches minces, l’ellipsomètre spectroscopique.  
3.3.2.3 Mesure et comparaison avec les résultats obtenus en ellipsométrie 
De  nombreuses  comparaisons  ont  été  effectuées  sur  des  échantillons  homogènes 
caractérisés  avec  un  ellipsomètre  Jobin  Yvon  Uvisel.  Les  résultats  obtenus  pour  trois 
monocouches  et  pour  l’oxyde  natif  du  silicium  sont  répertoriés  dans  le  tableau  9.  La 
cohérence des résultats obtenus par les deux techniques est très bonne. Ceci montre que notre 
appareillage fourni des résultats comparables avec ceux obtenus par les techniques classiques 





Epaisseur (nm)  Indice n  Epaisseur (nm)  Indice n 
1  2 ± 0.2  /  1,6 ± 0.2  / 
2  94,5 ± 0.5  1,452 ± 0.001  93,7 ± 0.6  1,449 ± 0.001 
3  2502 ± 10  1,467 ± 0.003  2528 ± 5  1,455 ± 0.005 
4  /  /  9471 ± 6  1,402 ± 0.005 
La mesure  de  l’épaisseur  de  l’oxyde  natif  a  été  réalisée  par  analyse  de  l’angle  de 
Brewster du silicium. La caractérisation des couches minces a été réalisée par régression sur 































en  ellipsométrie.  Il  est  en  effet  très  difficile  de  caractériser  les  couches  très  épaisses  en 
ellipsométrie  visible.  Les  franges  d’interférences  sont  alors  trop  nombreuses  et  trop 
rapprochées,  il  faut utiliser un ellipsomètre  Infra  rouge. A  contrario,  le nombre de  franges 
d’interférence est plus faible en goniométrie et comme on peut le voir sur la Figure 40, elles 
sont très sensibles à un petit décalage angulaire comme celui que nous pouvons observer sur 
Rs.  L’observation  de  la  symétrie  des  coupes  Rs  et  Rp  sur  cet  échantillon  est  d’ailleurs  le 
meilleur  système  que  nous  ayons  trouvé pour  aligner  l’axe  normal  à  l’échantillon  et  l’axe 
optique.  L’ensemble  des  résultats  obtenus  sur  les  couches  minces  est  présenté  dans  les 
publications  [64]  et  [65]. Nous  avons  observé  que  pour  les  couches  épaisses  (>  1μm),  la 
goniométrie était  souvent plus  sensible que  l’ellipsométrie. Les mesures présentées dans  le 
tableau  11  ont  été  réalisées  par  régression  sur  les  figures  d’interférences  en  utilisant  un 
algorithme  de  Levenberg Marquard.  La  précision  donnée  dans  le  tableau  est  l’incertitude 




méthodes. La  raison de  ce décalage doit  être  l’inhomogénéité des  couches mesurées  ou  la 
sous‐évaluation du bruit. La Figure 41 représente deux cartes, l’une expérimentale (à gauche) 
et  l’autre  simulée  (à  droite)  pour  l’échantillon  de  2528  nm.  Les  deux  cartes  semblent  très 
proches, mais avant de conclure sur  la validité de  la valeur  théorique approchée en dehors 
des axes, il nous faut caractériser plus précisément l’appareil. 
                                                     
17 L’explication du calcul des incertitudes se trouve en Annexe G 
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La  méthode  de  caractérisation  utilisant  une  référence  est  une  méthode  simple  et 




lumière  issue d’une sphère  intégrante. Cependant  les multiples réfractions et réflexion dans 
l’appareil (en particulier sur le cube) sont inévitablement polarisantes. Même si certains effets 
se compensent, on peut s’attendre à ce que la lumière arrivant sur l’échantillon soit polarisée. 
La seconde hypothèse est  ref refp sr r= . Cette hypothèse est vérifiable par  la caractérisation de 
l’échantillon de  référence par d’autres moyens  comme  la goniométrie  et  l’ellipsométrie. La 
dernière hypothèse est que  p sP P= . Malheureusement il n’existe pas de mesure directe de ces 
deux variables. La caractérisation de l’instrument nous en apprendra plus sur le sujet. 
3.4 Caractérisation de l’instrument 
Le  but  de  la  caractérisation  complète  de  l’instrument  est  de  mieux  comprendre 
l’instrument  et,  si  cela  est  possible,  de  s’affranchir  de  la  mesure  de  la  référence  et  des 




Le  but  de  ce  paragraphe  est  de  déterminer  les  propriétés  de  l’éclairage  qui  nous 
permettra de  connaître  l’état de  la  lumière  arrivant  sur  l’échantillon quelles que  soient  les 
directions de propagation et d’évaluer les points sensibles de la conception de l’appareil. 




Ce point  source est  réalisé par  la  sortie d’une  fibre dans  laquelle  la  lumière non  cohérente 
issue du dispositif de mise en forme de la source est injectée. Un système de déplacement de 
l’extrémité de la fibre dans le plan de Fourier est mis en place. Comme le montre la Figure 42, 
Le  faisceau  collimaté  sortant  de  l’instrument  est  analysé  à  l’aide  d’un  polariseur  et  d’une 
photodiode  placée  dans  une  sphère  intégrante.  L’ensemble  étant  fixé  sur  un  système 






















Figure 42. a)  Schéma  représentatif  du  dispositif mis  en  œuvre  pour  déterminer  les matrices 
d’éclairement.  b)  Photo  du  dispositif.    La  détection  synchrone mesure  le  flux  arrivant  dans  la 
sphère intégrante (cube bleu sur la photo) 
Le  résultat  de  la mesure  est  présenté  en  annexe  D.  Comme  prévue  les  variables 
évoluent en cosinus ou sinus de  ϕ .  Il apparaît aussi une diminution de  l’intensité mesurée 
quand  on  s’éloigne  de  l’axe  optique  de  l’instrument.  Dans  le  plan  d’incidence  la 
décomposition du champ et de  ses propriétés de  réflexion  se  fait  selon  s et p. Connaître  le 
champ p arrivant sur l’échantillon revient à ajouter le champ p venant de  xE  et celui venant 
de  yE . La valeur de l’intensité du champ est le carré de ce résultat. La Figure 43 montre les 
cartes  obtenues  en  sommant  les  deux  matrices  correspondantes  ( ( )2xp ypC C+ pour  pI   et ( )2xs ysC C+  pour  sI ).  








Figure 43. Matrices  de  l’éclairage  sur  l’échantillon  en  polarisation  S  et  P  (valeurs  données  en 
intensité).  L’intensité  du  champ  sE   arrivant  sur  l’échantillon  est  représentée  sur  la  carte  de 
gauche, l’intensité de  pE  sur la carte de droite. 
La  Figure  43 montre  la  différence  de  la  transmission  selon  les  polarisations.  Ces 
mesures nous permettent de statuer sur la première hypothèse nécessaire à l’utilisation de la 
référence. Cette hypothèse est que  pE = sE . Cette hypothèse n’est pas validée par la mesure. 










Figure 44. Intensité  de  l’éclairage  de 
l’échantillon  en  fonction  des  angles 
d’incidences. (unité arbitraire) 
 
Les mesures effectuées  ici ne peuvent pas en  théorie être assimilée à  la  transmission 
de  l’éclairage  car dans  le  système mesuré,  l’étendue géométrique n’est pas  limitée  comme 

























































pour  la mesure  d’un  lambertien mais  en  utilisant  les  polariseurs.  Pour  réaliser  l’émetteur 
lambertien nous avons utilisé un émetteur diffus non polarisé nous l’avons placé dans le plan 
focal de  l’objectif. L’émission en  sortie de  cette  sphère n’est pas parfaitement  lambertienne 
mais elle est parfaitement non polarisée. Nous avons donc mesuré  la  transmission selon  les 
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Les  mesures  sont  fortement  bruitées  pour  des  raisons  expérimentales,  les 
inhomogénéités d’éclairement balaient toute la dynamique de la caméra. 
 
Figure 46. Représentation  du  rapport  entre  l’intensité  transmise  pour  la  polarisation  P0  et 
l’intensité totale à gauche et entre P90 et l’intensité totale à droite. 
Ces deux  cartes nous donnent plusieurs  informations  intéressantes. La première est 





différence entre  pP  et  sP  ou les variations de transmission lorsque l’axe de propagation de la 
lumière  s’éloigne du  centre du  cube.  Il  est  important de  savoir  quelle  est  l’origine de  ces 
variations car si cette différence est due aux  lentilles  le phénomène a  lieu  lors de  l’éclairage 
puis lors de la transmission. Si le phénomène est dû aux propriétés du cube, la transmission 
du  cube  lors  de  l’acquisition  peut  compenser  en  partie  la  réflexion  sur  le  dioptre  lors  de 
l’éclairage. Cette dernière remarque vient de la propriété d’un dioptre non absorbant : R+T=1.  
3.4.2.2 Mesure en lumière polarisée 
Les mesures dont  le principe est exposé maintenant  sont difficiles à  réaliser.  Il  faut 
d’abord mettre en forme un pinceau de lumière polarisée par rapport au plan d’incidence. Il 
faut ensuite que ce pinceau soit mobile pour  toujours  intercepter  la zone de mesure et ceci 
















Figure 47. Dispositif  de  caractérisation  en  transmission  de  l’appareil.  Principe  et  photo  du 






aura pour  image un point  sur  la CCD. Ce point peut  se  situer  sur un pixel ou  à  coté. Un 
faisceau présentant une  légère divergence de 2.5° sera  imagé sur 80 pixels ce qui  limite  les 
imprécisions. Pour réaliser un tel dispositif il faut réaliser un système à deux axes de rotation 
(en pointillé rouge sur  la  figure), ces deux axes sont perpendiculaires et se croisent dans  la 
zone de  focalisation de  l’instrument  (centre de  la  rotation  tridimensionnelle). Pour pouvoir 
placer cette intersection à la bonne place il faut rajouter un système de positionnement à trois 
axes et  les moyens pour vérifier  l’alignement sont  limités. Encore une fois  le faisceau utilisé 
est produit par un laser argon, dont on contrôle la puissance et la stabilité. La cohérence du 
laser est réduite grâce à un dépoli tournant (déphasage aléatoire) puis injectée dans une fibre 
multimode.  Cette  fibre  est  ensuite  placée  devant  une  lentille,  avant  un  polariseur  et  un 
diaphragme (Cf. Figure 47). 
La difficulté de la méthode n’a pas permis d’avoir des résultats satisfaisants en terme 
de  confiance dans  les mesures.  Il  a donc  fallu  se  tourner vers une méthode  indirecte plus 
simple à mettre en œuvre mais a priori tout aussi fiable. 
3.4.3 Mesure de la polarisation induite par l’appareil 
Quelle  que  soit  la  polarisation  incidente,  on  peut  mesurer  0I   et  90I   grâce  aux 
analyseurs placés selon x et selon y.  
(3.29) 
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On  connaît  incxE et 
inc
yE   qui  est  l’état  de  la  lumière  dans  le  plan  de  Fourier 
d’illumination. Les paramètres de  l’éclairage  ainsi que  les propriétés de  réflexion de notre 
échantillon de référence sont connues. Les seules inconnues sont les quatre paramètres de la 
transmission.  Pour  déterminer  ces  inconnues  on  peut  utiliser  l’échantillon  de  référence  et 
faire varier l’état de polarisation en entrée et en sortie du système.  
Le Tableau 12 présente les quatre possibilités de mesure de cet échantillon en faisant 
varier l’analyseur et le polariseur. Nous noterons les quatre résultats obtenus :  1I ,  2I ,  3I  et  4I . 
Tableau 12. Variables intermédiaires 
Nom  Polariseur  Analyseur 
1I   X  X 
2I   Y  X 
3I   X  Y 
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Figure 48. Mesure  des  variables  intermédiaires  dans  le  cas  du miroir  d’argent.  1I   est  la  carte 
obtenue en utilisant un polariseur et un analyseur en x,  2I  : en y et en x,  3I  en x et en y,  4I  en x et 
en y. Les phénomènes observés pour  les  angles proches de 45°, 135°, 225° et 315°  sont dus  à  la 
polarisation induite par l’optique.  
L’aspect particulier de ces cartes peut s’expliquer en développant  les expressions de 
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p p s sP r P r= . Ces deux produits de variables ne 
dépendent  que  de  l’angle  d’incidence. On  constate  que  cette  condition  est  vraie  pour  des 




d’incidence,  pP   s’éloigne  de  sP .  L’explication  la  plus  probable  est  l’importance  de  la 
projection  sur  les  lentilles  qui  augmente  dans  l’expression  de  pP   pour  les  grands  angles. 
L’intensité  observée  en  2I   et  3I   traduit  la  polarisation  induite  par  l’appareil. Cependant, 
même si une partie de  la  lumière passe de  la polarisation x à y,  l’inverse est aussi vraie. La 
mesure de  0I  comprend  la  lumière venant de x mais aussi de y.  l’hypothèse stipulant que 
l’instrument  ne  polarise  pas  la  lumière  est  fausse,  nous  l’avons  démontrée mais  elle  est 
compensée.  Une  part  à  peu  près  égale  de  l’intensité  passe  de  x  à  y  et  inversement.  La 
différence entre  le modèle  idéal et  l’instrument réel se  trouve donc dans  la différence entre 
ces deux participations, cʹest‐à‐dire entre  2I  et  3I . 
(3.32) 
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Les  paramètres  importants  sont  donc  la  rotation  de  polarisation  induite  pas  les 
lentilles ainsi que la différence entre  x yT C  et  y xT C . On peut tracer les cartes de la variation de 
l’intensité  mesurée  due  aux  transformations  de  polarisation.  Cʹest‐à‐dire  2 3 0/I I I−   et 
2 3 90/I I I−  
 
 
Figure 49. Mesure  de  l’effet  polarisant  de  l’appareil  en  tenant  compte  de  l’éclairage  et  de 
l’acquisition  sur  0I (à  gauche)  correspondant  à  2 3 0/I I I−   et  90I (à  droite)  correspondant  à 
2 3 90/I I I−  
Ces  cartes  représentent  le pourcentage d’erreur  entre  la mesure  réelle  et  la mesure 
idéale  si  l’instrument  n’était  pas  polarisant.  Il  faut  rappeler  que  l’échantillon  de  référence 
utilisé a justement été choisi pour être non polarisant. Pour visualiser cette différence on peut 
tracer  des  coupes,  par  exemple  pour  0I ,  de  ‐90°  à  90°  en  azimut.  La  Figure  50  est  la 



























Figure 50. Mesure  de  l’erreur  induite  sur  une  mesure  lorsque  l’échantillon  mesuré  est  non 
polarisant. Sur un autre échantillon l’amplitude de cette erreur peut varier. 
Cette polarisation mesurée est comme prévue, quasi nulle  sur  les axes de  l’appareil 
mais  peut  atteindre  plus  de  10%  entre  ces  axes.  L’hypothèse  réellement  utilisée  dans  la 
procédure de mesure avec une  référence est que  l’éclairage n’induit pas de dépolarisation. 
Nous  savons  qu’une dépolarisation  existe  que  ce  soit pour  la mesure de  l’échantillon  que 
pour  la  référence.  L’utilisation  de  la  référence  va  compenser  en  partie  ce  défaut  mais 




polarisation  lors de  la mesure d’un échantillon structuré connu car mesuré à  l’ellipsomètre. 
La procédure de mesure avec une référence est appliquée au calcul de la signature d’un objet 
fortement  anisotrope  :  un  réseau  de  résine  sur  silicium.  Les  propriétés  de  ce  réseau  sont 
caractérisées à l’ellipsomètre Jobin Yvon Uvisel. La mesure au goniomètre bidimensionnel est 
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Figure 51. représentation  de  la  section  d’une 








































































Figure 52. Représentation  de  la  valeur  théorique  approchée  de  la  mesure  et  de  la  mesure 
expérimentale. 3 coupes sont représentées pour θ fixe à 20, 40 et 60°. Pour chaque coupe l’azimut 
varie de 0 à 90°. 
Une première  constatation  est que  la  formule  théorique approchée  est proche de  la 














































Figure 53. Mesure de  la différence entre  la  formulation et  l’expérimentation en valeur absolue, 
représentée pour 11 coupes azimutales de 20 à 70°. La différence entre la mesure et l’expérience est 
entre 0,5 et 5 %   









domaine  angulaire.  La  différence  observée  au  dessus  de  50°  est  due  aux  problèmes  de 
transmission en polarisation des optiques car elle est quasiment nulle aux azimuts 0 et 90° (au 



















Expérience P90 Simulation P90





Les deux  cartes  sont  très proches,  cependant  il  faut noter quelques différences peu 
visibles  à  l’œil  nu  sur  ces  cartes.  Au‐dessus  de  76°  (entouré  sur  la  Figure  54),  la  carte 
expérimentale présente une baisse d’intensité par rapport à la carte simulée. Par la suite nous 
considérons  que  la  formule  théorique  approchée  que  nous  avons  déterminée  est  valable 








pour  pouvoir  l’étudier.  Cette  étude  ne  nous  a  pas  permis  de  déterminer  précisément  la 





propriétés  qui  rendent  notre  caractérisation  correcte.  Ces  informations  sont  des  clés 




Pour  conclure  sur  l’utilisation de  l’ EZContrast, nous pouvons exprimer  l’intensité 
mesurée tout en ayant conscience des biais introduit par la machine dans certaines zones. 
Ces biais ont heureusement peu de conséquences sur les régressions et nous avons multiplié 














































d’onde de  l’onde diffractée, perpendiculaire aux  lignes du réseau, diffère de celle de  l’onde 
incidente en suivant la relation : 
(4.1) 
2 2   avec      et  sin( )mx x x x x
x
k k mK K kπ π= + = = θΛ λ  
On nommera  xK  le vecteur réseau,  xΛ  la périodicité selon x, et m un nombre entier 
appelé  ordre  de  diffraction.  Cette  loi  traduit  une  coïncidence  de  phase  entre  les  ondes 
réémises  (diffractées) par  les  éléments périodiques de période  xΛ . Lorsque  les ondes  sont 





représente  la  condition  de  propagation  des  ondes  planes.  En  effet  l’onde  plane  sera 
propagative  si  et  seulement  si  2 2 20x zk k k+ =   et  zk est  réel.  L’onde  incidente  (en  noir  sur  la 




























Comme  il  est  énoncé  dans  l’introduction  du  paragraphe  4.1.1  il  existe  des  réseaux 






















Figure 56. Diffraction  d’un  réseau  d’objets  doublement  périodiques.  a) :  Représentation  des 













= +  avec  x x
2K π= Λ  et  y y
2K π= Λ  
 
Dans  cette  équation  m  et  n  sont  les  ordres  de  diffraction  respectivement  de  la 
périodicité en x et en y. L’application de la loi des réseaux dans ce cas permet de déterminer 
la direction de propagation des ondes diffractées, dans  le plan d’incidence ou hors du plan 
d’incidence. La Figure 57 montre  les combinaisons de  xK  et de  yK xK  possibles. Le  rayon 
    4 – Résultats obtenus sur les réseaux 
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propagation  sur  les  axes  x,  y  et  z.  Cette  dernière  formulation  est  la  plus  simple  pour 





































⎛ ⎞ϕ = ⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞+⎜ ⎟θ = ⎜ ⎟⎝ ⎠  
Avec  l’utilisation  des  coordonnées  sphériques  la  notion  du  sens  des  vecteurs  est 
perdue. Il faut alors bien faire attention lors du calcul des coordonnées sphériques de ne pas 
se tromper de  ±π . Il existe alors des fonctions permettant de déterminer  l’arctangente d’un 
    4 – Résultats obtenus sur les réseaux 
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angle en fonction de la partie réelle de  xk  et de  yk . Avec le logiciel Matlab® Cette fonction est 
« atan2 » et donne un résultat compris entre +π  et ‐π .  
4.1.1.4 La modélisation électromagnétique 
La  plupart  des  problèmes  électromagnétiques  peuvent  se  formuler  en  terme  de 
diffraction  d’une  onde  électromagnétique  par  un  obstacle.  L’élément  important  de  la 
modélisation électromagnétique est le rapport entre la dimension de l’obstacle (dimension L) 
et la longueur d’onde considérée (λ ). 





dites  asymptotiques  telles  que  l’optique  géométrique,  l’optique  physique  ou  la  théorie 
géométrique de la diffraction sont alors utilisées. 
Lorsque L≈λ ,  les dimensions  considérées  sont du même ordre de grandeur que  la 




est  petite  devant  la  période  la  théorie  géométrique  de  la  diffraction  est  suffisante.  Si  la 
longueur d’onde est beaucoup plus grande que la période, l’onde électromagnétique est alors 
peu sensible aux motifs. Dans ce cas on peut utiliser la théorie de l’indice effectif (EMT19, de 
[68]  à  [71]).  Si  la  longueur d’onde  et  la période  sont du même  ordre de  grandeur,  il  faut 
utiliser  une  méthode  de  calcul  à  formulation  rigoureuse.  Parmi  toutes  les  méthodes 
électromagnétiques  rigoureuses  existantes  nous  avons  choisi  la  RCWA20.  La  théorie  de  la 
RCWA  (ou MMFE)  a  été  largement  développée  dans  la  littérature,  l’historique  de  cette 




Nous  travaillons  sur  un  réseau  périodique  éclairé  par  une  onde  plane.  Il  a  été 
démontré par Floquet que  le champ est alors pseudo périodique, de période,  la période du 
réseau. 
Théorème  de  Floquet :  Si  les  coefficients  d’une  équation  différentielle  sont 
périodiques  ( (x)ε  par exemple) alors  il existe une  solution pour  laquelle  l’amplitude de  la 
fonction d’onde est périodique. Cette fonction d’onde peut être présentée sous la forme d’une 
série de Fourier et d’un terme de phase.  
La  fonction d’onde et  la permittivité peuvent donc être décomposées dans  le réseau 
sur  une  base  commune  dit  base  de  Floquet  sur  laquelle  on  peut  résoudre  l’équation 
différentielle. Le principe de cette méthode est d’exprimer  le champ à  l’intérieur du  réseau 
sous la forme d’ondes couplées se propageant selon l’axe z, ce qui donne en TE : 
                                                     
19 EMT : Effective Medium Theory 
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(4.6)  avec    0 superstrat
2  et  sinxik j k n
π δ δ θ= + =Λ  










ε ε Λ=∑  
Cette décomposition de  la permittivité est nécessaire à  la résolution de  l’équation de 
Helmholtz dans  le  cas Transverse Electrique  (TE). Dans  le  cas TM  il  s’agit de décomposer 
l’inverse  de  la  permittivité  de  la  structure  périodique  sur  une  base  de  Floquet.  Les 
décompositions sont représentées comme une somme de termes indexés par i. On utilise en 




























Ordre 0 Ordre 1 Ordre 2 Ordre 3  
Figure 58.  Principe d’approximation de  la permittivité en une somme de  fonction d’amplitude 
iε   sur  la  base  de  Fourier.  L’abscisse  des  graphique  représente  la  fraction  de  Λ ,  l’ordonnée 
représente la permittivité. Ici la somme s’arrête à l’ordre 3. 
Il  a  été démontré  que  le nombre d’ordre  optimal dans  la  gamme de période  et de 
longueur d’onde que nous utilisons est entre 15 et 20 [75]. Il existe cependant une erreur due 
à  l’approximation. Nous en  tiendrons compte dans  les erreurs de modèle. L’application de 
cette décomposition a comme conséquence que plus la pente des réseaux est forte plus il faut 
d’ordres  dans  la  décomposition.  Lorsque  la  longueur  d’onde  est  très  grande  devant  la 
période, un seul ordre suffit, c’est le fondamental 0ε . Lorsque seul le fondamental compte, on 





par certains comme Weidner  [72]comme  la méthode qui peut remplacer  la RCWA pour  les 



















Figure 59. Logiciel  d’acquisition  des  données. Cette  interface  permet  de  définir  des  styles  de 
mesure et de contrôler la température de la CCD. Les résultats de la mesure d’un réseau de 500 nm 
de période, avec un polariseur selon x (P0) et avec 4 masques différents sont représentés. Dans le 
sens  de  lecture,  nous  avons  utilisé  le masque  « demi‐espace »,  aucun masque,  le masque  « en 
thêta » et le masque « en phi ».  
Le  logiciel  permet  de  définir  des  styles  de mesure  comprenant  toutes  les  données 
nécessaires à  l’acquisition et permet de contrôler  la  température de  la CCD. Il y a plusieurs 
configurations de mesure possibles, comme il a été évoqué au chapitre 2. Différents masques 
sont  disponibles  et  permettent  de  limiter  le  domaine  angulaire  de mesure.  La  Figure  59 
    4 – Résultats obtenus sur les réseaux 
  4‐75




Ordre -1 Ordre 0













500 nm d’une onde plane de 532 nm permet de visualiser  simplement  l’ordre  ‐1. Le passage de 
l’ordre 0 à l’ordre ‐1 correspondant est représenté par les flèches orange. La flèche jaune pointe sur 
les variations d’intensité appelées anomalies de Wood. 
Comme  on  peut  le  voir  sur  la  Figure  60, Un  réseau  de  500  nm  de  pas  (période) 
présente  l’avantage  d’avoir  une  partie  de  son  spectre  angulaire  de  réflexion  diffracté  sur 
l’ordre  ‐1 à 532 nm. Sur  les cartes de droite,  l’ordre spéculaire occupe  la partie droite de  la 
carte et l’ordre ‐1 de diffraction du réseau occupe la partie gauche. La carte en bas à droite de 




















symétrique par rapport à  l’axe optique de celui de  la  lumière réfléchie. De façon rigoureuse 
l’utilisation des cartes des variables réduites déterminées en annexe peut nous permettre de 






























A priori, plus  la  longueur d’onde utilisée sera petite, plus  le  réseau paraîtra gros et 
donc  la  sensibilité  augmentera.  Cependant,  nous  sommes  limités  par  d’autres  contraintes 
matérielles. Le système optique de l’EZContrast transmet dans la gamme de longueur d’onde 
du visible. Il n’est donc pas possible d’utiliser une longueur d’onde inférieure à 300 nm. Nous 
verrons aussi que  les grandes  longueurs d’onde du visible peuvent être  intéressantes dans 
certains  cas  où  la  profondeur  de  pénétration  est  importante  pour  la  caractérisation. Nous 







Une  fois que nous avons obtenu  les cartes complètes de  0I   (P0) et  90I   (P90),  il  faut 








propriété 21 sp psR R= . Li [74] a montré théoriquement que  0 0sp psr r= − . L’exposant fait référence 
à  l’ordre  de  diffraction.  Cette  propriété  n’est  valable  que  si  le  réseau  est  à  géométrie 
symétrique. Il a aussi montré que pour les ordres plus élevés  m msp psr r= . La propriété observée 
par Logofatu ainsi que par Kats [82][83] a pour conséquence que l’intensité mesuré en ϕ  est 
la même  qu’en  ‐ϕ   pour  un  réseau  symétrique.  Les  réseaux  que  nous mesurons  dans  ce 




système  de  mesure.  Il  existe  deux  types  de  configurations  de  mesure  point  par  point 
                                                     




développés en goniométrie. En goniométrie classique,  l’azimut est  fixe et  souvent égal à 0. 
Nous  appellerons  ce  type  de  caractérisation,  les mesures  en  « thêta »  puisque  dans  cette 
configuration  l’angle  polaire  θ  (thêta)  est  la  variable du  spectre  étudié.  Il  existe  aussi des 
procédés de mesures où c’est  l’angle θ qui est fixe et  l’angle azimutal ϕ  (Phi)22 varie. Nous 
appellerons  ce  type  de  caractérisation  les  mesures  en  « Phi ».  Chaque  type  de  mesure 
correspond à un masque que nous avons déjà évoqué. 
Nous  allons  comparer  la  sensibilité  au  bruit  de  ces  deux  configurations  pour  des 
mesures bruitées (σ=1%). Comme tous les cas sont différents, nous avons choisi deux réseaux 
dont  les  caractéristiques  sont  différentes  mais  représentatives  des  réseaux  devant  être 
mesurés en scattérométrie. La longueur d’onde de la simulation est 532 nm et l’azimut est fixé 
à 0° pour la configuration en « thêta » et l’angle polaire à 70° pour la configuration en « Phi ». 
La  régression  est  faite  sur  30  points  de  mesure.  Les  réseaux  sont  en  résine  et  leurs 
caractéristiques sont présentées dans le tableau suivant. 
Tableau 14 caractéristiques des réseaux utilisés pour l’étude de sensibilité 
  Période  Dimension Critique  Hauteur 
Réseau 1  500 nm  250 nm  200 nm 





























22 C’est le cas de la Phi-scatterometry développée au Fraunhofer institute. 







  En « thêta »  En « Phi »  En « thêta »  En « Phi » 
Ecart type CD en nm (%)  2,8 (1,12 %)  2 (0,8 %)  0,2 (0,8 %)  2,2 (8,8 %) 





Le  réseau  1  a une  période  assez  grande  par  rapport  à  la  longueur d’onde donc  le 













qu’une  couche mince  anisotrope dont  les propriétés  sont  celles d’une  couche dont  l’indice 
optique est  l’indice moyen du réseau. La configuration goniométrique classique est alors  la 

































Figure 63. Graphique  représentant  la dispersion des  résultats de  la  caractérisation de mesures 
bruitées pour  le réseau 2 et pour  les deux configurations. Nous avons  tracé sur  le graphique  les 
points représentatifs des réseaux pour lesquels le produit (hauteur)x(largeur) est constant. 
Sur la figure est représenté en carré rouge les points caractéristiques des réseaux ayant 
tous  le même produit  indice*épaisseur. Lorsque  l’angle θ est fixe on ne peut pas décorréler 







taille  plus  importante,  la  caractérisation  en  « phi »  est  plus  à  même  de  déterminer 
précisément  les paramètres  topographiques  car  le domaine des points utilisés  traverse des 
zones de forte sensibilité. De cette étude il faut tirer une première leçon : les zones angulaires 











variations d’intensité  (position des anomalies de Wood)[66]. La  figure suivante présente  les 
zones de sensibilité de la mesure de P0 et P90 (haut et bas) à une variation de hauteur ou de 
largeur du réseau 1 (gauche et droite). Les cartes représentent en fait les dérivées partielles de 
P0  et  P90  par  rapport  aux  deux  paramètres  cités.  Logofatu  [76],  de  la même manière  a 
                                                     
24 Cf. Annexe C 
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Figure 64. Zone  de  sensibilité  de  P0  et  P90  à  une  variation  de  hauteur  ou  de  CD.  Le  réseau 
nominal à une période de 500 nm et ses lignes ont une section rectangulaire de 250 nm de large et 
270 nm de haut. L’échelle de  couleur  représente  la dérivée partielle de  l’intensité mesurée par 
rapport à chacun des paramètres (simulation Matlab®). 
La position de  ces  anomalies  varie  avec  la période du  réseau  considéré mais  aussi 
avec  le  facteur  de  remplissage  (CD/Λ ).  Une  étude  spécifique  réalisée  sur  un  réseau 
présentant  ce  type  de  variation  brutale  de  l’intensité  corrobore  ce  résultat ;  Drège,  par 
exemple s’est intéressé à des réseaux très similaires [77]. Chaque réseau a une sensibilité qui 
lui est spécifique c’est pourquoi nous allons généraliser  l’utilisation des données azimutales 
(cʹest‐à‐dire  les données pour  ϕ  compris  entre  0  et  90°) mais  en utilisant plusieurs  angles 
polaires.  Logofatu  a  nommé  l’analyse  des  configurations  optimales  de  mesure  « SAF » 
(Sensibility Analysis for fitting) mais il ne possédait pas la liberté de configuration que nous 
avons  avec  notre  système  goniométrique.  Il  n’est  donc  pas  évident  de  déterminer  quelle 
configuration  est  intéressante,  cependant  il  semble  important  d’aller  chercher  ces 
informations en dehors des axes 0 et 90°. De plus, les données azimutales nous donnent accès 








réseaux  ont  une  surface  compatible  avec  des mesures  de  qualité  (1*2 mm,  utilisation  du 
diaphragme  de  2  mm).  Nous  travaillerons  dans  une  première  partie  sur  la  réflexion 
spéculaire des  réseaux  sans nous occuper de  la  lumière diffractée ou diffusée. Les  réseaux 
étudiés ont  été  caractérisés  avec  l’ellipsomètre  spectroscopique Uvisel du  laboratoire  et  au 
Microscope  Electronique  à  Balayage  du  département D2NT  du  LETI  par  Johann  Foucher. 
Cela nous permet de réaliser la comparaison entre ces différents systèmes de caractérisation. 
Il faut noter que l’utilisation du MEB, rend impossible toute nouvelle mesure, la mesure MEB 





Figure 65. Image MEB de  la  section  d’un 
réseau  de  résine  sur  silicium  dont  nous  avons 










nombreux  réseaux.  Les  réseaux  caractérisés  sont  des  réseaux  de  lignes  obtenus  par 
lithographie  UV  grâce  à  une  collaboration  avec  le  département  D2NT  du  CEA  et 
STMicroelectronics. Différents réseaux, définis par le couple (CD, période), ont été réalisés et 




constante de  l’ordre de 270 nm puis a été  insolé 4  fois avec  le même masque et des  temps 








Figure 66. Images MEB de  trois des quatre  réseaux de  l’étude,  le quatrième  réseau n’a pu être 




Ces  trois  réseaux  ont  été  analysés  au  MEB  pour  en  déterminer  les  caractéristiques 
morphologiques. (Figure 70) 
 














































Moyenne 248,33 266,61 269,82
Sigma 10,85 14,59 3,03
période
Moyenne 511,73 521,35 512,05
Sigma 13,17 3,59 7,88
CDTOP1
Moyenne 212,39 219,13 218,17
Sigma 4,26 7,04 7,59
CDTOP2
Moyenne 242,55 254,10 248,33
Sigma 4,58 6,38 12,02
CDBOTTOM1
Moyenne 274,63 279,45 267,90
Sigma 6,29 7,65 10,27
CDBOTTOM2
Moyenne 399,12 381,15 299,02





Le  quatrième  réseau  est  le  réseau D4  qui  a  été  rendu  inexploitable  par  l’étape  de 




longueur  d’onde  et  les  conditions  angulaires  de mesure. Une  fois  ce  choix  effectué,  pour 
extraire  les points voulus des  cartes obtenues expérimentalement nous utilisons un  second 




Moyenne cadran 1 et 2




Figure 68. Interface de capture des données. L’échantillon de  référence utilisé  ici est un miroir 
d’aluminium couvert de silice. L’interface permet de moyenner  
Nous avons vu dans  le  chapitre précédent que  les  coefficients anti‐diagonaux de  la 
matrice  de  réflexion  sont  égaux  pour  la  mesure  de  la  réflexion  spéculaire  d’un  réseau 
symétrique.  C’est  pourquoi  nous  réalisons  une  moyenne  sur  les  deux  quarts  de  carte 
représentés en orange sur la Figure 68. Ce logiciel permet d’extraire les données de la mesure 
de  l’échantillon et de  les diviser par  la mesure de  référence  réalisée peu avant ou après  la 





les  points  en  dessous  de  20°,  car  ils  n’apportent  pas  beaucoup  plus  d’information 
supplémentaire et qu’ils ont déjà subit un traitement numérique avec la soustraction du fond 
noir. De même,  les points au dessus de 70° ont été  laissés  car  ils  sont moins  fiables  (bruit, 
biais dus à  la méthode, problèmes de  transmission). La Figure 69 montre  la  représentation 
des points utilisés lors de la régression, les 209 points sont représentés en une succession de 
courbes azimutales (θ constant) accolées les unes aux autres. Cette représentation sous forme 
graphique  permet  de mieux  visualiser  la  différence  entre  les  deux  signatures,  ce  que  la 
représentation par carte ne permet pas. Sur la figure, nous avons noté l’angle polaire associé à 
chaque courbe azimutale. Nous pouvons alors utiliser le résultat de la mesure pour réaliser la 
régression sur  0I  (P0) et sur  90I  (P90) comme deux signatures classiques. 
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( ) ( , , ,... ,....., )1 N i i j M
ii
y x y x a a a a
N M =
−⎛ ⎞χ = ⎜ ⎟− σ⎝ ⎠∑  
Dans cette formule,  ( )iy x  est  la mesure du point  i avec  les paramètres de mesure x. 
1 2( , , ,.. ,..., )i j My x a a a a   est  la valeur  simulée de  la mesure pour  les paramètres  ix   et  les M 
paramètres  ajustables  du  modèle  ( ja ).  Cette  formulation  permet  de  tenir  compte  de 
l’incertitude associée à chacun des points. La différence entre  la valeur mesurée et  la valeur 
simulée d’un point, pondérée par sa dispersion ( ( )( )1 2( , , ,..... ) /i M iy x y x a a a− σ ) s’appelle  le 
résidu.  Dans  cette  formule  N  est  le  nombre  de  points, M  est  le  nombre  de  paramètres 
ajustables. Les  iσ  sont les incertitudes de mesure connues sur chaque point. N‐M est le degré 






hypothèses.  Ces  hypothèses  sont  des  conditions  sur  les  résidus  en  chaque  point  et  sont 
développées en Annexe G.  
Les résidus ont une distribution gaussienne centrée sur zéro. Cela  implique que  la 
mesure  ne  soit  pas  biaisée  (pas  d’erreurs  systématiques).  Cependant,  un  modèle  ayant 
suffisamment de paramètres permet de réduire la distribution des résidus à une distribution 


















Le modèle de base utilisé  est un modèle  à  3 paramètres  :  la hauteur,  la dimension 
critique et la pente. L’indice de la résine a préalablement été mesuré par ellipsométrie. Le χ² 


































Réseau  Méthode  CD (nm)  H (nm)  δ (°) 
2χ   A (nm²)
EZContrast  298,9 (±7,30)  278,4 (±1,95)  75,0 (±4,44)  405  83130 
Ellipsométrie  324,4 (±11,25)  270,9 (±5,34)  64,2 (±7,12)  1040  87879 D1 
X‐SEM  305,5  248,3  75    71241 
EZContrast  289,6 (±4,81)  277,0 (±0,90)  78,0 (±3,12)  113  80219 
Ellipsométrie  292,6 (±11,38)  277,5 (±5,26)  76,1 (±5,06)  436  81196 D2 
X‐SEM  266,5  266,6  79,3    71049 
EZContrast  276,1 (±2,23)  273,4 (±0,59)  81,9 (±2,84)  38,7  75486 
Ellipsométrie  273,2 (±2,90)  275,8 (±1,30)   83,2 (±1,43)  27,4  75348 D3 
X‐SEM  258,0  269,8  83,6    69608 
EZContrast  263,0 (±3,57)  270,6 (±1,10)  84,9 (±2,85)  102  71168 
D4 
Ellipsométrie  259,9 (±2,38)  273,1 (±1,56)  86 (±1,39)  49,6  70979 
La valeur du  2χ  est définie de la façon suivante : 
(4.9) 
( ) ( )
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La valeur du  2χ  est définie pour que, dans  les conditions  idéales,  il soit égal à 1. Le 
nombre de points est 2N (N=209 ou N=50) et M = 3. La valeur de la dispersion des mesures est 
choisie  arbitrairement  de  1%  de  la  valeur  expérimentale  pour  la  goniométrie.  Pour  les 
mesures ellipsométriques il est choisi de 0,01 en valeur absolue car Is25 et Ic sont des variables 
variant de –1 à 1 et qui peuvent donc s’annuler. Comme nous l’avons décrit dans le chapitre 
4,  la  valeur  du  2χ   permet  de  donner  une  validité  à  nos  régressions. Un  2χ   autour  de  la 
centaine et en dessous est un bon indice de confiance. Une bonne régression pour laquelle la 
dispersion  des mesures  est  bien  évaluée  doit  atteindre  la  valeur  de  1.  Si  cette  valeur  est 





proches. Le  calcul de  l’aire de  la  section des  lignes montre  que  les mesures  obtenues  par 




















− ⎛ ⎞∂σ = α α = ⎜ ⎟⎜ ⎟σ ∂⎝ ⎠∑  
Dans ces expressions  y  est la variable de la régression (P0 et P90 dans notre cas).  ja  
est le paramètre ajustable considéré,  iσ  est la dispersion associée à chaque point. La seconde 
expression nous donne directement  l’incertitude  (l’intervalle de  confiance)  sur  l’ajustement 
du paramètre. 
(4.11)  2 2j jaδ = ± χ Δχ σ  
Le calcul  fait  intervenir  le  2χ  ainsi qu’un paramètre  2Δχ  dépendant du nombre de 
paramètre  ( 2Δχ =  9  pour  1  paramètre,  2Δχ =  14,2  pour  3  paramètres)  26.Le  2Δχ   définit  la 
probabilité  désirée.  L’incertitude  calculée  ici  est  un  intervalle  de  confiance  dans  lequel  le 
résultat  doit  se  trouver  avec  une  probabilité  de  99,73%.  Nous  pouvons  constater  que 
l’intervalle  de  confiance  donnée  en  goniométrie  est  ici  plus  petit  que  celui  donné  en 
ellipsométrie. Bien que  les  intervalles de  confiance  soient proches  ils ne  se  recouvrent pas 
toujours. Deux hypothèses sont alors envisageables. Soit la précision des mesures a été sous 
évaluée,  soit un  biais de mesure  n’a pas  été  considéré. La  réalité  se  trouve dans  les deux 
hypothèses puisque nous avons considéré un bruit gaussien de 1% alors que le bruit mesuré 
est de 0,55%. La  raison est que nous avons  intégré au bruit de mesure, une estimation des 
erreurs  de mesure.  Si  le  bruit  de mesure  est  surévalué,  les  incertitudes  réelles  sont  plus 
grandes ce qui permet  le recouvrement des deux intervalles. Si il existe un biais,  l’intervalle 
ne varie pas mais  le  résultat de  la  régression est erroné. Une autre  raison possible de cette 






comparons  ce  résultat aux  coupes  réalisées au MEB,  les  réseaux présentent des défauts de 
pied et de sous gravure qui peuvent être importants comme pour les réseaux D1 et D2. Toute 
la suite de l’étude se fera avec ce réseau qui présente l’avantage de ne pas être parfait. Pour 
affiner  les  régressions nous allons utiliser un modèle plus  complexe,  constitué de deux ou 
                                                     
26 Le 2Δχ  permet d’ajuster le calcul d’incertitude pour que la probabilité que le résultat soit dans l’intervalle soit 
supérieure à 99,7 % quelque soit le nombre de paramètre Cf. tableau 18 
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corrélation entre  les paramètres ajustables comme  la compétition entre  les paramètres (forte 



















Figure 70. Schéma  du  modèle  à 
deux  trapèzes utilisé dans  le module 




Tous  ces paramètres  sont des paramètres pouvant  être  ajusté  lors de  la  régression. 
Juste  par  le  raisonnement,  nous  pouvons  prévoir  les  pièges d’un  tel modèle. La  première 
observation  est  l’anticorrélation de h1  et de h2.  Il  sera  très difficile de déterminer  sur une 
signature si une variation est due à  l’un ou a  l’autre. En effet si  l’un augmente,  l’autre peut 
diminuer pour compenser la variation de signature. Les deux paramètres sont en compétition 
et  un  des  deux  peut  prendre  le  dessus  sur  l’autre  car  les  variations  appliquées  sur  les 
paramètres sont proportionnelles à celui‐ci. La variation d’un petit élément sera négligeable 
devant la variation du complémentaire.  La Figure 71 présente le résultat de la caractérisation 
du  réseau D2 avec 2  trapèzes  et 5 paramètres. Une  solution  est d’utiliser deux paramètres 
différents qui  seraient par  exemple  la hauteur  totale  et  le  rapport  entre  les deux hauteurs. 
Nous n’avons pas essayé un tel modèle faute de temps. 
 







Figure 71. Résultat  d’une  régression  avec 
deux  trapèzes.  La  compétition  entre  les 





Il est  inutile de montrer  les courbes  théoriques et expérimentales,  la différence entre 
les courbes n’est pas visible à l’œil nu, nous nous intéresserons uniquement à la valeur du  2χ . 
Dans  le processus de détermination du profil des  lignes, nous avons  introduit un  troisième 
trapèze  dans  le modèle.  Le  nombre  de  paramètres  qui  est  trop  important  a  aussi  comme 
conséquence que l’écart type sur les variables obtenues est très grand. Avec 7 paramètres les 
incertitudes  sont  au moins  2  fois  supérieures  à  celles obtenues  avec  3 paramètres. Si nous 
laissons  l’optimisation  suivre  son  cours  avec  7  paramètres  nous  pouvons  obtenir  deux 
solutions Ces deux solutions sont représentées sur  la Figure 72, elles correspondent à deux 
minima locaux. 














































Pour  calculer  la matrice  de  covariance  des  paramètres,  il  faut  utiliser  le  Jacobien 
calculé en annexe F, soit pour le calcul d’incertitude soit pour l’ajustement des paramètres si 





−⎡ ⎤= ⎣ ⎦  
Cette matrice symétrique donne une information sur le degré de corrélation27 entre les 
paramètres.  Si  l’élément ,k lα   de  la matrice  de  covariance  est  très  petit  en  valeur  absolue 
devant  ,k kα  et  ,l lα , alors  les paramètres k et  l sont peut corrélés, si au contraire  il est plus 
grand que les deux autres, il sont corrélés voir en compétition si il est très négatif. 
                                                     





ajustables,  nous  avons  acquis  une  certaine  expérience.  Lors  de  la  caractérisation  d’une 
structure  périodique,  il  faut  procéder  par  étapes.  La  première  étape  est  une  étape 





avec deux modèles différents. Pour  les deux polarisations P0 et P90,  la  courbe bleue est  la 
courbe expérimentale et  la  courbe  rouge est  la  courbe  théorique. Le premier modèle est  le 
modèle basique  et  le  second,  le modèle  à  trois  trapèzes  où nous  avons  fixé  la hauteur du 
premier  (40 nm) et du dernier  trapèze  (20nm) pour  rendre compte des effets de pied et de 
rondeur. 
= 2.93











































































La première constatation est que  l’adéquation entre  la courbe  théorique et  la courbe 
expérimentale est meilleure avec  le  second modèle. Les  résultats obtenus  sont  très proches 
des mesures de la Figure 67. La régression a abouti à une structure plus proche de la structure 
observée  au  MEB.  Et  l’expérience  a  montré  que  cette  procédure  d’optimisation  de  la 
caractérisation permet d’avoir de très bonnes régressions. Pour cet exemple nous atteignons 
un  2χ  de 2,93, ce qui peut être considéré comme excellent. Nous avons aussi observé que la 















paramètre  valeur   incertitude  paramètre  valeur  incertitude  paramètre  Valeur 
CD  289,6  4,81  h1  40  /  h1  9,2 
h  277,0  0,9  h2  203,8  0,16  h2  67,2 
Pente  78  3,12  h3  20  /  h3  170,1 
      f1  485,8  11,9  h4  20,1 
      f2  319  2,10  f1  500 
      f3  245  2,16  f2  381 
      f4  233,1  23,7  f3  279,4 
            f4  254,1 
            F5  219,1 
 
Comme  nous  avons  pu  l’évoquer  précédemment  les  incertitudes  données  dans  le 
tableau ne sont valables que si  le bruit est gaussien, que si  les points et  les paramètres sont 
indépendants  entre  eux  et qu’il n’y a pas de biais de mesure. Cependant,  la valeur de  ces 
incertitudes nous permet d’avoir un ordre de grandeur et un moyen de comparaison relative 
entre  les  paramètres.  La  première  remarque  après  lecture  du  tableau  est  que  nous  avons 
gagné  en  précision  sur  les  paramètres  définissant  le  trapèze  central,  avec  une  incertitude 
inférieure au nm sur la hauteur et de l’ordre de 2 nm sur la largeur. Par contre la largeur de la 
base de la structure (f1) et la largeur de son sommet (f4) sont définies avec beaucoup moins 
de précision. Le peu de  sensibilité de  ces paramètres peut  s’expliquer par  son  importance 
réduite sur  l’efficacité de diffraction (variation de  l’aire de  la structure). Cela explique aussi 
comment on peut se retrouver avec des structures non réalistes. Nous pouvons quand même 


















Figure 74. Représentation  et  comparaison  graphique  du  résultat  des  caractérisations 
goniométriques  et  en  microscopie  électronique.  En  bleu :  le  résultat  de  l’optimisation  des 






Nous  avons  maintenant  les  moyens  nécessaires  pour  comparer  le  résultat  de  la 
régression  et  la  valeur  de  l’intensité mesurée  pour  le  réseau D2.  Ce  réseau  présente  des 
caractéristiques  topologiques  qu’il  a  fallu  mettre  en  évidence  et  quantifier  lors  de  la 
caractérisation. Nous avons représenté sur  la  figure suivante  les différentes cartes obtenues 








Différence  P90P90 simuléP90 mesuré







La question de  l’optimisation de  la caractérisation par  le biais du choix des données 
est  une  question  souvent  posée  et  la  réponse  passe  par  le  choix  des  points  donnant  la 
meilleure sensibilité. C’est cette méthode que nous avons évoquée au début du chapitre. A la 
lumière  de  l’expérience  acquise  dans  ce  domaine  il  faut  modérer  cette  réponse.  Certes 
l’augmentation  de  la  sensibilité  des  points  utilisés  permet  de  réduire  l’incertitude  sur  les 
paramètres dans  le  cas  idéal d’un bruit gaussien  et d’un modèle  idéal. Mais  ces points de 
forte  sensibilité  sont  aussi  les points où  les  erreurs de  calcul ou de mesure  (si  ce  sont des 
points anguleux) sont  les plus  importantes  [35].  Il  faut donc aussi utiliser des points moins 
sensibles au bruit qui apportent de la robustesse à la régression. 
4.3.5.2 Choix des variables 
Dans  les  chapitres précédents nous  avons utilisé  les deux paramètres  0I (P0)  et  90I  
(P90) pour  réaliser  les  régressions. Ces deux variables  sont utilisées  car  elles  apportent  les 
mêmes  informations qu’en goniométrie. Sur  les axes 0 et 90°,  la mesure est équivalente à  la 
mesure de Rp et de Rs. Entre ces deux axes,  la mesure  s’enrichit des valeurs des éléments 
anti‐diagonaux. On peut réaliser des régressions en utilisant par exemple le rapport entre les 










varie  fortement. La Figure 76 montre  l’intensité mesurée en P90 pour  les  trois  réseaux que 
nous avons pu mesuré au MEB et dont l’image est représentée au dessus. 
 
Figure 76. Comparaison  du  champ  diffracté  pour  3  des  réseaux  étudiés. De  gauche  à  droite, 
mesure de P90 du réseau 250/500 obtenu avec la dose 1 (B9), la dose 2 (B10) et la dose 3(B12) 
L’énergie diffractée augmente  fortement avec  la « qualité » du  réseau. En  fait, deux 
facteurs s’ajoutent  ici. La présence d’un  fond de  résine entre  les  lignes a pour conséquence 
une diminution de  la hauteur de  la modulation d’indice comme pour D1  (Figure 67). Cette 
diminution  de  hauteur  diminue  l’efficacité  de  diffraction  du  réseau.  Il  faut  noter  que  la 
différence observée  sur  l’ordre  ‐1 ne  se voit pas  sur  l’ordre 0. On peut aussi  supposer que 
dans  le cas où de  la résine reste entre  les  lignes, c’est cette  fine couche qui envoie  l’énergie 
dans le silicium absorbant. 
4.3.6.2 Etude quantitative du champ diffracté  
Les  programmes  de  modélisation  numérique  à  notre  disposition  permettent  de 
simuler  l’intensité  diffractée  et  d’extraire  les  intensités  diffractées  sur  les  cartes 














Figure 77. Représentation  de  l’intensité  diffractée  et  de  l’intensité mesurée  sur  l’ordre  ‐1.  La 
différence entre les deux cartes est assez importante malgré certaines tendances. La forme spéciale 
des bords de  la  zone diffractée  sur  l’intensité  simulée  est due  à  l’interpolation utilisée  lors de 
l’affichage. En rouge se trouve l’intensité mesurée et en bleu l’intensité simulée 
L’étude du  champ diffracté  ne  nous  permet  pas de  réaliser  une détermination des 
propriétés  topographiques  des  lignes  par  calcul  inverse.  La  raison  principale  est  que  les 




lignes  comme  nous  l’avons  constaté. Cependant  la  simulation  de  cette  intensité  diffractée 
avec  les  paramètres  trouvés  lors  de  la  caractérisation  ne  rend  pas  compte  d’une  telle 
diminution.  L’intensité  perdue  est  soit  diffusée  par  les  rugosités  visibles  au  MEB  soit 
absorbée dans  le  silicium  sous  le  réseau. C’est  ce genre de  remarque qui nous  a poussé  à 
travailler aussi sur la lumière diffusée. 
4.3.7 Etude du champ diffusé  
L’étude  des  champs  diffusés  est  un  problème  complexe  mêlant  statistique  et 
électromagnétisme. Nous  allons dans  ce paragraphe nous  limiter  à  quelques  observations. 





Figure 78. Mesure de  la  lumière diffusée sur  le miroir d’aluminium ainsi que sur un réseau de 
800 nm de période obtenu avec le masque utilisé pour la configuration dite en « phi ». 
Ce que nous appelons lumière diffusée est le résultat de la redistribution de la lumière 
incidente par un  objet de  taille  comparable  à  la  longueur d’onde. Un milieu diffusant  est 
composé  d’un  très  grand  nombre  d’objets  de  cette  taille  comme  par  exemple  une  surface 
rugueuse.  Par  l’analyse  de  la  lumière  diffusée  un  expérimentateur  peut  retrouver  la 
dispersion  statistique  de  la  taille  de  ces  objets  diffractants  appelé  aussi  rugosité  par 
l’intermédiaire du calcul de BRDF ou de TIS28. La BRDF permet de déterminer les fréquences 
spatiales présente dans  la  rugosité,  le  calcul du TIS permet de déterminer  en mesurant  le 
champ  total  diffracté  de  déterminer  la  valeur  moyenne  de  la  rugosité  [85].  Certaines 










la  répartition  de  l’énergie  diffractée,  nous  avons  travaillé  sur  l’ensemble  de  la  lumière 
diffusée.  Grâce  à  l’utilisation  d’un  masque  permettant  d’éclairer  le  réseau  sous  tous  les 
azimuts et pour des angles polaires supérieurs à 50°, nous avons mesuré  l’intensité diffusée 
pour des angles  inférieurs à 50° et nous  l’avons quantifiée. De  la même  façon, nous avons 
mesuré l’intensité totale réfléchie et diffractée pour les quatre réseaux de la série. Nous avons 





l’évolution de  l’intensité  totale  réfléchie  et diffractée  (en  rouge)  ainsi  que  l’intensité  totale 
diffusée (bleu marine). Chaque évolution est normée sur la valeur obtenue pour le réseau B14 
                                                     
28 BRDF : bidirectionnel reflective distribution function, TIS : Total Integrated Scattered light 
29 La lumière réémise est la somme de toutes les intensités mesurées, que ce soit venant de la lumière réfléchie, 





réseau  le mieux  développé  et  le moins  bien  développé.  De  la même manière  l’intensité 


















montre  que  plus  la  rugosité  apparente  augmente,  plus  d’intensité  diffusée  est  importante  par 
rapport à la lumière réémise. 





conclusions  sont  à  prendre  avec  précaution. Nous  avons  aussi  observé  des  différences  de 





Le  sujet de  la mesure de  rugosité vient d’une demande des  industriels qui veulent 
pouvoir contrôler la rugosité des flancs des lignes gravées. C’est une demande relayée entre 
autre par la RoadMap ITRS qui met l’accent sur les problèmes inhérents à la rugosité. Avant 
de présenter  les différents  types de  rugosité  il  faut  comprendre  leur origine.  Il ne  faut pas 
perdre de  vue  que  les dimensions  considérées  sont  nanométriques  et  que  les  résines  sont 
composées de polymères. Ces molécules peuvent atteindre 10 nm de long, ce n’est donc pas 
étonnant qu’il existe des variations de  la planéité des flancs de quelques nanomètres. Parmi 
ces  rugosités  on  peut  distinguer  deux  types  de  rugosité  [89]  dont  les  conséquences  sont 
différentes.  Le  premier  type  de  rugosité  est  la  rugosité  de  flanc,  « line  edge  roughness »  en 
anglais (LER). C’est par convention  la variation du bord de  lignes par rapport à sa position 
moyenne. Elle s’exprime en nm et représente trois fois  la dispersion de  la position du bord. 
Son  influence  n’est  pas  directement  perceptible  sur  les  performances  des  transistors 
contrairement  à  la  rugosité  de  seconde  catégorie.  La  seconde  catégorie  de  rugosité  est  la 















dont  les  conséquences  sur  les  propriétés  électriques  des  transistors  sont  très  différentes.  La 
variation de  la  largeur des  lignes  (LWR)  à des  conséquences beaucoup plus  importantes  sur  la 
vitesse des transistors 




avons  travaillé avec des  réseaux de  résine sur silicium  réalisés par E‐Beam. Cet  instrument 




modulés  périodiquement.  Les  réseaux  sont  définis  comme  le  montre  la  Figure  81,  Les 
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Figure 81. Présentation  des  différents  réseaux  utilisés  lors  des  expérimentations.  A  est 
l’amplitude  des  rugosités,  P  est  la  période  des  rugosités.  3  types  de  réseaux  sont  utilisés,  des 
réseaux présentant deux modulations qui peuvent être  soit en phase  (PHA)  soit déphasé  (DEP) 












Figure 82. Photographie  MEB  des  différents  types  de  réseaux  réalisés.  Les  réseaux  ont  une 
période de  500 nm, pour  125 nm de  large. Les  rugosités  ont une période de  250 nm pour une 
amplitude de 25 nm.  
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L’étude des  réseaux présentant une modulation  latérale  est un problème de  réseau 
bipériodique  plus  qu’un  problème  de  rugosité mais  cette  étude  nous  permet  de  faire  des 
conclusions intéressantes sur le comportement des réseaux décalés. Pour étudier ces réseaux 




nous comprenons  les effets de  la rugosité sur  les ordres diffractés nous pourrons avoir des 
pistes  sur  son  comportement  pour  la  lumière  diffusée.  Nous  utiliserons  le  calcul  de  la 
position  des  ordres  de  diffraction  pour  traiter  séparément  les  ordres  et  ainsi  cibler  notre 



















les  mesures  pour  dégager  ces  ordres  du  bruit  de  fond.  La  Figure  85  montre  les  cartes 
obtenues. Nous y apercevons  les ordres +1 et  ‐1 de  la diffraction de  la rugosité. L’intérêt de 
ces  cartes est d’observer  le  comportement de  la  lumière diffracté  lorsque  l’incidence  sur  le 
réseau est parallèle aux lignes. 
Ordre de diffraction 0,-1 
 
Figure 85. Mesure  des  échantillons  de  réseau  rugueux  déphasé  (DEP)  et  en  phase  (PHA).  Les 
rugosités  ont une période de  1  μm  et une  amplitude de  50 nm. Nous  allons nous  intéresser  à 
l’intensité diffractée encadrée en vert.  
Pour chaque amplitude de rugosité et pour chaque type de réseau nous avons intégré 
l’intensité  diffractée  dans  le  rectangle  vert.  Le  résultat  de  ces  mesures  se  trouve  sur  le 
graphique  de  la  Figure  86.  Il  semble  que  la  lumière  diffractée  ne  dépende  pas  alors  du 
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les  rugosités des  flancs. Lorsque  les deux cotés sont  rugueux,  l’intensité diffractée est deux  fois 
plus importante que si un seul coté est rugueux. Dans ce type de mesure, le bruit est important et 
est représenté sur la carte. 
Le  résultat  que  nous  venons d’énoncer  est  intéressant mais  soulève  la  question  de 
savoir  si  les  deux  rugosités  d’une même  ligne  se  comportent  toujours  indépendamment 
malgré  une  distance  les  séparant  de  seulement  125  nm.  Pour  cela  nous  nous  sommes 
intéressés à d’autres azimuts et en particulier au plan d’incidence perpendiculaire aux lignes. 
4.4.3.2 Etude de la diffraction pour un angle polaire variable 


















avons utilisé une  astuce de  transformation des  coordonnées qui permet de  représenter  les 
ordres  diffractés  sur  une même  ligne  dont  les  points  sont  plus  faciles  à  extraire.  Si  nous 
comparons  les  intensités diffractées des  3  types de  réseau  et des  ordres  (0,‐1)  et  (‐1,‐1)  en 
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Nous  constatons  sur  la  Figure  précédente  que,  lorsque  la  lumière  incidente  est 
perpendiculaire aux lignes, les effets sur les ordres diffractés sont très différents de ceux déjà 






la  lumière diffractée par  les deux  réseaux de part et d’autre de  la  ligne. Dans  les premiers 
ordres de  la  lumière diffractée par  les  rugosités,  le  terme de phase entre celle‐ci  intervient. 
Lorsque  les réseaux sont décalés d’une demi période (que nous appelons en phase pour  les 
oscillations des bords)  la  lumière diffractée est quasi nulle. Quand  les  réseaux ne  sont pas 
décalés  (déphasé pour  les oscillations)  l’intensité diffractée est presque deux  fois plus  forte. 
La discrimination des deux  types de rugosité en passant par  l’étude de  la diffusion semble 
envisageable.  
4.4.4 Etude comparative de la goniométrie et de l’ellipsométrie   
Nous  avons  essayé  de  caractériser  ces  réseaux  par  ellipsométrie.  Le  résultat  est 
intéressant. Pour les réseaux ne présentant pas de modification de leur largeur (pas de LWR), 
les variables ellipsométriques sont quasi identiques quelque soit l’amplitude des rugosités et 
la  largeur mesurée  est  au  alentour  de  115  nm.  Par  contre  L’ellipsométrie  est  sensible  aux 
variations  de  largeur  et  de  forte modification  apparaissent  dans  le  spectre  comme  nous 
pouvons l’observer sur la Figure 89. Sur cette figure nous n’avons tracé que Ic par commodité 
car  les  observations  sur  Is  sont  les mêmes.  Quelque  soit  l’amplitude  de  la  rugosité,  les 
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Figure 89. Comparaison  des  signatures  ellipsométriques mesurées  (Ic)  pour  les  deux  types  de 
réseaux (en phase et déphasé)  
Les phénomènes observés soulèvent  le problème de  la scattérométrie qui ne permet 
pas  d’imager  les  lignes  mais  seulement  d’analyser  leur  comportement.  L’utilisation  de 




Dans  ce  chapitre nous avons  essayé d’aborder  tous  les points  sensibles du  contrôle 
dimensionnel  par  voie  optique. Après  avoir mis  en  place  les moyens  et  les  outils  à  notre 
disposition,  nous  avons  travaillé  sur  une  série de  4  réseaux  présentant des différences de 
formes du fait de la variation des temps d’insolation de la résine. Cette étude met en évidence 
les  dangers  de  la  scattérométrie. Comme  c’est  une méthode  de  résolution  d’un  problème 
inverse  l’apport d’information  a priori  est primordial. Les  incertitudes  sur  les  résultats  en 
dépendent ainsi que  les hypothèses qui servent à  la modélisation du problème. Néanmoins 
nous  avons pu mettre  en place une procédure de  caractérisation  efficace  qui nous permet 
d’éviter  tous  les pièges  et  ainsi  obtenir des  résultats  très  satisfaisants. Nous  avons  ensuite 




la  largeur des  lignes et  l’effet des rugosités  latérales. Il apparaît donc possible d’étendre ces 
observations aux rugosités aléatoires et aux phénomènes de diffusion ce qui  laisse un  large 
champ d’expérimentations à entreprendre. Dans  le prochain chapitre nous allons continuer 













































très  important que  la couche supérieure soit bien placée par  rapport à  la couche  inférieure 
pour  que  le  contact  puisse  se  faire  correctement.  Pour  aligner  les  niveaux  les  opérateurs 
utilisent  fréquemment des  réticules qu’il  faut  aligner  avec un  système  optique d’imagerie. 
Cependant avec  l’augmentation de  la  finesse des gravures,  les  réticules nécessaires doivent 
avoir  des  tailles  inférieures  à  la  limite  de  diffraction  des  optiques  de  visualisation.  Pour 
aligner les niveaux on peut alors utiliser des motifs d’overlay. Le motif d’overlay est un motif 




Les  études  sur  la mesure  de  l’overlay  se  sont  largement  répandues  ces  dernières 
années avec deux approches différentes. La première approche est celle basée sur l’utilisation 
des ordres diffractés. Cette solution est déjà évoquée par Mc Neil en 1996 puis par Bischoff 
[96].  Une  seconde  approche  est  l’étude  de  la  réflexion  spéculaire  avec  l’utilisation  de 
l’ellipsométrie spectroscopique ([97] et [98]) ou de la goniométrie dite classique (azimut nul) 
[99]. Un premier modèle  simple permet d’avoir une  idée de  l’influence du décalage  entre 













Λ = 300 nm
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La  figure  est  symétrique  par  rapport  à  l’axe  x.  La  raison  de  cette  symétrie  est  la 
symétrie naturelle du système et du motif par rapport à ce plan (ϕ =0). Par rapport au plan 
ϕ =90 on constate une dissymétrie pouvant être forte (cercles rouges) sauf pour les points tels 
que  ϕ =0.  On  retrouve  cette  propriété  dans  les  valeurs  ellipsométriques  simulées  pour 
l’overlay et elle est démontrée théoriquement dans l’annexe E. Lorsque le plan d’incidence est 







une  structure  de  deux  réseaux  décalés. Nous  avons  voulu  prendre  un modèle  réaliste,  la 
structure  présentée  à  gauche  de  la  figure  suivante  est  la  structure  que  nous  devions 
caractériser. La forme des réseaux a été caractérisée séparément et les autres dimensions ont 
été mesurées  au MEB  (Cf.  Figure  97). La  structure  n’a pas pu  être mesurée  car  lors de  la 
photolithographie l’antireflet (BARC) ne se comporte pas de la même façon sur le silicium et 
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Figure 93. Modèle  de  simulation  et  résultat  de  la  simulation  des  paramètres  ellipsométriques 
dans  les  conditions  classique de mesure  (ϕ=0). Les  signatures  ellipsométriques  sont  tracées  en 
trait plein pour les overlays négatif ou nul et en pointillé pour les overlay positifs.   
La première observation est l’insensibilité de l’ellipsométrie au sens de l’overlay dans 




adaptée. Dans  sa  publication Yang  [98]  utilise  une  représentation  graphique  originale  qui 
montre  justement  les variations des  spectres mesurés en  fonction de  l’overlay. Nous avons 
réutilisé cette représentation qui permet d’avoir une bonne image des effets de symétrie. Tout 
d’abord nous avons représenté  l’évolution de Is et de Ic,  les paramètres ellipsométriques en 
fonction de  l’overlay  sur  la  0Figure  94. L’overlay  varie de  ‐0,24  à  +0,24  en  valeur  relative 

































La  même  simulation  a  été  réalisée  dans  la  configuration  goniométrique  à  70° 
d’incidence et à azimut variable, de 0 à 180°. Cette configuration de mesure est celle qui nous 
parait la plus adaptée au regard des différentes simulations qui, comme la carte de la Figure 
92,  montrent  que  les  données  azimutales  pour  les  grands  angles  polaires  sont  les  plus 
sensibles. La réflectivité mesurée est dans ce cas différente pour un décalage positif ou négatif 
en étant symétrique par rapport à ϕ =90°. 




































Ce  dernier  graphique  met  en  valeur  deux  avantages  de  la  goniométrie 
bidimensionnelle.  Nous  observons  tout  d’abord  la  sensibilité  des  données  azimutales  au 













0,24  (96 nm). La variation de  la  signature est  indiquée en échelle de  couleur. La variation de  la 
signature est plus faible qu’en ellipsométrie mais elle est visible dès que le décalage fait quelques 
nm (niveau de bruit : 0,01).  
On  observe  tout  d’abord  une  symétrie  par  rapport  à  ϕ =0. Cela  est  logique  car  la 
structure  ainsi  que  le  système  est  symétrique  par  rapport  à  l’axe  x.  Par  contre  nous 
n’observons plus de symétrie par rapport à un overlay nul. Encore une fois, nous constatons 
que  la  goniométrie  bidimensionnelle  est  sensible  au  sens  de  la  variation.  Enfin  nous 
remarquons que, bien  que  les variations  soient plus  faibles qu’en  ellipsométrie, une  faible 
variation  de  l’overlay  (de  0,02  ou  de  8  nm)  permet  d’atteindre  les  0,01%  de  variation 
détectable sans problème.  
Cette propriété peut être imputée aux éléments antidiagonaux de la matrice de Jones 









identiques  superposés  avec  un  décalage  aléatoire.  Le  décalage  a  été  réalisé  grâce  au 
désalignement  de  la  couche  supérieur  avec  la  couche  inférieure  lors  de  l’insolation  de  la 
résine.  Il  est  donc  constitué  d’un  réseau  de  silicium  gravé  recouvert  de  résine  « e‐Beam » 
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Nous  avons  essayé  de  caractériser  la  forme  de  cette  structure  dans  le  détail  en 
mesurant  les propriétés du premier réseau (sur une plaque séparée) puis de  l’ensemble par 
goniométrie, mais  le nombre  trop  important de paramètres  ainsi  que  la  superposition des 





autour de  l’axe y. Cette dissymétrie est mise en évidence par  l’opération P0(ϕ )‐P0(π−ϕ ) sur  la 
carte de droite. 
La Figure 98 montre en effet que la carte est fortement dissymétrique (+/‐ 20%). Cette 
dissymétrie  est  la  conséquence  directe  de  la  présence  de  l’overlay.  Ainsi,  même  si  une 
méthode  inverse  comme  la  scattérométrie  ne  permet  pas  de  connaître  avec  précision  les 
propriétés  topographiques  d’une  structure  aussi  complexe.  L’observation  au  goniomètre 
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bidimensionnel  permet  de  réaliser  un  contrôle,  que  nous  allons  essayer  d’étendre  aux 
structures bipériodiques. 
5.1.2.2 Réseaux de plots avec décalage 
Nous allons voir  ici que, ce que nous avons observé pour  les  réseaux avec overlay, 
peut  s’appliquer  à des  structures  bipériodiques,  et  nous  proposons  une  nouvelle  stratégie 
d’alignement.  La  structure  que  nous  allons  étudier  est  une  structure  constituée  de  deux 


















Figure 100. Cartes  obtenues  par  le  retournement  de  la  carte  initiale.  A  gauche  est  représenté 
P0(ϕ )‐P0(π−ϕ ) et à droite P0(ϕ )‐P0(−ϕ ). 
Toutes  ces  observations  nous  ont  amené  à  proposer  une méthode  pour  contrôler 










Symétrie / Y Symétrie / X
Mesure de TFO
Analysis de la symétrie
Overlays Δx & Δy
Calibration
Analyse de la symétrie
 
Figure 101. Méthode  de  contrôle  de  l’alignement  entre  deux  couches.  Avec  le  système  de 
visualisation du plan de Fourier,  il suffit de vérifier  la symétrie de  la mesure pour connaître  la 
symétrie du motif.  
La  mesure  par  transformée  de  Fourier  Optique  est  sensible  à  ce  décalage,  en 

























Période : 740 nm
Lambda = 532 nm  
Figure 102. Illustration des similitudes entre  l’application de  la scattérométrie sur  les  réseaux et 
sur  les DVD. Comme on peut  le voir sur  la figure,  les  lignes du DVD peuvent être considérées 
comme parallèles, ce qui rend la caractérisation des lignes possibles. 
Contrairement  au  cas  des  réseaux  où  chaque  couche  peut  être  définie  avec  deux 
permittivités, il faut trois permittivités par couches. Nous avons utilisé pour cela une fonction 















du  champ  se  fait donc  sur une base qui passe de 2m+1 dimension à  (2m+1)²  termes  et  les 
calculs associés sont alors beaucoup plus longs. Il faut ajouter qu’un nouveau code en Fortran 
est  en  cours  de  développement  pour  une  exécution  sur  un  cluster  d’ordinateur.  Nous 
pourrons  alors  réaliser  les  caractérisations  avec beaucoup plus de  rapidité  et de précision. 

















La  suite  logique  du  développement  de  la  scattérométrie  est  l’utilisation  de  cette 
méthode directement  sur des  objets  complexes  comme  les  transistors. Nous  avons  évoqué 
dans le premier chapitre que les mémoires RAM sont constitués d’une multitude de réseaux 
disposés périodiquement. L’idée s’est alors développée de mesurer directement la diffraction 
des  puces  comme  Yeung  [105]  ou  Benesch  [106].  Nous  pensons  que  la  goniométrie 
bidimensionnelle  a  tout  intérêt  à  se développer dans  ces domaines pour deux  raisons. La 
première raison est que l’apport des données azimutales permettra de travailler sur la forme 
des  réseaux. La  seconde  raison est que  les périodes dans  les  structures de RAM complètes 
sont  supérieures  au  micron.  Cela  laisse  envisager  la  possibilité  d’utiliser  les  ordres  de 
diffractions qui, comme on a pu  le voir sont  très sensibles aux dissymétries. C’est pour ces 

























Dans  ce mémoire  de  thèse,  nous  avons  abordé  les  thèmes  principaux  du  contrôle 
dimensionnel optique. Il est articulé autour de deux points principaux :  l’instrumentation et 
l’analyse des données. Avant de développer ces deux points nous avons acquis une bonne 
compréhension  du  domaine  du  contrôle  dimensionnel  en microélectronique  pour  orienter 
nos études vers les attentes des acteurs du domaine. 
Une  fois  le  cadre mis  en  place,  nous  nous  sommes  attachés  à  faire du  goniomètre 
bidimensionnel  rapide  de  ELDIM  décrit  dans  le  second  chapitre  un  instrument  de 
scattérométrie. Devant les difficultés rencontrées, que ce soit en photométrie ou en en optique 
polarisée, nous  avons  adapté  l’instrument  et  trouvé une procédure de mesure  efficace. La 
mesure  obtenue  est  ensuite  interprétable  grâce  à  l’expression  de  l’intensité  mesurée  en 
fonction  des  paramètres  de  réflexion  de  l’échantillon.  Pour  y  arriver  nous  avons  dû 
développer un formalisme simplifié basé sur les matrices de Jones que nous avons validé par 
l’expérimentation. 
Grâce à nos  travaux, nous sommes passés d’un appareil permettant de  faire  l’étude 









elle‐même.  Nous  avons  utilisé  des  programmes  de  calcul  électromagnétique  rigoureux 
développés au laboratoire ICP du CEA et adaptés pour l’occasion aux résultats de la mesure 
goniométrique.  Ces  programmes  de  calcul  permettent  la  détermination  des  paramètres 
physiques des réseaux par une méthode de calcul inverse. Ils nous ont aussi permis d’étudier 
les  propriétés  des  cartes  obtenues  dans  le  plan  de  Fourier  dans  le  but  de  déterminer  les 
configurations optimales de mesure.  
La caractérisation de  réseaux de  lignes en  scattérométrie est un domaine où  le plus 
important est de connaître a priori ce que l’on cherche à caractériser. C’est une situation assez 
paradoxale que nous avions évoquée dès  l’état de  l’art. En scattérométrie,  il n’existe pas de 
critère de  résolution absolue comme en optique mais une  incertitude sur  le  résultat obtenu 
qui dépend de la pertinence des données avant la caractérisation, du nombre de paramètres 
ajustables, de la sensibilité de la méthode, des paramètres de mesure  ( , , )θ ϕ λ , du bruit, des 
biais de mesure et des erreurs de  calcul. En métrologie,  les  incertitudes  sur  les paramètres 
obtenus  sont  aussi  importantes  voir plus  que  le  résultat de  la  caractérisation. Nous  avons 
donc porté notre attention sur ce sujet pour augmenter  la pertinence des  résultats obtenus. 
Ainsi, nous avons pu évaluer les performances de notre système qui sont en fait comparables 




L’aptitude  de  l’EZContrast  au  contrôle  dimensionnel  a  été  démontrée  et  les 
principaux défauts de la méthode sont inhérents à toutes les méthodes de scattérométrie. La 
goniométrie par transformée de Fourier optique permet en outre d’appréhender de façon très 
visuelle  certaines  propriétés  des  structures  mesurées.  Nous  avons  par  exemple  étudié 




Nous  avons  travaillé  sur  l’influence  de  la  symétrie  des  structures  sur  les  données 
goniométriques. Nous avons mis en valeur l’importance des données azimutales dans l’étude 
des symétries. Cette étude a été réalisée à  travers  l’application de  la mesure de  l’overlay ce 
qui nous a permis de proposer une méthode de détection et de mesure rapide de  l’overlay. 
Enfin nous  avons  abordé  quelques‐uns des nombreux domaines d’application du  contrôle 
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Pour  expliquer  le  principe  de  Transformée  de  Fourier Optique  on  peut  revenir  à 
l’équation de propagation du  champ électrique. Le champ obéit à  l’équation de Helmholtz 
dans  le vide et satisfait des conditions aux  limites en z=0 (point source en z=0, condition de 
rayonnement  de  Sommerfeld).  Pour  simplifier,  on  peut  exprimer  l’équation  de Helmholtz 





ωΔ + =  
A  l’aide  de  cette  équation  et  du  théorème  de  Green,  il  est  possible  de  trouver 
l’expression du champ, c’est la formulation de Kirchhoff de la diffraction. Le champ E(x,y,z) 
peut  être  considéré  comme une  fonction de  (x,y) dans un plan  z  fixé  et  si  on  introduit  la 
décomposition de Fourier de E suivant x et y ([107] et [108]) on obtient : 
  [ ]i(ux vy)E(x, y, z) Ē(u, v, z)e dudv+= ∫∫  
u et v sont réels et la fonction est de carré sommable. La première équation peut alors 






Ē(u, v, z) ²+ u² v² Ē(u, v, z) e dudv 0
z c²




Ē(u, v, z) ²+ u² v² Ē(u, v, z) 0
z c²
∂ ω⎛ ⎞− − =⎜ ⎟∂ ⎝ ⎠  
La solution générale de cette équation s’écrit avec les notations suivantes : 
 
² ²w u² v²  pour u² v²
c² c²
² ²w i u² v²  pour u² v²
c² c²
ω ω= − − > +
ω ω= + − < +
 
  (iwz) ( iwz)Ē(u, v, z) A(u, v)e B(u, v)e −= +  
On peut alors ne considérer que  les ondes planes du demi‐espace z>0, on peut alors 
déterminer A grâce aux conditions aux limites en z=0, d’où : 
  A(u, v) Ē(u, v,0)  et  B(u, v) 0= =  
Le champ en tout point (x,y,z) s’écrit donc : 







  x y z
i(k x k y k z)
x y x yE(x, y, z) Ē(k , k ,0) e d k d k
⎡ ⎤+ +⎣ ⎦= ∫∫  
Le champ s’exprime donc sous  la  forme d’une superposition d’onde planes dont  les 
vecteurs d’ondes ont pour composantes (u, v, w) (ou ( x y zk , k , k ) selon  les notations) et qui 
satisfont à la relation de dispersion dans le vide. L’amplitude complexe de chaque onde plane 




obtenir  le  champ  en  tout point  (x,y,z)  il  suffit de  reporter  la  formule d‘inversion  suivante 
dans l’équation du champ en tout point. 
  [ ]i(ux vy)1Ē(u, v,0) E(x, y,0)e d x d y
4 ²
− += π ∫∫  
L’équation du champ en  tout point est  tout à fait  intéressante car elle montre que  la 
propagation dans  l’espace  libre  joue  le rôle d’un analyseur de spectre comme on va  le voir 
dans le chapitre suivant. 
A‐2) Interprétation : un spectre angulaire 
Si  on  reprend  l’équations  (2,9)  on  constate  que  l’amplitude  d’une  onde  plane  se 
propageant dans la direction ( x y zk , k , k ) est proportionnelle à la transformée de Fourier du 
champ dans le plan z = 0 : Ē(u, v,0) . Chacune des composantes u et v peut s’exprimer sous la 
forme  x2 ƒπ  et  y2 ƒπ  où  xƒ  et  yƒ  sont les fréquences spatiales de la structure émettrice en z = 
0  (trou, objet diffractant, réseau etc.). Si on  isole une direction de propagation du champ et 




objet d’une  lentille dans  les  conditions de Gauss. Lorsque  l’on  se place dans  le plan  focal 
image d’une lentille dans ces conditions toutes les ondes planes issues du plan (x,y) et ayant 
la même direction de propagation  ( x y zk , k , k )  sont  imagés  en un point dans  le plan  focal 














Voici  quelques  rappels  de  notions  de  cohérence  et  de  photométrie  nécessaire  à  la 
compréhension des chapitres 2 et 3. J’invite le lecteur à se référer aux livres suivant : [109] et 
[111].  Nous  avons  aussi  donné  les  définitions  de  quelques  termes  courants  utilisés  en 
métrologie.   
 
Cohérence  Temporelle :  La  cohérence  temporelle  traduit  l’aptitude  d’une  source  à 




Cohérence Spatiale : La cohérence spatiale  traduit  l’influence de  la dimension d’une 
source sur  la visibilité des  interférences.  Il y a  interférence  lorsque  la source a un diamètre 





Grandeur  Notation  Unités énergétiques  Unités lumineuses 
Angle solide  Ω     
Flux (puissance)  Φ  W  Lumen (lm) 
Intensité  Ι  W.sr‐1  Candela (cd) 
Luminance  L  W.m‐2.sr‐1  cd.m‐2 
Exitance‐Emittance  M  W.m‐2  lm.m‐2 
Eclairement  E  J  lux 
Quantité de lumière  L  J  Lm.s 
























Précision   (precision):  La  précision  est  déterminée  par  l’analyse  statistique  d’un 





























Des miroirs  ont dû  être développés  pour  répondre  aux  trois  critères demandés  au 
chapitre 3. Ils ont ensuite été réalisés au Laboratoire des Technologie des Couches Minces du 
Département Optronique. Nous  avons  développé  deux  types  de miroirs  différents  sur  le 
même principe, la première technique est une couche de 250 nm d’aluminium (supérieure à 
l’épaisseur de peau) avec 75 nm de silice déposé par évaporation. La seconde  technique est 
une  couche  de  250  nm  d’argent  déposé  sur  le  silicium  puis  70  nm  de  silice. Nous  nous 
intéresserons  à  ce  type  de  miroir  dans  cette  partie  car  les  miroirs  d’aluminium  se  sont 









































Mesure Rp Gonio 543 nm
Mesure Rs Gonio 543 nm
Simu Rp 543 nm
Simu Rs 543 nm
Simu Rp 514 nm
Simu Rs 514 nm
Simu Rp 532 nm












































Rs et Rp à
532 nm
 









Nous  allons,  dans  cette  annexe,  développer  certains  aspects  expérimentaux  de  la 
caractérisation  que  nous  avons  éludés  dans  le  texte  pour  des  raisons  de  clarté.  Nous 
reprenons  donc  ici  certains  aspects  déjà  évoqués  dans  le  texte  en  les  développant.  C’est 
pourquoi certaines figures sont réutilisées. 
D‐1) Caractérisation de l’éclairage.  
Rappels :  Le  but  de  ce  paragraphe  est  de  déterminer  les  quatre  éléments  de  la  matrice 
d’éclairage  qui  nous  permettra  de  connaître  l’état  de  la  lumière  arrivant  sur  l’échantillon 
quelles que soient les directions de propagations. 
a) Dispositif expérimental 




l’extrémité de  la  fibre dans  le plan de Fourier est mis en place. Comme  le montre  la Figure 
108, Le faisceau collimaté sortant de l’instrument est analysé à l’aide d’un polariseur et d’une 
photodiode  placée  dans  une  sphère  intégrante.  L’ensemble  étant  fixé  sur  un  système 






















Figure 108. a)  Schéma  représentatif  du  dispositif  mis  en  œuvre  pour  déterminer  la  matrice 
d’éclairement.  b)  Photo  du  dispositif.    La  détection  synchrone mesure  le  flux  arrivant  dans  la 
sphère intégrante (cube bleu sur la photo) 
La mesure nous donne, à une constante près les paramètres de  rC . Pour réaliser une 














oscille  lentement avec un  temps  caractéristique de  l’ordre de 1h30‐2h. Cette variation peut 
aller jusqu’à 5% de la valeur moyenne. Pour y remédier il faut effectuer, toute les 15‐20 min, 
la mesure d’un point (θ = 0, ϕ = 0, polariseur et analyseur alignés) qui sert de référence pour 
tenir  compte  de  cette  variation.  Ce  point me  permet  aussi  de  normaliser  les  différentes 
acquisitions  entre  elles.  En  tenant  compte  de  la  fréquence  des mesures  de  contrôle  et  du 
temps caractéristique des variations, l’incertitude peut être évaluée à 0,8%.  
Les  deux  paramètres  de  reproductibilité  et  d’incertitude  ne  sont  pas  corrélés,  la 
précision des mesures est donc :  2 2(0,8) (0,3) 0,85%δ = + =  
b) Résultat des mesures 
Les mesures ont été réalisées de 0 à 80° pour l’angle polaire et de 0 à 360° pour l’angle 
azimutal,  par  pas  de  10  degrés.  Une  fonction  d’interpolation  cubique  permet  ensuite  de 
réaliser pour chaque paramètre une matrice complète.  
Le résultat est ensuite affiché sur des cartes. Elles sont représentées sur la Figure 104. 
Par  exemple,  la  carte  en  haut  à  droite  représente  2xpC   et  correspond  au  rapport  entre 








Pour  tenir  compte  de  la  différence  de  réflectivité  du  cube  séparateur  pour  les 
polarisation TE  (selon y) et TM  (selon x), on utilise un  facteur de correction. Ce  facteur est 
obtenu en mesurant  le  rapport entre  les  réflectivités en TE et TM à  incidence normale et à 
azimut  nul.  Ce  rapport  est  de  1,17  en  intensité  et  il  est  noté  f.  Dans  la  suite  de  la 
caractérisation les variables seront normées entre elles. Ainsi : 
(5.1) 
1 1,  ,    
1 1 1 1xp xp xs xs yp yp ys ys
f f
C C C C C C et C C
f f f f















Les quatre variables réduites de  rC  nous permettent d’avoir précisément  l’état de  la 
lumière  arrivant  sur  l’échantillon  (intensité  pour  chaque  polarisation).  Ces  données  sont 
essentielles  pour  réaliser  des mesures  polarimétriques  en  réflexion. Connaître  le  champ  p 
arrivant sur l’échantillon revient à ajouter le champ p venant de Ex et celui venant de Ey. La 
valeur  de  l’intensité  du  champ  est  le  carré  de  ce  résultat.  La  Figure  43 montre  les  cartes 
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Ces deux  cartes nous donnent plusieurs  informations  intéressantes. La première est 

























Figure 110. Dispositif  de  caractérisation  en  transmission  de  l’appareil.  Principe  et  photo  du 














réaliser un système à deux axes de rotation  (en pointillé rouge sur  la  figure), ces deux axes 
sont perpendiculaires et se croisent dans la zone de focalisation de l’instrument (centre de la 
rotation  tridimensionnelle).  Pour  pouvoir  placer  cette  intersection  à  la  bonne  place  il  faut 
rajouter un système de positionnement à trois axes et  les moyens pour vérifier  l’alignement 
sont limités. Encore une fois le faisceau utilisé est produit par un laser argon, dont on contrôle 
la  puissance  et  la  stabilité.  La  cohérence  du  laser  est  réduite  grâce  à  un  dépoli  tournant 
(déphasage aléatoire) puis  injectée dans une  fibre multimode. Cette  fibre est ensuite placée 
devant une lentille, avant un polariseur et un diaphragme (Cf. Figure 110). 
La difficulté de la méthode n’a pas permis d’avoir des résultats satisfaisants en terme 







Pour  contourner  la  difficulté  expérimentale  et  se  rapprocher  des  conditions  de 
mesures nous avons choisi de  travailler avec un échantillon de référence. L’échantillon doit 
être non dépolarisant et ses propriétés de réflexion doivent être connues. 
Quelle  que  soit  la  polarisation  incidente,  on  peut  mesurer  0I   et  90I   grâce  aux 
analyseurs placés selon x et selon y.  
(5.3) 
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On  connaît  incxE et 
inc
yE   qui  est  l’état  de  la  lumière  dans  le  plan  de  Fourier 
d’illumination. On connaît les paramètres de l’éclairage ainsi que les propriétés de réflexion 
de  notre  échantillon  de  référence.  Les  seules  inconnues  sont  les  quatre  paramètres  de  la 





















xp xp p xs xs s
xp yp p xs ys s
yp xp p ys xs s
yp yp p ys ys s
I E T C r T C r
I E T C r T C r
et
I E T C r T C r
I E T C r T C r
= = +
= = − +
= = − +
= = +
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La méthode  de mesure  indirecte  a  permis  de  déterminer  expérimentalement  les  4 





















Figure 111. Résultat de  la mesure des paramètres  réduit de  l’acquisition. En haut  à gauche :  en 
haut à droite : en bas à gauche :  et en bas à droite :  Les valeurs sont données en intensité. Mesures 
pour le diaphragme de 2 mm. 
On constate une forte différence d’aspect entre les cartes  xsT et  xpT  par exemple. Cette 
différence  est  due  à  la  différence  entre  pP   et  sP   que  nous  avons  précédemment mis  en 
évidence  et dont  l’influence  sur  les  cartes d’intensité  est  surtout présente  autour de  45°  et 
135°. En  tout, 16 cartes ont été obtenues, 4 pour  l’éclairage et 4 par diaphragme  (3) utilisés 
pour l’acquisition. 
c) Mesure réalisée de façon globale 
Dans  tous  les  cas,  on  peut  extraire  de  la mesure  en  réflexion  de  l’échantillon  de 
référence, les propriétés de réflexion en polarisation du cube séparateur et de la transmission 
de  lentilles. C’est  le ainsi que  l’utilisation du miroir de  référence permet de déterminer  les 
cartes de la réflectivité sur le cube. 
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Une  petite  réflexion  géométrique  peut  nous  donner  une  information  sur  cette 
différence et nous permettre de comprendre cette dissymétrie. Les variations de  réflectivité 
viennent  essentiellement  de  la  variation  d’incidence  sur  le  dioptre  réfléchissant  du  cube. 
Cette variation d’incidence est surtout importante pour les grands angles et les grandes zones 
de  mesure.  Une  diminution  des  ouvertures  numérique  utilisées  au  niveau  du  cube 
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et  la comparer avec  la carte expérimentale. Pour cela  j’ai choisi  la mesure de  la référence en 
polarisation  selon x  (P0). La mesure a été effectuée avec  le diaphragme de 2 mm. La  carte 
théorique  est  calculée  avec  les  formules.  Il  ne  devrait  y  avoir  entre  les  deux  cartes  qu’un 






















La Figure  115 montre  le  rapport  entre  les deux  cartes de  la Figure  114. Ce  rapport 
devrait être de 1. Cependant on constate des variations pouvant aller jusqu’à 15% de la valeur 






rencontrées  lors  de  la  caractérisation.  Il  faut  ajouter  que  la  variation  en  fonction 
trigonométrique de  ϕ  des variables utilisées les rend très variables à 45° ou 135°. Une petite 
erreur  de  mesure  peut  avoir  dans  ces  régions  de  fortes  conséquences.  Dans  l’état 
d’avancement de  l’étude,  Il n’est pas possible de ne prendre en  compte que  les  fichiers de 
calibration. L’erreur commise est alors trop importante. 
D‐5) Explication et justification 
Nous  constatons  que  c’est  la  formule  la  plus  simple  qui  représente  le  mieux  la 
fonction  de  l’appareil  en  polarisation.  Ceci  malgré  des  hypothèses  fortes  qui  ne  sont 
manifestement par  respecté. Les deux principales hypothèses sont  xC  =  yC  et  pP  =  sP . Or 
nous  avons  mesuré  un  rapport  de  1,17  entre  xC   et  yC   et  nous  avons  pu  donner  une 
formulation empirique au rapport entre  pP  et  sP . Reprenons  la matrice de cohérence de  la 
lumière arrivant au niveau de  l’échantillon. La part de cohérence de  la  lumière arrivant sur 
l’échantillon  est  donné  par  xp xs yp ysC C C C− ,  donc  par  xC ‐ yC   qui  est  la  différence  de 
transmission en TE et en TM. La Figure 116 présente la mesure de ce taux de cohérence en %. 
a)  b)   




























































réseaux. Mais  cette  théorie n’est pas  adaptée à  tous  les  types de  réseaux  car  elle n’est pas 
rigoureuse. Une  hypothèse  de  cette  théorie  est  que  la  décomposition  en  ondes  planes  en 
dessous et au‐dessus du réseau suffit à décrire le champ dans le réseau. Petit et Maystre [16] 
ont pu démontrer les lacunes de cette théorie qui n’est pas valable si le rapport de la hauteur 





Ici,  le principe  est  la  résolution d’une  équation  intégrale  [112]. C’est une  résolution 
fonctionnelle de  l’équation  intégrale par une  somme de  fonctions. Cette méthode a  fait  ses 
preuves même sur des cas difficiles comme  réseaux  très profonds ou encore  le calcul de  la 
polarisation TM pour un matériau très conducteur. Une version avancée de la méthode a été 
développée par L.  I. Goray, c’est  la « Modified  Integrale Method »  (MIN)[113]. La méthode 




différentielle  qui  peut  être  l’équation  de  Helmholtz  ou  les  équations  de  Maxwell.  Les 
principales méthodes différentielles sont : la méthode différentielle classique[123], la méthode 
modale  [114], ou  encore  la méthode des ondes  couplées  [16]. La méthode différentielle ne 







des  profils.  La méthode  des  ondes  couplées  a  été  développée  en  1981  par Moharam  et 




d’être  améliorée  [130]. Cette méthode  est  communément  appelée Rigourus Coupled Wave 
Analysis  (RCWA),  Fourier  Modal  Method  (FMM)  ou  encore  Modal  Method  by  Fourier 
Expansion (MMFE).  
d) La méthode de transformation des coordonnées ou méthode C 
Cette méthode  développée  par  Chandezon  consiste  en  l’utilisation  d’un  repère  de 
coordonnées curviligne qui suit  les contours du réseau. L’utilisation de ce repère curviligne 
permet  de  fortement  simplifier  la  résolution  des  équations  de  Maxwell  mais  pas  les 
opérateurs  utilisés.  De  nombreuses  améliorations  ont  suivi  la  première  mouture  de 
Chandezon. Ces travaux ont été réalisés par Granet [131], Li, Popov ou encore Plumey. Cette 
méthode  ne  s’est  pas  beaucoup  développée  dans  les  milieux  industriels,  plus  pour  des 
raisons  de  compréhension  du  formalisme  que  pour  des  raisons  de  performances.  Une 




En modélisation  électromagnétique,  les méthodes  les  plus  répandues  consistent  à 
résoudre  les équations de Maxwell par différences finies (FD) ou par  les éléments finis (FE) 
sur une  structure maillée. Dans  le groupe des méthodes maillées on peut aussi  rajouter  la 
méthode  des  différences  finies  temporelles  (FDTD)[121]  ou  la  méthode  des  éléments  de 
frontière (BEM) [122]. Dans ces méthodes, le champ est représenté dans une structure maillée 
et  la précision de  la simulation dépend du nombre et de  la taille des mailles. Ces méthodes 






















méthode  choisie  est  la méthode  différentielle  des  ondes  couplées  (RCWA)  car  c’est  une 
méthode rapide, rigoureuse et surtout qui peut s’appliquer à tous  les cas de figure que  l’on 
peut rencontrer et de façon efficace sur  les réseaux diélectriques. Elle est aussi adaptable au 










sur  la  Figure  117. C’est  un  réseau  rectangulaire  d’indice  1n   posé  sur  un  substrat.  L’onde 
incidente est dans  le plan perpendiculaire aux  lignes du  réseau, arrive avec un angle  θ, et 
peut être polarisée en TE (Transverse Electrique) ou TM (Transverse Magnétique). Le repère 














Nous  travaillons  sur  un  réseau  périodique  éclairé  par  une  onde  plane.  Il  a  été 
démontré par Floquet que  le champ est alors pseudo périodique, de période,  la période du 
réseau. 
Théorème  de  Floquet :  Si  les  coefficients  d’une  équation  différentielle  sont 
périodiques  ( (x)ε  par exemple) alors  il existe une  solution pour  laquelle  l’amplitude de  la 
fonction d’onde est périodique. Cette fonction d’onde peut être présentée sous la forme d’une 
série de Fourier et d’un terme de phase.  
La  fonction d’onde et  la permittivité peuvent donc être décomposées dans  le réseau 
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Cette décomposition de  la permittivité est nécessaire à  la résolution de  l’équation de 
Helmholtz  dans  le  cas  Transverse  Electrique  (TE).  Les  décompositions  sont  représentées 
comme une somme de termes indexés par i. On utilise en réalité des sommes tronquées à N, 
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Une telle équation différentielle peut se résoudre en décomposant l’équation sur une 
base ou le calcul sera possible de façon matricielle. Le développement du calcul et l’utilisation 
d’opérateurs  spécifiques  permet  de  dégager  l’équation  aux  valeurs  propres  (dérivée  de 
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Avec  E  qui  représente  la matrice  de  Toeplitz30  de  la  permittivité,  S  la matrice  des 
coefficients du champ E sur la base de Floquet. U est la matrice des coefficients du champ H 
dans le cas TM et  xK  est la matrice diagonale des  0/xk k . Les champs magnétiques dans le cas 
TE et le champ électrique dans le cas TM se déduisent des équations de Maxwell 
Le  résultat de  la  résolution de ces équations aux valeurs propres est  l’ensemble des 
constantes  de  propagation  dans  la  direction  z  des  ondes  couplées  (Cf.  Equation  3.5). 
L’équation aux valeurs propres pour le cas TM est instable numériquement sous cette forme 
et  converge difficilement. Lalanne propose une  forme plus  stable qui  sera  justifié de  façon 
théorique par Li. Cette forme est :  
  ( )2 2 1 10 0 pour le cas TMz y x x yU k A K E K I U− −⎡ ⎤∂ − − =⎣ ⎦  
A est  la matrice de Toeplitz de  l’inverse de  la permittivité. C’est cette  forme qui est 




Certaines  structures  sont  trop  complexes  pour  être  assimilées  à  une  seule  couche 
présentant une modulation d’indice. Si on  considère  les  structures, présentant des défauts, 
présentées dans  le chapitre 1,  toutes ne peuvent pas être assimilées à une seule couche. La 
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Figure 118. Principe de décomposition en tranches, chaque tranche se comporte comme un réseau.  
Il  existe  deux  méthodes  courantes  pour  gérer  les  conditions  aux  limites  lors  de 
l’empilement des  couches. La première méthode  est  la méthode des matrices S  (Scattering 
matrix). C’est la méthode la plus employée en scattérométrie car elle est stable et rapide. Une 
                                                     













couche  p  et  une  couche  p+1,  séparé  par  une  interface  à  l’altitude  zp.  Soit  fp+1  et  bp  l  les 
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Il  faut  aussi  tenir  compte  de  la  propagation  du  champ  dans  les  couches  entre  les 
interfaces et cumuler  l’influence des matrices pour finalement exprimer  le champ grâce à  la 
matrice de diffraction de l’empilement.  
b) Cas de couches décalées. 
Considérons  deux  couches  élémentaires  décalées  en  x  d’une  distance  x∂   comme 
représentées  sur  la  Figure  120.  Le  cas  peut  se  présenter  lors  de  l’étude  de  deux  réseaux 
décalés et superposés ou d’un réseau dissymétrique décomposé en tranches.   
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Ainsi en première approximation,  la  lumière se comporte comme si elle  interagissait 
avec  deux  réseaux  simplement  déphasés,  mais  ce  déphasage  dépend  de  l’ordre  de  la 
décomposition. A l’ordre 0, la permittivité est la même sur la couche du haut et la couche du 
bas ( 0 0
h bε ε= ). Aux ordres impairs, le déphasage peut être important. En effet, supposons que 
le décalage en x soit égal à  / 2Λ , alors  2 1 2 1h bn nε ε+ += −  avec n entier. Dans la décomposition du 
champ  sur  la base de Floquet,  les  influences des deux  réseaux, à  l’ordre  impair  considéré, 
sont  alors  opposées.  Le  champ  incident  n’est  généralement  pas  le même  pour  les  deux 
réseaux, mais cette propriété rends  les ordres diffractés  impairs plus sensibles à  l’asymétrie 
des motifs que le spéculaire.  
E‐4) Conclusion sur la modélisation des réseaux 




























En  scattérométrie,  la méthode d’analyse des données  est un  sujet majeur. En  effet, 
quel que  soit  le moyen utilisé pour  obtenir une  signature de diffraction du  réseau,  il  faut 
ensuite  déterminer  les  caractéristiques  de  ce  réseau.  La  résolution  du  problème  inverse 







du modèle.  x  est  le  vecteur  des  paramètres  connus  qui  sont  des  paramètres  physiques  et 
expérimentaux  comme  par  exemple  la  longueur  d’onde  ou  les  angles  d‘émission.  Pour 
réaliser  cet ajustement,  il  s’agit alors de  trouver  le  jeu de paramètres ai qui minimise  cette 
distance. Nous  verrons dans  ce paragraphe  comment  comparer deux  courbes  et  comment 
ajuster ces paramètres. 
F‐1) Stratégie de recherche 





des  bibliothèques,  d’une  lourdeur  considérable même  pour  le  problème  à  une  dimension 
(mesure  de  lignes),  a  néanmoins  fait  ses  preuves,  et  a  permis  d’obtenir  des  résultats  très 
précis avec la rapidité nécessaire  
Néanmoins  on  voit  facilement  la  limitation  de  la  technique  « bibliothèque » :  la 
lourdeur d’apprentissage, qui augmente avec la complexité du motif. Aujourd’hui, toutes les 
recherches  [29][28]  sont  axées  sur  la  résolution  « intelligente »  du  problème,  c’est  à  dire 
l’ajustement  progressif  des  paramètres  pour  ajuster  la  signature  théorique  à  la  signature 
expérimentale  par  une méthode  d’optimisation. On  peut  citer  les méthodes  de  réseau  de 
neurones  ([139] et  [140]) ou  les méthodes que  l’on appellera  les méthodes  itératives  ([32]et 
[34]). 
Avec  l’augmentation des  capacités de  calcul des ordinateurs,  la méthode  itérative a 
commencé à se développer à partir de 1999‐2000. Son principe est celui classique de l’itération 
sur les paramètres d’une simulation que l’on compare à l’expérimentation, comme représenté 
sur  la  figure  7  du  chapitre  1.  La méthode  itérative  est  plus  souple  que  la méthode  des 
bibliothèques  dans  le  sens  ou  il  n’est  pas  nécessaire  de  faire  le  calcul  de  toute  une 
bibliothèque dès que la structure change. Une solution de plus en plus fréquente pour allier 










bien  sûr  un  problème  algébrique  mais  aussi  un  problème  statistique.  En  effet,  il  existe 
différents moyens de  calculer  la distance  entre deux  ensembles de  points dans  un  espace 
vectorielle. On peut citer  la mesure de  la différence des  intégrales,  la différence algébrique 
entre les signatures ou encore le carré de la différence entre les signatures. Il faut savoir que le 
choix  d’une  norme  plutôt  qu’une  autre  est  imposé  par  la  statistique  des mesures. Nous 




















( )iy x  est la valeur mesurée au point i,  1 2( , , ,..... )i My x a a a  est la valeur de y calculée 













y y x a a a a
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⎛ ⎞−χ = ⎜ ⎟σ⎝ ⎠∑  
Cette  formulation  permet  de  tenir  compte  de  l’incertitude  associée  à  chacun  des 
points.  La  différence  entre  la  valeur  mesurée  et  la  valeur  simulée  d’un  point 
( )( )1 2( , , ,..... ) /i M iy x y x a a a− σ   pondérée  par  sa  dispersion  s’appelle  le  résidu.  Dans  cette 
formule N est le nombre de points, M est le nombre de paramètres ajustables. Les  iσ  sont les 
incertitudes de mesure connues pour chaque point. Si l’incertitude est la même quel que soit 
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sur  les  résidus  en  chaque  point.  Un  point  est  une  position  dans  l’espace  vectoriel  des 
paramètres ajustables. 
Les  résidus  ont une distribution  gaussienne  centrée  sur  zéro pour  chaque point. 
Cela implique que la mesure ne soit pas biaisée (pas d’erreurs systématiques). Cependant, un 














par  une méthode  globale  comme  un  algorithme  génétique  ou  l’utilisation  d’un  réseau  de 
neurones ([139],[140]) ou les méthodes d’approximation à pas fixe. Ces méthodes sont celles 
utilisées pour trouver la bonne signature dans une bibliothèque [141]. L’ajustement peut aussi 
se  faire  par  une  méthode  itérative  comme  la  méthode  du  Simplexe  ou  la  méthode  de 
Levenberg Marquardt  [144]  [143]. La méthode du Simplexe permet d’ajuster  les paramètres 
pour minimiser n’importe qu’elle fonction. Le Simplexe est une forme géométrique qui subit 
des  transformation  afin  de  se  rapprocher  du  minimum  de  la  valeur  des  points  qui  le 
définissent. D’autres méthodes  utilisent  la  dérivée  de  la  fonction  comme  la méthode  des 
gradients ou la la méthode de Levenberg‐Marquardt. 
Après  avoir  travaillé un  temps  avec  la méthode du Simplexe, nous  avons utilisé  la 
méthode de Levenberg‐Marquardt qui est la méthode la plus utilisée en ellipsométrie et plus 





s’agit en effet du problème d’évaluer  la probabilité que  le  résultat obtenu soit  le bon. Pour 
évaluer cet intervalle de confiance, il faut connaître plusieurs éléments. Il faut pouvoir donner 
la précision des mesures, évaluer les erreurs de modèle et l’incertitude de la régression. Une 















R²(R) C R² Cθ
δ⎛ ⎞σ = σ + + ⎜ ⎟δθ⎝ ⎠    
Dans  cette  équation  resσ et  la  contribution  de  la  résolution  de  l’appareil,  RC   est  le 
coefficient  représentant  le  bruit  de  mesure  qui  est  ici  gaussien.  Cθ   est  l’incertitude  de 
positionnement angulaire. Dans notre  cas,  l’incertitude de positionnement angulaire est de 
0,3° en incidence ( θσ ) et azimut ( ϕσ ). Le bruit de mesure est gaussien ( rσ ) et la résolution de 




2 2 2 2 2 2 2( ) res RCWA r
R RR R θ ϕ
⎛ ⎞δ δ⎛ ⎞σ = σ +σ +σ +σ +σ ⎜ ⎟⎜ ⎟δθ δϕ⎝ ⎠ ⎝ ⎠  
Tous les termes doivent être gaussien et indépendant. La dispersion obtenue n’est pas 
simplement gaussienne. Cependant cette expression peut souvent se simplifier car la plupart 
des termes sont négligeables. Je la simplifierais la plupart du temps en  ( )R Rσ = σ  avec  σ  la 





l’erreur  de modèle.  Cependant  on  peut  faire  l’hypothèse  que  l’augmentation  du  nombre 
d’ordre dans la décomposition affine le modèle. Une manière d’évaluer l’erreur de modèle est 
donc de calculer : 
  1( ) ( )n n nE y x y x+= −  









distance qui  sépare  la mesure  à  la  théorie ou directement  sur  le  χ². Ce  critère  implique  le 
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⎧ ⎫ ⎧ ⎫∂χ ∂ χ⎪ ⎪ ⎪ ⎪′ ′ ′χ = χ + − + − −⎨ ⎬ ⎨ ⎬∂ ∂ ∂⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭∑ ∑∑  
Près  du  minimum  la  dérivé  du  ²χ   est  nulle  (fond  parabolique),  on  peut  alors 
simplifier cette équation par : 
  [ ] [ ]120 0 0² - - . . . -Ta a J J a a−⎡ ⎤χ χ = ⎣ ⎦  
Nous définissons le Jacobien de la fonction, la matrice J de taille n*m telle que : 
  1 2 3,
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−⎡ ⎤= ⎣ ⎦  
Cette matrice de covariance est l’inverse de la matrice dont les éléments sont : 
 
( , ) ( , )1N i i
kl
i k li
y x a y x aC
a a
⎡ ⎤∂ ∂= ⎢ ⎥σ ∂ ∂⎣ ⎦∑
G G
 
Cette  expression  est  une  approximation  de  la  dérivée  seconde  du  Les  éléments 
diagonaux  de  la  matrice  de  covariance  sont  reliés  à  la  précision  obtenue  sur  chaque 
paramètre, en effet  
  ( )j j jja Cσ = σ =  
Cette équation peut aussi s’écrire en notant  jaδ  la différence entre  ja  et  ,0ja  qui est la 
valeur du paramètre réel et  2Δχ  la variation du « chi‐deux ». 
  2 . .aC aΔχ = δ δJJG JJG  
b)  Intervalles de confiance sur les paramètres. 
L’intervalle de confiance sur les paramètre  jaδ  est définie par : 
  2j jaδ = ± Δχ σ  
Une précision à 3σ valant  jaδ  signifie que la probabilité pour que le résultat soit dans 













  1  2  3  4  5  6 
68,3 %  1,00  2,30  3,53  4,72  5,89  7,04 
90 %  2,71  4,61  6,25  7,78  9,24  10,6 
95,4 %  4,00  6,17  8,02  9,7  11,3  12,8 
99 %  6,63  9,21  11,3  13,3  15,1  16,8 
99,73 %  9,00  11,8  14,2  16,3  18,2  20,1 
99,99 %  15,1  18,4  21,1  23,5  25,7  27,8 
 
La  précision  à  3σ  telle  qu’elle  est  définie  en microélectronique  correspond  à  une 
probabilité de  99,73 %,  il  faut  adapter  le  2Δχ   en  fonction du  nombre de paramètre de  la 
régression.  Sur  le  tableau,  la  ligne  surlignée  en  orange  correspond  au  2Δχ   nécessaire  au 
calcul de l’intervalle à 3σ.  
c) Ellipsoïde de confiance 
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spectre  utilisé.  Des  méthodes  de  choix  de  points  d’un  spectre  ont  été  développées  au 







souvent  plus  sensibles mais  ce  sont  aussi  les  plus  sensibles  aux  erreurs  de mesure  ou  de 
calcul.  
b) Régression par étape. 
Pour  donner  plus  de  confiance  dans  le  résultat,  une  solution  est  la  régression  par 
















σ = −− ∑  
Cette valeur de  la dispersion permet  recalculer  les  intervalles  en  tenant  compte du 
bruit réel qui vaut  ' jσ σ  pour chaque paramètre. 
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Le  travail  présenté  dans  ce  mémoire  traite  du  contrôle  dimensionnel  optique  pour  la 
microélectronique et de l’adaptation d’un instrument à cette application. Le premier point clé de cette 
technique de métrologie est la possibilité de calculer le champ diffracté par une structure périodique, 
associé  aux méthodes de  calcul  inverse. Le  second point  clés  est  la  solution  technologique  adoptée 
pour mesurer la signature de diffraction. 
Nous présentons ici un goniomètre bidimensionnel basé sur le principe de la Transformée de 
Fourier  Optique.  Cet  appareil  a  été  adapté  à  l’application métrologique  et  nous  décrivons  ici  les 




comme  des  couches minces  ou  des  réseaux. Nous  avons  comparé  les  résultats  obtenus  avec  ceux 
obtenus en ellipsométrie spectroscopique ou en microscopie électronique à balayage. Nous avons pour 
chaque résultat, évalué les incertitudes et discuté de la validité du résultat. Enfin nous avons tiré partit 
des  particularité  de  l’instrument  pour  réalisé  des  études  plus  qualitative  sur  des  structures  plus 
complexes comme des lignes rugueuses ou des structures superposées. 
 















Electron microscopy. Each  result has been analyzed  to evaluate accuracy on parameters. At  last, we 
used  instrument  peculiarities  to  go  through  qualitative  study  of  complex  structures  like  line with 
roughness and overlay.  
 
Key‐words :  Scatterometry,  goniometry,  Optical  Fourier  Transform,  gratings,  metrology, 
Optical Critical Dimension (OCD), roughness, overlay. 
  
 
 
