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Abstract
Let S ⊂ GL(V ) be a given set of generators for a group G, where V is a finite-dimensional
vector space over a finite field F. We present an algorithm which recognises, constructively, when G
is Sp(V ),SU(V ) or Ωε(V ). Our algorithm handles all of those classical groups uniformly and runs
in time which is polynomial in the input length, assuming a discrete logarithm oracle for F.
c© 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction and results
Let V be a finite-dimensional vector space over the finite field F. In this paper we
will use the term classical form on V to mean a nondegenerate alternating, Hermitian or
quadratic form on V , and a classical group on V will be a perfect subgroup of GL(V )
preserving such a form. That is to say, the classical groups on V are just Sp(V ),SU(V )
or Ωε(V )(ε = +,− or 0): we will refer to these possibilities as cases S,U and O,
respectively.
Suppose that G = 〈S〉 ≤ SL(V ) is given. Then one can efficiently test whether or not
G preserves a classical form on V and, if it does, one can also obtain a matrix representing
such a G-invariant form. Hence we may assume that G is a subgroup of a particular
classical group on V . A nonconstructive recognition algorithm, such as the algorithm
of Niemeyer and Praeger (1998), can then be applied to decide whether or not G is that
classical group. If it is then one can decide via an elementary test whether or not any given
element of GL(V ) is in G. The additional feature of a constructive recognition algorithm
is a routine which, for any given element g ∈ G, constructs a straight-line program (SLP)
from S to g. Constructive recognition algorithms are a key ingredient in the ambitious
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project to construct a composition series for any given matrix group (this has become
known as the “computational matrix group project” (Leedham-Green, 2001)).
Because of the size of the groups concerned, all known constructive recognition
algorithms for finite simple groups employ randomized algorithms rather than the more
traditional deterministic ones. Randomized algorithms for groups fundamentally require
a method of selecting nearly uniformly distributed random elements; such a method is
provided by Babai (1991). A randomized algorithm is called Monte Carlo if the output
of the algorithm is correct with probability >1/2 (higher reliability can be achieved
by repetition and majority vote). Las Vegas algorithms form a subclass of Monte Carlo
algorithms. Here a positive output is guaranteed to be correct, but failure may be reported
(with probability <1/2) if a suitable output has not been determined after a prescribed
time. The randomized algorithms presented here will always be Las Vegas.
The principal reason for treating the natural representation separately from other
representations is to make use of algorithmic techniques which are unique to this setting.
For example, we will frequently be able simply to write down matrices lying in certain
subgroups and then use linear algebra to construct them from known generators for that
subgroup. This is a luxury which is not available in other settings and it gives rise to much
faster algorithms (cf. 4.5.1).
Celler and Leedham-Green (1998) provided the first example of this type of algorithm
for the case when G contains the special linear group SL(V ) and Celler (1997) later
dealt with the case G = Sp(V ). In Brooksbank (2001a), a simplified version of our
algorithm is given which deals only with the case G = Ω(d, q) for d odd. Our goal
here is a general algorithm for all classical groups with a proven asymptotic running
time. Hence we both develop more theory and include more detailed proofs than in
Celler (1997), Celler and Leedham-Green (1998) and Brooksbank (2001a). We obtain an
alternative algorithm to Celler (1997) for G = Sp(V ) and we will use the timing in
Celler (1997) as a measure of the efficiency of our algorithm (cf. 1.1 and also Section 7).
A drawback to the algorithms in Celler (1997) and Celler and Leedham-Green (1998) is
that their running times are not polynomial in the length of the input. In particular, they both
require the construction of a multiple of q random group elements in order to guarantee
success with high probability. However, the recent advances of Conder, Leedham-Green
and O’Brien (Conder and Leedham-Green, 2001; Conder et al., 2002) show that explicit
occurrences of q in the running time of an algorithm for any irreducible representation of
SL(2, q) (over a field having the natural characteristic) can be avoided at the expense of
using an “oracle” which computes discrete logarithms in GF(q)∗.
In this paper we also assume the availability of a discrete log oracle and use this, together
with the algorithm in Conder and Leedham-Green (2001), to devise an algorithm which
recognises constructively any classical group in its natural representation. We will see that
SL(2, q)-subgroups are the heart of the matter; indeed, we will show that SL(2, q) is the
polynomial time bottleneck.
The main advantage of our algorithm is that, while certain subroutines need to be
slightly modified for the different classical groups, the architecture of the main algorithm
remains the same. That is, we are able to deal with all classical groups simultaneously.
The algorithm has been implemented by the author in the computer algebra system
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GAP (The GAP Group, 2000) and the results of some preliminary performance tests are
summarised in Section 7.
Our main result can be stated as follows:
Theorem 1.1. Let G = 〈S〉 ≤ GL(V ) be given, where V is a vector space of dimension
d ≥ 2 over the finite field GF(q). Then there is a Las Vegas algorithm which, if G is a
classical group on V , finds a new generating set T for G (whose elements are constructed
using SLPs from S) having the property that an SLP of length O(d2log q) can be found
from T to any given g ∈ G.
Assuming the availability of an oracle to compute discrete logarithms in GF(q)∗, in
GF(√q)∗ if G is unitary, or in GF(q2)∗ in the single case G = Ω−(4, q), the algorithm
for constructing T runs in polynomial time
O(d3log q(d + log dlog3q)+ ξ{d + log log q} + µ{|S| + d2log2q} + χ log q),
while each application of the deterministic routine to write an SLP from T takes
O(d3log q + log2 q) time.
Here ξ is an upper bound on the time requirement per element for the construction of
independent, (nearly) uniformly distributed random elements of G, µ is an upper bound
on the time required to perform each group operation in G and χ represents the cost, per
call, to the appropriate discrete logarithm oracle.
Remarks.
(i) The groups SL(V ) could also have been included in Theorem 1.1, but were omit-
ted to facilitate a more uniform treatment. An algorithm for SL(V ) is given in
Celler and Leedham-Green (1998), and suggestions for an improved algorithm, in
the same spirit as Theorem 1.1, are discussed in Conder and Leedham-Green (2001).
(ii) The GF(q2)∗ oracle for G = Ω−(4, q) arises from the isomorphism Ω−(4, q) ∼=
PSL(2, q2) (cf. 6.1.4).
(iii) As suggested by the statement of the theorem, the basic idea of the algorithm
(as in Celler, 1997; Celler and Leedham-Green, 1998) is to construct a set T from
which it is easy to write a SLP of modest length to any given element g ∈ G. In
Celler and Leedham-Green (1998), T consists of sufficiently many transvections to
perform Gaussian elimination in SL(V ). In 5.2 we give a more involved analogue
of Gaussian elimination which works inside any classical group, and the set T will
consist of the elements necessary to execute this procedure.
To obtain a comparison of our running time with that of existing algorithms, we state
the following consequence of Theorem 1.1.
Corollary 1.1. For d ≥ 5, there is an alternative version of the constructive recognition
algorithm in Theorem 1.1 which does not assume a discrete logarithm oracle and con-
structs T in time
O(d3log q(d + log dlog4q)+ ξ{d + log log q} + µ{|S| + d2log2q} + qεlog q),
where ε = 1/2 if G is unitary, ε = 2 if G = Ω−(4, q) and ε = 1 otherwise.
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Remark. The term qεlog q that appears above arises from the preprocessing required to
form a list of the necessary field elements. Discrete logarithms are then found using a
binary search in that list.
1.1. Timing comparisons
Perhaps the most important comparison is with the black box classical group algorithm
in Kantor (2001) since, if we do not obtain a significantly improved running time over that
algorithm, one might question the value of treating the natural representation separately.
As in Kantor (2001, Theorem 1.1(vii)) (ignoring the cost of verifying a presentation), the
black box algorithm runs in time
O(ξd2qlog dlog q + µ(d4q3/2log2 qlog3d + d5log5/2 q)).
Comparing with the running time in Corollary 1.1 it is clear that our algorithm runs much
more quickly (noting, of course, that our “q2” is their “q” when G = Ω−(4, q) ∼=
PSL(2, q2)).
An examination of the subroutines in Celler (1997) for G = Sp(V ) reveals that, in our
notation, the main algorithm in Celler (1997) runs in time O(d2q(ξ + µ)) = O(ξd2q).
The coefficient of ξ in Theorem 1.1 is d + log log q , so our algorithm uses almost a factor
of dq fewer random elements.
2. Classical group preliminaries
We assume a basic familiarity with the classical groups and the geometries associ-
ated with them. We will introduce the terminology, notation and theory necessary for
our algorithm, but refer the reader to Kantor (2001), Kleidman and Liebeck (1990) and
Taylor (1992) both for more complete treatments of classical groups and for proofs of
some elementary results stated here.
Throughout this section, let F = GF(pl) = GF(q˜) be a finite field, and let V , an F-
space of dimension d , be the natural module of a classical group G of Witt index m. We
may assume that d > 2 since otherwise G is solvable or is isomorphic to SL(2, q) (the
latter case is discussed in Section 6.1).
Let k = l/2 in case U and k = l otherwise. Set q := pk so that q˜ = q in cases O and
S and q˜ = q2 in case U. In case O, let ϕ denote a nondegenerate G-invariant quadratic
form on V . Let ( , ) denote a nondegenerate G-invariant alternating or Hermitian form in
cases S or U respectively, or the symmetric form associated with in case O. In case U, let
“overbar” denote the involutory automorphism λ → λq of F.
2.1. Standard bases
The module V has a standard basis B of one of the following types:
B = e1, . . . , em, f1, . . . , fm cases S,Ue,O+(d = 2m);
B = e1, . . . , em, v, f1, . . . , fm cases Uo,Oo(d = 2m + 1); or
B = e1, . . . , em, v1, v2, f1, . . . , fm case O−(d = 2m + 2).
(1)
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Table 1
Matrix constraints for cases S,Ue, and O+
Case S Case Ue Case O+
AB tr − B Atr = 0 ABtr + B Atr = 0 AB tr + B Atr = 0
C Dtr − DC tr = 0 C Dtr + DC tr = 0 C Dtr + DC tr = 0
ADtr − BC tr = I ADtr + BCtr = I ADtr + BC tr = I
Here (ei , e j ) = ( fi , f j ) = 0, (ei , f j ) = δi j , v, v1, v2 ∈ 〈e1, . . . , em, f1, . . . , fm〉⊥ and
(v, v) = 1 (cf. Kleidman and Liebeck, 1990, Propositions 2.3.2, 2.4.1 and 2.5.3). In case
O−, v1 and v2 behave as in the following lemma.
Lemma 2.1. Let U be a definite line of the orthogonal space V (that is, one which contains
no singular vectors) and let ρ be a generator of F∗. Then, replacing ϕ with ρϕ if necessary,
there exists a basis v1, v2 of U such that
(i) (v1, v2) = 1 and ϕ(vi ) = αi for some αi ∈ F∗ (i = 1, 2) when q is even; or
(ii) (v1, v2) = 0 and (vi , vi ) = 1 (i = 1, 2) when q ≡ 3 (mod 4); or
(iii) (v1, v2) = 0, (v1, v1) = 1 and (v2, v2) = ρ, when q ≡ 1 (mod 4).
Proof. (i) is trivial. For (ii) and (iii), replacing ϕ with ρϕ (and hence ( , ) with ρ( , )) if
necessary, choose v1 such that (v1, v1) = 1 and choose v2 ∈ v⊥1 . Note that the equation
(xv1 + v2, xv1 + v2) = x2+ (v2, v2) = 0 has a root in F if q ≡ 1 (mod 4) and (v2, v2) is a
square, or if q ≡ 3 (mod 4) and (v2, v2) is a nonsquare. The result now follows easily. 
We will say that classical groups G and H are of the same type if they are both in one
of the cases S,Ue,Uo,O+,Oo,O−; i.e. there are six “types” of classical group. Let Fp
denote the prime subfield GF(p) of F and let B be a standard basis of V . For a generator ρ
of F∗, let Bρ be the ordered Fp-basis obtained from B by replacing each vector u ∈ B by
the l vectors u, ρu, . . . , ρl−1u. We call Bρ the standard Fp-basis obtained from B and ρ.
2.2. Matrices
Let G be a classical group with natural module V and let B be a standard basis for V .
We now consider the matrix representing an arbitrary element of G relative to B.
Cases S,Ue,O+ : B = e1, . . . , em , f1, . . . , fm and elements of G have the matrix
g =
(
A B
C D
)
, (2)
where A, B,C, D are m×m matrices satisfying the constraints in Table 1. The constraints
arise from the fact that G preserves ( , ) in each case. There are some additional constraints
in case O+ when q is even, arising from the fact that G also preserves a quadratic form,
and we will state these as we need them.
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Table 2
Matrix constraints for cases Uo and Oo
Case Uo Case Oo
ABtr + B Atr + ξ trξ = 0 AB tr + B Atr + ξ trξ = 0
C Dtr + DCtr + ζ trζ = 0 C Dtr + DC tr + ζ trζ = 0
ADtr + BCtr + ξ trζ = I ADtr + BC tr + ξ trζ = I
Aωtr + Bηtr + λξ tr = 0 Aωtr + Bηtr + λξ tr = 0
Cωtr + Dηtr + λζ tr = 0 Cωtr + Dηtr + λζ tr = 0
ηωtr + ωη¯tr + λλ = 1 ηωtr + ωηtr + λ2 = 1
Cases Uo,Oo: elements of G have the matrix
g =
( A ξ tr B
η λ ω
C ζ tr D
)
, (3)
where A, B,C, D are m × m, ξ, η, ω, ζ are 1 × m and λ ∈ F satisfying the constraints in
Table 2.
Cases O−: elements of G have the matrix
g =


A ξ tr1 ξ
tr
2 B
η1 λ11 λ12 ω1
η2 λ21 λ22 ω2
C ζ tr1 ζ
tr
2 D

 . (4)
There are several more constraints of a similar type to those in case Oo above. However,
there are three different sets of constraints corresponding to the three different possibilities
in Lemma 2.1. Furthermore, when q is even, there are additional constraints arising from
the fact that G preserves a quadratic form. We therefore opt to introduce them only as we
need them.
2.3. Transvection groups
A vector v ∈ V is singular if (v, v) = 0 in cases S and U, or if ϕ(v) = 0 in case O.
Let x be a singular point of V . In cases S and U,G contains a subgroup T (x) of order q
which is the identity on x⊥ and on V/x . The group T (x) is called the group of (x, x⊥)-
transvections; G-conjugates of T (x) are also called long root groups of G.
Lemma 2.2 (Kantor, 2001, 5.1.2 and 6.1.2). For singular points x = y of V :
(i) if x ∈ y⊥, then 〈T (x), T (y)〉 ∼= T (x)× T (y) has order q2; or
(ii) if x /∈ y⊥, then V = 〈x, y〉 ⊥ 〈x, y〉⊥ and 〈T (x), T (y)〉 ∼= SL(2, q) inducing this
group on the first summand and the identity on the second.
Remark. We note that Sp(2, q) ∼= SU(2, q) ∼= SL(2, q) (Kleidman and Liebeck, 1990,
Proposition 2.9.1(i)).
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Table 3
The linear transformations ri (w, λ)
Case ri (w, λ) λ |Q|
S u → u − (u, w − λei )ei − (u, ei )w λ ∈ F qd−2q
U u → u + (u, w − λei )ei − (u, ei )w λ+ λ = (w,w) (q2)d−2q
O u → u + (u, w − λei )ei − (u, ei )w λ = ϕ(w) qd−2
2.4. Stabilisers of singular points
Let x and y be the singular points 〈e1〉 and 〈 f1〉 respectively. The point-stabiliser Gx
splits as the semidirect product
Gx = Q(x) Gx,y, (5)
where Q(x) = Op(Gx), the largest normal p-subgroup of Gx . For 1 ≤ i ≤ m and
w ∈ 〈ei , fi 〉⊥, let ri (w, λ) be the linear transformation defined in Table 3. Then Q(x)
consists of all possible transformations r1(w, λ).
Let r ′i (w, λ) be the linear transformation ri (w, λ) with all occurrences of ei in Table 3
replaced with fi . Then Q(y) consists of all possible linear transformations r ′1(w, λ). The
next result summarises some elementary properties of Q(x), each of which either is an
easy calculation or is in (Kantor, 2001, 4.1.3, 5.1.3 or 6.1.3).
Theorem 2.1. Let Q = Q(x), let r(w, λ) = r1(w, λ) and let T = T (x) (in cases S and
U). Then the following hold:
(i) T is a normal subgroup of Q and consists of all elements r(0, λ) for λ ∈ F, where
λ+ λ = 0 in case U.
(ii) r(w, λ)g = r(wg, λ) for all g ∈ (Gx,y)′ = Ge1, f1 .(iii) r(w, λ) · r(w′, λ′) = r(w +w′, λ+ λ′ + (w,w′)).
(iv) In case S, [r(w, λ), r(w′, λ′)] = r(0, 2(w,w′)); when q is even, Q is elementary
Abelian; when q is odd, Z(Q) = T = Φ(Q) (Frattini subgroup) and Q/T is
elementary Abelian.
(v) In case U, [r(w, λ), r(w′, λ′)] = r(0, (w,w′) − (w′, w)); Z(Q) = Φ(Q) = T and
Q/T is elementary Abelian.
(vi) In case O, Q is elementary Abelian.
(vii) Q acts regularly on the set of singular points not perpendicular to x.
Observe that the group Q (in case O) or Q/T (in cases S and U) has order |Fd−2|. In
fact, it is the natural module of the subgroup (Gx,y)′ of G.
Corollary 2.1. Let Q˜ = Q in case O, and let Q˜ = Q/T in cases S and U. Then (Gx,y)′
is a classical group of the same type as G, and the (Gx,y)′-modules Q˜ and 〈x, y〉⊥ are
isomorphic (natural) modules for (Gx,y)′.
Proof. The map w → r1(w, ϕ(w)) in case O, and w → r1(w, λ)T (where λ = 0 in case
S and λ+ λ = −(w,w) in case U), defines a (Gx,y)′-module isomorphism 〈x, y〉⊥ → Q˜
(this follows from Theorem 2.1(ii) and (iii)). 
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Table 4
Structure of the subgroup L = G E,F
Case Typical element Constraints |L|
S diag(A, A−tr) N
Ue diag(A, A−tr) det(A) = det(A) N/(q + 1)
Uo diag(A, λ, A−tr) λdet(A) = det(A) N
O+ diag(A, A−tr) det(A) = ✷ N/(2, q − 1)
Oo diag(A, 1, A−tr) det(A) = ✷ N/2
O− diag(A,Λ, A−tr) Eq. (7) (q + 1)N/(2, q + 1)
2.5. Stabilisers of maximal t.s. subspaces
A subspace U ≤ V is totally singular (t.s.) if (U,U) = 0 in cases S and U, or if
ϕ(U) = 0 in case O. Let E = 〈e1, . . . , em〉 and F = 〈 f1, . . . , fm〉, both maximal t.s.
subspaces of V . Then the subspace stabilisers GE and GF split as semidirect products:
GE = U(E) L and GF = U(F) L, (6)
where U(E) = Op(GE ),U(F) = Op(GF ) and L = GE,F . We now use the matrix
constraints in Tables 1 and 2 to study the structure of the subgroups L,U(E) and U(F).
2.5.1. The subgroup L
Let q˜ = q2 in case U and q˜ = q otherwise, and let N = |GL(m, q˜)|. For λ ∈ F∗ write
λ = ✷ if λ is a square and λ =  otherwise. The structure of L is summarised in Table 4,
where A ∈ GL(m, q˜) and Λ ∈ GL(2, q) and the constraints on the matrix entries in case
O− are as follows:
if det(A) =
{


}
then Λ ∈
{
Ω−(2, q)
SO−(2, q)\Ω−(2, q)
}
. (7)
2.5.2. The subgroups U(E) and U(F)
As matrices relative to B we have U(F) = U(E)tr so we consider only the subgroup
U = U(E). For a row vector z ∈ Fm , define z˜ to be z in case U and z otherwise. Define
matrices u(M), u(z, M) and u(z1, z2, M) to be
(
I 0
M I
)
,
( I 0 0
−z˜ 1 0
M ztr I
)
and


I 0 0 0
zσ(1) 1 0 0
zσ(2) 0 1 0
M −ztr1 −αztr2 I

 (8)
respectively, where M ∈ Mm(F), z, z1, z2 ∈ Fm and σ ∈ Sym(2). The structure of U is
summarised in Table 5 where, in case O−, σ = (1, 2) if p = 2 and σ = 1 otherwise, and
α = ρ if q ≡ 1 (mod 4) and α = 1 otherwise.
In particular, notice that U is Abelian only in cases S, Ue and O+. In the other
cases U is a class 2 nilpotent group with Z(U) = {u(0, M)} in cases Uo and Oo and
Z(U) = {u(0, 0, M)} in case O−.
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Table 5
Structure of the subgroup U
Case Typical element Constraints |U |
S u(M) M − Mtr = 0 qm(m+1)/2
Ue u(M) M + M tr = 0 qm2
Uo u(z, M) M + M tr + ztrz = 0 qm(m+2)
O+ u(M) M + Mtr = 0a qm(m−1)/2
Oo u(z, M) M + Mtr + ztrz = 0 qm(m+1)/2
O− u(z1, z2, M) M + Mtr + αztr1 zσ(1) + ztr2 zσ(2) = 0a qm(m+3)/2
a Additional constraints exist when p = 2 since elements of U also preserve ϕ. In case O+ we have Mii = 0
while in case O− we have (M + ztr2 z1)ii = (α1ztr1 z1 + α2ztr2 z2)ii for 1 ≤ i ≤ m, where α1, α2 are as in
Lemma 2.1(i).
2.6. Root elements and commutator relations
In cases S and U we have already seen that a long root subgroup of G is simply a
transvection group T (x) corresponding to a singular point x . In case O, a long root group
corresponds to a t.s. line Σ in V , its elements inducing the identity on the (d − 2)-space
Σ⊥. Long root groups in case O have analogues in cases S and U, where they are called
short root groups.
Let 0 = w ∈ 〈e1, f1〉⊥ be a singular vector. A long root group of G in case O, or a
short root group in cases S and U, is a G-conjugate of the group
R(e1, w) = {r1(λw, 0) | λ ∈ F} ∼= F+. (9)
The following result, which is easily checked by direct computation, gives some useful
commutator relations between elements from certain pairs of root groups.
Lemma 2.3. Let G be a classical group and let α, β ∈ F. Then
(i) [r1(αei , 0), r ′1(βe j , 0)] = ri (αβe j , 0) ∈ U(E) for 1 ≤ i < j ≤ m.
(ii) [r1(α fi , 0), r ′1(β f j , 0)] = r ′i (αβ f j , 0) ∈ U(F) for 1 ≤ i < j ≤ m.
(iii) [r1(αei , 0), r ′1(β f j , 0)] = ri (αβ f j , 0) ∈ L for 1 ≤ i = j ≤ m.
2.7. Primitive prime divisors
By a fundamental theorem of Zsigmondy (1892), if p is a prime and n ≥ 2, then there
is a prime dividing pn − 1 but not pi − 1 for 1 ≤ i < n, except when either p = 2, n = 6,
or n = 2 and p is a Mersenne prime. Such a prime is called a primitive prime divisor (ppd)
of pn − 1. We define a ppd#(p; n) to be an integer j > 1 behaving as in Table 6. We call
an element g of a group G a ppd#(p; n)-element if |g| is a ppd#(p; n). We also say that g
is a ppd#(p; n1) · ppd#(p; n2)-element if |g| is both a ppd#(p; n1) and a ppd#(p; n2).
Certain primitive prime divisor elements are highly abundant in classical groups and
are useful because of their action on the natural module. The next result gives statistical
information about such elements (see Kantor, 2001, 4.1.5, 5.1.5 and 6.1.5 for cases O, S
and U respectively).
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Table 6
j is a ppd#(p; n)
n = 1 if p is a Fermat prime then 4 | j ;
else j is not a power of 2.
if n = 6 and p = 2 then 21 | j ;
n ≥ 2 else if n = 2 and p is a Mersenne prime, then 4 | j ;
else j is divisible by a ppd of pn − 1.
Theorem 2.2. Let q = pk ≥ 16, let n ≥ 3 and let G be one of Sp(n, q), SU(n, q) (n odd),
or Ω−(n, q). Let V be the natural module of G over F = GF(pl). Then G contains at least
|G|
2n (in cases S and O) and |G|4n (in case U) elements of ppd#(p; ln)-order and each acts
irreducibly on V .
2.8. Probability estimates
We conclude Section 2 by summarising some results that we will need for the
correctness and reliability proofs of certain subroutines of our main algorithm. The first
result concerns the natural module of a classical group.
Lemma 2.4. Let V be the natural module of a classical group G of dimension d and let
N denote the number of singular points of V .
(i) There are q˜d−2N/(qδ + 1) hyperbolic lines in V , where δ is 0 in case O and is 1
otherwise.
(ii) With probability >1/4, a randomly selected line in V is hyperbolic.
(iii) If G = Ω+(2m, q) then V has q2m−2(qm − 1)(qm−1 − 1)/{2(q + 1)} definite lines.
Proof. (i) Fix a singular point x of V . Each of the q˜d−1 points not perpendicular to x
determines a hyperbolic line containing x , each containing q˜ points other than x . On the
other hand, each hyperbolic line contains qδ + 1 singular points.
We prove (ii) only in the case where the lower bound is weakest, namely when
G = Ω−(2m + 2, q). By (i), since N = (qm − 1)(qm−1 + 1) in this case, the proportion
of hyperbolic lines is
qd−2(qm − 1)(qm+1 + 1)(q2 − 1)
2(qd − 1)(qd−1 − 1) >
1
2
qd−2(qd+1 − qd−1 − qm+3 + qm+1)
q2d−1 − qd − qd−1 + 1
>
1
2
{
1 − q
2d−3 + qd+m+1 + qd+m−1 − 2qd
q2d−1 − 2qd
}
>
1
4
.
Finally, for (iii), subtract the number of lines of the form 〈e, u〉, where e is singular and
u ∈ e⊥ is nonsingular, and the number of hyperbolic and totally singular lines from the
total number of lines in V . Those which remain are the definite lines. 
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The following result will enable us to package the most time-consuming computations
of our main algorithm inside a low-dimensional subgroup (cf. 4.3.2).
Theorem 2.3. Let G be a classical group with natural module V of dimension d ≥ 5
with q = pk ≥ 16. Let a ∈ G be an element of ppd#(p; k)-order having two-dimensional
nonsingular support [V , a]. Let b be a random G-conjugate of a and let W = [V , 〈a, b〉].
(i) With probability ≥1/640, in case O or if q is even in case S, 〈a, b〉 inducesΩ+(4, q)
on the nonsingular 4-space W and 1 on W⊥.
(ii) In case S (q odd), assuming also that a, b are ppd#(p; k/2)-elements when k is even
then, with probability ≥1/32, 〈a, b〉 induces Sp(4, q) on the nonsingular 4-space W
and 1 on W⊥.
(iii) In case U, assuming also that a, b are ppd#(p; k/2)-elements when k is even then,
with probability ≥1/32, 〈a, b〉 induces SU(4, q) on the nonsingular 4-space W and
1 on W⊥.
Proof. For (i) see Kantor (2001, Lemmas 4.12(i) and 5.10(i)), for cases O and S respec-
tively. For (ii) and (iii), as in Kantor (2001, Lemma 5.10(v)), 〈a, b〉 is an irre-
ducible subgroup of the stated group with probability ≥1/32. We now refer to
Kantor and Liebler (1982, Theorems 5.6 and 5.7), for a catalogue of subgroups of Sp(4, q)
and SU(4, q) respectively. In each case, there are no proper irreducible subgroups gener-
ated by two elements of the stated order having two-dimensional nonsingular support. 
Finally, we state additional results that we will use in our treatment of low-dimensional
unitary groups. The first follows from Kantor (2001, Lemma 3.8(ii)), in view of the
isomorphism SU(2, q) ∼= SL(2, q).
Lemma 2.5. Let G = SU(2, pk) with pk > 16. Then two elements of the same
ppd#(p; 2k)-order generate G with probability >0.55.
Lemma 2.6. Let G = SU(d, q) with d ≥ 4 and q ≥ 8, and let T be transvection subgroup
of G. With probability >1/2, the group T together with two G-conjugates T g1, T g2 ,
generate a subgroup J of G inducing SU(3, q) on the non singular 3-space [V , J ] and
1 on [V , J ]⊥.
Proof. As in the proof of Kantor (2001, Lemma 3.7), J acts irreducibly on the nonsingular
3-space [V , J ] and is the identity on [V , J ] with probability at least (1−1/q)4 ≥ (7/8)4 >
1/2. The result now follows from Kantor (2001, 6.1.4), by noting that there are no proper,
irreducible, subgroups of SU(3, q) generated by transvection groups. 
3. Algorithmic preliminaries
In this section we outline some elementary procedures which we will use as subroutines
in our main algorithm.
3.1. Matrix groups
We first discuss some issues which arise when computing with matrix groups.
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3.1.1. Straight-line programs
It is important, when computing in a group 〈S〉, to have an efficient means of recording
how an element g ∈ 〈S〉 is constructed from S (a word in S representing g could have
exponential length).
A SLP of length m from S to g is a sequence (w1, . . . , wm) such that, for each i , either
wi is a symbol representing some element of S, or wi = ( j,−1) for j < i (representing
the inverse of w j ), or wi = ( j, k) for j, k < i (representing the product of w j and wk),
such that if each expression wi is evaluated sequentially in the obvious way, then the value
of wm is g.
One should think of each symbol wi in such a sequence as being an actual group
element. However, the rather abstract definition of SLP given above emphasises two things:
that we do not store each element of the sequence as a matrix (we evaluate an SLP from
a suitable set S only when necessary); and also that SLPs can be written from one set and
then evaluated from another (thus effecting an isomorphism, for example).
3.1.2. Random elements
We will assume that we can generate uniformly distributed random elements of a given
matrix group G. A fundamental result of Babai (1991) gives an algorithm, which runs in
time bounded by a polynomial in |S|, d, log q and µ, for computing sufficiently random
elements of G = 〈S〉 ≤ GL(d, q) (see Kantor, 2001, 2.2.2), for a statement and discussion
of this result). A more practical, heuristic algorithm is given in Celler et al. (1995).
We introduce a parameter ξ in our complexity statements to ensure that the running
time estimates can easily be adapted to different constructions of random elements in G.
However, we assume that ξ ≥ µ|S| since it is presumed that each generator will be
involved in the construction of a random element.
Reliability claims concerning subroutines which use random elements of a given group
should take into account the fact that such elements are not taken from a perfectly uniform
distribution. However, our probability estimates will be sufficiently crude so as not to be
affected by small deviations from uniformity. Furthermore, since our algorithm is Las
Vegas, it will return a correct output no matter what method of random generation is used,
including less reliable methods such as Celler et al. (1995).
3.1.3. Element orders and ppds
Computing the exact order of an element g ∈ G is unnecessary for our purposes, but
we will need to detect properties of |g| so that we can make deductions about the action
of g on the natural module. In Theorem 2.2 we saw that certain primitive prime divisor
elements occur with high frequency in classical groups. The next result shows that an
efficient deterministic test can be applied to any given element of G to decide whether or
not it has a specified ppd order.
Lemma 3.1. For any prime p and positive integer n, following a one-time integer
computation taking time O(n3log nlog4 p), one can test whether or not any given g ∈ G
is a ppd#(p; n)-element in time O(µnlog p).
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Proof. In Neumann and Praeger (1992, p. 578), a deterministic O(n3log nlog4 p) algo-
rithm is presented which factors pn − 1 = P P ′, where P is the product of all primitive
prime divisors of pn −1, including multiplicities. For a given integer i , we can compute gi
in time O(µlog i) by repeated squaring. The result now follows by noting that g ∈ G is a
ppd#(p; n)-element if g pn−1 = 1 but g P ′ = 1. The test is easily modified to accommodate
the more stringent definition given in 2.7. 
3.1.4. Normal closures and derived subgroups
We will need a method for computing derived subgroups inside low-dimensional
classical groups. The following is a special case of Seress (2002, Theorem 2.4.8).
Proposition 3.1. There is a Monte Carlo O(µ d2log4 dlog2 q + |S|log4 dlog q)-time
algorithm for constructing a generating set of size O(d2log q) for the derived subgroup
G′ of G.
Remark. Proposition 3.1 will only be applied when d = 3 or 4 in case U. Hence all
occurrences of d in the timing will disappear.
We will also employ a deterministic method for finding normal closures in elementary
Abelian sections of a matrix group based on the following elementary fact (which follows
from Kantor, 2001, Lemma 2.7).
Lemma 3.2. Let Y be a GF(pl)-space, let σ ∈ GL(Y ) be a ppd#(p; nl)-element (n <
dim(Y )), acting irreducibly on the n-space [Y, σ ] and as the identity on a complementary
subspace. For X ≤ Y , let Xσ = 〈Xσ i | 0 ≤ i < n〉 ≤ Y . Then the following hold:
(i) Xσ = 〈X 〈σ 〉〉.
(ii) If X lies in no hyperplane of Y containing [Y, σ ], then Xσ = Y .
3.2. The natural module
We next outline the methods which we will use to compute with the natural module V of
our given classical group G. We assume that we have the matrix representing a G-invariant
classical form relative to a fixed basis of V (note that O(d2) field operations are required
for each evaluation).
3.2.1. Quadratic equations
Several methods are discussed in Lidl and Niederreiter (1983) for finding roots of
polynomials over finite fields; we will only need the quadratic case. The timing stated in
the next result arises from the O(l2) field operations involved in various gcd calculations
when we specialise to the quadratic case.
Lemma 3.3. There is a Las Vegas O(l3log p)-time algorithm which, for any given f (x) =
x2 + αx + β ∈ F[x] having roots in F, with probability >1− 1/16 finds γ1, γ2 ∈ F such
that f (x) = (x − γ1)(x − γ1).
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Remark. The algorithm fails for a reducible input f (x), with probability <1/16, by
incorrectly reporting irreducibility. However, if f (x) happens to be irreducible in F[x],
then the algorithm always detects this.
3.2.2. Traces and norms
Suppose that we are in case U so that l is even, q = pl/2 and λ → λ = λq is an
involutory automorphism of F with fixed field F0 = GF(q).
Lemma 3.4.
(i) There is a deterministic O(l2log q)-time algorithm which, for any given β ∈ F0,
finds α ∈ F∗0 such that α + α = β.
(ii) There is a Las Vegas O(l2log2 qlog log q)-time algorithm which, for any given
β ∈ F∗0, with probability >1 − 1/26 finds α ∈ F∗ such that αα = β.
Proof.
(i) This just involves solving a system of l × l equations over Fp.
(ii) Use Lemma 3.3 at most twice to find a root γ ∈ F of x2 − β with probability
>1 − 1/28. If γ ∈ F0 or γ γ = β then return α = γ . Otherwise, γ γ = −β and we
return α = γ δ for δ ∈ F∗ such that δδ = −1 found as follows. If q ≡ 1 (mod 4)
then use Lemma 3.3 to find a root δ ∈ F0 of x2 + 1. If q ≡ 3 (mod 4) then
find the largest integer i such that 2i | q + 1. Use i iterations of Lemma 3.3 (at
most 2 log i! times for each iteration) to find a root δ ∈ F of x2i + 1. Since
(q + 1)/2i is odd, it follows that δδ = δq+1 = δ2i = −1. The stated timing is
for the O(i log q) = O(log qlog log q) uses of Lemma 3.3. For a fixed i , all 2 log i!
applications of Lemma 3.3 fail with probability <1/ i8. Hence, the probability that
at least one iteration fails is <1/ i7 ≤ 1/27. Hence, the procedure finds α with
probability >1 − (1/28 + 1/27) > 1 − 1/26. 
3.2.3. Standard bases
Finally we summarise some algorithmic techniques involved in finding a standard basis
for the natural module of a classical group.
Lemma 3.5. Let U be a nonsingular subspace of V of dimension r . Then in O(rd3log q)-
time one can find the orthogonal complement U⊥ to U in V .
Proof. Find the null-space of the d × r matrix [[(vi , u j )]] over GF(q), where v1, . . . , vd
is a basis for V and u1, . . . , ur is a basis for U . The stated timing is that required to obtain
[[(vi , u j )]] using the classical form. 
Lemma 3.6. There is a Las Vegas O(d2log q + l2log2qlog log q)-time algorithm which,
for a given 2-space L of V does one of the following:
• if L is hyperbolic, returns a hyperbolic pair e, f ∈ V of singular vectors such that
(e, f ) = 1 (with probability >1 − 1/16) or incorrectly reports “not hyperbolic”
(with probability <1/16);
P.A. Brooksbank / Journal of Symbolic Computation 35 (2003) 195–239 209
• if L is not hyperbolic, detects that this is the case.
Proof. Let L = 〈v,w〉 be the given line. First consider case S. We may assume that
(v,w) = 0 since otherwise L is t.s. (in which case a report of “not hyperbolic” is returned).
Output e := v and f := w/(v,w).
Next consider case U, and suppose first that v is singular. Again we may assume that
(v,w) = 0 since otherwise L is not hyperbolic. Set e := v; replace w with w/(v,w); use
Lemma 3.4 (i) to find α ∈ F such that α + α = −(w,w); and set f := αv + w. If v
is not singular, we replace it with a vector that is as follows. Replace w with any vector
in v⊥ ≤ L (where v⊥ is found using Lemma 3.5). If w is singular, report that L is not
hyperbolic. Otherwise use Lemma 3.4 (ii) to find α ∈ F such that αα = −(v, v)/(w,w)
and replace v with αv +w.
Finally suppose that we are in case O. Unless ϕ(v) = (v,w) = 0 or ϕ(w) = (v,w) = 0
(whence L is not hyperbolic), use Lemma 3.3 to find the roots γ1, γ2 ∈ F of the quadratic
ϕ(v) + (v,w)x + ϕ(w)x2. If we do not obtain distinct γ1, γ2 ∈ F, report that L is not
hyperbolic. Otherwise set e := v + γ1w and f := (v + γ2w)/(e, v + γ2w).
It is easy to verify in each case that the pair e, f behaves as stated. The timing is
dominated by the use of Lemma 3.4 (ii) and Lemma 3.5, while the stated reliability is
the probability that Lemma 3.4(ii) (case U) or Lemma 3.3 (case O) succeeds. 
Lemma 3.7. There is a Las Vegas O(dlog d{d3log q + l2log2 qlog log q})-time algorithm
which, with probability >3/4, finds a standard basis of the natural module V .
Proof. The procedure is recursive. If V = 〈v〉 is a point (hence we are not in case S),
find a scalar α ∈ F∗ as follows: in case O, replacing ϕ with ρϕ if ϕ(v)(q−1)/2 = 1, use
Lemma 3.3 to find a root α of x2−ϕ(v)−1; and, in case U, use Lemma 3.4(ii) to find α such
that αα = −1/(v, v). In each case return αv (note (αv, αv) = 1 in case U, and ϕ(αv) = 1
in case O).
If L = 〈v,w〉 is a line then use Lemma 3.6 to find a hyperbolic pair, or else find that
L is probably not hyperbolic. In the former case, we return the pair. In the latter we may
assume that we are in case O−. Replacing ϕ with ρϕ if necessary, use Lemmas 3.3 and 3.5
to find and return vectors v1 and v2 behaving as in Lemma 2.1.
Suppose then that dim(V ) > 2. Choose up to 6 log (2d)! lines of V , using Lemma 3.6
on each, to find a hyperbolic line L and hyperbolic pair e, f in L. Use Lemma 3.5 to find
the d − 2 space L⊥ (the natural module for a classical group of the same type) and use
recursion to find a standard basis B′ for L⊥. Insert the vectors e, f into B′ to obtain a
standard basis B for V and return B.
The stated timing arises from the O(dlog d) uses of Lemma 3.6. A line in V is
hyperbolic with probability >1/4 by Lemma 2.4(ii). Hence, if d ≥ 3, the probability
of failure before the recursive call is <1/(4d2). The entire algorithm therefore fails with
probability ≤∑d3(1/4i2) < 1/4. 
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4. The main algorithm
Let G = 〈S〉 be a classical group in its natural representation as a subgroup of SL(V )
with V of dimension d over the field F = GF(pl). In this section, we present an algorithm
for constructing a new generating set T for G using SLPs from S. In Section 5 we will
complete the proof of Theorem 1.1 by giving a routine for writing an SLP from T to any
given element g ∈ G.
Throughout the entire algorithm, let k, l, q be as defined at the beginning of Section 2.
Fix a generator ρ of F∗. Also, in case U, fix ζ = ρq+1 (a generator of F∗0) and 0 = δ = −δ
(found using Lemma 3.4(i)). Throughout Section 4, we assume that d ≥ 5 unless stated
otherwise.
4.1. Overview of the algorithm
We first give a pseudo-code overview to provide the reader with a reference to the
structure of the algorithm. Appropriate references are listed to the right of the principal
subroutines.
ClassicalConstructiveRecognition(G)
Procedure:
M := ClassicalForm (G); [4.2]
(τ, a) := FindGoodElements (G);(†) [4.3.1]
J := ConstructNaturalSubgroup (G, a);(†) [4.3.2]
TQ := ConstructQ (J, τ ); [4.4]
∆ := ConstructDelta (TQ);(††) [4.5]
T := ConstructNewGenerators (∆); [4.6]
Return T .
Remarks:
(†) These subroutines are both Las Vegas algorithms; failure may reported at either
stage. In fact, failure could be reported for two, very different, reasons: either G is not
a classical group on V ; or it is and bad luck occurred with choices of group elements.
We note, however, that ClassicalForm (G) will already have reported failure if G
does not preserve an appropriate nondegenerate form on V . Hence failure for the first
reason will only occur when G is a proper subgroup of the corresponding classical
group on V .
(††) Failure will be reported by ConstructDelta exactly when the input set TQ does not
generate a certain, desired subgroup of G. This may occur in certain of the cases that
we consider, but always with low probability.
Small fields: In order to present an algorithm which has a reasonably uniform appearance, it
is necessary, at various stages, to avoid pathologies which occur with small fields. However,
beyond a particular stage, our algorithm handles all field sizes equally well. Hence, we will
assume throughout 4.3 and 4.4 that q ≥ 16; replacements for the routines contained therein
will be discussed in 4.7 for q < 16. Throughout 4.5 and 4.6, we will make no assumption
about q .
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Table 7
The integer n
Case n Case n Case n
S d − 2 Uo d − 2 Oo d − 3
Ue d − 3 O+ d − 4 O− d − 2
4.2. A G-invariant form
Several methods exist for determining the matrix representing a nondegenerate alternat-
ing, symmetric, or Hermitian form left invariant by a given matrix group G ≤ GL(V ) on its
underlying module V . Perhaps the best known of these is the generalisation of the Parker–
Norton “meat–axe” algorithm by Holt and Rees (1994). In case O, one easily obtains a
G-invariant quadratic form with given associated G-invariant symmetric form. Hence, we
assume the availability of an efficient algorithm
ClassicalForm(G)
[Given: G = 〈S〉 ≤ GL(V ).]
[Find: a (nondegenerate) G-invariant, classical form onV .]
4.3. The subgroup J
Entirely different methods are required when d ≤ 4 and we defer further
discussion of the various low-dimensional groups until Section 6. The algorithm
ClassicalConstructiveRecognition for the general case (d ≥ 5) requires that we
first construct, and then constructively recognise, a suitable low-dimensional subgroup J .
Hence we will soon make calls to certain of the low-dimensional algorithms presented in
Section 6.
We will construct J in two stages. In the first stage, we will search for a frequently
occurring element τ which decomposes V , in a prescribed way, as the sum of τ -invariant
subspaces. In the second stage we will construct an element a (using τ ) such that [V , a] is
a hyperbolic line. With high probability, J is generated by a together with a single random
conjugate of a. Recall that q ≥ 16 for the remainder of 4.3.
4.3.1. The elements τ and a
Let n be the integer defined in Table 7: and let z = nl/2k (since n is odd only in case U,
where l = 2k, z is an integer). We now describe a subroutine which constructs, with high
probability, elements τ, a ∈ G with the following properties: τ has ppd#(p; nl)-order (or
ppd#(p; 2k) · ppd#(p; nk)-order in case O+), such that τ q2−1 centralises a hyperbolic line
of V ; and a := τ (q+1)(qz+1) has ppd#(p; k)-order (or ppd#(p; k) · ppd#(p; k/2)-order if k
is even in cases U and S) whose support is a hyperbolic line centralised by τ q2−1.
The procedure is given primarily for case O+, with the necessary modifications for the
other cases given in parentheses. Also, we will prove correctness only in case O+; the other
cases are similar, but easier.
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FindGoodElements (G)
Procedure: For up to 96n choices τ ∈ G
if (|τ | = ppd#(p; nk) and |τ | = ppd#(p; 2k)) then
[omit the |τ | = ppd#(p; 2k) test for all other cases]
a := τ (q+1)(qn/2+1);
if (|a| = ppd#(p; k) and dim[V , a] = 2) then
[test also |a| = ppd#(p; k/2) if k is even in cases S and U ]
Return (τ, a).
Correctness: Since (qn/2 + 1, q − 1) = (q + 1, q − 1) ≤ 2, if a pair (τ, a) is returned
by the procedure, then τ has ppd#(p; k) · ppd#(p; 2k) · ppd#(p; nk)-order. Furthermore,
by Niemeyer and Praeger (1998, Lemma 5.1), any element of order |τ | splits V as a
perpendicular direct sum V = V−4 ⊥ V−d−4, where V i denotes a nonsingular i -space
of type Oε. In addition, since a has two-dimensional support, τ preserves V = V+2 ⊥
V−2 ⊥ V−d−4, where a centralises the d − 2-space V−2 ⊥ V−d−4 and τ q
2−1 centralises V2.
Hence, any pair (τ, a) returned by the procedure behaves as stated.
Conversely, any element τ having ppd#(p; k) · ppd#(p; 2k) · ppd#(p; nk)-order which
preserves a decomposition V = V+2 ⊥ V−2 ⊥ V−d−4 will be returned by the algorithm
provided that it is divisible also by 16 whenever p is Mersenne and k = 2, and whenever
p is Fermat and k = 1 (cf. Table 6). We claim that there are at least |G|/32n such
elements of G. In fact, since our estimates are crude, we need not concern ourselves
with the additional divisibility requirement on |τ | in the Mersenne and Fermat cases.
Assuming that our claim is true, the procedure will fail to find a pair (τ, a) with probability
≤{(1 − 1/32n)32n}3 < 1/e3.
We first count the number of such elements preserving a fixed decomposition V =
V+2 ⊥ V−2 ⊥ V−d−4. Recall that O±(2, q) is dihedral of order 2(q ∓ 1). There are at least
(q + 1)/2 elements of D2(q+1) of ppd#(p; 2k)-order and at least (q − 1)/2 elements of
D2(q−1) of ppd#(p; k)-order. Hence, by Theorem 2.2, there are at least
q + 1
2
q − 1
2
|Ω−(d − 4, q)|
2(d − 4) =
(q2 − 1)|Ω−(d − 4, q)|
8(d − 4) (10)
suitable elements preserving our fixed decomposition. Next, by Lemma 2.4(i) and (iii),
there are exactly{
q2m−4(qm−1 − 1)(qm−2 − 1)
2(q + 1)
}{
qd−2(qm − 1)(qm−1 + 1)
2(q − 1)
}
(11)
such decompositions of V (where d = 2m). Hence, multiplying together (10) and (11), we
see that there are at least |Ω+(d, q)|/{32(d − 4)} = |G|/32n suitable elements in G, as
claimed.
Timing: Constructing O(d) random elements of G and using Lemma 3.1 up to three times
on each to test the appropriate ppd property costs O(d3log dlog4 q + d{ξ + µdlog q}).
Reliability: 1 − 1/e3.
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Table 8
The subgroup J
Case S (q even) and O S (q odd) U
J ∼= Ω+(4, q) Sp(4, q) SU(4, q)
4.3.2. Constructing J
In 4.3.1 we constructed an element a of ppd#(p; k)- or ppd#(p; k/2) · ppd#(p; k)-order.
We now present an algorithm to construct a naturally embedded four-dimensional subgroup
J of G behaving as in Table 8.
ConstructNaturalSubgroup (G, a)
Procedure: For up 3 · 210 conjugates b = ag
J := 〈a, b〉; VJ := [V , J ]; [J is 1 on V⊥J ]
if (VJ is a nonsingular 4-space) then
K := the 4 × 4 matrix group induced by J on VJ ; [K ∼= J ]
TK := ClassicalConstructiveRecognition (K )(∗)
if (K is the group defined in Table 8) then
Return J, K ,TK .
(∗) Using the appropriate low-dimensional routine from Section 6.
Correctness: Since J is 1 on [V , J ]⊥, it follows that K embeds naturally in G as the
subgroup J .
Reliability: Since a is a ppd#(p; k)- or ppd#(p; k/2) · ppd#(p; k)-element having two-
dimensional support, it follows from Theorem 2.3 that, with probability ≥1/640, J
induces the desired subgroup on the nonsingular 4-space VJ . For such a subgroup J ,
ClassicalConstructiveRecognition (K ) succeeds with probability at least 3/4, so
a single conjugate b produces a constructively recognised K with probability at least
(3/4)(1/640) > 1/210. Hence, at least one of our choices succeeds with probability
≥1 − [(1 − 1/210)210]3 > 1 − 1/e3.
Timing: O(ξ log log q + log2 q + χ), dominated by the cost of recognising K in case U
(cf. 6.4.8).
4.3.3. A standard basis for V
The 4-space VJ is the natural module for J . Observe that when q is even in case S, VJ
is the natural module for both Sp(4, q) and Ω+(4, q). Although J is the latter group, we
view VJ as a subspace of the symplectic module V (i.e. we ignore the quadratic form on
VJ constructed in 4.3.2).
The element a preserves the decomposition V = [V , a] ⊥ [V , a]⊥ and fixes exactly
two singular points x = 〈e〉 and y = 〈 f 〉 of the hyperbolic line [V , a]. The following
procedure finds a standard basis B for V , containing vectors spanning x and y, such that
B ∩ VJ is a standard basis for VJ .
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Procedure: e1 := e; f1 := f/(e, f ); [e1, f1 is a hyperbolic pair]
Use Lemma 3.5 to find VJ ∩ [V , a]⊥ and then use Lemma 3.6 to find a
hyperbolic pair e2, f2 in this line; e1, e2, f1, f2 is a standard basis for VJ .
Use Lemma 3.5 again to find V⊥J ≤ V and use Lemma 3.7 to find a standard
basis B′ of V⊥J .
Insert e1, e2, f1, f2 in the appropriate positions of B′ to obtain a standard
basis B of V and return B.
Timing and reliability: Lemma 3.7 succeeds with probability >3/4 in time O(dlog
d{d3log q + l2log2 qlog log q}).
4.3.4. Changing basis
For the remainder of the algorithm, we will write matrices of G relative to the basis B
of V constructed in 4.3.3. We now have a convenient embedding of K into J (the groups
returned by ConstructNaturalSubgroup) sending
(
A B
C D
)
→


A 0 B 0
0 Id−m−2 0 0
C 0 D 0
0 0 0 Im−2

 , (12)
where A, B,C, D are 2 × 2 matrices satisfying the set of constraints for case S, Ue or O+
in Table 1, and I j is the j × j identity matrix for j = m − 2, d − m − 2.
Let TJ denote the image of TK under this embedding.
Timing: O(µ(|S| + log q)) to apply the change of basis matrix to each generator of G and
to each of our constructed elements.
4.4. The subgroups Q(x) and Q(y)
The ability to construct and manipulate the subgroups Q(x) and Q(y) (described in
2.4) is the key to our construction of the new generating set T for G. Henceforth, it will
be understood that (analogues of) all subroutines pertaining to Q(x) are repeated for Q(y)
and we make no further mention of the latter. Denoting Q(x) simply by Q, our first goal is
to construct a generating set TQ for Q.
In cases S and U, let T denote the transvection group T (x) and let t1, . . . , tk be
generators for T defined as follows:
t j :=
{
r1(0, ρ j−1) in case S
r1(0, ζ j−1δ) in case U
for 1 ≤ j ≤ k. (13)
4.4.1. Constructing Q ∩ J
The following procedure returns a generating set for the subgroup X = Q ∩ J .
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ConstructSubgroupOfQ (J )
Procedure: Initialise TX := ∅.
for i ∈ {1, . . . , l} do
WriteSLP (r1(ρi e2, 0), J ).
WriteSLP (r1(ρ
i f2, 0), J ). [Section 6]
TX := TX ∪ {r1(ρi e2, 0), r1(ρi f2, 0)}.
if (X is non-Abelian) then
for j ∈ {1, . . . , k}
WriteSLP(t j,TJ ). [Section 6]
TX := TX ∪ {t j }.
Return TX .
Correctness: Q consists of all elements of G which induce 1 on x and on x⊥/x . Since J
centralises the (d − 4)-space V⊥J , it follows that Op(Jx) ≤ Q. Hence Q ∩ J is generated
by TX .
Timing: O(log q(χ + log q)) to write the ≤5k SLPs.
Remark: When q is even in case S, X = Op(Ω+(VJ )x) of order q2, a proper subgroup of
the more desirable group Op(Sp(VJ )x) of order q3; we have not yet explicitly constructed
the transvection group T at this stage. We will soon be able to construct T even in this
case, albeit indirectly.
4.4.2. Constructing Q
We now give the main procedure ConstructQ which returns a generating set TQ for a
subgroup of Q. In cases S (q odd), Uo and O−, we will always have 〈TQ〉 = Q. In the
other cases it could happen (with probability <1/8) that 〈TQ 〉 is a proper subgroup of Q.
There is, however, no randomised component to the following procedure; the success, or
otherwise, in generating Q is determined by previous constructions and will be established
later in 4.5.
ConstructQ (J, τ )
Procedure:
σ := τ q2−1;
TX := ConstructSubgroupOfQ(J );
Return
TQ :=
d−2⋃
i=0
(TX )σ i . (14)
Correctness: Recall that 〈e1, f1〉 = [V , a] so σ = τ q2−1 centralises the 1-space x = 〈e1〉.
Hence, σ normalises Q(x) by Theorem 2.1(ii), so U = 〈TQ〉 ≤ Q as claimed. Note also
that U is the normal closure 〈X 〈σ 〉〉; this follows from Lemma 3.2(ii).
Reliability: For any subgroup Y of Q, denote by Y˜ the quotient group Y/T if Q is
non-Abelian or Y if Q is Abelian. Since T is the Frattini subgroup of Q in the non-Abelian
cases, it suffices to show that U˜ = Q˜ with high probability.
Recall the integer n defined in Table 7. In each of the six cases, σ acts on the module
Q˜, is irreducible on the nonsingular n-space [Q˜, σ ], and is the identity on the orthogonal
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complement [Q˜, σ ]⊥ of [Q˜, σ ] in Q˜. By Lemma 3.2(ii), it suffices to show that, with high
probability, the hyperbolic line X˜ is in no hyperplane of Q˜ containing [Q˜, σ ]. Observe that
X˜ was determined by the random conjugate b = ag (cf. 4.3.2) and is independent of the
n-space [Q˜, σ ].
Cases S (q odd), Uo and O−: Here n = d − 2, σ is irreducible on Q˜, so there are no
such hyperplanes of Q˜. The procedure is deterministic for these cases.
Cases Ue and Oo: Here we compute the probability that the line X˜ lies inside
the nonsingular hyperplane [Q˜, σ ]. In case U the probability is {(q2)d−5(qd−4 − 1)
×(qd−3 + 1)}/{(q2)d−4(qd−2 − 1) (qd−3 + 1)} < 1/q4. In case Oo, the probability is
{qd−5(q(d−5)/2 − 1)(q(d−3)/2 + 1)}/{qd−4 (q(d−3)/2 − 1)(q(d−3)/2) + 1)} < 1/q2.
Case S (q even): Here X˜ is a line in the d−1-dimensional orthogonal space Q˜. Hence the
probability that X˜ lies in the hyperplane [Q˜, σ ] is {qd−4(q(d−4)/2−1)(q(d−2)/2+1)}/{qd−3
×(q(d−2)/2 − 1)(q(d−2)/2 + 1)} < 1/q2.
Case O+: Here n = d − 4 and there are q + 1 hyperplanes containing the n-space
[Q˜, σ ]. By a counting argument similar to the one above, the probability that X˜ is in one
of these q + 1 hyperplanes is <(q + 1)/q2 < 2/q < 1/8.
Hence, in all cases, U = Q with probability >7/8.
Timing: O(µlog dlog2 q) to construct TQ using SLPs from TX ∪ {σ }.
4.5. The generating sets ∆(x) and ∆(y)
This is the point at which our differing methods for q ≥ 16 and q < 16 converge; the
remaining subroutines handle all field sizes uniformly. At the current stage of the algorithm
we have constructed the following (cf. 4.7 when q < 16):
• a standard basis B of V relative to which all matrices are written;
• probable generating sets for the subgroups Q = Q(x) and Q(y); and
• generating sets for T (x) < Q(x) and T (y) whenever Q(x) is non-Abelian.
We will now define the elements of standard generating sets ∆(x) for Q(x) and ∆(y)
for Q(y). As in 4.4, we will only discuss the group Q = Q(x) and therefore denote
∆(x) simply by ∆. We will give a procedure ConstructDelta which constructs ∆
using SLPs from the set TQ returned by ConstructQ. The procedure ConstructDelta
is deterministic in the sense that it will return the desired set ∆ if 〈TQ〉 = Q, and fail
otherwise. This important property of ConstructDelta notwithstanding, the real purpose
of the sets∆(x) and∆(y) is to enable us to construct the generating set T of Theorem 1.1.
4.5.1. Linear algebra in Q˜
For computational purposes, we wish to regard the group Q˜ as an Fp-space relative to
a suitable basis (denoted ˜∆). More precisely, we wish to write
Q˜ =
∏
v∈∆˜
〈v〉
such that the decomposition of any given u ∈ Q˜, as an Fp-vector relative to ˜∆, can be
efficiently found. We may then store generators for Q˜ as Fp-vectors and also compute in
Q˜ as efficiently as in the row space Fl(d−2)p .
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Let B′ = B ∩ 〈e1, f1〉⊥ (a standard basis for 〈e1, f1〉⊥) and, for our fixed generator ρ
of F∗, let B′ρ denote the Fp-basis obtained from B′ and ρ. Let ψ : 〈x, y〉⊥ → Q be the
function defined, for w ∈ 〈x, y〉⊥, by
wψ =


r1(w, 0) in case S
r1(w, γ (w,w)) in case U
r1(w, ϕ(w)) in case O,
for fixed γ = 1− γ , found using Lemma 3.4(i). If we are not in case S (q even), then ψ is
linear and, by Theorem 2.1, we have
Q = 〈wψ | w ∈ 〈x, y〉⊥〉.
In case S (q even) ψ is not linear, but still Q (of order qd−1) is the direct product
Q = T × 〈wψ | w ∈ 〈x, y〉⊥〉.
With this in mind, we define a generating set ∆′ for Q as follows:
∆′ :=
{{t1, . . . , tk} ∪ {wψ | w ∈ B′ρ} in case S (q even)
{wψ | w ∈ B′ρ} otherwise. (15)
In fact, if ˜∆ denotes ∆′ when Q is Abelian and ∆′T otherwise, then ˜∆ is an Fp-basis for
Q˜, inheriting its ordering from B′ρ (preceded by t1, . . . , tk when q is even in case S).
The important point here is that, since elements of Q are written relative to our standard
basis B, we can simply “read off” the coordinates of a given u˜ ∈ Q˜ relative to ˜∆. For, if
u = r1(w, λ) ∈ Q, then f1u = u ± λe1 ± w is the row of the matrix u corresponding
to the basis vector f1. Hence w appears in the matrix u as an F-linear combination of B′.
Replacing each coordinate with its Fp-vector relative to the basis 1, . . . , ρl−1 of F gives w
as an Fp-vector relative to B′ so that
elements of Q˜ are “given” as Fp-vectors relative to ˜∆. (16)
4.5.2. Constructing∆′ and∆
Equation (15) defines the generating set∆′, but we have not yet constructed its elements
using SLPs from previously constructed elements. In particular, when q is even in case S,
we have not yet constructed t1, . . . , tk . The next routine writes an SLP of length O(dlog q)
from TQ to each of the <l(d − 1) elements of ∆′ (let T˜ denote TQ or TQ T according as
Q is Abelian or non-Abelian, respectively).
ConstructDeltaPrime(TQ)
Procedure:
if(dim〈T˜ 〉 < dimQ˜) then [〈TQ〉 < Q]
Return fail.
else
Use linear algebra to prune T˜ to an Fp-basis of Q˜.
C := matrix whose rows are the “Fp-vectors” in T˜ ; see (16).
D := C−1.
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for i in {1, . . . , l(d − 2)}
Use D[i ] to write an SLP from T˜ to the i th element of ˜∆.
if (Q is Abelian) then [∆′ = ˜∆]
Return list of SLPs to ˜∆.
else [∆′T = ˜∆]
Modify the SLPs to ˜∆ to ones from TQ to ∆′ using {t1, . . . , tk}.
Return the list of SLPs to ∆′.
Correctness: C is a base change matrix from ˜∆ to the elements of T˜ , so D is a base change
matrix from T˜ to ˜∆ (the i th row D[i ] gives the i th element of ˜∆ as an Fp-vector relative
to T˜ ).
Timing: O(d2log2 q) to write O(kd) SLPs of length O(dlog q). Observe that we do not
evaluate those SLPs; they just serve to record how the elements of ∆′ were constructed
from TQ .
Remarks:
1. The procedure ConstructDeltaPrime is the first time that we used methods
which depend heavily upon having the natural representation to hand. We were
able simply to write down the matrices in Q that we wanted and then construct
them from TQ using linear algebra. This process is both much harder and much
less efficient inside a black box elementary Abelian group (see, for example,
Kantor, 2001, 3.4, 4.4, 5.4, 6.4).
2. When q is even in case S, we have now constructed the elements ti = r1(0, ρi )
generating T using SLPs from TQ . This brings to an end the annoying subdivision
of case S.
3. If ConstructDeltaPrime is successfully executed then we know that the input
group G contains the appropriate classical group (if, for some reason, this is still
in doubt). For, each classical group is generated by the groups Q(x) and Q(y) which
have now been shown to be subgroups of G.
Finally, we define and construct our desired generating set ∆. The timing of the
following procedure is dominated by that of ConstructDeltaPrime.
ConstructDelta (TQ ,TX )
Procedure:
∆′ := ConstructDeltaPrime (TQ).
if (Q is Abelian) then [∆ = ∆′]
Return ∆′.
else
Return ∆ := {t1, . . . , tk} ∪∆′. [{t1, . . . , tk} ⊂ TX ]
4.6. The generating set T
We have now constructed, using SLPs from the original generators, the precise sets
∆(x) and∆(y) that we need to construct our target generating set T for G. We first redefine
∆ to be the union of those sets:
∆ := ∆(x) ∪∆(y). (17)
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Although ∆ generates G, we need the larger set T in order to execute the SLP routine
given in Section 5.
Recall the subgroups L,U(E) and U(F) defined in Theorem 6; generators for these key
subgroups will comprise the lion’s share of our generating set T . We first give a pseudo-
code overview of the main procedure which constructs T from∆.
ConstructNewGenerators (∆)
Procedure:
TL := ConstructL (∆); [4.6.1]
TE := ConstructUpperU (∆,TL); [4.6.2]
TF := ConstructLowerU (∆,TL); [4.6.2]
(K , VK ) := the subgroup and support defined in Table 9; [4.6.3]
if (K = J ) or (q < 16) then
SK := K ∩∆; [identify SK with 4 × 4 matrices induced on VK ]
TK := ClassicalConstructiveRecognition (〈SK 〉)(†);
[Section 6, or Section 4 in case O−]
else
TK := TJ ;
TU := ConstructUsefulElements (TE ); [4.6.4]
Return T := TL ∪ TE ∪ TF ∪ TK ∪ TU .
(†) The routine ClassicalConstructiveRecognition applied to the low-dimen-
sional subgroup K succeeds with probability >1/2. We repeat the procedure, in
the present setting, up to six times to ensure that we successfully obtain TK with
probability >1 − 1/64.
4.6.1. The set TL
Here and in 4.6.2 we will construct elements of G using commutators of elements
from ∆. It is clear that a short SLP can easily be written from {g, h} to [g, h]. For
1 ≤ i, j ≤ m and 0 ≤ a < l, we have r1(ρa f j , 0) ∈ ∆(x) and r ′1(ei , 0) ∈ ∆(y).
The following procedure produces the O(kd2) elements of the set
TL := {ri (ρa f j , 0) | 1 ≤ i = j ≤ m, 0 ≤ a < l}. (18)
ConstructL (∆)
Procedure: Initialise TL := ∅;
for i ∈ {2, . . . ,m}
for i = j ∈ {2, . . . ,m}
for a ∈ {0, . . . , l − 1}
TL := TL ∪ {[r1(ρaei , 0), r ′1( f j , 0)]};
Return TL .
Correctness: By Lemma 2.3(iii), ri (ρa f j , 0) = [r1(ρaei , 0), r ′1( f j , 0)].
Timing: O(kd2) (again, we do not evaluate the commutators since we already know to
which group elements they evaluate).
Proposition 4.1 (Gaussian elimination). The group 〈TL〉 induces SL(E) (respectively
SL(F)) on the t.s. subspace E (respectively F) of V . If the linear transformation induced
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by g ∈ 〈TL 〉 on E is represented by the matrix M relative to the basis e1, . . . , em, then
the linear transformation induced on F has matrix M˜−tr relative to f1, . . . , fm , where
M˜ = M in case U and M˜ = M otherwise. Furthermore, if g =
(
A ∗
∗ ∗
)
where A is
m × m, then there are procedures to solve the following problems in O(d3log q) time:
(N) If A is nonsingular, find g′ ∈ G, having “A” entry diag(α, 1, . . . , 1) for some
α ∈ F∗, and also find SLPs of length O(d2log q) from TL to elements g1, g2 ∈ 〈TL 〉
such that g1gg2 = g′.
(S) If rank(A) = r < m, find a matrix g′ ∈ G, having “A” entry
(
Ar 0
0 0
)
, where
Ar is an r × r matrix diag(α1, . . . , αr ) for αi ∈ F∗, and also find SLPs of length
O(d2log q) from TL to elements g1, g2 ∈ 〈TL〉 such that g1gg2 = g′.
Remark: In the nonsingular and singular cases (N) and (S) above, we are not saying that
we actually find the matrices gi (this would require O(d5log2 q)-time to evaluate the SLPs
from TL to each gi ); we need only SLPs to the gi .
Proof. For 1 ≤ i , j ≤ m and λ ∈ F, let Eij (λ) denote the elementary m × m matrix with
λ in position (i, j) and zeros elsewhere, and let Xij (λ) be the transvection Im + Eij (λ). A
simple calculation shows that the linear transformation induced on F by ri (ρa f j , 0) ∈ TL
has matrix Xij (ρa). Hence 〈TL 〉 induces SL(F) on F as claimed. That the action of
g ∈ 〈TL〉 on E and F is as stated follows from Table 4. Finally, the procedures (N) and
(S) both use Gaussian elimination in SL(E) with the transvections induced on E by the
elements of TL . In particular, the timing and length of SLPs is as stated. 
4.6.2. The sets TE and TF
There are both “lower” and “upper” versions of the procedures ConstructU for
constructing generators for U(E) and U(F) respectively. We only give procedures for
U = U(E). We begin with a subroutine for constructing a useful element of 〈TL〉.
ConjugatingElement (TL)
Procedure: Write down the matrix of any element c of 〈TL〉 ≤ L such that
c : e1 → e2 → · · · → em . Use Proposition 4.1 to write an SLP of length
O(d2log q) from TL to c and return c together with this SLP.
The structure of U varies depending on the type of G (cf. 2.5.2). The next subroutine
constructs generators for the centre of U (recall that∆(x) contains the transvection tb ∈ T
for 1 ≤ b ≤ k).
ConstructCentreOfU (∆, c)
Procedure: Initialise T (1)E := ∆ ∩ Z(U).
for i ∈ {1, . . . ,m − 1}
for b ∈ {1, . . . , k} [only in cases U and S]
T (1)E := T (1)E ∪ {(tb)c
i };
for i < j ∈ {1, . . . ,m}
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for a ∈ {0, . . . , l − 1}
T (1)E := T (1)E ∪ {[r1(ρae j , 0), r ′1(ei , 0)]};
Return T (1)E
Correctness: By Lemma 2.3(i), ri (ρae j , 0) = [r1(ρae j , 0), r ′1(ei , 0)]. In cases U and
S, T (〈ei+1〉) = T (〈e1〉)ci = 〈(tb)ci | 0 ≤ b < k〉 for 1 ≤ i ≤ m − 1. Note that ri (ρae j , 0)
has matrix
u(Eij (ρa)− E ji(ρa)), u(0, Eij (ρa)− E ji(ρa)) or u(0, 0, Eij (ρa)− E ji(ρa)),
while elements of T (〈ei 〉) have matrix u(Eii (λ)) or u(0, Eii (λ)). It follows that T (1)E is a
basis for the Fp-space Z(U), as required.
Timing: O(kd2), as in 4.6.1
We now give the main procedure for constructing nice generators for U from ∆ ∪ TL
(recall that ∆ contains ua = r1(ρav, λa) in cases Oo and U, and ua,s = r1(ρavs , λa,s) for
s = 1, 2 in case O−, where λa = ϕ(ρav) in case Oo, λa + λa = −(ρρ)a in case U, and
λa,s = ϕ(ρavs) in case O−).
ConstructU (∆,TL)
Procedure:
c := ConjugatingElement (TL);
T (1)E := ConstructCentreOfU (∆, c);
Initialise T (2)E := ∅. [generators for U/Z(U)]
if (U is non-Abelian) then
for i ∈ {1, . . . ,m − 1}
for a ∈ {0, . . . , l − 1}
Add {(ua,1)ci , (ua,2)ci } in case O−, or else (ua)ci , to T (2)E .
Return TE := T (1)E ∪ T (2)E .
Correctness: Assume that U is non-Abelian (and hence a class-2 nilpotent group), and
consider just the case O−. For λ ∈ F and 1 ≤ i < j ≤ m, let
εi (λ) = the row vector in Fm with λ in coordinate i and zeros elsewhere. (19)
Then T (2)E is the set of all ri (ρavs , λa,s), where 1 ≤ i ≤ m, 0 ≤ a < k and s = 1, 2,
having matrix u(εi (ρa), 0, M1) or u(0, εi (ρa), M2) for s = 1, or 2 respectively. It follows
that T (2)E projects onto an Fp-basis of the k(d − 2)-space U/Z(U).
Timing: O(d3log q), dominated by time required to construct c.
4.6.3. The subgroup K
Our new generating set T , output by subroutine ConstructNewGenerators described
on p. 26, contains generators for a certain naturally embedded subgroup K . That subgroup,
along with its support VK , is defined in Table 9 (recall that J and VJ were constructed in
4.3). In the SLP algorithm in Section 5, our strategy will be to modify a given matrix g so
that it lies inside K .
222 P.A. Brooksbank / Journal of Symbolic Computation 35 (2003) 195–239
Table 9
The subgroup K
Case VK K
S (q odd) VJ J = Sp(VJ )
S (q even) VJ Sp(VJ ) > J
Ue VJ J = SU(VJ )
Uo 〈e1, v, f1〉 SU(VK )
O+ VJ J = Ω+(VJ )
Oo VJ J = Ω+(VJ )
O− 〈e1, e2, v1, v2, f1〉 Ω(VK )
Table 10
The elements xr
Case S,U Oo,O− O+
xr = ∏mi=r+1 ri (0, α) ∏mi=r+1 ri (v∗, ϕ(v∗)) ∏t−1i=0 rm−i(em−r+1−i,0 )
Remark: In case O−, K is a five-dimensional group rather than the more natural choice
Ω−(4, q). This is to avoid squaring the size of the field to recognise the latter group (cf.
6.1.4).
Timing: O(ξ log log q + µlog2 q + χ), the timing stated in Theorem 1.1 for d = 5 in
case O−.
4.6.4. Some useful elements
Finally, we construct in time O(µd) a set TU of m (or possibly (m/2)) elements to be
used in the subroutine UpperReduce of WriteSLP (cf. 5.2.1). In Table 10, the scalar α is 1
(respectively 0 = δ = −δq ) in case S (respectively U), and the vector v∗ is v (respectively
v1) in case Oo (respectively O−).
ConstructUsefulElements (TE )
Procedure: Initialise XU := ∅.
for
{
m − r = 2t ∈ {2, 4, . . . , 2(m/2)} in case O+, or
r ∈ {1, . . . ,m} otherwise.
Write an SLP of length O(d) from TE to xr (defined in Table 10).
TU := TU ∪ {xr };
Return TU .
Properties of the elements xr : In each case,
xr = u(M), u(z, M), or u(z, 0, M)
(cf. 2.5.2) where z = z(r) ∈ Fm and M = M(r) is an m × m matrix
M(r) =
(
0 0
0 Mm−r
)
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(Mm−r is an (m − r)× (m − r) matrix). The key properties of xr for our purposes are that
Mm−r is nonsingular and, when applicable (cases Oo and O−), we have
z(r) = (0, . . . , 0, 1, . . . , 1),
containing r zeros and m − r ones. Multiplying out the defining product in each case
using matrices relative to B, and denoting the m − r identity matrix by Im−r , we find that
Mm−r = Im−r ,−δ Im−r or −ϕ(v1)Im−r in case S, U or O− (q even) respectively. In cases
Oo and O− (q odd), we have
Mm−r = λ


1 2 · · · 2
. . .
. . .
...
. . . 2
1

 ,
where λ is −1/2 (respectively −1) in case Oo (respectively O−). Finally, in case O+, we
have
Mm−r =
(
0 D(m−r)/2
−D(m−r)/2 0
)
,
where Di is the i × i matrix with 1s on the off-diagonal and 0s elsewhere.
4.6.5. Total timing and reliability
The running time of the routine ConstructNewGenerators, summarised at the
beginning of 4.6, is dominated by O(ξ log log q+µlog2 q+χ), the time taken to recognise
K and by Proposition 4.1. Hence, we obtain the new generating set
T := TL ∪ TE ∪ TF ∪ TK ∪ TU (20)
for G, with probability >1 − 1/64, in time O(d3log q + ξ log log q + µlog2 q + χ).
4.7. Small fields
Our final task in this section is to obtain replacements for the subroutines used at the
beginning of the algorithm (4.3 and 4.4) when q < 16. It is tempting simply to use
the entire algorithm in Kantor (2001) for bounded q since the dependence of the timing
in Kantor (2001) on the field size would then be irrelevant. However, those black box
algorithms are recursive, producing an extra factor of d in their timing estimates that does
not occur in ours.
We proceed exactly as in Kantor (2001) for bounded q , in effect regarding G as a
black box group. We will obtain generating sets for subgroups Q(x) and Q(y) for some
singular points x and y /∈ x⊥. As in 4.4, we will only discuss Q = Q(x). In each case,
Kantor (2001) constructs an analogue of J , together with analogues (called there Q8k, Q4
or Q6) of Op(Jx) that lead to probable generators for Q. However, we do not require all
of the constructions used in Kantor (2001) so, considering each classical group in turn,
we summarise the information we need, together with timing estimates and references to
procedures.
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O Here we assume that d ≥ 9; otherwise |G| is bounded and is recognised by
brute force. Use Kantor (2001, 4.2.1) (cases 1, 6, 7, 8 or 9), to find a long root
element t and an element τ (an analogue of the τ constructed here in 4.3.1).
Use Kantor (2001, 4.2.2), together with t , to construct O(log d) subgroups Q8k for
1 ≤ k ≤  25log (4d)!, each of which is a six-dimensional subspace of a group
Q = Q(x) for some x . Finally, use Kantor (2001, 4.3), together with the groups Q8k
and the element τ , to find a generating set TQ for a subgroup of Q.
S Use Kantor (2001, 5.2.1) (for q < 16 odd), or Kantor (2001, 5.2.2) (for q < 16
even), to find: a subgroup Q4 of order q3 (q odd), or Q6 of order q4 (q even), of
Q = Q(x) for some x ; and an element τ (q odd), or two elements τ, τ ′ (q even),
normalising Q. Use Kantor (2001, 5.3.1), together with Q4 and τ (q odd), or Q6 and
τ, τ ′ (q even), to find a generating set TQ for a subgroup of Q.
U Assume that d ≥ 7 if q = 2; otherwise d ≥ 5 as usual. Use Kantor (2001, 6.2.1), to
find: a subgroup Q4 of order q5 (or 29 if q = 2) of Q = Q(x) for some x ; and an
element τ normalising Q. Use Kantor (2001, 6.3.1), together with Q4 and τ , to find
a generating set TQ for a subgroup of Q.
Timing and reliability: We obtain all of the necessary constructions, with probability>3/4,
in time O(ξd + µd2).
4.8. Total timing and reliability
Adding up the running times of the subroutines in Section 4 and also the failure
probabilities of the randomised subroutines, the routine
ClassicalConstructiveRecognition (G)
returns a new generating set T for G, with probability >1/2, in time
O(d3log q(d + log dlog3 q)+ ξ{d + log log q} + µ{|S| + d2log2 q} + χ log q).
This completes the preprocessing phase of the algorithm.
5. Straight-line programs
In the previous section we gave an algorithm to construct a carefully tailored generating
set T for the given classical group G. In this section we complete the proof of Theorem 1.1,
for d ≥ 5, by presenting an algorithm for writing an SLP from T to any given element
g ∈ G. The algorithm is analogous to that used in Celler (1997) for G = Sp(d, q)
but is more complicated for some of the other cases. Nevertheless, the same general
approach is applied to all classical groups, giving the same running time as the algorithm
in Celler (1997) in each case.
Convention: If σ is an SLP from a set X , then σ−1 will denote an SLP from X to the
inverse of the element to which σ evaluates (from X); similarly, σσ ′ will denote an SLP to
the product of the elements to which the SLPs σ and σ ′ evaluate.
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5.1. The key subgroups
Recall that the algorithm ClassicalConstructiveRecognition returns a new gen-
erating set T for G of the form
T = TL ∪ TE ∪ TF ∪ Tk ∪ TU .
Our strategy for the main routine WriteSLP (which is presented in 5.2) will be to modify
a given element g ∈ G in various ways using elements from the subgroups L,U(E) and
U(F). This will require that we are able to use SLPs from T to construct given elements
from each of those groups.
5.1.1. Constructing elements of L
Elements of L have the matrix
diag(A, A˜−tr), diag(A, λ, A˜−tr ) or diag(A,Λ, A−tr),
where A˜ = A in case U and A˜ = A otherwise, and A, λ,Λ behave as in Table 4.
The following procedure writes an SLP of length O(d2log q) from TL ∪ TK to any
given element g ∈ L (see 2.5.1 and 4.6.3 for descriptions of the subgroups L and K
respectively).
WriteLSLP (g,T )
Procedure:
Use Proposition 4.1 (N) to find:
g′ ∈ G with “A” entry diag(α, 1, . . . , 1); and
SLPs σ1, σ2 from TL to elements g1, g2 ∈ 〈TL〉 such that g1gg2 = g′.
σ := WriteSLP (g′,TK ).
Return (σ1)−1σ(σ2)−1.
Correctness: We claim that g′ = g1gg2 ∈ K . Indeed, if U denotes the zero-, one- or
two-dimensional subspace of V spanned by the nonsingular vectors in B, then [V , g′] ≤
〈x, y,U〉 ≤ [V , K ] and g′ is the identity on [V , g′]⊥ ≥ [V , K ]⊥, so g′ ∈ K .
Timing: We note, in cases Ue,S and O+, that g′ is a diagonal element of a subgroup of K
isomorphic to SL(2, q). In those cases, we use either 6.1.1 or 6.1.2 to write an SLP to g′.
In case Oo, g′ ∈ K ∼= Ω+(4, q), and we use Section 6.1.3. In case O−, g′ ∈ K ∼= Ω(5, q),
so we are now in case Oo. Finally, in case Uo, we use the SLP routine described in 6.4.7.
The cost of the call to WriteSLP (g′,TK ) is dominated by the latter timing, so WriteLSLP
runs in time O(d3log q + log2 q).
5.1.2. Constructing elements of U(E) and U(F)
We consider only the group U = U(E). Elements of U have matrix u(M), u(z, M) or
u(z1, z2, M) as in Table 8. The procedure is very similar for all classical groups so we give
details only for the most difficult case O−.
Recall that the routine ConstructUpperU (∆) returned TE = T (1)E ∪ T (2)E , where T (1)E
generates Z(U) and T (2)E Z(U) generates U/Z(U). Recall also that, for 1 ≤ i < j ≤ m
and 0 ≤ a < l, the set T (1)E contains the linear transformation ri (ρae j , 0) having matrix
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u(0, 0, Eij (ρa)− E ji(ρa)) ∈ Z(U). Hence, elements of Z(U), relative to B, are also vec-
tors relative to T (1)E when viewed as elements of an Fp-space of dimension <kd2 (cf. (†)).
The following procedure writes an SLP of length O(d2log q) from TE to any given
element g ∈ U .
WriteUSLP (g,TE ) [Case O−]
Procedure:
if (g ∈ Z(U)) then
Express g as an Fp-linear combination of the basis T (1)(†)E .
Hence return an SLP of length O(d2log q) from T (1)E to g.
else [g = u(z1, z2, M) f or z1, z2 ∈ Fm not both zero]
Write zs =∑mi=1∑k−1a=0 αiasεi (ρa)‡ for s = 1, 2, where 0 ≤ αias < p.
Hence, write an SLP of length O(dlog q) from T (2)E to
h =
2∏
s=1
m∏
i=1
k−1∏
a=0
ri (ρ
avs , λa,s)
αias .
Recursively set σ ′ := WriteUSLP (gh−1,TE ); [gh−1 ∈ Z(U)]
Return σ ′σ .
(†) Performing even elementary linear algebra (such as a change of basis) in the
O(kd2)-dimensional vector space Z(U) requires O(k3d6) integer computations, so
it is crucial that we constructed the exact Fp-basis T (1)E for Z(U) directly. This
dimensional blow-up was also avoided in Celler (1997), but using different ideas.
(‡) The row vectors εi (λ) are defined in (19).
Correctness: The only part of the procedure which needs justification is that the input to
the recursive call, gh−1, is in Z(U). This follows from the construction of h. Indeed, if
g = u(z1, z2, M), then h = u(z1, z2, M∗) for some matrix M∗, so gh−1 = u(0, 0, M ′) ∈
Z(U) for some matrix M ′.
Timing: µ = O(d3log q) to compute gh−1 since the elements of T (2)E are sparse.
5.2. The SLP algorithm
We now complete the proof of Theorem 1.1 for d ≥ 5. Let g ∈ GL(V ) be given. We
begin with some preliminary checks to recognise when g /∈ G. Compute det(g) and report
that g /∈ G if this is not 1. Otherwise, verify that g preserves the G-invariant form obtained
in 4.2 and report that g /∈ G if this is not the case. We are left with the possibility, in case
O, that g ∈ SOε(V )\G. However, there are elementary tests to recognise when this is the
case (cf. Kleidman and Liebeck 1990, pp. 29–30), so we may now assume that g ∈ G.
Our strategy is to use elements from the subgroups U(E),U(F) and L to filter g down
the following short chain of subgroups:
G > GE > GE,F > {1};
verifying the correctness of each filtration will usually just involve multiplying matrices.
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Table 11
Matrix entries z, z1, z2, M (notation as in 2.5.2)
Case z M
S,O+,Ue Mtr = −A−1 B
Oo,Uo z˜ = ξ A−tr Mtr = −A−1 B − z˜trz
O− zi = ξi A−tr Mtr = −A−1 B − ztr1 zσ(1) − αztr2 zσ(2)
Write g relative to B, so that
g =
(
A B
C D
)
,
( A ξ tr B
η λ ω
C ζ tr D
)
or


A ξ tr1 ξ
tr
2 B
η1 λ11 λ12 ω1
η2 λ21 λ22 ω2
C ζ tr1 ζ
tr
2 D


as in (2) and (3) or (4) depending upon the type of G. The following is a pseudo-code
overview of the SLP algorithm.
WriteSLP (g,T )
Procedure:
(g′, σu1, σu2) := UpperReduce (g,T ), [5.2.1]
(g′′, σl) := LowerReduce (g′,T ), and [5.2.2]
σ := WriteLSLP (g′′,T ). [5.1.1]
Return (σu1)−1σ(σu2σl)−1.
5.2.1. From G to GE
The following algorithm returns a triple (g′, σ1, σ2), where g′ ∈ GE and, for i = 1, 2,
σi is an SLP of length O(d2log q) from T to an element hi such that g′ = h1gh2.
UpperReduce (g,T )
Procedure:
if (A is nonsingular) then
u := u(M), u(z, M) or u(z1, z2, M) in U(E) as in Table 11.
w := utr.
Return the triple (gw, 1, WriteUSLP (w,T )). [5.1.2]
else [A is singular]
r := rank(A).
Use Proposition 4.1 (S) to find g′ ∈ G with entry “A” of the form(
Ar 0
0 0
)
, where Ar = diag(α1, . . . , αr ) for αi ∈ F∗, together with SLPs
σi (i = 1, 2) of length O(d2log q) from TL to elements g1, g2 ∈ 〈TL〉
such that g1gg2 = g′.
Recursively set (g′′, 1, σ ) := UpperReduce (g′xr ,T ); [xr ∈ TU ]
Return the triple (g′′, σ1, σ2xrσ).
Correctness: Suppose first that A is nonsingular. Then it is an easy matter to verify that
the entries of u (Table 11) satisfy the appropriate constraints for an element of U , and then
that gw ∈ GE , as required.
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Suppose then that A is singular. We need to show that g′xr has nonsingular “A” entry
(so that we can make the recursive call UpperReduce (g′xr ,T )) and, in case O+, that
m − r is even (since otherwise xr is undefined).
Write the top block entries of g′ (corresponding to the first m rows) as follows:(
Ar 0
0 0
)(
B11 B12
B11 B12
)
,
(
Ar 0
0 0
)(
ξ tr1
ξ tr2
)(
B11 B12
B21 B22
)
or
(
Ar 0
0 0
)(
ξ tr11
ξ tr12
)(
ξ tr21
ξ tr22
)(
B11 B12
B21 B22
)
,
so that B12 is m × (m − r), B22 is (m − r)× (m − r), ξ12 ∈ Fm−r etc.
Claim 1. B21 = 0 in all cases; ξ2 = 0 in cases Uo and Oo; and ξ12 = ξ22 = 0 in case O−.
This technical fact is an elementary consequence of the matrix constraints imposed upon
these m rows of g′ (cf. Tables 1 and 2). Again, we give details only for the most difficult
case O−. We consider three different sets of constraints arising from the three different
possible bases for the definite line 〈v1, v2〉 (cf. Lemma 2.1).
Case q ≡ 3 (mod 4). Since g′ preserves ( , ), we obtain the constraints
ξ tr12ξ12 + ξ tr22ξ22 = 0 and B21 Atrr + ξ tr12ξ11 + ξ tr22ξ21 = 0.
For nonzero row vectors v = (vi ),w = (wi ) ∈ GF(q)m−r , vtrv + wtrw = 0 only if
v2i = −w2i for 1 ≤ i ≤ m − r . This can occur only if −1 = ✷ and hence only if
q ≡ 1 (mod 4). Hence, ξ12 = ξ22 = 0 and this case follows.
Case ≡ 1 (mod 4). This is similar to the preceding case. The constraints here can be
satisfied by nonzero ξ12, ξ22 only if−ρ = ✷, which is the case if and only if q ≡ 3 (mod 4).
Case q is even. Since g′ preserves ( , ), we obtain the constraints
(i) ξ tr12ξ22 + ξ tr22ξ12 = 0; and
(ii) B21 Atrr + ξ tr12ξ21 + ξ tr22ξ11 = 0.
Since g′ also preserves ϕ, we have the additional constraint
(iii) each diagonal entry of α1ξ tr12ξ12 + α2ξ tr22ξ22 + ξ tr12ξ22 is zero,
where α1, α2 are as in Lemma 2.1. Equation (i) requires that if both ξ12 and ξ22 are nonzero,
then ξ12 = λξ22 for some λ ∈ F. By (iii), the matrix ξ tr22ξ22[α1λ2 + λ + α2] has zeros on
its diagonal. Hence, either ξ22 = 0 or λ is a root of the equation α1x2 + x + α2 = 0. In
the latter case λv1 + v2 is then a singular vector of the definite line 〈v1, v2〉. Hence ξ22 = 0
and it follows from (iii) that ξ12 = 0 and then from (ii) that B21 = 0.
Claim 2. g′xr has nonsingular “A” entry.
Using Claim 1 and the matrix xr (cf. 4.6.4) we see that the “A” entry of g′xr
is
(
Ar ∗
0 Am−r
)
, where Am−r = B22Mm−r . A corollary of Claim 1 is that B22 is
nonsingular (since g′ is nonsingular) and we showed in 4.6.4 that Mm−r is nonsingular.
Hence, Am−r is nonsingular and the claim follows.
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Table 12
Matrix entries z, z1, z2, M
Case z M
S,O+,Ue M = −D−1C
Oo,Uo z˜ = −ζ D−tr M = −D−1C − z˜trz
z1 = −ζσ(1)D−tr
O− z2 = −α−1ζσ(1)D−tr M = −D−1C − ztrσ(1)z1 − αztrσ(2)z2
Claim 3. m − r is even in case O+.
Since g′ ∈ G = Ω+(V ) has “A” entry
(
Ar 0
0 0
)
, it follows that dim(E ∩ F) = 0
and dim(Eg′ ∩ F) = m − r have the same parity (Kleidman and Liebeck, 1990, p. 30,
description 4).
Claims 2 and 3 establish the correctness of the procedure.
Timing: O(d3log q), dominated by Proposition 4.1.
5.2.2. From GE to GE,F
The following algorithm takes as input an element g ∈ GE , and returns a pair (g′, σ ),
where g′ ∈ GE,F = L and σ is an SLP of length O(d2log q) from TE to an element
u ∈ U(E) such that g′ = gu. Recall the notation for the block entries of g in (2)–(4) and
note that: B = 0; ξ = 0 in cases Oo and Uo; and ξ1 = ξ2 = 0 in case O−.
LowerReduce (g,T )
Procedure:
u := u(M), u(z, M) or u(z1, z2, M) in U(E) as in Table 12.
Return the pair (gu, WriteUSLP (u,T )).
Correctness: Since A is nonsingular, the constraints on the block matrix entries of g mean
that A = D−tr in cases S and O and A = D−tr in case U, so D is also nonsingular (hence
Table 12 makes sense). Additionally, in cases Oo and Uo, we find that ω = 0 and, in case
O+, that ω1 = ω2 = 0. A matrix calculation shows that gu ∈ GE,F .
Timing: O(d3log q).
5.2.3. Timing for WriteSLP
Adding together the timing for each of its subroutines, we see that WriteSLP returns an
SLP of length O(d2log q) from T to any given element g ∈ G in time O(d3log q + log2 q).
This completes the proof of Theorem 1.1 when d > 4.
6. Low dimensions
We now deal with the cases 2 ≤ d ≤ 4 and hence complete the proof of Theorem 1.1.
Our strategy will be to use the algorithm in Conder and Leedham-Green (2001) for
SL(2, q) subgroups to speed up the more time-consuming calculations. The algorithms
for SU(3, q) and SU(4, q) (in 6.3 and 6.4 respectively) are the most involved.
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We assume that the elements of the generating set S are written relative to a standard
basis of the appropriate type. We also assume that q ≥ 16 throughout Section 6, since
otherwise |G| is bounded and is handled by brute force.
6.1. Groups involving SL(2, q)
For each of the groups G considered in 6.1, we will first construct a function θ : G →
SL(2, r) or SL(2, r)×SL(2, r), where r is either q or q2. The function θ will be a procedure
which takes any given g ∈ G (not necessarily given as an SLP from the generators of G)
and computes its image gθ . In each case g → gθ (possibly modulo scalars) will be an
isomorphism and we will be able to complete the recognition of G by recognising SL(2, q)
in its natural representation. For example, instead of writing an SLP from S to the given
g ∈ G, we will instead write an SLP from Sθ to gθ , and then pull back to G.
6.1.1. The natural representation
In Conder and Leedham-Green (2001), a fast algorithm is presented which construc-
tively recognises a group G = 〈S〉 ∼= SL(2, q), in its natural representation as a 2×2 matrix
group with entries in F = GF(q), assuming an oracle to compute discrete logarithms in
F
∗
. The algorithm constructs a generating set {h, t1, t2} for G using SLPs from S, where
(relative to a suitable basis) h is diagonal of order q −1, and t1 (respectively t2) is an upper
(respectively lower) unitriangular matrix (transvection).
The unique feature of the algorithm in Conder and Leedham-Green (2001) is the
method employed to obtain t1 and t2. A direct search for a transvection would require
at least q random choices to guarantee success with high probability, but this is avoided
by first finding h, and then using h, together with discrete logarithms, to construct each ti .
The number of random choices required then reduces dramatically to O(log log q).
Timing and reliability: O(ξ log log q + χ + log q) to construct the elements h, t1 and t2.
An SLP of length O(log q) from {h, t1, t2} to any given element g ∈ G is found using
O(log q) field operations. We assume (by repetition if necessary) that 6.1.1 succeeds with
probability >3/4.
6.1.2. SU(2, q)
Since we need to work with the defining field GF(q2) in case U it is convenient to have
a separate routine for SU(2, q) subgroups (reliability and timing will be as in 6.1.1). Let
G = 〈S〉 = SU(V ), preserving an Hermitian form on the 2-space V over F = GF(q2),
whose matrices are written relative to a standard basis e, f .
The isomorphism θ (Taylor, 1992, Theorem 10.9): use Lemma 3.4 (i) to find 0 = δ = −δ
and define θ : SU(V ) → SL(V0), where V0 is a 2-space over F0, sending(
a b
c d
)
→
(
a bδ
c/δ d
)
.
6.1.3. Ω+(4, q)
Let G = 〈S〉 = Ω+(V ), preserving a quadratic form ϕ = ϕ+ on the 4-space V . Here G
preserves a tensor decomposition V = U ⊗ W of V , which gives rise to a homomorphism
θ : G → PSL(2, q)× PSL(2, q).
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The homomorphism θ : We indicate two alternative methods for constructing θ ; the timing
is dominated by 6.1.1.
The first uses the quadratic form ϕ and the fact that G acts intransitively on
the set of 2(q + 1) t.s. lines of V , with two orbits Ol and Or of equal size
(Kleidman and Liebeck, 1990, p. 30, description 4). Viewing each orbit as a projective
line, we compute the action of any given g ∈ G on each line, and hence obtain gθ .
The second uses the more general algorithm in Leedham-Green and O’Brien (1997) for
computing tensor decompositions. Applied in the present setting, this is equivalent to the
SMASH algorithm presented in Holt et al. (1996).
Completion: It is now fairly elementary to complete the recognition of G. Let π1 and π2
denote the projections onto the SL(2, q) factors. We construct sets Xi ⊂ G (i = 1, 2)
with 〈X1 ∪ X2〉 = G such that (Xiθ)π j = 1 if i = j and 〈(Xiθ)πi 〉 = SL(2, q). This is
achieved using two-element sets Xi with one element of ppd#(p; k)-order and the other of
ppd#(p; 2k)-order. Both sets are obtained, with high probability, by sampling at most 40
elements of G.
For example, the probability that a randomly chosen element g ∈ G is such that
(gθ)π1 has ppd#(p; k)-order such that (|(gθ)π1|, |(gθ)π2|) ≤ 2, is at least 1/8. For such
a g, g p(q+1) is selected as the ppd#(p; k)-element of X1. Each of the other four types of
element occur with similar probability. Hence, the probability that we fail to find at least
one of them after 40 tries is <4(1 − 1/8)40 < 1/8.
6.1.4. Comments on Ω(3, q) and Ω−(4, q)
Here, since Ω(3, q) ∼= SL(2, q) and Ω−(4, q) ∼= PSL(2, q2), we cite the algo-
rithm in Conder and Leedham-Green (2002) for recognising irreducible representations
of SL(2, q). We remark that, even though Ω−(4, q) was the most natural choice for
K in 4.6.3, recognising this group using Conder and Leedham-Green (2002) would have
required squaring the size of the given field; hence the choice of Ω(5, q).
6.2. Sp(4, q)
Let G = 〈S〉 = Sp(V ), preserving an alternating form on the 4-space V . Here, we will
construct a homomorphism θ : G → Ω(5, q) and then use the main algorithm, applied to
Gθ , to complete the recognition of G.
The homomorphism θ : Identify the exterior square Λ2(V ) with the 6-space of skew-
symmetric 4 × 4 matrices over F via u ∧ v := utrv − vtru ∈ W for u, v ∈ V . For
M =


0 x12 x13 x14
−x12 0 x23 x24
−x13 −x23 0 x34
−x14 −x24 −x34 0

 ∈ Λ2(V ),
define ϕ(M) := x12x34 − x13x24 + x14x23. Then ϕ is a quadratic form on Λ2(V ). Set
M0 :=
(
0 I
−I 0
)
∈ Λ2(V )
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where I is the 2 × 2 identity matrix. Observe that if matrices of G and row vectors
of V are written relative to a fixed standard symplectic basis e1, e2, f1, f2 of V , then
(u, v) := uM0vtr defines a G-invariant, alternating form on V . In particular, M0 is left
invariant by G under the linear map G → GL(Λ2(V )) sending (v → vg) → (Mgtr Mg).
Hence, that map induces an action of G on the quotient space W := Λ2(V )/〈M0〉 leaving
invariant (cf. Kleidman and Liebeck 1990, p. 45).
For a vector M ∈ Λ2(V ), let M = M〈M0〉 denote its image in W . Fix a basis
M1, . . . , M5 of the 5-space W and, for each s ∈ S, compute the 5 × 5 matrix sθ relative
to M1, . . . , M5 representing the element of GL(W ) induced by s on W under the map
M → Str Ms . Then s → sθ defines the desired homomorphism θ : G → Ω(W ).
Timing: O(ξ log log q + χ + log2 q) using Theorem 1.1 with d = 5.
6.3. SU(3, q)
Let G = 〈S〉 = SU(V ), preserving an Hermitian form on the 3-space V . We begin our
algorithm by constructing an SU(2, q) subgroup of G.
6.3.1. Finding τ
Exactly as in Kantor (2001, 6.6.1), choose up to 64 elements τ of G in order to find one
of ppd#(p; 2k) · ppd#(p; k)- or ppd#(p; 2k) · ppd#(p; k) · ppd#(p; k/2)-order, respectively,
depending on whether k is odd or even; in addition we require that |τ 2(q−1)| > 3 and, if
q is a Mersenne or Fermat prime, that 16 divides |τ |. Such a τ is found, with probability
>1 − 1/24, in time O(ξ + klog2 q).
6.3.2. Constructing L
Set a := τ 2(q−1) so that a is a ppd#(p; 2k)-element having an i -dimensional eigenspace
Vi for i = 1, 2, where V2 = V⊥1 . The following procedure uses a to construct a subgroup
L ∼= SU(2, q) of G.
Procedure: For up to 10 choices g ∈ G, proceed as follows.
Set b := ag , A := 〈a, b〉 and use Proposition 3.1 to find L = 〈SL〉 = A′.
For each s ∈ SL , find a 2 × 2 matrix s˜ representing the element of
SU(2, q) induced by s on [V , L]; set L˜ := 〈s˜ | s ∈ SL〉.
Use 6.1.2 to test whether L˜ ∼= SU(2, q) and, if so, to find a new
generating set TL˜ for L˜ behaving as in Theorem 1.1 for L˜, and stop.
Return A, L and TL˜ if the latter has been found, or fail otherwise.
Correctness: If z is a point of V2, let Vz denote the 2-space 〈V1, z〉. For any given g ∈ G,
if V g1 = V1 then V g1 lies on a unique line Vz for some z = z(g) ∈ V2. If z is singular, then
〈V1, V g1 〉 = Vz has one-dimensional radical z, and we will not succeed with that choice
of g. If z = V g1 (i.e. if V g1 lies on V2 = V⊥1 ) then A ∼= 〈a〉 × 〈b〉 and we fail again for
such g. Otherwise (V g1 = z is nonsingular) A induces on the hyperbolic line 〈V1, V g1 〉
an irreducible subgroup of the general unitary group GU(2, q) generated by ppd#(p; 2k)
elements of the same order. By Lemma 2.5, with probability >1/2, A′ ∼= SU(2, q) fixing
the nonsingular point V2 ∩ V g2 = 〈V1, V g1 〉τ . Hence, a fixed choice b = ag gives rise to a
suitable A with probability>(1/2)·(1−{q2(q+1)+q2−q+1}/{q2(q2−q+1)}) > 0.46.
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Timing: O(ξ log log q + log2 q + χ) dominated by the time for 6.1.2 and Lemma 3.1.
Reliability: For a suitable A, Lemma 3.1 correctly finds A′ with probability>1/2 and 6.1.2
correctly confirms that L ∼= SU(2, q) with probability >3/4. Hence, a single conjugate b
produces a suitable generating set TL˜ with probability >(3/8)(0.46) > 0.17. It follows
that at least one of our choices succeeds with probability >1 − (0.83)10 > 0.75.
6.3.3. Some elements of L
Taking as input the subgroup L constructed in 6.3.2, the next procedure returns a
standard basis of V relative to which the elements of L are easily recognised, together
with some elements of L that we will use later in the algorithm.
Procedure:
Use Lemma 3.6 to find a hyperbolic pair e, f in the line [V , L].
Use Lemma 3.5 to find 〈v〉 = [V , L]⊥.
Use Lemma 3.4(ii) to find α ∈ F∗ s.t. αα = 1/(v, v); v := v/α.
B := (e, v, f ) and write elements of G relative to B.
Use Lemma 3.4(i) to find 0 = δ = −δ. Recalling that ζ generates F∗0,
use 6.1.2 to construct the k + 2 elements
h :=
(
ζ 0 0
0 1 0
0 0 1/ζ
)
, r :=
( 0 0 δ
0 1 0
1/δ 0 0
)
, ti :=
( 1 0 0
0 1 0
ζ i−1δ 0 1
)
of L using SLPs of length O(log q) from TL˜ , where 1 ≤ i ≤ k.
Return h, r , and {t1, . . . , tk}.
Timing: Dominated by O(klog q) for the construction of the k + 2 elements.
Note that T (〈e〉) = 〈ti | 1 ≤ i ≤ k〉; T (〈 f 〉) = T (〈e〉)r ; and 〈h〉 = NL (T (x)) ∩
NL (T (y)) has order q − 1.
6.3.4. The subgroup Q
Let x = 〈e〉 and T = T (x). The following is a Las Vegas procedure for constructing a
generating set TQ for the group Q = Op(Gx ) of order q3.
Procedure:
for i ∈ {1, 2}
Choose gi ∈ G and set Li := 〈T, T rgi 〉.
Use 6.1.2 (twice for each i ) to test whether or not Li ∼= SU(2, q)
and, if so, to construct hi ∈ NLi (T ) ∩ NLi (T rgi ) of order q − 1.
Return TQ := {t j , [h, hi ]h j−1 | i = 1, 2, 1 ≤ j ≤ k}.
Correctness and reliability: it suffices to show that 〈TQ 〉T/T = Q/T with high
probability. For fixed i , Li ∼= SU(2, q) with probability 1−1/(q3+1). As 6.1.2 is repeated
twice for each choice, it will fail with probability <1/16 for suitable gi . Hence, we fail to
recognise at least one SL(2, q)-subgroup Li with probability <2{1− 15(1− 1/q3)/16} <
0.15. For Li ∼= SL(2, q) (i = 1, 2), [h, h1] and [h, h2] are in the same 1-space of the 2-
space Q/T with probability 1/(q + 1) < 1/17. As h induces on Q/T a scalar generating
F
∗
0, it follows that 〈TQ 〉T/T = Q/T with probability >1 − {0.15+ 0.85/17} = 0.8.
Timing: O(ξ log log q + χ + log q) for the calls to 6.1.2.
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6.3.5. Algorithmic properties of Q
Since the Witt index m is 1, we have Q = U(x) (cf. 2.5.2), so elements of Q(x) =
Op(Gx) have the form
u(λ, ν) =
( 1 0 0
λ 1 0
ν −λ 1
)
,
where λ, ν ∈ F are such that ν+ ν+ λλ = 0. The next result shows that we can efficiently
construct any given element of Q.
Lemma 6.1. In time O(log2 q), one can find an SLP of length O(log q) from TQ to any
given u = u(λ, ν) ∈ Q.
Proof. The 2k elements [h, hi ]h j−1 (i = 1, 2 and 1 ≤ j ≤ k) form an Fp-basis
for Q/T . Use linear algebra to find integers 0 ≤ αi j < p, and an element u˜ :=∏2
i=1
∏k
j=1([h, hi ]h
j−1
)αi j , such that u˜ = u(−λ, ν′) for some ν′ ∈ F. Hence write an
SLP σ of length O(log q) from TQ to u˜−1. Now use 6.1.2 to find integers 0 ≤ β j < p
for 1 ≤ j ≤ k such that uu˜ = ∏kj=1 tβ jj and write an SLP τ of length O(log q) from
{ti | 1 ≤ i ≤ k} to uu˜. Then στ is the desired SLP. 
By Theorem 2.1(vii), the subgroup Q acts regularly on the singular points of V not
equal to x . The following is an algorithmic version of this transitivity.
Lemma 6.2. Using only field operations, one can find the unique u ∈ Q sending y to any
given singular point z = x.
Proof. Let x = z = 〈ν, λ, 1〉 be given, where ν + ν + λλ = 0. Then u := u(−λ, ν) ∈ Q,
and one easily checks that 〈0, 0, 1〉u(−λ, ν) = 〈ν, λ, 1〉. 
6.3.6. Straight-line programs
Set T := TQ ∪ (TQ)r for the element r constructed in 6.3.3. The following is the three-
dimensional version of the SLP algorithm described in 5.2.
WriteSLP (g,T )
Procedure:
if (〈e〉g = 〈e〉) then
Use Lemma 6.2 to find w ∈ Qr such that 〈e〉gw = 〈e〉.
Use Lemma 6.1 to write an SLP σ1 from (TQ)r to w.
g := gw. [now g fixes 〈e〉]
if (〈 f 〉g = 〈 f 〉) then
Find u ∈ Q such that 〈 f 〉gu = 〈 f 〉.
Write an SLP σ2 from TQ to u.
g := gu. [now g fixes 〈 f 〉]
For g = diag(λ, λq−1, λ−q ) set γ := λδ.
Use Lemma 3.4(ii) to find η ∈ F∗ s.t. ηη = −γ − γ q .
P.A. Brooksbank / Journal of Symbolic Computation 35 (2003) 195–239 235
Use the equation
diag(λ, λq−1, λ−q ) = u(ηγ−1, γ−q ) · u(ηq , γ )tr · u(ηγ−q , γ−q) · r,
and Lemma 6.1 to write an SLP σ from TQ ∪ {r} to g.
Return the SLP σ(σ1)−1(σ2)−1.
Timing: O(log2 q), dominated by Lemma 6.1.
6.3.7. Total timing and reliability
Considering the timing estimates of the subroutines in 6.3.1 through 6.3.6, and adding
up the failure probabilities of the randomised subroutines, we obtain a suitable T , with
probability >1/2, in time O(ξ log log q + χ + log2 q).
6.4. SU(4, q)
Let G = 〈S〉 = SU(V ) preserving an Hermitian form on the 4-space V . The algorithm
we present for recognising G has the same basic structure as that for SU(3, q) in 6.3. We
will only give full details for a subroutine if there is no direct analogue in 6.3.
6.4.1. Finding τ
Proceed exactly as in 6.3.1, this time choosing up to 48 elements of G to find τ of
ppd#(p; 2k) · ppd#(p; 6k)-order. The timing and reliability are as in 6.3.1.
6.4.2. Constructing L
Set a := τ q2−q+1, so that a is a ppd#(p; 2k)-element having an i -dimensional
eigenspace for i = 1, 3 with V3 = V⊥1 . Now proceed exactly as in 6.3.2 to find A := 〈a, b〉,
L = 〈SL〉 := A′, and new generating set TL˜ for the SL(2, q) subgroup L˜ induced by L on
VL = 〈V1, V g1 〉. The timing and reliability are as in 6.3.2.
6.4.3. Some elements of L
As in 6.3.3 we find a standard basis B, this time of the form e1, e2, f1, f2, where
〈e1, f1〉 = [V , L] and x = 〈e1〉 and y = 〈 f1〉 are the one-dimensional eigenspaces of a
in V . This time we use 6.1.2 and TL˜ just to construct generators t1, . . . , tk for T := T (x),
and the element r which sends e1 → δ f1, f1 → e1/δ, e2 → e2 and f2 → f2.
6.4.4. The subgroup Q
We use a slightly different approach to that in 6.3.4 to construct a generating set TQ for
the subgroup Q = Q(x) of order q5.
Procedure:
for i ∈ {1, 2}
repeat (at most 12 times)
Choose gi ∈ G and set Ji := 〈T, T r , T gi 〉;
if ([V , Ji ] is a nonsingular 3-space) then
for s a generator of Ji
s˜ := element of SU(3, q) induced by s on [V , Ji ].
J˜i := 〈s˜ | s a generator of Ji 〉.
Use 6.3 to test J˜i ∼= SU(3, q); stop when such Ji is found.
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if (J1 ∼= SU(3, q) ∼= J2 and [V , J1] = [V , J2]) then
TQi := generators for Op((Ji )x ).
Return TQ := TQ1 ∪ TQ2 .
else
Report failure.
Correctness: For distinct SU(3, q) subgroups Ji of G, the groups Op((Ji )x )/T are dis-
tinct nonsingular 1-spaces of the two-dimensional F-space Q/T , so Q = 〈Op((Ji )x ) |
i = 1, 2〉.
Timing: O(ξ log log q + χ + log q) for the ≤24 calls to 6.3.
Reliability: Since q ≥ 16, the probability that two SU(3, q) subgroups of G are equal
is small enough to be absorbed by our following (crude) estimates. By Lemma 2.6, for
fixed i and fixed choice gi , Ji ∼= SU(3, q) with probability >1/2. For such a Ji , the
algorithm 6.3 succeeds with probability >3/4. Thus a single choice gi produces a suitable
Ji with probability >(1/2)(3/4) > 1/4. Hence, the procedure fails with probability
<(1 − 1/4)12 + (1 − 1/4)12 < 2/e3.
6.4.5. Algorithmic properties of Q(x)
There are versions of Lemmas 6.1 and 6.2 for d = 4 (having the same timing) for
writing an SLP from TQ to any given element of Q and finding the unique element of
Q sending 〈 f1〉 to any given 〈 f ′〉 /∈ 〈e1〉⊥.
6.4.6. The generating set T
We do not follow the approach to SLPs taken in 6.3.6, but rather use the general
algorithm WriteSLP presented in Section 5. Accordingly, we now tailor the generating
set T to be consistent with the input to that algorithm.
Use 6.3.6 to construct an element σ ∈ J1 of order q2 − 1 normalising T and T (〈 f1〉)
and inducing the scalar ρ on 〈e1〉 (hence ρ−1 on 〈 f1〉). Also, construct using SLPs from
TQ ∪ {r} each of the 2k generators
T (1) := {r1(ρi f2, 0) | 0 ≤ i < 2k} ⊂ Q
T (2)L := {r ′1(ρi e2, 0) | 0 ≤ i < 2k} ⊂ Qr
of the long root subgroups R(e1, f2) and R( f1, e2) respectively (cf. (9)). Then T (1)∪T (2)
is the generating set for L defined in (18). Use Proposition 4.1 to construct an element
c ∈ 〈TL〉 interchanging 〈e1〉 and 〈e2〉 and set
TE := TQ ∪ (TQ)c and TF := (TQ)r ∪ (TQ)rc.
Finally, exactly as in 4.6.4, construct the set TU and set
T := (T (1) ∪ T (2)) ∪ TE ∪ TF ∪ TL˜ ∪ TU ,
exactly as in the main algorithm (but with TL˜ replacing TK ).
Timing: O(ξ log log q + log2 q + χ) to construct the groups R(e1, f2) and R( f1, e2) and
for the call to 6.1.2.
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Table 13
Running times for input groups Ω−(d, 2k)
d
10 20 30 40 50 60
24 4 4 6 11 18 26
26 1 2 5 12 31 47
28 1 2 4 11 20 57
q 210 2 5 21 75 159 511
212 4 7 34 75 212 430
214 17 28 45 105 182 544
Table 14
Running times for input groups Ω−(d, 3k)
d
10 20 30 40 50 60
33 2 2 6 13 29 64
34 2 2 6 15 45 80
35 1 2 6 16 37 101
q 36 2 4 23 61 245 589
37 2 5 21 74 252 646
38 4 9 35 97 328 583
6.4.7. Straight-line programs
We use WriteSLP (cf. Section 5) for case U (d = 4) to write an SLP of length O(log q)
from T to any given element g ∈ G. Note that the algorithm WriteLSLP (cf. 5.1.1) reduces
to the subgroup of Ke2, f2 , which is our group L.
6.4.8. Total timing and reliability
A generating set T for G, behaving as in Theorem 1.1, is obtained with probability
>1 − (1/4 + 2/e3) > 1/2, in time O(ξ log log q + χ + log2 q).
7. Performance tests
The author has implemented the algorithm in the computer algebra system GAP4
(The GAP Group, 2000). Tables 13–15 show run-times (in seconds of CPU time, rounded
to the nearest second) for a series of performance tests using the groups Ω−(d, q).
The stated timings are averages over 20 runs, obtained using an implementation of
The GAP Group (2000) on a 2 × PIII, 933 MHz, running RedHat Linux 7.1, 2.4.12 SMP
kernel.
To illustrate the performance of our algorithm when handling large fields, we
also obtained a comparison with an implementation of Celler’s Sp(d, q) algorithm
(Celler, 1997) which is available in the GAP3 share package “matrix”. The average termi-
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Table 15
Running times for input groups Ω−(d, p)
d
10 20 30 40 50 60
257 1 3 17 75 131 264
p 6563 5 7 22 121 369 723
8191 9 9 27 92 332 889
Table 16
Performance comparisons for d = 10 over fields of size 2i
Implementation 24 26 28 210 212
ClassicalConstructiveRecognition 9 5 5 11 20
Sp(d, q) in “matrix” share package 2 7 21 137 656
nation times of the two implementations for 20 runs on a Sun UltraSPARC-II, 359 MHz,
using a ten-dimensional group are summarised in Table 16.
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