ABSTRACT With the development of cloud computing, the cloud market is becoming more and more complicated. In a cloud data center, there are many cloud instance types with different computing capacity and price, which brings users some confusions when they select cloud instance types. In order to solve this selection problem, a cloud brokering architecture is proposed. In this architecture, the selection problem is modeled as a multi-objective optimization problem, and through analysis, we get the relationship between complete Pareto set and solution space. Based on this, a two-stage Cloud Instance Type Selection Model (CITSM) is proposed to help users select the cloud instance types. The first stage is Complete Pareto Set Generation Algorithm (CPSGA) which can generate a complete Pareto set of the cloud instance type selection schemes. Then, the Optimal cloud instance type selection Scheme Screening Algorithm (OSSA) is used to select one scheme from the complete Pareto set. We perform some experiments to prove the proposed CITSM is efficient and effective. The proposed method can also solve the single objective optimization problem by modifying OSSA, which illustrates the scalability.
I. INTRODUCTION
Cloud computing is considered as a big step of the long-held dream of computing as a utility and it has the potential to transform a large part of the IT industry [1] . From the users' perspective, compared with purchase of hardware resources, using cloud computing can reduce the cost of purchase and maintenance about hardware resources and the physical space for placing these resources. Meanwhile, due to various technical support provided by cloud service providers, there are higher reliability and security. With such advantages, cloud computing is attracting more people and businesses to deploy their applications to the cloud platform. At present, cloud computing has emerged as a new paradigm for hosting and delivering services over the Internet [2] .
Currently, there are many cloud service providers, like Amazon (Amazon Web Service) [3] , Microsoft (Microsoft The associate editor coordinating the review of this article and approving it for publication was Jun Huang. Azure) [4] , Alibaba (Aliyun) [5] and so on. Cloud computing mainly provides three services: Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) [6] . IaaS allows users to purchase a suitable cloud instance according to their demands and budget. Different cloud instance types are proposed by the cloud service providers considering different use cases, and they offer different computing capacity and price. When a user launches a cloud instance, the instance type that he/she selects is used for his/her instance, and after that, the user can deploy and run some softwares on this instance, including operating systems and applications.
Amazon Elastic Compute Cloud (EC2) [7] is a representative of IaaS. According to different payment policies, Amazon EC2 divides cloud instances into many categories, like on-demand instance, reserved instance and spot instance. There are many instance types in each category, and each instance type offers different compute, memory, and storage capabilities, which are grouped into instance families based on these capabilities [7] . From the cloud instance type website of Amazon EC2 [11] , we can see that there are a large number of different instance types in each category. For example, in region ap-northeast-2, the number of on-demand instance types whose operation systems are Linux/UNIX is 54, see in TABLE 1, and they are grouped into 5 instance families based on their capabilities. In each family, there are many different instance types and each of them has different price and configuration. In this case, there are some confusions when users select cloud instance types because a cloud data center has a large number of different cloud instance types [12] . Therefore, the cloud instance type selection problem has important practical significance which needs to be solved. At the same time, it is necessary to consider the efficiency of the solving method. For example, in the dynamic workflow scheduling problem, quickly selecting the appropriate cloud instance types for workflow allocation can speed up the execution of workflow and reduce the delay. Especially, regarding the spot instances in cloud market, their price fluctuates according to supply and demand, and always changes from time to time. In this case, the cloud instance type selection scheme needs to be adjusted quickly as price changes. Therefore, it is necessary to consider the algorithm efficiency while studying the cloud instance type selection problem.
In this background, this work studies the cloud instance type selection problem from the perspective of cloud broker. Firstly, a cloud brokering architecture for cloud instance type selection is proposed. In this architecture, the cloud broker first collects the user's demand, the configuration and price of cloud instance types, and then generates a most reasonable cloud instance type selection scheme to satisfy the user's demand. The proposed Cloud Instance Type Selection Model (CITSM) in decision module of cloud broker is described in detail, which is the focus of this paper.
The remainder of this paper is organized as follows. In section 2, the related work about cloud instance type selection problem is discussed. Section 3 describes the cloud brokering architecture proposed for cloud instance type selection. Then, a mathematical description of the selection problem is given in section 4. In section 5, the relationship between complete Pareto set and solution space is given, and CITSM is proposed. After that, experiments are performed in section 6. Finally, section 7 concludes this paper and presents future directions.
II. RELATED WORK
In this section, related work about cloud instance type selection problem is introduced.
In fact, the cloud instance type selection problem is very similar to the virtual machine placement problem. The former mainly focuses on the user's virtual machine (cloud instance) demand, considering how to choose the appropriate cloud instance type, and does not care about how to host these virtual machines on physical machines, which is mainly considered by the latter. As shown in FIGURE 1, virtual machine placement problem aims to find the best physical machines to host the virtual machines [14] , but cloud instance type selection problem aims to find the best solution set of instances (different types and numbers) to meet the demand of users.
There are many studies about virtual machine placement problem, whose aim is to generate an optimal scheme to host virtual machines, and their result directly affects the performance, power consumption, maintenance cost and resource utilization of the cloud data center [14] . In these work, meta-heuristic algorithm is one of the most commonly used algorithms.
Liu et al. [15] turn the problem of virtual machine placement into a multi-objective problem. In their work, the objectives are minimizing the number of active physical machines and the communication delay between virtual machines. Meanwhile, the multi-dimensional resource usage should be also balanced. The authors propose an improved evolutionary multi-objective optimization algorithm to solve this problem, which combines fast non-dominated sorting of NSGAII and the genetic operators of grouping genetic algorithm. In [16] , an improved genetic algorithm for maximizing resource utilization, minimizing the data center traffic and balancing multi-dimensional resource usage is proposed. In this algorithm, genetic operators use local heuristic method and elitism strategy to find the best scheme. Jamali and Malektaji [17] think the grouping genetic algorithm is not an efficient way for virtual machine placement problem, and propose an improved grouping genetic algorithm which improves the encoding method and new population generation process to solve the problem with minimizing the number of active physical machines and maximizing resource usage efficiency.
In order to optimize energy consumption in virtual machine placement problem, Wang et al. [18] , [19] propose an improved particle swarm optimization algorithm. In this algorithm, its parameters and operators are redefined, a two-dimensional particle encoding scheme is used and an energy-aware local fitness first strategy is adopted when updating the particle position. Weng et al. [20] combine the set-based particle swarm optimization framework with the comprehensive learning particle swarm optimizer to solve the large-scale virtual machine placement problems with heterogeneous resources.
Alharbi et al. [21] formulate the virtual machine placement problem as a constrained combinatorial optimization problem. An Ant Colony System (ACS) embedded with new heuristics is presented for this problem. Gao et al. [22] propose a multi-objective ant colony optimization algorithm to solve virtual machine placement problem with minimizing total resource wastage and power consumption. However, Dong et al. [23] think, for large data calculation, the convergence speed of ant colony optimization algorithm will be slower because there is a long way-finding. They combine the ant colony optimization algorithm with 2-opt local search algorithm to improve its performance.
A hybrid algorithm EQVMP (Energy efficiency and Quality of Service aware VM Placement) that combines the advantages of genetic algorithm, particle swarm optimization algorithm and ant colony optimization algorithm is proposed by Wang et al. [24] . The EQVMP can improve the convergence speed by abstracting the message passing mechanism of particle swarm optimization algorithm or path marking similar to that in ant colony optimization algorithm.
In addition to the meta-heuristic algorithm, there are many other algorithms used to solve this problem, like bin packing [25] , [26] , integer programming [27] , [28] , greedy algorithm [29] , [30] and so on.
Although there are many studies on virtual machine placement problem, the work about how to choose the appropriate cloud instance type based on user's demand is very little and mainly includes the following.
Tordsson et al. [31] study the cloud brokering mechanism for optimized placement of virtual machines, which includes the cloud instance type selection problem. In that paper, the problem is defined as a 0-1 integer programming problem with multiple constraints and one objective, which is maximizing total computing capacity. They use CPLEX solver to solve this problem by using AMPL modeling language. Li et al. [32] continue to do some work after that paper, and consider the cloud brokering mechanism of virtual machine placement in dynamic scenarios. They use AMPL modeling language and Gurobi solver to solve the virtual machine placement problem in different scenarios.
In our previous work [33] , a cloud instance type selection framework is proposed. We define the problem with cost and instance types proportional constraints, and the objective is maximizing the total computing capacity of the resulted selection scheme. The problem is solved by mapping it into the unbound knapsack problem using a dynamic programming approach. In that paper, we does not consider the number constraint of cloud instances, so the algorithm will tend to choose those instance types which have high performance-price ratio. Generally, the performance of these instance types is not high, so the number of instance types in the resulted selection scheme is often large. Taking the cluster system as an example, the performance of the whole system is not merely the accumulation of individual performance. In addition, too many individuals will lead to higher communication delay, which will affect the system's performance. Consequently, it is not enough to only consider the total performance, and the number of cloud instances should also be considered.
Based on the studies and problems in above mentioned related work, we re-analyze the cloud instance type selection scenario to establish a multi-objective mathematical problem. In the meanwhile, considering user's requirement and different types of cloud instances in a cloud data center, a two-stage Cloud Instance Type Selection Model (CITSM) is proposed, which consists of a fast and innovative Complete Pareto Set Generation Algorithm (CPSGA) and an Optimal cloud instance type selection Scheme Screening Algorithm (OSSA). CPSGA overcomes the shortcomings of meta-heuristic algorithms for this problem, like NSGAII [13] , which tends to be trapped in local opitma. The Pareto set generated is complete, which contains all non-inferior solutions. Moreover, we believe that CPSGA can also be applied to other multi-objective problems.
III. THE CLOUD BROKERING ARCHITECTURE OF CLOUD INSTANCE TYPE SELECTION
FIGURE 2 outlines the cloud brokering architecture used in this work and there are three roles in this architecture: user, cloud broker and cloud service provider. The user submits his/her cloud instance demand to the cloud broker through a service description that includes the number of cloud instances required, multiple optimization objectives and constraints. There are many instance types with different price and computing capacity in a cloud data center belonging to the cloud service provider. The cloud broker is the most important role in this architecture, which has five specific modules: instance information collection, user demand collection, decision management, virtual infrastructure management and feedback. The functions of these modules in the cloud broker are described as follows.
The instance information collection module can automatically collect the cloud instance type information by monitoring cloud data center. The function of user demand collection module is to obtain the cloud instance demand information through parsing the service description document submitted by a user. Decision management is the core module in cloud broker, and it can generate the optimal cloud instance type selection scheme based on user demands, which is the focus of this paper. Then, the resulted scheme is sent to the feedback module and virtual infrastructure management module, and then, the latter will deploy the cloud instance in cloud data center according to the final instance type selection scheme.
This architecture enables a complete process from user demand submission to deployment of cloud instances. Each part can be implemented by different methods. This paper mainly studies the decision management module in cloud broker, and designs a two-stage CITSM to solve the problem of cloud instance type selection. It is worthy to mention that CPSGA, the first stage of CITSM, can generate a complete Pareto set, which makes the whole cloud instance type selection process more rigorous and scientific.
IV. PROBLEM DEFINITION
In this section, we first give some mathematical definitions of variables involved in the cloud instance type selection problem. Then, we propose two mathematical hypotheses in this paper. Finally, the cloud instance type selection problem is transformed into a multi-objective optimization problem, and the mathematical description of this problem is given.
A. MATHEMATICAL DEFINITION
In order to better describe the cloud instance type selection problem, we introduce the following mathematical definitions. The symbols used in this paper are shown in TABLE 2. Definition 1: Cloud Instance Type Set T : There are n cloud instance types in cloud data center C. T is used to represent the cloud instance type set, so there is:
Definition 2: Cloud Instance Type T i : For each instance type T i (1 ≤ i ≤ n), we define it as:
where c i (c i ≥ 0) indicates the computing capacity of the instance type T i , p i (p i ≥ 0) indicates the price of the instance type Ti, and q i (q i ≥ 0) indicates the number of cloud instance type T i that the cloud data center C can provide for the user. Definition 3: Required cloud instance V : In the service description submitted by the user, the number of cloud instances required is represented by m. We use V to represent the required cloud instance set:
Definition 4: Instance Type Selection Sign x ij : We use
Since each cloud instance V i of the user can only choose one cloud instance type, there is a selection constraint for the instance type:
According to the number of cloud instances that user required, we can get:
Definition 5: Total Computing Capacity TC: For each cloud instance type selection scheme, there is a total computing capacity TC, defined as follows:
Definition 6: Total Price TP: Like TC, for each cloud instance type selection scheme, there is a total price TP:
Definition 7: Computing Capacity Constraint: There are two constraints, maximum computing capacity maxTC and minimum computing capacity minTC, on the total computing capacity in service description submitted by the user. If the user does not specify a constraint, by default minTC is equal to 0 and maxTC is equal to +∞. 1
Definition 8: Price Constraint: Like capacity constraint, there are also two constraints, maximum price maxTP and minimum price minTP, on the total price in service description submitted by the user. The default value of minTP is 0 and maxTP is +∞.
B. MATHEMATICAL HYPOTHESIS
In order to define the problem in detail and clearly describe the details of the algorithm, we propose two hypotheses in this paper. Hypothesis 1: The number of cloud instances is known or predicted according the history data in advance [27] . In addition, regarding the cluster deployment, sometimes, the user needs to design the number of deployed cloud instances in advance. In this paper, we only consider the situation that the user knows how many cloud instances he/she needs.
Hypothesis 2: For each cloud instance type T i (1 ≤ i ≤ n), we assume that there are enough instances in the cloud data center C for use, and the shortage of resources will not happen. That is, formula 11 has always been established.
In the problem of cloud instance type selection, our objective is to maximize the total computing capacity and minimize the total price of the selection scheme. At the same time, some constraints should be satisfied. Thus, we define the problem as follows:
Subject to:
V. PROPOSED METHOD
In section IV, we define the cloud instance type selection problem as a constrained multi-objective optimization problem. In order to solve this problem, we propose CITSM, whose first stage establishes CPSGA based on the number of cloud instances that user required, and second stage proposes OSSA considering the constraints. This section will provide a detailed introduction to CITSM.
A. THE SIGNIFICATION OF COMPLETE PARETO SET
For multi-objective optimization problems, the effective solutions are not unique. The effective solution is also called non-dominated solution or non-inferior solution, in contrast, there is invalid solution which is also called dominated solution or inferior solution. For any inferior solution, there must be a non-inferior solution in the Pareto set which is the set of all effective solutions to dominate it. In other words, the value of each objective of an inferior solution is not better than the related non-inferior solution. Generating a complete Pareto set of multi-objective optimization problem can ensure the correctness of selecting the optimal solution later, and [41] , [42] point out that a complete Pareto set is very important for multi-objective optimization problems. The meta-heuristic algorithm can generate the Pareto set, however, since such algorithm is easy to fall into local optimum, the feasibility and optimality of the solution cannot be guaranteed [43] and the generated Pareto set may not be the complete Pareto set. Traversal algorithm can generate a complete Pareto set for multi-objective problems, but this violent method has too high time complexity. In this paper, through analyzing the characteristics of complete Pareto set in this problem, we obtain the relationship between complete Pareto set and solution space. Based on this relationship, we propose CPSGA for cloud instance type selection problem, which can generate a complete Pareto set, and the time complexity is much lower than the violent method.
B. THE RELATIONSHIP BETWEEN COMPLETE PARETO SET AND SOLUTION SPACE
In this section, we will describe the relationship between complete Pareto set and solution space, whose proof is given in the appendix. In order to illustrate the relationship in detail, we need to give the following definitions. Definition 9: Solution Space Q m : When the number of cloud instances that user required is m, the solution space is represented by Q m , and each element in Q m is a cloud instance type selection scheme. ∀q ∈ Q m , q is a solution (14) Definition 10: Complete Pareto Set P m : When the number of cloud instances that user required is m, the complete set of all non-inferior solutions is represented by P m . Thus, we can get the following conclusions.
The meaning of formula 15 is that for each non-inferior solution p in the complete Pareto set P m , there is no solution in the solution space Q m which can dominate p. Formula 16 means that for each inferior solution which belongs to Q m but does not belong to P m , there must be a non-inferior solution p which belongs to P m to dominate it. Obviously, P m is a subset of Q m .
Definition 11: Generalized Cartesian Product R m (m ≥ 2): In order to describe the relationship between the solution space Q m and the complete Pareto set P m in more detail, 2 The symbol ≺ means the relationship of dominantion.
we introduce generalized Cartesian product first. We use R m to represent the generalized Cartesian product of P m−1 and P 1 .
Like formula 17, the generalized Cartesian product R m is also a subset of Q m .
Through analysis, we get the relationship between P m and R m as the following formula, and the proving process for the correctness of this formula is given in the appendix.
This formula indicates that when the number of cloud instances required is m, the complete Pareto set P m is not only a subset of the solution space Q m , but also a subset of the generalized Cartesian product R m . Hence, we can get the complete Pareto set of cloud instance type selection problem from the generalized Cartesian product R m , whose size is much smaller than the solution space Q m . Based on the formula 21, we design CPSGA which is much more efficient than the traversal algorithm, and can also generate a complete Pareto set.
C. STAGE 1: COMPLETE PARETO SET GENERATION ALGORITHM -CPSGA
In this section, CPSGA is described in detail, which is designed based on the formula 21 and can generate a complete Pareto set. According to the formula 21, we can know that the generation of complete Pareto set P m (m ≥ 2) is based on P m−1 .
CPSGA. There is a special case in algorithm CPSGA. When m = 1, the solution space Q 1 is the numbers' set of the cloud instance type set T (line 1 -4). The complete Pareto set P 1 is obtained by calling the algorithm getParetoSet (line 5) and then return the set (line 6 -8). For other cases, it needs to loop from 2 to m to generate the generalized Cartesian product and the complete Pareto set (line 9 -12). Finally, CPSGA will return P m which is the complete Pareto set when the number of cloud instances required equals to m (line 13). The algorithm CPSGA loops m − 1 times, meanwhile the time complexity of the algorithm getParetoSet being called is O(|Q|log|Q|), thus the time complexity of CPSGA is O(m|Q|log|Q|).
getParetoSet. The function of the algorithm getParetoSet is to get the complete Pareto set P from a subset of solution spaceQ, which may be the generalized Cartesian product or the solution space itself. At first, the algorithm getParetoSet calls algorithm getTotalCapacity and algorithm getTotalPrice to obtain the total computing capacity set TCs (line 1) and the total price set TPs (line 2) corresponding toQ, respectively. Then, we sort the total price set TPs from small to large, and adjustQ and TCs accordingly at the same time (line 3). The return P 1 8: end if 9: for i = 2 to m do 10: R i = P i−1 × P 1
11:
P i = getParetoSet(T , R i ) 12: end for 13: return P m complete Pareto set is obtained by traversing the price from small to large. The first scheme is definitely a non-inferior solution (line 4). Starting with the second scheme, find all the schemes with the same price (line 8 -11), and then choose one with the highest computing capacity (line 12). If it's performance is higher than that of the previous non-inferior solution, this scheme is also an non-inferior solution, otherwise it is an inferior solution (line 13 -17) . There are three reasons for this conclusion. First, the total computing capacity of this scheme is the highest under the current price, thus for this price, there is no solution that dominates it. Second, there is no solution that whose total computing capacity is higher than this scheme when the price is lower, which means no solution with lower price can dominate it. Last, after the current price, the price of solutions is higher than this scheme, so there is no solution that can dominate it. Therefore, the result of this algorithm is a complete Pareto set. At last, the Pareto set P is returned (line 19). Obviously, the main time cost of algorithm getParetoSet is a sorting operation, so the time complexity of this algorithm is O(|Q|log|Q|).
getTotalCapacity. This algorithm is used to get the total computing capacity set TCs corresponding to the subset of solution spaceQ. It first calculates the total computing capacity TC of the jth cloud instance type selection scheme inQ (line 3 -6), and then adds it to the total computing capacity set TCs corresponding toQ (line 7), finally returns the TCs (line 9). There are two layers of loops. The count of outer loop is |Q|, and the inner is m. Thus, the time complexity of getTotalCapacity is O(m|Q|).
getTotalPrice. Like algorithm getTotalCapacity, this algorithm is used to get the total price set TPs corresponding to the subset of solution spaceQ. First, it calculates the total price TP of the jth cloud instance type selection scheme inQ (line 3 -6). Second, it adds TP to the total price set TPs (line 7). Finally, it returns the TPs (line 9). Similar to getTotalCapacity, the time complexity of getTotalPrice is O(m|Q|). TPs.append(TP) 8: end for 9: return TPs According to formula 21 and its mathematical proof, we can know that algorithm CPSGA can generate a complete Pareto set. However, it is difficult for meta-heuristic algorithms to generate complete Pareto set, since they are easy to fall into local optimum. Based on the complete Pareto set, the relationship between non-dominant solutions and different user demands can be better explained. The choice of the optimal cloud instance type selection scheme from a complete Pareto set is more rigorous and scientific.
Algorithm getParetoSet
D. STAGE 2: OPTIMAL SCHEME SCREENING ALGORITHM -OSSA After obtaining the complete Pareto set, we should select the optimal cloud instance type selection scheme for user as the final scheme. There are many methods to implement this process, like entropy measure [34] - [36] , knee point [37] , [38] , the Zeleny point [39] and so on. In this work, we design an algorithm named OSSA, which is inspired by the idea of [40] , and it can select the optimal scheme from the complete Pareto set.
OSSA. In order to get the final scheme, we should first filter the complete Pareto set P m according to total price and computing capacity constraints, and delete the solutions that do not satisfy the constraints (line 1). For the selection, there are two optimization objectives. We take the total price TP and the total computing capacity TC as two dimensions, respectively. The optimal cloud instance type selection problem is to choose the optimal point from the Pareto set in the two-dimensional space. We refer to the idea of paper [40] and propose OSSA. The optimal point should have optimal value in every dimension. In the dimension of total computing capacity, the optimal value is the maximum of computing capacity, so we find the maximum computing capacity as bestTC in Pareto set (line 7). In the dimension of total price, the optimal value is the minimum price as bestTP in Pareto set (line 8). Then, we get an ideal optimal solution whose total price is bestTP and total computing capacity is bestTC, recorded as (bestTP, bestTC). In general, the ideal optimal cloud instance type selection scheme does not exist. Therefore, in order to select the optimal scheme from the complete Pareto set, we need to calculate the Euclidean distance from each point in the Pareto set to (bestTP, bestTC) (line 10 and line 12), and choose the scheme with the smallest Euclidean distance as our final cloud instance type selection scheme(line 11 -17) . At the same time, considering the large difference in the span of different dimensions, we do normalization before calculating the Euclidean distance (line 5 and line 6). We can know that the time complexity of algorithm OSSA is O(m|P|).
VI. EXPERIMENTS AND DISCUSSIONS
To better evaluate the performance of our model, extensive experiments are conducted in this section. We first describe the experimental environment and data. Then, some experiments are carried out to prove that CPSGA is faster and more effective compared to other algorithms. Finally, for the existing work, we modify our model to solve the single-objective optimization problem of cloud instance type selection, and Algorithm OSSA: Screen the Optimal Scheme Input: the complete Pareto set P m Output: the optimal instance type selection scheme bestS 1: P m = filter P m according to price and capacity constraints 2: if P m == ∅ then 3: return ∅ 4: end if 5: TCs = normalization(getTotalCapacity(P m )) 6: TPs = normalization(getTotalPrice(P m )) 7: bestTC = getMaxCapacity(TCs) 8 
A. EXPERIMENTAL SETTING
In this section, we introduce the environment of our experiments, then describe the data acquisition and preprocessing method.
1) EXPERIMENTAL ENVIRONMENT
Experiments are performed on a GNU Linux Operating System with Intel(R) Core(TM)i5-7500 at 3.40 GHz and 16GB of RAM. Moreover, we use Python3.6 programming language to implement CITSM.
2) EXPERIMENTAL DATA
The data used in this paper is the on-demand instance type data with Linux/UNIX operation system in the cloud data center C which is located at ap-northeast-2 region of Amazon EC2. We use relevant functions provided by the Beautiful Soup library [44] in Python to parse the Amazon EC2 ondemand instance information page [8] and obtain the cloud instance type data of C. In this paper, in order to use uniform standards, the computing capacity we used is the ECU provided by Amazon EC2. Of course, other indicators for measuring the performance of instance type, such as the SPECint benchmark [51] , can also be used as the computing capacity in the experiment to replace ECU.
Since the ECU values of some instance types are uncertain, we eliminate these instance types. Finally, 47 cloud instance types are retained for experiment, which is shown in TABLE 3. These types have different capacities and prices, and they are numbered from T 1 to T 47.
B. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, some experiments are completed to prove the effectiveness and extensibility of our model.
1) SEARCH SPACE ANALYSIS
In CITSM, the search space of generating the complete Pareto set is the generalized Cartesian product R m (m ≥ 2), while in violent traversal algorithm or NSGAII, the search space is the solution space Q m . In order to prove the size of the generalized Cartesian product R m is much smaller than the solution space Q m , some experiments are performed. We count the size of R m and Q m under different m (for example, Since R 1 = Q 1 , it is obvious that the percentage when m = 1 is 100%. Moreover, it can be seen from FIGURE 3 that in different m(m ≥ 2), the percentage of R m in Q m is less than 5%, and when m increases, the percentage of R m in Q m decreases sharply. When m = 5, the percentage is (7.41 × 10 −4 )%, and when m = 20, the percentage is (1.35 × 10 −27 )%. This fully demonstrates that our model can greatly reduce the search space and highly improve the efficiency of problem solving.
2) TIME PERFORMANCE ANALYSIS
Through the time complexity analysis, we can see that the overhead of the model CITSM is mainly concentrated on the complete Pareto set generation algorithm. Thus, in this part, we mainly analyze the time performance of CPSGA.
For multi-objective optimization problems, meta-heuristic algorithm is one of the most common algorithms. NSGAII [13] is a famous multi-objective meta-heuristic algorithm, which has the advantages of strong global search ability and high efficiency. NSGAII has been widely used in the field of resource scheduling and optimization in cloud computing, like workflow scheduling [45] , [46] , task scheduling [47] , [48] , container allocation in cloud architecture [49] , resource optimization of container orchestration in cloud [50] , and so on. Therefore, in this paper, we use NSGAII as one of our comparison algorithms.
In NSGAII, we first need to define the structure of chromosome. We define the chromosome G = [g 1 , g 2 , . . . , g m ] according to the service description user submitted and use integer encoding. In G, the i-th gene g i represents the cloud instance type number corresponding to the i-th cloud instance, and the population is initialized randomly. The NSGAII has a crossover probability of 0.9 and a mutation probability of 0.1. We set the initial size and iteration number of the population according to the complete Pareto set size in CPSGA. The purpose is to make NSGAII get the Pareto set as complete as possible and improve the efficiency of NSGAII. We also implement a violent traversal algorithm, which can generate the complete Pareto set by traversing the solution space.
We set the number of cloud instances m from 1 to 20, and calculate the time spent by each algorithm under each m. The results are shown in FIGURE 4.
The result of traversal algorithm in FIGURE 4 has only 4 points from 1 to 4. The reason is that when m ≥ 5 the solution space Q m is too large and our experimental environment is not sufficient to support this calculation. It shows that the time complexity of traversal algorithm is very high and the efficiency of generating the complete Pareto set by traversal algorithm is very poor. In addition, we can see that the growth rate of NSGAII is relatively low when the required number of cloud instances is smaller than 10. However, as the number grows, the efficiency of NSGAII becomes worse and worse.
In general, CPSGA has high efficiency in generating a complete Pareto set.
3) THE COMPLETE PARETO SET P 1 ANALYSIS
We get the complete Pareto set P 1 when the required number of instance types is 1, which contains 10 cloud instance types, as shown in FIGURE 5. It means that among the 47 cloud instance types, these 10 types can dominate the other 37 types. In other words, for any type p in the other 37 types, there is one instance type in P 1 , the price of which is lower than p and the capacity is higher than p. For example, the price of cloud instance type T 2 is $0.236 and the performance is 15. We can find an instance type T 14 in P 1 whose price is $0.192, which is lower than the price of T 2, and its performance is 16, which is higher than that of T 2. Thus, T 14 dominates T 2. Based on the formula 21, we can know that the cloud instance type selection schemes in the complete Pareto set P i (i ≥ 2) only contains these 10 cloud instance types.
4) COMPARISON WITH NSGAII
In this section, we compare CPSGA with NSGAII in four situations: m = 5, m = 10, m = 15 and m = 20. We do some experiments to obtain the results of CPSGA and NSGAII, which are shown in FIGURE 6a -6d. In these figures, the points of 'CPSGA & NSGAII' (black) represent the common solutions of CPSGA and NSGAII, while the points of 'CPSGA' (red) and 'NSGAII' (green) indicate the unique solutions of CPSGA and NSGAII, respectively. According to formula 21 and its mathematical proof, these black and red points together form a complete Pareto set.
From FIGURE 6a -6d, we can know that the global search ability of CPSGA is superior to NSGAII, and it reflects the fact that NSGAII cannot find a non-inferior solution or even an inferior solution in a certain range. In FIGURE 6a, this range is when the price of cloud instance type selection scheme is greater than $28.32, in FIGURE 6b when greater than $125.025, in FIGURE 6c when greater than $112.314, and in FIGURE 6d when greater than $195.342. Moreover, outside of these ranges, some non-inferior solutions are also not found by NSGAII.
Moreover, NSGAII also falls into local optima. Some solutions resulted by NSGAII are actually dominated by other solutions. In other words, some inferior solutions are considered as non-inferior solutions and are stored in In summary, the global search ability of CPSGA is better than NSGAII, and can overcome the shortcomings of falling into local opitma. In addition, we believe that the idea of CPSGA can be applied to a wider range of scenarios.
5) COMPARISON WITH EXISTING WORK
Our work is different from existing work. The paper of Tordsson et al. [31] solves a single-objective optimization problem VOLUME 7, 2019 with maximizing the total computing capacity. The work by Wang et al. [33] is also optimized with only maximizing the total computing capacity and it has no constraints on the required number of instance types.
In order to compare with the existing work, we modify CITSM to solve the single-objective optimization problem of cloud instance type selection. We select the cloud instance type selection schemes in the complete Pareto set generated by CPSGA, which have the highest total computing capacity with the price constraint.
We set different maximum price constraints, from $0.5 to $5, in steps of $0.5, so there are 10 price constraints. First, we need to determine the number of cloud instances, since the work by Wang et al. [33] does not limit this number. We do some experiments to get this number. Then, using this number and maximum price as the constraints, some experiments are performed with the algorithm of Tordsson et al. [31] by using CPLEX and the modified CITSM. For the single-objective cloud instance type selection problem, Wang et al. [33] convert it into the unbound knapsack problem and Tordsson et al. [31] solve it by the 0-1 integer programming method. Both of them can obtain the optimal cloud instance type selection scheme. The results of the modified CITSM are the same as their results, which are shown in FIGURE 7, and it illustrates that CITSM can also solve the single-objective cloud instance type selection problem.
VII. CONCLUSION
Since a cloud data center has a large number of different cloud instance types, when a user selects cloud instance types, he/she will be confused. In order to solve this problem, this paper presents a cloud brokering architecture of cloud instance type selection, and there are three roles in this architecture: user, cloud broker and cloud service provider. The goal of this architecture is to eliminate the gap between cloud service provider and user. The cloud instance type selection problem is a multi-objective optimization problem, and through analysis, we get the relationship between complete Pareto set and solution space. Based on this relationship, a two-stage CITSM is proposed to help users to select cloud instance types in decision management module of the cloud brokering architecture. The first stage of CITSM is CPSGA which can generate a complete Pareto set of cloud instance type selection schemes. OSSA is the second stage to get the optimal scheme from the complete Pareto set. Finally, we do some experiments to prove that our model is efficient and effective, and can also solve the single objective optimization problem by modifying OSSA, so it is also extensible. Furthermore, the user demand often changes over time, like the required number of cloud instances. At the same time, the cloud market also changes frequently, for example, the number of on-demand instance types with Linux/UNIX operation system in ap-northeast-2 of Amazon EC2 increases from 54 in Jun. 2018 to 78 in Oct. 2018. Thus, studying how to dynamically adjust the cloud instance type selection schemes is very significant and challenging. The future work includes three directions: the first one is studying how to dynamically adjust the cloud instance type selection schemes, the second is to study the cloud instance types selection problem under different pricing modes combined with the price prediction [52] , and the third is to consider the cloud data storage [53] while selecting cloud instance types.
APPENDIX PROOF OF THE RECURSION FORMULA
Proof: When m = 1, there is a complete Pareto set P 1 , which satisfies:
When m = k − 1(k ≥ 2), there is a complete Pareto set P k−1 , which satisfies:
When m = k(k ≥ 2), there is a complete Pareto set P k .
Then, the correctness of the following formula needs to be proven.
At first, we assume the formula is false. Thus, we have:
∃(q, p) ∈ P k , (q, p) / ∈ R k (27) There are three situations: Situation 1: q / ∈ P k−1 , p ∈ P 1 . ∵ q / ∈ P k−1 ∴ ∃q ∈ P k−1 , q ≺ q
n j=1 x ij · p j ∴ (q , p) ≺ (q, p) ∴ (q, p) is an inferior solution ∴ (q, p) / ∈ P k ∴ the assumption is false ∴ the formula is true Situation 2: q ∈ P k − 1, p / ∈ P 1 .
n j=1 x ij · p j ∴ (q, p ) ≺ (q, p) ∴ (q, p) is an inferior solution ∴ (q, p) / ∈ P k ∴ the assumption is false ∴ the formula is true Situation 3: q / ∈ P k − 1, p / ∈ P 1 . ∵ q / ∈ P k−1 ∴ ∃q ∈ P k−1 , q ≺ q p) is an inferior solution ∴ (q, p) / ∈ P k ∴ the assumption is false ∴ the formula is true In summary, the formula P m ⊆R m = (P m−1 × P 1 ), m ≥ 2 is true.
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