, and the requirements of accuracy for position prediction have been significantly increasing in recent years. In this paper, we focus on designing a more low-cost and convenient method which can operate during GPS outages. In order to better deal with the position prediction during the lack of GPS signals, we introduce a Windowed Partial Least Squares Regression (W-PLSR) approach where vehicle position information from the low-cost sensors was used. Moreover, the window is adjustable and it reduces the step of regression in W-PLSR algorithm. The sensor data outside the window that has nothing to do with the latest position prediction is eliminated. Therefore, the position accuracy can be improved significantly. Finally, the proposed method is evaluated by using road experiments from real urban areas. Compared with the conventional technique such as PLSR and extended Kalman filter combined with an interactive multimodel (IMM-EKF), the results show that W-PLSR presents the higher position accuracy especially during the GPS outages.
I. INTRODUCTION
In Intelligent Transport Systems (ITS), road applications such as route guidance, road navigation and nearby information services require accurate position information. Accurate position prediction is widely used in advanced driver assistance system and collision avoidance system for vehicles [1] [2] [3] . Accurate and real-time position prediction is a fundamental issue but relatively difficult to handle in ITS.
Vehicular position prediction relies on the Global Positioning System (GPS) to provide the position information.
The accuracy of measured GPS information is within 10 meters, and sometimes gives more inaccurate measurement which is mainly due to satellite signal blockage that is common in urban areas, or poor weather conditions [4] . The vehicle localization based solely on GPS is not robust enough for the ITS applications which require accurate and real-time position predictions. Therefore, in order to provide accurate and reliable positioning information for vehicle position prediction, GPS is integrated with lowcost sensors such as accelerometer, direction and gyroscope sensor information coming from the Inertial Navigation System (INS) of the vehicle.
In literature, many researches proposed different methods to fuse with the position information from GPS/INS sensors. These methods rely for instance on the implementation of the Kalman filter (KF) [5] [6] [7] and the extended Kalman filter (EKF) [8, 9] . Moreover, C. Barrios introduced the extended Kalman filter combined with an interactive multimodel (IMM-EKF) in [9] . However, the Gaussian noise is not predefined and remains unchanged, and furthermore Kalman filter refers to this constant Gaussian noise which is not suitable for real scenarios. What' more, when GPS was outage, these methods which do not consider the condition of lack of GPS could be hardly deployed.
Recently, neural networks were also developed for predicting accurate position information for vehicular navigation [10] [11] [12] and it was demonstrated that they were better in position prediction than filtering methods. However, neural networks are very complex and cannot meet the requirements of high speed movement of the vehicle.
Given that vehicle sensors produce a large amount of variable position information, in this paper, the Partial Least Squares Regression (PLSR) was adopted due to its efficiency for multivariable analysis problem. Moreover, in order to fuse numerous sensors position information effectively during the GPS availability and GPS outage, we present Windowed Partial Least Squares Regression (W-PLSR) which therefore produces accurate vehicle position prediction. As far as we know, there are no works in the literature that used the PLSR algorithm for position prediction of vehicle.
We summarize the contributions of this paper as follows:
• Instead of using expensive device placed around the vehicle, we propose the low-cost sensors as devices for providing accurate position information for vehicles. The proposed system is reliable, convenient, and lowcost. Moreover, it do not require extra hardware and service cost.
• The improvement of the vehicle position prediction is based not only on the condition of GPS availability, but also on the GPS outages.
• We design the algorithm for vehicle position prediction using the previous sensors data within an adjustable sliding window for more accurate position prediction. Moreover, the novelty of our work also resides on the use of the sliding window based on the PLSR algorithm for vehicular position prediction.
• Real road tests are conducted in our experiments to evaluate the performance. In the tests, crooked roads in an urban area are selected because of the robustness and stability of the algorithm can be better evaluated. The rest of this paper is organized as follows: In Section II, an overview and analysis of previous work on several extensive position prediction methods are presented. Section III highlights the Partial Least Squares Regression with an adjustable sliding window size (W-PLSR) algorithm. In Section IV, detailed results achieved in the experiments are analyzed and discussed. Finally, the conclusion is given in Section V.
II. RELATED WORK
To increase the accuracy of the position information, some researchers proposed a fusion of gyroscope and odometers [13] . In addition, more accurate systems such as employ GPS/ Satellite Based Augmentation System (SBAS)/INS and odometry at the expense of higher cost [8] were introduced. How to provide high accurate and reliable position information for vehicle position prediction at a low price becomes a critical issue to be solved, thus several researches were focusing on the integration of GPS with low-cost sensors in recent years.
Analysis of external sensors data for vehicle performance of position prediction is a large area of research. In literature, many techniques [9, 14, 15] were proposed to improve the accuracy of vehicle position prediction by fusing the position information of vehicles which comes from the sensors. These techniques include filtering, map matching, Global positioning system (GPS), Inertial Navigation System (INS) and neural networks. However, most of these techniques are only used in the condition of GPS availability. For example, in [9] , IMM-EKF algorithm and GIS system were developed as the more precise position prediction methods. These methods were proposed without considering the condition of lack of GPS, and therefore, it could be hardly deployed when GPS was outage or inaccurate.
New techniques based on artificial intelligence have been presented to provide reliable predicted positioning information with GPS/INS. For example, adaptive neural fuzzy inference system [14] was introduced but this algorithm is very complex and the feasibility of this method remains to be seen.
Artificial intelligence can process the nonlinear parts which cannot be modeled by Kalman filter. In [15] , in order to reduce the position prediction error of the method, it models both the velocity errors and INS position based on current and some previous samples of velocity and INS position, respectively. However the drawback of this method is its low efficiency. In this paper, in order to deal with a large amount of position information which comes from these low-cost sensors, Partial Least Squares Regression (PLSR) developed by Wold [16] was used and this latter can operate efficiently for multivariable analysis. In the last decade, PLSR is widely applied to many prediction fields, and it has been made much progress for its methodology and applications.
To summarize, there is a clear need for accurate prediction vehicle position that uses a more inexpensive and efficient way and also can be considered in the condition of GPS outage.
III. WINDOWED PARTIAL LEAST SQUARES REGRESSION(W-PLSR)ALGORITHM
The accuracy of position prediction in ITS is often affected by many variables. Therefore, it is very difficult to construct a reliable prediction model from the data of many variables and particularly small observations. Partial Least Squares Regression (PLSR) is one of algorithms that is efficient for multivariable analysis problem. It is used to describe the relationship between multiple response variables and predictors through the latent variables. To increase the efficiency of this algorithm, we introduce a conception of an adjustable sliding window so that efficiency is highly improved without considerably compromising accuracy.
A. Partial Least Lquares Regression Algorithm
For n samples, PLSR model with two matrices, S = (s 1 , s 2 , ..., s m ) ,where s j ∈ R n , j = 1, 2, ..., m denote the low-cost sensors data, such as acceleration, direction angle and angular velocity. The matrix In order to analyze the convenience, we assume that the m independent variables and p dependent variables are standardized processing. The standardization observation related to the data matrices of the m independent variables and p dependent variables are respectively defined as:
At the start step, the first component variable t 1 was extracted from independent matrix S 0 , t 1 is the linear com-
In order to meet the demands of regression analysis, t 1 and u 1 expect to summarize the matrices S 0 and L 0 information as well as possible, and require t 1 strongly correlate with u 1 . According to the analysis, the problem is transformed to obtain the maximum covariance of t 1 and u 1 , as follows:
, and Cov(·, ·) stand for the covariance.
The optimal solution of (1) is θ 1 , w 1 is the unit eigenvector, and its corresponding θ
Then, conducting the regression equation of S 0 and L 0 to t 1 , respectively, we have:
where
are the corresponding regression coefficient vector of (2) and (3) , respectively. S 1 and L 1 are the residual matrix. Similarly, we can easily extract the second component variable t 2 by the S 1 and L 1 using the same method. The regression equation of S 1 and Since 
Finally, in the next time, we can acquire sensor variables S 1 , then, the regression equation of L 1 based on s 1 , s 2 , ..., s m also can be built as follows:
Therefore, we can describe the relationship between multiple sensor variables, the latitude and longitude variables through the latent variables. When GPS is outage, we can use the numerous sensors data to correct the position of the vehicle, because the sensors will not fail in the conditions of poor weather or satellite signal blockage.
B. Windowed Partial Least Squares Regression Algorithm
In real scenarios, real time trajectory is relevant with the recent historical trajectories. A common approach is to consider a sliding window of input data [15] . We gather sensor data as well as estimate position every second. Furthermore, the size of the window is adjustable and this property leads to balancing accuracy and efficiency, because accuracy does not always with the increasing of window size [18] .
As depicted in Fig. 1 , we can start by running training part of PLSR before the update and prediction stages. We use all the sensor data and position information from the latest window to train the regression based on position predictor. As a result, we can acquire the relationship between sensor variables and the latitude and longitude variables. In the update stage, the latitude and longitude of vehicle are obtained by the next time sensors information. Finally, by using the relationship between the next time sensor variables, the latitude and longitude variables, in the prediction stage, accurate position prediction information of vehicle can be determined.
In the next step, sensors data window is updated every second by moving forward. The training procedure continues for all sensors data windows till to the end of the experiment.
Then, the following is the construction of the Windowed Partial Least Squares Regression (W-PLSR) algorithm: 
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IV. EXPERIMENTS RESULTS AND DISCUSSION
In this paper, the experiment device is a smartphone based on Android [19, 20] , Samsung Galaxy S4. Indeed, this smartphone is not only highly convenience and portable but also embedded with numerous sensors which are needed for our experiment. The technical specifications of the used device are shown in TABLE I. According to TABLE I, it is obvious to find that the Galaxy S4 has newer sensor technology. Hence, the accuracy of our experimental results can be guaranteed.
A. Road Experiment I
GPS outages are considered because GPS signals are easily affected by the bad weather or high buildings. These experiments are set to deal with the vehicle position prediction when GPS is available and during the GPS outages in the existing real scenarios. Fig. 2 shows the trajectory recorded for the urban environment.
Over the whole trajectory presented in Fig. 2 , clearly, no natural GPS outages were detected. Therefore, the location information that achieved from this experiment will be used as a reference to evaluate the accuracy of the experiment results. To examine the proposed W-PLSR algorithm for sensors fusion ability to accurately predict the vehicle position, the performance is evaluated during the GPS availability and the different artificial GPS outages. In these experiments, different artificial GPS outages were detected at different positions as shown in Fig. 4 . These artificial GPS outages should be selected at different positions so that we can test the robustness and stability of the experiment. For the sake of estimating the performance of the proposed W-PLSR algorithm for sensors fusion, it is necessary to compare the accuracy of vehicle position prediction to the conventional technique, predominantly based on IMM-EKF. Then, we introduce five models definition for the possible scenarios. These five models represent vehicles in constant velocity, stop, constant accelerated, constant deceleration, and constant turn. These models are very important because they consider the true scenario as much as possible.
1) GPS availability: Fig. 3a and Fig. 3b describe the comparison among PLSR, W-PLSR and IMM-EKF based on position prediction errors along the latitude and longitude, respectively. We can see from Fig. 3 that the x-axis represents the trajectory which was approximately 300s. In the meantime, the y-axis represents the error of position prediction. The red line, green line and blue line represent the outcome of three different solutions, which are PLSR, W-PLSR and IMM-EKF respectively. In Fig. 3 , we can see that the W-PLSR provides less errors in position prediction over PLSR and IMM-EKF. Table II presents with the W-PLSR are within about 0.0865 meters. However, the results obtained from the PLSR and IMM-EKF are close to 0.2024 and 0.2043 meters respectively. Thus, the W-PLSR provides a significant improvement of accuracy in position prediction over PLSR and IMM-EKF. The key point is that PLSR combines a mass of sensor data, leading to a more exact position prediction of vehicles. Moreover, with the latest sensor data the PLSR on the windows could efficiently predict the position due to the elimination of the previous sensor data that is unrelated with the position prediction.
2) GPS outages: Similarly, we also considered the situation of GPS outages. Fig. 4a and Fig. 4b illustrate the position prediction distribution during GPS outages along the latitude and the longitude. The trajectory of Fig. 2 was approximately 300s so that only 4 artificial GPS outages were selected.
In Fig. 5a and Fig. 5b , W-PLSR was performed for both the latitude and longitude position prediction errors during GPS outages. The maximum error resulted from W-PLSR is less than 16 meters whereas the result is at most 22 meters when PLSR is implemented as described in Fig. 5 . However, the maximum error of IMM-EKF is 41 meters.
According to Table III , the average position prediction errors along the latitude and longitude are 7.6646 and 5.6105 meters respectively for PLSR. Moreover, the average of position prediction errors for IMM-EKF along the latitude and longitude are about 12.05 and 11meters, respectively. However, the results obtained by the W-PLS are 2.8 and 4.7 meters, respectively. We can conclude from the table that W-PLSR is more accurate than PLSR and IMM-EKF in terms of the position prediction.
B. Road Experiment II
In order to evaluate the robustness and stability of the proposed system, it is essential to examine this method with another real road trajectory. A road run with many turns and contains various changes in direction and speed in an urban area is selected as it is shown in Fig.6 . 1) GPS availability: From Fig. 7 , we can see that the W-PLSR provides the higher position prediction accuracy over PLSR and IMM-EKF. Table IV shows average position prediction errors for PLSR, W-PLSR and IMM-EKF. From this table, we find W-PLSR provides a significant improvement over both PLSR and IMM-EFK in case of GPS availability.
As depicted in Fig. 7 , we find that some position prediction errors of IMM-EKF are larger than W-PLSR from about 300s to 600s. A primary factor is that when vehicle runs with many turns, it has to continually change in direction and speed as shown in Fig. 8 . Moreover, at about 500s, the position prediction errors of W-PLSR are much smaller than IMM-EFK, because the GPS signal was affected by viaduct. Therefore, it is proved that W-PLSR is more adapted to various real road environments and hence has no much influence during GPS outage comparing to IMM-EKF. In fact, IMM-EKF must input the constant Gaussian Noise which is not suitable for real scenarios. Moreover, the Gaussian noise is not predefined and constant. In order to decrease some of its inadequacies, we use dynamical regression algorithm (W-PLSR) to predict the future position. The performance of the W-PLSR is superior over the IMM-EKF due to the efficient utilization of numerous historical data, such as sensors data, displacement and the elimination of sensor data outside the window that has nothing to do with the latest position prediction via the window.
2) GPS outages: Similarly, let us consider the condition when GPS is in outage situation. Fig. 9a and Fig. 9b present the distribution of position prediction along the latitude and the longitude respectively. Since the real trajectory ( Fig.6 ) is around 1500s, 9 artificial GPS are selected to be in outage, and both Fig. 10a and Fig.10b , respectively, show the latitude and the longitude position prediction errors for the 9 GPS outages.
In order to better explain the results, W-PLSR was compared to PLSR and IMM-EKF as it is shown in Table V . Figure 9 . The position distribution during GPS outages along the latitude and the longitude: the red line represents the trajectory when GPS availability, on the contrary, the black line represents the trajectory during the short of GPS outages-Experiment II. Obviously, W-PLSR is superior to the PLSR and IMM-EKF for most GPS outages and provides much better accuracy. From these experiments, it is evident that the proposed W-PLSR method provides better performance of accuracy than PLSR and the IMM-EKF for both the latitude and the longitude during GPS availability and GPS outages.
V. CONCLUSION
In this paper, we propose a new vehicle position prediction algorithm called W-PLSR(Windowed-Partial Least Squares Regression ) based on the data fusion used especially when GPS outages. In order to improve the accuracy of position prediction, we introduced the sliding window W in the Partial Least Squares Regression algorithm. The window is adjustable so that our algorithm is more efficient under the condition of the same accuracy. The performance of W-PLSR algorithm is compared to two of the existing algorithms: the PLSR and IMM-EFK algorithm. According to our experiments, it improves efficiently the accuracy of the position prediction during not only the GPS availability but also the GPS outages. In these experiments, we used smartphone as a device for providing vehicle position information because it is not only highly convenient and portable but also embedded with numerous sensors which meet our requirement.
