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ABSTRACT
The estimate of stellar metallicities (Z∗) of high-z galaxies are of paramount importance in order to understand the complexity of dust
effects and the reciprocal interrelations among stellar mass, dust attenuation, stellar age and metallicity. Benefiting from uniquely deep
FUV spectra of > 500 star-forming galaxies at redshifts 2 < z < 5 extracted from the VANDELS survey and stacked in bins of stellar
mass and UV continuum slope (β), we estimate their stellar metallicities Z∗ from stellar photospheric absorption features at 1501
and 1719 Å, which are calibrated with Starburst99 models and are largely unaffected by stellar age, dust, IMF, nebular continuum
or interstellar absorption. Comparing them to photometric based spectral slopes in the range 1250-1750 Å, we find that the stellar
metallicity increases by ∼ 0.5 dex from β ∼ −2 to β ∼ −1 (1 . A1600 . 3.2), and a dependence with β holds at fixed UV absolute
luminosity MUV and stellar mass up to ∼ 109.65 M. As a result, the metallicity is a fundamental ingredient for properly rescaling dust
corrections based on MUV and M∗. Using the same absorption features, we analyze the mass-metallicity relation (MZR), and find it
is consistent with the previous VANDELS estimation based on a global fit of the FUV spectra. Similarly, we do not find a significant
evolution between z ∼ 2 and z ∼ 3.5. Finally, the slopes of our MZR and Z∗-β relation are in agreement with the predictions of well-
studied semi-analytic models of galaxy formation (SAM), while some tensions with observations remain as to the absolute metallicity
normalization. The relation between UV slope and stellar metallicity is fundamental for the exploitation of large volume surveys with
next generation telescopes and for the physical characterization of galaxies in the first billion years of our Universe.
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1. Introduction
Metals and dust are the main final products of stellar evolution,
hence they are key to understanding the history of star-formation
(SF) in the first 1-3 billion years since the birth of our Universe,
during which the gas composition, the dust production mecha-
nisms and stellar properties were radically different from today
(Maiolino et al. 2004; Dayal & Ferrara 2012). Indeed, feedback
mechanisms from stars and AGNs not only can stop SF, but sig-
nificantly affect the metal content of galaxies and new genera-
tions of stars. At the same time, this picture is complicated by
the presence of dust, which may play a relevant role in obscur-
ing even the most active star-froming galaxies, and thus provid-
ing a biased view of the intrinsic properties of high-z sources.
Investigating how these quantities are related to each other and
with additional properties, including the stellar mass (M∗) and
the star-formation rate (SFR), is thus of paramount importance
to constrain formation models of galaxy formation and evolu-
tion.
In previous years, thanks to the relative ease of performing
observations and data reduction at optical wavelengths, impres-
sive imaging campaigns have discovered large samples of (rest-
frame) UV bright star-forming galaxies in the redshift range be-
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tween 2 and 4 (Steidel et al. 1995; Giavalisco et al. 1996; Gi-
avalisco 2002; Hathi et al. 2010; Parsa et al. 2016). These efforts
have begun to push the study of the UV luminosity function and
SFR density up to the first 3 Gyrs of the Universe (e.g., Bouwens
et al. 2015; Finkelstein et al. 2015; Oesch et al. 2018). It was
also possible to correct these quantities for the influence of dust
when it became clear that dust attenuation is primarily respon-
sible for the slope of the UV continuum (also called β) (Meurer
et al. 1999; Steidel et al. 1999; Shapley et al. 2003; Pannella et
al. 2009), which can be measured from narrow and broad pho-
tometric bands (e.g., Bouwens et al. 2009; Rogers et al. 2013;
Castellano et al. 2012, 2014; Hathi et al. 2013; Pilo et al. 2019).
Currently, UV-based, dust-corrected SFRs reach by far higher
sensitivity levels and statistics than any other alternative tracer at
other wavelengths. More recently, some works (e.g., Pannella et
al. 2015; McLure et al. 2018) have shown that β values correlate
with the stellar masses of the galaxies, which can then be used as
indirect probes of attenuation, even though the mass derivation
usually requires more information on the SED distribution of the
objects at longer wavelengths.
Spectroscopy provides an alternative, powerful, method to
constrain galaxy evolution through measurements of accurate
spectroscopic redshifts, kinematics, gaseous and stellar metallic-
ity. For example, Fanelli et al. (1988, 1992) proposed a series of
UV absorption lines as useful tracers of the physical properties
of young stellar populations, including, but not limited to, metal
content, stellar wind strength, and IMF. Rix et al. (2004) and
Leitherer et al. (2011) first introduced three absorption indexes
around 1370, 1425 and 1978 Å to study a sample of star-forming
galaxies at redshift ∼ 1. These features, which are mostly blends
of multiple elements, were found to depend only on metallicity,
according to Starburst99 stellar models (Leitherer et al. 1999).
It became immediately clear that using these rest-frame UV fea-
tures for high-redshift observations, where they fall in the optical
or near-infrared (NIR) range, could provide a lot of insight about
the nature of pristine, young galaxies.
To this aim, a series of spectroscopic campaigns started in
2014-2015 (e.g., VUDS, Le Fèvre et al. 2015), targeting thou-
sand of star-forming galaxies at redshifts 2-4 to study their
properties. Chisholm et al. (2019) measured the stellar metal-
licity of 19 galaxies at z ∼ 2, observed through the Magel-
lan Spectrograph. Ultraviolet and optical rest-frame spectra of
SF galaxies at z ∼ 2.4 were also obtained from Keck/LRIS
and Keck/MOSFIRE by Steidel et al. (2016) and Topping et
al. (2020), who investigated the relation between the stellar
and gas-phase metallicity. Along the same direction, the ESO-
VANDELS spectroscopic survey (Pentericci et al. 2018; McLure
et al. 2018) has continued to dig deep into this cosmic epoch,
and currently represents the state-of-the-art with respect to num-
ber of targeted galaxies and depth reached. In fact, VANDELS
observed from 2015 to 2018 more than two thousand galaxies in
the rest-frame UV down to a limiting magnitude of iAB ' 27.5
(at 5σ), with integration times ranging from 20 to 80 hours per
source, ensuring enough SNR of the continuum for the deriva-
tion of reliable constraints on stellar mass, attenuation, SFR, and
stellar metallicity. Most importantly, these performances enabled
the determination, for the first time at redshift > 2.5, of the stel-
lar metallicity from stacked spectra of galaxies in bins of stel-
lar masses or Lyα equivalent width, by fitting stellar population
synthesis templates to their entire FUV emission (Cullen et al.
2019, 2020). This has shed light on the chemical evolution of
intermediate-high mass (8.5 < log10 M∗ < 10.2) systems before
the peak of cosmic SF activity at z ∼ 2 (Madau & Dickinson
2014).
Despite this rapid progress, the growth of galaxies and the
increase of SFR density in the early Universe are far from being
completely understood. The main limitation in the analysis is not
connected with data availablity, but with the systematic uncer-
tainties involved in the determination of key physical quantities,
and related to the known degeneracies involved in the estimation
of several parameters. Most notably, the SED fitting technique
is subject to the attenuation, age, metallicity, IMF degeneracy.
The stellar mass and β slope are usually taken as proxies for
predicting the level of dust attenuation, but these correlations
have a large scatter, which leaves dust corrections largely inac-
curate, especially when applied to individual objects. Moreover,
UV slopes can also be affected by other quantities than dust,
namely the IMF, the stellar age, the nebular continuum, and the
metallicity (Bouwens et al. 2009; Castellano et al. 2014; Raiter
et al. 2010). In particular, the latter could have a crucial role to
solve part of the degeneracies still affecting these scaling rela-
tions.
For deriving stellar metallicities, a whole spectral fitting
could still be influenced by complex dependencies on the age and
IMF, which is typical for the majority of absorption complexes
in the FUV. In addition, it needs a good quality spectrum over a
large wavelength range. In order to reduce potential biases, sin-
gle absorption lines provide an alternative method to measure
the metallicity. Needing only specific indexes 10-20 Å wide, this
method can work on a limited portion of the FUV spectral range,
typically ∼ 100 Å, required for a good estimate of the underlying
UV continuum. In addition, this estimate is also independent on
dust extinction and in most cases it is insensitive to stellar age
and IMF, at least for slopes α close to Salpeter (within 0.2) and
ages higher than ∼ 50 Myr. The reason of this behavior is that
the depth of photospheric absorption features in the far-UV de-
pends on the relative abundance of O and B stars. After an initial
period of the same order of the average lifetime of these stars,
if the SFR is constant, the same number of young stars forms,
and their contribution to the UV spectrum does not change on
average over time.
However, several studies conducted in the past 20 years have
generated some uncertainties on the best absorption lines for
measuring the metallicity (i.e., those least affected by age or
IMF variations) and on the correct calibration functions to adopt.
Moreover, many lines were found to be strongly contaminated
by ISM absorption, thus are not reliable tracers of the metallic-
ity in stars. In addition, most of them were tested on a limited
number of objects, with various FWHM resolution data (from
0.25 to 3.8 Å rest-frame) and redshift (from 0 to ∼ 3). For ex-
ample, Sommariva et al. (2012) found that the 1978 Å index is
quite sensitive to the IMF assumptions, but defined three addi-
tional indexes near 1460, 1501 and 1533 Å, independent on age
and IMF, from which they measured the stellar metallicity of five
star-forming galaxies at redshift ∼ 3. While the 1460 Å feature is
produced by NiII and the 1533 Å line by SiII, the absorption re-
gion at 1501 Å arises in the photosphere of young, hot stars and
is due to the ionized SV species (Pettini et al. 1999; Quider et
al. 2009). Leitherer et al. (2011) and Faisst et al. (2016) adopted
other metal-sensitive indexes near 1400 and 1550 Å to study the
metal content of a sample of local starbursts and star-forming
galaxies at z ∼ 5, respectively. In particular, the CIV absorption
feature around 1550 Å has a strong wind component, indicated
by its P-Cygni profile, whose strength is known to correlate with
metallicity of the parent stars (Castor et al. 1975; Walborn et al.
1995). On the other hand, winds from hot stars also contribute to
the absorptions at 1300 and 1400 Å, which are due to SiIII and
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SiIV, respectively. However, their metallicity is more represen-
tative of the ISM component of the galaxies: even though these
lines are influenced by stellar photospheric absorption, they are
mainly affected by interstellar absorption and, in part for the sec-
ond index, by nebular emission. More recently, thanks to ISM
and radiative tranfer models, Vidal-García et al. (2017) studied
the influence of ISM absorption and emission for most of the
commonly adopted stellar photospheric indexes in the literature,
finding that the 1425 Å line and the ∼ 1719 Å complexes (al-
ready studied in Fanelli et al. 1992) are among the cleanest and
least contaminated stellar metallicity tracers up to at least so-
lar metallicity values. In particular, the latter index is a blend of
medium and highly ionized species, including NIV (1718.6 Å),
SiIV (1722.5, 1727.4 Å), and multiple transitions of AlII and
FeIV ranging from 1705 to 1729 Å.
In this paper we revisit most of the absorption indexes that
have been previously adopted in the literature. Comparing the
predictions of multiple stellar models, we infer new calibrations
for VANDELS-like spectra and measure the stellar metallicity of
high-redshift galaxies at 2 < z < 5 from a combination of two
robust UV absorption lines, located at 1501 and 1719 Å. With
these in hand, we explore how the metallicity is related to other
properties, including UV slope, UV magnitude and stellar mass,
and whether it can remove the degeneracies still affecting the
scaling relations involving such quantities.
The paper is organized as follows. In Section 2 we describe
the VANDELS spectral observations and the procedures adopted
to measure the UV slope, the stellar mass, and the stellar metal-
licity. We conclude this part by illustrating the final sample selec-
tion for this work. In Section 3 we present our results. First we
explore the mass-metallicity relation from two UV absorption
line metallicity tracers, and its evolution with redshift. Then we
investigate the role of stellar metallicity in the UV magnitude-
β and stellar mass-β relations, and assess the dependence be-
tween β slope and metallicity. Finally, in Section 4 we discuss
our results and compare them to semi-analytic models of galaxy
evolution. A summary with conclusions is the content of the
fifth Section, while an appendix with additional material is in-
cluded in the last part of the paper. In our analysis, we adopt
AB magnitudes and Chabrier (2003) initial mass function (IMF)
for deriving stellar masses, star-formation rates, and UV abso-
lute magnitudes. Throughout this work, unless otherwise stated,
we assume a cosmology with H0 = 70 kms−1Mpc−1, Ωm = 0.3,
ΩΛ = 0.7 and the most recent estimation of the solar metallicity
Z = 0.0142 (Asplund et al. 2009). We also assume by conven-
tion a positive equivalent width (EW) for absorption lines and a
negative EW for lines in emission.
2. Methodology
In this section we describe VANDELS observations, the spectral
reduction and calibration. Then we illustrate in detail the deriva-
tion of the two key physical quantities of this work: the UV con-
tinuum slope from photometric data, and the stellar metallicity
from rest-frame UV spectra. Finally, we specify the sample se-
lection adopted in our analysis.
2.1. Spectral observations and reduction
The galaxies analyzed in this study are selected from the ESO-
VANDELS project (ESO Large Program ID 194.A- 2003(EK),
P.I. L.Pentericci and R.McLure) 1. VANDELS is, to date, the
deepest optical spectroscopic survey of high redshift galaxies.
We refer to the two introductory papers by McLure et al. (2018)
and Pentericci et al. (2018) for all the details concerning the ob-
servations and data reduction, and highlight here only the main
characteristics. The survey targeted ∼ 2100 galaxies at redshift
z ≥ 1 in an area of the sky of 0.2 deg2 in total, in the UDS (Ul-
tra Deep Survey) and CDFS (Chandra Deep Field South) fields
around the CANDELS region (Grogin et al. 2011; Koekemoer
et al. 2011). The interesting targets for our goals are: (1) bright
star-forming galaxies (SFG) with photometric redshift ranging
2.5 < zphot < 5.5 and magnitude limit iAB < 25, and (2) lyman-
break galaxies (LBG) in the range 3 < zphot < 5.5, which have
fainter magnitudes and lower SNR compared to SFGs. The ini-
tial magnitude limits were H< 27 and iAB < 27.5 in this case.
All targeted galaxies have specific SFRs (SSFR) higher than 0.1
Gyr−1, even though the majority of them have SSFR > 0.4 Gyr−1
and SFRs higher than 2.5 M/yr.
The observations were performed with the VIMOS multi-
object spectrograph mounted at the ESO-VLT, which delivers
high-quality spectra in the wavelength range 4900Å < λ <
9800Å with an average resolving power R= 580, corresponding
to an average spectral resolution in rest-frame of ' 2.8 Å. The
VIMOS spectra were reduced in a fully automatic way with the
EASYLIFE pipeline (Garilli et al. 2012). This procedure yields
fully wavelength and flux calibrated two and one dimensional
spectra, corrected for atmospheric and galactic extinction, and
normalized to the i-band photometry available for all targets. As
described in Pentericci et al. (2018), since an artificial flux loss
was observed in the extreme blue end of the spectra (λ < 5600 Å)
when compared to broad-band photometry, an empirical correc-
tion estimated in a statistical way was applied in post-processing
to ensure the correct flux density shape at lower wavelengths.
This correction is in all cases no larger than 10-20% of the orig-
inal flux density.
After the reduction process, the VANDELS team was in
charge for measuring spectroscopic redshifts zspec for all the ob-
served targets. The derivation of zspec was made with the help
of the EZ software package (Garilli et al. 2010), which cross-
correlates each spectrum with a subset of reference templates
derived from previous VIMOS observations, representative of a
large variety of stellar and galaxy types. The measurements were
supervised by two independent team members and then further
checked by the two co-PI until reaching a final agreement. A
quality flag (from 0 to 9) was also assigned to each measure-
ment, representing the probability of the redshift to be correct.
Spectra with flags 3 or 4 are the most reliable, with 95% and
100% probability to be correct, respectively. In these cases, mul-
tiple emission or absorption lines could be typically recognized
in a moderate S/N continuum. The median accuracy of spectro-
scopic redshift determinations is 0.0005 (∼ 150 km/s).
As first step of this work, we preselected 872 galaxies from
the parent catalog in VANDELS by requiring a secure spectro-
scopic redshift (flags 3 or 4) between 2 and 5. The former is
slightly below the lower limit in the original selection, and in-
cludes some objects for which the photometric estimate (zphot)
was slightly overestimated. The latter condition was set to have
good quality spectra: above z = 5, galaxies have too noisy spec-
tra to give a statistically significant contribution to our analysis,
and none of them pass further constraints that will be introduced
in the following sections to ensure good quality measurements
of the parameters we are interested in this work. We also spec-
1 Link to VANDELS project: http://vandels.inaf.it
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ify that bright sources in the infrared, which could be starburst
(off-MS) systems, have been excluded from our selection. Our
sample thus contains systems, either preselected as star-forming
galaxies (based on specific SFR > 0.1 Gyrs−1) or Lyman-break
galaxies, which are fairly representative of the Main Sequence
of star-formation (see McLure et al. 2018).
2.2. Stacking procedure
In this paper we derive the stellar metallicity from two photo-
spheric absorption features of young O-B stars, located in the
far-UV spectral range at 1501 and 1719 Å, as described in the in-
troduction. These indicators are typically very faint, with equiva-
lent widths (EW) lower than 8 Å over a wavelength range of ∼ 10
Å, depending on the index, thus they require a high signal-to-
noise continuum to be properly constrained, as we will quantify
below. For this reason, prior to the metallicity measurements, we
stacked our spectra in multiple bins of different physical quanti-
ties (i.e., stellar mass, UV slope, UV absolute magnitude MUV,
and redshift). In a representative example in Fig. A.1 in the Ap-
pendix, we show that the 1σ error on the equivalent width (hence
on metallicity) is tightly correlated and strongly decreasing with
the SNR of the underlying continuum. Ideally, a SNR of at least
∼ 25-30 is required to measure Z with an uncertainty of the order
of 0.3-0.4 dex in a single index, which improves to 0.1-0.2 dex
by combining multiple indicators. Throughout the rest of this
work, our bins will be constructed to ensure high enough SNR
in each stacked spectrum, > 30 if possible, and > 20 in all cases.
This was found to be the best compromise between minimiza-
tion of the uncertainty on the final metallicity estimate and the
number of bins needed to test our relations.
We illustrate here the general stacking procedure adopted in
this paper. First, we converted all the spectra to rest-frame ac-
cording to their spectroscopic redshifts estimated by the VAN-
DELS collaboration. We normalized them using the median flux
estimated in the range 1250 < λ < 2000 Å, and then resampled
the spectra to a common wavelength grid of 0.4 Å per pixel,
similar to the sampling of Starburst99 stellar models, and which
corresponds to nearly half of the wavelength sampling of indi-
vidual galaxies in VANDELS. This way, we are less prone to in-
troduce systematic biases in the calibration functions compared
to resampling simultaneously both the original S99 models to a
coarser grid and the observed spectra. Then, we built compos-
ite spectra of all the objects falling in the same bin by taking
the median flux at each dispersion point, while we calculated the
noise from 500 simulations by taking each time a random 80%
of the spectra in the bin, computing the median of individual flux
values, and finally deriving the standard deviation of all the 500
realizations. We did not perform the bootstrap resampling with
replacement (requiring for the subsets the same size of the orig-
inal sample) as this would be more affected by peculiar spectra,
which could enter many times in the calculation. In addition, we
did not derive the composite flux with an error-weigthed method,
as this would bias the result toward lower redshift or more star-
forming objects, which have typically a higher SNR. We also
remark that a coarser spectral resampling in the stacking proce-
dure (e.g., 1Å /pixel) does not alter the results presented in the
following sections and the uncertainties associated to the mea-
sured equivalent widths. Finally, as mentioned in Section 2.1, the
redshift determinations in VANDELS are mainly based on the
presence of UV rest-frame emission or absorption lines, which
are produced by different components of the galaxies (e.g., stars,
ISM, gas inflows/outflows), possibly in relative motion among
field bands used
CDFS-HST
F435W, F606W, F775W, F814W, F850LP,








VISTA-Y, VISTA-J, VISTA-H, VISTA-K,
IRAC-ch1, IRAC-ch2
UDS-HST
subaru-B, F606W, subaru-V, subaru-i, F814W,
subaru-z, HAWKI-Y, WFCAM-J, F125W,
F160W, wfcam-H, wfcam-K, HAWKI-Ks,
IRAC-ch1, IRAC-ch2
UDS-GROUND
subaru-B, subaru-V, subaru-i, subaru-z,
subaru-znew, VISTA-Y, wfcam-J,
wfcam-H, wfcam-K, IRAC-ch1, IRAC-ch2
Table 1. Photometric bands available in the four fields covered by the
VANDELS survey, and used for the estimation of stellar masses, SFR,
and UV slope.
them. It is thus useful to check our stacking procedure by using
a common reference redshift for the galaxies, such as the sys-
temic redshift (defined as the redshift of the bulk of the stars) as
traced by the CIII]λλ1907-1909 Å emission line doublet (Shap-
ley et al. 2003). Thanks to the relative brightness of this line,
we identified a subset of 150 CIII] emitters by visual inspection
of both the 2D and 1D spectra (SNR > 7). For this sample, we
found that adopting either the VANDELS released or the sys-
temic redshift in the stacking procedure yields fully consistent
metallicity measurements, thus would not modify the results of
this work.
2.3. Photometry in VANDELS fields and stellar masses from
SED fitting
All targets in VANDELS have either space-based or ground-
based photometric data available. The pointings in the UDS and
CDFS fields are centered on the area covered by the CANDELS
survey (Grogin et al. 2011; Koekemoer et al. 2011). For these
regions, we have deep optical+near-IR (ACS + WFC3/IR) HST
images, Spitzer images, and H-band selected, PSF-homogenized
photometric catalogs assembled by Galametz et al. (2013); Guo
et al. (2013), including total magnitudes in 6 and 10 space-based
broad-band filters, in the UDS and CDFS fields respectively.
In the same area, also photometric data from ground are avail-
able, so that we are able to cover the full range between band
B (λcen ' 4450 Å) and IRAC channel 2 (λcen ' 4.5µm). The
limiting magnitude of this dataset is HAB < 27.05 (5σ).
On the other hand, ∼ 50% of the total VANDELS area
(both CDFS and UDS) falls outside of CANDELS. In these
regions, while some HST filters are still present, most of the
optical+near-IR imaging is performed with ground-based facili-
ties, including Subaru, CFHT, UKIRT, VISTA, and VLT. Pho-
tometric catalogs of H-band detected sources (HAB < 27.05)
were produced by the VANDELS team using the SExtractor tool
v2.8.6 (Bertin & Arnouts 1996), providing PSF-homogeneized
photometry and total magnitudes in 13 and 11 broadband filters
in UDS and CDFS, respectively, ranging from 0.3 to 8.0 µm. In
Table 1 we show the photometric bands that were used in all the
fields covered by the VANDELS survey. More information on
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the observing campaigns, instruments adopted, and depth of the
survey can be found in Table 1 of McLure et al. (2018).
Using all the available photometry ranging from band U to
IRAC channel 2, the stellar masses are derived through the SED
fitting technique as described in McLure et al. (2018). This fit
adopts Bruzual & Charlot (2003) stellar population templates
with solar metallicity, a Chabrier IMF, declining τ-model star-
formation histories (SFH) with τ ranging 0.3 < τ < 10.0 Gyr and
ages ≥ 50 Myr. The dust is modeled with a Calzetti et al. (2000)
attenuation law, with AV values in the range 0 < AV < 3.0,
while the effect of the inter-galactic medium (IGM) transmission
is taken into account following Inoue et al. (2014). Similarly,
the UV-based SFRs are derived from the best-fit UV rest-frame
absolute luminosity following Madau & Dickinson (2014), and
then dust corrected using AV estimated from the same fit.
2.4. Beta slope and UV absolute magnitude estimations
In this work, we assume that the UV-continuum emission of
each galaxy can be approximated with a power-law of the form
f (λ) ∝ λβ (Meurer et al. 1999; Calzetti et al. 1994). To estimate
the exponent β, we first converted all the observed (total) AB
magnitudes into flux densities fλ, and removed all photometric
bands whose bandwidths are outside the 1230-2750 Å rest-frame
wavelength range, to exclude any contamination from the Lyα
line, while the redward limit is the same adopted in Pilo et al.
(2019). We note that the redward limit is slightly higher than in
the original Calzetti et al. (1994) definition. This ensures more
statistics for our analysis, while it does not introduce systematic
biases to the results: we note indeed that the central wavelength
of the reddest bandpass typically does not lie outside of 2600
Å. When multiple photometric bands with similar pivot wave-
lengths were available, we determined the weighted average of
their fluxes in order to provide a more uniform, evenly sampled
coverage of the wavelength space. Then we fitted a linear rela-
tion between log(λ) and log( fλ) by using an orthogonal distance
regression (ODR) technique (Boggs et al. 1992). From the best-
fit relation and the spectroscopic redshift of each galaxy, we also
estimated the UV absolute magnitude MUV at 1600 Å, M1600.
2.4.1. Systematics and uncertainties
In the measurements of β, for each galaxy we could use from a
minimum of two to a maximum of six bands (four on average)
from the list of Table 1. We proved the stability of our values
by removing for each galaxy one or two random photometric
bands from the initial dataset (keeping at least three bands), and
computing again the slope with the same ODR fitting procedure.
This yields determinations that are in qualitative agreement with
the original values based on the full available dataset, and do not
have systematic discrepancies, indicating that our results are not
driven by some specific bands adopted in the fit, and are stable
against the exact number of photometric points that are used in
the fit. We note that the wavelength range for fitting the UV slope
does not contain strong emission lines that can significantly af-
fect the photometry, as those bands possibly contaminated by the
Lyα line have always been excluded at the beginning.
On the other hand, since our galaxies are located in differ-
ent fields for which a heterogeneous set of photometric filters
is available, we checked for the presence of systematic differ-
ences among β determinations in the four different VANDELS
fields. We found that our results are generally in agreement, ex-
cept for galaxies in the CDFS-GROUND field, which show a
higher UV-slope at fixed stellar mass or selection magnitude.
We also note that CDFS-GROUND data have a lower quality
than in UDS-GROUND, and most of the discrepant objects have
a low SNR, with beta measurements just based on two bands. We
found that applying a cut to the β uncertainty (σβ < 1), and re-
quiring at least three data points to perform the fit, removes these
outliers and restores the consistency of β distribution among all
VANDELS fields. We also remark that these offsets do not affect
the derivation of stellar masses in CDFS-GROUND, as these are
based on fitting the entire SED up to IRAC channel 2, and they
are most sensitive to the optical rest-frame range rather than the
UV.
We compared our β estimations to those obtained from the
best-fit photometric SED (see Section 2.3), while we leave for
the Appendix A.1 a discussion about the UV slope inferred from
VANDELS spectra. As far as the first are concerned, we found
a systematic difference with the SED-based estimates of ∼ −0.2
(i.e., 10% of β measurements), which is likely related to the dif-
ferent method adopted and to the different treatment of photo-
metric bands at the left- and right-most extremes of the wave-
length range 1230-2750 Å. In particular, if we require that only
the central pivot wavelength should not exceed those limits (in-
stead of the whole bandwidths), we obtain UV-slopes ∼ 0.15 flat-
ter, more in agreement with SED-fitting based values. However,
we remark that this difference is below the typical uncertainty of
the β estimations for our galaxies ( (1σβ)median = 0.23). Overall,
compared to β and MUV estimations based on the best-fit photo-
metric SED, an advantage of our procedure is that it is not model
dependent.
2.5. The UV absolute magnitude - β relation
In Fig. 1 we show the distribution of beta slopes as a function
of MUV , which is often taken as a reference to dust-correct the
luminosity function. Our entire sample has a median β slope of
−1.76 (1σ dispersion of 0.54) and MUV of −20.62 (σ = 0.57). A
best-fit linear relation can be written explicitly as β = (−0.07 ±
0.03) ×MUV − (3.18 ± 0.7), indicating a slight increase of β for
bright objects, at 2σ level significance. A similar slope to our
analysis was also found by Bouwens et al. (2009, 2014) for U-
and B-dropouts at redshift ∼ 2.5 and 4, and by Castellano et al.
(2012) for LBGs at redshift ∼ 4.
Dividing the sample into three redshift bins, we also find a β
evolution in our redshift range, increasing on average from −1.98
at z ∼ 4.1 to −1.59 at z ∼ 2.6, in agreement with the strong
evolution in β expected in this cosmic epoch (e.g., Pannella et
al. 2015), and with results found by other works at similar or
slightly different redshifts. First, photometric based UV slopes
derived by Hathi et al. (2016) for star-forming galaxies in VUDS
at redshifts 2 < z < 2.5 are slightly redder (by ∼ 0.15) than our
estimates at zmedian = 2.58, across the same UV magnitude range
−22 < MUV < −20. Then, our objects follow approximately the
same distribution expected for star-forming galaxies at redshift
∼ 3: the median values of β calculated in our first two subsets
around z ∼ 3 (zmedian = 2.58 and 3.46) are indeed largely con-
sistent, over all the range of UV magnitudes, with z ∼ 3 LBGs
in the COSMOS field presented by Pilo et al. (2019). The last
bin at the highest redshift (4 < z < 5) was created to compare
with the work of Castellano et al. (2012), which adopts a similar
derivation of the UV slopes, and whose results are in agreement
within the errors with our findings.
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Fig. 1. UV slope vs M1600 for VANDELS galaxies selected in this work with σβ ≤ 1 and at least three photometric bands available in the range
1230-2750 Å. Our data are color coded according to three different redshift bins (2 < zbin1 < 3 < zbin2 < 4 < zbin3 < 5 in blue, dark-red, and orange,
respectively), with z estimated from VANDELS spectra. The median z in each bin is reported in the legend. For comparison are shown the M1600-β
relations found by Hathi et al. (2016) at 2 < z < 2.5 (gray empty circles), Bouwens et al. (2009) at ∼ 2.5 (cyan circles), Bouwens et al. (2014) at
∼ 4 (black empty circles), and Castellano et al. (2014) for LBGs at z ∼ 4 (black empty diamonds and light-gray dashed best-fit line). The relation
found by Pilo et al. (2019) for LBGs at z ∼ 3 is displayed as a light-green dashed line.











Table 2. Absorption complexes analyzed in this work. The second and
third columns correspond to λ1 and λ2 in Equation 1.
2.6. Metallicity calibrations from UV absorption indexes in
Starburst99 models
Absorption lines in the UV rest-frame spectra carry important
physical information about the properties of the host galaxies
(Fanelli et al. 1988, 1992). While some of them are produced in
the interstellar medium (ISM) of the galaxy itself, others are in-
stead produced by chemical elements in the photospheres of hot,
young, O and B stars, or in stellar winds generated by their radi-
ation pressure. The latter two cases are extremely interesting as
they can be used as stellar metallicity diagnostics. These include
the indexes at 1501 and 1719 Å that are adopted in this paper.
In order to derive a proper conversion between absorption
strength and Z∗, we used Starburst99 WM Basic models (Lei-
therer et al. 2010, 2011) to remain consistent with the pre-
vious VANDELS work on the stellar metallicity by Cullen et
al. (2019). Moreover, among all currently available stellar tem-
plates, they offer the highest native spectral resolution across a
wide range of wavelengths (0.4 Å in the range 900 < λ < 3000
Å), offering the possibility to test the metallicity calibration
functions also for significantly higher resolutions than VAN-
DELS. These models have also been widely tested in many stud-
ies on faint photospheric absorption lines (e.g., Rix et al. 2004;
Sommariva et al. 2012; Leitherer et al. 2011). However, for com-
Fig. 2. Diagrams showing the dependence between equivalent width
(EW) and metallicity for the 1501 and 1719 Å absorption line indexes
that we adopt in this paper according to Starburst99 models. All the data
points are derived assuming a constant SFH for 100 Myr and Kroupa
IMF. The gray shaded region around the main relations represents the
variation of EW with the IMF (Kroupa-Salpeter) and with the ages of
the stellar population chosen (50 Myr - 2 Gyr), as described in the text.
The final metallicity calibrations are based on a third order polynomial
fit to the data points, and are shown with a blue continuous line in each
panel. Their explicit forms are given in the text in Equations 2 and 3.
pleteness, a comparison with BPASS models (Eldridge et al.
2017) is also included in the Appendix A.3.
We produced far-UV S99 spectra assuming a continuous
star-formation history (SFH) and a grid with different stellar ages
(50, 100, 150, 200, 500 Myr, and 1, 1.5, 2 Gyr), metallicities
(0.05, 0.2, 0.4, 1 and 2.5 times solar), and the two IMFs available
in the simulation (i.e., Salpeter and Kroupa 2). The lower limit of
50 Myr is also the lowest stellar age adopted in the SED fitting,
2 We note that, even though a Chabrier IMF was used in our SED fit-
ting, the Kroupa and Chabrier IMFs yield very similar results for the
stellar masses and SFRs of our galaxies.
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Fig. 3. Comparison between the equivalent widths of the 1719 and 1501
Å absorption indicies predicted by S99 models (big squares color coded
by metallicity). We show in each diagram the EWs measured in five
VANDELS stacks (big stars), obtained with the same procedure adopted
for synthetic templates. The stacks used here were produced at different
stellar mass bins (see Section 3.1 and Table 3), whose median stellar
masses (in log10 (M∗/M)) are highlighted in black above each point.
The gray shaded area has the same meaning as in Fig. 2.
while the upper bound of 2 Gyr corresponds approximately to
the age of Universe at the median redshift of our sample.
The models, which have the same wavelength sampling of
VANDELS stacked spectra (see Section 2.2), were smoothed
with a gaussian kernel with σ = 1.3 Å to match the VANDELS
average resolution. Afterwards, for each model, we measured the










where f (λ) is the flux density spectrum across the ab-
sorption/emission feature, fcont(λ) is the continuum (both in
erg/s/cm2/A), while λ1 and λ2 are the starting and ending wave-
lengths of the features. The list of features analyzed in this work,
including the corresponding λ1 and λ2, are shown in Table 2.
The EW quantifies the relative absorption strength of the line
with respect to the underlying UV continuum, hence it is critical
to specify the calculation of fcont(λ) in Eq. 1. Given the rela-
tively low resolution of VANDELS spectra, we cannot identify
the ’real’, unobscured continuum level, as there are basically no
spectral regions free of absorption. To overcome this problem,
we adopt the so-called ’pseudo-continuum’, which is defined by
ranges relatively free of strong absorption or emission lines, as
introduced by Rix et al. (2004). Therefore, for each index, we
calculated fcont(λ) in Eq. 1 as the linear interpolation of the error-
weigthed average flux density in the closest blueward and red-
ward pseudocontinuum windows defined in Table 3 of Rix et al.
(2004). Since the original pseudocontinuum widths of ∼ 3-4 Å
barely correspond to one resolution element in VANDELS spec-
tra, we also increased them by ±3 Å, yielding a total width of
∼ 10 Å. This choice also produces more stable measurements,
less affected by noise. However, we remark that it does not af-
fect the final results, providing that we use the same definition
for both the calibrations and the observations.
In order to mitigate even more noise effects in observations,
we estimated the EW of absorption lines in VANDELS stacks
using Eq. 1 and taking the median value from 1000 Monte Carlo
realizations, generated by perturbing the flux at each wavelength
according to the noise spectrum. This procedure allows a robust
estimate of the 1σ uncertainty of the associated EW as the stan-
dard deviation of those different realizations. Moreover, we find
that our results are not significantly affected if we just perform
a single estimate of the pseudo-continuum level and of the EW
of absorption indexes, even though we do not have an associated
error for the observation in this case.
We remind that another approach to calculate the pseudo-
continuum spectrum is based on fitting a spline to all the Rix et
al. (2004) windows simultaneously, as done by Sommariva et al.
(2012). However, we found that the two approaches yield very
similar calibration functions and thus fully consistent results. In
the rest of this paper, we use only the local fit explained above,
because it has the clear advantage of being applicable even when
the full far-UV spectrum is not available or any of the pseudo-
continuum windows has to be discarded because of contamina-
tion from sky line residuals in individual observed spectra.
In Fig. 2 we show the main results of this analysis for the
two absorption indexes adopted in this study. First, the EW1719
spans a large dynamic range of ∼ 2.5 Å (from 0.2 to 2.7) from
1% Z to solar metallicity, making it relatively easy to constrain
Z within ±0.1-0.15 dex uncertainty with the SNR imposed on
our VANDELS stacks (see Fig. A.1). A third order polynomial
fit yields the following calibration :
log10(Z/Z) = 0.06 EW
3
1719 − 0.44 EW
2
1719 + 1.51 EW1719 − 2.12
(2)
Overall, we confirm that the EW of the 1719 Å metallicity tracer
is largely independent on the IMF chosen and stellar age (Fig.
2-left). Since it is basically uncontaminated by ISM absorption
even at higher (solar) metallicities, according to Vidal-García et
al. (2017), we take this index as reference as it should be the
most reliable. We also notice that our definition for this index is
slightly different from the original version, as this allows to fully
include also the leftmost blend generated by FeIV absorptions
between 1709 and 1712 Å (visible later in Fig. 9).
Applying the same above procedure to the index located at
1501 Å yields the following metallicity calibration inferred from
a third order polynomial fit (Fig. 2-right):
log10(Z/Z) = 1.24 EW
3
1501 − 2.97 EW
2
1501 + 3.48 EW1501 − 1.98
(3)
The 1501 Å index was first proposed by Sommariva et al. (2012)
as a very promising metallicity tracer. However, because it is
narrower, it also has the lowest spread in general, showing EWs
≤ 1 Å for all metallicities below solar.
In Fig. 3 we display the EWs of the 1719 and 1501 indexes
obtained from 5 stacks in M∗ bins constructed to analyze the
mass-metallicity relation (see later in Section 3.1), as they have
the highest SNR among all the stacked spectra derived in this
work. This figure indicates that the 1501 tracer not only shows
EWs that are correlated to those of the 1719 index, but that the
two EWs are qualitatively in agreement with the predictions of
Starburst99 models. In other words, it means that calibrations
built from the same S99 templates yield very consistent metal-
licities from both the 1501 and 1719 Å indexes. We also caution
that the two calibrations derived in this section could be safely
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applied in the metallicity regime spanned by the VANDELS data
(Cullen et al. 2019), but we cannot verify whether significant
ISM absorption would affect the lines at higher Z, and whether
the models (at the VANDELS resolution) still reproduce simul-
taneously the two EWs outside of our range.
As far as the remaining UV absorption lines are concerned,
we find two different situations. On the one hand, the EWs of
absorption indexes located at 1370, 1425, 1460, 1533 and 1978
Å are weakly (or not at all) correlated with the EW of the 1719
index, hence with the metallicity. The majority of these features
measured in the stacked spectra are also very faint and would
yield unrealistically low metallicities with very large uncertain-
ties at our SNR and spectral resolution. As a result, they are un-
usable to constrain the chemical abundances from VANDELS
spectra. On the other hand, the absorption lines at 1400, 1550
and 1853 Å, even though they are correlated with the EW of
the 1719 index, are systematically deeper than predicted by S99
models, indicating they are contaminated by ISM absorption at
various degrees also at sub-solar metallicities. Since our work is
based on the stellar metallicity and a modeling of the ISM is be-
yond our goals, we exclude them from the subsequent analysis.
We refer the reader to the Appendix A.3 for a more detailed
discussion of the EWs and calibrations obtained with all the in-
dexes listed in Table 2. Hereafter, we focus exclusively on the
two aforementioned metallicity indicators at 1719 and 1501 Å,
displayed in Fig. 2 and 3. In order to define a unique, repre-
sentative metallicity for the stacks derived in this paper, we will
consider the average metal abundance obtained from the EWs of
those two indexes separately, and we will use the error propaga-
tion to determine the final uncertainty on each estimation.
Finally, in Appendix A.4 we also explore for all the lines the
effect of different IMFs than those adopted in this Section. While
modifying the IMF upper mass cutoff (up to 300 M/yr) and the
slope α of the high-mass end (within ∼ 0.2 of the Salpeter value
α = −2.35) do not produce significant variations of the metallic-
ity calibrations for the 1719 and 1501 absorption indexes, choos-
ing even flatter slopes (e.g., α . −2) would yield systematically
higher metallicity values. However, typical Main Sequence star-
forming galaxies at z ∼ 3 with intermediate stellar masses (me-
dian M∗ = 109.7 M) are not expected to have IMFs extremely
different from Salpeter (e.g., Elmegreen 2006; Bouwens et al.
2012). According to Fontanot et al. (2018), flatter and top-heavy
IMFs can be found for galaxies more massive and star-forming
compared to our VANDELS selection. Finally, we remark that a
more detailed analysis of a variable IMF on the MZR and M∗-β
relation is clearly beyond the aim of this paper.
2.7. Final sample selection
We include additional constraints to our sample selection crite-
ria in order to exclude objects where UV slopes and/or metal-
licity indicators are not reliable. From the sample selected at the
end of Section 2.1, we thus selected spectra free from bad sky
subtraction residuals, noise spikes, or reduction problems in the
spectral windows used to estimate the pseudo-continuum level
and the EW of the 1501 and 1719 metallicity tracers. This yields
732 galaxies (called subset #1), of which 372 are in the CDFS
field. We will use this subset to study the mass-metallicity rela-
tion (MZR) and its evolution with redshift in the following sec-
tion. The histogram distribution of spectroscopic redshifts for
this selected sample is shown in Fig. 4.
Afterwards, we built a second smaller subset requiring in ad-
dition a reliable estimate of the UV slope, with σβ < 1 and at
Fig. 4. Diagram showing the distribution of spectroscopic redshifts of
VANDELS galaxies selected for this work. The vertical dashed line in-
dicates the median redshift of the sample (zmed = 3.38).
least three photometric bands used in the fit, as already discussed
in Section 2.4.1. We end up in this case with 576 galaxies, named
subset #2 (all of them are included in the first subset), that we
consider for all the remaining diagrams. In this sample, 254 ob-
jects are located in the CDFS field. We remark that adopting
this second galaxy subset for the mass-metallicity relation, the
results would not be significantly altered, however we prefer to
maintain the larger sample in order to have a better statistics to
study the evolution in redshift of that relation. We also note that
these criteria do not introduce biases in the stellar mass and beta
distributions of the original sample, hence the selected galaxies
are still representative of the star-forming Main Sequence.
3. Results
In this Section we explore how the stellar metallicity and UV
continuum slope are related to each other and to other galaxy
properties. We then assess the role of stellar metallicity in the
estimation of dust attenuations for galaxies with different stellar
masses and UV luminosities. As a first step, we take advantage
of our new metallicity measurements to investigate the mass-
metallicity relation from UV absorption lines, and compare the
result with the relation presented in Cullen et al. (2019), derived
from fitting S99 models to the entire VANDELS FUV spectral
range.
3.1. Mass-metallicity relation from UV absorption indexes
The mass-metallicity relation (MZR) is a powerful diagnostic
of the chemical evolution history of galaxies, with its shape
and normalization providing important constraints on the star-
formation history, feedback processes, gas inflows and outflows
(Maiolino & Mannucci 2019).
In Fig. 5-left we show the stellar mass - stellar metallicity re-
lation (MZR) derived for our VANDELS subset #1 in the redshift
range 2 < z < 5 from UV absorption tracers, as explained in Sec-
tion 2.6. The data points represent the median stellar masses of
galaxies residing in the same bin, and the chemical abundances
from the corresponding stacks. We chose a stellar mass bin width
of 0.25 dex (larger at the borders), as a compromise between the
highest possible number of bins and a minimum SNR (= 30) re-
quired for each stacked spectrum to derive accurate metallicities.
The final values of Z and errors (represented as black squares
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Fig. 5. Left: Mass-metallicity relation of star-forming galaxies in VANDELS, with median stacks in bins of stellar mass (black squares). The
metallicities derived from single indexes (i.e., in order, 1550, 1719 and 1501 Å) are drawn with pale colored squares in blue, red and dark-cyan,
respectively. The linear fit to the median metallicities in the range 108.5 < M∗ < 1010.5 M is highlighted with a dark-cyan dashed line. Right:
Mass-metallicity relation followed by VANDELS star-forming galaxies at redshift < 3 (dark-cyan squares) and > 3 (dark-red squares). The
median redshifts of the two subsets are 2.58 and 3.54, respectively. The relation for all the sample is overplotted in black. In both diagrams, the
relation by Cullen et al. (2019), calculated at same median redshift of our work (and of the VANDELS survey), is displayed with gray filled circles,
while in the bottom panel we also include the MZR found by Zahid et al. (2017) at z ∼ 0.08 from the SDSS survey (olive squares) and by Gallazzi
et al. (2014) for massive star-forming galaxies (M∗ > 1010.2 M) at z ∼ 0.7. The linear fit to the MZR in the lower and higher redshift bin is drawn
with a shaded dashed line in the corresponding color. The representative M∗ and metallicity estimated from the spectral stack of 75 star-forming
galaxies at redshift ∼ 2 from Halliday et al. (2008) is shown with a cyan square and error bars. Finally, the stellar mass - gas-phase metallicity
relation for star-forming galaxies at z ∼ 3.5 (Troncoso et al. 2014) is drawn with a green dashed line.
and vertical bars) were derived by averaging the estimates ob-
tained from the two absorption indexes at 1501 and 1719 Å. In
Fig. 5-top, we also report the corresponding metal estimates for
each individual index with pale dark-cyan and red squares, re-
spectively. For comparison purposes, we also include the MZR
of Cullen et al. (2019) as gray circles, which is derived from
the DR23 release of VANDELS with a similar selection to our
(2 < z < 5.0 and zaverage = 3.5).
At a first analysis, we note that the MZR built from our two
absorption indicators, either taking the averages or the single val-
ues separately, is consistent within 1σ to that derived by Cullen
et al. (2019). The metallicity rises by ∼ 0.5 dex, from log10
(Z∗/Z) ' −1.1 to ' −0.6, in the range of stellar masses between
log10 (M∗/M) ' 9 and ' 10.2. The increasing trend of metallic-
ity in this mass range can be approximated by a linear function
(dark-cyan dashed line), whose best-fit coefficients are displayed
in Table 3.2. We notice that our relation is sampled by a lower
number of points in the low mass range compared to Cullen et
al. (2019), as galaxies in this regime are generally fainter and
larger bins are necessary to reach the required SNR. Neverthe-
less, the upper limit at M∗ ' 108.5 M established by Cullen et
al. (2019) and the metallicity of our lowest mass bin suggest that
the same decreasing trend may also continue to stellar masses
substantially lower than 109 M. In Table 3 we present the defi-
nition of the bins used to build the MZR and the other relations
studied in this work. It also includes for each bin the number of
3 http://vandels.inaf.it/dr2.html
galaxies considered, the SNR reached in the stacked spectra, and
the median properties of the corresponding subsets.
3.2. Redshift dependence of the MZR
We analyze in this section the mass-metallicity relation as a func-
tion of redshift. To this aim, we divided our sample (subset #1) in
two redshift bins with z lower and higher than 3. Then we mea-
sured the metal content from our two indexes, as already done
for the global relation, in four (respectively three) bins of stel-
lar masses, as can be seen in the right panel of Fig. 5. In the
range of M∗ that is in common between the two subsets (log10
(M∗/M) from ∼ 9.5 to ∼ 10), the metallicities of the stacks
in the upper redshift bin are systematically lower than at lower
redshift by ∼ 0.1 on average, even though all the estimates are
still consistent within 1σ. Secondly, we fitted a linear relation
to all the data points belonging to the same redshift bin, finding
a normalization difference between the two MZR (at 1010 M)
of 0.125 ± 0.134, hence they are consistent within the errors.
The coefficient results for the two redshift bins are listed in Ta-
ble 3.2. Furthermore, also a series of Monte Carlo simulations,
where we perturbed the median Z∗ and M∗ of the bins according
to the estimated (gaussian-like) uncertainties, yield a 28% prob-
ability to obtain our results if there is no redshift evolution of
the MZR normalization, hence again the difference is not statis-
tically significant. We note that this result, even though obtained
with a different approach, is in agreement with the conclusions
of Cullen et al. (2019), who also find no clear monothonic de-
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Table 3. Summary of the best-fit relations parameters. Each panel of the table shows for each bin the stellar mass range, the number of galaxies
falling in the bin, the average SNR of the stack, the median stellar mass of the galaxies, and the stellar metallicity computed from the stack using
the 1501 and 1719 indexes (as explained in the text).
Panel A: MZR from UV absorption lines (1501 and 1719 Å) of VANDELS selected galaxies in this work (Fig. 5-left).
bin # Stellar mass range # galaxies SNR log10(M∗/M)med log10(Z/Z)
1 8.3 < log10(M∗/M)< 9.25 207 30.8 9.0 ± 0.2 -1.08 ± 0.22
2 9.25 < log10(M∗/M)< 9.5 147 34.8 9.39 ± 0.06 -0.84 ± 0.16
3 9.5 < log10(M∗/M)< 9.75 184 49.8 9.62 ± 0.06 -0.85 ± 0.11
4 9.75 < log10(M∗/M)< 10 110 39.8 9.84 ± 0.06 -0.63 ± 0.11
5 10 < log10(M∗/M)< 10.6 83 32.4 10.17 ± 0.1 -0.61 ± 0.13
Panel B: Redshift dependence of the MZR (Fig. 5-right).
bin # Stellar mass range # galaxies SNR log10(M∗/M)med log10(Z/Z)
2 < z < 3
1 8.8 < log10(M∗/M)< 9.5 50 33.3 9.33 ± 0.10 -0.82 ± 0.14
2 9.5 < log10(M∗/M)< 9.7 50 36 9.57 ± 0.03 -0.81 ± 0.14
3 9.7 < log10(M∗/M)< 9.9 40 31.3 9.79 ± 0.04 -0.67 ± 0.15
4 9.9 < log10(M∗/M)< 10.6 48 33.6 10.09 ± 0.11 -0.59 ± 0.12
3 < z < 5
5 8.3 < log10(M∗/M)< 9.4 247 27.5 9.1 ± 0.18 -1.13 ± 0.23
6 9.4 < log10(M∗/M)< 9.7 148 30.7 9.56 ± 0.08 -0.83 ± 0.17
7 9.7 < log10(M∗/M)< 10.6 135 31.7 9.92 ± 0.15 -0.78 ± 0.15
Panel C: β vs Z∗ relation (Fig. 8).
bin # UV slope range # galaxies SNR β med log10(Z/Z)
1 −2.5 < β < −1.7 308 52 -1.98 ± 0.18 -0.93 ± 0.10
2 −1.7 < β < −1.3 200 53 -1.51 ± 0.10 -0.72 ± 0.07
3 −1.3 < β < −0.5 65 26 -1.10 ± 0.11 -0.45 ± 0.16
Table 4. Linear fit of the MZR in two bins of redshift and in the whole
sample, as explained in the text and shown in Fig. 5. The relations that
we fit are of the form log10 (Z/Z) = m × (log10 (M∗/M) −10) +q,
where the coefficients are listed below.
redshift range m q
2 < z < 3 0.33 ± 0.06 −0.62 ± 0.02
3 < z < 5 0.39 ± 0.15 −0.72 ± 0.07
all 0.39 ± 0.10 −0.64 ± 0.04
crease of stellar metallicity at fixed mass in the redshift range
2 < z < 5.
In Fig. 5-right, we also compare the shape of our relation
with other studies at similar or different redshifts. First, Halliday
et al. (2008) derived a stellar metallicity from the stacked spec-
trum of 75 star-forming galaxies at z ∼ 2 observed with GMASS
(Galaxy Mass Assembly ultra-deep Spectroscopic Survey). For
their estimation, they used the absorption index at 1978 Å, which
has been shown by subsequent studies to be significantly affected
by stellar age and by the choice of the IMF (e.g., Sommariva
et al. 2012), and also from our work it is not a good indicator
(see Appendix A.3). However, they also fitted stellar population
models to the far-UV spectra including the 1501 and 1719 ab-
sorption lines, and they find that observations are better repro-
duced by models with a metallicity of 0.2 × Z, even though
the correct value resides between 0.2 and 0.4 Z. This suggests
that no significant evolution of the MZR can be claimed down to
z ∼ 2, or that the metallicity variation is very mild in the range
2 < z < 3.5.
Furthermore, other works were published at significantly
lower redshifs than in our study. Zahid et al. (2017) investi-
gated the MZR at redshifts z ∼ 0.08 (0.027 < z < 0.25) for
star-forming galaxies extracted from the Sloan Digital Sky Sur-
vey (SDSS). Secondly, Gallazzi et al. (2014) analyzed a mass-
selected sample of ∼ 70 galaxies at redshift ∼ 0.7, deriving a
MZR representative of the whole galaxy population, both star-
forming and quiescent. While a direct comparison to the latter
cannot be performed as we probe systematically lower stellar
masses, the dataset of Zahid et al. (2017) shows that there is a
decrease of stellar metallicity by ∼ 0.4 dex between z ∼ 0 and
z ∼ 3 in all the mass range explored, from 109 to 1010.3 M.
Remarkably, the slopes of the mass-metallicity relations found
at such different cosmic epochs are very similar. Fitting a lin-
ear relation between log10(M∗/M) = 8.5 and 10.5 indeed yields
slopes that are all in agreement within 1σ. The results of the lin-
ear fit in this mass range for our two subsets at lower and higher
redshifts are summarized in Table 3. This likewise suggests that,
if the linear fit holds up to M∗ ' 1010.5 M, the same metallic-
ity offsets might exist down to substantially lower stellar masses
than those probed here.
Even though it is interesting to compare to results obtained
at other cosmic epochs, we warn that these studies adopt in gen-
eral a different procedure for the derivation of the stellar metal-
licity, which might affect the measured level of normalization.
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Fig. 6. The UV slope as a function of stellar mass in two redshift bins:
2 < z < 3.5 and 3.5 < z < 5 (red and blue colors, respectively), where
3.5 is the median redshift of VANDELS. A linear fit to the relations in
each redshift bin is also shown with dashed lines with their correspond-
ing colors. The M∗-β relation from McLure et al. (2018) at z < 3 is
shown with a green line for comparison, while gray and cyan diamonds
come from Pannella et al. (2015). On the left y-axis, A1600 is shown
using the β-A1600 conversion of Meurer et al. (1999).
Gallazzi et al. (2014) infer Z∗ from the metal-sensitive absorp-
tion indices [Mg2Fe] and [MgFe] in the optical spectrum, hence
their metallicity might be representative of slightly older stellar
populations compared to those probed with far-UV rest-frame
absorption lines. A similar conclusion holds for the MZR of Za-
hid et al. (2017), who fit stellar population synthesis models to
stacked spectra (in the optical range) of star-forming galaxies in
bins of stellar mass. However, their relation is also consistent
with the gas-phase metallicity obtained from emission lines. For
comparison purposes, we also show in 5-right the stellar mass -
gas-phase metallicity relation at similar redshifts from Troncoso
et al. (2014), which is approximately 0.2 dex above our MZR
estimated from VANDELS. We refer to Cullen et al. (2019) for
a more detailed discussion of this comparison.
3.3. UV slope and stellar mass
Another way to study the evolution of galaxies in the early Uni-
verse is tracing their dust attenuation as a function of stellar
mass, metallicity, and redshift. After the formation of the first
stars and galaxies, the dust content in the interstellar medium
(ISM) is expected to increase during the first billion years, while
generations of stars die and pollute their surrounding environ-
ment. The amount of dust absorption also limits our understand-
ing of how star-formation evolves in this cosmic epoch. While
the easiest approach to infer the dust attenuation for large sam-
ples of high-z, UV detected galaxies relies on their UV contin-
uum slopes, an alternative approach adopting directly the stellar
masses has also become common in recent years. Indeed, a cor-
relation between β (or AV ) and M∗ has been found up to z ∼ 3.5
(e.g., Buat et al. 2012; Heinis et al. 2014; Pannella et al. 2015;
Hathi et al. 2016; McLure et al. 2018), with a 1σ scatter in β of
the order of 0.5. It is thus interesting to investigate with our large
VANDELS sample how these quantites are related.
In Fig. 6 we display, for our VANDELS selected subset #2,
the UV slope as a function of stellar mass. We remark that we are
taking here only those galaxies for which β is well constrained
from the power-law fit to the available photometric data (see Sec-
tion 2.4.1). Given the rapid evolution of β expected with cosmic
time, we divided the main sample in two redshift bins, above and
below the median redshift of the sample. Then we constructed
additional subsamples of different stellar masses by requiring an
equal number of objects for each subset, and we calculated the
median β and the median absolute deviation (MAD) in all of
these bins.
We find that the median UV slopes in our stellar-mass bins
range from −2.2 to −1.4, which correspond to an attenuation at
1600 Å (A1600) from ∼ 1 to ∼ 2.5 mag, assuming the Meurer
et al. (1999) relation. We can see that, calculating the median
β in 5 equal sized bins of stellar mass, more distant galaxies at
3 < z < 5 (blue squares) are bluer than the low-z subset (red
squares) by ∼ 0.3 on average, even though the dispersion of the
points around the median relations (larger for the high-z subset
because of the higher uncertainties of individual measurements)
is typically greater than the average difference between the two
subsets (0.2 to 0.5). However, we also notice that such difference
is more evident in the third and fourth bins of the lower-z sam-
ple, whose β values are significantly (> 1σ) redder compared to
the second subset at z > 3. This result also indicates that dust
attenuation is less relevant as redshift increases, as suggested by
Bouwens et al. (2007).
The horizontal dashed line in Fig. 6 highlights the dust-free
level of β. Despite some galaxies lying below this limit, we no-
tice that the majority of them are still consistent within 1 or
2σ uncertainty with very little or zero attenuation. We warn the
reader that the intrinsic value of β in absence of dust attenuation
has also a second order dependence on the stellar metallicity,
stellar population age and IMF, hence the above line should be
considered as an approximation.
We determine the dust-free value of β from the same Star-
burst 99 models we use to calibrate the metallicity with absorp-
tion lines. Varying the stellar age and the stellar metallicity of the
models, respectively in the range 50-500 Myr and 0.05-2.5 times
Z has a minor effect on the intrinsic β, in all cases no larger
than 0.1. Given our small metallicity range, the contribution of
Z∗ would be even smaller, of the order of ∼ 1%, thus largely neg-
ligible. As a result, the dust attenuation has by far the biggest ef-
fect on shaping the UV slope, as already claimed by Bouwens et
al. (2012). In the following, we consider an intrinsic β of −2.67,
found for an age of 100 Myr (assumed for the indexes calibra-
tions) and metallicity −1.2 < log10 (Z/Z) < −0.5. This value is
also consistent with the extrapolation from the β-A1600 relation of
LBGs at z ∼ 4 by Castellano et al. (2014) (βdust free = −2.67+0.18−0.2 )
and from a similar analysis performed by de Barros et al. (2014).
Moreover, we also remark that assuming different dust at-
tenuation laws and different dust geometries than the foreground
screen may lead to a different conversion between A1600 and β
(for more details see, e.g., Reddy et al. 2018; Salim et al. 2018;
McLure et al. 2018). However, this would only produce a con-
stant rescaling of the absolute attenuation axis (A1600), if all the
galaxies obey the same law. In order to better constrain the A1600
- β relation, we would need an independent estimate of dust at-
tenuation for these galaxies, which could come from analyzing
their far-infrared emission.
In Fig. 6 we also show for comparison the results found by
Pannella et al. (2015), Hathi et al. (2016) and McLure et al.
(2018) for star-forming galaxies in the redshift range between 2
and 3.3, with colored diamonds, gray empty circles and a green
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Fig. 7. Top: Metallicity dependence of the M1600-β relation for VANDELS star-forming galaxies at redshifts 2 < z < 3. The position of the stars
(color-coded in metallicity) is representative of the median MUV and β of the galaxies in each bin. The metallicities (±1σ uncertainty) from the
stacked spectra of galaxies in the same bin are written in black on the right side of each star. Single galaxies are drawn with squares. The best-fit
relation (red dashed line) is used to divide the bins in β, while mass bins are shown with gray dashed lines. The resulting four bins are marked
by 1,2,3,4. Bottom: Metallicity dependence of the M∗-β relation for the same subset of galaxies analyzed in the upper panel. The metallicity is
calculated in four bins of stellar mass and UV slope, defined by the dashed lines.
line, respectively. In particular, we notice that the study of Pan-
nella et al. (2015) at z ∼ 3.3 (compatible with our median red-
shift) comprises only galaxies more massive than 1010.5 M, thus
they lie outside the mass range where we have robust statistics in
VANDELS. Secondly, the median photometric based UV slopes
of Hathi et al. (2016) are slightly above our estimates, which is
likely due to the lower redshift range they probe in their study.
Nevertheless, their results are in agreement within 1σ with our
median β at zmedian = 2.58. Finally, despite the large dispersion
of our points, the slope of our M∗ - β relations is in reason-
able agreement in all redshift bins with that found by McLure et
al. (2018), even though our β measurements are systematically
lower by ∼ 0.3, depending on the stellar mass range. We re-
mark that the two analyses are performed with different methods:
galaxies from McLure et al. (2018) were indeed derived by fit-
ting pure power-law SEDs to the photometry and requiring only
central bandpasses not to lie outside the Calzetti ranges when
estimating β. This effect was already discussed in Section 2.4.1,
and accounts for an offset of ∼ 0.15-0.2 dex. An additional offset
of 0.05-0.1 in β (lower than the typical β uncertainty) can come
from the sample selection, because we are considering here only
high quality spectroscopic determinations (flags 3 and 4). In any
case, this slight offset does not imply a significant physical dif-
ference compared to lower quality flags or to the full parent sam-
ple, as both of them are representative of the star-forming Main
Sequence (McLure et al. 2018).
3.4. Metallicity dependence of the M∗-β and MUV -β relations
We have seen that the UV magnitude and the stellar mass can be
used as proxies to infer the UV slope or the dust attenuation level
in the UV, providing useful corrections to derive dust-unbiased
luminosity functions and total SFRs of high-redshift galaxies.
We analyze in the following whether the stellar metallicity plays
any role in these conversions, and whether it can improve our
estimate of dust attenuation.
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In Fig. 7-top we study the metallicity dependence of the
MUV -β relation shown in Fig. 1. Given the evolution of β with
cosmic time, to test variations of metallicity we have to focus
on a limited range of redshifts throughout the analysis. Because
of the higher SNR available, we considered the lowest redshift
bin between z = 2 and z = 3. This allows us to explore a larger
portion of the MUV -β plane and define four bins of galaxies with
similar median z, using for separation both the M1600-β relation
from the whole sample at z < 3 and the median UV magnitude of
this subset. The stacked spectra in all the four bins have a SNR
above 25, ideal for our metallicity estimation method based on
the absorption indexes described in Section 2.6.
The result in Fig. 7-top indicates a metallicity dependence of
the MUV-β relation: galaxies with redder UV slope (i.e., higher
attenuation) have an enhanced metallicity at fixed UV absolute
magnitude compared to less attenuated objects by ∼ +0.2 dex on
average. The difference is larger than the typical 1σ uncertainties
of the metallicity estimates, hence it is significant both for UV
bright and faint sources. This also indicates a probability of less
than ∼ 2% to obtain this configuration if there is no dependence
of the β-MUV relation on the stellar metallicity.
We also applied the same approach explained above for the
same galaxies to the M∗-β relation (Fig. 7-bottom). As in the pre-
vious case, we use for the separation the median stellar mass of
the subset (109.7 M) and its best-fit M∗-β relation, constructed
by fitting a linear relation to the median β values in five bins of
M∗. This way we are able to study the stellar metallicity in each
stellar mass regime.
We can see in Fig. 7-bottom that the largest increase in metal-
licity occurs in the direction of increasing stellar mass, which is
a further evidence of the tight relation between these two quan-
tities already seen in Section 3.1. At fixed M∗, a statistically sig-
nificant difference (at > 2σ) of 0.3 dex in metallicity is found
in the lower stellar mass range (M∗ < Mmedian) between galaxies
with UV slope lower and higher than the best-fit M∗-β relation.
In contrast, in the highest mass bin (M∗ > 109.65 M), while the
metallicity of redder galaxies is still higher than less attenuated
objects, the difference is smaller (∼ 0.1 dex), and the two mea-
surements are consistent within their 1σ errors.
Overall, Fig. 7 indicates that the stellar metallicity can ex-
plain part of the scatter of the MUV -β and M∗-β relations. In
particular, galaxies show a spread of metallicity with dust at-
tenuation at fixed MUV and M∗, even though more massive and
evolved systems ((M∗ > 109.65 M) tend to have more homoge-
neous metallicity values compared to lower mass systems.
3.5. The attenuation - metallicity relation
As we have shown in previous sections, both the metallicity and
the UV slope increase with the stellar mass. Therefore, also Z∗
and β should be tightly related each other. Given that β is mostly
influenced by the level of dust attenuation in the galaxy (as dis-
cussed in Section 3.3), this also means that the light emitted by
less or more chemically enriched stellar populations is subject
to different levels of dimming. Analyzing VANDELS galaxies
in bins of Lyα EW, Cullen et al. (2020) suggest an increase of
Z∗ with UV slope. It is thus interesting to directly compare these
two quantities, as done with the stellar metallicity and the stel-
lar mass. From the physical point of view, the exact dependence
between Z∗ and β is influenced by several, often simultaneous
phenomena, including dust formation mechanisms in metal-rich
or metal-poor environments, grain growth from capture of heavy
metal particles produced inside stars, destruction by SNe explo-
sions, and ejection through AGN or stellar driven winds.
Fig. 8. Relation between the UV slope and the stellar metallicity for
VANDELS galaxies. The average relation from the two indexes (1501
and 1719 Å) is drawn with black squares, while the pale colored squares
represent the underlying metallicities from single absorption features.
Horizontal bars associated to each of the three data points indicate the
range of β slopes of galaxies in the same bin. The relation obtained
from combining the best-fit MZR and the M∗-β relation is highlighted
with a cyan dashed line and cyan 1σ uncertainty area. On the top x-axis,
A1600 is shown for comparison purposes, as determined from the β-A1600
conversion of Meurer et al. (1999). We warn that this conversion may
also depend at a second order on the metallicity itself.
To investigate this relation, we consider the subset #2 se-
lected in Section 2.7. Because of the larger uncertainties of β
estimations compared to the stellar masses, and given the lower
number of objects than those used for the MZR, we defined
here three bins of galaxies, representative of a bluer, an inter-
mediate, and a redder slope population, with median β values of
∼ −2, ∼ −1.5, and −1, respectively (see Table 3). In each bin
we stacked all the spectra with the same procedure illustrated
in Section 2.2, and we measured the metallicity from the 1501
and 1719 Å absorption features. The resulting trend is shown
with black squares and error bars in Fig. 8. As for the MZR
in Fig. 5, these represent the median β in each bin as a func-
tion of the stellar metallicity estimated for each stacked spec-
trum (from the average of the two indexes), with the β range
and Z∗ uncertainty highlighted with horizontal and vertical error
bars, respectively. We observe an increasing trend of metallicity
toward redder spectra: Z rises by ∼ 0.5 dex between β = −2
and β = −1.1. Even though the metallicities from single in-
dexes (drawn with pale red and dark-cyan smaller squares) show
a larger uncertainty, they are remarkably in agreement each other
within 1σ and with the global relation, displaying a similar in-
crease in metallicity from bluer to redder galaxy spectra.
Since it was possible to model with a first order polynomial
both the MZR (see Fig. 5-top) and the M∗-β relation without
redshift binning (derived from the same VANDELS data, even
though with a slightly larger sample in the first case), it is inter-
esting to combine these two best-fit lines, removing the depen-
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Fig. 9. Stacked spectra between 1000 and 2500 Å in three bins of increasing βmedian: −1.98 (blue line), −1.51 (gray line), and −1.10 (red line) (see
also Table 3). The absorption complexes used in this work to estimate the metallicity, located at 1501 and 1719 Å, are highlighted with yellow
vertical bands. In the two top panels, the three stacks are plotted together and zoomed around the two metallicity indexes. A thicker line specifies
both the width of each absorption complex, while grey shaded areas indicate the spectral ranges for the estimation of the pseudocontinuum.
Spectral stacks of galaxies with redder UV slopes have deeper absorption features, hence higher metallicity.
dency on stellar mass. This could provide a consistency check
of the results obtained with different approaches. The outcome
of this exercise is shown in Fig. 8 with a cyan dashed line and
cyan shaded region (representing 1σ confidence limits). We can
see that it reproduces qualitatively the general trend established
by our direct measurements of stellar metallicity in stacks of β
(black squares).
Despite the relatively large uncertainties of our average data
points, we also fitted them with a linear relation, in order to quan-
titatively compare these results to the above mentioned analyti-
cal calculation, and with the predictions of semi-analytic models
in the following section. This exercise yields the following equa-
tion :
log10(Z/Z) = (0.53 ± 0.07) × β + (0.11 ± 0.11) (4)
We remark again that this is the simplest approximation, and we
do not attempt to extrapolate or constrain more complex depen-
decies between Z∗ and β, especially in the bluer and redder tails.
However, it is important and reassuring to find a consistency be-
tween our best-fit Z∗-β relation in Eq. 4 and that derived inde-
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pendently from two underlying trends of the stellar mass with
the UV slope and the metallicity.
Finally, to highlight the variation of absorption line depth
with increasing β for each of our two metallicity indexes, we
plot together the spectral portions of the stacks close to the 1501
and 1719 Å absorption complexes. In Fig. 9 we draw the spec-
tra obtained for the three stacks in bins of increasing UV slope,
which also correspond to increasing levels of stellar metallicity.
We find that the stacked spectrum derived in the first bin at lower
β has a lower absorption EW in all the two above indexes. As we
move to bins of higher UV slope, the depths of the absorption
features increase in a visible manner. This visual inspection thus
confirms the tight relation between β and Z already shown in Fig.
8. In the next section we will compare this observational trend
with predictions of theoretical galaxy evolution models.
4. Discussion
Our findings show that the stellar metallicity is tightly related
not only to the stellar mass of the galaxies, but also to the UV
continuum slope, which is a proxy of the dust attenuation. In the
following we compare our results to theoretical predictions from
semi-analytic models (SAM) of galaxy formation and evolution.
4.1. Comparison to semi-analytic models
The first model that we consider has been developed by Menci
and collaborators 4, and first presented in Menci et al. (2002,
2004). Here we use the most updated version of the SAM, which
is described in Menci et al. (2014). Summarizing its important
features, it creates a subset of Dark Matter (DM) merging trees
following the extended Press & Schechter (1974) statistics. The
code generates then the merging history of DM galactic subhalos
and describes the evolution of the baryonic component follow-
ing the main physical mechanisms such as gas condensation and
cooling, star-formation, black-hole growth, and feedback pro-
cesses, both of AGN or stellar origin. This allows the computa-
tion of the properties of the galaxies associated to each DM sub-
halo (which could eventually merge together) including, among
all, their stellar mass, gas mass, and metallicity of both the gas
and stellar components. The effects of dust extinction are not
included. As far as the chemical abundance is concerned, it is
calculated considering the whole star-formation history of each
model galaxy, adopting a yield (i.e., the fraction of metals in
stars that returns to the ISM during their lifetime) of 0.02 and a
recycled gas fraction of 0.45, appropriate for the Chabrier IMF.
The model also adopts the instantaneous recycling approxima-
tion (IRA), and it does not distinguish between SNII and SNIa
chemical enrichment. This SAM has been shown to accurately
predict the observed luminosity function of galaxies from the
Local Universe to high-redshift (Menci et al. 2002), the quasar
luminosity function up to z ∼ 4 (Menci et al. 2006), and the color
bimodality of galaxies (Menci et al. 2005).
In order to have a more manageable dataset, especially for
the visualization, we studied the distribution of galaxies in the
M∗-Z∗ plane, using a grid with 20 bins in mass (from log10
(M∗/M) = 8.3 in steps of 0.2) and 20 bins also in metallicity
(from log10 (Z∗) = −3.35 in increasing steps of 0.3). Then, at a
given mass, the fraction of galaxies residing in each bin of metal-
licity was calculated.
4 More details are found on the following webpage: https://lbc.oa-
roma.inaf.it/menci/
Fig. 10. Top: Comparison between the MZR derived from VANDELS
(black squares and error bars) and from predictions of two semi-analytic
models: orange diamonds represent the median masses and metallicities
of GAEA galaxies in five bins of stellar mass defined as for the observa-
tions. Blue contour regions indicate the fraction of galaxies in the SAM
of Menci et al. (2014) with different Z∗ at a given mass, according to the
2D bins defined in the text. Bottom: Comparison of VANDELS results
to the UV slope - metallicity relation predicted by the GAEA models.
The orange big diamonds were derived with the same method of the
upper panel. We highlight with a black dashed line the best-fit relation
for the VANDELS sample, while the gray shaded area encloses its 1σ
uncertainty region.
As an alternative approach, we also consider the GAlaxy
Evolution and Assembly model (GAEA) for the formation and
evolution of galaxies across cosmic time. This model represents
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an evolution with respect to the earlier De Lucia & Blaizot
(2007) code. GAEA traces the evolution of the multi-phase bary-
onic gas (i.e. hot gas, cold gas, stars) in the different galaxy
components (i.e. disc, bulge and halo). The mass and energy
exchanges between the different reservoirs are followed by solv-
ing a system of approximated differential equations, that account
for the physical mechanism acting on the baryonic component,
such as gas cooling, star formation, stellar and AGN feedback.
In detail, the main improvements in GAEA include an improved
treatment of chemical enrichment and stellar feedback. De Lucia
et al. (2014) relax the instantaneous recycling approximation of
stellar ejected metals assumed in the original version. They in-
stead consider the different lifetimes of stars with varying initial
masses (Padovani & Matteucci 1993) and track the enrichment
of single chemical elements at various stages of stellar lives.
Moreover, Hirschmann et al. (2016) propose an improved feed-
back scheme aimed at reproducing the evolution of the galaxy
stellar mass function up to z ∼ 3. This stellar feedback scheme
is inspired by the results of hydro-dynamical simulations and in-
cludes both stellar-driven winds able to efficiently eject the hot
gas and a mass-dependent reincorporation mechanism for the
ejected material. These new prescriptions provide an explana-
tion for the ’anti-hierarchical’ galaxy evolution scenario, with
low-mass galaxies increasing in number density towards lower
redshifts at a faster pace than more massive counterparts. In de-
tail, GAEA is able to reproduce the evolution of the GSMF up to
z ∼ 7 and of the cosmic SFR up to z ∼ 10 (Fontanot et al. 2017),
the z ∼ 0 gas-phase MZR (De Lucia et al. 2020) and its redshift
evolution (Fontanot et al., in preparation). In the following we
consider GAEA prediction corresponding to a realization based
on the merger trees extracted from the Millennium Simulation
Springel et al. (2005), and corresponding to a WMAP1 cosmol-
ogy (i.e., ΩΛ = 0.75, Ωm = 0.25, Ωb = 0.045, n = 1, σ8 = 0.9,
H0 = 73 km/s/Mpc).
For a fair comparison with our results, we use a GAEA light
cone produced inside the collaboration to mimick the VANDELS
survey. This cone covers the same area of VANDELS and was
generated following the procedure of Zoldan et al. (2017), with
a stellar mass limit of 108.5 M∗ to match the lower limit of
our galaxies. For each object identified in the cone, luminosities
are calculated assuming a Chabrier IMF and Bruzual & Charlot
(2003) stellar population models (see De Lucia et al. (2014) for
more details), while SFRUV were derived from the unobscured
UV luminosity Lν,1600, ensuring they have similar timescales to
those estimated from SED fitting. The models also predict the
magnitudes observed in common broad photometric bands rang-
ing from U to H. Effects of dust attenuation are included in
the observed magnitudes, assuming the double screen model of
Charlot & Fall (2000), with the light of younger stellar popu-
lations experiencing an additional effective absorption inside the
birth clouds compared to older stars affected only by the ambient
ISM attenuation. In the cone, we consider a filter set correspond-
ing to those available in the framework of the VANDELS survey,
therefore we could derive an estimate of the β slopes in the range
1250-1750 Å using similar techniques as the real data explained
in Section 2.4. Finally, for each galaxy, the stellar metallicity is
computed as the mass fraction of metal elements in the stellar
component, normalized to Z = 0.0142. Before comparing to
the models, we also matched the 3D distribution in redshift, stel-
lar mass and SFR of galaxies in the GAEA light-cone to that of
VANDELS objects selected in this work.
The resulting M∗-Z∗ diagrams from the two models are pre-
sented in Fig. 10-top. We can see that individual galaxies in
GAEA span stellar metallicites log10(Z/Z) between −1.2 and
−0.2. A linear fit to individual galaxies yields a best-fit slope as
0.41 ± 0.02 and a normalization +0.27 dex higher compared to
VANDELS observations. Considering the five stellar mass bins
in the 109-1010.2 M range, the median metallicities in the bins
increase mothonically from −0.7 to −0.4. For the galaxies mod-
eled with the approach of Menci et al. (2014), we draw a con-
tour plot of their distribution in the M∗-Z∗ diagram. We notice
that for stellar masses ranging 109 < M∗ < 1010.2 M, the stellar
metallicities of the average star-forming galaxy population are
also 0.2 dex higher than GAEA predictions, with log10(Z/Z)
varying from −0.8 to above solar. Overall, despite the different
metallicity normalizations, the two relations have slopes that are
remarkably in agreement with the observed MZR from VAN-
DELS data. This suggests that models connect the natural evo-
lution from low-mass, more metal-poor galaxies to high-mass,
more chemically enriched systems in a way that is consistent
with our observations.
In Fig. 10-bottom we show the comparison between VAN-
DELS data and GAEA models for the β - Z∗ relation. First, we
notice that the range of UV slopes predicted by GAEA is con-
sistent with the values found in our VANDELS selected sample.
Nonetheless, over this range we confirm that the typical metal-
licities of GAEA galaxies are systematically higher than our es-
timates, although the tension is reduced to a 1-σ level (even less
toward redder slopes, corresponding to β > −1.5). In order to
understand if the models is able to reproduce the dependence of
Z∗ from β, we perform a linear fit of individual mock galaxies,
which provides the following best fit relation: Z∗ = (0.36± 0.03)
×β + (0.06 ± 0.05) (red dashed line in Fig. 10). While this re-
lation is slightly flatter than VANDELS data, the two slopes are
consistent at 2σ level, and they agree even more if we consider
bluer galaxies with β < −1.5. Overall, we remark that the exis-
tence of a well defined relation between the UV slope and the
stellar metallicity is a success for this model.
Finally, it is interesting to ask where do these constant metal-
licity offsets in Fig. 10-top come from. It is worth stressing that
our derivation of metallicity in GAEA represents, by construc-
tion, a mass-weighted metallicity. Cullen et al. (2019), using
cosmological simulations at z ∼ 5, showed that mass-weighted
metallicities are generally higher than FUV-weighted observed
values estimated from the UV rest-frame spectra, by an amount
of 0.1-0.2 dex, depending on the simulations adopted. This dif-
ference is due to the fact that younger and more metal rich stellar
populations are typically affected by a higher level of dust atten-
uation inside their birthclouds, while older (hence more metal
poor) stars are less attenuated and thus contribute more to the
observed FUV emission. Unfortunately, the correct assessment
of FUV-weighted metallicities in GAEA is beyond the current
capabilities of the model, partly because of the simplified as-
sumptions for dust obscuration (a screen model), and in part for
the lack of spatial resolution in the treatment of star forming
discs, which does not allow a detailed treatment of individual
star forming regions. However, we notice that the results ob-
tained in the framework of hydro-simulations (see, e.g., Fig.8
in Cullen et al. 2019) go into the right direction to reduce the
tension between GAEA and VANDELS data. On the other hand,
the discrepancy with the Menci et al. (2014) SAM is larger than
what we can recover with FUV-weighting. In this case, we re-
mind that additional metallicity offsets can come from the treat-
ment of the metal yield: if we decrease the effective total yield,
we would obtain lower metallicities, more consistent with the
observations. However, this approach cannot be used in GAEA,
as this model do not treat yields as a free parameter.
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Finally, we also warn the reader that, if we use BPASS mod-
els, the calibration function for the 1719 Å index gives metallici-
ties that are +0.25 dex higher, but no offsets with the Starburst99
results are found when using the 1501 Å index alone. While it
is beyond the goals of this paper to discuss the origin of this
discrepancy (which might be related to the different chemical
composition and/or physics adopted by the two stellar models),
it is true that applying the BPASS calibration on the 1719 Å in-
dex would make the observed relations more consistent at least
with the GAEA predictions. However, we think this is unlikely,
because the positive offset that we see for the 1719 Å absorption
complex is not found for the other lines, as it is shown in more
detail in the Appendix A.3. Moreover, our result remains unal-
tered for the 1501 index and is consistent with the previous work
of Cullen et al. (2019), based on fitting the entire FUV spectrum.
To conclude, we stress again that, most importantly, the shape of
the theoretical relations analyzed in this section appears to be
consistent with our data.
4.2. Future developments
The UV slope remains a fundamental quantity to constrain the
properties of galaxies at all redshifts, and search for more ex-
treme candidates resembling to even higher redshift systems. For
example, we find in our sample a significant population of galax-
ies (∼ 33%) with a UV slope bluer than ∼ −2. From Fig. 6, these
systems also have preferentially a lower stellar mass (. 109.5
M) and a small dust attenuation (A1600 . 1.5) according to
the standard assumptions of the Meurer et al. (1999) calibration.
As claimed in other works (e.g., Steidel et al. 1999; Ouchi et
al. 2004; Bouwens et al. 2006, 2009; Hathi et al. 2008; Erb et
al. 2010; Bouwens et al. 2016; Shivaei et al. 2018), a very blue
UV slope indicates the presence of very young, metal-poor stel-
lar populations, and it is suggestive of a higher ionizing pho-
tons production efficiency and escape of ionizing radiation from
such galaxies, which are the typical conditions in the reioniza-
tion epoch.
We have also seen how the measurement of stellar metallic-
ity remains not easy, requiring simultaneously a high sensitivity
(or many hours of integration) to enhance the SNR, and possibly
a high spectral resolution. In the Appendix A.5, we will discuss
the effect of the resolution on the metallicity calibration func-
tions and on the reliability with which Z∗ can be constrained. On
the other hand, Fig. 8 suggests that the UV slope can be used
to derive a first, approximate estimation of the metal abundance
in stars and pre-select extremely metal poor galaxy candidates
with Z∗ around 1/10 Z or below, allowing to save observational
time and to better focus on specific targets. In the near future,
new spectrographs like NIRSpec on board of JWST or HIRES
mounted at the ELT, thanks to their higher spectral resolution
compared to VANDELS (R > 1000), will allow focused follow-
ups of hundreds of galaxies to constrain their stellar metallic-
ity from faint photospheric absorption lines, also at much higher
redshifts and sensitivity (in case of ELT) than those reached in
this study. Thanks also to the improved imaging sensitivity in the
infrared compared to current instruments, we can aim at measur-
ing the UV slope of the faintest systems at redshifts > 6. An im-
portant goal that remains is then to observe and characterize sta-
tistical samples of pristine (supposedly PopIII stars dominated)
galaxies, in order to constrain our Z∗-β relation at even lower
metallicities than our study and shed light on galaxy evolution in
the earliest phases of our Universe.
5. Summary and conclusions
We have selected a representative sample of star-forming Main
Sequence galaxies in the redshift range 2 < z < 5 and stel-
lar mass 8.3 < M∗/M < 10.6 with FUV rest-frame spectra ob-
tained by the VANDELS survey. Measuring stellar metallicities
from two UV rest-frame absorption lines, and estimating stellar
masses and UV spectral slopes from photometric data, we study
the stellar mass - stellar metallicity diagram, and the metallic-
ity dependence of the stellar mass - β and UV magnitude - β
relations. This sheds light on the role of metallicity on scaling
relations that are typically adopted to infer dust corrections for
optical and near-IR detected galaxies at high-z. We summarize
our main findings in the following :
• Using Starburst99 synthetic spectra adapted to VANDELS
resolution, we calibrated the stellar metallicity with two ab-
sorption complexes located at 1501 and 1719 Å rest-frame,
which are largely independent on the IMF, age, dust content,
and nebular continuum emission (Section 2.6). The EWs of
these two indexes, measured in VANDELS stacked spectra,
are well in agreement with Starburst99 model predictions,
yielding fully consistent metallicity values in all the range
explored with our data.
• The mass-metallicity relation (MZR) estimated from the
above far-UV absorption indexes is consistent with the pre-
vious determination based on VANDELS data (Cullen et al.
2019), obtained through a global fitting to the full FUV spec-
trum with similar stellar models (Fig. 5).
• The MZR does not significantly evolve from z ∼ 2 to z ∼ 3.5,
in agreement with Cullen et al. (2019): even though a slightly
lower metallicity (by 0.05 dex) is measured for typical star-
forming galaxies at redshift z ∼ 3.5 compared to samples at
lower zmedian ∼ 2.5 (from our VANDELS sample) and ∼ 2
(from Halliday et al. 2008), the difference is lower than the
typical uncertainties currently associated to stellar metallic-
ity estimates.
• The stellar metallicity partly explains the scatter of the MUV-
β and M∗-β relations, hence Z∗ could discriminate between
different dust attenuation correction levels (Fig. 7). Using a
subset at 2 < z < 3 with higher SNR, we find a difference
in metallicity of 0.2 dex on average between galaxies redder
and bluer than the best-fit MUV-β and M∗-β relations, even
though more massive and evolved systems tend to have more
uniform metallicity values.
• The remarkable correlation between Z∗ and β seen in Fig. 8
suggests that the UV slope can be used as a proxy for the
stellar metallicity. This would be of particular importance to
constrain properties of galaxies at redshifts 2 < z < 5, and
search for candidates with more extreme stellar populations
in terms of their metal content, more resembling to those typ-
ical of the reionization epoch.
• We contrast our findings with the predictions of two different
SAMs, namely GAEA (Hirschmann et al. 2016) and Menci
et al. (2014). We first construct two mock galaxy catalogs
with a redshift, stellar mass and SFR distributions matched
to our VANDELS data. We show that these models predict
a slope of the mass-metallicity relation that is in agreement
with that found from VANDELS star-forming galaxies, even
though their metallicity normalizations are higher by ∼ 0.2
and ∼ 0.4 dex, respectively. In addition, the slope of the Z∗-β
relation predicted by GAEA is consistent at 2σ level with our
result. An offset of ∼ 0.1-0.2 dex between mass-weighted
and FUV-weighted stellar metallicities, or a lower yield in
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Menci et al. (2014) SAM, could account for the different nor-
malization between our data and model predictions.
Several instruments coming with future telescopes like JWST
and ELT, thanks to the improved sensitivity, spectral coverage
and spectral resolution, will enable to push the investigation of
metal and dust enrichment down to the earliest epochs of stellar
and galaxy formation for a large number of systems, and assess
the physical properties of the first systems born in the Universe.
Similarly, also Euclid will allow to measure the UV slope and the
dust properties of young galaxies in large volume surveys, with
significantly higher statistics than today. In this context, the UV
slope remains a powerful diagnostic tool to distinguish between
galaxies of different metal content and, possibly, evolutionary
stages.
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Appendix A: Metallicity calibrations
Appendix A.1: Derivation of the UV slope from VANDELS
spectra
The VANDELS spectra used in this paper offer an opportunity
to compare our photometric-based UV slopes to those derived
from the entire spectrum fitting. Following the original defini-
tion of β, we calculated the median flux in the 20 rest-frame
spectral windows introduced by Calzetti et al. (1994) as free
of absorption or emission lines in the range 1250-2750 Å. We
then fitted these points with a power slope function, as done with
the photometric data. We found that the spectroscopic measure-
ments tend to give redder slopes compared to photometry-based
determinations, and this is due primarily to the small range of
rest-frame wavelengths spanned by our spectra, which in most
cases do not probe λ > 2000 Å. Limiting the comparison to
galaxies with most reliable β (σβ < 0.5) at redshifts ≤ 2.6, thus
probing at least up to λrest ∼ 2600 Å, we recover a better agree-
ment. However, we note that the shape correction in the bluest
part of VANDELS spectra, explained in Section 2.1, was deter-
mined in a statistical way. Since object by object variations are
still possible, it is not desirable to completely rely on the spectra
for the derivation of UV slopes. In addition, the continuum in
some spectral windows in VANDELS spectra is not always de-
tected, especially in the redder part, reducing the available range
for proper measurements of colors. Because of these limitations,
we preferred to adopt the UV-slopes obtained from photomet-
ric data. This also enables a comparison to many other works at
similar redshifts that are based, because of their simplicity, on
photometric datasets.
Appendix A.2: Dependence of the metallicity uncertainty on
the spectrum SNR
The signal-to-noise of the spectra strongly affects the uncertainty
that we get on the equivalent width of the absorption lines, hence
on the accuracy of the metallicity estimation. The diagram in Fig.
A.1 was derived from 500 simulations, adding to the theoretical
Starburst99 templates an increasing random gaussian noise, and
then measuring the equivalent-width uncertainty as the standard
deviation of all these different realizations. As a result, for all
the two metallicity indexes adopted in this work, σEW follows
an exponential decline as we increase the SNR of the stack from
5 to 40. In the same range, the uncertainty on the metallicity also
decreases. Remarkably, these trends do not depend significantly
on the metallicity of the model, while we can have different nor-
malizations according to the index considered. The results of this
paper are derived from spectral stacks with a minimum SNR of
∼ 21, therefore ensuring an uncertainty on log10(Z/Z) lower
than ∼ 0.4 from single indicators taken separately. For the mass-
metallicity relation presented in Section 3.1, the minimum SNR
is ∼ 32, which yields σlog10(Z/Z) . 0.2 in all the two cases.
Appendix A.3: Metallicity calibrations for other indexes and
with the BPASS model
In addition to Starburst99, we also tested other models among
those most used in the literature. The Binary Population and
Spectral Synthesis code (BPASS, Eldridge et al. (2017)) has es-
tablished as one of the most powerful to predict the emission of
simple stellar populations and galaxies from UV to mid-infrared
wavelengths. The main advantage of these models is that they in-
clude also binary stars evolution, while the important limitation
Fig. A.1. Relation between the uncertainty of the EW (or stellar metal-
licity on the left y-axis) and the SNR of the input spectrum. This is ob-
tained through Monte Carlo simulations where gaussian noise is added
to Starburst99 templates with different metallicities. In this figure, dif-
ferent markers and colors refer to different metallicity indexes used in
this work. For this example we use the template with a metallicity of
Z∗ = 0.2× Z, close to the value of our selected VANDELS galaxies.
The green vertical line highlights the range of SNR of the stacks that
we analyze in this paper, while the smaller gray vertical bars indicate
the SNR reached by the stacks in stellar mass from which the mass-
metallicity relation is derived in Section 3.1.
is related to the lower native spectral resolution (1 Å) compared
to Starburst99.
In order to test the metallicity calibrations, we ran a series
of BPASS models with both single stars and binary stars, upper
stellar mass limit of 100 and 300 M, Chabrier IMF and constant
SFH from 50 Myr to 2 Gyr, as done for Starburst99 templates.
The stellar metallicity was varied among all possible values al-
lowed by the models: 0.001, 0.002, 0.003, 0.004, 0.006, 0.008,
0.01, 0.02, 0.03, and 0.04, that we rescaled to a solar metallicity
of 0.0142 to be consistent with the assumption throughout this
paper. We restricted the output spectra to the FUV rest-frame
range between 1000 and 2500 Å and smoothed them to reach
the same spectral resolution of VANDELS. Then, we measured
the equivalent widths of the same absorption indexes introduced
in Table 2, which are commonly used as metallicity tracers in the
literature. In Fig. A.2, we show the relation between the model
metallicity (both Starburst99 and BPASS) and the equivalent
width of the following absorption complexes located at 1370,
1400, 1425, 1460, 1501, 1533, 1550, 1719, 1853, and 1978 Å.
In Fig. A.3, we compare instead the EWs estimated for differ-
ent indexes to the 1719 metallicity tracer, and we overplot the
predictions of the two models we are analyzing in this appendix.
First we focus on the indexes adopted in this paper to es-
timate the stellar metallicity. It is important to recognize that
the metallicity calibrations for the index at 1501 Å are tightly in
agreement between Starburst99 and BPASS models (Fig. A.2).
On the other hand, for the 1719 index, they give slightly differ-
ent predictions, with metallicities differing by ∼ 0.25 dex at fixed
EW.
The index at 1425 Å already adopted in Sommariva et al.
(2012), spans a small dynamic range according to Starburst99
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Fig. A.2. Comparison between the input stellar metallicity and the EW predicted by Starburts99 and BPASS synthetic spectra (violet diamonds
and white filled circles, respectively), for 9 absorption line indexes typically adopted in the literature to calibrate the metallicity. We considered
a continuous SFH for an age varying between 50 Myr and 2 Gyr (shaded region). The markers in each panel refer instead to an age of 100 Myr,
which is taken for the final calibration of the 1501 and 1719 indexes (see Fig. 2).
models, varying from 0 to 1 Å in absorption in the entire metal-
licity range possible. In contrast with the 1501 index, the stellar
models (converted to the VANDELS resolution) predict here a
flattening of the EW at Z/Z > 0.5, so that it is nearly impossi-
ble to constrain the metallicity above this value. Observationally,
the EWs measured in the five bins are systematically below the
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Fig. A.3. The six panels compare the EW of the 1719 metallicity indicator to the EW of other absorption indexes in the FUV rest-frame that
were not considered in this work, either because no correlation was found with Z, or because the observational data are not in agreement with the
predictions of any models (as in the case of significant ISM contamination). In each panel we show the EW measurements from the five VANDELS
stacks in stellar mass bins with colored stars (the median stellar mass of each stack is annotated in black). In addition, we superimpose EW-EW
relations predicted by Starburst99 models (square symbols, with shaded gray area indicating different stellar ages from 50 Myr to 2 Gyr), and
BPASS models (big circles).
model predictions by more than 1σ, unless the last bin at higher
stellar masses, for which the EW from 1719 and 1425 are in
agreement with Starburst99.
The 1370 index, as the previous indicator, is also very faint
and does not allow an accurate derivation of log10 (Z/Z). The
observations show an EW systematically lower compared to
model predictions at the same EW1719, even though three of them
are marginally consistent within 1σ to the theoretical expecta-
tion.
For the 1460 absorption feature, the slope in the EW1460-Z
diagram is very shallow, with the EW ranging from 0.3 to 0.8 Å,
so that even a small error on the EW would leave the metallicity
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Fig. A.4. Stellar metallicity vs equivalent width predicted by Starburts99 models for the ten absorption lines studied in this paper. The gray squares
are derived assuming a standard upper-mass cutoff of 100 M, while the blue triangles are calculated assuming a cutoff mass of 300 M. All the
symbols are representative of a constant SFH and a stellar age of 100 Myr. The shaded regions allow the stellar age to vary between 50 and 100
Myr. The other details of the models are the same as in Fig. A.2.
basically unconstrained. The values measured from the stacks,
even though they are consistent with models within 2σ, tend to
place systematically below, and we do not observe any increase
of absorption depth at higher stellar masses. A similar behavior
hold for the 1533 index introduced by Sommariva et al. (2012).
The similar behavior of these three indexes could be due to
the relatively low spectral resolution of our spectra, suggesting
that much higher resolving power (and sensitivity) are needed to
increase the contrast between absorption feature and pseudocon-
tinuum, eventually identifying the real, unabsorbed continuum
level. We thus exclude them from our analysis, and report any
further test of such indexes to the availability of higher SNR and
resolution spectra.
On the other hand, the 1400, 1550, and 1853 Å absorption
features have EWs well above the value expected from a pure
stellar component (based on Starburst99 templates). In the first
and third case, the observed EWs are between double and three
times higher than pure stellar absorption expectations, which
is likely due to ISM absorption contamination. Similarly, for
the 1550 feature we measure EWs 1-1.5 Å higher than S99
model predictions (but lower by the same amount if compared
to BPASS). A more detailed discussion of the 1400 and 1550
Å absorption lines can be found in Talia et al. 2020 (in prepa-
ration). As a result of this analysis, also these three lines were
excluded from our work.
Overall, for the large majority of the indexes considered,
the metallicity calibrations might vary with the model consid-
ered, just because of the slightly different spectral shapes of the
templates. The different EW - metallicity relations predicted by
BPASS and Starburst99 could be mostly related to a combination
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Fig. A.5. Stellar metallicity vs equivalent width predicted by Starburts99 models for the ten absorption lines studied in this paper. The gray squares
are derived assuming a Kroupa IMF, the blue triangles are built by changing the high-mass end slope to α upper = −2.15 (as in Baldry & Glazebrook
2003), while the red circles assume an extremely flat slope α upper = −1.65. All the symbols are representative of a constant SFH and a stellar age
of 100 Myr. The shaded regions allow the stellar age to vary between 50 and 100 Myr. The other details of the models are the same as in Fig. A.2.
effect of different stellar atmosphere composition, stellar evolu-
tionary tracks, stellar wind modeling and composition, while the
different native resolution of the models could also play a role.
However, despite such differences, the 1501 Å tracer seem the
most stable between the two models analyzed here, thus support-
ing the conclusions of this paper. Deeper and higher resolution
spectra, available with the next generation telescopes, will allow
to enhance the accuracy of the metallicity measurements from
the faintest absorption features, and better analyze the compari-
son with different models.
Appendix A.4: IMF variations of the absorption lines
We explored the effect of different IMFs on all the indexes
studied in this paper. In particular, we varied both the upper-
mass cutoff Mmax,IMF and the slope in the high-mass end (αupper)
compared to the standard assumptions adopted so far, that is, a
Salpeter or Kroupa functions, and Mmax,IMF = 100 M.
First, we increased the upper-mass cut to 300 M, which re-
sults only in a slight variation of the equivalent width (at fixed
metallicity) for the majority of the indexes (see Fig. A.4). The
largest variation happens with the 1853 Å index, while for the
others it is always smaller than 1%.
More interesting is the analysis of different slopes. Bouwens
et al. (2012) assume a Salpeter stellar IMF, and claim there is
no clear evolution from low to high redshift (z > 4). However,
several papers have investigated possible deviations from stan-
dard IMFs in high redshift galaxies. Elmegreen (2006) finds that
galaxy-averaged IMFs are in general not steeper than a Salpeter
slope in the high-mass end. Exploring different cosmic star-
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formation histories (SFH), Baldry & Glazebrook (2003) find a
best slope αupper = −2.15 (±0.2), slightly lower but still con-
sistent with the Kroupa or Salpeter slope (∼ −2.3). Fontanot et
al. (2018) show that αupper of the galaxy-wide IMF can vary
with the SFR and the cosmic-ray (CR) density in the system.
They find it can be in general top-heavy and shallower than the
Kroupa IMF for SFR > 1 M/yr at all CR densitites, which
in any case occurs for the highest, ’starburst-like’ SFRs ≥ 100
M/yr, which are not present in our VANDELS selection. Addi-
tionally, van Dokkum (2008) investigates the stellar IMF at the
epoch of reionization as a function of the ISM clumping factor
and the escape fraction of ionizing radiation. For different reion-
ization histories, they find that galaxy-averaged IMFs could be
flatter than a Salpeter slope, with αupper = −2.1 if it extends to
200 M, or αupper = −1.65 if it extends to 50 M.
Given these previous studies, we tested the effect of a Kroupa
IMF with two different slope in the high-mass end regime: a
moderately shallower IMF αupper = −2.1, as in Baldry & Glaze-
brook (2003), and an extreme value of −1.65 (Fig. A.5). In the
first case, we observe only a slight change of the metallicity cal-
ibration function for most of the indexes, with variations of the
equivalent width of less than ∼ 5% in the metallicity range of
our work. Typically, the largest variations (up to 8%) occur at
solar and super-solar Z∗. The only exceptions are the indexes at
1853 and 1978 Å, which can show a decrease of EW up to 0.25
Å. However, these indexes are not considered for our metallicity
calculation.
Finally, for an extremely flat IMF slope (αupper = −1.65),
the effects on the EW are not negligible for the majority of the
absorption lines. In particular, for those adopted in this paper to
derive the stellar metallicity, we observe a variation of EW (at
fixed Z∗) of 0.15 and 0.3 Å for the 1501 and 1719 Å indexes,
respectively, in the Z∗ range of our dataset. In other words, this
IMF would produce a constant upward shift of stellar metallicity
of 0.1-0.13 dex. However, we remark that this is a very unlikely
IMF for typical star-forming galaxies at z ∼ 3 in the stellar mass
range explored by VANDELS.
Appendix A.5: The effect of spectral resolution on the
metallicity calibrations
The spectral resolution of the observations is important to de-
termine the stellar metallicity from absorption lines. Indeed, it
affects the calibration functions that are applied to the various
indexes. This behavior can be understood if we think that de-
grading the resolution tends to smooth the few narrow spectral
regions that are intrinsically free of absorption and to decrease
the overall pseudo-continuum level, lowering the contrast with
the absorption features. As a result, the resolution affects the dy-
namic range of the EWs of the lines, setting a lower limit on
the metallicities that can be reliably constrained. For each spe-
cific index, the minimum metallicity measurable can be defined
as the value for which the corresponding equivalent width in ab-
sorption would be equal to the typical uncertainty of such mea-
surement (i.e., the relative error is ∼ 100%). In this case, the EW
estimation would be consistent with Z∗ = 0 within 1σ, and only
an upper limit can be eventually determined.
We analyzed the effect of the resolution for all the ten indexes
presented in this work. In particular, we tested FWHM resolution
elements two, three and four times larger than VANDELS, where
the latter value was set to ensure that it is still lower than the ma-
jority of absorption line widths. We also tested higher spectral
resolutions, with σresolution equal to 1/2 and 1/3 of VANDELS.
The results, displayed in Fig. A.6, show that degrading the reso-
lution systematically decreases the EW of most of the absorption
lines. It is also interesting to notice that the calibrations obtained
for VANDELS and for the two improved resolutions are essen-
tially the same for the majority of the lines, including those at
1501, 1533, 1550 and 1583 Å. For the 1719 Å absorption com-
plex, the highest resolution spectra of our analysis would give
higher equivalent widths than in the VANDELS case by ∼ 0.1 -
0.15 Å in the range 0.2 < Z < 1 (thus always below the typical
uncertainties), while they are consistent at Z∗ < 0.2.
In general, lower metallicities are more difficult to properly
constrain as we increase σresolution. For example, with the worst
resolution tested and the 1501 Å index, given its typical uncer-
tainties of σEW ∼ 0.15-0.2 Å (see also Appendix A.2 for the
dependence on the SNR), it is basically impossible to constrain
within 1σ the metallicity better than the entire range of our study
(−1.1 < log10(Z/Z) < −0.6). Overall, this analysis can provide
a useful reference to evaluate the calibration functions for the ten
indexes when observing at different spectral resolutions.
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Fig. A.6. Stellar metallicity vs equivalent width predicted by Starburts99 models for the ten absorption lines studied in this paper and for different
spectral resolutions. The resolution elements σres tested are 1/2, 1/3, 1, 2, 3, and 4 times the VANDELS value. All the symbols are derived with a
constant SFH and a stellar age of 100 Myr. The shaded regions allow the stellar age to vary between 50 and 100 Myr.
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