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ON IDEAL GENERATORS FOR AFFINE SCHUBERT
VARIETIES
V. KREIMAN, V. LAKSHMIBAI∗, P. MAGYAR†, AND J. WEYMAN‡
Abstract. We consider a certain class of Schubert varieties of
the affine Grassmannian of type A. By embedding a Schubert va-
riety into a finite-dimensional Grassmannian, we construct an ex-
plicit basis of sections of the basic line bundle by restricting certain
Plu¨cker co-ordinates.
As a consequence, we write an explicit set of generators for
the degree-one part of the ideal of the finite-dimensional embed-
ding. This in turn gives a set of generators for the degree-one part
of the ideal defining the affine Grassmannian inside the infinite
Grassmannian which we conjecture to be a complete set of ideal
generators.
We apply our results to the orbit closures of nilpotent matrices.
We describe (in a characteristic-free way) a filtration for the coor-
dinate ring of a nilpotent orbit closure and state a conjecture on
the SL(n)-module structures of the constituents of this filtration.
1. Introduction
Let K be the base field, which we shall suppose to be algebraically
closed of arbitrary characteristic. Let F := K((t)), A := K[[t]]. Let
G = SLn(F ),P = SLn(A), so that G/P is the affine Grassmannian,
and let X be an (affine) Schubert variety in G/P. In our previous paper
[12], we constructed an explicit basis for the affine Demazure module
H0(X,L), the space of sections of the basic line bundle L on G/P,
restricted to X . As a consequence, we obtained a basis for H0(X,L)
in terms of certain Plu¨cker co-ordinates.
In this paper, a sequel to [12], we first give a different construction of
our basis ofH0(X,L) for a certain class of affine Schubert varieties. Our
key tool is the matrix presentation of the elements of G/P, similar to
that for the classical Grassmannian. This is constructed by embedding
G/P inside an infinite Grassmannian, which in turn embeds each affine
Schubert variety X inside a certain finite-dimensional Grassmannian.
∗ Partially suported by NSF grant DMS-0400679 and NSA-MDA904-03-1-0034.
† Partially suported by NSF grant DMS-0405948.
‡ Partially suported by NSF grant DMS-0300064.
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After defining the basis elements of H0(X,L) as restrictions of cer-
tain “admissible” Plu¨cker co-ordinates (Definition 4.3.1), we prove that
they form a spanning set using a system of degree-one straightening re-
lations, the “shuffles” (Corollary 4.3.3). We prove linear independence
inductively by writing certain degree-two relations among the admis-
sible Plu¨cker coordinates and restricting to a smaller X (Section 4.6).
Both the shuffles and the degree-two relations follow from the matrix
presentation.
As an important application, we obtain explicit generators for the
degree-one part of the ideal for our class of affine Schubert varieties
inside the finite-dimensional Grassmannian. As a corollary, we obtain
generators for the degree-one part of the ideal of the affine Grassman-
nian inside the infinite Grassmannian (Theorem 4.6.5); and we conjec-
ture that these in fact give a complete set of generators for the ideal.
Such ideal generators serve as effective tools in solving the geometric
problems, especially in the study of the singularities.
It should be remarked that though ideal generators for affine Schu-
bert varieties (as subvarieties of the affine Grassmannian) may be found
using Littelmann’s standard monomial basis [16], they are hard to com-
pute (since Littelmann’s standard monomial basis is hard to compute).
Our goal is to develop a standard monomial theory for affine Schubert
varieties in terms of Plu¨cker co-ordinates, in the spirit of the classi-
cal work of Hodge ([7, 8]; see also [23]). Construction of a basis for
the higher-level Demazure modules H0(X,L⊗ℓ) will be taken up in a
subsequent paper.
Another application is to nilpotent orbit closures. Let N denote the
set of all nilpotent matrices in Mn×n(K), a closed affine subvariety of
Mn×n(K). The group GLn(K) acts on N by conjugation. Each orbit
contains precisely one matrix in Jordan canonical form (up to order
of the Jordan blocks). Thus the orbits are indexed by partitions µ of
n, i.e. µ = (µ1, . . . , µn), n ≥ µ1 ≥ · · · ≥ µn ≥ 0, µ1 + · · · + µn = n.
We denote the orbit corresponding to the partition µ = (µ1, . . . , µn) by
N 0µ , and its closure by Nµ. Lusztig has shown (cf. [17], [18], [20]) that
each Nµ is isomorphic to an open subset of a certain affine Schubert
variety (generally not of the special class mentioned above).
Using Lusztig’s isomorphism (and the matrix representation for the
elements of G/P), we define in a characteristic-free way a filtration
F := {Fm,µ, m ≥ 0} for Aµ, the co-ordinate ring of Nµ: namely, Fm,µ
is the span of monomials in the Plu¨cker co-ordinates on Nµ of degree
≤ m.
Conjecture: Let E = Kn. Let λ = (λ1, . . . , λs) be the partition
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conjugate to µ. Then there is a characteristic free isomorphism of
SL(E)-modules
Fm,µ ∼= Lλm1 E ⊗ . . .⊗ Lλms E
where LνE denotes the Weyl module with highest weight ν.
In characteristic zero, this conjecture holds due to [21, 25].
The sections below are organized as follows: In §2, we describe the
affine and the infinite Grassmannians, and the embedding of G/P in-
side the infinite Grassmannian. In §3, we describe the Ind-variety
structures for the affine and the infinite Grassmannians, and we re-
alize the affine Schubert varieties as closed subvarieties inside certain
finite-dimensional Grassmannians. In §4, we describe our special class
of affine Schubert varieties, and for X in this class we establish our
main results concerning a basis for H0(X,L) and ideal generators for
X . We then apply these results to the affine Grassmannian. In §5 we
present the results for the nilpotent orbit closures.
2. Infinite and affine Grassmannians
In this section, we recall the generalities on loop groups and affine
and infinite Grassmannians. For details, we refer to [9, 24] (see also
[20]). Let
F := K((t)) =
{
∞∑
i=−N
ait
i | ai ∈ K
}
, A := K[[t]] =
{
∞∑
i=0
ait
i | ai ∈ K
}
.
If f =
∞∑
i=−N
ait
i ∈ F , with aN 6= 0, define ord(f) := N , as well as
ord(0) := −∞. Let n ∈ N be fixed.
Definition 2.1. Ĝr(n), the affine Grassmannian, is defined to be the
set of all A-lattices (free A-modules of rank n) in F n.
Define:
K∞ :=
{
∞∑
j=N
ajej | N ∈ Z, aj ∈ K
}
,
and for k ∈ Z, let:
Ek =
{
∞∑
j=N
ajej | N ≥ k, aj ∈ K
}
.
Definition 2.2. Gr(∞), the infinite Grassmannian, is defined to be
the set of subspaces V ⊂ K∞ such that Em ⊂ V ⊂ E−m, for some
m ∈ N.
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Let e1, . . . , en be the standard basis of F
n. Consider the identification
of K-vector spaces:
(∗)
K∞ ≃ F n
ecn+i ↔ tcei
for 1 ≤ i ≤ n and c ∈ Z. We let t : K∞ → K∞ denote the map
ei 7→ ei+n, and we use the same symbol for the map t : F n → F n which
is multiplication by t . Indeed, these two maps are identified under (∗).
Also {V ∈ Gr(∞) | tV ⊂ V } gets identified with the set of t-stable
subspaces of F n, i.e., with the set of A-lattices in F n ; and we obtain
an embedding Ĝr(n) ⊂ Gr(∞). In particular, E1 corresponds to the
standard A-lattice L1 = spanA{e1, · · · , en}.
For V ∈ Gr(∞), define the virtual dimension of V as
vdim(V ) := dim(V / V ∩E1)− dim(E1 / V ∩E1) .
For j ∈ Z, define Grj(∞) := {V ∈ Gr(∞) | vdim(V ) = j} and
Ĝrj(n) := Ĝr(n) ∩Grj(∞) = {V ∈ Ĝr(n) | vdim(V ) = j} .
We say that a subset I ⊂ Z is almost natural if |I \ I ∩ Z+| and
|Z+ \ I ∩ Z+| are both finite numbers, where Z+ = {i ≥ 1}. In this
case, we define the virtual cardinality of I as:
vcard(I) = ‖I‖ := |I \ I ∩ Z+| − |Z+ \ I ∩ Z+| .
For such I, we have the associated coordinate subspace in Gr(∞),
namely
EI =
{∑
i∈I
aiei | ai ∈ K
}
,
and vdim(EI) = ‖I‖.
If (ij) = (i1 < i2 < · · · ) is an increasing sequence of integers, we say
that (ij) is almost natural if the set {ij} is almost natural. In this case,
we define vcard (ij) := vcard{ij}. Observe that the increasing sequence
(ij) is almost natural with virtual cardinality c if and only if ij = j+ c
for j ≫ 0. We denote the collection of almost natural sequences by I,
and those of virtual cardinality 0 by I0. We define the Bruhat order
on increasing sequences by:
(ij) ≥ (kj) ⇐⇒ ij ≥ kj for all j .
Let S∞ be the group of permutations of Z, and let τ ∈ S∞ be
the permutation τ(i) = i + n. Define the extended affine Weyl group
W˜ := {w ∈ S∞ | wτ = τw}. Note that if w ∈ W˜ , then w is completely
determined by (w(1), . . . , w(n)). Indeed, for 1 ≤ i ≤ n, we have w(nc+
i) = wτ c(i) = τ cw(i). Thus we can embed both the finite permutation
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group Sn and Z
n in W˜ as follows. We map σ ∈ Sn to w ∈ W˜ such that
w(i) = σ(i), 1 ≤ i ≤ n; and we map c = (c1, . . . , cn) ∈ Z
n to w ∈ W˜
such that w(i) = τ ci(r), 1 ≤ i ≤ n. We identify Sn and Zn with their
images under these embeddings. Then Zn is a normal subgroup of W˜ ,
Zn ∩ Sn is the identity, and ZnSn = W˜ . That is, W˜ = Zn ⋉ Sn, a
semidirect product.
If w ∈ W˜ , then {w(j) | j ≥ 1} is almost natural. Define Iw to
be the sequence obtained by listing the elements of {w(j) | j ≥ 1} in
increasing order. If we write w = cσ, where c = (c1, . . . , cn) ∈ Zn and
σ ∈ Sn, then we may compute ‖Iw‖ = −
∑
ci. We use W˜
P
to denote
Zn identified as a set of coset representatives for W˜/Sn. One easily sees
that a given w ∈ W˜
P
is determined by its set Iw, and that an almost-
natural set I can be realized as Iw whenever I is τ -stable, meaining
τI ⊂ I (or equivalently tEI ⊂ EI). That is, we have a bijection
W˜
P
= Zn
∼
→
{
I ⊂ Z
∣∣∣∣ I almost naturalτI ⊂ I
}
w = (c1, . . . , cn) 7→ Iw = {1+c1n, 2+c2n, · · · , n+1+c1n, . . .} .
Now define W := {w ∈ W˜ | ‖Iw‖ = 0}. Then Sn,Zn0 ⊂ W , where
Z
n
0 := Z
n∩W = {c ∈ Zn | c1+ · · ·+cn = 0}, and we have W = Z
n
0⋉Sn,
a semidirect product. Note that W is the affine Weyl group associated
to ŜLn = SLn(F ). It is the Coxeter group generated by the adjacent
transpositions s1, . . . , sn−1 ∈ Sn along with the reflection s0 defined by:
s0(1) = 0, s0(n) = n+1, and s0(i) = i for 1 < i < n.
We use W P to denote Zn0 identified as a set of coset representatives
for W/Sn. Once again w 7→ Iw gives a bijection:
W P = Zn0
∼
→ {I ∈ I0 | τI ⊂ I} .
We will denote Ew := EIw .
Now, G = GLn(K) acts transitively on Ĝr(n) and the isotropy sub-
group at E1 is P = GLn(A), so we have Ĝr(n) ∼= G/P. The group W˜
embeds in G : if w = cσ, where c = (c1, . . . , cn) ∈ Zn and σ ∈ Sn, we
identify w with the matrix diag(tc1 , . . . , tcn) · [σ] ∈ G, where [σ] is the
permutation matrix associated to σ. Let B = {g = (gij) ∈ GLn(A) |
ord(gij) > 0 for i < j}. We have the Bruhat decomposition:
G =
∏
w∈W˜
P
BwP ,
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and projection onto G/P gives:
Ĝr(n) ∼= G/P =
∏
w∈W˜
P
BEw,
where Ew = wP ∈ G/P, or equivalently Ew = EIw ∈ Ĝr(n). For
any V ∈ BEw, we have vdim(V ) = vdim(Ew) = ‖Iw‖. The orbit
BEw ⊂ G/P is called the affine Schubert cell associated to w, and is
denoted by X◦(w).
Let G0 := {g ∈ G | ord(det g) = 0} ⊃ P. Then G0 acts transitively
on Ĝr0(n) and the isotropy subgroup at E1 is P, so Ĝr0(n) ∼= G0/P.
We again have W →֒ G0 and the Bruhat decomposition:
G0 =
∏
w∈WP
BwP.
Projection onto G0/P gives:
Ĝr0(n) ∼= G0/P =
∏
w∈WP
BEw .
Henceforth we focus on Ĝr0(n). Note that SLn(F ) also acts tran-
sitively on Ĝr0(n), the isotropy at E1 being SLn(A), so Ĝr0(n) ∼=
SLn(F )/ SLn(A).
We will see in the following section that, although Ĝr0(n) ⊂ Gr0(∞)
are Ind-varieties of infinite dimension, the Schubert cell X◦(w) is an
ordinary variety with the finite dimension
∑∞
j=1(j − ij), where Iw =
(i1<i2< · · · ) and ij = j for j ≫ 0.
3. Ind-variety Structures
In this section, we recall the Ind-variety structure for affine and in-
finite Grassmannians. See [13, 14] for details.
For s ∈ N, let Vs = t
−s(n−1)L1/t
sL1, with dimK(Vs) = sn
2. Consider
the embedding defined by:
φs : ∧snVs →֒ ∧(s+1)nVs+1
v1 ∧ · · · ∧ vsn 7→ v1 ∧ · · · ∧ vsn ∧ tse1 ∧ · · · ∧ tsen ,
and let ∧∞V∞ be the direct limit vector space lim−→ (∧
snVs).
The map φs induces φ
⋆
s : ∧
(s+1)n(V ⋆)s+1 → ∧sn(V ⋆)s, and we define
∧∞V ⋆∞ to be the vector space lim←− (∧
snV ⋆s ). There is a bilinear pair-
ing between ∧∞V∞ and ∧∞V ⋆∞ implied by the universal properties of
limits under which ∧∞V ⋆∞ = (∧
∞V∞)
⋆, the dual space of ∧∞V∞. The
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universal properties of limits also imply for all s the existence of an in-
jection is : ∧snVs → ∧∞V∞ and a projection πs : ∧∞V ⋆∞ → ∧
sn(V ⋆s ) =
(∧snVs)
⋆.
If I = (i1, i2, . . .) ∈ I0, we can view eI := ei1 ∧ ei2 ∧· · · as an element
of ∧∞V∞ and pI := e⋆i1∧e
⋆
i2
∧· · · as an element of ∧∞V ⋆∞. We call the pI
the infinite Plu¨cker coordinates. Indeed {eI | I ∈ I0} forms a basis for
∧∞V∞ and {pI | I ∈ I0} is the dual basis for ∧∞V ⋆∞, i.e., 〈eI , pJ〉 = δIJ
(Kronecker delta) for I, J ∈ I0.
The map φs descends to a closed immersion P(∧
snVs)→ P(∧
(s+1)nVs+1) ,
and we let P(∧∞V∞) =
⋃
s∈N P(∧
snVs) with the reduced projective Ind-
variety structure (see [13], [14]). The Ind-variety homogeneous coordi-
nate ring of P(∧∞V∞) is defined to be K[P(∧∞V∞)] := lim←−K[∧
snVs] =
Sym(∧∞V ⋆∞).
Fix an integer s ≥ 0, and let
Fs =
{
V ∈ Gr0(∞)
∣∣∣∣ t−s(n+1)E1 ⊃ V ⊃ tsE1dimK(V/tsE1) = sn
}
.
We identify Fs with its image under the bijection bs : Fs → Gr(sn, Vs),
V 7→ V/tsE1. Now Gr(sn, Vs) embeds as a closed subvariety of P(∧snVs)
under the Plu¨cker embedding js, and we have a commutative diagram:
Gr(sn, Vs)
js
−−−→ P(∧snVs)y yφs
Gr((s+ 1)n, Vs+1)
js+1
−−−→ P(∧(s+1)nVs+1) .
Thus
⋃
s≥0
Fs ∼=
⋃
s≥0Gr(sn, Vs) induces the structure of a closed Ind-
subvariety of P(∧∞V∞).
We claim that Gr0(∞) =
⋃
s≥0Fs. Indeed, for V ∈ Gr(∞) with
t−s(n+1)E1 ⊃ V ⊃ tsE1, we have V ∈ Fs if and only if
sn = dim(V/tsE1)
= dim(V / V ∩E1) + dim(V ∩E1 / t
sE1)
= dim(V / V ∩E1) + (dim(E1/t
sE1)− dim(E1 / V ∩E1))
= dim(V / V ∩E1) + sn− dim(E1 / V ∩E1),
i.e., whenever vdim(V ) = 0, meaning V ∈ Gr0(∞).
Multiplication by t induces a nilpotent endomorphism ts on each Vs.
Define us := 1 + ts, a unipotent automorphism of Vs, and denote the
induced automorphism of Gr(sn, Vs) also by us. Let
Hs =
{
V ∈ Ĝr0(n)
∣∣∣∣ t−s(n−1)L1 ⊃ V ⊃ tsL1dimK(V/tsL1) = sn
}
.
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Using the identification (∗) of Section 2 and the isomorphism bs above,
we have:
Hs
(∗)
∼= {V ∈ Fs | tV ⊂ V }
bs∼= Gr(sn, Vs)
us ,
a closed projective subvariety of Gr(sn, Vs). Therefore Ĝr0(n) =
⋃
s≥0Hs
∼=
⋃
s≥0Gr(sn, Vs)
us induces the structure of a closed Ind-subvariety of
Gr0(∞). For w ∈ W P , we define the affine Schubert variety X(w) to
be the Zariski closure X◦(w) = BEw ⊂ Ĝr0(n).
The following diagram illustrates the relationships between the var-
ious varieties and Ind-varieties:
(1)
X(w) −−−→ Ĝr0(n) −−−→ Gr0(∞) −−−→ P(∧
∞V∞)x x x
Gr(sn, Vs)
us −−−→ Gr(sn, Vs) −−−→ P(∧snVs)
If we consider each projective variety in the bottom row as a closed
Ind-subvariety of the projective Ind-variety above it, all maps in the
diagram are closed immersions of Ind-varieties.
Thus we have the corresponding graded projections (i.e. restrictions)
of the homogeneous coordinate rings:
(2)
Sym(∧∞V ⋆∞)
||
K[X(w)] ←−−− K[Ĝr0(n)] ←−−− K[Gr0(∞)] ←−−− K[P(∧∞V∞)]y y y
K[Gr(sn, Vs)
us] ←−−− K[Gr(sn, Vs)] ←−−− K[P(∧snVs)]
||
Sym((∧snVs)
⋆)
Note that the projections of the infinite Plu¨cker coordinates to the
third row of (2) are just the usual finite Plu¨cker coordinates.
Proposition 3.1. (i) pI |X(w) = 0 ⇐⇒ I 6≤ Iw
(ii) For w ∈ W P , we have X(w) = ∪˙X◦(y), the disjoint union being
over {y ∈ W P | y ≤ w}.
(iii) For ws = (c1, . . . , cn) := (−s(n − 1), s, . . . , s) ∈ W P , we have
the isomorphisms of reduced varieties:
X(ws) =
{
A-lattices L
∣∣∣∣ t−s(n−1)L1 ⊃ L ⊃ tsL1dim(L/tsL1) = sn
}
∼= Gr(sn, Vs)
us .
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Remark 3.2. The Proposition implies: Ĝr0(n) = lim−→X(ws).
We will adopt an abuse of notation when dealing with almost natural
sets. For any I = (i1, i2, · · · ) ∈ I0, there is some m ≥ 0 such that ij = j
for j ≥ m. We shall ignore the “trivial” entries ij = j for j ≥ m, and
write just the (m−1)-tuple I = (i1, · · · , im−1). Any such sequence may
also be considered as an ℓ-tuple for ℓ ≥ m−1 by restoring some of the
entries ij = j. Thus, any I ∈ I0 may be thought of as an sn-tuple for
s ≫ 0. Now part (ii) of the Proposition implies that every X(w) sits
inside X(ws) for s≫ 0.
The action by left translations of SLn(F ) on Ĝr0(n) induces a projec-
tive representation of SLn(F ) and its Lie algebra sln(F ) on K[Ĝr0(n)].
This lifts to an actual representation of a central extension, the affine
Kac-Moody algebra ŝln acting on K[Ĝr0(n)].
Theorem 3.3. (cf. [14])
(i) Let VΛ0 be the basic integrable irreducible representation of ŝln.
Then V ⋆dΛ0
∼= K[Ĝr0(n)]d = Sym
d(∧∞V ⋆∞)|Ĝr0(n) as ŝln represen-
tations.
(ii) For w ∈ W P let VΛ0(w) be the affine Demazure module of VΛ0
corresponding to w. Then
V ⋆dΛ0(w)
∼= K[X(w)]d = Sym
d(∧∞V ⋆∞)|X(w) .
4. The Schubert variety X(ws)
4.1. Renormalization of indices. Recall the special element
ws = (−s(n− 1), s, . . . , s) ∈ W
P = Zn0 ,
with Iws = (1− s(n−1)n, 1− s(n−1)n + n, . . . , 1 + sn− n, 1 + sn) .
In order to avoid continually writing negative indices, we now renor-
malize these values. This means that, instead of working with the
component Ĝr0(n), we consider the isomorphic Ind-variety
Ĝr
′
0(n) := t
s(n−1) Ĝr0(n) = {V ∈ Ĝr(n) | vdim(V ) = −s(n− 1)n} .
The Bruhat decomposition becomes:
Ĝr
′
0(n) =
⋃
w
X◦(w) ,
where the union is over w in:
W´ P := τ s(n−1)W P = τ s(n−1)Zn0
= { w = (c1, . . . , cn) | c1+ · · ·+cn = s(n−1)n} ,
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so that
Iw ∈ I
′
0 := τ
s(n−1)I0 = I−s(n−1)n .
In this normalization, the zero-dimensional Schubert variety isX(w) =
{Ew} for
w = τ s(n−1) = (s(n− 1), . . . , s(n− 1))
Iw = {1+sn(n−1), 2+sn(n−1), 3+sn(n−1), . . .} .
We renormalize:
ws := (0, sn, . . . , sn)
Iws = (1, n+1, 2n+1, · · · , sn
2+1, sn2+2, sn2+3, . . .) .
Further, we can rephrase Proposition 3.1(iii) as:
X(ws) =
{
A-lattices L ⊂ F n
∣∣∣∣∣ L1 ⊃ L ⊃ tsnL1dimL/tsnL1 = sn
}
∼= Gr(sn, Vs)
us ,
where Vs = L1/t
snL1.
4.2. Z×Z+ matrix presentation. As with the finite-dimensional Grass-
mannians, an element V ∈ Gr(∞) may be thought of as the column
space of a matrix with two-sided infinite columns and one-sided infinite
rows: a Z×Z+ matrix M = (aij)(i,j)∈Z×Z+ . Since Ej ⊂ V for j ≫ 0,
we write A so that aij = δij except for finitely many entries. Using the
(∗) identification K∞ ≃ F n, ecn+i ↔ t
cei, an A-lattice in F
n also has
a Z×Z+ matrix presentation.
For example, we have the coordinate lattice: EI = SpanK(ei | i ∈ I)
for I ∈ I. Writing each basis element ei as a column vector with a 1
in row i and 0 elsewhere, we obtain the matrix presentation of EI .
Now let us consider w = ws, I = Iws. We set:
r := sn ,
so that X(ws) ⊂ Gr(r, Vs) where
Vs = SpanK{t
ce1, . . . , t
cen | 0 ≤ c ≤ r−1} .
We may write each vector v ∈ Vs with respect to this basis in the block
form:
v =

v1
v2
...
vr

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where each vi is an n×1 column vector. Multiplication by t becomes:
t(v) =

0
v1
v2
...
vr−1

Taking the rn× r matrix presentation of Gr(r, Vs), we identify
Gr(r, Vs) ∼= M
max
rn×r(K) / GLr(K) ,
where Mmax indicates matrices of maximal rank, and two matrices
define the same subspace V ⊂ Vs if they differ by a column transfor-
mation in GLr(K). The rn × r matrix M of a space V ∈ Gr(r, Vs) is
the “relevant part” of the Z × Z+ matrix corresponding to the lattice
L = V ⊕ trL1 ∈ Ĝr(n).
For a generic subspace V in the Schubert cell X◦(ws) ⊂ Gr(r, Vs)us,
we can find a generating vector v ∈ V such that its e1 component is
equal to 1 and V = Spank(v, tv, . . . , t
r−1v): indeed, any vector v =
e1 + a2v2 + · · · is a generating vector. Thus V can be presented by an
rn× r matrix of the form:
M = (aij) =
(
v tv · · · tr−1v
)
=

A1
A2
...
Ar
 ,
where each Ak is an n × r block. This is a lower triangular rn × r
matrix, meaning aij = 0 for i < j , and the 1
st column of A1 repeats
as the 2nd column of A2, the 3
rd column of A3, etc.
In particular, we have 1 = a1,1 = a1+n,2 = · · · = a(r−1)n+1,r. We shall
refer to these rows 1, 1+n, . . . , 1+(r−1)n as the pivotal rows. Now
we may reduce M by column operations so that each a1,1 = an+1,2 =
· · · = 1 is the only nonzero entry in a pivotal row. This normalizes M
to make it a unique represenative of V ∈ X◦(ws).
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That is, we may identify X◦(ws) ⊂ Gr(r, Vs) with the affine space of
matrices M = (ai,j) ∈Mrn×r(K) of the form:
M =

1 0 0 0 · · · 0
a2,1 0 0 0 · · · 0
a3,1 0 0 0 · · · 0
...
...
...
...
...
...
an,1 0 0 0 · · · 0
0 1 0 0 · · · 0
an+2,1 a2,1 0 0 · · · 0
an+3,1 a3,1 0 0 · · · 0
...
...
...
...
...
...
a2n,1 an,1 0 0 · · · 0
0 0 1 0 · · · 0
a2n+2,1 an+2,1 a2,1 0 · · · 0
a2n+3,1 an+3,1 a3,1 0 · · · 0
...
...
...
...
...
...
a3n,1 a2n,1 an,1 0 · · · 0
...
...
...
...
...
...
0 0 0 0 · · · 1
a(r−1)n+2,1 a(r−2)n+2,1 a(r−3)n+2,1 · · · · · · a2,1
a(r−1)n+3,1 a(r−2)n+3,1 a(r−3)n+3,1 · · · · · · a3,1
...
...
...
...
...
...
arn,1 a(r−1)n,1 a(r−2)n,1 · · · · · · an,1
.

Now it is clear from inspecting the above matrix that, the infinite
Plu¨cker coordinates on Gr0(∞), when restricted to Gr(r, Vs), either
vanish or become usual Plu¨cker coordinates on Gr(r, Vs), the r × r
minors of the above matrix M . Indeed, the coordinate pI |X(ws) is non-
zero for I = (i1 < i2 < · · · ) if and only if
(1) ij ≥ (j−1)n+1 for j = 1, 2, . . . , r.
(2) ij = j + rn for j ≥ r + 1.
We shall denote such an index set as an r-tuple I = (i1, . . . , ir).
4.3. Generation by admissible Plu¨cker Coordinates.
Definition 4.3.1. A set I = (i1, i2, . . .) ∈ I ′0 is admissible if
ij+1 − ij ≤ n for j ≥ 1 .
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In this case we also say that the Plu¨cker coordinate pI ∈ K[Ĝr
′
0(n)] is
admissible. If w ∈ W´ P , then I (or pI) is said to be admissible on X(w)
if I is admissible and pI |X(w) 6= 0.
We proceed to show that on X(ws), a non-admissible Plu¨cker coor-
dinate pI is a linear combination of admissible Plu¨cker coordinates.
Lemma 4.3.2. Let A,B ∈ Mm×m(K). Fix ℓ ≤ m. Then the sum of
all determinants obtained by replacing ℓ rows of A by the corresponding
ℓ rows of B equals the sum of all determinants obtained by replacing ℓ
columns of A by the corresponding ℓ columns of B.
Proof. One sees by performing Laplace expansions that (1) the sum of
all determinants obtained by replacing ℓ rows of A by the corresponding
ℓ rows of B ; and (2) the sum of all determinants obtained by replacing
ℓ columns of A by the corresponding ℓ columns of B ; are both equal
to (3) the sum of all products of ℓ minors of B with complementary
(m− ℓ) minors of A. 
Let I = (i1, . . . , ir) be such that pI |X(ws) 6= 0, so that ir ≤ rn.
Further let i1 ≥ n+1, and let I˜ = (i1−n, . . . , ir−n). Choose ℓ ≤ r. We
define a shuffle to be the sum of all Plu¨cker coordinates obtained by
replacing ℓ elements J ⊂ I with the corresponding ℓ elements J˜ ⊂ I˜:
shI :=
∑
J ⊂ I
|J |=ℓ
pI \ J ∪ J˜ .
Corollary 4.3.3. The shuffles are identically 0 as functions on X(ws):
shI |X(ws) = 0 .
Proof. Let I, I˜ be as above. Let Mrn×r be the normalized matrix cor-
responding to a generic point of X◦(ws), and let M (resp. M˜) be the
r × r submatrix of Mrn×r with row indices given by I (resp. I˜). Then
we have that the last r−1 columns of M are same as the first r−1
columns of M˜ , and the last column of M˜ consists of zeroes. (Note that
since ir ≤ rn, we have, ir−n ≤ (r−1)n. Hence, the entries of M˜ are
taken from the first (r − 1) blocks of Mrn×r.)
This implies the vanishing of the minor obtained by replacing any ℓ
columns of M with the corresponding ℓ columns of M˜ . Hence in view
of Lemma 4.3.2, we obtain the vanishing of the sum of all minors of
M obtained by replacing ℓ rows of M with the corresponding ℓ rows
of M˜ . But this sum is simply the evaluation on Mrn×r of the sum of
all Plu¨cker coordinates obtained by replacing ℓ indices of I with the
corresponding ℓ indices of I˜. The desired result now follows. 
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Proposition 4.3.4. Let I = (i1, · · · , ir) be a non-admissible r-tuple
such that pI | X(ws) 6= 0. Then on X(ws) we have, pI =
∑
S aSpS ,
aS ∈ K, where the sum is over admissible r-tuples.
Proof. Let ℓ ≤ r−1 be the smallest integer such that iℓ+1− iℓ > n. Let
I1 = (i1+n, · · · , iℓ+n, iℓ+1, · · · , ir), I2 = (i1, · · · , iℓ, iℓ+1−n, · · · , ir−n)
Note that the (positive) difference between the respective entries of
I1, I2 equals n. Hence by Corollary 4.3.3, the corresponding shuffle
equals 0 on X(ws). Let pJ be a typical term appearing in the shuf-
fle. Corresponding to the switch of {i1+n, · · · , iℓ+n} respectively with
{i1, · · · , iℓ}, we have, J equals I, and any other J is lexicographically
greater than I. Now the result follows by induction: note that the lexi-
cographically largest r-tuple is ((n−1)r+1, (n−1)r+2, · · · , rn) which
corresponds to the identity or zero-dimensional Schubert variety). 
4.4. The reduced chain of ws. As an element of the Weyl group
W = 〈s0, s1, . . . , sn−1〉, we can write a reduced expression for ws as:
ws = (s1s2 · · · sn−1s0) · · · (s1s2 · · · sn−1s0)︸ ︷︷ ︸
s(n−1) times
(In particular, dimK X(ws) = s(n−1)n = r(n−1), which is indeed the
number of variables in the generic matrix above.)
Consider the full chain of w’s obtained by deleting one simple reflec-
tion at a time in the above reduced expression for ws (starting from the
left). Let us denote these by τi for i = 1, . . . , s(n−1)n+1 = r(n−1)+1,
so that
ws = τ1 > τ2 > · · · > τr(n−1)+1 = id .
Let us collect these into r groups of n elements so that the first group
consists of {τ1, · · · , τn}, the second group consists of {τn, · · · , τ2n−1},
the next group consists of {τ2n−1, · · · , τ3n−2}, etc.: that is, each group
has n elements and the first element in each group is the last element
of the previous group.
The tuples corresponding to the n elements {τ1, · · · , τn} in the first
group are given by:
τj = (j, n+j, . . . , (r−1)n+j) for 1 ≤ j ≤ n .
In particular, we have:
τn = (n, 2n, · · · , rn) .
More generally, for 2 ≤ i ≤ r, let us denote the i-th group (of n
elements) by
ϕij := τ(i−1)n−(i−j)+1 , 1 ≤ j ≤ n .
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For k<l, let [k, l] := (k, k+1, · · · , l). Then for 1 ≤ j ≤ n, we have,
ϕij = ( (i−1)n+1+j−i, i n+1+j−i, . . . , (r−1)n+1+j−i, [rn+2−i, rn] ) .
Here the succesive differences between the first (r+1−i) entries is n,
and the remaining entries are consecutive integers.
Lemma 4.4.1. (1) #{ admissible S on τ1 } = nr
(2) For 1 ≤ j ≤ n, #{ admissible S on τj } = n
r−1(n+1−j).
Proof. (1) Let S := (s1, · · · , sr) be a typical admissible tuple on τ1 =
ws. The expression for ws as a r-tuple together with the admissibility
of S implies that there are n ways of choosing sr from {(r − 1)n +
1, (r−1)n+2, · · · , rn}; having chosen sr, there are n ways of choosing
sr−1 from {sr − n, · · · , sr − 1}, and so on.
(2) The proof is similar: at the first step, we have only (n + 1 − j)-
choices for sr (since sr has to be ≥ (r−1)n+j, there are (n+1−j) ways
of choosing sr from {(r − 1)n+ j, · · · , rn}). The rest is as before. 
More generally, we have:
Lemma 4.4.2. (1) #{ admissible S on ϕi1 } = nr+1−i.
(2) #{ admissible S on ϕij } = nr−i(n−j+1).
Proof. (1) Since the last (i − 1) entries in ϕi1 are comprised of [rn +
2− i, rn], we have that in any admissible S on X(ϕi1), the last (i− 1)
entries are again comprised of [rn + 2 − i, rn]. With sr+1−i, we have
n choices (note that sr+1−i may be chosen to be any entry from [(r −
1)n+ 2− i, rn+ 1− i]). Rest of the proof is as in Lemma 4.4.1
(2) Again there is precisely one choice for sr+2−i, · · · , sr. With sr+1−i,
we have n + 1 − j choices (note that sr+1−i may be chosen to be any
entry from [(r − 1)n + 1 + j − i, rn + 1 − i]). The rest of the proof is
as in Lemma 4.4.1 
Pivots. Recall that 1, n+1, 2n+1, · · · , (r−2)n+1, (r−1)n+1, the
entries of ws, are called the pivots of ws.
For 1 ≤ i ≤ r(n−1)+1, let Ai denote the set of all admissible S :=
(s1, · · · , sr) on τi, so that Ai ⊂ Ai−1. We shall denote A1 also by just
A. If S = (s1, · · · , sr) ∈ A correponds to a Weyl group element τ , then
we shall denote sk also by τ(k). Let
Z = {S ∈ A | sr = (r−1)n+1 = τ1(r)}
Remark 4.4.3. (1) #Z = nr−1
(2) Let S ∈ A. Then pS|X(τ2) is non-zero if and only if S 6∈ Z. This
is clear since:
τ2 = (2, n+2, 2n+2, . . . , (r−2)n+2, (r−1)n+2) ,
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and hence pS|X(τ2) is non-zero if and only if sr ≥ (r − 1)n + 2.
Note that τ2 is the smallest (under ≥) in A such that sr ≥
(r−1)n+2.
(3) A = Z ∪˙A2
For 0 ≤ j ≤ r − 1, set
Zj :=
S = (s1, · · · , sr) ∈ Z
∣∣∣∣∣∣
si = (i−1)n+1 = τ1(i)
for j < i ≤ r ,
and sj > (j−1)n+1

i.e., for S ∈ Zj , j is the largest such that sj is not a pivot. Note that:
(1) Z = ∪˙0≤j≤r−1Zj.
(2) Z0 = {ws}
Let us arrange the elements of Z lexicographically as {S1 < S2 <
· · · }, where
S1 = (1, n+1, 2n+1, . . . , (r−2)n+1, (r−1)n+1) = τ1 .
S2 = (2, n+1, 2n+1, . . . , (r−2)n+1, (r−1)n+1) ,
etc,. The element S2 will play a crucial role in the discussion below.
4.5. Degree two straightening relations. In this subsection, we
prove certain degree-two straightening relations among admissible Plu¨cker
coordinates on X(ws) which will be used for proving the linear inde-
pendence of admissible Plu¨cker coordinates on X(ws) in the next sub-
section.
We shall work with the open cell X◦(ws) in X(ws) using the notation
of §4.2, particulary the normalized rn× r matrix presentation M of a
space V ∈ X◦(ws). We shall now compute fS := pS|X◦(ws), for S ∈ A
in terms of the entries in M . Further, if S corresponds to a Weyl group
element τ , we shall denote fS also by fτ .
Lemma 4.5.1. We have: (1) fτ1 = 1 ; (2) fτ2 = a
r
21 ; (3) fS2 = a21
Proof. Clear by direct computations with the matrix M . 
Lemma 4.5.2. Let S = (s1, · · · , sr) be in Zj. Let S ′ be obtained from
S by replacing sj+1 by sj+1 + 1.
(1) S ′ is admissible; further, S ′ is in Zj+1 or A2 according as j <
r−1 or j = r−1.
(2) fS2fS = fτ1fS′
Proof. (1) The admissibility of S ′ follows from the facts that sj is not
a pivot and sj+1 is a pivot (since S ∈ Zj); the latter assertion in (1) is
clear from this.
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(2) We compare the evaluations of fS, fS′ on the matrix M . We have
fS(M) is the determinant of the matrix(
Mj 0j, r−j
∗ Dr−j, r−j
)
whereMj is the j×j sub matrix ofM with row indices s1, s2, · · · , sj and
column indices 1, 2, · · · , j, and Dr−j, r−j is the diagonal (r−j)× (r−j)
matrix diag (x, x, · · · , x). Hence
(∗) fS(M) = x
r−j∆,
where ∆ := detMj .
Similarly, fS′(M) is the determinant of the matrix(
M ′j 0j+1, r−j−1
∗ Dr−j−1, r−j−1
)
where M ′j is the (j+1) × (j+1) submatrix of M with row indices
s1, s2, · · · , sj, sj+1+1 and column indices 1, 2, · · · , j+1, andDr−j−1, r−j−1
is the diagonal (r−j−1)× (r−j−1) matrix diag (x, x, · · · , x). Hence
(∗∗) fS′(M) = x
r−j−1∆′,
where ∆′ := detM ′j .
But now the fact that S, S ′ differ just in the (j+1)-th entry im-
plies that the first j columns of M ′j are obtained by adding anj+2, 1,
a(n−1)j+2, 1, · · · , an+2, 1 respectively to the j columns of Mj (in view of
τ -stability of ws) and the last column of M
′ consists of zeroes except
the last entry which is a2,1. (Note that for 1 ≤ i ≤ r, in the i-th column
of A, the ((i−1)n+1)-th entry is a11 = 1, and the ((i−1)n+2)-th entry
is a21.)
We obtain ∆′ = a21∆, so that (∗∗) implies fS′(M) = xr−j−1a21∆.
Thus:
xfS′(M) = x
r−ja21∆ = a21fS(M) ,
which, with Lemma 4.5.1, implies:
fS2(M)fS(M) = a21fS(M) = fS′(M) = fτ1(M)fS′(M)
From this (2) follows. 
More generally, we have similar quadratic relations among {fS, S ∈
Ai} for all 1 ≤ i ≤ r(n−1) as given by the Lemma below. Let us first
fix some notation. Fix a ϕ := τl for 1 ≤ l ≤ r(n−1). We can identify
ϕ with some ϕik for 1 ≤ i ≤ r , 1 ≤ k ≤ n ; in fact, we may suppose
that k < n, since ϕin = ϕi+1, 1 (since for i = r we have ϕrn = id).
18 V. KREIMAN, V. LAKSHMIBAI, P. MAGYAR, AND J. WEYMAN
Let us enumerate the elements of Aϕ = Al as {R1, R2, . . .} so that
ϕ = R1 < R2 < · · · . We have:
ϕ = ϕik = ((i−1)n+1+k−i, in+1+k−i, . . . , (r−1)n+1+k−i, [rn+2−i, rn]) .
Write (i− 1)n+1+ k− i = pikn+ qik where 1 ≤ qik ≤ n; for simplicity
of notation, let us denote pik, qik by just p, q respectively. Then
ϕ = (pn + q, (p+ 1)n+ q, · · · , (r + p− i)n + q, [rn+ 2− i, rn]) .
As with τ1, we shall do computations on the open cell X
◦(ϕ) inX(ϕ).
The Z × Z+ matrix presentation for the elements of X◦(ϕ) has the
following description: The “relevant part” of the matrix presentation
of a a generic point in X◦(ϕ), may be thought of as a lower triangular
(r− p)n× r matrix M := (agh) composed of r− p blocks Ap+1, · · · , Ar
of n×r matrices, where all the columns of Ap+1 except the first column
consist of zeroes and the first column has the form
0
...
apn+q, 1
...
apn+n, 1

Further, we have (in view of τ -stability of ϕ) that the 1st column of
Ap+1 repeats as the 2
nd column of Ap+2, repeats as the 3
rd column of
Ap+3, and so on. Similarly, the 1
st column of Ap+2 repeats as the 2
nd
column of Ap+3, repeats as the 3
rd column of Ap+4, and so on.
Further, we define the pivotal rows to be those with indices {mn+q |
p ≤ m ≤ r+p−i}, together with all the entries of [rn+2−i, rn]. In
these rows, the matrix M has a single entry 1 and all other entries 0.
That is:
amn+q,m+1−p = 1, p ≤ m ≤ r+p−i
arn+s−i, r+s−i = 1, 2 ≤ s ≤ i
a(mn+q) j = 0, j 6= m+1−p .
entry, 2 ≤ s ≤ i.) In the discussion below, fS will denote pS | X◦(ϕ).
Let ϕ′ denote ϕi k+1. Note that X(ϕ
′) is a divisor in X(ϕ).
Lemma 4.5.3. (1) fϕ = 1 ; (2) fϕ′ = a
r+1−i
pn+q+1, 1 ; (3) fR2 = apn+q+1, 1 .
The proof is similar to that of Lemma 4.5.1.
Remark 4.5.4. Let
Z(ϕ) = {S ∈ Aϕ | sr+1−i = ϕ(r+1−i)} .
Then we have:
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1. #Z(ϕ) = nr−i
2. Let S ∈ Aϕ. Then pS|X(ϕ′) is non-zero if and only if S 6∈ Z(ϕ).
This is clear because ϕ′(r+1−i) = ϕ(r+1−i) + 1, and hence pS|X(ϕ′)
is non-zero if and only if sr+1−i ≥ ϕ(r+1−i) + 1. Indeed, ϕ′ is the
smallest (under ≥) in Aϕ such that sr+1−i ≥ ϕ(r+1−i)+1.
3. Aϕ = Z(ϕ) ∪˙Aϕ′ .
For 0 ≤ j ≤ r−i, set:
Zj(ϕ) :=
S = (s1, · · · , sr) ∈ Z(ϕ)
∣∣∣∣∣∣
sm = ϕ(m)
for j < m ≤ r+1−i,
and sj > ϕ(j)
 ,
i.e., for S ∈ Zj(ϕ), j is the largest such that sj > ϕ(j). Note:
1. Z(ϕ) = ∪˙0≤j≤r−iZj(ϕ).
2. Z0 = {ϕ}
Lemma 4.5.5. Let S = (s1, · · · , sr) be in Zj(ϕ). Let S ′ be obtained
from S by replacing sj+1 by sj+1+1.
(1) S ′ is admissible; further, S ′ is in Zj+1(ϕ) or Aϕ′ according as
j < r−i or j = r−i.
(2) fR2fS = fϕfS′
The proof is similar to that of Lemma 4.5.2.
4.6. Linear independence of admissible Plu¨cker coordinates.
To show the independence of {pS | S ∈ Aϕ}, we first prove the inde-
pendence of {pS | S ∈ Zj(ϕ)} for 0 ≤ j ≤ r−i. We use induction on
dimX(ϕ), the starting point being ϕ = id, for which the result is clear.
Let then dim X(ϕ) > 0.
First, let j < r−i, and suppose
(∗)
∑
S∈Zj(ϕ)
aSfS = 0, aS ∈ K .
Multiplying the relation by fR2 , by Lemma 4.5.5 it reduces to:
fϕ
∑
S′∈Zj+1(ϕ)
aSfS′ = 0 .
S ′ being as in Lemma 4.5.5. Hence cancelling fϕ, it reduces to∑
S′∈Zj+1(ϕ)
aSfS′ = 0 .
Hence by decreasing induction on j, we obtain aS = 0, for all S.
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Let now j = r− i. Multiplying the relation (∗) by fR2 , it reduces to
(in view of Lemma 4.5.5):
fϕ
∑
S′∈Aϕ′
aSfS′ = 0 .
Cancelling fϕ, and restricting to X(ϕ
′), we obtain by induction on dim
X(ϕ) that aS = 0 for all S.
Next, we prove the linear independence of {pS | S ∈ Z(ϕ)}. Suppose:
(∗∗)
∑
S∈Z(ϕ)
aSfS = 0, aS ∈ K .
As above, multiplying the relation (**) by fR2 , cancelling fϕ and re-
stricting to X(ϕ′), we obtain aS = 0, for all S ∈ Zr−i(ϕ). Hence (**)
reduces to:
(∗ ∗ ∗)
∑
S∈Zj(ϕ)
j<r−i
aSfS = 0, aS ∈ K .
Again multiplying the relation (***) by fR2 , cancelling fϕ and using
the first step above, we obtain aS = 0, for all S ∈ Zr−i−1(ϕ). (Note
that in the resulting relation, {aS | S ∈ Zr−i−1(ϕ)} occur as coefficients
of the corresponding S ′ ∈ Zr−i(ϕ).) Thus proceeding, we obtain aS = 0
for all S ∈ Z(ϕ) appearing in (**). Thus we obtain:
Proposition 4.6.1. Z(ϕ) is linearly independent.
We next prove the linear independence of {pS | S ∈ Aϕ}. Since
Aϕ = Z(ϕ)∪˙Aϕ′, we may write a linear relation as:
(†)
∑
S∈Z(ϕ)
aSfS +
∑
S∈Aϕ′
bSfS = 0 .
Restricting (†) to X(ϕ′), we first conclude that bS = 0, for all S ∈ Aϕ′.
Then (†) reduces to: ∑
S∈Z(ϕ)
aSfS = 0 .
In view of Proposition 4.6.1, it follows that aS = 0, for all S ∈ Z(ϕ).
Thus we obtain:
Proposition 4.6.2. {pS | S ∈ Aτℓ} is linearly independent for all
1 ≤ ℓ ≤ (r−1)n+1.
Proposition 4.6.2 together with the generation by admissible pS (Propo-
sition 4.3.4) implies:
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Theorem 4.6.3. {pS, S ∈ Aτℓ} is a basis for H
0(X(τℓ), L0) for all
1 ≤ ℓ ≤ (r−1)n+1.
As an immediate Corollary, we obtain:
Corollary 4.6.4. The straightening relations on X(τl) as given by
Proposition 4.3.4 give a set of generators for the the degree one part of
the ideal of X(τl) considered as a closed subvariety of Gr(sn, Vs).
As another consequence, we have:
Theorem 4.6.5. The shuffle relations among the Plu¨cker co-ordinates
(of Corollary 4.3.3) give a set of generators for the degree one part of
the ideal defining the affine Grassmannian inside the infinite Grass-
mannian.
Proof. As seen in §3 (Proposition 3.1, Remark3.2), we have that the
affine Grassmannian is the inductive limit of the X(ws), and the result
follows from Theorem 4.6.3, and Corollary 4.6.4. 
Conjecture: The affine Grassmannian is cut out inside the infinite
Grassmannian by the (linear) shuffle relations.
5. Application to Nilpotent Orbit Closures
5.1. P-stable Affine Schubert Varieties. Define
W Pst = {w = (c1, . . . , cn) ∈ W | c1 + · · ·+ cn = 0, c1 ≤ · · · ≤ cn} ⊂W
P .
One can check that for w ∈ W Pst , X(w) is stable by left translations by
P (and not just by B), and thus by SLn(K) ⊂ P. Let w ∈ W Pst . There
exists a s such that X(w) ⊂ X(ws) (in fact there are infinitely many
such s); we consider X(w) inside some fixed X(ws).
Define λw = (λ1, . . . , λn) ∈ Zn by λi = −ci+ s, 1 ≤ i ≤ n. Note that
ncn ≥ λ1 ≥ · · · ≥ λn ≥ 0 (λn ≥ 0 is implied by X(w) ⊂ X(ws)) and
λ1 + · · ·+ λn = ns. Thus λw is a partition of ns with at most n non-
zero rows. Conversely, for any partition λ of ns with at most n rows,
we have that λ = λw for a unique w ∈ W Pst , which we refer to as wλ
(we will often write X(λ) to refer to X(wλ)). Thus there is a bijection
between P stable affine Schubert varieties in X(ws) and partitions of
ns with at most n rows, i.e., column lengths are ≤ n.
Let λ = (λ1, . . . , λm), µ = (µ1, . . . , µm) both be partitions of m ∈ N.
We say that λ ≥ µ, if
j∑
i=1
λi ≥
j∑
i=1
µi for j = 1, . . . , m. This order is
referred to as the dominance order. The following Lemma can be easily
verified.
Lemma 5.1.1. Let λ, µ be partitions of sn with at most n rows. Then
wλ ≥ wµ ⇐⇒ λ ≥ µ in the dominance order.
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For µ a partition of sn with at most n rows, let λ be the conjugate
partition. Let E = Cn. The following result is shown in [25, 21].
Theorem 5.1.2. V ⋆dΛ0(wλ)
∼= Sλm1 E ⊗ . . . ⊗ Sλms E as SL(E) modules
(here, for a dominant weight ν = (ν1, · · · , νs), LνE denotes the associ-
ated Schur module).
Applying Theorem 3.3, we obtain the following:
Corollary 5.1.3. K[X(µ)]d ∼= Lλm1 E⊗ . . .⊗Lλms E as SL(E) modules.
5.2. Nilpotent orbit closures. In the rest of this section, we dis-
cuss possible applications of our approach to nilpotent orbit closures
in positive characteristics.
Let N denote the set of all nilpotent matrices in Mn×n(K); it is a
closed affine subvariety of Mn×n(K). The group GLn(K) acts on N
by conjugation. Each orbit contains precisely one matrix in Jordan
canonical form (up to order of the Jordan blocks). Thus the orbits are
indexed by partitions µ of n, i.e. µ = (µ1, . . . , µn), n ≥ µ1 ≥ · · · ≥
µn ≥ 0, µ1 + · · · + µn = n. The orbit corresponding to the partition
µ = (µ1, . . . , µn) will be denoted by N 0µ , and its closure by Nµ.
Let λ = (λ1, . . . , λn), the conjugate partition of µ. Then
N 0µ =
{
N ∈Mn×n(K) | rank(N
i) = n−
i∑
j=1
λj, i = 1, . . . , n
}
,
Nµ =
{
N ∈Mn×n(K) | rank(N
i) ≤ n−
i∑
j=1
λj, i = 1, . . . , n
}
.
These two facts imply:
Proposition 5.2.1. N 0µ′ ⊂ Nµ ⇐⇒ µ
′ ≤ µ in the dominance order.
In particular, N(n) contains all nilpotent orbits; thus it equals N .
Next we describe an isomorphism due to Lusztig between the nilpo-
tent orbit closures and open subsets of certain affine Schubert varieties.
Let κ = ws with s = 1, so that r = n; thus, with the convention in
§4.2, κ corresponds to the n-tuple (1, n + 1, 2n+ 1, . . . , n(n− 1) + 1).
A generic point of X(κ) has a Z×Z+ matrix presentation with the rel-
evant part M being a n2×n matrix; further, M consists of n blocks of
n× n matrices:
M =

A1
...
An−1
An
 .
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Define X ′(κ) = {M ∈ X(κ) | pL(M) 6= 0}, where L is the n-tuple
(n(n− 1) + 1, . . . , n2) (note that pL(M) = |An|). Then X ′(κ) embeds
into the affine subspace of Mn2×n(K) with lowest block equal to the
identity. For λ a partition of n, define X ′(λ) = X(λ) ∩ X ′(κ) (here,
X(λ) = X(wλ)).
Consider the morphism φ : N → Mn2×n given by
φ(N) =

Nn−1
...
N
I
 .
Lusztig has shown (cf. [17], [18], [20])
Theorem 5.2.2. φ|Nµ : Nµ → X
′(µ) is an isomorphism of affine
varieties.
For the rest of this section, we shall denote
E = Kn, Y = Mn(K) , A = K[xi,j]1≤i,j≤n ,
K being our algebraically closed field of arbitrary characteristic. We
further denote X := (xi,j) the n× n generic matrix, Jµ = the defining
ideal of Nµ, and Aµ := A/Jµ the coordinate ring of Nµ.
We are interested in the properties of the coordinate ring Aµ such as
normality, rational singularities, equations, etc. Since normality and
rational singularities are known, we really want to concentrate on the
equations.
By the results of [22] on the simultaneous Frobenius splitting, the
coordinate ring Aµ is normal and Cohen-Macaulay (in fact the Springer
type resolution of Nµ is rational). Donkin (cf. [3]) showed that the
coordinate ring of N has a good filtration i.e. it is filtered by the Schur
functors.
The defining equations are known (in a characteristic free way) for
the following two classes of partitions:
(a) µ = (r, 1n−r) is a hook. These are nilpotent matrices of rank ≤ r−1.
The defining ideal is generated by the r minors of a generic n× n ma-
trix and the invariants (namely, the coefficients of the characteristic
polynomial). These varieties are complete intersections in the corre-
sponding determinantal varieties.
(b) µ = (2r, 1n−2r). These are the nilpotent matrices with the square
being zero, of rank ≤ r. In this case the defining equations are the en-
tries of the square of our matrix, the invariants and the (r+1) minors.
The minimal generators are the entries of the square of the matrix and
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one irreducible representation of highest weight (1r+1, 0n−2r−2, (−1)r+1)
given by cosets of (r + 1) minors.
Let X be a generic n × n matrix. Consider the following n2 × n
matrix M :
M := M(X) :=

Xn−1
...
X
I

For a given µ we denote by Fm,µ the span in Aµ of the products of
≤ m cosets of maximal minors of the matrix M in Aµ. We have by
definition
Fm,µ ⊂ Fm+1,µ
We denote by M(i1, . . . , in) the maximal minor of M corresponding to
the rows i1, . . . , in, for 1 ≤ i1 < . . . < in ≤ n2.
Let us start by formulating a general conjecture regarding the spaces
Fm,µ. Let E = Kn.
Conjecture: Let λ = (λ1, . . . , λs) be the partition conjugate to µ.
Then there is a characteristic free isomorphism of SL(E)-modules
Fm,µ = Lλm1 E ⊗ . . .⊗ Lλms E
where for a partition ν = (ν1, . . . , νr), LνE denotes the Weyl module
with highest weight (ν1, . . . , νr).
Remark 5.2.3. In characteristic 0, the conjecture follows from Corol-
lary 5.1.3 (cf. [21, 25]).
Our goal is to provide the explicit straightening of the products of
minors of M to the “standard products” of maximal minors. Such
straightening gives another presentation of the ring Aµ with the set
of generators consisting of minors spanning F1,µ other than the minor
M(n(n− 1) + 1, n(n− 1) + 2, . . . , n2) which is equal to 1. Notice that
these generators include the entries xi,j = ±M(n(n− 2)+ i, n(n− 1)+
1 . . . , n(n−1)+ j−1, n(n−1)+ j+1, . . . , n2) for 1 ≤ i, j ≤ n. In view
of Theorem 5.2.2 we have:
Proposition 5.2.4. The straightening relations on X(µ) among the
Plc´ker co-ordinates(withM(n(n−1)+1, n(n−1)+2, . . . , n2) specialized
to 1) give a set of generators of the defining ideal Jµ (here, X(µ) is the
affine Schubert variety associated to µ).
The trouble is that even if such a straightening is described, still in
order to get a set of generators of Jµ (in terms of the matrix entries
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xij), we need to replace the generators of F1,µ other than the minors
M(n(n−2)+i, n(n−1)+1 . . . , n(n−1)+j−1, n(n−1)+j+1, . . . , n2)(=
xij) for 1 ≤ i, j ≤ n, by suitable polynomial expressions in the xij ’s.
5.3. Kostka-Foulkes polynomials. We will describe the equations
of the ideals Jµ over the field of characteristic zero. This description
was given in [27]. Here we give a proof that brings out the role of the
spaces F1,µ.
Let us fix n and µ. Let us also fix a dominant integral weight α =
(α1, . . . , αn) for GL(n), namely, αi ∈ Z and α1 ≥ α2 ≥ . . . ≥ αn. We
denote by SαE, the Schur module associated to α. The ring Aµ is a
graded ring. Let us denote by mα,µ,i the multiplicity of SαE in the i-th
graded component of Aµ. We define the series
Pα,µ(q) :=
∑
i≥0
mα,µ,i q
i
We call the series Pα,µ(q) the Poincare series corresponding to the
weight α and to the orbit N 0µ . Notice that the series Pα,µ(q) is non
zero only when α1 + . . . + αn = 0. We will assume this throughout
this section. All series Pα,µ(q) are polynomials since by a formula of
Kostant the total multiplicity of SαE in A(n) equals the multiplicity of
the zero weight in SαE.
The polynomials Pα,µ(q) have a very interesting connection with
the Kostka-Foulkes polynomials (see [19] for the definition of Kostka-
Foulkes polynomials). This connection is related to Kraft’s construc-
tion of intersecting with the diagonal which we now describe.
Let I ⊂ A(= K[xij ]) be the defining ideal of the set of diagonal
matrices, i.e. the ideal generated by the elements xi,j with i 6= j. We
define the algebras
B = A/I,Bµ′ := A/(I + Jµ)
where µ′ is the partition conjugate to µ; the reason for using the conju-
gate partition µ′ to label the algebra is that socle of Bµ′ is the Specht
module Σµ
′
).
The algebras B,Bµ′ are graded algebras. There are natural actions of
the symmetric group Sn on the graded algebras B,Bµ′ . Indeed, we can
embed Sn into GL(E) by sending a permutation to the corresponding
permutation matrix. This defines an action of Sn on A. The ideals
I, I+Jµ are Sn-stable; hence we obtain natural actions of Sn on B,Bµ′ .
These actions are compatible with the natural surjections B → Bµ′ ,
Bµ → Bν (where ν is less than µ in the dominance order). We denote
by Iµ′ the kernel of the surjection B → Bµ, i.e., Bµ′ = B/Iµ′.
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We have natural restriction maps ψ : A → B, ψµ : Aµ → Bµ′ . We
will denote the image of the element xi,i in the algebras B,Bµ′ by yi.
The action of Sn on B,Bµ is given by
σ(yi) = yσ(i)
For a partition λ of n we denote by Σλ the Specht module. Let R be
the representation ring of the symmetric group Sn. For a representation
V of Sn we denote by [V ] its class in R. We also consider the polynomial
ring R[q] over R in a variable q. For a partition µ of n we define the
element K˜µ(q) ∈ R[q] (cf. [19]) as
K˜µ(q) =
∑
i≥0
[Bµ,i]q
i
where Bµ,i denotes the i-th graded component of Bµ. We can write:
K˜µ(q) =
∑
λ
K˜λ,µ(q)[Σ
λ] .
The polynomials K˜λ,µ(q) were extensively studied in several contexts.
In [19], ch III. §6] they were defined as the transition polynomials for
the Hall-Littlewood symmetric functions. In [2, 4] it was shown that
the definition above and the one in [19] agree. For two partitions λ, µ
denote
aµ,λ,i := the multiplicity of Σ
λ in the ith graded component of Bµ
Define
rµ,λ(q) =
∑
i≥0
aµ,λ,iq
i
The following Proposition was conjectured in [11] and proved in [2].
Proposition 5.3.1. Let µ be a partition of n and let µ′ := (µ′1, . . . , µ
′
t)
be the conjugate partition.
(1) The representation of Sn on Bµ is isomorphic to the induced
representation from the trivial representation of Sµ′1 × . . .× Sµ′t
to Sn.
(2) The polynomial rµ,λ(q) is equal to the polynomial K˜µ,λ(q) :=
q−n(λ)Kµ,λ(q
−1) whereKµ,λ(q) is the Kostka-Foulkes polynomial(cf.
[19]).
The families of polynomials Pα,µ(q) and K˜λ,µ(q) overlap in several
important cases. The first occurrence is when µ = (n). Let µ be
a partition of n and let α = (α1, . . . , αn) be a dominant weight for
GL(n) with α1+ . . .+αn = 0. Let αn = −k. We can define a partition
λ := λ(α) of nk by setting λ = (α1 + k, . . . , αn + k).
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Proposition 5.3.2. (cf. [5, 6]) We have Pα,(n)(q) = K˜λ,(kn)(q).
The next occurrence deals with the following special kind of domi-
nant weights for GL(E): let Wn1 denote the set of dominant weights
α = (α1, . . . , αn) for GL(E) with α1 + . . . + αn = 0, αn = −1. Such
weights are sometimes called the weights of level one. Let Pn denote
the partitions of n. We have a bijection
⋄ :Wn1 → Pn, ⋄(α) = (α1 + 1, . . . , αn + 1)
Theorem 5.3.3. Let µ be a partition of n and let α = (α1, . . . , αn) be
in Wn1 . Let λ = ⋄(α), i.e. λ = (α1 + 1, . . . , αn + 1). Then we have
Pα,µ(q) = K˜λ,µ′(q)
Proof. This follows from [28], §6. 
Theorem 5.3.3 gives another interpretation to the spaces Fm,µ related
to the matrix M defined at the beginning of this section.
We now give a representation-theoretic interpretation for F1,µ in
characteristic zero.
Proposition 5.3.4. Let K be a field of characteristic zero. Let Gm,µ be
the isotypic component of Aµ consisting of all representations S(α1,...,αn)E
with αn ≥ −m. Then Gm,µ = Fm,µ.
Proof. Let firstm = 1. We know (by representation theory) that F1,µ ⊂
G1,µ Indeed, the maximal minors of the matrix M span the subspace
whose GL(n)-representation type is a sub representation of
∧nE∗⊗W
where W is a polynomial representation of GL(n) of degree n (degree
being with respect to the matrix entries).
We will show that for dimension reasons we in fact have equality.
For a weight (α1, . . . , αn) with αn = −1, α1 + . . . + αn = 0, consider
the partition ν(α) := (α1 + 1, . . . , αn + 1)(= ⋄(α)). Then by Theorem
5.3.3, the subspace G1,µ has the decomposition to isotypic components
given by Kostka-Foulkes polynomials:
G1,µ =
⊕
α : αn=−1
α1+···+αn=0
K˜µ′,ν(α)(1)SαE .
Thus we see that as an SL(E)-module, we have
G1,µ = Sλ1E ⊗ . . .⊗ SλsE ,
(λ1, · · · , λs) being the partition conjugate to µ; hence we obtain G1,µ =
F1,µ. (Note that in view of Remark 5.2.3 and Corollary 5.1.3, F1,µ =
Lλ1E ⊗ . . .⊗ LλsE .)
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For arbitrary m it is clear that the subspace Gm,µ contains Fm,µ. The
equality is also clear because the space F1,µ generates Aµ as an algebra,
and the equality is true for the case of the nullcone µ = (n) (we have
the dimension argument working for arbitrary m in that case). 
Corollary 5.3.5. Let F1,µ,d be the d-th graded component of the space
F1,µ. we have∑
d≥0
qdchar(F1,µ,d) =
⊕
α : αn=−1
α1+···+αn=0
K˜µ′,ν(α)(q)SαE
5.4. Equations of nilpotent orbit closures. Let us investigate the
setting of Theorem 5.3.3 more closely. Notice that the Specht module
Σ⋄(α) can be defined as the set of vectors in SαE of weight zero. This
means that the restriction map ψµ : Aµ → Bµ′ takes the isotypic
component of type α in Aµ to the isotypic component of type λ := ⋄(α)
in Bµ′ . Thus Theorem 5.3.3 can be strengthened as:
Theorem 5.4.1. Let n, λ, α, µ be as above. Let Aαµ, B
λ
µ denote the
isotypic components of Aµ, Bµ respectively. Then the restriction map
induces isomorphisms
ψαµ : A
α
µ → B
λ
µ′
Proof. First we prove the proposition for µ = (n). Recall that T1, . . . , Tn
(the coefficients of the characteristic polynomial of the generic n × n
matrix) are the basic invariants in A. Denote ej := ej(y1, . . . , yn) the
elementary symmetric functions in y1, . . . , yn. Consider the Koszul
complexes K(T1, . . . , Tn;A) and K(e1, . . . , en;B). The restriction map
induces a map of complexes
res : K(T1, . . . , Tn;A)
α → K(e1, . . . , en;B)
λ
which is an epimorphism on each term. Both complexes are acyclic with
zero homology groups being Aα(n) and B
λ
(1n) respectively. It follows by
diagram chase that the induced restriction map ψα(n) : A
α
(n) → B
λ
(1n) is
an epimorphism. Since the dimensions of both spaces are the same by
Theorem 5.3.3, the map is an isomorphism as claimed.
To prove the general case we consider the commutative diagram
Aα(n)
ψα
(n)
→ Bλ(1n)
↓ ↓
Aαµ
ψαµ
→ Bλµ′
Since the vertical maps and the upper horizontal map are epimorphisms
it follows that ψαµ is also an epimorphism. Again by Theorem 5.3.3 the
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vector spaces Aαµ and B
λ
µ′ have the same dimension, so the map ψ
α
µ is
an isomorphism and we are done. 
Let Adµ, B
d
µ′ denote the elements of degree d in Aµ, Bµ′ respectively.
We will need the following lemma regarding the multiplication by ele-
ments of degree one in A and B.
Lemma 5.4.2. Let µ, α, λ, be as above. Consider a representation
SαE contained in A
d
µ and its restriction Σ
λ contained in Bdµ′. Then the
vector subspace (Σλ)B1µ′ of B
d+1
µ′ is the epimorphic image (by the restric-
tion maps in corresponding weights) of the vector subspace (SαE)A
1
µ of
Ad+1µ .
Proof. The vector space B1µ′ is isomorphic to the Specht module Σ
(n−1,1)
(except for the trivial case µ = (1n)). Let us investigate the tensor
product Σλ ⊗K Σ
(n−1,1) as a Sn-module with the diagonal action of
Sn. Let us denote by [λ, 1] the set of partitions which differ from λ
by exactly one box. Let d(λ) denote the number of corner boxes in λ
diminished by one. It is well known that the above tensor product has
the following decomposition.
Σλ ⊗K Σ
(n−1,1) = ⊕ν∈[λ,1]Σ
ν ⊕ (Σλ)d(λ).
The vector space A1µ is isomorphic to S(1,0n−2,−1)E (except for the
trivial case µ = (1n)). Littlewood-Richardson Rule implies the tensor
product decomposition
SαE⊗S(1,0n−2 ,−1)E = ⊕ν∈[λ,1]S⋄−1(ν)E⊕(SαE)
d(λ)⊕⊕β /∈P(1)SβE
⊕m(α,β) .
Here m(α, β) denotes the multiplicity of SβE.
Moreover, since the Specht module Σ⋄(α) is obtained from SαE by
restricting to weight 0, one concludes that the restriction to weight zero
induces the epimorphism from the first two summands in the second
decomposition to the tensor product Σλ ⊗W Σ(n−1,1). Let us call the
sum of the first two summands in the second decomposition by (SαE⊗
S(1,0n−2,−1)E)P(1). The lemma follows by a chase of the diagram:
(SαE ⊗ S(1,0n−2,−1)E)P(1) →֒SαE ⊗ S(1,0n−2,−1)E→ A
1
µ ⊗ A
d
µ →A
d+1
µ
hց ↓ ↓ ↓
Σ(n−1,1) ⊗ Σλ →B1µ′ ⊗ B
d
µ′→B
d+1
µ′
taking into account that the map h and all vertical maps are epimor-
phisms. 
Theorem 5.4.1 and Lemma 5.4.2 allow us to describe explicitly the
generators of the ideals Jµ, thus giving a new proof of the result of the
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last author (cf. [27]). The main idea is that we know for other reasons
that the equations of Jµ have to belong to the subspace F1,µ and we
know the generators of the ideals Iµ′ .
Let us define the spaces Vi,p. They are defined for 0 ≤ i ≤ min(p, n−p).
The space Vi,p is contained in the span of p× p minors of X (which we
identify with ∧pE⊗∧pE∗). The subspace Vi,p is spanned by the image
of the map
∧iE ⊗ ∧iE∗
1⊗tr(p−i)
−→ ∧iE ⊗ ∧iE∗ ⊗ ∧p−iE ⊗ ∧p−iE∗ −→ ∧pE ⊗ ∧pE∗
where the last map is a tensor product of exterior multiplication. The
space Vi,p can be alternatively defined as a span of linear combinations∑
|J |=p−i
X(P, J |Q, J)
for all subsets P,Q of [1, n] of cardinality i. Here X(P |Q) denotes the
minor of X corresponding to rows indexed by P and columns indexed
by Q.
The main result of [27] is:
Theorem 5.4.3. The ideal Jµ is generated by the spaces V0,p (1 ≤ p ≤
n) and by the spaces Vi,µ(i) (1 ≤ i ≤ n) where µ(i) := µ1+· · ·+µi−i+1.
Let us look at the equations defining the algebra Bµ′ . The restrictions
of the representations Vi,p that vanish on Yµ certainly map to zero in
Bµ′ . The main point of our proof of Theorem 5.4.3 is that one can
prove using only combinatorial means to show that the restrictions of
the representations Vi,p described in Theorem 5.4.3 generate the ideal
Iµ′ . More precisely, we will use the generators of Iµ′ of (cf. [4]) described
below in Proposition 5.4.4 (note that our µ is µ′ in [4]).
Let S = {j1, . . . , jk} be a subset of [1, n]. For every r, 1 ≤ r ≤ #S,
we define er(S) to be the r-th elementary symmetric function in the
variables yj1, . . . , yjk .
Proposition 5.4.4. The ideal Iµ′ is generated by the following set Cµ
of symmetric functions on subsets of variables y1, . . . , yn.
Cµ = {er(S) | k ≥ r > k−dk(µ), #S = k, S ⊂ [1, n]}
where dk(µ) = µn−k+1 + · · ·+ µn.
Proposition 5.4.5. The algebra Bµ′ is the factor of B by the ideal Iµ′
generated by the restrictions of the representations Vi,µ(i) where µ(i) =
µ1 + . . .+ µi − i+ 1 (which are zero if i > min(µ(i), n− µ(i))) and by
the elementary symmetric functions ej(y1, . . . , yn).
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Proof. We compare the restrictions of representations Vi,p to the gener-
ators exhibited in Proposition 5.4.4. The restriction of Vi,p is the span
of elements of the form yj1 . . . yjiep−i(yji+1, . . . , yjp). where j1, . . . , jp are
distinct elements of [1, n].
Let us perform induction on i. For i = 0, we get all elementary
symmetric functions in y1, . . . , yn which can generate all elements of
Cµ with #S = n. For i = 1, we get all the symmetrizations of the
functions y1ep−1(y2, . . . , yn). Modulo elementary symmetric functions
we can, however, write
y1ep−1(y2, . . . , yn) ≡ −ep(y2, . . . , yn)
because
ep(y1, . . . , yn) = y1ep−1(y2, . . . , yn) ≡ ep(y2, . . . , yn).
This gives us the functions in Cµ corresponding to #S = n − 1, since
the condition p > n− 1− dn−1(µ) means exactly p > µ1 − 1.
For i = 2 we get the symmetrizations of the functions y1y2ep−2(y3, . . . , yn).
But modulo the elements which are restrictions of those from V1,p and
V0,p we have
y1y2ep−2(y3, . . . , yn) ≡ −ep(y3, . . . , yn)
because ep(y1, . . . , yn) can be written as
ep(y3, . . . , yn)+y1ep−1(y3, . . . , yn)+y2ep−1(y3, . . . , yn)+y1y2ep−2(y3, . . . , yn)
The condition r > n − 2 − dn−2(µ) means exactly p > µ1 + µ2 − 2 so
we generate in this way all elements in Cµ with #S = n− 2.
Continuing in this way we prove that Cµ is contained in the ideal
generated by the restrictions of the representations Vi,p listed in (8.2.5)
of [28] which proves the proposition. 
Proof of Theorem 5.4.3. First of all we need to know that the geomet-
ric method of calculating syzygies applied to a Springer type desingu-
larization of Nµ allows to show that the ideal Jµ is generated by the
representations of type S(1i,0n−2i,(−1)i)E for 0 ≤ i ≤
n
2
. This is Corollary
(8.1.7) in [28].
We investigate the restriction map ψµ on the isotypic spaces corre-
sponding to weights α(i) = (1i, 0n−2i, (−1)i), λ(i) = (2i, 1n−2i). Con-
sider the restriction map
ψα(i)µ : A
α(i)
µ → B
λ(i)
µ′
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This map is an isomorphism. Consider the diagram
A
α(i)
(n)
ψ
α(i)
(n)
−→ Bλ(i)(1n)
↓ ↓
A
α(i)
µ
ψ
α(i)
µ
−→ Bλ(i)µ′
where the horizontal maps are the restriction isomorphisms and the
vertical maps are natural surjections.
Denote by J ′µ the ideal generated by the representations defined in
Theorem 5.4.3. By [28], Lemma 8.2.1, we have that J ′µ ⊂ Jµ.
Assume that there is a representation Sα(i)E in A
α(i)
(n) which is not
in the ideal J ′µ. Take such a representation of minimal possible degree
d. It is therefore among the generators of Jµ. It maps down to zero
in A
α(i)
µ and therefore its image Σλ(i) in B
λ(i)
(n) is generated by elements
of lower degree in Iµ′ . Therefore there is a representation Σ
ν in degree
d− 1 in Iµ′ for which Σ
λ(i) is contained in the product (Σν)S1µ′ .
This however means by Lemma 5.4.2 that Sα(i)E is in the product
(SβE)A
1
µ where SβE is the representation restricting to Σ
ν . Since SβE
is in Jµ, we get a representation in lower degree in Jµ but not J
′
µ. Since
Jµ is generated by representations of weights λ(i), we can get in lower
degree a representation of a weight λ(j) which is in Jµ but not J
′
µ. This
gives a contradiction to the minimality of d.
Remark 5.4.6. There are fascinating combinatorial expressions for
the polynomials K˜λ,µ(q) due to Lascoux and Schu¨tzenberger (cf. [15]).
They define a statistic, the charge, on the set ST(λ)µ of standard
tableaux of shape λ and of content µ (i.e. containing µ1 1’s, µ2 2’s,
and so on) such that:
K˜λ,µ(q) =
∑
T∈ST(λ)µ
qcharge(T )
A general conjecture, giving the combinatorial description of Pα,µ(q)
for arbitrary α, is described in [26] and proved for special partitions µ.
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