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A evolução da tecnologia e da sociedade impôs um ritmo 
exigente ao crescimento dos sistemas de informação, tanto na qualidade 
como nas funcionalidades que facultam. Na área da saúde, a evolução 
dos sistemas de informação traduziu-se no surgimento de vários sistemas 
especializados e fontes heterogéneas de informação clínica. O acesso 
unificado a esse património de dados fragmentado passa pela adopção de 
soluções de integração de sistemas e conteúdos. A Rede Telemática da 
Saúde (RTS) da região de Aveiro é uma rede que procura implementar 
métodos para a partilha segura de dados entre instituições de saúde. Para 
isso, utiliza um motor de integração que acede aos sistemas de 
informação existentes de um modo não intrusivo e flexível para criar 
uma vista unificada da informação dos utentes.   
Com a entrada em produção da RTS, sentiu-se a necessidade de 
dispor de mecanismos para monitorar a execução dos processos 
distribuídos de integração, de modo a compreender a qualidade de 
serviço da rede, disponibilidade das fontes e análise dos pontos críticos 
da execução dos algoritmos de integração. Pretendia-se com a melhor 
compreensão dos processos existentes, introduzir optimizações, 
especialmente ao nível do motor de integração, que apresentava algumas 
limitações de desempenho. 
Destas necessidades surgem os objectivos a alcançar: a 
construção de uma ferramenta que permita o controlo e análise do 
desempenho e comportamento da rede e a optimização do algoritmo de 
integração, procurando melhorá-lo em função das características 
observadas na rede. 
No âmbito desta contribuição, avaliámos o algoritmo de 
integração pré-existente no sentido de identificar pontos de 
estrangulamento e propusemos algumas melhorias. Esta análise é 
suportada num conjunto de ferramentas que foram desenvolvidas, 
permitindo o registo de tempos de execução e a sua análise em gráficos. 
Apresentamos resultados obtidos antes e depois da intervenção ao nível 
do motor de integração. 
Os resultados ajudam a perceber a importância da optimização do 
algoritmo do motor de integração. As ferramentas de monitorização 
desenvolvidas foram introduzidas em produção, assistindo a análise do 

























Service Oriented Architectures, Web Services, telematic services 
networks, health information systems, distributed data bases, 
heterogeneous sources integration. 
Abstract 
 
The technology and society evolution make the information 
systems grow up, either in quality as in the supplied services. In health 
area, the quality is quite relevant: there are several and heterogeneous 
information sources that share of clinica and confidential information. 
The modern Information Society requirements forces the 
technology to develop in a fast and demanding pace, either in quality as 
in the supplied functionalities. In healthcare, the evolution of 
information systems has lead to the coexistence of specialized 
information systems and heterogeneous clinical data sources. The 
unified access to fragmented data in this domain requires the 
development of solutions integrating both systems and their content. The 
“Rede Telemática da Saúde” (RTS) aims at implementing such methods, 
allowing to securely share clinical data between healthcare institutions. 
The RTS makes use of a integration engine, which accesses the data 
sources in a flexible and non-intrusive way, to create a unified view of 
patients information. 
The introduction of RTS in a production environment raised a 
need for mechanisms to control the distributed integration processes, 
allowing the analysis of the network quality and the information sources 
availability. With these analysis mechanisms, it was possible to 
introduce some optimizations in the system, specially in the integration 
engine module, which was having some performance limitations. 
These needs set the scenario for this contribution: to build a 
toolkit allowing collecting distributed processes monitoring data and 
supporting its analysis. This information would them allow to assess the 
current deployments and support the integration engine optimization. 
The existing algorithm was assessed to find bottlenecks using the 
tools here described and resedign to optimize the long execution times. 
The results before and after the intervention are presented and 
discussed. 
The results obtained help to understand the impact of the 
integration engine optimization. Additionally, the monitoring tools were 
deployed in the production environment, assisting in the network 
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A integração de sistemas de informação em saúde tem vindo a ser objecto de I&D 
no Instituto de Engenharia Electrónica e Telemática da Aveiro (IEETA). Há já vários 
anos que esta Unidade procura apoiar as instituições prestadoras de cuidados através 
da introdução de tecnologia, desde a instrumentação à integração de sistemas. 
Um dos projectos recentes do IEETA é a Rede Telemática de Saúde, no âmbito do 
qual esta contribuição se insere. 
A Rede Telemática da Saúde (RTS) implementa uma infra-estrutura de 
Tecnologias de Informação e Comunicação (TIC) para agilizar a comunicação clínica 
na região de Aveiro. Desenvolvida no âmbito do projecto RTS homónimo 
(www.rtsaude.org), a rede coloca novas possibilidades de acesso integrado a Sistemas 
de Informação (SI) existentes e de comunicação electrónica entre profissionais de 
saúde. A RTS lança bases para quebrar as barreiras de isolamento entre as fontes de 
conhecimento clínico, disponíveis na região e pertinentes para a continuidade de 
cuidados. Utilizando a RTS, um médico pode, através de um “Portal Regional de 
Saúde”, aceder do seu posto de trabalho (e.g.: Centro de Saúde em Sever do Vouga) à 
informação clínica do seu doente gerada em outras instituições (e.g.: consulta no 
Hospital Infante D. Pedro, Aveiro), entre outras funcionalidades. A RTS encontra-se 
operacional, em fase experimental, em 10 instituições, contando com mais de 120 
utilizadores clínicos.  
Partindo desta base, torna-se agora oportuno evoluir a RTS, não só para integrar 
novas funcionalidades como para aperfeiçoar os processos telemáticos subjacentes.   
Uma das áreas identificadas para acolher novos desenvolvimentos, e que veio a 
originar esta contribuição, prende-se com a introdução de mecanismos mais 
robustos para a construção de catálogos da informação disponível, melhorando os 







O objectivo geral desta proposta de dissertação é melhorar o processo de 
actualização do índice unificado da informação disponível (catálogo) do motor de 
integração de dados clínicos já existente e conceber e implementar instrumentos de 
medição de desempenho e monitorização. 
Mais especificamente, pretende-se: 
• Desenvolver uma ferramenta que permita a monitorização dos processos que 
ocorrem na rede e controlar o desempenho dos mesmos. Esta ferramenta 
servirá para analisar o comportamento da rede, obter informação acerca do 
mesmo e tomar de decisões com base na informação extraída dos dados 
disponibilizados. 
• Com base na ferramenta de análise da rede desenvolvida, pretende-se 
melhorar o algoritmo do processo de actualização do catálogo, procurando 
optimizar o seu desempenho, tanto ao nível do tempo de execução, como ao 
nível da carga de informação que circula na rede; 
• Colocar a ferramenta desenvolvida e a optimização do motor de integração de 
dados em produção, como meio de validação das intervenções realizadas; 
Estes objectivos serão construídos a partir dos resultados obtidos no projecto RTS, 
o que implica um estudo da implementação pré-existente e encontrar os pontos de 
intervenção adequados.  
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1.3 Estrutura da Dissertação 
Os assuntos expostos na presente dissertação organizam-se em 5 secções 
distintas, organizadas por temas de pesquisa e desenvolvimento de trabalho. 
Assim, no capítulo Introdução, é apresentado o enquadramento do trabalho 
desenvolvido e a respectiva motivação, sendo detalhados os  objectivos propostos e o 
contexto de situação real onde irá ser aplicado. 
No capítulo Estado de Arte, é apresentada uma visão geral do estado actual das 
tecnologias utilizadas e uma panorâmica global dos sistemas similares no propósito 
desenvolvidos além fronteiras, sendo depois explorado o projecto da RTS (Rede 
Telemática da Saúde), que serve de suporte do motor de integração desenvolvido. É 
também desenvolvido em detalhe o tema do processo clínico electrónico (Electronic 
Health Record), já que constitui o suporte de armazenamento dos dados clínicos, e 
por conseguinte é um conceito relevante para o tema. Os paradigmas na integração de 
informação e processos são outro tema explorado juntamente com as principais 
tecnologias utilizadas na concepção do trabalho. 
No capítulo Uma arquitectura orientada a serviços para a integração 
regional de informação de saúde, é descrita em detalhe o motor de integração e a 
arquitectura do sistema da Rede Telemática de Saúde, proporcionando uma visão 
global do funcionamento do sistema e da área de intervenção desta contribuição para 
o sistema. 
No capítulo Motor de Integração de Dados Clínicos Distribuídos: Estratégias 
de Actualização de Catálogo e sua Monitorização, é apresentado todo o processo 
de desenvolvimento e implementação da solução, sendo detalhados os passos 
relevantes para a construção da solução final, e que é objecto de avaliação. 
No capítulo Resultados e Conclusões, são apresentados os resultados e 
conclusões alcançadas no cumprimento dos objectivos iniciais. 
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2 Estado de Arte 
2.1 Processo Clínico Electrónico (EHR) 
O Processo Clínico Electrónico (Electronic Health Record) procura manter, em 
formato digital, uma compilação dos registo de saúde de um paciente, incluindo 
informação específica acerca de episódios médicos que se registaram, tratamentos 
que o paciente esteja a realizar, estilo de vida e medicação prescrita. [1] 
Este modo de preservar informação acerca de um paciente, permite a partilha de 
dados entre sistemas computacionais distintos, promove a standardização do 
armazenamento de informação médica, melhora o desempenho dos profissionais de 
saúde e reduz a probabilidade de erro médico na interpretação de registos e/ou 
processamento dos dados de um paciente. [2] 
 
Figura 1 - Modalidades incluídas no processo clínico multimédico 
A Figura 1 mostra como as várias modalidades incluídas no processo clínico 
multimédico se relacionam para criar o processo clínico electrónico. O propósito 
deste processo é permitir a partilha dos mesmos entre as várias instituições clínicas do 
sistema, recolhendo informação das várias fontes do sistema distribuído. Assim, é 
necessário garantir que os dados do paciente não serão distribuídos nem acedidos 
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desnecessariamente sem a autorização do paciente, ou seja, é preciso ter em 
consideração questões de segurança e privacidade dos dados. As questões técnicas são 
também um problema, já que conciliar informação de diferentes especialidades 
médicas, eventos de radiologia e registos de patologias não é tarefa fácil, pois todos 
necessitam de registar informação diferente, complexa e com grande carga de 
conhecimento associado. 
Em suma, os dados demográficos de um paciente, a seu histórico médico, exames 
e registo dos progressos na recuperação de uma doença, descrição de alergias e testes 
laboratoriais, imagens de radiologia e fotografias clínicas, informação de medicação 
prescrita e efeitos secundários são alguns dos dados armazenados digitalmente no 
processo clínico electrónico, o que, comparativamente com o registo físico dos 
mesmos dados, traz notórias vantagens na prestação de serviços médicos. [2] 
Os registos físicos requerem espaço para armazenamento, e, quando não são mais 
necessários, o suporte físico (papel, radiografias...) fica a ocupar espaço, ao passo que 
os registos digitais reduzem a ocupação de espaço, o desperdício de papel e por 
conseguinte os custos. Além disso, quando os registos em papel se encontram em 
locais diferentes, transportá-los e recolhê-los num único local para serem analisados 
por um médico consome tempo, e quando um único registo é necessário em vários 
locais, é necessário enviá-los por fax ou correio, fotocopiá-los e transportá-los, o que 
implica igualmente custos. [2] 
O processo clínico electrónico permite poupar tempo e dinheiro, ao permitir que 
vários sistemas computacionais acedam a um único local onde os dados estão 
armazenados. Promove também a redução de erros médicos pela standardização de 
dados inseridos, terminologias, abreviaturas e formulários e por evitar que os dados 
sejam manuscritos. 
Há algumas características que um processo clínico electrónico deve ter 
associadas, para alcançar as vantagens acima referidas [2]:  
• a informação deve ser passível de ser continuamente actualizada;  
• os dados vindos de um EHR devem poder ser usados anonimamente para 
estatísticas, de modo a melhorar a qualidade do serviço e fornecer uma visão 
global do estado de saúde da população, de modo a permitir um rastreio 
actualizado de doenças da população; 
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• a informação deve ser capaz de “viajar” entre diferentes sistemas de 
tratamento de registos electrónicos – interoperabilidade – para facilitar a 
coordenação de prestação de serviços médicos. 
Este conceito de processo clínico electrónico é recente e é o futuro, mas coloca 
dificuldades inerentes à construção de um sistema de dados integrados:  
• é necessário migrar de um sistema de armazenamento em suporte físico para 
um sistema de armazenamento em suporte digital. Esta migração representa 
um problema, já que aos registos manuscritos é difícil de aplicar 
reconhecimento de padrões para reconhecer a escrita, e a simples digitalização 
dos registos não é suficiente para poder digitalizar o registo em causa, pois 
nem todos respeitam os standards adoptados para a inserção de dados. 
Obviamente que a migração manual dos registos é impraticável, já que 
existem milhões de registos para serem migrados; 
• é necessário implementar um método de sincronização dos registos, pois num 
sistema distribuído, onde os dados residem em locais diferentes, é necessário 
fazer actualizações consistentes de modo a preservar a integridade dos dados 
que lá residem; 
• é necessário impôr requisitos de privacidade dos dados – na Europa, a 
Directiva 95/46/EC do Parlamento e Conselho Europeus de 24 Outubro 1995, 
protege o manuseamento e acesso de dados confidenciais. 
Outros problemas são as limitações de hardware, custos iniciais da construção do 
sistema computacional e licenças de software, formação de técnicos e profissionais e 
as barreiras legais que é necessário transpor para implementar um sistema deste tipo. 
Como já foi referido, a base de todo o processo de implementação de um sistema 
que permita armazenar os dados de um utente é a existência de regras e padrões 
standard que controlem o processamento e a estrutura de armazenamento dos 
dados. [3] Estes standards são regulados por organizações, cada uma com funções 
específicas (Tabela 1):  
Organismo Sinopse 
Consolidated Health Informatics 
Initiave (CHI) 
Regula a adopção do EHR nos Estados 
Unidos 
Certification Commission for 
Healthcare Information Technology 
(CCHIT) 
Organização privada que avalia e desenvolve 
certificações para os HER e assegura a 
interoperabilidade das redes EHR (USA) 
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Integrating the Healthcare Enterprise 
(IHE) 
Consórcio, patrocinado pelo HIMSS, que 
recomenda a integração da comunicação dos 
dados dos EHR usando os protocolos HL7 e 
DICOM 
American National Standards Institute 
(ANSI) 
Faz a acreditação dos standards nos USA e 
coordena a operabilidade dos mesmos com 
os standards internacionais 
Healthcare Information and 
Management Systems Society 
(HIMSS) 
Uma organização internacional de 
provedores de tecnologias informáticas para 
a saúde 
American Society for Testing and 
Materials 
Consórcio de cientistas e engenheiros que 
promovem a adopção de standards 
internacionais 
openEHR Promove guidelines para EHR opensource 
World Wide Web Consortium (W3C) Promove standards de comunicação web 
para prevenir a fragmentação do Mercado 
Clinical Data Interchange Standards 
Consortium (CDISC) 
Uma organização sem fins lucrativos que 
desenvolve standards para os dados clínicos 
independentes da plataformas 
 
Tabela 1 - Organizações Reguladoras de Standards 
Estas organizações promovem a adopção de standards, para permitir a 
interoperabilidade não só entre sistemas distribuídos na mesma área geográfica mas 
também entre instituições de nacionalidades diferentes. São esses standards: 
• HL7 – protocolo de comunicação de texto entre o hospital/sistema de registo e 
o sistema de gestão; 
• DICOM – protocolo internacional de comunicação que representa e transmite 
dados baseados em imagens, patrocionado pela NEMA (National Electrical 
Manufacturers Association) e pelo ACR (American College of Radiology); 
• CEN - CONTSYS (EN 13940), suporta a continuação da standardização de 
registos de saúde; 
• CEN - HISA (EN 12967), um serviço standard para a comunicação entre 
sistemas num ambiente de informação clínica; 
• CEN - EHRcom (EN 13606), standards para a comunicação da informação 
relativa aos processos clínicos electrónicos na Europa;  
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2.2 Normas para Representação e Comunicação de Informação Clínica 
2.2.1 HL7 
A designação HL7 [4] significa “Health Level 7”, que deriva do facto do do 
protocolo HL7 ser aplicado na camada mais elevada do modelo OSI, como ilustrado 
na Figura 2. 
 
Figura 2 - Camada de aplicação do protocolo HL7 
O protocolo HL7 foca em primeiro lugar as definições dos dados a serem 
comunicados, a temporização das comunicações e a comunicação de erros especificos 
entre as aplicações. O HL7 procura que aplicações inerentemente díspares e 
arquitecturas de dados de sistemas heterogéneos comuniquem entre si, fornecendo 
especificações para a troca de dados entre aplicações de cuidados de saúde de modo a 
eliminar ou reduzir substancialmente a programação de interface necessária. 
Os formatos das mensagens definidos pelas regras de codificação do protocolo 
HL7  consistem em campos de dados de comprimento variável, combinados em 
grupos lógicos, e todos os dados são representados como caracteres visualizáveis (por 
defeito, é o ASCII). 
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2.2.2 HISA - CEN/TC251 
A norma HISA (Health Information System Architecture) define um conjunto de 
regras fundamentais para promover o crescimento e evolução dos sistemas de saúde  
de um modo modular e aberto, com foco em [5]: 
• Reduzir o custo de integração; 
• Evitar situações de monopilização por parte de desenvolvedores individuais; 
• Facilitar a comunicação e o trabalho cooperativo entre sistemas e aplicações 
diferentes; 
A informação é essencial para a gestão e manutenção dos serviços de saúde. 
Através da HISA, a partilha e acesso aos dados entre os prestadores de cuidados de 
saude está assegurada. O âmbito da norma HISA é formalizar os principios gerais da 
arquitectura dos sistemas de informação em saúde, definindo as características 
fundamentais de um conjunto de serviços específicos dos cuidados de saúde de um 
modo conceptual e aberto, extensível e adequado às necessidades de cada local 
prestador de serviços de saúde. Na arquitectura da norma HISA (Figura 3) existe uma 
camada de middleware comum, que encapsula e abstrai a camada física, permitindo a 
partilha e o acesso a dados comuns através de serviços (independentes dos assuntos 
técnicos específicos e inerentes aos sistemas de saúde). Existem também aplicações 
independentes, que suportam as diferentes necessidades dos utilizadores do sistema. 
As aplicações têm como base os serviços fornecidos pelo middleware para o acesso 
aos dados partilhados. [5] 
 
Figura 3 - Arquitectura da norma HISA[5] 
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2.3 Redes Telemáticas na Saúde 
As redes telemáticas surgem da necessidade de implementar as vantagens das 
TIC para formar um serviço assistencial orientado ao paciente, ou seja, utilizar as 
vantagens que os sistemas computacionais oferecem para trocar e partilhar dados 
clínicos dos utentes, prescrições médicas, resultados laboratoriais entre outras 
informações úteis para os profissionais de saúde, de um modo rápido, escalável e 
universal: através de um “processo clínico virtual”,  construído a partir de dados 
inseridos a partir de várias fontes da rede regional de informação clínica, de um 
modo coerente e seguro. 
 
Figura 4 - Interacção médico-paciente com utilização de TIC 
Existem modelos de redes telemáticas por toda a Europa (Tabela 2), com 
arquitecturas e prestação de serviços diferentes e com progressos e evolução de 
tecnologias diferentes. 
Iniciativa Promotor Propósito 
MedCom Dinamarca Pioneiros na implementação de redes telemáticas 
dedicadas à saúde 
eHealth Alemanha Estabelecer uma estratégia baseada em TIC que suporte 
a comunicação intensiva entre instituições de saúde 
HYGEIAnet Grécia Rede Telemática de saúde da região de Creta e ponto 
de referência para modelos de redes de saúde.  
Tabela 2 - Resumo das Iniciativas Telemáticas revistas neste capítulo 
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2.3.1 MedCom - Dinamarca 
Os pioneiros nesta área foram os dinamarqueses, com o projecto MedCom, em 
1989. Este projecto é uma cooperação entre autoridades médicas, organizações e 
empresas privadas da área da saúde e o sistema de saúde dinamarquês. A MedCom 
contribuí para o desenvolvimento, teste, disseminação e qualidade da comunicação 
electrónica e da informação no sector da saúde. [6, 7] 
Os projectos MedCom têm vindo a ser complementados ao longo dos anos, e 
actualmente estão implementados serviços como comunicações básicas (internas e 
inter-hospitalares) incluindo a interacção entre departamentos clínicos inter-
especialidades, como laboratórios, e a transferência de informação quando os 
pacientes são transferidos de unidade clínica para unidade clínica, como ilustrado na 
Figura 5; a Mini-IRSK (Inter-Regional Hospital Communication Project), que foca 
na comunicação entre hospitais localizados em regiões diferentes, especificamente 
em quatro tipos de comunicações: histórico do paciente, cartas de alta, mensagens 
entre médicos e resultados laboratoriais da especialidade da bio-química; um portal 
da saúde online, para profissionais e cidadãos (www.sundhed.dk) que proporciona 
informação médica, consultas nos cuidados primários de saúde, registos médicos dos 
pacientes, resultados laboratoriais entre outras informações relevantes para 
profissionais e cidadãos; 
 
Figura 5 - Fluxos de Informação suportados pela MedCom 
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Este sistema é amplamente utilizado, tal como ilustrado na Figura 6, que mostra o 
crescimento da informação trocada através desta rede telemática da saúde. Podemos 
observar um crescimento acentuado, o que prova que o sistema foi bem aceite. 
 
Figura 6 - Utilização do sistema da MedCom[8] 
Analisando a Figura 6, observa-se que o crescimento da utilização do sistema da 
MedCom cresce ao longo do tempo, ou seja, existem cada vez mais medicos que, por 
exemplo, recorrem ao sistema para prescrever medicamentos e pesquisar o histórico 
clínico dos seus pacientes. 
Em 2007, da MedCom fazem parte as seguintes instituições: 
• 1995 (92%) clínicas de cuidados primários; 
• 490 (62%) de especialistas; 
• 332 (100%) de farmácias; 
• 63 (100%) dos hospitais; 
Regista 60-70% de todas as comunicações do sistema de saúde dinamarquês, 
mostrando dados interessantes: com o uso da MedCom, são poupados 50 minutos 
por dia no exercicio de clínica geral, houve uma redução de 66% nos telefonemas 
para os hospitais, e 2.3€ poupados por cada mensagem trocada através do MedCom, 
ou seja, 60 milhões por ano. [8] 
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2.3.2 Alemanha – A estratégia para o eHealth 
O sistema de saúde na Alemanha é um sistema que procura suportar a 
comunicação intensiva entre diferentes instituições de saúde com o objectivo de 
alcançar uma melhor colaboração entre as entidades do sistema de saúde. As metas a 
atingir (utilizando as tecnologias de informação e comunicação) são, por ordem: 
• Proporcionar serviços orientados ao utente; 
• Suportar o serviço clínico centrado no utente; 
• Melhorar qualidades e serviços; 
• Reduzir custos; 
• Fornecer dados clínicos para o sistema de gestão de saúde. 
A estratégia utilizada para alcançar os objectivos baseia-se em estabelecer uma 
infra-estrutura de TIC que permita a verificação online do estado do seguro de 
saúde, ver as prescrições de medicamentos e as contra-indicações associadas à toma 
de cada um deles; uma vez estabelecida a infra-estrutura, os dados que circulam no 
sistema poderão ser utilizados para estudos e estatísticas.Mais uma vez, por trás deste 
sistema está processo clínico electrónico, já que é necessário que os dados estejam 
num determinado formato para poderem ser utilizados independentemente das 
plataformas utilizadas para a leitura e armazenamento dos dados.  
Para aceder aos dados, foi implementada uma estrutura de cartões electrónicos, 
que permitem, consoante o tipo de cartão de cada pessoa, aceder aos dados clínicos e 
aos processos clínicos electrónicos dos pacientes. Este sistema de cartões de 
memória,que está acreditado pela Gematik [9], já está integrado em farmácias, 
hospitais, centros de saúde, e, quando se mostrar necessário, seguradoras, o que 
permite uma conexão segura e uma transmissão de dados flexível no sistema de 
saúde alemão. O próximo passo a ser executado é um acesso móvel à rede de saúde, 
para proporcionar cuidados domiciliários e missões de resgate e salvamento. 
O projecto de saúde pretende quesejam distribuídos 80 milhões de cartões de 
saúde, que são a chave de acesso ao sistema telemático e que servem de transporte 
para prescrições electrónicas. Pretende-se também implementar uma estrutura de 
dados nos cartões que permita o armazenamento de indicações voluntárias acerca dos 
pacientes, para serem usados em caso de emergência ou situações similares. 
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Esta rede telemática assenta numa arquitectura onde o cartão electrónico é a 
chave para aceder às aplicações e informações do sistema de saúde, com vários níveis 
de acesso e de segurança, descrita na Figura 7. 
 
Figura 7 - Esquema da Arquitectura da Rede Telemática de Saúde Alemã[10] 
Nesta arquitectura, que é definida por camadas de serviços e segurança, o 
“bIT4health Connector” é um gateway específico instalado em cada instituição de 
saúde, e fornece acesso à infra-estrutura telemática. Este conector pode ser tanto um 
sistema isolado (hardware), ou ser integrado num sistema de informação. Quando se 
acede ao sistema de saúde através deste conector, acede-se a uma camada de 
middleware, que proporciona acesso aos “bIT4health common services” – 
identificação única de objectos, anonimização de fontes e serviços de segurança, 
como logs de acesso ao sistema e afins.No extremo físico da arquitectura, encontra-se 
um conjunto de fornecedores de recursos, que mantêm os dados armazenados e 
fornecem acesso exterior à rede telemática. 
Esta arquitectura é então a base do sistema telemático de saúde alemão, ainda em 
fase de desenvolvimento, e que fornece serviços relacionados com acesso a dados 
clínicos e pretende, tal como todas as outras redes telemáticas, fornecer prestação de 
saúde mais próxima do utente, para que o sistema médico se torne mais flexível, 
célere e seguro. Para além de apostar no desenvolvimento da rede telemática de 
saúde, o German Healthcare IT tem uma iniciativa, no âmbito da comunicação e 
interacção internacional de redes telemáticas, que tem como objectivo interligar 
diversas redes de saúde, com especial ênfase na integração semântica dos mesmos – o 
projecto RIDE. [11] 
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2.3.3 HYGEIAnet – Grécia 
HYGEIAnet é a rede telemática de saúde regional da região de Creta. 
Actualmente, implementa uma variedade de aplicações e serviços que pretendem 
facilitar a prestação continua de serviços de saúde. Alguns são explicitamente 
focados no uso processos clínicos electrónicos, e permitem cenários de interacção 
como visualização dos dados demográficos do paciente, a situação clínica do mesmo, 
os exames laboratoriais requisitados e os respectivos resultados, incluindo relatórios 
de diagnóstico. [12] 
 
Figura 8 - Mapa dos prestadores integrados na HYGEIAnet 
Esta rede é o ponto de referência e estudo do Center for Medical Informatics and 
Health Telematics Applications (CMI-HTA), e tem como objectivo servir de modelo 
para redes de saúde nacionais e internacionais. Os principios seguidos pela 
HYGEIAnet na fase de design advém da informação já existente no sistema regional 
de saúde grego, e que pretende servir a população, independentemente de onde é que 
estão os pacientes, os profissionais de saúde, os investigadores ou os administradores 
da mesma. 
As aplicações principais nas quais os utilizadores estão interessados são aquelas 
que permitem o processamento de informação, através de servidores e redes de 
comunicações que fornecem o serviço de um modo transparente ao utilizador. As 
aplicações e a activação de serviços requer sistemas de transporte de dados e 
processamento de informação, que pode estar geograficamente distribuída. Assim, a 
arquitectura de uma rede telematica é composta por 3 componentes básicos: 
aplicações, activação de serviços (middleware) e infra-estrutura física. Cada 
sistema de informação clínica funciona como fonte independente de dados, 
integrados pelo middleware, que executa serviços de pesquisa, autorizações, 
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mapeamento, troca de mensagens, mapeamento semântico e serviços de meta-dados, 
assim como gestão de actos médicos, identificação de pacientes e localização de 
serviços de dados clínicos. 
 
Figura 9 - Descrição esquemática da infra-estrutura de middleware[13] 
Esta arquitectura, ilustrada na Figura 9, permite o acesso a quase todo o espaço de 
dados dos Centros de Saúde de Cuidados Primários, a serviços de informação clínica 
(patologia, cardiologia, pediatria e exames laboratoriais) assim como ao sistema 
médico do Centro de Coordenação de Emergências.  
Apesar de já ter demonstrado resultados - melhorou a qualidade e a acessibilidade 
ao sistema de saúde, permitindo o acesso a serviços de saúde integrados (tratam da 
gestão dos dados, do contínuo melhoramento na prestação de cuidados de saúde e da 
visão global do estado de saúde da população) - existem ainda objectivos a serem 
cumpridos futuro próximo [13]: 
• implementar um sistema de terminologia comum para que a tecnologia possa 
ser semanticamente representada  de um modo unificado; 
• estabelecimento de uma framework mais segura e flexível, que permita a co-
existência de vários perfis de utilizadores com diferentes níveis de acesso; 
• extracção de informação da população da ilha de Creta, na forma de 
indicadores de saúde. 
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2.3.4 Panorama Europeu 
As redes telemáticas de saúde são um modo de permitir interoperabilidade entre 
instituições de cuidados clínicos, ou seja, permitir que aplicações heterogéneas e 
sistemas distintos comuniquem entre si para uma melhor prestação de cuidados 
clínicos. Os conhecimentos de base que residem “por trás” desta rede são comuns a 
todas: sistemas distribuídos, interoperabilidade, sistemas de gestão de bases de dados, 
armazenamento de dados clínicos e protocolos de comunicação dos mesmos. 
Podemos observar pela Figura 10 e pela Figura 11 que este género de rede está a ser 
bem recebida: 
 
Figura 10 - Implementação dos módulos do sistema integrado de saúde [14] 
 
Figura 11 - Implementação das funções de Computer-based Patient Record [14] 
A Figura 10 mostra que 100% dos alvos do estudo exposto já têm pelo menos 
implementado o sistema de administração de pacientes e que o país que possui um 
sistema completamente implementado é a Dinamarca, país pioneiro neste género 
de sistemas de saúde integrados. 
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A Figura 11 mostra o estado de implementação de algumas funções específicas 
que se pretendem implementadas relativamente à informação dos pacientes que está 
disponível: registo e armazenamento de dados clínicos, registo de exames e 
respectivos resultados, prescrições realizadas, entre outras funções. Observa-se que o 
nível de implementação destas funções nos países abrangidos pelo estudo é alta, o 
que indica um nível de aceitação e desenvolvimento consideravelmente bom. 
O desenvolvimento de nova soluções e interoperabilidade assenta num aspecto 
importante: a standardização das redes nas camadas que compõem a sua arquitectura 
(camada semântica, camada funcional e camada de infra-estrutura) . É importante que 
cada rede per se respeite determinadas regras, para que posteriormente haja 
interoperabilidade internacional. As normas necessárias são: 
• Standards médicos (para a integração semântica), ou seja, standards de 
terminologia e formato dos documentos, conteúdo e guidelines profissionais; 
• Standards informáticos (para a interoperabilidade funcional); 
• Standards de infra-estrutura de informação (arquitectura). 
 
Figura 12 - Características dos Standards Seleccionados 
A Figura 12 classifica o tipo das características dos standards seleccionados em 
função do nível de utilização dos sistemas e do tipo de standard (proprietário ou 
desenvolvimento livre). A conclusão que se pode chegar é que um standard é 
preferido em relação a outro quanto mais este é de desenvolvimento livre (não 
proprietário) e mais abrangente. Procuram-se então standards opensource, 
amplamente utilizados, que sejam aplicáveis a um mercado vasto, para serem o mais 
“universais” possível. [14] 
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2.4 Rede Telemática da Saúde de Aveiro (RTS) 
O projecto “Rede Telemática da Saúde” (RTS) desenvolveu e implementou uma 
rede telemática da área da saúde, na região de Aveiro. Os parceiros do projecto 
incluem o Hospital Infante D. Pedro, Hospial Distrital de Águeda, a Sub-Região de 
Saúde e a Universidade de Aveiro, como parceiro tecnológico. A ideia de base deste 
projecto resume-se no slogan “juntos por uma saúde melhor”. De facto, o projecto 
procura promover o acesso electrónico seguro aos dados clínicos alojados nas 
diferentes instituições de saúde pelos profissionais credenciados. Ao mesmo tempo, 
os cidadãos podem aceder e gerir os seus assuntos clínicos através da plataforma da 
RTS [15, 16].  
 
Figura 13 - Rede Telemática de Saúde de Aveiro 
A evolução para cenários de troca segura de mensagens electrónicas entre 
instituições induz ganhos significativos de produtividade e a optimização das cadeias 
de valor. Assim como a colaboração entre instituições pode ser suportada por TIC, 
também os cuidados hospitalares beneficiam de uma integração dos sistemas e 
processos. O Processo Clínico deve então evoluir para um formato electrónico e ser 
entendido já não só como uma memória escrita da prestação de cuidados, mas como 
um contexto de colaboração entre múltiplos serviços e profissionais, intra-hospitalar 
e inter-instituições. 
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A análise de processos e de fluxos de informação é o ponto de partida para todo o 
trabalho executado. O processo de análise do sistema orienta-se por um fluxo de 
trabalho que engloba [17]: 
1. Caracterizar os parceiros do projecto e o seu enquadramento institucional; 
2. Analisar de forma detalhada os processos internos do hospital da rede, 
recorrendo à metodologia de análise Best Hospital Practices [18]; 
3. Optimizar, recorrendo a medidas organizacionais e tecnológicas, os processos 
críticos; 
4. Caracterizar a articulação entre os parceiros RTS. 
A metodologia BHP, que tem em vista o diagnóstico de problemas e a definição 
de melhorias baseadas nas tecnologias de informação e comunicação, mostra que a 
RTS vai de encontro às seguintes recomendações [17]: 
• abrir caminho para o Processo Clínico Electrónico Global; 
• reengenharia de processos e procedimentos internos para optimizar os fluxos, 
integração e disponibilização de informação clínica; 
• desenvolver uma rede telemática para dinamizar os canais de cooperação com 
entidades externas que participam no processo assitencial. 
Este processo de modelar o domínio do problema, levou a que cada parceiro 
escolhesse um conjunto de serviços que pretende ver implementados, o que resultou 
num conjunto de projectos piloto, para os quais o motor de integração de dados 
clínicos distribuídos constitui o core de suporte. Uma vez definidos os projectos 
piloto, o planeamento estratégico do sistema de informação é vital para a organização 
da solução de software, desenho da infra-estrutura telemática e para a definição de 
uma estratégia para a integração de sistemas na RTS, no qual é importante verificar a 
situação actual dos parceiros do projecto, já que há uma heterogeneidade de situações 
inerente à existência de diversas plataformas e métodos de trabalho. [19] 
Assim, a solução de software foi organizada em módulos de serviços: 
• Portal do Utente; 
• Portal do Profissional; 
• RTS Assistant; 
• RTS Registry; 
• RTS Data Transformation Services; 
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• RTS Directory & Authority Services; 
• RTS Monitor; 
• RTS Administration. 
 
Figura 14 - Arquitectura da Infra-estrutura da RTS[20] 
A Figura 14 mostra a arquitectura da infra-estrutura proposta procura explorar a 
actual realidade tecnológica  das instituições clínicas que participam no projecto 
RTS, tendo em conta que estas se encontram ligadas à RIS (Rede de Informação de 
Saúde). Com base nesta arquitectura e nos pilotos seleccionados para implementar na 
rede, verificou-se uma necessidade de integração da RTS com os sistemas já 
existentes na RIS (ver Sistemas de Informação Integrados na RTS), e com base 
nestes formalizaram-se objectivos para a RTS [19]: 
• Adicionar funcionalidades e torná-las acessíveis aos sistemas SONHO/SINUS 
independentemente da sua localização; 
• Consultar informação residente noutros sistemas; 
• Permitir a comunicação de instituições distintas para a consulta de 
informação; 
• Possibilitar o acesso a informação através dos Portais; 
• Garantir a integridade dos dados; 
A integração dos dados para o acesso partilhado reside num catálogo de 
informação que funciona como uma cache. Procura-se que esta cache esteja sempre 
actualizada de acordo com os dados que existem em cada um dos sistemas de 
informação. Longe de estar completa, a estratégia de actualização desta cache 
necessita de intervenção para a sua optimização e melhoria de desempenho. 
Tal como já foi referido, esse é um dos objectivos a que esta contribuição se 
propôs. 
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Sistemas de Informação Integrados na RTS 
 
Os sistemas de informação integrados na RTS estavam já implementados e em 
produção quando o projecto RTS nasceu. A integração dos mesmos na RTS foi 
realizada com uma estratégia não intrusiva, para preservar a informação que estes já 
possuíam. Actualmente, os sistemas de informação que suportam a estrutura da RTS 
(fontes de dados da RTS) são: 
 
SINUS: Sistema de Informação para Unidades de Saúde [19]. 
Do ponto de vista estrutural, o objectivo principal deste sistema é o de criar as 
infra-estruturas mínimas necessárias para um sistema integrador de informação para 
os cuidados de saúde primários, que permita englobar progressivamente novos 
módulos interligados com os já existentes. 
Do ponto de vista funcional, o objectivo é o de controlar o fluxo de utentes no 
centro de saúde e normalizar os procedimentos administrativos associados à prestação 
de cuidados de saúde, tendo no utente o centro do modelo funcional.  
 
SONHO: Sistema de Gestão de Doentes Hospitalares. 
Sistema dominante nos hospitais portugueses, é um sistema de gestão de dados 
administrativos dos doentes. O SONHO, quando introduzido no sistema de gestão dos 
doentes ao nível das consultas externas hospitalares, mostrou-se uma tecnologia que 
optimizou a eficiência e a qualidade dos serviços prestados. [21] 
 
iMAG: Ferramenta de Apoio ao Serviço de Imagiologia. 
O iMAG está enquadrado no projecto RTS como ferramenta de apoio à 
Imagiologia, prentendendo colmatar pontos críticos, como a inexistência de um 
serviço que disponibilize imediatamente os resultados dos exames ou a ineficiência do 
tempo de resposta às solicitações por falta de pessoal técnico, e melhorar a 
comunicação interna entre serviços. [22] 
 
APPOLO: Sistema de Informação para Laboratórios de Análises Clínicas. [20] 
 
SiiMA: Sistema de Informação para Imagiologia. [20] 
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2.5 Paradigmas na integração de informação 
Heterogeneidade inclui diferenças no hardware, sistemas operativos, redes de 
comunicação, sistemas de gestão de bases de dados e modelos dos mesmos. Todos 
são aspectos a considerar na gestão de dados distribuídos. A chave para o 
desenvolvimento de sistemas de gestão de base de dados heterogéneas é uma 
linguagem standard e protocolos para o acesso remoto aos dados. Se todos os 
terminais suportarem o mesmo conjunto pré-definido de operações, acessíveis através 
de uma linguagem comum, que detecte e contorne questões como lockings e controlo 
de acessos, a tarefa da integração dos dados torna-se muitíssimo simplificada. [23] 
Estes são conceitos relevantes no processo de implementação da solução, pois a 
rede de suporte da solução é uma rede heterogénea na qual os dados estão 
distribuídos por nós que funcionam em condições diferentes. 
2.5.1 Bases de Dados Distribuídas 
O conceito de distribuição prende-se com a exploração de métodos de 
armazenamento de informação que permitam fiabilidade dos dados e um melhor e 
mais rápido acesso aos mesmos a baixo custo. Quer isto dizer que num sistema de 
base de dados distribuídas, os dados estão repartidos por diversos nós, ligados 
entre si de modo a criarem uma rede de informação. 
 
Figura 15 - Exemplo de Bases de Dados Distribuídas 
Na Figura 15 podemos observar vários nós que compõem um sistema de bases de 
dados distribuídas. Estes nós podem correr plataformas e sistemas operativos 
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iguais [24] – na qual se verifica homogeneidade na distribuição da rede – ou então 
trabalharem sobre plataformas e sistemas operativos diferentes, caso no qual a rede é 
heterogénea. 
Os sistemas homogéneos apresentam as dificuldades relativas a todo o sistema 
distribuído, e o sistema de gestão da base de dados é aquele o software que permite a 
manipulação das bases de dados, e que torna a distribuição dos dados transparente 
para o utilizador. 
Para formar um sistema de base de dados distribuídas, os dados têm que estar 
logicamente relacionados, e o acesso aos mesmo deve ser, ao nível mais elevado, 
feito através de uma interface comum. Isto apresenta dificuldades, nomeadamente ao 
nível da arquitectura do sistema distribuído, que levanta obstáculos específicos para 
cada tipo de arquitectura. Existem diferentes arquitecturas de bases de dados 
distribuídas, e em cada uma diferentes obstáculos que se apresentam e que têm que 
ser resolvidos. Deste modo, é necessário compreender quais os obstáculos que se 
apresentam, o modo de os resolver e se o compromisso entre esforço e resultados 
compensa a distribuição dos dados. 
Numa arquitectura 
• multiclient / singleserver, a principal questão é a concorrência de acessos dos 
clientes, que pode gerar locks; 
• multiclient / multiserver, a principal questão é a comunicação entre os 
servidores para dar resposta aos pedidos dos clientes; 
• peer-to-peer, a principal questão é os protocolos de gestão de dados 
distribuídos por servidores distintos; 
Para além dos obstáculos colocados pela arquitectura da rede, e 
independentemente da mesma, existem sempre questões comuns [24]: 
1. a optimização do processamento de queries; 
2. controlo de concorrência de acesso aos servidores – para evitar lockings e 
dirty reads;   
3. protocolos que asseguram a fiabilidade e estabilidade da rede e dos dados 
processados – o facto da rede ser distribuída confere-lhe um carácter de 
fiabilidade, pois eliminam-se pontos únicos de falha; 
4. protocolos de replicação de dados, e os casos em que os mesmos são uma mais 
valia para o sistema. 
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Por fim, coloca-se o problema óbvio da escalabilidade e do processamento de 
transacções de dados distribuídas.1 
Apesar dos problemas acrescidos que a distribuição representa em relação à 
centralização, este tipo de sistemas têm crescido, já que favorecem a cooperação, 
partilha de informação e a natural expansão da rede.   
Os sistemas heterogéneos fornecem funcionalidades como schema integration, 
processamento distribuído de queries, gestão de transacções distribuídas, funções 
administrativas e cópias em tipos diferentes de heterogeneidade. 
O schema integration está relacionado com o modo como os utilizadores podem 
logicamente visualizar os dados distribuídos. O processamento distribuído de queries 
lida com a análise, optimização e execução das queries que processam os dados 
distribuídos. A gestão de transacções distribuídas lida com a atomicidade, isolamento 
e durabilidade das transacções num sistema distribuído.  
As funções administrativas incluem aspectos como autenticação e autorização 
para o manuseamento de secções de dados, definindo e forçando restrições 
semânticas dos dados, e gestão de dicionários e directorias de dados. [24] 
 
 
                                                 
1
 Todas estas questões são pertinentes, mas apenas aquelas que forem abordadas na construção da solução (e no 
respectivo momento) serão detalhadas.  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2.5.2 Integração entre Bases de Dados 
Os sistemas de gestão de base de dados têm sido desenvolvidos utilizando 
arquitecturas e estratégias de armazenamento de dados variadas. Isto representa um 
problema do ponto de vista de integração de sistemas, pois há que garantir a 
interoperabilidade entre os mesmos. Do ponto de vista real, este é o tipo de estrutura 
que existe: sistemas de gestão de base de dados distintos, que procuram trabalhar 
cooperativamente. 
Um dos princípios fundamentais do conceito de base de dados é a capacidade que 
estas têm de armazenar dados de modo não-redundante e unificado. O propósito é 
permitir uma visão global dos dados de cada estrutura ainda que não relacionadas 
entre si. [25] 
2.5.2.1 Integração de Dados Heterogéneos 
 
A integração de dados heterogéneos implica a especificação e aplicação de regras 
que permitam manter o significado do dados em todas as aplicações que os utilizem. 
As bases de dados distribuídas que integram dados heterogéneos implementam regras 
e restrições de dados e dependências que permitem interpretar os dados no seu 
contexto inicial (ver secção “A importância do Contexto”). 
A integração de dados heterogéneos impõem a resolução de problemas como [26]: 
• estrutura distribuída das organizações: são normalmente descentralizadas, em 
que os departamentos têm um grau de autonomia elevado para escolher os 
seus métodos e soluções de TIC; 
• grande diversidade de requisitos: o suporte de um elevado número de 
utilizadores com perfis e necessidades diferentes, e a grande heterogeneidade 
de requisitos funcionais; 
• existência de legados: a existência de equipamentos e soluções com tecnologia 
e origem temporal diferentes; 
• custo: a aquisição de soluções parciais e especializadas é menos avultada que 
o da implementação de soluções globais; 
O desafio é combinar diversas aplicações num  relacionamento que funcione 
como um todo, de modo a partilharem informação entre si, mantendo a coesão e 
integridade da informação que se pretende partilhar.  
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2.5.2.2 Bases de Dados Federadas 
 
Bases de dados federadas podem ser definidas como uma coleção de sistemas de 
bases de dados independentes, cooperativas, possivelmente heterogéneas, e 
autónomas, que permitem a partilha de todos ou alguns dos seus dados, sem afectar as 
suas aplicações locais. [27] 
O sistema de informação federado é uma nova geração de softwares, cuja 
principal tarefa é operar de maneira global com capacidade de envolver as diversas 
fontes de dados existentes, sendo essas fontes revestidas com características de 
heterogeneidade, autonomia e distribuição. Com este novo conceito, é possível a 
inclusão daquelas fontes com informação semi-estruturada e até mesmo não 
estruturada, o que representa uma ampliação da noção clássica de sistemas de bases 
de dados federadas e sistemas multi-bases de dados. [28] 
A pesquisa em bases de dados federadas consiste na transmissão de uma pergunta, 
com a sintaxe apropriada, a um grupo de bases de dados dispersas, agrupando os 
resultados recolhidos das bases de dados, e apresentando-os num formato sucinto e 
unificado, com duplicação mínima. [29] 
2.5.2.3 Estratégias de Integração 
Para a implementação de sistemas de bases de dados distribuídas, é necessário 
encontrar soluções que promovam a interoperabilidade. Os modelos hierárquicos ou 
relacionais não servem: não há uma unificação na comunicação que sirva 
satisfatoriamente a todos;  
Há, no entanto, um modelo que permite descrever os dados abstractamente e de 
um modo inteligível e que é usado para construir a estrutura conceptual das bases de 
dados – o modelo conceptual (Conceptual Metodology).  
 
Estratégias de Integração: Metodologia Conceptual 
A metodologia conceptual [25] implementa o processo de integração baseada em 
fases que analisam os esquemas das bases de dados, procurando integrar e 
transformar um conjunto de processos aplicáveis a um determinado esquema num 
conjunto de processos aplicáveis ao esquema integrado.  
Numa fase de pré-integração, é efectuada uma análise de todos os esquemas 
existentes, antes de se decidir acerca das políticas de integração. Isto comporta uma 
escolha dos esquemas que vão ser integrados, a sua ordem de integração e uma 
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recolha adicional de informação relevante para a integração, tal como 
correspondências e restrições entre vistas dos esquemas que podem gerar conflitos na 
integração. Quando são detectados conflitos, é necessária uma fase de ajustamento 
entre esquemas, para que seja possível fundir os vários esquemas, o que implica 
interacção entre os designers e os utilizadores do produto resultante da integração. 
Finalmente, uma fase de junção e reestruturação (mapeamento). Uma vez 
mapeados, os esquemas dão origem a camadas de integração intermédias e dá-se 
inicio a um processo de análise e, caso seja necessário, reestruturação da camada 
intermédia até que se verifique que o esquema integrado é: 
• completo e correcto, isto é, contém, correctamente, todos os conceitos 
presentes em qualquer dos esquemas iniciais; é uma representação da união 
dos domínios de aplicação que estão associados a cada esquema inicial; 
• minimalista, ou seja, se o mesmo conceito está representado em mais que um 
esquema, tem que estar representado apenas uma vez no esquema integrado; 
• compreensível, ou seja, fácil de entender tanto pelo designer como pelo 
utilizador final. Implica isto que de todas as representações possíveis para o 
resultado da integração permitidas pelos modelos de dados, deve ser escolhida 
a mais simples. 
Estratégias de Integração: Integração por Catálogo 
 
Uma estratégia que também é utilizada é a chamada integração por catálogo. 
Neste tipo de estratégia, existe um conjunto de campos da base de dados que são 
acordados por todos os sistemas da rede e que são partilhados, de modo a formar um 
catálogo de dados, que permite a indexação dos pacientes, e a posterior chamada à 
informação total quando necessário.  
Neste tipo de estratégia, os dados do catálogo são regularmente actualizados, e na 
base de dados do catálogo residem “apontadores” para a totalidade da informação que 
se encontra nas respectivas bases de dados do sistema. 
Deste modo, acordando alguns campos partilhados, a totalidade dos dados ficam 
disponíveis para acesso e consulta. [19] 
2.5.2.4 A importância do Contexto 
Uma vez encontrado o esquema integrado e tendo a estrutura a comunicar entre 
si, surge um aspecto importante: o contexto. Este aspecto é um problema 
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particularmente difícil de ultrapassar, já que cada fonte de informação integrada pode 
funcionar em contextos diferentes, levando a uma heterogeneidade semântica de 
larga escala.  
O contexto e a semântica são conceitos idênticos. O contexto implica a 
semântica: o contexto é um conjunto de pressupostos implícitos sobre o modo que 
cada um interpreta o que significa a informação e qual as características da mesma. 
A semântica, por definição, refere-se ao estudo do significado em todos os sentidos 
do termo, ocupando-se do que algo significa. Isto significa que existe um 
relacionamento estreito entre contexto e semântica. 
Significa também que quando a informação muda de contexto, pode dar origem a 
interpretações erradas, o que implica uma anulação da utilidade do sistema, pois 
informação mal interpretada é informação errada, e por conseguinte, inútil. [30] 
Deste modo, é necessário tratar a mediação do contexto dos serviços, tais como a 
aquisição semântica dos dados, as características dos atributos dos dados e a 
semântica que envolve o domínio do problema, para minimizar os potenciais 
problemas lançados pela falta de comunicação do contexto – ou seja, é necessário 
tratar da integração semântica dos dados, assunto desenvolvido na próxima secção. 
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2.5.3 Integração Semântica 
2.5.3.1 Conceito de Integração Semântica 
 
O contexto pode variar de três modos distintos: geograficamente (modos de 
interpretação diferentes consoante o local geográfico), funcionalmente (áreas 
funcionais diferentes interpretam e utilizam de modos diferentes a mesma 
informação) e organizacionalmente (para organizações diferentes, a informação tem 
significados diferentes). O desafio é integrar a informação de modo a que o 
contexto seja transmitido quando se altera, para que as aplicações que tratam 
informação vinda de bases de dados distintas possam ser eficazes no cumprimento do 
seu objectivo. 
As aplicações, caso não sejam eficazes na identificação do contexto dos dados 
que recebem, são simultaneamente “ricas em dados” e “pobres em informação”, já 
que possuem a informação que necessitam, mas não a sabem identificar, categorizar, 
sumariar e organizar, o que resulta em inutilidade dos dados e inexistência de 
informação. [30] 
Antes de resolver os problemas causadas pelas diversidades de contextos, é 
necessário representar a semântica dos dados tais como eles são utilizados em cada 
ambiente – contexto dos dados. A abordagem para a construção do contexto dos 
dados pode ser representada por uma arquitectura como a representada na Figura 16 - 
Arquitectura da Mudança de Contexto. 
 
Figura 16 - Arquitectura da Mudança de Contexto 
 
 38 
Nesta abordagem, o contexto das fontes (contexto de exportação) e dos 
receptores (contexto de importação) é analisado. O receptor pode ser um ser 
humano, um computador ou outra base de dados. O mediador de contexto compara 
os contextos e verifica se são iguais. Se não o forem, procura traduzir o contexto da 
fonte para o contexto do receptor, utilizando conhecimentos de conversão de 
contextos.  
Um outro aspecto importante no processo de converter contextos é manter as 
características do mesmo. Se características como consistência, estabilidade, fonte, 
origem cronológica ou exactidão forem comprometidos, a informação retirada dos 
dados não é credível.  
Em suma, o desafio da construção de motores de integração de dados passa pela 
capacidade de interligar os contextos entre si. Numa realidade na qual os diferentes 
sistemas existentes não foram feitos para interagirem directamente entre si, é critico 
para a sua integração lidar com a heterogeneidade semântica, para que sejam não só 
eficientes per si como também entre si. É importante manter também a transparência 
perante o utilizador: pretende-se que o sistema integrado responda aos pedidos 
realizados nos termos do utilizador, utilizando os seus próprios conceitos e estruturas, 




2.5.3.2 Integração Semântica na Área da Saúde 
A integração semântica de informação corresponde, então, ao relacionamento 
que existe entre processos de exploração sobre várias fontes de dados em que se 
garante a correspondência na interpretação dos dados. [32] Este é um aspecto central 
na integração de dados clínicos, visto que o vocabulário é extenso, as aplicações 
copiosas e as diferenças entre interpretações dos conceitos frequentes. [33] 
 
Dificuldades na integração semântica na saúde  
A integração semântica da informação não é um processo trivial. Entre as 
principais dificuldades que se colocam está a ausência de metadados capazes de 
descrever de forma suficiente e extrínseca a interpretação da informação 
armazenada. [34] No campo da saúde, as questões relacionadas com a integração 
semântica complicam-se ainda mais, face ao número e heterogeneidade dos sistemas 
existentes. [33] Podemos notar que nos cenários hospitalares:   
• existe um importante património de sistemas legados em que a semântica está 
escondida ou é dificilmente reconstruída;   
• os modelos de dados não são compatíveis entre os vários sistemas (esquemas, 
granularidade, etc.) e, por vezes, são até contraditórios;  
• existem um grande número de tipos de dados multimédia (imagem médica, 
sinal biológico, áudio, etc…). 
Integração de informação em ambientes clínicos  
No ambiente clínico, 
• as fontes de dados encontram-se distribuídas por vários locais e são 
administradas de forma descentralizada;  
• a qualidade dos dados ou da fonte pode ser incerta;  
• conhecimento médico evolui de forma rápida e constante, impulsionando o 
aparecimento de novos sistemas;  
• entre profissionais e grupos de profissionais, há grande variação no 
vocabulário.  
É necessário procurar desenhar processos flexíveis, especialmente adaptados à 
heterogeneidade e descentralização dos sistemas já existentes. [26] 
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Assim, a capacidade de traduzir contextos mantendo as suas caracteríticas 
(evitando perder o significado clínico dos dados) é uma consideração importante num 
sistema clínico distribuído. 
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2.6 Tecnologias utilizadas 
2.6.1 Java 
Java é uma linguagem de programação orientada a objectos desenvolvida na 
década de 90 pelo programador James Gosling, na Sun Microsystems. A linguagem 
Java é “universal” porque é compilada para um “bytecode” executado por uma 
máquina virtual, ao contrário de outras linguagens (C, C++), que são compiladas para 
código nativo, ou seja, geram código para ser interpretado pelo CPU de cada 
computador: deste modo, o compilador tem que saber à priori qual o tipo de máquina 
para o qual está a produzir código para ser interpretado.  
Desde que foi lançada, em 1995, a plataforma Java foi adoptada mais 
rapidamente do que qualquer outra linguagem de programação, e em 2003 atingiu a 
marca de 4 milhões de programadores em todo o mundo, continuando a crescer, 
muito por causa das características da mesma [35]: 
• orientada por objectos; 
• portabilidade e independência de plataforma (“write anywhere, run 
anywhere”); 
• Recursos de Rede - Possui extensa biblioteca de rotinas que facilitam a 
cooperação com protocolos TCP/IP, como HTTP e FTP; 
• Segurança - Pode executar programas via rede com restrições de execução; 
• GUI – permite desenhar interfaces de interacção utilizador-máquina;  
• J2EE (Java 2 Enterprise Edition) - permite desenvolver aplicações 
distribuídas, combinando componentes server-side com tecnologias 
distribuídas orientadas a objectos, para simplificar a tarefa de desenvolver 
aplicações distribuídas; tem em conta requisitos como a segurança, 
persistência, concorrência e integridade transaccional [36];  
• JDBC (Java Database Connectivity) –permite desenvolver um conjunto de 
classes e interfaces (API) escritas em Java que permite a manipulação de bases 
de dados relacionais; 
• Web services – permite desenvolver sistemas desenhados para suportar 
interacções entre máquinas da rede. 
Podem-se destacar outras vantagens apresentadas pela linguagem [35]: 
• Sintaxe similar à linguagem C/C++; 
 42 
• Facilidades de Internacionalização - Suporta nativamente caracteres Unicode; 
• Simplicidade na especificação, tanto da linguagem como do "ambiente" de 
execução (JVM); 
• É distribuída com um vasto conjunto de bibliotecas (APIs); 
• Possui facilidades para criação de programas distribuídos e multitarefa 
(múltiplas linhas de execução num mesmo programa); 
• Desalocação de memória automática por processo de garbage collectoring; 
• Carga Dinâmica de Código - Programas em Java são formados por uma 
colecção de classes armazenadas independentemente e que podem ser 
carregadas no momento de utilização; 
Como já referido, os programas Java não são traduzidos para a linguagem 
máquina, como outras linguagens estaticamente compiladas e sim para uma 
representação intermediária, os bytecodes que são interpretados pela máquina virtual 
Java (JVM - Java Virtual Machine). 
A evolução do Java já possui um desempenho próximo do C++. Isto é possível 
graças a optimizações como a compilação especulativa, que aproveita o tempo morto 
do processador para pré-compilar bytecode para código nativo. Existem outros 
mecanismos que possibilitam que a JVM vá "aprendendo" e melhorando o seu 
desempenho. Esta implementação no entanto tem alguns senãos intrínsecos. A pré-
compilação exige tempo, o que faz com que programas Java demorem um intervalo 
de tempo significativamente maior para começarem a funcionar. Soma-se a isso o 
tempo de carregamento da máquina virtual. Isso não é um grande problema para 
programas que correm em servidores e que deveriam ser inicializados apenas uma 
vez. No entanto isso pode ser bastante indesejável para computadores pessoais onde 
o utilizador deseja que o programa corra logo depois de carregado. 
O Java possui ainda uma outra desvantagem considerável em programas que 
usam bastante processamento numérico. O Java tem uma especificação rígida de 
como devem funcionar os tipos numéricos. Essa especificação não condiz com a 
implementação de tipos numéricos em ponto flutuante (números com vírgula) na 
maioria dos processadores, o que faz com que o Java seja significativamente mais 
lento para estas aplicações quando comparado a outras linguagens. Os bytecodes 
produzidos pelos compiladores Java podem ser usados num processo de engenharia 
inversa para a recuperação do programa-fonte original. Esta é uma característica que 
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atinge em menor grau todas as linguagens compiladas. No entanto já existem hoje 
tecnologias que codificam os bytecodes impedindo o processo da engenharia inversa. 
 
Java e a Programação Distribuída 
A programação distribuída tem o seu expoente máximo na implementação de 
RPC (Remote Call Procedures). RPC são protocolos que permitem a um programa 
alojado numa determinada máquina requerer serviços de um outro programa alojado 
numa outra máquina da rede, de um modo transparente para o programador. 
O Java é a tecnologia por excelência ao lidar com RPC (Remote Call Procedure), 
já que é uma linguagem orientada a objectos, com bibliotecas que manipulam a 
comunicação entre servidores e clientes. [36]  
No seguimento dos RPC aparecem os web services, que funcionam num modelo 
muito próximo dos RPC, aplicando os mesmos conceitos de um modo diferente, 
como detalhado no próximo capítulo. 
O Java é uma tecnologia que suporta a programação distribuída inerente aos web 
services através do modelo de desenvolvimento por componentes do J2EE. 
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2.6.2 Web services 
Antes de perceber o que são web services, é necessário compreender em que 
tecnologias se baseiam, já que um web service é uma arquitectura de 
interoperabilidade, cujas camadas existem baseadas em tecnologias específicas. 
2.6.2.1 Tecnologias Web Service 
A arquitectura de um web service envolve muitas tecnologias inter-relacionadas, 
como demonstrado na Figura 17 - Stack Arquitectural de um web service. Cada 
camada da arquitectura é suportada por diferentes tecnologias. Existem muitas 
tecnologias que podem ser utilizadas, mas as famílias mais populares são o XML, o 
SOAP e o WSDL. 
 
Figura 17 - Stack Arquitectural de um web service 
 
XML – Extensible Markup Language 
O XML oferece um formato de dados standard, flexível e extensível, que diminui 
o esforço de caracterizar as inúmeras tecnologias necessárias para assegurar o 
funcionamento de um web service. 
Os aspectos mais importantes do XML no que concerne à arquitectura de um web 
service é o núcleo da sintaxe, os conceitos do XML Infoset, o esquema do XML e os 
XML namespaces. 
  45 
O XML Infoset não é um formato de dados per se, mas um conjunto de 
informações formais e propriedades associadas que seguem uma descrição abstracta 
de um documento XML. As especificações do XML Infoset fornecem um conjunto 
consistente e rigoroso de definições para serem utilizadas noutras especificações que 
precisam de referenciar informação num documento XML. [37] 
 
SOAP – Simple Object Access Protocol 
O SOAP fornece um frameworkstandard e extensível para encapsular e trocar 
mensagens XML(Figura 18 e Figura 19), e fornece também um mecanismo para 
referenciar as capacidades do serviço. As mensagens SOAP podem ser transportadas 
sobre protocolos de rede como HTTP, SMTP, FTP, entre outros. [37] 
 
Figura 18 - Mensagem SOAP Request 
 
Figura 19 - Mensagem SOAP Response 
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WSDL – Web services Description Language 
WSDL descreve o web service (Figura 20), começando pelas mensagens que são 
trocadas entre os agente requerente e provedor. As mensagens são descritas 
abstractamente, e depois traduzidas num protocolo de rede formato de mensagens 
concretos. 
A definição de um web service pode ser mapeada em qualquer linguagem de 
implementação, plataforma, modelos de objectos ou sistemas de mensagens. Desde 
que ambos os agentes concordem no mesmo formato na descrição do serviço, a 
implementação base por trás do mesmo pode ser qualquer uma. [37] 
 




2.6.2.2 Arquitectura Web Service 
O aspecto mais importante de um web service é que é uma arquitectura que se 
baseia em standards orientados a serviços, suportada pela maioria dos produtores 
mundiais de hardware e software. [38] 
A arquitectura de um web service não procura especificar como estes são 
implementados e não impõe restrições acerca de como os web services podem ou 
devem ser combinados. Procura antes descrever quais são os requisitos mínimos que 
são comuns a todos os web services, de modo a construir uma arquitectura de 
interoperabilidade [37] que permite aos programadores ligar bases de dados e 
transmitir informação entre aplicações utilizando a quase universal interface de web 
services, ao invés de desenvolver sistemas de gestão de bases de dados (e as 
respectivas aplicações) para um modelo de dados específico. 
 
Figura 21 - Stack Protocolar de um web service[37] 
A Figura 21 descreve a stack protocolar de um web service, deixando claro quais 
as tecnologias que actuam na interligação dos vários módulos. O XML é utilizado 
para traduzir os dados para um formato uniforme, SOAP é utilizado para transferir os 
dados, WSDL é utilizado para descrever os serviços disponíveis e o UDDI é utilizado 
para descobrir quais os serviços disponíveis.  
Os web services permitem comunicações entre aplicações sem que seja 
necessário um pré-conhecimento das tecnologias que existem por trás de cada 
firewall. Esta comunicação é feita, ao contrário do modelo cliente/servidor do 
sistema de páginas web ou servidores web que utilizam um Graphical Interface User 
(GUI), através de uma interface programável através de uma rede.  
O termo web service descreve então um modo de integrar aplicações, utilizando 
XML, SOAP, WSDL e UDDI standards sobre protocolos de internet que servem de 
backbone, ou seja, são um conjunto de tecnologias independentes de plataformas, 
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concebidas permitir interligação de plataformas e interoperabilidade na computação 
distribuída. 
Um web service é uma noção abstracta que necessita de ser implementada por um 
agente concreto. O agente é uma peça concreta de hardware ou software que envia e 
recebe mensagens, enquanto que o serviço é o recurso caracterizado pelo conjunto 
igualmente abstracto de funcionalidades que são providenciadas.Para que este 
conjunto funcione, é necessário que haja entidades que requeiram o serviço, ou 
seja, pessoas ou organizações que querem fazer uso dos serviços prestados por um 
determinado prestador de serviços. Esta entidade faz uso de um agente requerente 
que troca mensagens com o agente prestador da entidade prestadora de serviços. 
Para que a comunicação funcione, é necessário que ambos os agentes concordem 
nos termos semânticos e nos mecanismos de troca de mensagens. O WSDL é 
utilizado para definir o serviço, ou seja, serve para definir o formato das mensagens, 
os tipos de dados, os protocolos de transporte e os protocolos de serialização do 
transporte dos dados que vão ser usados entre os agente requente e prestador. 
Enquanto que a definição do serviço representa os mecanismos para comunicar com 
um determinado serviço, a descrição semântica é um regulamento que descreve o 
significado e o propósito da interacção – o contexto.  
 
A Figura 22 mostra um modo de interacção entre agentes: 
 
Figura 22 - Processo Geral da Interacção de um web service[37] 
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A interacção demonstrada na Figura 22 processa-se do seguinte modo [37]: 
1. os agentes requerente e prestador dão-se a conhecer mutuamente; 
2. os agentes concordam na descrição do serviço e na semântica que vai regular a 
interacção entre ambos; 
3. os termos da interacção (serviço e semântica) são estabelecidos em ambos os 
agentes; 
4. os agentes trocam mensagens até que toda a interacção acabe. 
Alguns destes passos podem ser realizados automaticamente e outros são 
realizados manualmente. [37] 
Assim, com este processo de interacção, uma vez estabelecida a ligação entre os 
agentes que requerem e prestam serviços, o modo como a comunicação de dados é 
feita é transparente para o programador, bastando-lhe saber qual o web service que 
precisa de contactar para obter resposta às suas necessidades; 
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2.6.3 Hibernate 
Hibernate é uma solução de object relational mapping baseada em Java que 
suporta a camada de persistência de dados das aplicações. Ou seja, permite, sobre 
modelos de dados relacionais, o mapeamento das tabelas da base de dados em 
objectos. Estes objectos são tipos de dados manipuláveis em Java, que permitem a 
interacção entre a camada lógica da arquitectura da aplicação e a camada de 
armazenamento de dados (Figura 23). 
É uma ferramenta poderosa porque implementa um sistema de mapeamento das 
classes físicas em tipos de objectos (classes) para serem utilizados e manipulados pelo 
programador utilizando os métodos nativos do Hibernate. Assim, a base de dados 
passa a ser um conjunto de objectos que é facilmente manipulável, qualquer que seja 
o nível de experiência do programador. [39] 
Apesar disso, o Hibernate permite explorar queries SQL directamente, dando 
assim a possibilidade ao programador de utilizar o seu conhecimento de SQL para 
melhorar o desempenho e a performance das suas queries. 
 
Figura 23 - Arquitectura de Funcionamento do Hibernate 
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2.6.4 Tecnologias de Programação Web 
2.6.4.1 HTML 
HTML é a abreviatura para HyperText Markup Language, a linguagem mais 
comum para criar páginas na World Wide Web.  
Define a estrutura e o layout de uma página web utilizando tags - comandos que 
especificam a forma como a página, ou uma porção da página, deve ser formatada – e 
atributos – construtores que os programadores web utilizam para implementar 
informação adicional aos elementos do código. 
O facto da curva de aprendizagem desta linguagem ser linear e de não necessitar 
de mais que um editor de texto para ser editável torna-a numa linguagem amplamente 
utilizada, pois produz páginas simples de um modo fácil. É uma linguagem que 
qualquer browser reconhece e por isso escolhida para produzir a estrutura base de 
páginas web. [40] 
2.6.4.2 Java Server Pages 
JSP é um scripting em java embebido no HTML base da página que separa a 
construção lógica da página dos elementos estáticos da mesma, que são representados 
pelo código HTML, tornando este último mais funcional, conferindo-lhe a 
possibilidade de, por exemplo, aceder dinamicamente a bases de dados. 
O JSP é traduzido num servlet – interface para o servidor Web - antes de ser 
executado, processando os pedidos HTTP e gerando as respectivas respostas. No 
entanto, o JSP fornece um modo mais conveniente de se programar um servlet. A 
tradução ocorre aquando da primeira execução do código, e é despoletada aquando da 
chamada da respectiva URL da página .jsp associada. 
O JSP não está restringido a qualquer plataforma ou servidor, e permite que o 
scripting em java seja incluídos nas páginas web, facilitando a construção de 
aplicações orientadas ao ambiente web. [41] 
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2.6.5 A UML – Unified Modeling Language 
Em 1980, na mesma altura em que nasceu o C++, a noção de “objecto” passou de 
mero objecto de estudo para o “mundo real” e, consequentemente, começou-se a 
pensar em linguagens gráficas de design orientadas a objectos, de onde surgiu a 
UML. [42] 
A UML é uma família de notações gráficas, suportada por um modelo de 
metadados, que ajudam a descrever e a desenvolver sistemas de software, 
principalmente aqueles que são construídos baseados no estilo de modelos orientados 
a objectos. Os modelos gráficos existem na industria de software há já muito tempo, 
já que as linguagens de programação não são suficientemente abstractas para facilitar 
a análise do design do sistema. 
Na construção de um qualquer sistema, é necessária uma análise cuidada do 
domínio do problema, quais as entidades que se pretendem modelar e representar no 
sistema, saber quais os atributos que são importantes para o sistema, recolher os 
requisitos que farão parte do sistema e como serão construídas as funcionalidades que 
o sistema fornecerá aos utilizadores do sistema. Esta análise do sistema e construção 
do respectivo modelo conceptual é o primeiro passo na construção de um sistema 
eficiente e o mais próximo da realidade possível. Se o sistema for orientado a 
objectos, como o caso ao qual se aplica esta solução do motor de integração, a 
unidade central no qual a construção do modelo conceptual se centra é a classe ou 
objecto, e é a mais adequada para modelar realidades complexas, já que permite que 
os requisitos sejam facilmente redesenhados.  
Os diferentes níveis de abstracção que a modelação da realidade exige são 
também contemplados pela UML, já que existem diagramas que fornecem diferentes 
níveis de profundidade ao longo do desenvolvimento do sistema, entre eles [42, 43]: 
• Diagrama de Casos de Utilização; 
• Diagrama de Classes; 
• Diagrama de Actividades; 
• Diagrama de Componentes; 
• Diagrama de Distribuição; 
Estes diagramas reflectem a realidade do sistema quando se aprofunda o 
desenvolvimento do mesmo, ou seja, o nível de abstracção vai sendo menor a cada 
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passo que se toma no caminho para a implementação do sistema, começando pelo 
mais abstracto (diagrama de casos de utilização) e acabando no mais concreto 
(diagrama de distribuição). 
As notações gráficas são representadas em diferentes e quasi-independentes 
modelos [42, 43]: 
• modelo de Casos de Utilização – no qual são representados diagramas dos 
actores do sistema e quais os serviços aos quais acedem (Figura 24); 
• modelo Lógico – no qual são representados os diagramas de classes, 
explicitando as entidades e como as mesmas se relacionam no sistema (Figura 
25); 
• modelo Físico – no qual é representada a estrutura física de armazenamento 
dos dados, os tipos de dados a representar e outras considerações de 
armazenamento físico dos dados (Figura 26); 
 
Figura 24 - Modelo de Casos de Utilização (exemplo genérico) 
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Figura 25 - Modelo Lógico (exemplo genérico) 
 
Figura 26 - Modelo Lógico (exemplo genérico) 
Para além dos modelos acima descritos, existem outros modelos e diagramas que 
permitem que a UML seja a linguagem por excelência na análise de sistemas, já 
que permite a construção do modelo que servirá de guia para a fase de implementação 
e teste do processo de construção da solução do sistema pretendido.  
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2.7 Ferramentas Principais / Ambiente de Desenvolvimento 
2.7.1 Eclipse IDE 
 
Figura 27 - Ambiente real do desenvolvimento na plataforma Eclipse 
A ferramenta Eclipse [44] é um ambiente de desenvolvimento integrado e 
extensível, que combinada com o JDT (Java Development Tools) oferece as 
funcionalidades que um programador espera de um IDE de qualidade: editor de 
síntaxe com highlight, compilação incremental de código, navegador de classes, um 
gestor de ficheiros/projectos, e interfaces standard para ferramentas de controlo de 
versões concorrentes, como o CVS. 
O Eclipse possui igualmente funcionalidades como code refactoring, 
instalação/actualização automática de código (via UpDate Manager), uma lista de 
tarefas, suporte para unidades de teste e integração com ferramentas de compilação 
de código externas. 
A Figura 27 é uma ilustração do ambiente real do desenvolvimento nesta 
plataforma, onde se pode observar funcionalidades como as ferramentas de 




2.7.2 Concurrent Version System 
O CVS [45] é um sistema de controlo de versões de ficheiros que são organizados 
num directório e localizados local ou remotamente.  
Permite manter versões antigas e registos de quem manipulou os ficheiros e 
quando o fez. Esta ferramenta é especialmente útil quando pretendemos controlar 
versões de um software durante o seu desenvolvimento ou realizar trabalho 
colaborativo de composição de um documento. 
O CVS tem um funcionamento típico de uma arquitectura cliente-servidor. O 
servidor armazena as versões actuais e o histórico dos documentos de um projecto e o 
cliente acede a esse servidor para obter documentos do projecto ou submeter 
documentos novos ou alterados.  
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3 Uma arquitectura orientada a serviços para a 
integração regional de informação de saúde 
3.1 Arquitectura RTS – de HISA a SOA 
A norma HISA (ver 2.2.2), define uma arquitectura para os sistemas de 
informação de saúde, e fornece componentes de acesso a dados com semântica de 
saúde normalizados e acessíveis através de APIs (Application Programming Interface) 
conhecidas. A arquitectura da Rede Telemática da Saúde inspirou-se no conceito da 
arquitectura HISA, com o intuito de instanciar uma arquitectura orientada por 
serviços. Actualmente (2008), a RTS implementa uma organização modelar, 
orientada pela disponibilização e consumo de serviços. É por isso importante saber o 
que é uma Service Oriented Architecture (SOA).  
 
SOA – Service Oriented Architecture 
A definição de SOA (Service Oriented Architecture) é uma arquitectura onde 
existe partilha de serviços, encapsulando a lógica que executa o serviço [46]. Para a 
partilha de serviços são necessários três componentes vitais: o consumidor do serviço, 
o prestador do serviço e o localizador do serviço (Figura 28). Nestes termos, a 
comunicação entre o consumidor e o prestador do serviço foca-se na partilha dos 
serviços que o prestador tem para prestar, dentro dos termos definidos pelo prestador 
do serviço. A comunicação existe seguindo um determinado procedimento : 
1. o fornecedor do serviço (Service Provider) regista-se no localizador do serviço 
(Service Broker), indicando-lhe que existe num determinado local e quais são 
os serviços que presta; 
2. o consumidor do serviço (Service Consumer), procura o serviço que pretende 
no localizador, e uma vez que o localizador lhe indique onde o serviço se 
encontra, é feita uma ligação entre o consumidor e o fornecedor; 
3. Nessa ligação, são acertadas as políticas da comunicação (protocolos, 
linguagem..) e uma vez estabelecidos os parâmetros da comunicação, o 
consumidor recebe o resultado da prestação do serviço pelo fornecedor; 
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Assim, o consumidor não sabe o que o prestador de serviços fez para lhe prestar o 
serviço que este deseja; apenas pede a execução do serviço e utiliza o resultado do 
serviço. 
 
Figura 28 – Componentes e Relações numa Arquitectura SOA 
 
Arquitectura Actual da Rede Telemática da Saúde  
Actualmente, a RTS funciona num modelo aproximado à arquitectura SOA. 
Difere do paradigma SOA completo no aspecto em que não existe um localizador de 
serviços (broker), nem o processo dinâmico de descoberta de fornecedores de 
serviços na rede: todos os clientes conhecem a localização dos fornecedores de 
serviços e os serviços que estes disponibilizam.  
A RTS utiliza serviços de acesso a dados para encapsular as fontes de dados, que 
escondem a heterogeneidade da rede, e que funcionam como elementos autónomos e 
descentralizados. Deste modo, cada fonte assegura serviços de extracção e preparação 
de dados, “exportando” a informação subjacente de acordo com o modelo de 
referência da RTS e utilizando protocolos normalizados (designadamente, SOAP). 
Estes serviços são acedidos pelo motor de integração, que os chama a pedido do 
consumidor de serviços. Neste aspecto é uma arquitectura orientada a serviços, pois 
existe partilha de serviços, sem que haja necessidade de conhecer o modo como cada 
serviço funciona nas fontes (sistemas de informação) às quais pertencem. 
Neste momento, é o motor de integração que funciona como service broker 
(Figura 28), funcionando como ponte entre o consumidor e o fornecedor de serviços. 
Futuramente, espera-se a arquitectura da RTS evolua para um SOA completo. Isto 
porque se espera a integração de novas fontes de dados (sistemas de informação) na 
rede, o que implicará a introdução de um service broker, para que seja possível as 
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fontes registarem-se e darem-se a conhecer na rede, e para que possa acontecer o 
processo de descoberta destas na rede aquando da chamada dos serviços que 
disponibilizam.   
3.2 Topologia da RTS 
O conceito da RTS assenta  num modelo que necessita de ser alimentado de 
informação clínica e administrativa dos processos de prestação de cuidados de saúde 
regionais. Esta ligação assenta, assim,  na sua interligação com sistemas de 
informação existentes nas instituições de saúde participantes. 
Desta forma, a rede telemática RTS pretende interligar os sistemas de informação 
já existentes nessas instituições, sem que seja necessário modificá-los. 
A Figura 29 apresenta a arquitectura de rede e sistemas a adoptar  pela RTS para 
interligar os vários nós da rede, mostrando o detalhe da composição do RTS Data 
Center. 
 
Figura 29 - Arquitectura Física de Interligação da RTS[20] 
Podemos ver na Figura 29 que a  rede é composta por hospitais e centros de saúde. 
O nó do data center comporta todos os serviços de infra-estrutura de rede, bem como 
os portais do utente e dos profissionais. Os serviços de infra-estrutura incluem os 
serviços de autenticação, autorização e integração de dados. 
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A implementação dos serviços de infra-estrutura é realizada através de web 
services. Esta abordagem apresenta como principal vantagem a garantia de 
independência dos portais, separando claramente toda a lógica de interface com o 
utilizador de toda a lógica de negócio. 
A comunicação entre o RTS Data Center e os sistemas de informação 
hospitalares não é feita de uma forma directa, mas sim através de um wrapper, que 
encapsula toda a estrutura de dados dos sistemas, ao mesmo tempo que fornece um 
conjunto de serviços bem definidos para a integração de dados. O recurso a wrappers 
vem assim permitir que a RTS seja implementada de forma independente 
relativamente às bases de dados das instituições de saúde, conferindo-lhe a 
flexibilidade necessária para se adaptar com facilidade a eventuais alterações que 
possam ocorrer. Estes wrappers são igualmente implementados como web services. 
 
Figura 30 - Organização da solução em módulos e camadas de serviços[20] 
Na Figura 30 pode observar-se o enquadramento do Motor de Integração e do 
PCE – Processo Clínico Electrónico na organização da solução em módulos e 
camadas de serviços RTS. No RTS Data Center ficará residente o catálogo de dados 
RTS. O catálogo de dados RTS irá comportar um resumo dos episódios constantes do 
PCE Regional. [20] 
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3.3 Motor de Integração de Informação Distribuída 
A integração de informação entre aplicações apresenta uma série de desafios 
devido à heterogeneidade dos sistemas. Diferentes conceitos e abordagens de um 
mesmo problema têm de ser resolvidas, para que se possa proporcionar ao utilizador 
um acesso uniforme aos dados provenientes de vários sistemas. 
A principal função de um motor de integração é extrair e preparar os dados para 
que possam ser integrados nos dicionários de dados e catálogos existentes, bem como 
ser apresentados aos utilizadores. 
Algumas características dos motores de integração são [20]: 
• Resolve o problema imediatamente ao invés de procurarem soluções de fundo; 
• Consideram a desnormalização como uma estratégia para atingir melhor 
performance; 
• Não impõem a mudança ou adaptação dos sistemas existentes, caracterizando-
se antes por serem altamente flexíveis e não intrusivos; 
• Têm como objectivo a integração de dados e não a partilha de serviços entre 
aplicações; 
O modelo abstracto de um motor de integração apresenta 3 camadas de 
serviços [20]: 
Extracção: compreende wrappers, que encapsulam as fontes de dados 
subjacentes. Cabe aos wrappers (ou gateways) receber os pedidos do motor de 
integração e responder com os dados adequados, que obtém acedendo às fontes 
subjacentes através de interfaces próprias; 
Integração: é nesta camada que o controlo dos processos de integração é 
realizado, de acordo com os parâmetros de configuração definidos. É aqui que ocorre 
a reconciliação semântica dos elementos provenientes dos vários sistemas 
operacionais. Pode ainda haver lugar a optimizações dos dados (sumariar,  
reestruturar, redundância...) para conseguir melhor performance de resposta. Os 
dados provenientes dos sistemas operacionais (wrappers) são replicados (ou, no 
mínimo, indexados) num repositório local.  
Apresentação: os dados são explorados através de interfaces unificadas, que 
criam abstracções eficazes sobre a complexidade dos sistemas operacionais 
subjacentes. 
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3.4 Motor de Integração RTS – HIETA 
O motor de integração da RTS (HIETA - Health Integration Engine for Telematic 
Applications) [20] procura aceder aos sistemas de informação já existentes 
(SONHO/SINUS), sem que haja necessidade de modificar os mesmos e retirar 
informação clínica dos utentes para integrar no catálogo existente no data center. 
O motor de integração indexa os dados num catálogo com a descrição da 
informação disponível para cada utente e a respectiva localização na rede. Isto 
permite que a RTS melhore o seu desempenho, ao inquirir em primeira instância o 
catálogo para descobrir os eventos de cada utente e as fontes de dados a aceder. 
Como este repositório não guarda réplicas da informação clínica, e o acesso à 
informação é feito em tempo real, é necessário que o acesso à informação seja 
efectuado em tempo útil e de modo a respeitar as restrições existentes no que toca ao 
acesso de informação clínica. 
É importante que o catálogo se mantenha o mais actualizado possível. Assim, foi 
adoptada uma estratégia na qual a RTS pergunta frequentemente por actualizações 
na sua rede de instituições, ou seja, é o servidor que interroga os seus clientes 
acerca de nova informação que tenham para devolver. [20] 
Com uma frequência programada para cada um dos sistemas de informação 
existentes, consoante o seu tipo de informação e relevância para a prestação de 
cuidados, a RTS terá que interrogar tais sistemas acerca das actualizações existentes.  
Para que a performance do sistema a interrogar não seja afectada pela resposta à 
solicitação de actualização de informação do catálogo, estas interrogações terão que 
ser feitas com contenção na frequência e tendo em atenção a disponibilidade do 
sistema, ou seja, aproveitando os períodos de menor utilização dos mesmos para 
executar a actualização do catálogo. [20] 
Para um melhor entendimento do procedimento da actualização do catálogo, a 




Figura 31 - Exemplo do processo de actualização do catálogo 
A actualização do catálogo é feita diariamente a uma hora determinada, neste caso 
às 02h30m, hora em que o sistema tem uma carga de utilização menos elevada. O 
processo é metódico: no dia 06/06, o data center manda um pedido de devolução de 
novos episódios a cada centro de saúde, e depois armazena os dados que lhe foram 
devolvidos. Acontece que no dia 06/06, nos centros de saúde, a horas diferentes e 
antes da nova integração diária do catálogo, são introduzidos novos episódios de dois 
utentes dos centros de saúde. No entanto, os centros de saúde armazenam a nova 
informação e não estabelecem comunicação com o data center: esperam pelo pedido 
deste de envio dos novos episódios aquando da integração diária do catálogo (neste 
caso, será no dia 07/06), que acontece todos os dias às 02h30m. 
Este é um exemplo simples da estratégia adoptada pela RTS para a 
actualização do catálogo que reside no data center. 
O tema de trabalho da presente dissertação assenta sobre a melhoria do processo 
de actualização do catálogo existente, na elaboração de ferramentas para análise do 
comportamento do sistema durante as pesquisas de informação e integração de 
informação, e na implementação de possibilidade de pesquisa de informação a 
pedido de alguns grupos de utilizadores (profissionais de saúde), que garante a 
entrega de um conjunto de informações actualizadas de um utente em particular. 
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4 Estratégias de Actualização de Catálogo e sua 
Monitorização 
O motor de integração do sistema que suporta a rede telemática de saúde possui  
um método de recolha de dados e construção de um catálogo que serve de índice para 
os episódios dos pacientes distribuídos pelas diferentes fontes de dados do sistema. 
Nesta secção, serão descritos: 
• processo de actualização do catálogo pré-existente; 
• novo processo de actualização do catálogo; 
• desenvolvimento do processo de teste da rede; 
• desenvolvimento de uma ferramenta que permite manipular os processos que 
estão a correr no servidor e visualizar/analisar as estatísticas resultantes da 
execução dos processos. 
 
4.1 Actualização do Catálogo: Processo Pré-Existente 
A primeira versão do motor de integração de dados no catálogo procura 
implementar a estratégia de integração por catálogo entre as fontes do sistema sem 
considerar questões de recursos ou tempo. A primeira preocupação não foi o tempo de 
processo, nem os recursos ocupados pelo processo: foi sim, implementar de um modo 
seguro e credível a integração dos dados. 
Este motor de integração foi implementado segundo uma estratégia que 
desperdiça os episódios existentes no catálogo. Sem um registo temporal que 
relacione a última integração do paciente e a existência de novos episódios após essa 
integração, a única via possível para integrar o catálogo é limpar o catálogo e 
proceder à integração total do mesmo, integrando utentes desnecessariamente. Este 
processo é muito lento, pelo que surgiu a necessidade de implementar uma solução 
mais viável. [47]   
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4.2 Actualização do Catálogo: Processo Optimizado 
O método de integração optimizado [48] empenha-se em optimizar o tempo do 
processo de integração e ao mesmo tempo poupar recursos. Na fase inicial são 
validadas as fontes de dados que se encontram disponíveis. A fase seguinte é criar 
uma threads pool que garanta o acesso paralelo às fontes de dados, requisitando para 
cada paciente todos os episódios de todas as fontes, minimizando o tempo de espera e 
poupando a criação de threads específicas para cada paciente. Para cada paciente são 
requisitados os episódios de cada fonte, sendo apenas devolvidos os novos episódios 
desde a data da última boa integração. 
 
Figura 32 - Arquitectura do Processo de Actualização Optimizado [48] 
A Figura 32 permite visualizar o algoritmo simplificado do novo processo de 
actualização do catálogo. São implementadas 3 fases distintas: verificação de fontes 
disponíveis, pedido de episódios do paciente a cada fonte, integração dos episódios. 
A execução processa-se do seguinte modo: quando o processo de actualização das 
fontes é chamado, este começa por verificar a disponibilidade das fontes da rede, 
pesquisando quais as disponíveis através de um web service que sabe quais as fontes 
disponíveis. Depois cria recursos para o acesso paralelo aos dados (pool de threads) e 
entra num ciclo que, para cada paciente do catálogo, é pedido a cada fonte pede os 
episódios correspondentes a esse paciente. Caso haja novos episódios, estes são 
integrados, e a tabela que regista as novas integrações com sucesso é actualizada. 
Esta tabela, que tem o nome de provenance trail, é um registo temporal das últimas 
integrações dos pacientes, e que define quais os registos a serem integrados.  
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Registo da procedência dos dados 
É importante detalhar a função e importância do registo de proveniência dos 
dados (provenance trail) [48], pois é o elemento base que permite a actualização do 
catálogo. No provenance trail (Figura 33) são registados a origem e a data da última 
boa integração de dados do paciente, permitindo assim saber que apenas é necessário 
integrar os episódios que existam dessa data em diante. 
O provenance trail permite optimizar o processo, pois não é necessário reintegrar 
todos os episódios de todos os pacientes a cada execução da actualização do catálogo. 
O funcionamento do provenance trail é simples: sabendo qual o paciente que está a 
ser processado pelo processo de actualização do catálogo, a consulta ao provenance 
trail devolve a data a partir do qual o paciente não tem informação actualizada na 
base de dados. Assim, apenas são inseridos no catálogo os episódios com data 
posterior à devolvida pelo provenance trail, evitando deste modo que os episódios do 
utente sejam todos apagados e inseridos de novo, melhorando o desempenho do 
processo. 
 
Figura 33 - Estrutura do Provenance Trail[48] 
Para este processo, o facto de uma fonte estar, ou se tornar, indisponível, não é 
tomado em conta para não se realizar o processo de integração. De facto, no caso de 
uma fonte se tornar indisponível no meio do processo, a mesma é apagada da lista de 
fontes a integrar, mas não é cancelado o processo. [48] 
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4.3 Processo de Teste e Análise da Rede 
4.3.1 Definição e Conceito de Teste da Rede (Probe) 
A existência de testes do desempenho da rede permite uma avaliação do modo 
como a rede se comporta na ligação às suas diversas fontes e do tempo que esta 
demora a responder a uma determinada chamada do sistema. Assim, é importante 
uma ferramenta que permita uma perspectiva do comportamento do sistema no seu 
todo, e permita igualmente avaliar a evolução temporal do sistema, avaliando o 
desempenho consoante a variação das variáveis que existem no processo de 
comunicação dos dados, tais como o tempo que cada fonte demora a devolver os 
episódios de cada paciente para integração no catálogo, o tempo que a integração 
demora a ocorrer, o tempo total do processo de actualização do catálogo para cada 
fonte, entre outras medidas de desempenho, permitam detectar anomalias na rede e 
resolvê-las de um modo célere. 
O funcionamento destes testes, de um modo geral, procura entre os pacientes já 
integrados os melhores candidatos para o teste da rede. E porquê os já integrados? 
Porque a informação já se encontra completa, ou seja, é possível saber para cada 
paciente as fontes onde o mesmo possui episódios para integrar. Assim, aquando da 
reintegração desse paciente no catálogo, é possível saber se as fontes respectivas a 
esse paciente estão online, e se não responderem é porque existem problemas na 
fonte, já que é sabido a priori que o paciente tem episódios nessa fonte. Assim, são 
contemplados dois processos distintos: a eleição dos pacientes para o teste do sistema 
e a reintegração no catálogo e conseguinte avaliação das medidas de desempenho dos 
pacientes eleitos.  
Estes dois processos são distintos porque a selecção dos pacientes é um processo 
que não precisa de ser executado sempre que for realizado o teste da rede. A 
necessidade da avaliação do desempenho temporal implica, obviamente, que o teste 
da rede seja feito o maior número de vezes com os mesmos pacientes, já que deste 
modo é possível avaliar a prestação da rede do ponto de vista da fonte e igualmente 
do paciente. Assim, os pacientes de teste são apenas modificados quando é executada 
a integração total do catálogo e se verifica que foram integrados novos pacientes. 
Quando isto acontece, o processo de eleição de pacientes é executado, pois os novos 
pacientes podem ser melhores candidatos para realizar o teste da rede que os 
anteriores. 
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O processo de teste da rede funciona, como já foi dito, independentemente do 
processo de eleição, podendo ser executado periodicamente e segundo a configuração 
cronómetro ou agendado e executado sempre que assim for necessário. 
Estes dois processos definem o de teste da rede, fornecendo resultados que 
quando estatisticamente tratados permitem uma visão global do desempenho da rede 
e uma intervenção rápida e directa quando o desempenho da rede não é o esperado, e 
regem-se segundo os algoritmos que serão detalhados na secção que se segue. 
 
4.3.2 Algoritmos dos Processos 
4.3.2.1 Processo de eleição dos pacientes de teste 
 
A selecção dos pacientes é feita através do processo ilustrado na Figura 35. Este 
processo começa por determinar quais são as fontes disponíveis para a realização do 
teste da rede. Uma vez encontradas as fontes, a lista de pacientes que estão integrados 
no catálogo é percorrida e é procurado o paciente que tem episódios no maior número 
de fontes disponíveis. Se o paciente encontrado não tiver episódios em todas as 
fontes, o processo sera repetido para outro paciente e para as fontes restante. Isto para 
garantir que, simultaneamente, serão testados o menor número de pacientes e o maior 
número de fontes. 
Uma vez tendo encontrados pacientes em todas as fontes, será produzido um 
ficheiro com a informação que o processo de teste da rede precisa para ser executado. 
O ficheiro tem, para cada paciente, as fontes a integrar (Figura 34). 
 




Figura 35 - Ilustração do algoritmo de seleccção de pacientes 
Se uma vez percorrida toda a lista de pacientes ainda houver fontes disponíveis 
estas não serão testadas nas execuções  dos testes que sejam realizadas com o ficheiro 
resultante do processo de eleição de pacientes; Ao ser realizada uma nova 
actualização do catálogo, este processo é executado e poderão ser encontrados 
pacientes que permitam o teste de todas as fontes; 
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4.3.2.2 Processo de reintegração dos pacientes no catálogo 
O processo de reintegração dos pacientes no catálogo aquando da execução do 
teste da rede funciona com base no ficheiro escrito pelo processo de selecção de 
pacientes. Assim, o processo de teste lê o ficheiro, e para cada paciente integra as 
fontes que lhe correspondem. O processo de integração no catálogo é realizado pelo 
novo processo de actualização do catálogo, realizado apenas para o paciente em 
questão. Ao longo do processo, são anotadas as estatísticas do desempenho de cada 
passo do processo, e no final essas estatísticas são tratadas e armazenadas na base de 
dados, para serem lidas posteriormente na construção dos relatórios dos processos 
(Figura 36). 
 
Figura 36 - Ilustração do algoritmo do processo de teste da rede 
Deste modo, o processo de reintegração dos pacientes é metódico e directo, pois 
apenas são integrados os pacientes desejados nas respectivas fontes, permitindo 
calcular as medidas de desempenho esperadas para a análise estatística. 
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4.4 Motivação para a construção da ferramenta Web 
A execução destes processos não permitem uma visualização amigável dos 
resultados, já que a execução é transparente e o resultado dos processos são campos 
que residem numa base de dados. 
Desta forma, é necessário construir uma ferramenta que permita a visualização e 
tratamento dos dados. Esta ferramenta permitirá, adicionalmente, a visualização da 
calendarização das execuções dos trabalhos e a sua re-calendarização, visualizar o 
histórico das execuções do processo de teste da rede, e o detalhe de cada execução, 
pesquisar execuções específicas por data e visualizar em forma de gráfico a evolução 
temporal do desempenho do sistema.  
Pretende-se que a análise da informação relativa ao desempenho do sistema seja 
feita através de gráficos, que permitam a análise visual e a sistematização de padrões 
de comportamentos, e de tabelas, onde a informação será discriminada para uma 
análise detalhada e exaustiva do desempenho, caso seja necessário.  
Esta ferramenta será importante para a obtenção de informação do desempenho 
dos processos que são executados na rede e para a tomada de decisões acerca de 
melhorias a implementar para tornar o sistema mais eficiente. 
 
  73 
4.5 Módulo RTS.REPORT 
No processo da análise do problema a implementar, foram identificados os 
requisitos aos quais o sistema necessita de responder, e identificados os objectivos a 
atingir.  
4.5.1 Breve Descrição do Projecto 
O objectivo é construir uma ferramenta com interface simples e usável, que evite 
recorrer aos logs gerados pela execução dos processos para saber como os mesmos se 
comportam e que permita manipular a agenda de trabalhos, implementada pelo 
Quartz. As linguagens base são o HTML, JSP e Java (para a interface e gestão dos 
métodos de interacção com o utilizador) e o PostGres/Hibernate (para a gestão da 
base de dados). 
As vantagens associadas a esta ferramenta são: 
• Permite manipular o cronómetro que dispara os processos sem necessidade de 
modificar manualmente o ficheiro xml correspondente aos agendamentos dos 
processos; 
• Permite visualizar interactivamente o comportamento do sistema sem 
necessidade de recorrer interactivamente aos logs gerados; 
• Permite a análise das estatísticas geradas e obter uma visão da evolução 
temporal do sistema; 
• Permite o acesso ao sistema de um modo amigável, o que melhora a eficiência 
do mesmo; 
• O sistema sabe onde tem a informação, e não é necessário procurar o que se 
pretende nos logs gerados ao longo do tempo, ou seja analisa a informação 
rapidamente; 
Na Figura 37 (secção 4.5.2) estão representados os casos de utilização 
identificados e que serão implementados no sistema, assim como os actores que os 
irão accionar. Na Tabela 3 (secção 4.5.2) estão descritos os actores que fazem parte 
do sistema, com os quais estão relacionados os casos de utilização indicados. 
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4.5.2 Análise do Sistema 
 
Figura 37 - Diagrama de Casos de Utilização da Aplicação RTS.Report 
Actor Descrição 
Utilizador Será o alvo do processo; vai manipular e requisitar informação ao sistema e receber as 
respostas; 
Quartz Tempo; participa no sistema para despoletar os processos agendados; 
Tabela 3 - Descrição dos Actores do Sistema 
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4.5.3 Implementação da ferramenta web 
Nesta secção será descrito o padrão a que obedecem as implementações dos 
vários casos de utilização identificados na análise do sistema pretendido. 
Serão apresentados alguns exemplos para melhor compreensão do padrão 
desenvolvido. Estes exemplos serão implementados em ambiente simulado, e será 
com base neste que os testes experimentais terão lugar, e consequentemente a 
apresentação dos resultados.  
4.5.3.1 Padrão de Implementação 
Os casos de utilização seguem o mesmo padrão de implementação, que se 
caracteriza por percorrer verticalmente todas as camadas da estrutura que suporta a 
ferramenta web.  
 
Figura 38 - Camadas que compõem a estrutura de suporte à ferramenta web 
Na Figura 38 podemos observar as camadas e a comunicação que se estabelece 
entre elas para responder à chamada dos casos de utilização na camada do utilizador. 
Assim, quando o utilizador invoca a execução dos casos de utilização atravésdo 
interface (implementado em JSP), o servlet que corresponde ao caso de utilização e 
que interage com a camada lógica (implementada em java, e onde residem os métodos 
que suportam a interacção) é executado; a camada lógica, quando necessita de 
recorrer aos dados armazenados na base de dados, invoca a camada de persistência 
(que por meio do Hibernate mapeia as classes da base de dados em classes que a 
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camada lógica interpreta como objectos e utiliza como tipos de dados), que manipula 
a base de dados e extrai a informação que lhe interessa para devolver à camada lógica 
e iniciar assim o percurso inverso até que os dados cheguem ao interface de novo por 





Este caso de utilizaçãoobedece ao padrão de implementação mostrado na Figura 
38. O utilizador comunica com a página que implementa a GUI (Graphical User 
Interface), e esta, através do servlet chama os métodos que devolverão a lista das 
execuções dos testes da rede, fornecida através do hibernate. Na Figura 39 apresenta-
se o diagrama de sequência que exemplifica uma interacção específica do padrão 
detalhado na Figura 38. 
 
Figura 39 - Diagrama de Sequência do Caso de Utilização Listar Histórico 
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Visualizar Gráficos de Desempenho (Teste da Rede) 
Este caso de utilização tem duas partes específicas: a primeira (Figura 40), é a 
construção da lista de fontes disponíveis; depois, quando o utilizador escolher a fonte 
que pretende visualizar, é então construído o gráfico das estatísticas (Figura 41). 
Mais uma vez, a implementação deste caso de utilização segue o padrão de 
comunicação entre camadas especificado na Figura 38. 
 
Figura 40 - Diagrama de Sequência do processo de construção da lista de fontes disponíveis 
 
Figura 41 - Diagrama de sequência da construção do gráfico das estatísticas 
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É importante detalhar o que acontece quando é escrito o ficheiro (Figura 42) que 
será executado pelo script do gnuplot – um programa para desenhar gráficos a partir 
de funções ou tabelas de dados.  
 
Fluxo de Trabalho do Processo que Produz o ficheiro de estatísticas 
 
Figura 42 – Fluxo de trabalho que produz o ficheiro com os dados para o gráfico 
Este processo precisa de recolher dados da base de dados para fornecer ao 
gnuplot. Deste modo, o processo começa por recolher a informação da base de dados, 
e se existirem execuções dos testes à rede na base de dados, estes serão escritos num 
ficheiro que o gnuplot utilizará para criar o gráfico.  
A Figura 43 e a Figura 44 mostram, para cada uma das fontes disponíveis na rede, 
um gráfico produzido com os dados do ficheiro. Este gráfico dinamicamente 
desenhado, com dados actualizados e recentes sempre que o utilizador pede o gráfico 
ao sistema. Este gráfico permite, como já foi dito, analisar visualmente o 
comportamento da rede. Os picos de tempo mostram execuções mais longas, e as 
variáveis que representam os passos do processo (tempo de devolução dos episódios 
da fonte, o tempo de preparação, integração e finalização do processo) permitem 
identificar se existe coerência entre o aumento de tempo total e o aumento de tempo 
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de cada passo do processo, permitindo assim identificar quais os passos críticos do 
processo.  
Caso não haja coerência nos dados, indica que uma situação anómala (como por 
exemplo um tempo de “viagem” na rede mais demorado) aconteceu. Assim, quando 
acontecem situações anómalas continuamente, é possível (através do detalhe de cada 
execução) verificar as horas ou as situações específicas em que as anomalias 
acontecem, permitindo corrigir a situação. 
 
Figura 43 - Gráfico com os dados estatísticos da execução dos testes da rede para a fonte HDA (dados 
simulados no servidor de desenvolvimento) 
 
Figura 44 - Gráfico com os dados estatísticos da execução dos testes da rede para a fonte HIP (dados 
simulados no servidor de desenvolvimento) 
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4.5.4 Visualização Global do Desempenho do Sistema 
A capacidade de analisar a rede e construir gráficos não seria completamente 
aproveitada se não existisse um monitor global do sistema, ou seja, uma 
funcionalidade onde a análise possa ser feita não em relação aos processos por fonte, 
mas à análise comparativa dos processos de todas as fontes. 
Para além da possibilidade de comparar as várias fontes num gráfico, a análise dos 
tempos médios dos processos é fundamental. A Figura 45 mostra o tempo total que as 
fontes demoraram a realizar o processo de teste da rede para cada execução. A fonte 
HIP está a demorar mais tempo a integrar. A que se deve?  
 
Figura 45 - Gráfico do tempo total da execução do processo de teste da rede das fontes disponíveis (dados 
simulados no servidor de desenvolvimento) 
 
Em resposta à questão colocada, apresenta-se a Figura 46, que mostra o tempo 
médio de integração por episódio de cada fonte. 
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Figura 46 - Gráfico do tempo médio de execução do processo de teste da rede considerando o número de 
episódios integrados (para cada fonte) (dados simulados no servidor de desenvolvimento) 
O gráfico ilustrado na Figura 46 permite saber que a fonte HIP tem um 
desempenho inferior (na maioria das execuções) ao da fonte HDA porque demora 
mais tempo a integrar os episódios. Esta comparação é justa, pois a variável que está a 
ser considerada não é o tempo total de execução, mas sim o tempo de integração por 
episódio.   
Por exemplo, na execução dos dias 15/05 e 19/05 observa-se que a fonte HDA 
demora mais tempo a integrar episódios que a fonte HIP. O motivo porque está a 
demorar mais tempo pode ser encontrado nos gráficos executados para cada fonte, 
onde se encontram em detalhe as variáveis do processo (Figura 47). 
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Figura 47 - Detalhe do processo de teste da rede para a fonte HDA (dados simulados no servidor de 
desenvolvimento) 
Pode observar-se no gráfico da Figura 47 que nos dias em que a fonte demora 
mais a integrar os episódios é quando existem picos no tempo que o processo demora 
a preparar os episódios para a integração. Está assim explicado o motivo porque esta 
fonte demorou mais tempo a integrar os seus episódios. 
É este tipo de análise que interessa a quem se dedica a monitorizar o desempenho 
da rede. Este modulo RTS.Report, com esta opção da visualização do desempenho 
global do sistema vem assim responder às necessidades do administrador da rede. 
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4.5.5 Integração por solicitação do Utilizador 
O que se pretende com a integração por solicitação do utilizador é a possibilidade 
de forçar a integração de um paciente por parte do profissional, para que os dados 
sejam actualizados após o acontecimento de um episódio e antes da execução diária 
da actualização do catálogo. 
Esta ferramenta está integrada como suplemento no projecto RTS.REPORT, 
como base de teste da ferramenta para uma posterior introdução da mesma no portal 
dos profissionais (ou seja, na produção instalada no HIP). 
4.5.5.1 Algoritmo do Processo 
O processo de forçar a actualização da informação de um utente específico no 
catálogo é simples: sabendo o utente que se pretende integrar, basta executar o 
processo de actualização do catálogo que é executado periodicamente, com uma 
diferença: em vez de procurar nova informação de todos os pacientes que se 
encontram no catálogo, procura apenas para o paciente que o profissional vai indicar. 
No módulo RTS.REPORT, o utente é identificado pela introdução do seu número 
do Serviço Nacional de Saúde num campo que se encontra na página web do serviço 
(Figura 48). 
 
Figura 48 - Página que permite forçar a integração de um paciente específico 
Uma vez introduzido o número do Serviço Nacional de Saúde do paciente, é 
executada a actualização parcial do catálogo, ou seja, o catálogo vai ser actualizado 
apenas para o paciente indicado. 
Quando se inicia o processo de actualização, é testado se o paciente existe ou se 
existe mais que uma vez; no caso de existirem incoerência dos dados (por exemplo, 
dois pacientes com o mesmo número do SNS), ou outro tipo de erro que não permita a 
conclusão da integração, o utilizador será avisado do mesmo. 
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Uma vez realizada a integração com sucesso, é mostrado ao utilizador o relatório 
da integração, de modo a que este possa ter uma noção do desempenho do processo, 
como ilustrado na Figura 49. 
 
Figura 49 - Relatório da integração parcial do catálogo 
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4.5.5.2 Fluxo de Trabalho Implementado 
Este processo de integrar um paciente em particular é derivado do processo de 
actualização do catálogo. No entanto, necessita de controlo de erros, já que como tem 
intervenção do utilizador, está sujeito a inconsistências. Assim, após o utilizador 
introduzir o número do serviço nacional de saúde do utente, é necessário verificar se 
não existem inconsistências dos dados, ou seja, tem que existir um e um só utente 
com o número identificativo inserido. Se assim não for, o processo é interrompido. 
Se não houver inconsistências nos dados, é executada a integração parcial do 
catálogo (ilustrada na Figura 50), e uma vez acabado o processo de integração, é 
gerado o relatório da execução da integração parcial do catálogo. Este processo está 
representado graficamente na Figura 51. 
 
Figura 50 - Ilustração do algoritmo de integração parcial do catálogo 
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Figura 51 - Ilustração do processo de actualização do catálogo 
Este é o processo (já descrito na secção 4.2) que ocorre sempre que é pedida uma 
integração parcial do catálogo com base no novo processo de actualização do 
catálogo já descrito na secção 4.2. 
Este é o modo como funciona integrado no módulo RTS.REPORT. Existem 
algumas diferenças quando integrado no Portal do Profissional, diferenças essas 
descritas na secção que se segue. 
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4.5.5.3 Integração no Portal do Profissional 
O portal do profissional facilita ao profissional o acesso rápido e seguro ao 
processo clínico dos seus pacientes, podendo visualizar os episódios que ocorrem em 
qualquer instituição de saúde da rede, de modo a manter um panorama actualizado do 
registo clínico dos seus pacientes. 
Apesar da actualização dos dados do catálogo ser realizada com uma frequência 
diária, é possível que os profissionais necessitem de forçar a actualização dos dados 
de um determinado paciente. Esta actualização a pedido do profissional é 
implementada pelo Processo de Integração por solicitação do Utilizador, já 
descrito na secção anterior. Este processo foi inserido no portal dos profissionais de 
modo a que estes possam aceder a esta funcionalidade de um modo simples e rápido. 
Seguidamente, será apresentado o fluxo de trabalho que conduz até à integração por 
solicitação do utilizador de um paciente em concreto.  
 
Fluxo de Trabalho 
Em primeiro lugar, é necessário que o profissional se autentique no site, para 
aceder às funcionalidades que pertencem ao seu perfil de utilizador, entre elas, a 
actualização do catálogo. 
 
 
Figura 52 - Autenticação do Profissional 
Uma vez autenticado, é apresentado o menu de contexto do portal do profissional, 
no qual estão acessíveis as funcionalidades que este pode aceder. 
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De seguida, o profissional executa uma pesquisa pelo número de sns do utente 
do qual pretende ver o registo clínico, e executar a actualização do catálogo dos 
dados. 
 
Figura 53 - Procura Utente por número de SNS (dados simulados) 
Uma vez realizada a pesquisa, surge o ecrã onde o profissional vê os dados 
identificativos do utente e pode consultar o historial clínico do utente nas instituições 
de saúde da rede. É aqui que surge a opção de Actualizar Processo do utente, ou 
seja, forçar a actualização dos dados do utente no catálogo, realizando uma 
integração dos eventuais novos episódios que o utente tenha e que ainda não tenham 
sido integrados. 
 
Figura 54 - Executar Actualização do Catálogo (Dados simulados) 
Uma vez realizada a actualização dos dados, é apresentado um ecrã com a 
indicação do estado resultante do processo, ou seja, caso o processo tenha sido bem 
sucedido, aparece uma mensagem com a indicação que o processo foi realizado; caso 
o processo não tenha sido bem sucedido, o profissional é avisado de que o processo 




Figura 55 - Estado do Processo de Actualização dos Dados (dados simulados) 
Deste modo, o profissional pode forçar a integração dos dados de um utente, 
imprimindo à funcionalidade de actualização de dados um maior destaque e 




5 Resultados e Conclusões 
5.1 Testes em Ambiente Real (Hospital Infante D. Pedro - HIP) 
Depois de desenvolvida e testada em ambiente simulado existente no IEETA, 
foram efectuados testes no ambiente real da RTS. Para tal, são necessárias duas fases: 
introduzir a aplicação no sistema real e configurar a aplicação para o novo ambiente; 
depois, há que realizar testes para saber o comportamento da aplicação desenvolvida. 
O local escolhido para realizar testes foi o hospital Infante D. Pedro, onde se encontra 
o Data Center, o local onde se concentra o armazenamento de informação. 
Os dados utilizados nestes testes são dados reais, de utentes reais, com episódios 
reais em cada uma das fontes. As fontes referenciadas nestes testes são as fontes que 
fazem parte da rede da RTS, nomeadamente: Hospitais de Aveiro e Águeda (com os 
sistemas SONHO) e os centros de saúde de Aveiro, Águeda, Ílhavo, Vagos, 
Albergaria e Oliveira do Bairro (com os sistemas SINUS). 
Para a realização destes testes no Hospital Infante D. Pedro, foi necessário 
credenciais de acesso para aceder à rede e aos dados. Essas credenciais foram 
disponibilizadas pelos funcionários do hospital presente aquando da realização dos 
testes. 
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5.1.1 Fase 1: Configuração da aplicação e do novo ambiente de execução 
A configuração de rede da RTS tem a seguinte estrutura: 
 
 
Figura 56 - Topologia da rede RTS 
Como se pode observar na Figura 56, existe conectividade através das várias 
fontes referidas. A topologia da rede permite ver que há dois grandes pontos de 
concentração de terminais (hospitais) que possuem data centers para armazenamento 
dos dados. A conectividade interna (intra-RTS) total é permitida através da rede RIS-
IGIF, e o utilizador pode aceder aos serviços disponibilizados pelos servidores de web 
services e ao portal através da Internet. Esta topologia permite que o módulo 
RTS.Report (que se encontra no servidor de testes do hospital de Aveiro) seja acedido 






5.1.2 Fase 2: Teste do Motor de Integração Actual 
Nesta fase foi realizada uma execução do serviço de actualização do catálogo de 
dados pré-existente no data center. Ao procurar realizar o processo, encontra-se a 
primeira dificuldade: não é possível agendar o processo sem ser manualmente, ou 
seja, modificando o código do ficheiro xml onde se encontram as configurações do 
cronómetro, que despoleta o processo. Uma vez modificado o ficheiro xml 
respectivo, o processo é despoletado; quando o processo acaba, tentamos analisar 
resultados. No entanto, mais uma dificuldade é encontrada: não existe modo gráfico 
ou estatístico de analisar os resultados. Não é possível saber o tempo que a integração 
demorou, nem quantos pacientes foram integrados, nem quantas fontes foram 
referenciadas. Podemos apenas analisar um ficheiro de texto, o log de execução, que 
não tem uma organização lógica ou textual (Figura 57). 
O processo de actualização do catálogo com o algoritmo pré-existente foi 
despoletado às 16 horas do dia 28 de Abril de 2008, e acabou às 09:30 do dia 29 de 
Abril de 2008, o que significam 17 horas e 30 minutos de execução de integração 
de dados no catálogo. Este tempo de integração deve-se ao facto do algoritmo pré-
existente não estar optimizado, e reconstruir na totalidade o catálogo sempre que 
processo de actualização do catálogo é despoletado. Ou seja, a informação que reside 
no catálogo não é aproveitada, mas sim desperdiçada e reconstruída. É um processo 
moroso, que não é realizado em tempo útil e que, no final, não fornece informação 
estatística ou de estado do processo, como se pode observar na Figura 57.  
 
Figura 57 – Log do processo de actualização do catálogo pré-existente 
Como reflectido anteriormente, este processo precisa de melhorias, tanto ao nível 
da execução como ao nível da análise de dados do processo.  
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5.1.3 Fase 3: Teste do Novo Motor de Integração 
Nesta fase, o serviço de actualização de dados do catálogo foi executado com o 
novo algoritmo, nas mesmas condições do teste realizado para o algoritmo pré-
existente. O serviço foi executado já a partir da ferramenta web, que permite o 
agendamento de alguns serviços da rede de saúde. Assim, para despoletar o 
processo, foi apenas necessário introduzir a data e a hora pretendidas na ferramenta 
web, e o processo é despoletado (Figura 58); 
 
Figura 58 - Agendamento do Processo de Actualização do Catálogo via web 
 
Quando o processo terminou a execução, os resultados foram analisados, e desta 
vez sem necessidade de recorrer ao log gerado pelo processo: a ferramenta web 
disponibiliza dados estatísticos e de estado do processo. Ainda assim, o log foi 
melhorado, e inclui alguns dados da integração, como se pode ver na Figura 59: 
 
 
Figura 59 – Log do processo de actualização do catálogo optimizado (indicação de estatísticas) 
Relativamente à algoritmia e desempenho do processo, observa-se uma melhoria 
do tempo de execução: de 17 horas e 30 minutos, passou a 26506827 milisegundos 
(tal como se pode ver no log (Figura 59), e como veremos na ferramenta web), ou 
seja, 7h22m, o que representa um ganho de 10 horas na execução do processo, 
significando que o novo algoritmo é mais eficaz (Figura 60); este ganho justifica-se, 
como já foi referido, pelo facto do algoritmo que implementa o processo de 
actualização do catálogo não desperdiçar completamente o catálogo que já existe no 
data center, mas sim apenas introduzir os novos episódios no mesmo. Existe também 
um factor importante, que também foi referido, que é o facto deste algoritmo 
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construir uma pool de threads para o acesso aos wrappers das fontes: ou seja, o 
algoritmo deixou de aceder a cada fonte sequencialmente, passando a fazê-lo em 
bloco, o que permite ganhar também algum tempo de execução. 
Esta comparação é real, pois ambos os testes (ao algoritmo pré-existente e novo) 
foram realizados no mesmo ambiente de trabalho (Hospital de Aveiro) e decorreram 
sobre o mesmo volume de dados (pacientes inseridos na rede telemática de saúde) e 
no mesmo período horário (início depois da hora de expediente e final durante a 
noite). 
 
Figura 60 - Ganho no tempo de execução do processo de actualização do catálogo 
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5.1.4 Fase 4: Teste do Processo de Teste da Rede 
Um processo que importa referir e que ainda não havia sido implementado é o 
processo de teste da rede. Este processo permite saber se as fontes estão a responder 
aos pedidos do data center, qual o desempenho actual e momentâneo da rede e 
identificar os problemas quando surgem, para uma resolução rápida dos mesmos. 
Este processo pode ser agendado como o da actualização do catálogo, via  web.  
Quando o processo começa a decorrer, cada fonte é testada para um dado 
paciente que se sabe existir na mesma. Caso a resposta da fonte seja positiva e em 
tempo útil, é sinal que não há problemas de rede; caso contrário é possível observar 
onde é que existem problemas, já que as estatísticas (em forma tabular ou gráfica) 
permitem saber qual é a média de tempo normal. Assim, é possível saber o que está a 
ocorrer anormalmente no processo. 
 
Figura 61 - Relatório das execuções do processo de teste da rede 
A Figura 61 é exemplificativa dos relatórios da primeira execução da rede. 
Podemos analisar que algumas fontes (4 e 8) demoram mais tempo que as outras a 
finalizar o processo de teste da rede. Estas fontes são as que necessitam de atravessar 
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a rede para a zona de Águeda. As outras fontes são da região de Aveiro. Assim, 
podemos deduzir que o motivo pelo qual estas fontes demoraram mais tempo foi 
atraso na “viagem” dos dados pela rede.  
Após novas execuções do processo de teste da rede, podemos retirar mais algumas 
conclusões importantes e descobrir alguns comportamentos anómalos. Isso foi 
verificado aquando de uma segunda execução do processo no data center, num outro 
dia, numa outra hora. Foi verificado mais uma vez que havia um atraso significativo 
na rede, pois as integrações das fontes fora da região da cidade de Aveiro que 
necessitam de atravessar o servidor de comunicação, registaram um tempo total de 
integração mais elevado que o anterior, ou seja, demoraram mais tempo a realizar o 
mesmo trabalho. 
Desta vez, podemos comparar não só as fontes da mesma zona entre si, mas a 
mesma fonte em execuções de datas diferentes. Por exemplo, pôde ser registado que 
para a fonte 9 (Centro Saúde Ílhavo), o tempo de integração foi sensivelmente o 
mesmo, mas que para a fonte 4 (Hospital Águeda), o tempo foi maior, como se pode 
observar na Figura 62. 
 
Figura 62 - Registo de anomalias na rede detectadas pelo processo de teste da rede 
 98 
 
A vista tabular permite identificar estas situações de anomalias, comparando os 
dados apresentados no relatório global. A visualização dos gráficos permite identificar 
de um modo gráfico estas situações. Analisando o exemplo do gráfico que permite 
comparar o desempenho das fontes (nos últimos 15 dias a contar do dia de execução 
do gráfico), pode-se facilmente identificar onde residem os problemas. 
A Figura 63 mostra um gráfico que permite comparar o tempo de execução total 
do processo de teste da rede para todas as fontes. Neste gráfico, o outlier no processo 
de integração parece ocorrer no dia 20/05, em que as fontes dosCentros de Saúde de 
Vagos e de Albergaria demoraram mais tempo a executar o teste; nos outros dias o 
tempo de integração manteve-se constante. Mas demoraram mais tempo por 
problemas físicos ou por problemas dos subprocessos do processo de integração? Para 
obter esta resposta, é necessário observar o gráfico da Figura 64. 
 




Figura 64 - Gráfico do tempo médio de integraçãode episódios 
No gráfico da Figura 64 (sem legendas para melhor compreensão dos dados) 
pode-se analisar que de facto, no dia 20/05, houve um ligeiro aumento do tempo de 
integração por episódio para as fontesdos centros de saúde de Vagos e de Albergaria, 
mas que o problema não reside na execução do processo de teste, pois a 
disparidade não é elevada em relação aos outros dias, mas sim no tempo de 
estabelecimento da comunicaçao com as fontes, o que indica demora na rede (Figura 
65). Pode no entanto ver-se que no dia 02/06, o Hospital de Águeda teve um pico no 
tempo que demorou a integrar cada episódio. Este pico mostra que o problema reside 
num subprocesso do processo de teste da rede (neste caso do tempo de resposta dos 
wrappers com os episódios pedidos), como se pode observar na Figura 66. 
 
Figura 65 – Detalhe da execuçao do processo de teste da rede (CS Albergaria) 
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Na Figura 65 pode observar-se o somatório dos tempos dos subprocessos 
necessários para que a execução do teste da rede seja possível é de aproximadamente 
2000 ms. No entanto, o tempo total da integração é de aproximadamente 12000 ms. 
Este tempo de diferença é o tempo anormal de atraso da rede na tentativa de 
comunicação com esta fonte. 
 
Figura 66 - Detalhe da execução do processo de teste da rede (HDA) 
Na Figura 66 pode ver-se que o tempo total de integração elevado se deve ao 
tempo de resposta do wrapper com os episódios pedidos. Este facto indica que a fonte 
do Hospital de Águeda estava a demorar muito tempo a processar os episódios e a 
prepará-los para os devolver, o que indica problema na fonte. 
Através desta análise é então possível concluir quais são as fontes com 




5.1.5 Fase 5: Teste da Ferramenta Web 
Nesta fase, a ferramenta web foi testada do ponto de vista de usabilidade e 
funcionalidade. Todos os Use Cases identificados e implementados foram testados, 
entre eles a agenda de serviços, o sistema de teste da rede, e o serviço de 
visualização dos dados estatísticos resultantes da execução da actualização dos dados 
do catálogo. 
A conclusão obtida foi satisfatória, na medida em que as ferramentas gráficas, 
como os gráficos do comportamento da rede, permitem uma visualização e uma 
análise do comportamento da rede mais prática e funcional, já que o anterior sistema 
apenas fornecia algumas estatísticas através da análise dos logs resultantes da 
execução. 
O serviço que permite o agendamento de tarefas foi igualmente bem recebido, 
pois é possível modificar os horários e a frequência a que as tarefas são executadas 
sem necessidade de recorrer à modificação no código das mesmas. 
O serviço de teste da rede foi considerado útil e vantajoso para os técnicos de 
manutenção, pois possibilita a verificação de falhas e problemas de conectividade de 
rede, simplesmente analisando os resultados que provêm da execução de testes da 
rede. 
A funcionalidade que monitoriza a execução do processo de actualização do 
catálogo foi igualmente testada, e foi possível retirar algumas conclusões importantes 
acerca do processo.  
Nota: as conclusões retiradas são baseadas na execução do processo de 
actualização que ocorre em produção. A situação analisada corresponde à execução 
do processo existente antes da intervenção porque já existia um número de execuções 
considerável, sobre o qual se podem retirar conclusões. O processo optmizado ainda 
não ocorreu em produção um número de vezes suficiente para ser utilizado como 
base de conclusões. 
 
Monitorização do Processo de Actualização do Catálogo em Produção 
Relativamente à análise dos dados da execução do processo de actualização do 
catálogo, são disponibilizadas numa fase inicial as estatísticas globais, como o tempo 
total da integração, o número de pacientes integrados e as fontes referenciadas. 
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Para além de disponibilizar esta informação em forma de tabela, para uma 
análise metódica e organizada, permite a geração de gráficos da execução, para que 
seja possível identificar padrões de comportamento e comportamentos anormais no 
processo de um modo mais rápido e eficaz; 
Existem situações interessantes que se podem observar através da análise dos 
gráficos gerados. Por exemplo, ao observar o gráfico global das execuçõe do 
catálogo, podemos ver que existe um decréscimo do tempo total de integração entre 
os dias 24/05 e 27/05 (Figura 67), o que corresponde a uma situação anormal na 
execução do processo. 
 
Figura 67 – Gráfico global da execução do processo de actualização do catálogo 
Este decréscimo abrupto verifica-se no gráfico da execução detalhada do processo 
(Figura 68). É possível verificar que existe um pico de tempo na construção da lista 
de fontes do sistema. Esta informação pode aparentemente não corresponder ao 
gráfico do processo global.  
Analisando com cuidado, e fazendo a correspondência de escalas, podemos 
verificar que o tempo total mostrado no gráfico da Figura 67 é o mesmo do tempo de 
construção da lista de fontes que está no gráfico da Figura 68. Existe uma 
correspondência entre o decréscimo do tempo total da execução do processo e o pico 
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de tempo de construção da lista de fontes. Isto significa que a lista de fontes demorou 
mais que o normal a ser construída logo, é uma situação anormal. Ou seja, o que 
aparentemente no gráfico da Figura 67 é uma queda no tempo de execução, deriva do 
facto da execução não ter sido acabada, como se pode verificar no gráfico da Figura 
68, e confirmar no gráfico da Figura 69. 
 
Figura 68 - Gráfico detalhado da execução do processo de actualização do catálogo 
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Figura 69 - Gráfico que relaciona o tempo total de actualização do catálogo e o número total de episódios 
integrados 
Na Figura 69, que mostra o relacionamento entre o tempo total de execução do 
processo de actualização do catálogo e o número de episódios integrados, confirma-se 
a correspondência entre os gráficos do desempenho global e detalhado. Pode-se 
observar que o decréscimo abrupto no tempo de execução corresponde à integração 
de 0 episódios, derivado do facto da lista de fontes não ter sido construída, logo, não 
haver fontes para integrar e o processo não ter sido completo. 
Pode-se observar também que, comparando os gráficos da Figura 68 e da Figura 
69, que o facto do tempo total de integração variar corresponde ao tempo de “viagem” 
dos dados na rede, pois no gráfico da Figura 68 os subprocessos da execução da 
actualização do catálogo mantêm-se aproximadamente constantes ao longo do tempo, 
e que o pico que destoa se deve ao tempo que as sucessivas tentativas de conexão (em 
vão) das fontes demorou. Estes factos são corroborados pela informação que é 




Figura 70 - Tabela de relatórios do processo de actualização do catálogo 
 
Na Figura 70 pode-se observar que, comparando um dos dias em que o tempo 
total do processo decaiu mas que o tempo de construção da lista de fontes disparou, 
no dia 27/05, o tempo total (1.594.823 ms) é muito inferior ao do dia 28/05 
(6.370.614 ms), mas que no dia 28 foram integrados 13797 episódios e no dia 27 
nenhum. 
Ou seja, a análise dos gráficos e relatórios permitiu saber que entre os dias 24 e 27 
de Maio, a conexão fisica às fontes da rede foi inexistente, ou seja, detectaram-se 
problemas físicos na rede. 
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5.1.6 Fase 6: Discussão de Resultados 
Agregando os dados expostos ao longo das fases de teste, os resultados 
conquistados estão compilados nas Tabela 4 e Tabela 5. 
Processo Actualização do Catálogo 








Sim Não Não Não 17h30m 
Depois 
Intervenção 
Sim Sim Sim Sim 7h36m 
Tabela 4 - Resumo dos serviços do processo de actualização do catálogo 
 
Processo Teste da Rede 
 Existe? Agenda? Análise Processo? Gráficos? 
Antes Intervenção Não Não Não Não 
Depois Intervenção Sim Sim Sim Sim 
Tabela 5 - Resumo dos serviços da integração do processo de teste da rede 
Em suma, depois da intervenção desta contribuição, o processo de actualização do 
catálogo sofreu uma optimização de 10 horas. Considerando que a rede ainda não está 
estabilizada no número de episódios ou utentes inseridos no sistema, e que 
futuramente outras fontes serão adicionadas ao sistema, esta optimização de 10 horas 
revelar-se-á de extrema importância no futuro.  
Outra optimização foi a adição de uma ferramenta que permite fazer o controlo e a 
monitorização do estado da rede e do seu desempenho, algo que ainda não existia, e 
que, como foi demonstrado, permite analisar e descobrir situações anómalas no 
desempenho da rede. Isto representa um importante avanço na construção de 
ferramentas administrativas para controlo da rede. 
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5.1.7 Conclusão e Trabalho Futuro 
O desenvolvimento desta contribuição mostrou-se uma experiência 
enriquecedora e útil para o crescimento do projecto da rede telemática da saúde, na 
medida em que implementa funcionalidades que permitem um conhecimento 
detalhado da rede e do seu funcionamento.  
Os objectivos propostos foram cumpridos: a optimização do processo de 
actualização do catálogo foi conseguido com sucesso e a implementação de 
funcionalidades de apoio ao trabalho de monitorização foram implementadas com 
sucesso. 
O software desenvolvido é extensível na medida em que a aplicação do mesmo a 
outras funcionalidades ou sistemas apenas implica a construção de um espaço de 
armazenamento de dados estatísticos. Isto representa uma modificação simples do 
sistema base, e um crescimento de desempenho considerável. 
No entanto, e devido à pouca idade do software, a tomada de decisões tendo como 
base o processo de teste da rede é, apesar de possível, prematura. A rede ainda se 
encontra em expansão, ainda não é utilizada na sua carga máxima e este processo 
ainda não foi testado o suficiente (quer em tempo de teste, quer em todas as condições 
de rede ou todas as condições de fontes) para ser fiável a ponto de determinar a 
qualidade ou a fiabilidade de cada fonte. 
O percurso de crescimento deste software como trabalho futuro segue o rumo da 
procura de informação do desempenho da rede, não só relativamente ao desempenho 
das fontes e à sua disponibilidade como também em relação à qualidade da 
informação que delas é devolvida. Simultaneamente, seria desejável extender as 
funcionalidades de monitorização de modo a criar um “dashboard” de supervisão 
mais completo. 
A resolução de inconsistências de informação apenas pode ser baseada em  
decisões acerca da qualidade da informação que é devolvida de cada fonte. 
Este é um problema de integração semântica da informação, que não pode ser 
resolvido nesta contribuição. A evolução natural desta contribuição é o trabalho de 
determinação do grau de confiança que se pode depositar numa determinada 
fonte, com base não só no seu comportamento e desempenho na rede, mas também 
com base no qualidade da informação que resulta da integração semêntica dos dados 
que nela residem. 
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