Multiplicative Renormalization Method
Let µ be a probability measure on R with finite moments of all orders. Then we can apply the Gram-Schmidt orthogonalization process to the sequence {x n } ∞ n=0
to get an orthogonal sequence {P n (x)} ∞ n=0 in the real Hilbert space L 2 (R, µ). Here the leading coefficient of P n is 1 for each n. It is well known that these polynomials satisfy the recursion formula: (x − α n )P n (x) = P n+1 (x) + ω n−1 P n−1 (x), n ≥ 0, (1.1) where by convention ω −1 = 1 and P −1 = 0. The numbers α n , ω n , n ≥ 0, are known as the Jacobi-Szegö parameters of µ.
It is natural to ask whether there is a method for deriving {P n (x)} ∞ n=0 from µ. A method, called multiplicative renormalization method, has been introduced in [3, 4] to answer this question. This method starts with an analytic function h(x) at 0. Then we define two functions is an orthogonal polynomial generating function for µ, namely, it has the power series expansion ψ(t, x) = ∞ n=0 a n P n (x)t n , (1.6) where a n 's are nonzero constants and {P n (x)} ∞ n=0 is the above sequence. Thus for a given µ and a fixed function h(x), we need to compute the functions θ(t) and θ(t, s), and then find a function ρ(t) such that the function Θ ρ (t, s) defined by Equation (1.4) is a function of ts. In that case, we can expand the function ψ(t, x) defined by Equation (1.5) as a power series in t to find the polynomials P n (x)'s as given by Equation (1.6).
The method in Theorem 1.1 for deriving orthogonal polynomials P n (x)'s from µ is called the multiplicative renormalization method. For convenience, we use the following definition from [8] . The probability measures such as Gaussian, Poisson, gamma, uniform, arcsine, semi-circle, beta, and Pascal are MRM-applicable for functions of the form
Definition 1.2. A probability measure µ is called MRM-applicable for a function h(x) if there exists an analytic function ρ(t)
where c is a constant. The resulting P n (x)'s are the well-known classical orthogonal polynomials. For the derivation, see [3, 4] . Conversely, we have the following
Problem. Given a fixed function h(x), find all MRM-applicable probability measures µ for h(x).
Kubo solved this problem for the case h(x) = e x in [6] and showed that the class of MRM-applicable measures for h(x) = e x is the same as the Meixner class [1, 10] . On the other hand, we have recently solved this problem for the case h(x) = (1−x) −1 in [8] . The class of MRM-applicable measures for h(x) = (1−x)
includes those distributions obtained in [2, 5, 7, 9] , in particular, the arcsine and semi-circle distributions. The purpose of the present paper is to solve the above problem for the case when h(x) is given by
The result (see Theorem 5.4) is somewhat surprising because it says that this class of MRM-applicable probability measures consists of uniform probability measures on intervals, plus the degenerate ones being supported by one or two points.
Recall from [3, 4] that the uniform probability measure µ on the interval
with the associated functions:
, if ts < 0, 9) where |t|, |s| < 1 for all functions. The orthogonal polynomial generating function ψ(t, x) has the power series expansion in t,
(see [4] for the derivation.) Therefore, the polynomials P n (x)'s are given by
which, by Theorem 4.4 [4] , is related to the Legendre polynomials L n (x) by
Moreover, the Jacobi-Szegö parameters are given by
Affine Transformation
In this section we prepare something to be used in Sections 5. From now on we will always assume that h(x) is the function:
, and ψ(t, x) be the associated functions of µ as defined in Section 1. Consider an affine transformation τ v,q (x) = vx + q, v = 0 and define a probability measure
Obviously, µ v,q has finite moments of all orders. It can be easily checked that the associated θ-, θ-, and Θ-functions of µ v,q are given by
In view of Equation (2.2) we introduce a ρ-function ρ v,q;σ (t) for µ v,q by
or equivalently,
Here we have an extra parameter σ in order to allow the scaling of the variable t, which will be crucial in Section 5. By direct calculations, we can prove the following theorem and corollary. 
Key Lemmas
In this section, we will prove several lemmas for Section 4. Let θ(t, s) denote the function defined by Equation (
Lemma 3.1. The function θ(t, s) satisfies the partial differential equation
Proof. Differentiate Equation (3.1) with respect to s to get
Add up Equations (3.1) and (3.3) to show that
Then differentiate Equation (3.4) with respect to t to check that
Sum up Equations (3.4) and (3.5) to find that
Now use partial fractions to rewrite the integrand as
Then use Equation (3.4) to show that
Finally, put Equations (3.6) and (3.7) together to derive Equation (3.2).
Notation 3.2. For convenience, we define a function J by
) is a function of ts. Then the function f (t) = θ ρ(t) satisfies the equation
where a = θ (0) and b = J (0)/ρ (0).
Proof. Let F denote the function F (t, s) = θ ρ(t), ρ(s)
. Then by Lemma 3.1,
On the other hand, by Equation (1.4) and the assumption in this lemma,
which yields the following partial derivatives,
Evaluate these derivatives at s = 0 and note that J(0) = f (0) = 1 to get
Put the values of these derivatives into Equation (3.9) with s = 0 and then simplify the resulting equation to obtain Equation (3.8).
Lemma 3.4. Under the same assumption as that in Lemma 3.3, the function f (t) = θ ρ(t) also satisfies the equation
f (t) f (t) = −3b + 4(ab + c 3 t)ρ(t) + (c 2 + 2abt + c 3 t 2 )ρ (t) 3a + c 1 + 3bt − 2(c 2 + 2abt + c 3 t 2 )ρ(t) ,(3.
15)
where
Proof. Differentiate Equation (3.9) with respect to s to get
(3.16) Differentiate Equation (3.11) with respect to s and then put s = 0 to find that
Similarly, differentiate Equation (3.12) with respect to s and then put s = 0 to get 
19)
where A and B are functions defined by 6 given by
Proof. Just differentiate Equation (3.16) with respect to s and then evaluate at s = 0. However, the calculations are quite tedious and rather lengthy. Thus we omit the details.
Note that from the above lemmas there are constants a, b, c 1 , c 2 , c 3 , c 4 , c 5 , c 6 . But there are restrictions on them. For example, they must satisfy the conditions in the next two lemmas. Additional conditions will be specified in Theorem 4.1. Proof. Use Notation 3.2 and Equations (1.4) and (1.6) to find that
where P n 2 = R P n (x) 2 dµ(x). Therefore, and has a support of at least two points. Then the following inequality holds:
Proof. First differentiate the function θ(t) and evaluate at t = 0 to get
Then differentiate the function f (t) = θ ρ(t) and evaluate at t = 0 to see that
which yields that
From Equations (3.23), (3.24), and (3.25), we have
Note that var(µ) > 0 since µ is assumed to be supported by at least two points. Hence we must have c 2 − 3a 2 − ac 1 > 0 and the lemma is proved.
Derivation of the ρ-function
Recall that we are assuming that µ is MRM-applicable for h(x) =
with a ρ-function ρ(t). In this section we will derive the function ρ(t) which is a candidate of the ρ-function satisfying the equations in the key Lemmas 3.3, 3.4, and 3.5.
Recall that
f (t) must satisfy Equations (3.8), (3.15), and (3.19). Replace ρ(t) and ρ (t) by X and Y , respectively, in these equations and consider the following algebraic equations: a, b, c 1 , c 2 , c 3 , c 4 , c 5 , c 6 , which seem to be very hard, if not impossible, to derive from this differential equation.
To overcome the above difficulties, we use another approach, namely, we will solve the algebraic equations (4.1) and (4.2) to get the solution X = ρ(t). At the same time, we will derive the conditions on these eight constants. Then in the next section we will derive f (t) = θ ρ(t) and show that ρ(t) and f (t) satisfy Equations (3.8), (3.15), and (3.19).
Theorem 4.1. Let µ be MRM-applicable for the function h(x)
. Assume that µ is supported by at least three points. Then the associated constants satisfy the following conditions:
Moreover, Equations (4.1) and (4.2) have a unique solution X = ρ(t), Y = ρ (t) with ρ(t) given by
ρ(t) = 3bt a 2 + c 2 + 6abt + 9b 2 t 2 ,(4.
3)
Proof. First note that by Lemmas 3.6 and 3.7 we must have the conditions b = 0 and c 2 > 3a 2 + ac 1 . Solve Equation (4.1) for Y to get its solution denoted by Y 1 (X, t). Similarly, let Y 2 (X, t) be the solution of Equation 
(t), t) = Y 2 ( ρ(t), t).
Since ρ(t) is supposed to satisfy Equation (3.8), the equality ρ (t) = Y 1 ρ(t), t must hold. In particular, ρ (0) = Y 1 (0, 0), which implies that
On the other hand, differentiate the solution ρ(t) and then subtract Y 1 ρ(t), t from the resulting derivative ρ (t) (very complicated and lengthy) to derive the numerator of ρ (t) − Y 1 ρ(t), t as given by
where K i , i = 1, 2, 3, 4, are the following numbers,
Since c 3 > 0 by Lemma 3.6, the condition K 1 = 0 leads to the following two cases: (i) 4a + c 1 = 0 and (ii) 4a + c 1 = 0.
Then K 1 = 0 in Equation (4.7) implies that the value of c 3 is given by
Put this value of c 3 into K 2 , K 3 , and K 4 to get
where L is given by In this case, we have c 1 = −4a. Hence the assumption c 2 > 3a 2 + ac 1 becomes a 2 + c 2 > 0. Moreover, the values of K 2 , K 3 , and K 4 are simplified to 
Moreover, we can verify that Y is indeed equal to ρ (t).
A Class of MRM-applicable Probability Measures
Suppose µ is an MRM-applicable probability measure for h(x) =
and has a support of at least three points. In view of Theorem 4.1, there are three parameters a, b, c 2 , which satisfy the condition: b = 0, a 2 +c 2 > 0. For convenience, we make the following change of parameters:
The condition for the new parameters is αγ > 0. Then we can rewrite the function ρ(t) in Equation (4.3) as
. Assume that µ is supported by at least three points. Then the associated functions f (t) = θ ρ(t) and θ(t) are given by
3)
for t near 0.
Proof. Use the new parameters α, β, γ, and the function ρ(t) in Equation (5.1) to rewrite Equation (3.8) as
with the initial condition f (0) = 1. Integrate both sides to get the solution f (t) as given in Equation (5.2).
In order to derive Equation (5.3), we first find the inverse function ρ −1 (s) of ρ(t) from Equation (5.1):
Observe from Equation (5.2) that we have the equality
Then note an algebraic identity
for a > 0 and |b| ≤ a. By using this identity we see that θ(s) is exactly Equation (5.3) with t = s. Thus the lemma is proved.
Theorem 5.2. A probability measure µ being supported by at least three points is MRM-applicable for the function h(x)
if and only if it is a uniform probability measure on an interval.
Proof. We first prove the sufficiency. As pointed out in Section 1, the uniform probability measure on [−1, 1], denoted byμ, is MRM-applicable for h(x) = . Its associated functions ρ(t) and θ(t) are given by Equations (5.1) and (5.3), respectively.
As above, letμ denote the uniform probability measure on [−1, 1]. Its associated functions are given by Equations (1.7) and (1.8), i.e.,
Consider the probability measure defined byμ v,q =μ • τ v,q . Then we use Equations (2.1) and (2.3) to find the associated ρ-and θ-functions ofμ v,q :
Now compare the two ρ-functions in Equations (5.1) and (5.5) and set
These equations have two solutions given by
We only need to consider the first solution since the second one leads to the same conclusion. With the choice of the values for v, q, and σ in Equation (5.6), the function in Equation (5.4) can be rewritten as
which is exactly the right-hand side of Equation (5.3). Therefore,
Finally, we look into the orthogonal polynomial generating function ψ(t, x) of µ. Use Equation (5.2) to find that
On the other hand, use Equations (1.9) and (2.6) to get
Thus by Equations (5.8) and (5.9),
which implies that the ω-sequences of µ andμ v,q are related by
Then apply Equations (1.10) and (2.7) to get
Hence the λ-sequence of µ is given by λ 0 = 1 and
Using the Stirling formula, we can easily check that
which shows that
Thus by Theorem 1.11 in [11] , µ is uniquely determined by its moments. This implies that µ is uniquely determined by the function θ(t). Therefore, in view of Equation (5.7), we must have
This proves that µ is a uniform probability measure on an interval. In fact,
Hence µ is the uniform probability measure on the interval β− √ αγ, β+ √ αγ .
In view of Theorem 5.2 we now need to consider the case when µ is supported by one or two points. If µ is supported by one point, then it is a Dirac delta measure which is obviously MRM-applicable for the function h(x) =
Suppose µ is supported by two points, then P 2 = 0. Hence J (0) = 0 by Equation (3.22) . It follows that c 3 = J (0)/ρ (0) 2 = 0. Then Equation (4.1) with X = ρ(t) and Y = ρ (t) can be simplify to
which is a separable differential equation and can be solved to find that
10) where the condition c 2 > 3a 2 + ac 1 must be satisfied by Lemma 3.7.
with a ρ-function given by
Therefore, we have
Finally, by Equations (5.15) and (5.16),
which is a function of the product ts. Thus by Theorem 1.1, µ is MRM-applicable for the function h(x) =
Before proceeding to the final theorem, let us make some remarks about the Bernoulli distribution µ in Lemma 5.3. Note that the Hilbert space L 2 (µ) is two dimensional. Hence the associated sequences {α n , ω n , P n } ∞ n=0 are reduced to {α n , ω n , P n } However, when µ is taken into account, we have ψ(t, x) = 1 + 2 λ(1 − λ) (x − λ)t, µ−a.e..
Thus we get the above polynomials P 0 (x) and P 1 (x). Moreover, we have
which yields the above numbers α 0 , α 1 , ω 0 , and ω 1 by Theorem 2.6 in [4] . consists of uniform probability measures on intervals and probability measures being supported by one or two points.
Proof. By Theorem 5.2 we only need to show that a probability measure µ with a support of two points is MRM-applicable for h(x) = 
