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Ce document contient des expressions mathématiques pour lesquelles nous adopterons
les conventions de notation suivantes.
s(t) Signal continu
s[n] Signal discret
Sw(ω) Transformée de Fourier (continue) à court terme du signal s(t) utilisant
la fenêtre d’analyse w(t)
xˆ Estimation usuelle (non informée) de x
x˜ Estimation informée de x
xi Coefficient i du vecteur x
X Matrice X formée des coefficients Xij
j Unité imaginaire ( j2 = −1 )
Im (z) Partie imaginaire de z ∈ C
Re (z) Partie réelle de z ∈ C
z∗ Conjugué complexe de z ∈ C : z∗ = Re (z)− jIm (z)
∠z Argument du complexe z
|z| Module du complexe z : |z| = √Re (z)2 + Im (z)2
Opérateurs





∗ Convolution ( f ∗ g)(τ) =
∫
f (t)g(τ − t) dt
dxe Première valeur entière supérieure ou égale à x : min{n ∈ Z|n ≥ x}.
bxc Première valeur entière inférieure ou égale à x : max{n ∈ Z|n ≤ x}.














E[x] Espérance mathématique de la variable aléatoire x ∈ Ω calculée à partir
de sa densité de probabilité f (x) telle que E[x] =
∫
Ω f (x)x dx
V[x], var(x) Variance de la variable aléatoire x : V[x] = E[x− E[x]]2 = E[x]2− E[x2]
ex, exp(x) Fonction exponentielle où e ≈ 2.71828 est la constante de Neper
log(x) Fonction logarithme népérien
logb(x) Fonction logarithme dans la base b tel que logb(x) =
log(x)
log(b)
F [ f ](ω) Transformée de Fourier de la fonction f (t) (opérateur linéaire)
F−1[ fˆ ](t) Transformée de Fourier inverse de fˆ (ω) (opérateur linéaire)
1[a,b] Fonction indicatrice sur l’ensemble [a, b] : 1[a,b](x) =
{
1 si x ∈ [a, b]
0 sinon





L’évolution des techniques de traitement du son a suivi celle du traitement de l’infor-
mation grâce à l’informatique [Roa96]. Jusqu’aux années 60, les studios d’enregistrement
de musique effectuaient des prises de son directes où les musiciens devaient jouer si-
multanément. De tels systèmes étaient conçus pour obtenir la meilleure prise d’ensemble
possible afin d’être enregistrée sur un support analogique comme un disque phonogra-
phique ou une bande magnétique. Dans une telle configuration, le mélange sonore final
était fidèle à l’acquisition. Cependant, il était très difficile, voire impossible d’appliquer
certains effets post-enregistrement, ou d’isoler un son particulier du reste du mélange.
De nos jours, les techniques modernes permettent d’effectuer des enregistrements
multipistes qui sont stockés sur support numérique et traités par un ordinateur. Le mé-
lange final est obtenu après une étape de mastérisation ou mastering durant laquelle des
effets peuvent être appliqués sur certains instruments ou sur l’ensemble du mélange. La
création d’un mélange sonore final à partir de pistes séparées est donc dépendante des
choix subjectifs de l’ingénieur du son. Ainsi, les studios d’enregistrement actuels pos-
sèdent presque toujours les signaux correspondant à chaque partie d’un mélange. On
parle alors plus généralement d’images ou de stems. Leur mise à la disposition de l’au-
diteur rend ainsi possible la création de nouveaux mélanges sur lesquels il est possible
d’appliquer des effets, de spatialiser les instruments ou de supprimer certaines parties
(effet karaoké). On parle désormais d’écoute active [Lep98] de la musique, notamment
lorsque ces possibilités sont applicables en temps réel par l’auditeur. Malgré les ques-
tions de droits soulevées par cette nouvelle approche de la musique, nous étudions dans
cette thèse une configuration où des informations connues avant la création d’un mé-
lange musical peuvent être exploitées pour rendre possibles certaines transformations
sur celui-ci.
L’analyse des sons musicaux
L’analyse dans le domaine du traitement du son regroupe l’ensemble des techniques
ayant pour but de comprendre et de décrire le contenu des signaux audio. Ainsi, le son
devient une dimension à part entière capable de véhiculer de l’information pouvant être
traitée et interprétée par un être humain ou une machine. Parmi les nombreuses applica-
tions de l’analyse audio, nous pouvons citer :
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· la manipulation et la création de contenu musical (e.g. écoute active [Lep98]) qui
permet à un auditeur de manipuler en temps réel les entités sonores qui composent
un mélange musical,
· le codage et la compression de signaux audio (e.g. MPEG [DM01]),
· la restauration de contenu musical [God93],
· la recherche dans une base de donnée et la classification,
· la musicologie et la pédagogie,
· etc.
La pertinence des informations extraites du son dépend fortement des connaissances
a priori sur celui-ci. Par exemple, un être humain bien entraîné est en général capable
d’identifier facilement une pièce musicale, les différents instruments présents et parfois
même définir la hauteur des notes jouées ou le tempo. Au contraire, sans entraînement,
ou dans le cas d’un traitement automatisé, ces tâches d’analyse s’avèrent beaucoup plus
difficiles. Ainsi de nombreuses études proposent des modèles permettant de décrire et
d’extraire des informations à partir d’un signal audio.
Le lecteur pourra par exemple consulter [Hai06] pour un état de l’art sur l’estima-
tion du tempo. L’identification du timbre d’un instrument est traitée dans [HBKD06]. La
transcription automatique permettant d’estimer la partition jouée à partir d’un signal au-
dio est traitée par Klapuri dans [Kla03]. La séparation des signaux correspondants aux
différents instruments composant une pièce musicale est présentée par exemple dans
[DZZS08].
Ainsi, l’ensemble de ces travaux portant le nom d’extraction d’information musicales est
traitée par la communauté pluridisciplinaire MIR (Musical Information Retrieval). Parmi
cette communauté cohabitent des mathématiciens, physiciens et informaticiens qui s’in-
téressent respectivement à la musique sous sa représentation physique (signal correspon-
dant aux variations de la pression de l’air ou de la membrane d’un capteur) et sous sa
représentation symbolique (partition de musique, fichier MIDI1 [Moo86], notation piano
Roll, etc.). Dans ce document, nous revisitons certains des problèmes d’analyse grâce à
l’approche informée qui sera développée dans la suite du document.
L’importance de l’efficacité pour l’analyse
L’analyse est la première étape de la chaîne de traitement classique utilisée en traitement
du signal audio (cf. figure 1) dont elle est le plus souvent indissociable. Il est donc aisé
de déduire que l’efficacité d’un tel système dépend en premier lieu de la précision de
l’analyse.
Analyse




y = f−1(M′)x y
FIGURE 1 – Chaîne de traitement du signal audio permettant d’obtenir un signal de sortie
y à partir d’une entrée x en passant par un modèleM.
Cependant, malgré des efforts importants pour améliorer les méthodes d’analyse
existantes, certaines techniques comme celles permettant la séparation de sources audio
1Musical Instrument Digital Interface (MIDI)
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aveugle, ne possèdent que peu d’applications pratiques en raison de la qualité insuffi-
sante pour les signaux résultants. C’est aussi la raison pour laquelle les approches plus
récentes deviennent plus efficaces en exploitant de l’information supplémentaire a priori
ou en exploitant des bases de données permettant un apprentissage supervisé [SRMS06].
Malgré les améliorations offertes par de tels systèmes, il existe toujours des limitations
théoriques qui ne peuvent être franchies qu’en transmettant, lorsque c’est possible, l’in-
formation nécessaire et suffisante manquante permettant d’atteindre la qualité souhaitée.
Vers une approche informée pour les problèmes d’analyse
Nous avons choisi d’orienter nos travaux sur le traitement des signaux de musique (sou-
vent les plus complexes à traiter que les signaux de parole). Notre étude se base sur deux
domaines de représentation des signaux audio :
· La décomposition et la représentation physique des signaux (e.g. décomposition
temps-fréquence, paramètres d’un modèle de forme d’onde du signal, etc.).
· L’extraction d’informations symboliques abstraites utilisées pour la représentation
de la musique (e.g. hauteur musicale d’une note jouée, débuts et fins de note...).
Le premier domaine de représentation choisi a pour but d’analyser objectivement les
signaux traités en utilisant les modèles existants permettant de décrire la forme d’onde
des sons manipulés. Le second domaine fait intervenir certains descripteurs subjectifs
qui dépendent des conventions utilisées par l’homme pour représenter et organiser la
perception de la musique.
Structure du document
Nous avons choisi de séparer cette thèse en deux parties correspondant respectivement
à l’approche classique et à l’approche informée appliquées aux problèmes d’analyse en
traitement du signal audio.
La première partie est composée de deux chapitres introductifs :
· Nous présentons dans le chapitre 1 des éléments de base en traitement du signal
audio ainsi que quelques notions de musique. Ce premier chapitre a pour objectif
de présenter les domaines de recherche auxquels se rapportent les travaux de cette
thèse. Nous y décrivons les outils ainsi que les modèles usuels développés par la
suite.
· Le chapitre 2 a pour objectif d’introduire et de détailler les différents problèmes
d’analyse du signal audio que nous traitons dans cette thèse : la modélisation spec-
trale des signaux audio, la transcription automatique et la séparation de sources. Le
lecteur trouvera dans ce chapitre une formulation précise de ces problèmes, un état
de l’art et une méthodologie permettant l’évaluation des solutions proposées.
Dans la seconde partie nous proposons des contributions originales portant sur le
thème de l’analyse informée réparties en trois chapitres :
· Dans le chapitre 3 principalement bibliographique, nous nous efforçons d’établir
un lien entre la théorie de l’estimation et la théorie de l’information. En effet, ces
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deux domaines souvent traités séparément dans la littérature possèdent de nom-
breux liens permettant de les combiner dans le cadre d’une approche hybride com-
portant simultanément de l’estimation et du codage. Ainsi, ce chapitre apporte des
éléments de solutions théoriques et pratiques au problème de l’analyse informée.
Nous y décrivons une première contribution proposant un cadre d’application gé-
néral permettant d’utiliser cette nouvelle approche.
· Le chapitre 4 propose un contribution utilisant l’approche informée appliquée à
l’analyse spectrale des signaux audio. Les travaux présentés dans ce chapitre s’ap-
puient principalement sur le modèle sinusoïdal aujourd’hui bien connu dans la
littérature. Nous proposons ainsi une extension de l’étape d’analyse permettant
de dépasser les limitations théoriques établies et offrant de nouvelles perspectives
d’applications telles que l’écoute active de la musique ou la séparation de sources.
· Dans le chapitre 5, nous traitons le problème d’extraction d’informations symbo-
liques musicales avec l’approche informée. Nous avons choisi de traiter dans ce
chapitre le problème de la transcription automatique polyphonique de la musique
à partir d’un signal audio. Il s’agit d’un problème difficile qui est aussi à la base de
nombreuses applications musicales telles que l’estimation du rythme, la détection




Approche classique pour les







Un son est une onde qui se caractérise par l’oscillation des particules du milieu à l’inté-
rieur duquel ce son se propage (e.g. air, eau, matériau). Un son ne peut donc pas exister
dans le vide. Lorsque l’on cherche à analyser un son, on mesure les variations de pression
exercées dans son milieu environnant (le plus souvent, l’air) en fonction du temps. Dans
ce cas, on parle de signal temporel. Ainsi, on définit un signal temporel par une fonction
s(t) définie sur R, qui retourne une mesure de pression acoustique en fonction du temps
t. Un signal est centré en 0 ou de moyenne nulle quand E[s(t)] = 0. Lorsque s(t) = 0
pour t < 0, on dit que ce signal est causal. Il s’agit d’une hypothèse qui s’applique aux
signaux à durée limitée et qui se vérifie quand on tronque un signal (pour procéder à son
analyse ou pour l’échantillonner).
1.1 Son numérique
Le son numérique est obtenu à partir d’un signal analogique naturel produit par une
source sonore. Ainsi, le signal analogique continu (pression acoustique) capturé est trans-
formé en un signal numérique discret (nombre de mesures fini) à l’aide d’un capteur qui
mesure les variations de pression et d’un système d’acquisition qui procède à son échan-
tillonnage. Un système d’acquisition classique est souvent composé d’un ou de plusieurs
microphones reliés à une carte son. Celle-ci envoie à un ordinateur la valeur des échan-
tillons en vue de leur enregistrement sur un système de stockage de données (e.g. disque
dur, carte mémoire, etc.). Les échantillons sont ensuite enregistrés dans un fichier dont
le format varie en fonction de l’utilisation. Les formats de données brutes non compres-
sées (e.g. WAVE, AIFF, etc.) sont en général utilisés pour la manipulation des sons car ils
permettent d’accéder directement aux valeurs des échantillons ce qui facilite l’analyse et
les transformations appliquées sur le signal. Pour l’archivage, on privilégie les formats
de données compressées sans perte (e.g. FLAC, ALAC, etc.) qui n’altèrent pas la qualité
originale et qui permettent de retrouver la valeur exacte des échantillons au prix d’une
étape de compression / décompression coûteuse en temps de calcul. Les formats de don-
nées compressées avec perte (e.g. MP3, OGG, AAC, etc.) sont obtenus par quantification
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(cf. chapitre 3) des signaux échantillonnés et offrent un compromis entre la qualité per-
ceptive et la taille des données. Ces formats utilisent un modèle psychoacoustique afin
de réduire au maximum la taille des données permettant de représenter un signal tout
en minimisant la dégradation engendrée sur la qualité sonore perçue. Ces formats offrent
des taux de compression très supérieurs aux formats de compression sans perte et sont
couramment utilisés pour l’archivage et les échanges sur des supports de stockage limités
en espace et/ou en bande passante.
1.1.1 Échantillonnage d’un signal audio
On considère un signal continu noté s(t). Le signal discret correspondant noté s[t] pou-
vant être traité par un système numérique est obtenu en échantillonnant le signal s(t). Le
processus d’échantillonnage consiste à enregistrer des valeurs de la fonction s(t) à des
instants donnés. Dans le cas d’un échantillonnage régulier (le plus usuel), on fixe une
période de temps notée Ts entre chaque mesure. L’échantillonnage consiste à associer
à chaque valeur s(nTs) un Dirac localisé à l’instant t = nTs. La relation entre le signal








1 si n = 0
0 sinon.
est une fonction de Dirac discrète. Ainsi, la fréquence d’échan-
tillonnage Fs = 1Ts correspond au nombre d’échantillons mesurés en une seconde. Le
théorème d’échantillonnage de Shannon-Nyquist initialement démontré par Whittaker
[Whi35] définit la fréquence maximale FNyquist pouvant être représentée à partir d’un si-
gnal échantillonné comme la moitié de la fréquence d’échantillonnage :
FNyquist = Fs/2. (1.2)
L’échantillonnage d’un signal périodise son spectre. En cas de sous-échantillonnage, il
apparaît un phénomène de repliement du spectre ou aliasing. Le repliement du spectre
engendre une distorsion du signal original qui ne peut alors plus être reconstruit sans
information complémentaire.
Les limitations théoriques définies par le théorème de l’échantillonnage peuvent être
contournées en effectuant de l’échantillonnage compressé ou Compressive Sensing [Don06].
Cette technique consiste à choisir une base de représentation parcimonieuse adaptée aux
signaux analysés. Ainsi, le signal décomposé peut être décrit avec un nombre d’échan-
tillons non nuls inférieur au nombre d’échantillons classique utilisant une base cano-
nique. De telles propriétés sont évidemment utilisées pour la compression, la modélisa-
tion et la reconstruction des signaux. Ainsi, Dossal et al. [DPF09] propose une exploration
théorique des conditions permettant la reconstruction exacte ou partielle des signaux
obtenus par échantillonnage compressé. Parmi les nombreuses applications basées sur
cette approche, nous pouvons citer la superresolution [KTL11] ou la restauration de si-
gnaux partiellement dégradés (inpainting)[AEJ+12]. Nous comprenons ainsi l’intérêt des
modèles de signaux parcimonieux pour la représentation des signaux audio de musique
(cf. section 2.1).
1.1.2 Reconstruction des signaux échantillonnés
D’après le théorème de Shannon-Whittaker [Sha49, Whi28], il est possible de recons-
truire exactement le signal continu à partir de ses valeurs échantillonnées {s(nTs)}n∈Z si
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sa bande fréquence est incluse l’intervalle [−pi/Ts;pi/Ts] en appliquant l’équation (1.3).
Même lorsque cette condition n’est pas vérifiée, l’équation (1.3) permet d’obtenir une ap-
proximation du signal reconstruit. Cette reconstruction s’obtient en appliquant un filtre
passe-bas sur le signal discret dont la réponse impulsionnelle s’exprime à partir d’une









= (sTs ∗ sincTs)(t), (1.3)
où sTs correspond au signal s échantillonné en utilisant une période Ts. Intuitivement,
ce théorème se comprend lorsque l’on observe le spectre d’amplitude d’un signal échan-
tillonné. En effet, l’échantillonnage d’un signal périodise son spectre en ajoutant des in-
formations dans les hautes fréquences. La reconstruction consiste donc à projeter le signal
discret sur son support fréquentielΩ = [− Fs2 ; Fs2 ] (Bande passante définie par la fréquence
de Nyquist Fs2 ). Cette projection s’effectue en base de Fourier (domaine fréquentiel) par
un produit avec la fonction porte 1Ω qui correspond à appliquer un filtrage par la fonc-








1.1.3 L’algorithme de Voronoï-Allebach
Dans le cas d’un signal échantillonné irrégulièrement, l’algorithme Voronoï-Allebach [SA87,
Str95] offre une solution pratique au problème de reconstruction des signaux. Cet algo-
rithme repose sur le théorème de Shannon-Whittaker qui suppose le signal d’origine est
limité en bande de fréquences. La reconstruction de signaux irrégulièrement échantillon-
nés s’obtient en appliquant un traitement itératif comprenant les étapes suivantes :
· reconstruction du signal à partir de ses échantillons en utilisant un opérateur d’ap-
proximation (e.g. interpolation linéaire, interpolation par courbe spline, interpola-
tion de Voronoï),
· projection du signal sur le support Ω en effectuant un filtrage par la fonction sincTs
telle que Ω = [− 12Ts ;+ 12Ts ],
· projection sur Ω de l’erreur d’interpolation (calculée pour les échantillons connus)
puis addition avec la reconstruction précédente.





∗ sincTs +s(i−1) (1.5)
avec s le signal irrégulièrement échantillonné (échantillons manquants mis à 0) et s(0) la
reconstruction initiale égale au vecteur nul. Ici Vor(.) est la fonction d’interpolation de
Voronoï qui affecte aux échantillons interpolés la valeur de l’échantillon connu le plus
proche (cf. figure 1.1) et pouvant être formulé comme suit :
Vor(s[n]) =

s[a] si n < a+b2
s[a]+s[b]
2 si n =
a+b
2
s[b] si n > a+b2
, (1.6)
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pour ∀n ∈ [a; b] où a et b correspondent aux indices des échantillons connus les plus
proches de l’indice n.






















a) signal d’origine avec 50% des échantillons man-
quants (SNR=3dB)






















b) signal interpolé (SNR=11dB)
FIGURE 1.1 – Signal sinusoïdal modulé linéairement en fréquence et échantillonné aléa-
toirement 1.1a) et son interpolation de Voronoï 1.1b).























a) après 10 itérations (SNR=13dB)























b) après 50 itérations (SNR=13dB)
FIGURE 1.2 – Reconstruction d’un signal sinusoïdal modulé linéairement en fréquence
échantillonné aléatoirement en utilisant l’algorithme de Voronoï-Allebach.
Comme le montre la figure 1.2, l’algorithme Voronoï-Allebach permet de reconstruire
un signal échantillonné irrégulièrement. Ce type de reconstruction a pour effet de lisser
la fonction reconstruite résultant du filtrage passe-bas tout en exploitant l’ensemble des
échantillons connus de la fonction contrairement aux interpolations locales qui n’utilisent
que le voisinage des segments à reconstruire. Cet algorithme présente quelques limita-
tions : il converge lentement d’après [Str95] et le signal doit nécessairement être limité en
bande. De plus, la solution obtenue dépend de la répartition des échantillons. Dans cet
algorithme, la fonction Vor(.) peut être remplacée par une autre fonction interpolatrice ce
qui a un effet sur la vitesse de convergence. Il existe dans la littérature d’autres méthodes
équivalentes plus ou moins efficaces détaillées dans [FGS95, Str97, Mar01].
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1.1.4 Le codage des signaux audio
Après avoir procédé à l’échantillonnage d’un signal audio, il est nécessaire d’enregistrer
la valeur des échantillons sur un support de stockage numérique. Les seules données
manipulées par un ordinateur étant des séquences de bits souvent regroupés par mots
de 8 bits (les octets), 16 bits ou 32 bits, il convient de choisir une organisation adéquate.
Ainsi, le codage d’un signal comprend en général plusieurs étapes :
· la quantification qui intervient au moment de l’échantillonnage a pour but de
définir un ensemble fini de représentants (dictionnaire ou quantificateur) utilisé
pour enregistrer la valeur des échantillons. La quantification s’accompagne tou-
jours d’une perte d’information liée à la taille du dictionnaire choisi. Un diction-
naire de taille plus importante permet ainsi de représenter un plus grand nombre
de valeurs distinctes et s’accompagne ainsi d’un gain en précision. Cependant, il
faudra un nombre de bits plus important pour que chaque élément du dictionnaire
possède un code distinct afin de rendre possible son décodage. La quantification
peut aussi être appliquée sur des signaux déjà échantillonnés lorsque l’on souhaite
compresser ces signaux en tolérant une perte d’information (et donc de qualité).
· la compression ou codage de source est l’étape permettant de définir un mot (sé-
quence de bits) associé à chaque élément ou ensemble d’éléments du dictionnaire
choisi lors de la quantification. Un codage simple mais peu efficace car sans com-
pression consiste à utiliser la représentation binaire du numéro de chaque élément
unique appartenant à un dictionnaire. Nous comprenons dans le chapitre 3 qu’un
tel codage ne tient pas compte de la fréquence ou probabilité d’apparition de chaque
élément du dictionnaire et suppose chaque élément comme équiprobable. Des sys-
tèmes plus efficaces sans perte (cf. section 3.2.3) permettent de prendre en compte
cette probabilité d’apparition en définissant un code de taille variable tel que les élé-
ments ayant une fréquence d’apparition plus importante correspondent à un mot
de longueur plus faible. On parle alors de codage entropique décrit en détail dans
la section 3.2.3. La compression peut également être obtenue par transformation en
choisissant un dictionnaire (ou base de représentation) permettant de représenter
un signal de manière plus parcimonieuse (cf. section 2.1).
· la protection des données peut être utilisée dans certains cas lorsque le support
de stockage ou le canal de transmission est sujet à des perturbations aléatoires
provoquant des erreurs de décodage. Les codes correcteurs d’erreurs permettent
ainsi d’éviter les erreurs de substitution (confusion entre deux éléments d’un dic-
tionnaire) en rendant les données plus robustes par l’ajout de redondance dans le
codage. Ainsi, chaque élément d’un dictionnaire possède plusieurs codes ou repré-
sentants garantissant un décodage sans erreur lorsque les altérations ne sont pas
trop importantes en fonction de la capacité du code. Les disques compacts audio
utilisent par exemple le codage de Reed-Solomon [RS60] qui rend possible dans
le meilleur des cas une reconstruction des données en cas d’effacement (lecture im-
possible de certaines zones en présence d’une rayure par exemple). L’utilisation des
codes correcteurs a pour effet d’augmenter la taille des données et nécessite le rem-
placement du système de codage utilisé pour représenter certaines informations.
N’entrant pas dans le cadre de notre problématique, nous avons choisi de ne pas
approfondir la théorie des codes correcteurs d’erreur dans cette thèse.
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FIGURE 1.3 – Signal temporel et spectrogramme correspondant au son émis par un piano
jouant la gamme de Do majeur montante puis descendante.
1.2 Décomposition temps-fréquence
Jusqu’à présent, nous avons vu des signaux pouvant s’exprimer comme une fonction du
temps. Pourtant cette représentation n’est pas très adaptée pour analyser les fréquences
qui caractérisent un signal et auxquelles une oreille humaine est sensible. Ainsi, la struc-
ture particulière des signaux audio peut être étudiée en utilisant une décomposition en
atomes temps-fréquence. Comme le présente la figure 1.3, une décomposition temps-
fréquence (TF) comme le spectrogramme calculé grâce à la transformée de Fourier (cf.
section 1.2.1) permet par exemple d’analyser le contenu fréquentiel d’un signal audio en
fonction du temps.
1.2.1 La transformée de Fourier fenêtrée
Parmi les représentations temps-fréquence les plus utilisées en traitement du signal
audio, nous pouvons citer le spectrogramme (cf. figure 1.3). Celui-ci se calcule en uti-
lisant la transformée de Fourier à court terme, Short-Time Fourier Transform (STFT) com-
binée avec une fenêtre d’analyse. La fenêtre d’analyse notée w(t) est une fonction de
pondération qui est déplacée sur le signal analysé qui permet d’isoler un segment du si-
gnal sur une courte durée. Une fenêtre d’analyse permet ainsi de prendre en compte la
proximité des échantillons au voisinage d’un instant t0 situé au centre de cette fenêtre et
pour laquelle la pondération est maximale. Une trame de signal est alors composée de
tous les échantillons où la fonction w(t) translatée à un instant t0 est non nulle. Ainsi,
à chaque coupe verticale du spectrogramme représenté sur la figure 1.3 correspond le
spectre d’amplitude utilisant une échelle logarithmique et calculé pour une certaine du-
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a) fenêtre de Hann
b) fenêtre rectangulaire
FIGURE 1.4 – Exemples de fenêtre d’analyse spectrale et spectre d’amplitude (en dB) cor-
respondant [Mar08].
rée. Cette technique permet une analyse fréquentielle locale d’un signal sur une portion
de temps limitée autour d’un instant donné.
Bien qu’il existe plusieurs types de fenêtre d’analyse, aucune d’entre elles n’est idéale
car toutes obligent à faire un compromis entre la résolution temporelle et la résolution
fréquentielle. Ce phénomène est mieux connu sous le nom du principe d’incertitude (cf.
chapitre 4). Nous utiliserons principalement par la suite, sauf précision contraire, la fe-
nêtre de Hann qui possède de bonnes propriétés pour le traitement de la musique et qui





1− cos(2pi nN )
)
si n ∈ [0; N]
0 sinon
(1.7)
Cette fenêtre en plus d’être bien adaptée à l’analyse de signaux musicaux, possède la
particularité d’être plusieurs fois dérivable. Nous détaillons par la suite les raisons pour
lesquelles cette propriété est utile dans le cadre de l’analyse spectrale (cf. section 2.1).
Le signal discret fenêtré de taille N à l’instant t0 = n0Fs où Fs est la fréquence d’échan-
tillonnage, est obtenu par un produit terme à terme avec la fenêtre d’analyse translatée
et centrée sur l’échantillon n0 :




et sa STFT discrète est donnée par :
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s(τ)w(t− τ) e−jωτ dτ, (1.10)
pour w(t) de durée T et définie sur [−T/2; T/2]. Il existe bien sûr d’autres outils permet-
tant de faire de l’analyse temps-fréquence que nous ne détaillerons pas ici. Notamment la
transformée en ondelettes [GM84] ou encore la transformée Q constant, Constant Q Trans-
form (CQT). Le principal intérêt de ces techniques repose sur l’obtention d’une résolution
non linéaire (cf. figure 1.5) parfois utile en fonction pour certaines applications.
a) résolution de la transformée de Fourier b) résolution de la transformée en ondelettes
FIGURE 1.5 – Comparaison de la résolution temps-fréquence entre la transformée de Fou-
rier 1.5a) et la transformée en ondelettes 1.5b) (source [PHC06]).
1.2.2 Modèles utilisés pour les signaux audio
La forme d’onde des signaux audio possède une structure particulière permettant de
décrire leur signal avec un modèle adapté. De tels modèles sont utilisés couramment
pour l’analyse mais aussi pour la synthèse des signaux audio.
a) Modèle sinusoïdes-transitoires-bruit
Le modèle sinusoïdes / transitoires / bruit (STB) [MQ86, SS87] est un modèle additif
utilisé en synthèse et en analyse qui décompose un signal en 3 parties qui sont respecti-
vement :
· la partie déterministe définie par une somme de fonctions périodiques, la plupart









où ai(t), Φi(t) et ωi(t) correspondent à l’amplitude, la phase et la fréquence de
la composante d’indice i. Dans ce cas I(t) correspond au nombre de composantes
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en fonction du temps. Ce modèle est bien adapté pour représenter la partie tonale
des sons et constitue la partie essentielle des instruments de musique jouant des
notes (e.g. guitare, piano, voix, etc.). C’est un modèle suffisamment général pour
représenter (moins efficacement) le reste du signal. C’est pour cela que nous avons
choisi de concentrer nos efforts sur ce modèle dans la suite du document.
· Les transitoires correspondent à des changements brefs apparaissant sur un signal
et souvent associés à des événements ponctuels tels que les débuts de note ou les
sons produits par un instrument percussif. Les transitoires ne sont pas présents
dans tous les modèles de signaux mais ils se caractérisent par des augmentations
soudaines de l’énergie. Leur détection peut être utilisée comme pré-traitement en
analyse par exemple pour ignorer les périodes de silence d’un signal. Ils peuvent
cependant être utilisés dans des applications musicales pour faire de la détection
de rythme ou pour détecter les débuts et fins de note dans le cadre d’une trans-
cription automatique de la musique (cf. section 2.2). Certains codeurs [SOdBB03]
distinguent deux types de transitoires : les transitoires de Meixner [Bri95] qui se
traduisent par une enveloppe parabolique avec une hausse puis une baisse sou-
daine du niveau d’énergie. Les transitoires de niveaux se traduisent par une hausse
sur une longue durée du niveau d’énergie. Les transitoires de Meixner, en raison
de leur caractère bref et ponctuel compliquent en général l’estimation de la partie
tonale des sons. Une réduction de la taille de la fenêtre d’analyse permet la plupart
du temps d’améliorer la qualité des estimations.
· Le bruit est souvent modélisé par des processus stochastiques (ou aléatoires) [Han03].
Ne possédant pas de structure déterministe, le signal correspondant au bruit s’ob-
tient souvent par soustraction de la partie déterministe depuis un signal de mé-
lange. Le bruit peut également se modéliser en filtrant un bruit blanc correspondant
à la réalisation d’un processus gaussien. On parle alors d’un modèle source-filtre
(voir paragraphe suivant). Le filtre utilisé permet de définir l’enveloppe spectrale
du bruit que l’on cherche à modéliser. L’estimation de l’enveloppe d’un bruit exis-
tant peut se faire en utilisant des techniques telles que [YR06, MHM06]. Sauf pour
des sons spécifiques, le niveau de bruit est en général plus faible que celui des com-
posantes tonales pour la musique non percussive. Cependant, le bruit est toujours
omniprésent quelque soit la nature du signal analysé et il se combine en temps et
en fréquence avec les composantes tonales déterministes. Cela a pour effet de dé-
grader la précision des techniques d’analyse utilisées pour décrire la partie tonale
d’un signal (cf. section 2.1.2).
b) Modèle source-filtre
Le modèle source-filtre est un modèle utilisé principalement en synthèse sonore et qui
considère tout signal comme étant l’interaction entre une source qui émet le son et un
filtre jouant le rôle de résonateur. Bien que ne correspondant pas toujours à la réalité
physique du son considéré, ce modèle est simple à mettre en oeuvre. Ainsi, en utilisant
ce modèle, la partie tonale d’un son peut par exemple être décrite en utilisant une source
harmonique filtrée (produit terme à terme dans le domaine spectral) avec une fonction
décrivant son enveloppe spectrale (e.g. figure 1.7). Dans le cas d’un son bruité, on pourra
par exemple utiliser un bruit blanc, un son composé de plusieurs sources ou tout signal
existant comme source émettrice. Ce modèle est utilisé par exemple dans le chapitre 5
pour traiter le problème de séparation de sources par filtrage.
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c) Modèle de factorisation en matrices non négatives
La factorisation en matrices non négatives, Non-negative Matrix Factorization (NMF) [LS99,
LS00] est une méthode de réduction de rang applicable sur les données non négatives
(matrices à valeurs positives ou nulles). Cette technique très répandue en traitement du
signal audio permet de décomposer un spectrogramme en un produit de deux matrices
non négatives qui correspondent à un dictionnaire d’atomes et à des activations tempo-
relles.
La NMF permet notamment d’apprendre directement à partir des données ce dic-
tionnaire d’atomes (e.g. dictionnaire de sources quasi-harmoniques) associés aux mo-
tifs répétitifs. Cette technique est donc comparable à d’autres méthodes de factorisa-
tion/apprentissage comme l’analyse en composantes principales [Jol02] ou l’analyse en
composantes indépendantes, Independant Component Analysis (ICA) [Com94] dont elle se
distingue de part la contrainte de non négativité.
Les auteurs de cette méthode [LS99] montrent que la non négativité permet d’iso-
ler des éléments pertinents des signaux en relation avec la perception. Cependant, cette
technique permet difficilement de modéliser les éléments qui varient au cours du temps
pourtant omniprésents dans les signaux de musique (e.g. variations de hauteur ou de
timbre des instruments).
1.3 Paramètres musicaux
1.3.1 Amplitude et volume
L’amplitude correspond à la pression acoustique mesurée par un récepteur sonore et
est évaluée en pascals (Pa). Pour faire le lien avec la perception humaine, on calcule le
volume en décibels (dB) sur une échelle de 0dB à 120dB (seuil de douleur) qui corres-
pondent respectivement à une amplitude de 0 et de 1 sur une échelle linéaire normalisée.
Le volume est donné par l’expression suivante :











Dans la convention standard du dB SPL1, A0dB = 10−6 correspond à une pression acous-
tique de 2 · 10−5 Pa. Pour évaluer le volume sur une trame de taille N d’un signal s[n], on








Dans [Mar00], Marchand montre que cette formule s’applique aussi à la partie tonale des
sons en ne considérant comme signal que l’amplitude de chaque partiel (cf. section 1.3.4).
1.3.2 Enveloppe temporelle et transitoires
En général, les transitoires [BDA+05] sont associés à des événements brefs se traduisant
par des changements significatifs sur la nature du signal étudié. En musique, ils sur-
viennent essentiellement lors des débuts et fins de note (onsets et offsets) et possèdent une
















FIGURE 1.6 – Schéma décrivant l’évolution temporelle de l’enveloppe d’un signal musi-
cal.
Le début de note se situe au commencement de l’attaque et se traduit par une aug-
mentation du niveau d’énergie du signal. La note peut ensuite être maintenue soit par
résonance, soit volontairement par l’action du musicien. Il s’en suit une période d’affai-
blissement caractéristique de la fin de note.
Cette enveloppe caractéristique peut être décrite par le modèle Attack Decay Sustain
Release (ADSR) [TC83] dont les implémentations sont encore utilisées à ce jour dans le
domaine de la synthèse musicale.
1.3.3 Fréquence fondamentale et hauteur
La perception du son émis par une source harmonique ou quasi-harmonique (e.g. ins-
trument tonal) correspond généralement à la fréquence fondamentale appelée aussi fré-
quence F0 de cette source. La fréquence F0 est associée au premier partiel du modèle
théorique d’une source harmonique (que nous détaillerons plus loin) identifiable par un
pic dans le spectre d’amplitude du signal considéré (cf. figure 1.7). Les autres partiels sont
des multiples entiers ou presque (source quasi-harmonique) de cette fréquence F0.
En général, une fréquence est mesurée en hertz (Hz) ou en radians par seconde (vi-
tesse angulaire) bien qu’il existe d’autres échelles de mesure dites perceptives. Notam-
ment les échelles Equivalent Rectangular Bandwidth (ERB) [MG83], Mel [SVN37] et Bark3
[Zwi61] ont été définies par rapport à un modèle psychoacoustique relatif à la perception
humaine.
La hauteur musicale ou pitch est une grandeur qui permet d’associer une note de
musique à une fréquence. La hauteur est calculée pour une fréquence de référence par la
formule suivante :






avec Pref et Fref respectivement le pitch de référence et sa fréquence correspondante. La
constante O permet de définir le nombre de subdivisions d’une octave4. Dans la musique
occidentale basée sur le tempérament égal, on définit 12 notes de musique distinctes par
octave (cf. table 1.1), soit O = 12. Dans la norme MIDI utilisée dans le monde entier par
tous les musiciens, on fixe Pref = 69, Fref = 440Hz.
3L’échelle Bark subdivise en 24 bandes de taille minimale ∆ f = 100Hz les fréquences comprise entre 0
Hz et 15500 Hz.
4L’octave est l’intervalle séparant 2 sons de fréquence F0 et 2F0 (e.g. La3 : 440Hz et La4 : 880Hz).
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Le problème d’estimation de la hauteur pour la transcription automatique de la mu-
sique (cf. section 2.2) est associé à l’estimation de la fréquence fondamentale correspon-
dante. En fonction des applications, on peut chercher à estimer uniquement leu nom de
la note jouée en se ramenant sur une échelle de 12 possibilités. Cela revient à identifier la
fréquence F0 ou un de ses multiples de la forme 2nF0 pour n ∈ Z. Si on souhaite trouver
en même temps le numéro de l’octave correspondante, c’est que l’on souhaite identi-
fier presque exactement la fréquence fondamentale. Dans les applications musicales, la
connaissance a priori du diapason utilisé (e.g. A4=440 Hz) peut permettre d’isoler les ré-
gions du spectre où l’on recherche une fréquence fondamentale. Ainsi, les fréquences
détectées voisines sont ramenées sur l’échelle musicale correspondante. Un exemple de
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1.3.4 Enveloppe spectrale et timbre






















FIGURE 1.7 – Spectre d’amplitude d’un son de saxophone jouant la note Do]2 (F0 ≈
138.6Hz). Nous voyons clairement les différents partiels (pics) ainsi que l’enveloppe spec-
trale correspondante (en rouge) construite par interpolation spline.
L’enveloppe spectrale d’une source sonore (cf. figure 1.7) est une fonction qui inter-
pole la valeur de l’amplitude de chaque partiel en fonction de la fréquence. Ainsi, les
partiels sont les composantes spectrales qui composent un son harmonique. Chaque par-
tiel peut être décrit par un triplet de trois paramètres (cf. partie déterministe du modèle
STB décrit dans la section 1.2.2). Ces paramètres peuvent être utilisés en analyse et en syn-
thèse du signal sonore. L’ensemble des partiels permet de déduire l’enveloppe spectrale
qui est une information très importante. En effet, elle est utile pour définir les caractéris-
tiques suivantes :
· le timbre (ou couleur pour les musiciens) est une caractéristique du son directe-
ment lié à la perception et à l’identification d’une source sonore [HBKD06, SWT04].
Cette information peut être utile pour des taches telles que la séparation de sources
ou la transcription automatique polyphonique. En effet, certaines propriétés de
l’enveloppe son lissage ou sa douceur (spectral smoothness), sa centroïde ou la dé-
croissance en amplitude des partiels ainsi que leur nombre sont des informations
importantes pour détecter ou isoler des sources sonores présentes dans un mélange.
· Les formants sont des caractéristiques couramment utilisés dans les probléma-
tiques de reconnaissance vocale [Wol09]. Ils correspondent aux maxima locaux de
l’enveloppe spectrale et permettent notamment l’identification de la prononciation
des voyelles. Les consonnes étant plus fréquemment associées à un modèle de bruit
ou de transitoire.
L’estimation de l’enveloppe spectrale d’une source en milieu bruité est un problème
difficile. En effet, cette tâche est souvent associée à d’autres applications plus complexes
telles que le rehaussement de signal, la transcription musicale automatique ou la sépara-
tion de sources. La connaissance de l’enveloppe d’une source permet également lorsque
c’est nécessaire d’effectuer une reconstruction de l’amplitude des partiels manquants,
mal estimés ou interférant avec d’autres signaux. La plupart du temps, cette enveloppe
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n’est jamais exactement connue et ne peut être que approximée par interpolation en uti-
lisant les partiels connus. Cette reconstruction pourra alors s’effectuer en appliquant une
technique similaire à celle proposée pour la reconstruction des signaux échantillonnés (cf.
section 1.1.2).
1.3.5 Rythme et pulsation
Le rythme et la pulsation sont des informations musicales qui permettent de structurer
dans le temps les événements musicaux. Ainsi, pour la transcription automatique des si-
gnaux de musique, ces informations peuvent constituer un a priori utile permettant par
exemple d’augmenter la précision de détection des débuts et des fins de note. On définit
la pulsation comme une accentuation intervenant à chaque temps. Ainsi, la régularité de
la pulsation permet de définir le tempo calculé en pulsations par secondes. Le rythme et la
métrique sont des notions musicales plus abstraites qui consistent à regrouper les temps
pour constituer des mesures. Le rythme est alors donné en nombre de temps par me-
sure. Sa valeur dépend du contenu musical (organisation des phrases), de la volonté du
compositeur ainsi que des conventions d’écriture musicale. Il est donc tout à fait possible
d’écrire des thèmes musicaux identiques avec des métriques différentes mais à pulsation
équivalente. Ces informations peuvent se déduire à partir d’une représentation symbo-
lique de la musique (e.g. partition MIDI) en utilisant par exemple la technique proposée
par Takeda et al.[TNS04].
1.4 Conclusions du chapitre
Ce premier chapitre introductif nous a permis de présenter des éléments de traitement
du signal audio ainsi que des notions de musique auxquels nous faisons régulièrement
référence dans les chapitres qui suivent. Nous avons également jugé utile de présenter de
manière brève certains outils et modèles qui ne feront pas l’objet d’approfondissements
par la suite (e.g. ondelettes, codes correcteurs d’erreurs, etc.). Ces éléments sont présents,
soit parce qu’ils sont implicitement liés à notre domaine d’étude et donc nécessaires à
la compréhension de la thèse. Soit pour évoquer des pistes de travail explorées durant
nos travaux de recherche que nous souhaitions rapidement écarter du contexte de cette
étude. Les chapitres suivant décrivent de manière plus précise les problèmes que nous
traitons dans ce document.
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TRAITEMENT DU SIGNAL AUDIO
L’analyse du son est un domaine très vaste qui regroupe de nombreuses techniques dont
la méthodologie dépend des applications et du champ disciplinaire. Dans ce travail de
thèse, nous avons choisi de concentrer nos efforts sur plusieurs problèmes importants
en traitement du signal audio reposant à la fois sur une représentation physique mais
aussi symbolique des sons manipulés. Parmi les problèmes traités, nous avons choisi
l’analyse spectrale des signaux audio basée sur l’estimation des paramètres sinusoïdaux,
la transcription automatique de la musique polyphonique et la séparations de sources
audio.
L’analyse spectrale est un problème largement étudié et dont les limitations théo-
riques des techniques existantes sont aujourd’hui bien établies. La transcription auto-
matique de la musique et la séparation de sources sont deux problèmes difficiles pour
lesquels les approches classiques obtiennent des résultats souvent insuffisants. Dans ce
chapitre, nous introduisons chaque problème en décrivant ses enjeux. Par la suite nous
présentons des approches existantes permettant de traiter ces problèmes afin de consti-
tuer un état de l’art. Enfin, nous proposons une méthodologie permettant d’évaluer les
performances des méthodes proposées dans la seconde partie de ce document.
2.1 L’estimation des paramètres sinusoïdaux des signaux musi-
caux
Le modèle sinusoïdal introduit par McAulay et Quatieri [MQ86] pour les signaux de pa-
role et par Smith et Serra [SS87] pour la musique possède de bonne propriétés de parci-
monie pour représenter la partie déterministe (tonale) des signaux audio. C’est pour cela
que ce modèle paramétrique est utilisé dans certaines techniques de codage audio avan-
cées [SOdBB03, PM00], souvent dans le cadre du modèle STB (cf. section 1.2.2). De plus, le
modèle sinusoïdal repose sur l’analyse de Fourier qui propose un cadre théorique solide
permettant à la fois d’analyser, de transformer et de synthétiser de nouveaux signaux
audio. D’autre part, ce modèle peut servir à améliorer la qualité de certaines transfor-
mations telles que la transposition [Fed98] (pitch shifting) ou l’étirement temporel [RM07]
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(time stretching). Bien que ce modèle ne permette pas une représentation parcimonieuse
des signaux bruités ou percussifs, nous avons tout de même choisi de concentrer nos ef-
forts sur son étude. Les transitoires pourront être analysés par ce modèle en utilisant des
fenêtres d’analyse adaptées de plus courte durée. Un signal bruité pourra être approché
avec un nombre plus important de composantes.
Ainsi, la qualité des signaux synthétisés et la pertinence des informations extraites
utilisant ce modèle dépend donc fortement de la précision des paramètres dont on dis-
pose. Par exemple, l’oreille humaine est capable d’entendre des incohérences de phase
(discontinuité du signal) engendrées par une erreur très faible sur un des paramètres
du modèle utilisé pour synthétiser un son. Le modèle sinusoïdal peut être décrit selon
différentes hypothèses qui dépendent de la nature des signaux considérés.
2.1.1 Le modèle sinusoïdal à court terme
Ce modèle permet de décrire un signal périodique déterministe et convient pour repré-
senter les partiels d’un signal tonal quelconque (cf. section 1.3.4). La version stationnaire
de ce modèle s’inspire directement de l’analyse de Fourier et ne peut être utilisé que
pour décrire des signaux audio de courte durée pour lesquels les paramètres ne varient
pas dans le temps. Un signal à valeur dans R composé d’une seule sinusoïde s’écrit :
s(t) = a cos (ωt + φ) = a sin (ωt + φ+ pi/2) , (2.1)
et possède trois paramètres : l’amplitude a, la fréquence angulaire ω mesurée en rad.s−1
reliée à la fréquence f mesurée en Hz par la relation : ω = 2pi f .
En général les sons acoustiques que l’on trouve dans la nature sont composés de plu-
sieurs sinusoïdes ayant des paramètres différents qu’il suffit d’additionner pour obtenir
le signal de mélange correspondant.
Ainsi, ce modèle permet une manipulation paramétrique des signaux audio où chaque
signal est représenté par un ensemble de triplets dont chacun est associé à une compo-
sante sinusoïdale. Lorsque l’on ne dispose que d’un signal audio seul, ces paramètres
doivent alors être estimés à partir d’une ou de plusieurs observations de ce signal (si-
gnaux de mélange bruités). Bien que la littérature propose de nombreuses approches,
nous avons choisi de n’en présenter ici que quelques une basées principalement sur l’uti-
lisation de la transformée de Fourier. Nous ne développons donc pas dans ce chapitre les
approches haute résolution [Bad06, BDR06] souvent plus complexes à mettre en oeuvre.
a) Utilisation de la transformée de Fourier discrète seule
Le signal s[n] analysé est fenêtré comme décrit dans la section 1.2.1 en appliquant un
produit terme à terme avec la fenêtre d’analyse pour obtenir swt0 [n]. Le spectre discret (à
l’instant t0) noté Sw[k] est obtenu après l’application de la transformée de Fourier discrète.
La fréquence estimée est donnée par :




pour km ∈ [0, N2 ] l’indice du spectre discret correspondant au maximum du spectre d’am-
plitude |Sw[k]|. Ici Fs et N correspondent respectivement à la fréquence d’échantillonnage
et à la taille de la transformée de Fourier discrète. L’amplitude et la phase sont données
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On remarque que dans le cas d’un signal réel il faut multiplier par 2 pour obtenir l’am-
plitude, en effet la fonction cosinus est composée de 2 composantes sinusoïdales com-
plexes associées à 2 pics détectés dans le spectre d’amplitude. Le spectre doit ensuite être
normalisé par la transformée de Fourier de la fenêtre d’analyse pour la fréquence nulle
W[0] = ∑N−1n=0 w[n] pour retrouver l’amplitude initiale.
Cet estimateur peut être amélioré en utilisant par exemple l’interpolation de Fourier
par la technique de zero padding ou “bourrage de zéros” qui consiste à augmenter la pré-
cision de l’estimation en ajoutant des échantillons de valeur nulle à la suite de la trame
d’analyse. Cela a pour effet d’augmenter par interpolation la taille du spectre discret ob-
tenu.
b) Interpolation du spectre d’amplitude
Comme la précision de l’analyse utilisant transformée de Fourier du signal est le plus
souvent insuffisante pour une estimation correcte des paramètres sinusoïdaux, le spectre
d’amplitude peut être interpolé au voisinage d’un maximum local dans le but d’estimer
plus précisément la fréquence pour laquelle ce maximum est atteint.
Par exemple la méthode d’interpolation parabolique décrite dans [SS87] ou la tech-
nique d’interpolation quadratique de la transformée de Fourier rapide, Quadratically In-
terpolated Fast Fourier Transform (QIFFT) [AS05] consistent à calculer l’équation d’une pa-
rabole passant par les points du spectre d’amplitude au voisinage de l’indice km corres-
pondant au maximum local détecté. La fréquence est alors estimée plus précisément à
partir du maximum de la fonction interpolant le spectre. Une autre approche désignée
par l’algorithme du triangle décrit dans [KZ01] qui consiste à faire correspondre dans le
spectre d’amplitude au voisinage de km, deux segments de droite associés à deux cotés
d’un triangle (cf. figure 2.1). Le signal analysé aura été préalablement fenêtré par une
fenêtre triangulaire adéquate. La fréquence estimée est alors déduite à partir du point
d’intersection entre les deux segments.
A partir de la fréquence estimée par une technique d’interpolation du spectre ωˆ, l’am-










où ∆ω = ωˆ − 2pikm FsN correspond à la différence entre la fréquence estimée ωˆ et la fré-
quence discrète associée à l’indice km.
c) Méthodes utilisant le calcul de la dérivée
La méthode dite “des dérivées” et la méthode de réallocation sont des techniques d’ana-
lyse qui font intervenir respectivement l’expression analytique de la dérivée du signal
observé ou de celle de la fenêtre d’analyse utilisée dans la formulation de l’estimateur.
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a) spectre d’une fenêtre triangle b) spectre d’un signal fenêtré par une fonction
triangle
FIGURE 2.1 – Application de l’algorithme du triangle [KZ01] pour l’estimation des para-
mètres sinusoïdaux.
c.1) La réallocation spectrale
Cette méthode introduite par Kodera, Gendrin et de Villedary [KdVG76, KGdV78]
utilise l’expression analytique du signal temporel reconstruit à partir de son spectre afin
de calculer un spectre relocalisé (ou réalloué) sur le maximum local que l’on cherche
estimer.
Ainsi, si on considère la transformée à de Fourier à court terme d’un signal s(t) fenêtré
par une fonction w(t), nous avons :
S(t,ω) =
∫
s(τ)w(τ − t) e−jωτ dτ
= e−jωt
∫
s(τ)w(τ − t) e−jω(τ−t) dτ. (2.7)
Le spectre donné par (2.7) étant complexe, nous pouvons le reformuler par :
S(t,ω) = A(t,ω) ej(φ(t,ω)−ωt), (2.8)
où A(t,ω) et φ(t,ω) correspondent respectivement au spectre d’amplitude et au spectre
de phase. Le signal temporel peut être reconstruit en appliquant une transformée de Fou-












A(τ,ω)w(t− τ) ej(φ(τ,ω)−ωτ+ωt) dω dτ.
Les conditions de stationnarité du terme [φ(τ,ω) − ωτ + ωt] sont suffisantes pour
déduire une expression permettant d’estimer ω et t :
∂
∂t
(φ(τ,ω)−ωτ +ωt) = 0⇒ ω˜(τ,ω) = ω+ ∂φ(τ,ω)
∂t
. (2.9)
La réallocation a été généralisée aux spectrogrammes par Auger et Flandrin dans [AF95]
et permet de trouver une expression plus efficace :
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tˆ(τ,ω) = τ − ∂φ(τ,ω)
∂ω








avec Sw′ la transformée de Fourier à court terme utilisant la dérivée de la fenêtre w et Stw
utilisant la fenêtre w pondérée par les instants t des échantillons.
c.2) La méthode des dérivées
La méthode de dérivée a été proposée initialement par Marchand [Mar98]. Cette ap-
proche considère la dérivée du signal temporel donnée par l’équation (2.1) et qui peut
s’écrire :
s′(t) = −aω sin (ωt + φ) = aω cos
(




et par induction, on déduit facilement l’expression de la dérivée d’ordre m du signal s(t)
donnée par :






Dans le cas d’un signal composé de plusieurs sinusoïdes, l’utilisation du spectre permet
d’isoler le pic pour lequel on cherche à estimer la fréquence. Ainsi, une estimation plus





où S(m) correspond à la transformée de Fourier discrète de la dérivée d’ordre m du signal
s. En pratique, cette dérivée du signal peut être approximée par une simple différence :
s′[n] ≈ Fs (s[n]− s[n− 1]) , (2.15)
ou de manière plus précise par convolution avec un filtre différentiateur :
s′[n] ≈ Fs (s[n] ∗ h[n]) avec h[n] =
{
(−1)n
n pour n 6= 0
0 sinon.
(2.16)
2.1.2 Estimation des sons polyphoniques bruités
La plupart des sons naturels sont composés de plusieurs sources sonores qui peuvent se
combiner en temps et en fréquence. De plus, certaines de ces sources peuvent être des
processus stochastiques perçus comme des sons bruités tels que décrits dans [Han03].
La combinaisons de plusieurs sons ajoute une difficulté au problème de l’analyse des
signaux audio. En effet, les signaux qui composent un mélange ne sont pas toujours dis-
joints et peuvent entrer en collision dans le plan TF.
Par exemple, si on considère 2 signaux stationnaires périodiques de même fréquence
ω0, d’amplitude respective a1 et a2 et de phase φ1 et φ2 = φ1 + ∆φ modélisés par 2 com-
posantes sinusoïdales complexes :
s1(t) = a1ej(ω0t+φ1) et s2(t) = a2ej(ω0t+φ2), (2.17)
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l’amplitude mesurée dans le spectre d’amplitude est une combinaison de ces 2 compo-
santes sinusoïdales :
|S(ω0)| =
































b) histogramme de l’amplitude
FIGURE 2.2 – Combinaison de 2 sinusoïdes d’amplitude a1 = a2 = 1 en fonction de leur
différence de phase ∆φ ∈ [−pi,pi].
Ce résultat montre que la combinaison des amplitudes de 2 sinusoïdes de même fré-
quence dépend de leur différence de phase. L’amplitude résultante est maximale lorsque
φ1 = φ2 ⇔ ∆φ = 0. En pratique, la différence de phase est suffisante pour modéliser les
interactions lorsque les deux sinusoïdes ont des fréquences très proche.
Comme nous pouvons le voir sur la figure 2.2, cette valeur maximale correspond à la
plus forte distribution si on suppose que ∆φ suit une loi uniforme. Cette information peut
donc être utilisée pour formuler une incertitude ou faire des approximations sur la valeur
de l’amplitude d’un pic sinusoïdal. Cependant, la répartition des autres valeurs est non
nulle et vient compliquer le problème de l’estimation des paramètres sinusoïdaux.
En général ce problème est traité en utilisant une approximation basée sur une hy-
pothèse d’additivité sans tenir compte de la distribution de la phase. Dans [YR09], les
auteurs proposent une étude comparative des approches existantes ainsi qu’une tech-
nique de résolution statistique sous la forme d’un algorithme itératif généralisé pour un
nombre quelconque de composantes.
2.1.3 La non stationnarité
Lorsque les paramètres des composantes sinusoïdales évoluent rapidement, le modèle
stationnaire même pour des trames d’analyse de petite taille peut s’avérer insuffisant. Le
modèle non stationnaire suppose que l’amplitude et la fréquence varient en fonction du
temps et se propose de décrire les fonction a(t) et ω(t) à partir de fonctions polynomiales.
Les coefficients des polynômes correspondants sont donnés par l’évolution temporelle
de ces fonctions décrite par leur fonctions dérivées. Ainsi, en considérant les dérivées
première de a(t) et de ω(t), une composante sinusoïdale peut se formuler comme suit :
s(t) = exp (λ0 + µt)︸ ︷︷ ︸
a(t)
exp
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avec µ = ∂ log(a(t))∂t et ψ =
∂ω(t)
∂t qui correspondent aux paramètres de modulation d’am-
plitude, Amplitude Modulation (AM) et de modulation de fréquence, Frequency Modula-
tion (FM) qui doivent désormais être estimés lors de l’analyse. Pour cela il existe des esti-
mateurs efficaces tels que la méthode de réallocation généralisée [MD08] ou la méthode
du vocodeur de phase généralisée proposée plus récemment par Marchand [Mar12a]. Le
modèle non stationnaire permet d’améliorer la précision et la robustesse pour l’analyse
spectrale des signaux audio réalistes dont les paramètres peuvent varier rapidement en
fonction du temps.
2.1.4 Le modèle sinusoïdal à long terme : suivi de partiels
Le modèle sinusoïdal permet d’estimer les paramètres de signaux de durée limitée dans
le temps. Lorsque l’on souhaite observer l’évolution d’une entité sonore sur une durée
plus longue qu’une trame de signal, il est nécessaire de construire la trajectoire des par-
tiels en combinant les estimations effectuées sur des trames de signal successives. La
modélisation sinusoïdale à long terme permet ainsi d’estimer la trajectoire fréquentielle
des entités sonores qui composent un mélange comme le montre la figure 2.3.
















FIGURE 2.3 – Estimation des partiels d’un son de saxophone jouant avec un vibrato. La
trajectoire est estimée par prédiction linéaire utilisant un modèle auto-régressif (AR) pour
la fréquence et l’amplitude [LMR04b].
La construction des partiels à long terme s’effectue par identification en associant à
chaque partiel instantané une trajectoire en combinant plusieurs trames de signal succes-
sives. Les principales difficultés rencontrées par les méthodes de suivi sont engendrées
par la non-stationnarité (variations de l’amplitude et de la fréquence) et la polyphonie
(présence de bruit, de transitoires ou de plusieurs sources sonores). Parmi les méthodes
existantes utilisées pour le suivi le suivi de partiels, nous pouvons citer [LMR04a], où
Lagrange et al. proposent d’explorer l’ensemble des trajectoires possibles pour chaque
partiel. La trajectoire retenue est celle qui maximise la vraisemblance. Dans [LMR04b],
les mêmes auteurs utilisent la prédiction linéaire à l’ordre n appliquée sur la trajectoire
estimée à partir des trames précédentes. Les paramètres du modèle AR sont estimés par
la méthode dite de Burg qui repose sur une hypothèse de stationnarité pour chaque tra-
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jectoire estimée. Ainsi, chaque partiel est associé avec celui de la trame suivante dont les
paramètres sont les plus proches des paramètres prédits. Les applications des méthodes
de suivi de partiel sont par exemple la détection des débuts et fins de note, l’application
de certains effets ainsi que l’analyse de la scène auditive désignés sous le terme Computa-
tional Auditory Scene Analysis (CASA) [Bre90]. Le suivi de partiel peut permettre également
une représentation compacte d’un signal musical. Cette propriété est utilisée dans la sec-
tion 4.4.2.
2.1.5 Évaluation de la qualité des méthodes d’estimation
L’évaluation des techniques d’estimation des paramètres sinusoïdaux consiste à mesu-
rer la précision obtenue par les méthodes en utilisant la connaissance dont on dispose
sur les paramètres de références. Bien qu’une évaluation subjective soit souvent possible
en effectuant des tests d’écoute (cf. section 2.3.5) depuis les signaux synthétisés, ce type
d’évaluation ne donne en réalité que peu d’information sur la précision réelle d’une mé-
thode (e.g. l’oreille humaine est insensible aux translation de la phase). Ainsi, dans les
travaux proposés, nous avons choisi d’utiliser les mesures suivantes comme indicateur
de performance :
· une mesure d’erreur (ou fonction de distorsion) objective, reposant sur un modèle
de signal donné, calculée à partir des signaux synthétisés et des signaux de réfé-
rence,
· une mesure statistique reposant en pratique sur un nombre important d’expéri-
mentations (présentant un facteur aléatoire comme l’ajout de bruit) réalisées pour
un modèle d’observation donné. Ce type de mesure utilise la variance et l’espérance
de l’estimateur. Cela donne une indication asymptotique objective sur l’efficacité de
cet estimateur, notamment sur la dispersion des valeurs estimées et sur la présence
d’un biais. Ces points sont détaillés dans le chapitre 3.
a) L’évaluation en pratique d’un estimateur
Afin de comparer plusieurs estimateurs, il est nécessaire de disposer de données de ré-
férences permettant de mesurer une erreur. La fonction d’erreur la plus couramment uti-
lisée est l’erreur quadratique calculée entre les signaux synthétisés d’après le modèle de
signal en utilisant les paramètres estimés et de références. Pour une fenêtre d’analyse w
en utilisant le modèle sinusoïdal stationnaire, cette erreur s’écrit :










∣∣w[n]a exp (j(ωn + φ))− w[n]aˆ exp (j(ωˆn + φˆ))∣∣2






(ω− ωˆ)n + (φ− φˆ)) .
Sans connaissance des paramètres, il est parfois plus simple d’utiliser le rapport signal /
bruit, Signal-to-Noise Ratio (SNR) qui nous donne une mesure qualitative en dB. Dans ce
cas, on définit la différence entre le signal de référence s et son estimation sˆ comme étant
du bruit. Cette mesure s’exprime alors par :
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Dans tous les cas, ces mesures objectives sont couramment utilisées dans la littérature
et nous donnent une indication sur la précision d’un estimateur. Ces mesures peuvent
être généralisées à tout type de modèle même pour des signaux complexes, cependant
ces mesures ne prennent pas en compte la perception humaine. Dans ce cas, il existe
d’autres solutions qui sont proposées pour certaines applications spécifiques telles que
la compression ou la séparation de sources audio (cf. section 2.3). Nous montrons dans
la section 2.3.5 qu’il existe des fonctions d’erreur objectives qui sont corrélées avec la
perception de certaines altérations présentes sur les signaux audio.
b) Performances statistiques d’un estimateur
Pour évaluer l’efficacité asymptotique d’un estimateur, il est parfois possible de recréer
par simulation les conditions dans lesquelles cet estimateur sera utilisé (e.g. base de don-
nées de test, sons synthétiques, niveau de bruit donné, etc.). Dans ce cas, il est possible
d’utiliser certaines mesures statistiques telles que la variance, l’espérance ou l’erreur qua-
dratique moyenne qui sont en général de bon indicateurs de performance. En effet, la
variance donne une indication sur la dispersion des estimations et donc sur la précision
d’un estimateur. L’espérance permet de déterminer si un estimateur converge vers le pa-
ramètre que l’on cherche à estimer. Cela permet en d’autres termes de mesurer l’efficacité
de l’estimateur et de mettre en évidence son biais. En effet, nous voyons dans le chapitre
3 que cette étude statistique peut être approfondie à partir d’un modèle d’observation
pour définir les limitations théoriques du meilleur estimateur, même si on ne dispose pas
de celui-ci. Ainsi, la borne de Cramér-Rao [Rao45] détaillée dans la section 3.1.2 définit la
meilleure précision pouvant être atteinte en théorie par le meilleur estimateur sans biais.
Ainsi, lorsque qu’un estimateur atteint cette borne, on dit que cet estimateur est efficace.
2.2 La transcription automatique de la musique
La transcription automatique de la musique a pour objectif d’obtenir une représentation
symbolique du contenu musical à partir de l’observation d’un ou de plusieurs signaux
audio. Dans le cas de la musique, cette transcription devra contenir des informations
spécifiques essentielles telles que la hauteur des notes jouées, le rythme, le tempo et une
métrique. Ces informations essentielles peuvent être utilisées pour déduire d’autres in-
formations musicales plus abstraites comme la tonalité, les accords et la structure d’une
pièce musicale.
Lorsque l’on s’intéresse uniquement à la partie tonale des signaux de musique, c’est-
à-dire la partie du signal correspondante aux instruments jouant des notes (e.g. voix chan-
tée, piano, etc.), la transcription consiste à détecter les débuts et fins de note appelées
aussi activations (onset/offset) en plus de la hauteur de chacune des notes qui composent
le signal analysé. De telles informations sont suffisantes pour obtenir une représentation
symbolique précise des événements musicaux en utilisant par exemple le protocole MIDI
ou le solfège.
2.2.1 Détection des activations de note
Les débuts de notes correspondent à des changements apparaissant sur le signal observé
se traduisant par une hausse de l’énergie parfois brusque et caractérisée par un transi-
toire (cf. section 1.3.2). Ces événements se traduisent par une modification de la nature
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du signal caractérisée par l’apparition de partiels associés à une nouvelle source sonore.
Parmi les approches existantes, les plus usuelles [Dix01, Lar01] cherchent à détecter les





où S[n, k] est la transformée de Fourier discrète du signal s utilisant une fenêtre rectangu-
laire centrée à l’instant n pour l’indice fréquentiel k. Ici, Kb désigne l’ensemble des indices
fréquentiels associés à la bande de fréquence b. En pratique on peut découper le spectre
en 5 à 10 bandes couvrant l’intervalle 20 Hz - 15 kHz calculé pour des trames de 20 ms
utilisant un recouvrement de 50% ou de 75%.
Ainsi, la détection des débuts et fins de note s’effectue en calculant le gradient de
Pb[n] approximé par :
Db[n] = Pb[n]− Pb[n− 1], (2.22)
qui est ensuite comparé à un seuil fixé. Cette approche permet de détecter les variations
d’énergie mais ne permet pas de déterminer si elles sont associées à l’apparition d’un
instrument tonal, d’un instrument percussif ou d’un son bruité. L’utilisation d’une fonc-
tion de détection de ce type peut être suffisante pour faire de la détection du rythme ou
du tempo. Elle peut donc aussi être utilisée pour structurer dans le temps une transcrip-
tion existante, cependant celle-ci n’est pas discriminante pour détecter la présence d’un
instrument tonal associé à un modèle de source quasi-harmonique.
2.2.2 Modèle de signal d’un instrument tonal
L’estimation F0 multiple a pour objectif d’estimer la hauteur des notes de musique asso-
ciées aux sources quasi-harmonique présentes dans un signal de mélange. Il s’agit donc
de la tâche la plus importante d’un système de transcription cherchant à obtenir une
transcription MIDI ou solfège à partir d’un signal audio.
Dans le cadre d’une approche non supervisée, on se sert uniquement d’un modèle
d’observation permettant de décrire la forme d’onde du signal de tout instrument jouant
des notes perçues comme ayant une hauteur (pitched instrument).
Ce modèle, décrivant une source sonore harmonique ou quasi-harmonique est ca-
ractérisé par une ou plusieurs (dans le cas d’un instrument polyphonique) fréquences
fondamentales (F0) et par ses partiels (multiples entiers ou presque de chaque fréquence
F0).
Comme expliqué dans le chapitre 1, la fréquence fondamentale est liée à la hauteur
musicale perçue (ou pitch) pouvant être calculée à partir d’une fréquence en hertz en
utilisant l’équation (1.14).
Il s’agit d’un modèle [MSW83, FR98] qui permet de décrire l’essentiel de la forme
d’onde correspondante au signal d’un instrument de musique tonal (e.g. piano, trom-
pette, violon, etc.). En fonction du timbre de l’instrument, le nombre de partiels et la
forme de l’enveloppe spectrale peuvent varier. De plus, certains instruments comme le
piano présentent un facteur d’inharmonicité qui provoque des écarts de fréquence pour
chaque partiel.
Le modèle de signal proposé permettant de décrire dans le domaine temporel le signal
d’un instrument jouant une ou plusieurs notes (monophonique ou polyphonique) peut
s’exprimer par :
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2pidβ(h)hFl · t + φh,l
))
, (2.23)
où Fl est la fréquence fondamentale de la source l et dβ(h) =
√
1+ h2β permet de mo-
déliser la différence de fréquence de chaque partiel par rapport au modèle harmonique
(multiple entier de la fréquence fondamentale). Cette différence fréquentielle est liée au
facteur d’inharmonicité défini par le paramètre β et spécifique à chaque instrument. La
source est dite harmonique quand β = 0 ou quasi-harmonique pour β 6= 0.
Le paramètre L correspond à la polyphonie (nombre de notes simultanées) et Hl est
le nombre d’harmoniques de la fréquence fondamentale Fl . Ce modèle réutilise le mo-
dèle sinusoïdal introduit dans la section 2.1.1 qui convient pour décrire les signaux pé-
riodiques déterministes. Ainsi les paramètres φh,l et ah,l(t) sont respectivement la phase
initiale et l’amplitude.
Un exemple de spectre d’amplitude correspondant à une source quasi-harmonique
naturelle est présenté dans la figure 2.4. Dans cette représentation, le signal peut être mo-
délisé par un peigne de Dirac dont les pics sont également espacés approximativement
de la fréquence fondamentale. Dans la suite, nous voyons comment cette structure parti-
culière peut être exploitée par les méthodes d’analyse. La figure 2.4 présente également
un exemple de son inharmonique provenant d’un piano. Le facteur d’inharmonicité lié à
la physique de l’instrument provoque un écart entre chaque partiel et le modèle parfaite-
ment harmonique.


















FIGURE 2.4 – Spectre d’amplitude d’un son naturel de saxophone ténor et d’un son natu-
rel de piano superposés et jouant la même note Do3. Le premier partiel correspond à la
fréquence F0 ≈ 261, 62 Hz. Les autres partiels sont des multiples entiers (ou presque) de
F0. On remarque que les partiels du pianos ne sont plus confondus avec ceux du saxo-
phone dans les hautes fréquences en raison de l’inharmonicité.
2.2.3 L’estimation de la fréquence fondamentale des sons monophoniques
Le cas des sons monophoniques (L = 1) est un problème qui ne suscite que très peu de
travaux actuellement. En effet, des méthodes comme RAPT (Robust Algorithm for Pitch
33
CHAPITRE 2. PROBLÈMES D’ANALYSE EN TRAITEMENT DU SIGNAL AUDIO
Tracking) [Tal95], YIN (d’après la philosophie du Yin Yang) proposée par Chevigné et Ka-
wahara [dCK02] et plus récemment la méthode SWIPE (Sawtooth Waveform Inspired Pitch
Estimator) [Cam07] comptent aujourd’hui parmi les méthodes les plus efficaces. En effet,
ces méthodes en plus d’être précises (généralement plus de 80% pour des signaux mono-
phoniques), demeurent en général simple à mettre en oeuvre. Par exemple, la méthode
YIN repose sur l’utilisation de la fonction d’autocorrélation du signal qui ne nécessite pas
de décomposition TF du signal analysé.
Nous décrivons dans cette section quelques outils et approches couramment utilisés
pour l’estimation de la fréquence F0 des sons monophoniques.
a) L’autocorrélation
La fonction d’autocorrélation effectue la convolution d’un signal avec lui même et revient
à calculer la projection de ce signal avec chacun de ses translatés. L’autocorrélation d’un







s(t)s(t + τ). (2.24)
Cette fonction est maximale pour τ = 0 quand le signal est parfaitement en phase avec
lui-même. On observe des pics quand τ correspond à une période (ou à des multiples
de cette période) présente dans l’échantillon. La plupart des méthodes sélectionnent la




, τ0 = arg max
τ>0
(ACFs(τ)) , (2.25)
L’algorithme YIN [dCK02] d’estimation monophonique utilise une fonction de différence
inspirée de la fonction d’autocorrélation appelée fonction de différence de magnitude







|s(t)− s(t + τ)|2 . (2.26)
Les méthodes basées sur l’autocorrélation n’utilisent pas explicitement de modèle de
source quasi-harmonique. C’est pour cela qu’elles restent très sensibles aux variations
d’amplitude du signal et du bruit et commettent souvent des erreurs de hauteur (choix
d’un multiple de F0). Ces méthodes sont uniquement utilisées dans un cadre de trans-
cription monophonique et sont inefficaces pour la polyphonie.
b) Cepstre
Étant donnée la structure de la forme d’onde d’un son harmonique (peigne de Dirac dans
le spectre d’amplitude), il est raisonnable d’appliquer une seconde transformée de Fou-
rier au spectre d’amplitude du signal analysé afin d’y rechercher une périodicité (nous
avons vu qu’une source harmonique est composée de partiels également espacés). Une
méthode complète a été proposée reposant sur ce principe [Nol67]. La fréquence F0 est
déterminée pour le pic maximal de plus faible quéfrence3.
Le cepstre réel d’un signal peut être défini à partir de son spectre par :
1Average Magnitude Difference Function
2Squared Difference Function
3Composante du cepstre réel. Les transformations dans le domaine cepstral portent le nom de “liftrage”
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Cr(τ) = F−1[log(|S(ω)|)], (2.27)
où τ correspond à la quéfrence mesurée en secondes. Le cepstre permet également d’obte-
nir des informations sur l’enveloppe spectrale et peut être calculé de différente manières
en utilisant respectivement la transformée cosinus discrète pour le calcul des coefficients
MFCC4 ou la prédiction linéaire dans le cas des coefficients LPCC5 [CSK77].
c) Autocorrélation spectrale
Comme pour le cepstre, il est aussi possible d’appliquer une fonction d’autocorrélation
au spectre d’amplitude [LNK87]. Cette technique est sensible à l’alignement des partiels,
la fréquence est alors directement donnée pour le décalage non nul maximisant la fonc-
tion d’autocorrélation du spectre.
d) La corrélation avec un modèle harmonique : Harmonic Matching
L’Harmonic Matching trouve les candidats F0 en calculant la corrélation entre le spectre
observé et un modèle de source harmonique. Gribonval [GB03] propose une approche
basée sur l’algorithme Matching Pursuit [MZ93] et l’utilisation d’un dictionnaire d’atomes
harmoniques composé de tous les candidats F0 possibles appartenant à un intervalle
[Fmin, Fmax].
D’autres approches moins coûteuses en terme de complexité calculatoire reconstruisent
les candidats de source quasi-harmoniques par affectation des partiels détectés à partir
du signal observé. Cet affectation des partiels repose souvent sur des critères d’harmoni-
cité et de timbre [Kla06] [Yeh08].
La robustesse de ces techniques dépend évidemment d’autres critères permettant de
trier les candidats F0 en tenant compte par exemple du nombre de partiels, de la qualité
des pics, de la distance par rapport au modèle harmonique ou de la régularité des écarts
entre chaque pic (spectral peak inter-spacing).
A ces critères peuvent s’en ajouter d’autres plus spécifiques à certains instruments
qui utilisent des informations a priori sur les modèles physiques correspondants [FR98].
L’utilisation de ces informations supplémentaires est souvent essentielle pour améliorer
la qualité des estimations. C’est aussi pour cela que nous avons choisi de développer
l’approche “informée” dans le cadre de cette thèse.
2.2.4 Évaluation des systèmes de transcription
Pour mesurer l’efficacité d’une technique de transcription, il est nécessaire de comparer
la transcription estimée avec une transcription exacte dite de référence.
Ce type de protocole expérimental est souvent très difficile à mettre en oeuvre, no-
tamment pour obtenir une transcription de référence précise lorsque l’on travaille sur
des sons réalistes ou naturels pour plusieurs raisons :
· le timbre de certains instruments peut compliquer la détection des débuts et fins de
notes (partiels manquants ou mélangés au bruit),
4Mel-Frequency Cepstral Coefficients
5Linear Prediction Cepstral Coefficients
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· le choix de l’interprétation des musiciens cause des différences parfois très impor-
tantes entre la partition écrite et la partition jouée, les techniques d’alignement au-
tomatique de partition avec l’audio [HDT03] étant souvent insuffisantes.
Ces problèmes peuvent être contournés de plusieurs manières :
· en générant les sons à partir de la transcription en utilisant par exemple un expan-
deur MIDI pour la base d’évaluation,
· en effectuant un alignement manuel ou semi-automatique (coûteux en temps et
pouvant comporter des erreurs) entre le son et sa transcription.
Une fois que l’on dispose d’une base d’évaluation dont on possède la transcription
de référence, il est alors nécessaire de définir une métrique capable de caractériser les
différentes erreurs de transcription possibles.
a) Fonctions d’évaluation utilisées
Dans le travail décrit dans cette thèse, nous avons choisi d’utiliser la métrique [BED09]
utilisée pour l’évaluation MIREX6 pour la tâche d’estimation F0 multiple. Le calcul de
chaque score s’effectue à partir des mesures définies dans le tableau 2.1 obtenues par
comparaison entre la transcription de référence et la transcription estimée.
Nsys Nombre de candidats F0 estimés par le système évalué.
Nref Nombre de candidats F0 réels (référence).
Ncorr Nombre de candidats F0 estimés correctement Ncorr ≤ Nre f .
Nmiss Nombre de candidats F0 manquants en cas de sous-estimation de la polyphonie.
Nsubs Nombre de candidats F0 substitués.
Nins Nombre de candidats F0 insérés en cas de sur-estimation de la polyphonie.
TABLE 2.1 – Définition des mesures utilisées pour l’évaluation d’un système de transcrip-
tion automatique.
a.1) La précision





Nsys si Nsys > 0
0 sinon.
, (2.28)
La valeur la plus proche de 1 est la meilleure.
a.2) Le rappel (Recall)






La valeur la plus proche de 1 est la meilleure.
6Music Information Retrieval EXchange : http://www.music-ir.org/mirex/wiki/MIREX_HOME
36
2.2. LA TRANSCRIPTION AUTOMATIQUE DE LA MUSIQUE
a.3) L’indicateur F-Measure





La valeur la plus grande est la meilleure.
a.4) La précision globale (Accuracy)
Il s’agit de la précision absolue tenant compte de toutes les erreurs commises. C’est




Ncorr + Nmiss + Nsubs + Ninst
. (2.31)
La valeur la plus proche de 1 est la meilleure.
a.5) L’erreur totale
C’est l’erreur commise par la méthode (Nombre de F0 présents - Nombre de F0 estimés








avec T le nombre de trames considérées.
La valeur la plus proche de 0 est la meilleure.
a.6) L’erreur d’oubli
C’est la différence entre le nombre de F0 exacts et le nombre de F0 trouvés sans tenir








La valeur la plus proche de 0 est la meilleure.
a.7) L’erreur de substitution
C’est le nombre de notes détectées fausses. En fonction du type d’évaluation, les er-








La valeur la plus proche de 0 est la meilleure.
a.8) L’erreur d’insertion
C’est l’erreur correspondant aux notes supplémentaires détectées lorsque la polypho-








La valeur la plus proche de 0 est la meilleure.
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2.3 La séparation de sources
Il s’agit d’un des problèmes inverses [Idi01] les plus difficiles qui suscite toujours actuel-
lement un nombre considérable de travaux depuis les années 90 dans différentes dis-
ciplines [CJ10, Jut07] (e.g. biologie, statistique, traitement du signal et des images, phy-
sique, etc.). Comme il serait très difficile de décrire exhaustivement l’ensemble de ces
travaux dans ce seul chapitre, nous nous contentons de formuler le problème de sépara-
tion de sources appliqué au traitement des signaux audio de parole et/ou de musique).
Enfin, nous présentons succinctement les principales approches de l’état de l’art.
2.3.1 Description du problème
Mélange audio
FIGURE 2.5 – Illustration de la séparation de sources en traitement du signal audio à
partir d’un signal de mélange. Sa principale application en musique est le démixage qui
consiste à retrouver le signal isolé de chacun des instruments qui composent un mélange.
La plupart des signaux audio sont des mélanges composés de plusieurs sources so-
nores. La séparation de sources consiste à estimer à partir d’un signal (mono ou multi-
canal) de mélange, les différents signaux qui le composent. La séparation de sources
est un problème qui présente un grand intérêt en traitement du son. En effet, disposer
des sources isolées qui composent un mélange rend possible de nombreuses applications
telles que :
· l’écoute active et la manipulation des entités sonores qui composent un mélange,
· l’application d’effets de haute qualité localisés sur une seule entité sonore, ou sa
suppression (effet karaoké),
· la suppression du bruit et le rehaussement d’un signal d’intérêt,
· la création de nouveaux mélanges à partir des sources séparées.
La principale difficulté de ce problème est engendrée par le fait que la création d’un
mélange s’accompagne d’une perte d’information causée par la combinaison en temps
et en fréquences des sources. Ce point est expliqué en détail dans la section 2.1.2. Cela
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s’explique aussi intuitivement dans le cas de la musique parce que les différentes parties
instrumentales jouent ensembles. Ainsi, les activations de note sont souvent synchroni-
sées et les fréquences fondamentales jouées par les différents instruments possèdent des
relations harmoniques se traduisant par un nombre important de collisions dans le plan
TF.
Un signal de mélange brut ne donne a priori aucune information structurelle ni sur
les signaux que l’on cherche à séparer (modèle de source), ni sur la nature du mélange
(modèle d’observation). Ainsi, pour être traité efficacement, ce problème nécessite une
identification de la configuration du mélange analysé ainsi que le choix de certaines hy-
pothèses a priori pour isoler les signaux des sources qui composent ce mélange. Les tech-
niques existantes comprennent en général les étapes de traitement suivantes :
· l’identification du mélange (nombre de sources, modèle d’observation, matrice de
mélange),
· l’apprentissage à partir d’un modèle (estimation de la structure des sources à partir
de l’observation),
· la séparation (la synthèse des signaux source à partir du modèle et/ou par trans-
formation du mélange).
2.3.2 Identification de la configuration du problème
Concernant le signal de mélange observé, le problème de séparation de sources considère
les différentes configurations et hypothèse suivantes.
· Le problèmes est sous-déterminé lorsque le nombre de sources K est supérieur aux
nombre de signaux de mélanges J distincts dont on dispose. Dans le cas où J ≥
K, le problème est alors déterminé (J = K) ou sur-déterminé (J > K) et consiste
simplement à inverser l’opérateur qui est à l’origine de la création du mélange (e.g.
la matrice de mélange).
· La nature du mélange considéré peut être linéaire instantané ou convolutif lors-
qu’on applique des effets par filtrage sur chaque source. Dans certains cas, on consi-
dère le cas non-linéaire en présence d’effets tels que la compression dynamique plus
difficile à traiter.
· Les paramètres du mélange peuvent aussi varier ou non au cours du temps (e.g.
sources sonores en mouvement).
Une configuration très couramment traitée dans la littérature et intéressante d’un
point de vue applicatif est le cas sous-déterminé (convolutif ou non) qui s’intéresse à
inverser le processus de mélange de signaux musicaux perceptivement crédibles pour
un auditeur.
Les méthodes existantes autorisent parfois de l’information a priori sous forme de
modèle statistique ou physique, de paramètre d’un modèle supposé connus ou comme
nous verrons par la suite sous forme de flux d’information supplémentaire disponible
pour le processus de séparation. On utilise plus souvent la terminologie suivante pour
décrire les différentes classes de problèmes de séparation de sources :
· la séparation de source aveugle (Blind Audio Source Separation) regroupe l’ensemble
des méthodes pour lesquelles on ne dispose que du mélange sans aucune don-
née sur les sources. La méthode de séparation repose donc uniquement sur des
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hypothèses définies à l’avance (e.g. parcimonie, orthogonalité, structure de la forme
d’onde des sources, etc.) et dont la principale est l’indépendance entre les sources[CJ10],
· la séparation de source semi-aveugle, semi-informée qui introduit de l’information
partielle sur les sources afin de guider un estimateur (e.g. [ES06, SRMS06]),
· la séparation de source informée récemment introduite dans [Knu05, PGB09] qui
consiste à utiliser de l’information codée disponible lors du processus de sépara-
tion.
2.3.3 Formalisme et modèle du mélange
En traitement audio, une source sonore désigne toujours une entité qui est à l’origine
d’un son. Il n’y a cependant pas d’unicité concernant la définition formelle d’une source
qui peut désigner aussi bien un signal vocal, un signal de bruit, une source spatiale (si-
gnal quelconque provenant d’une position donnée), une source quasi-harmonique (telle
que définie dans la section 2.2.2) ou une combinaison de plusieurs modèles élémentaires.
Les méthodes de séparation de sources existantes utilisent soit un modèle physique pour
représenter la forme d’onde de chaque entité sonore [Vir06], soit un modèle perceptif
pour définir ce qu’un être humain perçoit comme étant une seule source [Bre90]. Dans
tous les cas, l’observation dont on dispose est un signal de mélange obtenu en combinant
les signaux mono-canaux provenant des différentes sources. Lorsque plusieurs sources
sont présentes simultanément dans un mélange, leurs signaux respectifs s’ajoutent li-
néairement. Il s’agit d’une l’hypothèse que l’on retrouve couramment dans la littérature






où chaque xj correspond au signal de mélange du canal j ∈ [1; J]. Les sk(t) sont les si-
gnaux correspondant aux sources et ajk sont les coefficients de la matrice de mélange de
dimension J × K. Ce modèle devient plus compliqué lorsque l’on cherche à estimer les
sources après avoir appliqué des transformations spécifiques sur chacune d’elles ou sur
le mélange et en présence d’un bruit d’observation. Dans le cas d’un filtrage linéaire ap-
pliqué sur chaque source et en présence de perturbations, on parle alors d’un mélange








ajk(τ)sk(t− τ) + b(t), (2.37)
où les coefficients de mélange ajk correspondent à un filtre de réponse impulsionnelle
infinie. Il existe bien sûr des mélanges plus complexes dont les mélanges non-linéaires
qui sont obtenus après l’application de certains effets tels que la compression dynamique
[McN84].
Malgré l’existence de ces modèles de mélanges souvent plus compliqués à traiter,
Sturmel et al. dans [SLP+12] montrent les liens entre les modèles de mélange linéaires
souvent plus simples (utilisés pour la séparation de sources) et les pratiques des studios
d’enregistrement.
2.3.4 Techniques usuelles pour la séparation de sources audio
Nous présentons ici quelques approches existantes dans la littérature qui permettent
lorsque certaines hypothèses sont vérifiées, d’isoler les signaux qui composent un ou
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plusieurs signaux de mélange observés.
a) L’approche par filtrage
Cette approche inclue la technique de filtrage spatial (Beamforming) et la technique de
masquage temps-fréquence. Ces méthodes isolent le signal de chaque source en appli-
quant sur le mélange un filtre distinct correspondant à la source et calculé sous certaines
hypothèses.
a.1) Le filtrage spatial
Le filtrage spatial ou beamforming [VB88] exploite la répartition des sources dans l’es-
pace se traduisant par des distinctions entre les différents canaux du signal observé. Cette
approche n’est donc pas applicable dans le cas d’un mélange mono-canal. La diversité
spatiale permet le calcul d’un filtre permettant de rehausser le signal correspondant à
une source provenant d’une direction donnée. Cette technique suppose donc que chaque
source possède une distribution spatiale spécifique distincte des autres des autres sources
présentes dans l’espace. Connaissant la matrice de mélange qui définit la relation entre les
différents canaux du signal observé ainsi que les paramètres spatiaux de chaque source,
le meilleur filtre permettant d’isoler une source dans un signal de mélange est la solution
du problème d’optimisation qui consiste à minimiser l’énergie directionnelle des autres
sources. Cette approche est utilisée pour la séparation de sources sonore dans [PA02]
mais peut aisément être appliquée dans d’autres disciplines (e.g. traitement du signal
radar, réseaux sans-fil, etc.).
a.2) Le masquage temps-fréquence
Cette technique consiste à estimer chaque point TF du spectrogramme où une source
donnée est active. Une première estimation de la source contenant des interférences avec
les autres sources est obtenue en multipliant le spectrogramme par un masque binaire
(0 lorsque la source est inactive ou 1 le cas contraire). La contribution des autres sources
est réduite en appliquant un filtrage. Le filtrage de Wiener [Wie49] est par exemple la so-
lution optimale au problème qui consiste à minimiser l’erreur quadratique moyenne du
signal estimé. Dans le cas d’un mélange mono-canal le filtre de Wiener peut s’exprimer
simplement comme le rapport entre l’énergie de la source considérée et l’ensemble des
contributions du signal composé des autres sources et du bruit. Le spectre d’une source









où |Sk(t,ω)|2 et |B(t,ω)|2 correspondent respectivement au spectre de puissance de chaque
source k et du bruit. Comme les spectres des sources et du bruit sont généralement incon-
nus (cas aveugle), on utilise fréquemment un modèle stochastique (e.g. processus gaus-
sien) pour les décrire. Il est alors aisé d’établir une relation de linéarité entre le spectre de
puissance et le paramètre de variance de chacune des sources. Le problème de séparation
de sources peut alors se résumer à un problème d’estimation des densités spectrales de
puissance de chaque source [PC08, LBR11].
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b) Approche statistique et par décomposition parcimonieuse
Cette approche regroupe les techniques qui se basent sur une réorganisation des données
observées en optimisant un critère utilisant l’hypothèse initiale sur la nature des sources
recherchées. Cette nouvelle représentation permet généralement d’isoler les sources en
partitionnant les données dans cette nouvelle représentation. Les signaux sources sont
retrouvés en appliquant la transformation inverse à partir des éléments isolés.
b.1) L’analyse en composantes indépendantes
L’ICA a été introduite par Comon dans [Com94] pour une problématique de décom-
position de signaux, initialement non spécifique au problème de séparation de sources.
Ainsi, l’ICA peut aussi être vue comme une extension de la décomposition en compo-
santes principales [Jol02] couramment utilisée pour l’analyse de données statistiques.
L’ICA appliquée à la séparation de sources ne peut être utilisée que dans le cas des mé-
langes déterminés ou sur-déterminés. Cette technique consiste à décomposer un mélange
comme une somme de signaux statistiquement indépendants. Les sources estimées sont
les solutions d’un problème d’optimisation dont le but est de minimiser leur dépendance
statistique. La dépendance entre les sources X et Y se mesure en général par l’information









où PX(x) et PY(y) sont les densités de probabilités associées aux sources X et Y. Les
signaux des sources x et y sont considérées ici comme des réalisations des variables aléa-
toires X et Y. Cette information mutuelle donnée par (2.39) correspond à la divergence
de Kullback-Leibler DKL(PX,Y , PXPY).
Bien que l’hypothèse d’indépendance statistiques des sources soit discutable pour
l’analyse de mélanges musicaux (car les instruments jouent ensemble), l’ICA a été appli-
quée avec succès pour la séparation de sources audio par exemple dans [SSWY01].
b.2) Les techniques DUET
Les techniques DUET (Degenerate Unmixing Estimation Technique) sont bien adaptées
au traitement des mélanges sous-déterminés dont on possède au moins deux canaux.
Cette approche [JRY00] suppose que les sources sont distinctes dans l’espace et qu’elles
sont orthogonales dans le plan TF. Ainsi, on suppose que seule la source prédominante
est active pour chaque point TF. Il est alors possible d’estimer la matrice du mélange en
utilisant l’approximation suivante pour chaque source k dans le cas d’un mélange linéaire
instantané stéréophonique (2 canaux) :
20 log10 (a2k/a1k) ≈ 20 log10 (|X2(t,ω)|/|X1(t,ω)|) , (2.40)
où a1k et a2k sont les coefficients de la matrice de mélange pour les canaux 1 et 2 affectés à
la source k. X1(t,ω) et X2(t,ω) correspondent aux spectrogrammes du mélange pour les
canaux 1 et 2. Les approches DUET utilisent parfois d’autres indices binauraux comme la
différence de phase entre canaux [VE02] et peuvent aussi se baser sur un modèle binaural
pour estimer en même temps la localisation spatiale de chaque source active [MV09].
c) Approches perceptives par analyse de la scène musicale
L’analyse de la scène musicale ou les méthodes CASA [Bre90, Kas06] cherchent à décrire
le contenu d’un signal musical en organisant d’après un modèle perceptif un ensemble
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d’informations estimées depuis ce mélange.
Parmi ces informations comptent les fréquences fondamentales, les débuts et fins de
note, le rythme, la localisation spatiale de chaque point TF et la synchronicité qui sont
extraites par des techniques distinctes spécifiques. Chaque système CASA combine ces in-
formations distinctes pour le calcul de la vraisemblance entre le mélange et chaque source
estimée. Chaque source est alors estimée en maximisant cette vraisemblance dépendante
du modèle choisi et de la précision des informations estimées. Les techniques CASA pos-
sèdent souvent une coût calculatoire important en raison de la complexités des systèmes
mis en oeuvre (e.g. apprentissage, algorithme Espérance-Maximisation (EM), etc.).
Une technique de séparation de sources audio aveugle efficace pour les instruments
quasi-harmoniques a été introduite par Duan et al.dans [DZZS08]. Les auteurs proposent
une technique estimant simultanément les fréquences fondamentales présentes dans un
mélange et les associe à une source en utilisant un modèle statistique sur le timbre de
chaque instrument. Les signaux correspondant à chaque source sont finalement recons-
truits par synthèse à partir d’un modèle de source quasi-harmonique similaire à celui
décrit par l’équation (2.23).
2.3.5 Évaluation des méthodes de séparation de sources
Mesurer les performances d’un système de séparation de sources est une opération diffi-
cile qui dépend à la fois des exigences applicatives et des modèles de sources considérés.
Ainsi les métriques qualitatives couramment utilisées peuvent être regroupées en deux
catégories : l’évaluation objective du signal qui prend uniquement en compte un modèle
formel de signal d’erreur (projection ou différence) et l’évaluation perceptive qui tend à
quantifier les problèmes audibles depuis les signaux estimés.
a) L’évaluation objective
En raison de la subjectivité des tests d’écoute, il est nécessaire d’utiliser une métrique
qualitative objective formelle qui ne dépend que des signaux de référence et de leur es-
timation. Parmi les mesures les plus usuelles on peut citer l’erreur l2 entre le signal de la
source de références sk et son estimation sˆk ou le rapport d’énergie entre le signal et son
erreur d’estimation (Signal-to-Error Ratio) donnée en dB par :





Bien que précise, cette mesure d’erreur ne permet pas de comprendre la cause ou la na-
ture de cette erreur. C’est la raison pour laquelle Gribonval et al.proposent dans [VGF06]
de décomposer le signal d’erreur en plusieurs composantes additives :
sk − sˆk = e(art)k + e(inter)k + e(dist)k , (2.42)
permettant de dissocier plusieurs types d’erreurs spécifiques au problèmes de séparation




k sont associés aux erreurs décrites ci-après.
· Les interférences sont dues à la présence de plusieurs sources dans le signal corres-
pondant à une seule source estimée. Ce type d’erreur met en évidence une mau-
vaise séparation lorsque les sources sont mal isolées. Elle est définie comme l’en-
semble des contributions des autres sources projetées sur la source estimée :
e(inter)k = ∑
k′ 6=k
〈sˆk, sk′〉 sk′||sk′ ||2 . (2.43)
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· La distorsion du timbre définie comme le résidu entre le signal de référence et la
projection de la source estimée sur celui-ci. Cette erreur s’exprime comme suit :
e(dist)k = sk − 〈sˆk, sk〉
sk
||sk||2 . (2.44)
· Les erreurs d’artefact correspondent à des sons additionnels résultant des transfor-
mations appliquées sur le mélange lors de la séparation de sources. Elle peut être
déduite en calculant le résidu après l’évaluation des termes d’erreur précédents.
A partir de ces signaux d’erreur, on définit les fonction d’évaluation suivantes don-
nées en dB. Le SDR (Sources-to-Distortion Ratio) est donné par :
SDRk = 10 log10
(
||sk + e(dist)k ||2
||e(art)k + e(inter)k ||2
)
, (2.45)
le SIR (Sources-to-Interferences Ratio) est donné par :
SIRk = 10 log10
(




et le le SAR (Sources-to-Artifacts Ratio) est donné par :
SARk = 10 log10
(




Ces mesures sont couramment utilisées pour l’évaluation des méthodes de séparation
de sources. Une implémentation MATLAB de ces fonctions d’évaluation est proposée
sous forme d’une application libre BSS Eval7. Les mesures d’erreurs précédentes ont été
intégrées dans l’application PEASS [EVHH11] (décrite plus loin) en combinaison avec
un modèle psychoacoustique afin de décomposer l’évaluation perceptive des signaux
estimés dans le cadre de la séparation de sources.
b) Les mesures perceptives
Ce type de mesure a pour objectif d’évaluer les dégradations audibles des signaux esti-
més par un système en donnant une mesure significative sur la qualité d’un son perçu.
L’évaluation perceptive est essentielle car elle n’est pas toujours corrélée avec des me-
sures objectives telle que l’erreur l2 ou le SNR. En effet, deux signaux identiques mais en
opposition de phase seront perçus comme identiques alors que l’erreur l2 résultante sera
très importante. Bien qu’une évaluation perceptive puisse être réalisée de manière infor-
melle par un simple test, leur prise en compte dans le cadre d’expérimentations nécessite
une méthodologie rigoureuse faisant intervenir un nombre significatif de sujets humains.
Dans d’autre cas, une évaluation automatique est possible sans sujets humains grâce à un
système utilisant un modèle psychoacoustique valide.
b.1) Les tests d’écoute
Les tests d’écoute font dans le meilleur des cas intervenir plusieurs sujets chargés
d’évaluer la qualité des sons perçus, souvent en octroyant une note ou en répondant à
7http://bass-db.gforge.inria.fr/bss_eval/
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certaines questions. Ils peuvent être coûteux, long à mettre en place et peuvent man-
quer de précision en fonction du nombre et de l’expérience des sujets. Ils donnent ce-
pendant une indication statistique de la qualité sonore perçue dont la précision dépend
d’une méthodologie spécifique. Une formulation rigoureuse de la méthodologie des tests
d’écoute est proposée sous forme de recommandations par l’Union Internationale des
Radio-Télécommunications (UIT-R).
· La note d’opinion moyenne8 donnée sur une échelle de 1 (qualité médiocre) à 5
(erreurs imperceptibles) est fréquemment utilisée comme mesure subjective pour
évaluer la qualité des signaux audio. Cette mesure nécessite un nombre important
de participants pour être significative. Cette technique de sondage convient pour la
majorité des tests d’écoute mais nécessite une description détaillée du protocole ex-
périmental (nombre et nature des sujets, interface de test, etc.) pour que l’on puisse
“relativiser” sur la précision des résultats.
· La méthodologie MUSHRA9 (MUltiple Stimuli with Hidden Reference and Anchor) uti-
lisée dans l’industrie pour évaluer la qualité des sons compressés peut aussi être uti-
lisée pour évaluer la qualité des résultats d’un système de séparation de sources. En
effet, cette méthodologie convient pour des erreurs perceptibles moyennes quelle
que soit l’expérience des sujets. En effet, les résultats sont pondérés en fonction de
la capacité de chaque sujet à identifier le son de référence et l’ancre (son de dégra-
dation maximale) qui sont cachés lors du test.
Une évaluation MUSHRA possède les caractéristiques suivantes :
– chaque participant donne une note sur l’intervalle [0; 100],
– le son de référence est explicitement accessible pour le test,
– les tests d’écoute contiennent un nombre aléatoire de sons de référence et de
sons “ancres” (de qualité médiocre) cachés. La pertinence des réponses don-
nées par chaque participant permet de pondérer chaque note donnée pour le
calcul de l’évaluation globale.
Par défaut, on définit comme ancre des version filtrées passe-bas à 3500Hz du son
de référence. Les ancres permettent aussi de s’assurer que les sons évalués qui ne
présentent que de faibles défauts ne se voient pas octroyés une note trop faible
par le sujet. La méthodologie MUSHRA est souvent privilégiée à la note d’opinion
moyenne car permet d’obtenir des résultats pertinents avec un nombre faible de
participants.
b.2) L’évaluation perceptive automatique
En raison des difficultés liées à la mise en place des tests d’écoute précis, des systèmes
d’évaluation automatiques donnant des mesures de qualité corrélées avec la perception
humaine ont été proposés dans la littérature.
Ainsi Huber et Kollmeier décrivent dans [HK06] un système payant baptisé PEMO-Q10
aujourd’hui accepté et utilisé par la communauté du traitement du signal audio. Ce sys-
tème intègre un modèle psychoacoustique qui retourne une mesure de similarité appelée
PSM (Perceptual Similarity Measure) sur [0, 1]. Dans [EVHH11], Emiya et al. proposent une
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l’utilisation de mesures objectives décrites ci-après. Ainsi, une alternative libre permet-
tant d’effectuer une évaluation perceptive automatique est proposée sous la forme d’une
application libre distribuée sous l’appellation PEASS11.
Les mesures perceptives donnent une indication de qualité audible par un humain
mais sont par définition subjectives et non formelles. De plus, elles ne donnent pas (ou
très peu) d’information sur la nature des erreurs d’estimation commises. Ainsi, les me-
sures perceptives peuvent difficilement être exploitées pour améliorer une méthode exis-
tante ou pour expliquer les erreurs commises par une technique de séparation de sources.
C’est la raison pour laquelle les mesures qualitatives objectives décrites dans la section
suivante ont été privilégiées dans les travaux décrits dans cette thèse.
2.4 Conclusions du chapitre
Nous venons de présenter trois problèmes importants d’analyse bien définis dans litté-
rature du traitement audio. Nous avons également décrit quelques techniques de l’état
de l’art permettant de les traiter ainsi qu’une méthodologie permettant d’évaluer leur
performances. Malgré les avancées récentes effectuées pour traiter ces problèmes, la pré-
cision des meilleures techniques utilisant une approche “classique” (non informée) est
encore insuffisante pour les applications les plus exigeantes. En effet, la précision du
meilleur estimateur permettant de calculer les paramètres sinusoïdaux est limitée par sa
borne de Cramér-Rao (cf. section 2.1.5) qui dépend du niveau de perturbation d’un signal.
Pour la séparation de sources aveugle, les sons sont en général mal isolés et présentent
de nombreux artefacts audibles dans le cas de la musique en raison du nombre impor-
tant de collisions dans le plan TF (cf. section 2.1.2) lié à la nature de ces signaux. Enfin, les
meilleures techniques de transcription polyphoniques automatiques nécessitent toujours
une correction manuelle en post-traitement pour obtenir une transcription fiable. C’est en
raison de ces limitations que l’on propose d’introduire dans les chapitres suivants l’ap-
proche informée ayant pour but d’améliorer les performances des techniques existantes
en les combinant avec de l’information complémentaire.
11disponible en ligne http://pageperso.lif.univ-mrs.fr/~valentin.emiya/?page=soft_data
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Approche informée pour l’analyse




ESTIMATION ET CODAGE DE
L’INFORMATION
L’analyse des signaux de musique s’effectue grâce à des estimateurs dont le but est
d’exploiter au mieux l’information présente dans un signal. La théorie de l’estimation
[Fri04, KJ92] propose des outils permettant de comparer les performances des estima-
teurs et d’estimer la quantité d’information disponible dans un échantillon accessible
pour le meilleur estimateur théorique.
Dans le cas où l’information présente dans le signal est insuffisante, ou lorsqu’aucune
technique existante ne peut atteindre la précision requise par certaines applications, la
théorie de l’information propose des outils permettant une transmission efficace de l’in-
formation manquante sous forme de données codées.
Pour pouvoir combiner estimation et codage, il est nécessaire de se placer dans une
configuration où les deux approches sont applicables simultanément et non triviales
(puisque le codage pur permet de coder toute l’information sans utiliser d’estimateur).
Une configuration non triviale suppose donc d’avoir accès à la fois au signal de référence
x sur lequel on applique un estimateur et aux paramètres d’intérêt θi (regroupés dans un
vecteur θ) se rapportant au signal x et pouvant être partiellement ou entièrement codés.
Le point de départ de l’approche développée dans cette thèse repose sur le système
de communication décrit par la figure 3.1. Dans ce système on souhaite transmettre à un
récepteur un signal de mélange audio x et un vecteur de paramètres θ associé avec la
meilleure précision possible tout en minimisant le débit nécessaire, c’est-à-dire la taille
des informations codées. On suppose connu θ se rapportant au signal x avant l’étape
d’encodage. L’encodage consiste à calculer une information I de taille minimale et à
choisir une représentation de x qui seront transmises au décodeur en utilisant deux ca-
naux de communication distincts. Nous verrons plus loin qu’il est possible de combiner
les canaux 1 et 2 en utilisant par exemple une technique de tatouage audio numérique
qui consiste à cacher de façon inaudible I dans le signal xˆ. A la sortie de chaque canal,
xˆ′ = xˆ + ex et I ′ = I + eI sont récupérés et comportent des erreurs aléatoires liées aux
perturbations éventuelles sur les canaux 1 et 2.
Le décodeur a donc pour objectif de corriger les erreurs sur xˆ′ et I ′, puis d’appliquer
une estimation sur xˆ en utilisant I pour obtenir θ˜. On souhaite garantir que l’estimation
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informée θ˜ soit toujours plus précise que son estimation classique θˆ obtenue sans utilisa-
tion de I . On souhaite également minimiser le débit nécessaire permettant de transmettre
I pour éviter le cas trivial (codage pur sans utilisation de l’estimateur). On veut ainsi
définir au décodage un système permettant d’utiliser efficacement I dans le processus
d’estimation.
En résumé, on souhaite utiliser un tel système pour transmettre (x, θ) en utilisant
la connaissance de xˆ identique ou presque au codeur et au décodeur et en minimisant







xˆ xˆ′ (xˆ, θ˜)
I ′
FIGURE 3.1 – Système de communication considéré dans le cadre de notre étude dans
lequel on souhaite transmettre un signal de mélange x et un vecteur de paramètres θ.
Compte tenu des contraintes fixées par la formulation de ce problème, nous souhai-
tons apporter des éléments de réponse aux questions formulées ci-après.
· Comment peut on mesurer et comparer la précision entre plusieurs estimateurs ?
· Quelles sont les limitations théoriques d’un estimateur ?
· Comment mesurer et coder efficacement de l’information pour minimiser sa taille ?
· Comment combiner efficacement simultanément estimation et codage ?
Pour cela, nous avons choisi de développer dans ce chapitre des notions de la théo-
rie de l’estimation et de la théorie de l’information qui sont des domaines d’étude très
vastes avec un champ d’application pluridisciplinaire. L’utilisation conjointe de ces deux
théories est à ce jour très peu courante dans le domaine du traitement du signal audio
où elles sont en général traitées de manière isolée. Pourtant, nous montrons dans ce cha-
pitre qu’elles soient parfaitement applicables au problème que nous venons de formuler.
Quelques travaux récents montrent pourtant un intérêt croissant pour la combinaison de
ces deux domaines [GSV05, Ver10] dans les problématiques liées au traitement du signal
en général.
3.1 Théorie de l’estimation
La théorie de l’estimation s’intéresse aux problèmes de décision qui se posent lorsqu’il
s’agit de caractériser un phénomène étudié et donc d’extraire de l’information à partir
d’observations. Dans le cadre de notre étude, on considère le cas où l’on cherche à obtenir
un paramètre θ qui se rapportent à une observation x. On considère que l’observation x
est une réalisation d’une variable aléatoire X de densité de probabilité p(x|θ).
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D’après la théorie de l’estimation, la construction d’un estimateur permettant de re-
trouver un paramètre θ à partir de x peut être formulée selon les deux hypothèses dis-
tinctes décrite ci-après.
· Le cas déterministe basé sur une approche fréquentiste qui suppose que θ est un
paramètre fixe.
· Le cas stochastique utilisant l’approche bayésienne lorsque θ est une variable aléa-
toire décrit par sa densité de probabilité p(θ).
Dans les deux cas, la théorie de l’estimation permet de construire et d’évaluer des
estimateurs permettant d’obtenir la valeur la plus précise possible de θ à partir de x.
3.1.1 Définition d’un estimateur
En traitement du son, on est souvent amené à chercher un ou plusieurs paramètres per-
mettant de caractériser un signal d’observation x(t) généralement bruité. On considère
l’observation x qui correspond à un nombre fini de N échantillons regroupés dans un
vecteur x = [x0, x1, x2, . . . , xN−1]T.
Si on considère le cas d’un paramètre scalaire θ et un bruit aléatoire représenté par un
vecteur b. Alors on note le modèle d’observation (ou de mesure) comme une fonction h
de ces deux paramètres :
x = h(θ, b). (3.1)
Comme b est une variable aléatoire, il est impossible de définir exactement θ à partir
de x même si h est connue. On peut cependant calculer une estimation θˆ en définissant
une fonction θˆ(x) aussi proche que possible de θ.
Le paramètre estimé θˆ est donc une variable aléatoire qui possède une espérance et
une variance. La qualité d’un estimateur se mesure par son biais, sa variance et son erreur
quadratique moyenne (EQM) qui sont définis par :
Biais(θˆ) = E[θˆ]− θ, (3.2)
qui correspond à la différence entre l’espérance du paramètre estimé et sa valeur exacte.
Lorsque cette différence est nulle, l’estimateur est dit non biaisé.
La variance d’un estimateur donne une indication sur la dispersion des valeurs esti-
mées et donc sur la précision de cet estimateur :
V[θˆ] = E
[(
θˆ − E[θˆ])2] . (3.3)
Lorsque θ est un vecteur, V[θˆ] correspond à la matrice de variance-covariance où E[θˆ]
est le vecteur des espérances de chaque composante θi :
V[θˆ] = E
[(
θˆ − E[θˆ]) (θˆ − E[θˆ])T] . (3.4)
L’EQM est liée aux mesures précédentes et est donnée par :
EQM(θˆ) = E
[|θˆ − θ|2] (3.5)
= ||Biais(θˆ)||22 +V[θˆ]. (3.6)
Évidemment, plus EQM(θˆ) et V[θˆ] sont faibles, et plus l’estimateur est précis. L’EQM est
une information importante car il peut exister des estimateurs biaisés ayant une variance
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plus faible que certains estimateurs non biaisés.
L’estimateur θˆ(x) est une statistique de x. En effet, on définit une statistique S(x) se
rapportant à l’échantillon x comme un ensemble d’opérations appliquées sur cet échan-
tillon. Une statistique est exhaustive pour un paramètre θ lorsque p(x|S(x), θ) = p(x|S(x))
c’est-à-dire lorsque la probabilité d’observer x sachant S(x) ne dépend pas de θ. D’après
[Fis25], cette statistique contient toute l’information se rapportant au paramètre θ conte-
nue dans l’échantillon x. Les statistiques exhaustives peuvent servir à construire de meilleurs
estimateurs. En effet, le théorème de Rao-Blackwell [Bla47] énonce qu’il est possible de
construire un estimateur plus précis à partir d’une statistique exhaustive S et d’un es-
timateur initial sans biais. Le nouvel estimateur obtenu noté θˆ(x|S) possède alors une
variance plus faible. On peut ainsi déduire intuitivement que cet estimateur augmenté
exploite l’information complémentaire fournie par la statistique S . On verra plus loin
qu’il est possible définir si un estimateur est optimal en mesurant la quantité d’informa-
tion contenue dans x.
3.1.2 Approche fréquentiste (déterministe) de l’estimation
Cette approche souvent plus intuitive que l’approche bayésienne suppose que le para-
mètre θ inconnu est déterministe. D’après le modèle de mesure, l’observation x suit une
densité de probabilité paramétrée par θ notée p(x|θ). Ainsi, cette approche permet de
définir des critères qu’il convient d’optimiser lors de la construction de la fonction θˆ(x).
a) Méthode des moindre carrés
Lorsque l’on possède un modèle mathématique théorique noté f (y; θ) de variable muette
y permettant de décrire les données observées en fonction du paramètre recherché θ, la
méthode des moindres carrés consiste à calculer le paramètre θˆ qui minimise l’EQM. Cet
estimateur est formulé comme suit :
θˆ = arg min
θ





|xi − f (yi|θ)|2 . (3.7)
Cette minimisation peut se faire de manière empirique par ajustement de θˆ ou de manière
analytique en résolvant l’équation :
∂||x− f (y; θ)||22
∂θ
= 0. (3.8)
Lorsque le modèle d’observation est linéaire et que l’espérance de la matrice de variance-
covariance de l’erreur est nulle, alors le théorème de Gauss-Markov [Pla50] énonce que
le meilleur estimateur linéaire sans biais est l’estimateur des moindres carrés.
b) Estimateur du maximum de vraisemblance
Un estimateur du maximum de vraisemblance est un estimateur qui maximise la proba-
bilité p(x|θ). Cet estimateur peut s’exprimer comme suit :
θˆ = arg max
θ
(p(x|θ)) . (3.9)
Cet estimateur cherche à obtenir le paramètre θˆ qui explique au mieux l’observation.
Tout comme l’estimateur des moindres carrés, cette maximisation peut s’effectuer empi-
riquement ou en minimisant le gradient de l’opposé de la fonction log (p(x|θ)) si celle-ci
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est différentiable. L’utilisation de la fonction logarithme permettant de simplifier le pro-
blème. Parmi les techniques calculatoire d’ajustement les plus connues, nous pouvons
citer l’algorithme itératif EM proposé initialement par Dempster et al. [DLR77] pour les
modèles incluant des variables latentes.
c) Efficacité et bornes théoriques d’un estimateur







admet une borne minimale sur sa variance définie comme suit :




où I(θ) est l’information de Fisher [Fis25] relative à θ et où I(θ)−1 correspond à la borne
de Cramér-Rao (CRB) [Rao45]. Cette borne définit ainsi la variance minimale atteinte par
le meilleur estimateur théorique. Un estimateur sans biais est dit efficace si il atteint la
borne de Cramér-Rao. Un estimateur est dit asymptotiquement efficace lorsqu’il atteint
cette borne pour un nombre de mesures qui tend vers l’infini.
3.1.3 Approche bayésienne de l’estimation
L’approche bayésienne suppose que le paramètre à estimer θ est une variable aléatoire
admettant une densité de probabilité a priori notée p(θ). La loi de Bayes permet d’expri-
mer la densité jointe entre l’observation x et le paramètre inconnu grâce à l’expression
suivante :
p(x, θ) = p(x|θ)p(θ). (3.12)
Connaissant la densité de probabilité jointe, il est alors possible de calculer :
p(θ|x) = p(x, θ)/p(x). (3.13)
Ainsi, l’estimateur non biaisé optimal minimisant le critère erreur quadratique moyenne,
Mean Squared Error (MSE) est donné par l’expression suivante :
θˆ = Eθ|x[θ] =
∫
θp(θ|x) dθ, (3.14)
ce qui correspond à la moyenne du paramètre θ d’après sa loi a posteriori.
a) Estimateur du maximum a posteriori
L’estimateur du maximum a posteriori ou MAP est un estimateur qui maximise la proba-
bilité a posteriori du mélange en connaissant la loi p(θ). Cet estimateur est défini par :
θˆ = arg max
θ
p(x|θ)p(θ) = arg max
θ
p(x, θ). (3.15)
Ainsi, lorsque p(θ) suit une loi uniforme, cet estimateur correspond exactement à
l’estimateur du maximum de vraisemblance.
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b) Bornes de Cramér-Rao a posteriori
Dans un contexte bayésien, il est aussi possible de définir une borne théorique appelée
aussi borne de Cramér-Rao de Van Trees ou borne de Cramér-Rao stochastique. Pour un
estimateur θˆ sans biais, son EQM vérifie l’inégalité :
EQM(θˆ) ≥ I(θ)−1, (3.16)
où l’information de Fisher correspondante est donnée par :
I(θ) = −Ex,θ
[




3.1.4 Vers le codage de l’information manquante
Que l’on choisisse une approche déterministe ou bayésienne, la théorie de l’estimation
nous permet de calculer la précision maximale pouvant être atteinte par le meilleur esti-
mateur pour un modèle d’observation donné. Cette borne calculée à partir de l’informa-
tion de Fisher tend à mesurer la quantité d’information relative à un paramètre dispo-
nible dans un échantillon. Il est donc théoriquement impossible d’obtenir une meilleure
précision quel que soit l’estimateur choisi sans apporter une information complémen-
taire sous une autre forme. La théorie de l’information que nous introduisons par la suite
fournit des outils théoriques et pratiques pour évaluer et coder cette information com-
plémentaire en vue de son utilisation dans le cadre du problème de l’analyse informée.
3.2 Théorie de l’information
La théorie de l’information définit des fondements permettant de résoudre certains pro-
blèmes de représentation des données manipulées pouvant être rencontrés en traitement
du son ou plus généralement en traitement du signal. D’après le problème initial décrit
par la figure 3.1, on souhaite transmettre en plus du signal x une information complémen-
taire I en minimisant la taille des données nécessaires en s’assurant de pouvoir retrouver
I au décodeur.
Les mises en oeuvre théoriques et pratiques de la théorie de l’information que nous
décrivons dans ce chapitre concernent le codage appliqué à la compression de données
avec et sans perte d’information. Nous ne nous intéresserons donc pas au problème de la
cryptographie [Zem00] ni aux codes correcteurs d’erreurs [LC83].
3.2.1 Mesure de l’information
Shannon a défini l’entropie comme mesure de l’information d’un point de vue statistique
et physique. Si on considère un message m quelconque, l’entropie propre ou l’incertitude
h(m) est définie en fonction de la probabilité d’apparition de ce message. Cette probabi-
lité dépend bien sûr d’un modèle sur la source M qui est à l’origine de ce message et qui
suppose certaines connaissances a priori. Ainsi, l’entropie de ce message ou sa quantité
d’information est donnée par :
h(m) = − logb (p(m)) . (3.18)
D’après cette mesure (cf. figure 3.2), plus un message m est improbable et plus il contient
d’information, ce qui a pour effet d’augmenter la taille des données nécessaires permet-
tant de le représenter.
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FIGURE 3.2 – Valeur de l’entropie en fonction de la probabilité d’un message m. Plus la
probabilité de recevoir un message m est importante, plus la quantité d’information qu’il
transporte est faible. Cette figure est obtenue en utilisant l’équation (3.18) avec b = 4.
Lorsque l’on souhaite mesurer la quantité d’information portée par une source M,
c’est-à-dire une variable aléatoire dont m est une réalisation sur un ensemble Ω de mes-
sages possibles, l’entropie correspond à l’information moyenne donnée par :
H(M) = −E [logb(p(m))] = −
∫
Ω
p(m) logb (p(m)) dm, (3.19)





p(m) logb (p(m)) . (3.20)
Comme il a été proposé initialement par Shannon, cette information est mesurée en bits
Shannon (binary unit) lorsque b = 2 (on rappelle que log2(x) =
log(x)
log(2) ). Cette quantité cor-
respond théoriquement au nombre moyen de questions ayant 2 réponses possibles (vrai
ou faux) qu’il est nécessaire de poser pour deviner un mot m. Il n’existe pas de lien trivial
entre les bits Shannon et les bits utilisés en informatique pour coder l’information, en
effet l’entropie est une mesure physique qui peut être négative ou avoir des valeurs non
entières alors qu’un ordinateur manipule toujours un nombre entier positif de bits. Nous
montrons plus loin qu’il est impossible de trouver un code permettant de représenter M
dont sa longueur moyenne est inférieure à H(M).
3.2.2 Codage de l’information
Le codage est l’opération qui consiste à associer à chaque élément (ou symbole) m d’une
source une séquence d’éléments appartenant à un alphabet A q-aire. La séquence cm as-
sociée à un élément m constitue un mot du code. L’ensemble des séquences constitue un
code C. La longueur moyenne d’un code pour coder une source M dépend de sa densité
de probabilité et s’exprime comme suit :
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où l(c) est la fonction qui retourne la longueur (nombre entier de bits) du mot c donné en
paramètre.
a) Déchiffrabilité
On définit C : Ω → An et D : An → Ω les applications permettant de coder un symbole
m ou de décoder un mot du code C. On a ainsi C(m) = cm et D(cm) = m.
Un code C est non-singulier ou régulier si tous les mots du code sont distincts. Tous
les mots d’un code peuvent être décodés de manière unique si celui-ci est régulier et si il
vérifie au moins une des propriétés suivantes :
· tous les mots sont de longueur fixe,
· si un mot du code est utilisé comme séparateur,
· le code est préfixe (ou instantané), c’est-à-dire qu’aucun mot du code n’est préfixe
d’un autre.
Dans ce cas, ce code régulier est dit déchiffrable ou uniquement décodable.
b) Inégalité de Kraft-McMillan
Les codes préfixes permettent de définir des codes déchiffrables et de taille variable, ce
qui présente un grand intérêt lorsque l’on cherche à réduire la longueur moyenne d’un
code pour représenter une source M. Ainsi l’inégalité de Kraft-McMillan [McM56] fournit
une condition nécessaire et suffisante pour l’existence d’un code préfixe en fonction des
mots qui composent un code.
Théorème 1. Soit ni = l(cmi) pour i ∈ [1; I] la longueur de chaque mot d’un code C permettant
de coder les I = card(C) états d’une source en utilisant un alphabet de destination q-aire. Une





q−ni ≤ 1. (3.22)
Lorsque cette inégalité est une égalité, alors le code est dit complet. Lorsque cette inégalité
n’est pas respectée, le code n’est pas déchiffrable (et n’est donc pas préfixe).
Démonstration. On considère un arbre q-aire de profondeur maximale nI en fixant ni < nj
si i < j et possédant qnI sommets terminaux (cf. figure 3.3). La condition préfixe impose
qu’un mot de longueur ni exclut qnI−ni sommets terminaux. En effet, ce mot ne peut pas
être le préfixe d’un autre mot de longueur plus importante. Le nombre total de sommets





qnI−ni ≤ qnI . (3.23)
En divisant chaque membre par qnI on obtient (3.22).
La conséquence de l’inégalité de Kraft-McMillan est le théorème suivant :
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FIGURE 3.3 – Représentation d’un arbre binaire complet correspondant à un code complet
utilisant un alphabet q-aire pour q = 2. Dans cet exemple la profondeur de l’arbre vaut
la taille maximale d’un mot nI = 3. Il existe qnI mots différents pouvant être codés avec
nI symboles et correspondant chacun à un sommet terminal.
Théorème 2. La longueur moyenne L¯ des mots de tout code préfixe déchiffrable permettant de




en fixant b = e dans l’équation (3.19).
Démonstration. Soit une source M sans mémoire possédant I états et soit pi = p(mi) la
probabilité d’apparition de mi associé à un mot de code déchiffrable q-aire et de longueur
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≤ 0 ce qui permet d’écrire :
H(M)− L¯ log(q) ≤ 0. (3.26)
En développant cette expression on obtient bien (3.24).
En cas d’égalité avec la borne, le code est dit absolument optimum. C’est le cas lorsque
pi = q−ni et lorsque ni =
log(p−1i )
log(q) ce qui est rarement vérifié. Cependant il est possible de







On parle alors de code compact de Shannon. Le théorème de Shannon que nous énonçons
ici sans preuve affirme que :
Théorème 3. Pour toute source M stationnaire, il existe un code uniquement déchiffrable dont la
longueur moyenne L¯ est aussi proche que l’on souhaite de sa borne inférieure donnée par l’équation
(3.24). De plus ce code vérifie :
H(M)
log(q)
≤ L¯ < H(M)
log(q)
+ 1. (3.28)
Ce thèorème qui énonce une propriété fondamentale du codage, n’est pourtant pas construc-
tif dans la mesure où il n’indique pas comment définir un code permettant d’atteindre
cette borne inférieure.
3.2.3 Codage entropique sans perte
Pour tenter d’atteindre la borne inférieure de Shannon, plusieurs techniques de codage
ont été proposées dans la littérature. En pratique ces techniques permettent de se rap-
procher de la borne théorique cependant aucune n’est idéale car aucune ne parvient à
1Inégalité de Gibbs énonce que pour P = {p1, p2, ..., pn} et Q = {q1, q2, ..., qn} des densités de probabilité,
alors on a −∑ni=1 pi log(pi) ≤ −∑ni=1 pi log(qi)
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l’atteindre. Ces techniques utilisées en général pour effectuer de la compression de don-
nées sans perte d’information portent le nom de codage entropique. Parmi ces méthodes
compte l’algorithme de Shannon-Fano [Sha48] qui fut l’une des premières techniques ex-
ploitant la redondance d’une source. Nous présentons ici des méthodes plus efficaces
encore utilisées aujourd’hui [Say06].
a) Le codage de Huffman
Le codage de Huffman [Huf52] est une amélioration du codage de Shannon-Fano qui
permet de construire un code préfixe dont la longueur de chaque mot associé à chaque
événement mi d’une source M dépend de sa probabilité p(mi) ou de son poids pi (nombre
d’occurences ou poids associé à une probabilité d’apparition pi = p(mi)). Cet algorithme
se base sur la structure d’un arbre dont la construction s’effectue en plusieurs étapes :
· On trie les poids pi = p(mi) par ordre croissant.
· On construit un arbre q-aire en partant des feuilles où chaque couple (mi, pi) corres-
pond à une feuille et où chaque noeud est associé à un poids pi. Chaque noeud de
l’arbre est construit itérativement en sélectionnant systématiquement les q noeuds
précédents ayant le poids le plus faible. Le poids associé au nouveau noeud corres-
pond alors à la somme des poids de ses fils. Les fils du nouveau noeud pouvant
être une feuille ou un noeud calculé précédemment.
· On réitère la construction des noeuds jusqu’à atteindre la racine (de poids ∑i∈I pi).
L’encodage et le décodage s’effectuent en parcourant l’arbre des feuilles à la racine (pour
l’encodage) ou des racines jusqu’à atteindre une feuille pour le décodage. On aura préa-
lablement associé chaque arête à un symbole q-aire de l’alphabet de destination (e.g. arête
gauche codée par 0, arête droite codée par 1 dans le cas q = 2). Le code obtenu affecte des
mots de code de taille plus faible aux mi ayant une probabilité d’apparition plus élevée.
Par exemple, le message commencement est associé au tableau de poids suivant :
mi : c o m e n t
pi : 2 1 3 3 2 1
qui permet de construire l’abre binaire (q = 2) décrit par la
figure 3.4.
( o ) 1 ( t )1
( m ) 3( e ) 3( n ) 2












FIGURE 3.4 – Arbre binaire (q = 2) du message commencement utilisant la convention
gauche :0, droite :1 pour le codage des arêtes.
Le code binaire de chaque symbole pour le message commencement est donné par :
c o m e n t
111 1100 10 01 00 1101
.
Ainsi, le code correspondant au message commencement obtenu par concaténation est
11111001010010011101101001001101.
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En pratique, les pi sont souvent approximés par le nombre d’occurrences normalisé
(ou fréquence d’apparition) observé pour chaque mot mi (e.g. le nombre de fois qu’on
observe une valeur d’amplitude pour le codage d’un signal audio qui aura été préala-
blement échantillonné et quantifié sur un nombre fini de valeurs). Ainsi, le codage de
Huffman nécessite une connaissance de l’arbre à la fois au codeur et au décodeur qui
dans certains cas peut être de taille très importante.
Ces limitations peuvent être contournées en utilisant des variantes, telles que l’al-
gorithme de Huffman adaptatif qui construit l’arbre au fur et à mesure que les mi sont
lus. Le codage de Huffman tronqué qui permet de réduire la complexité liée au calcul
de l’arbre lorsque le nombre d’états possibles de la source est important. Dans ce cas,
une autre solution peut consister à utiliser de l’indexation récursive ou Recursive Indexing
[SN92] pour contraindre en pratique la taille du code permettant la représentation des
états possibles d’une source.
La longueur moyenne L¯ du code obtenu vérifie l’inéquation (3.28). Cependant ce code
est limité car l’information est codée sur un nombre entier de bits ce qui l’empêche d’at-
teindre la borne inférieure.
b) Le codage arithmétique
Le codage arithmétique [Say06] est une alternative intéressante au codage de Huffman
souvent plus efficace que ce dernier. Il s’agit d’une technique statistique qui code chaque
mot mi en l’associant à un segment distinct de l’intervalle de [0; 1[ qui correspond à
sa probabilité d’occurrence. Cette approche nécessite pour le codeur et le décodeur la
connaissance d’une table d’associations entre chaque mi et son intervalle [binfi , b
sup
i [ cor-
respondant. Chaque symbole mi est codé par tout nombre réel appartenant à son inter-
valle associé. Plus un intervalle est petit, et plus le choix d’un représentant nécessitera de
la précision (et donc un code de taille plus importante) pour pouvoir être codé.
c) Le codage par dictionnaire : algorithme Lempel-Ziv
L’algorithme Lempel-Ziv [ZL77] est le premier algorithme de type dictionnaire permet-
tant de compresser sans perte et sans connaissance a priori de la distribution des symboles
à coder. Contrairement aux méthodes précédentes qui utilisent l’hypothèse que tous les
éléments qui composent une séquence à coder sont indépendants, cette approche tient
compte de la structure de la séquence à coder en tirant bénéfice de la redondance de
ces blocs. En pratique, cela se traduit par des meilleures performances que le codage
de Huffman lorsque l’on souhaite coder un nombre conséquent de données structurées.
Ce codage est plus efficace lorsque ces données présentent une redondance par bloc et
celui-ci fonctionne sans utiliser d’a priori sur la structure ni sur la distribution de proba-
bilité de ces données. Compte tenu de ses propriétés intéressantes, cet algorithme muni
de quelques adaptations peut être utilisé pour réduire la taille de n’importe quel flux
de données sans transmission préalable d’un dictionnaire (celui-ci étant reconstruit au
décodeur).
3.2.4 Limitations du codage sans perte
Jusqu’à présent nous avons vu des techniques permettant de coder des données sans
perte d’information tout en minimisant la taille des codes utilisés. Comme nous avons
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vu pour l’algorithme ZL77, la prise en compte de la structure des données permet d’amé-
liorer les performances du codage. Ainsi, dans un domaine spécifique comme le traite-
ment audio, il est également possible de combiner les techniques de codage précédentes
avec des représentations parcimonieuses comme l’utilisation des paramètres d’un mo-
dèle adéquat ou l’utilisation des échantillons du signal dans un domaine transformé (e.g.
transformée en cosinus discrète modifiée à valeurs entières, integer Modified Discrete Co-
sinus Transform (intMDCT) ou la transformée de Fourier à court terme, Short-Time Fourier
Transform STFT) pour améliorer les performances du codage [SOdBB03, BB97].
Malgré l’utilisation de codes optimaux, le codage sans perte n’est pas toujours appli-
cable et possède des limitations, notamment pour le codage d’un signal avec contrainte
de taille (support de stockage limité) ou pour certains systèmes de communication (ca-
pacité d’un canal limité en bande). Ainsi, dans ses travaux Shannon propose le codage
de source ou Source Coding [Sha59] et le codage de canal Channel Coding [Sha48] qui se
distinguent l’un de l’autre par leur domaine d’application. Le codage de canal utilisé
en communication et permet le contrôle des erreurs pour la transmission d’informations
fiables sur un canal bruité tandis que le codage de source permet de représenter un signal
de manière efficace en contrôlant sa taille et son erreur. Le codage de canal et la théorie
des codes correcteurs associée n’a pas été développée dans cette thèse. En effet, les codes
correcteur ont pour objectif de rendre les données robustes aux altérations en y ajoutant
de la redondance. Cela a pour effet d’augmenter la taille des données et de modifier leur
format initial. Le codage de source que nous avons choisi de développer ci-après apporte
des éléments de réponse pour la minimisation du débit nécessaire permettant de repré-
senter les signaux audio.
3.2.5 Quantification et codage de source
Lorsqu’il existe des contraintes (souvent matérielles) limitant la taille des données il est
parfois nécessaire de limiter le nombre d’états pouvant être représentés pour une source.
Dans ce cas, il faut trouver un compromis entre la taille des données et l’erreur engen-
drée par cette perte d’information. Par exemple un signal audio dont les échantillons
sont quantifiés en utilisant 8 bits peut représenter chaque valeur d’amplitude en utili-
sant seulement 256 valeurs distinctes possibles. La quantification consiste donc à définir
une fonction Q qui effectue la projection d’un élément x (scalaire ou vecteur) vers son
représentant xˆq qui est l’élément le plus proche de x appartenant à l’ensemble des re-
présentants de Q. Cette opération revient donc à définir les cellules ou intervalles de
quantification permettant à la fonction Q d’appliquer la décision concernant le choix du
représentant xˆq. Dans le cas scalaire (cf. figure 3.5), chaque cellule est définie par un in-
tervalle dont les bornes tq et tq+1 définissent les frontières de la cellule de quantification
q. Dans l’exemple de la figure 3.5, la convention suivante est appliquée pour Q(x) : si
x ∈ [tq; tq+1[, alors Q(x) = xˆq.
Un quantificateur est caractérisé par un ensemble de cellules de quantification munies
de leur représentant respectif. Leur construction est effectuée en utilisant une contrainte
sur le nombre total de cellules tout en minimisant l’erreur résultante lors de la quantifica-
tion d’une source M. Cette optimisation s’effectue en connaissant la densité de probabilité
de la source p(mi) pour une fonction de distorsion (fonction mesurant l’erreur de quan-
tification) donnée. Cette discipline est parfois mieux connue sous le terme de “théorie
débit-distorsion” [Gra89] utilisée pour le codage de source.
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FIGURE 3.5 – Exemple de représentation graphique d’une fonction de quantification d’un
scalaire x.
a) La quantification classique
Nous traitons ici dans un premier temps la quantification scalaire pour des raisons de
simplification. Le cas vectoriel étant une généralisation multidimensionnelle du problème
de quantification.
a.1) La quantification scalaire uniforme
La quantification uniforme utilise une taille de cellule constante (on parle aussi de
pas de quantification noté ∆ constant). Ainsi, les cellules de quantification sont uniformé-
ment répartie sur l’espace des états possibles de la source quantifiée. Ce quantificateur
est optimal lorsque la source suit une distribution uniforme ou lorsque l’hypothèse haute
résolution est vérifiée (suppose que l’erreur de quantification est répartie uniformément
sur chaque cellule). En pratique ce pas de quantification correspond à la différence entre
deux représentants ou à la résolution. Pour un pas de quantification ∆, ce quantificateur
peur s’écrire :













p(x)(x− xˆ)2 dx. (3.30)
Dans le cas d’une source distribuée uniformément, en appliquant l’équation (3.30) pour
une cellule de quantification donnée ayant son représentant situé au centre. L’erreur me-
surée est symétrique et prend une valeur sur [0;∆/2] :
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a.2) La quantification non uniforme
Pour une source distribuée selon une loi quelconque (surtout non uniforme), le quan-
tificateur optimal permettant de minimiser l’EQM peut être calculé en utilisant l’algo-
rithme de Lloyd [Llo82]. Il s’agit d’un algorithme itératif ayant pour objectif de construire
un quantificateur qui minimise l’EQM pour un nombre fixe de cellules de quantification.
L’algorithme comprend les étapes suivantes :
(1) On initialise l’algorithme en définissant un quantificateur uniforme avec un nombre
T de cellules (et donc T − 1 seuils de décision).
(2) On calcule les seuils de décision placés entre chaque représentant tq = 12 (xˆq−1 + xˆq).
(3) On calcule pour chaque cellule son représentant optimal donné en fonction de sa dis-







(4) On réitère (2) et (3) jusqu’à ce que les représentants se stabilisent.
Le quantificateur obtenu est alors optimal pour un nombre fixe de cellules en fonction
de la distribution p(x) de la source quantifiée.
b) La quantification vectorielle
La quantification vectorielle est une généralisation du problème de quantification aux
espaces multidimensionnels (images, volumes, etc.). Pour la quantification d’un élément
de dimension k, on considère des éléments x ∈ Rk. Chaque élément quantifié est repré-
senté par son numéro de cellule q ∈N tel que Q(x) = q. Pour la déquantification, on fait
correspondre à un numéro de cellule un représentant choisi dans un dictionnaire de Rk :
Q−1(q) = xˆq.
La quantification vectorielle a pour objectif de minimiser une fonction de distorsion
globale dépendante de chaque dimension. Ce problème peut être traité de plusieurs ma-
nières.
· Pour la première approche, chaque dimension est traitée de manière indépendante.
Ainsi pour chaque composante du vecteur à quantifier, on applique un quantifi-
cateur scalaire optimal, dans ce cas il est nécessaire de répartir l’information dis-
ponible sur chaque dimension séparée pour un budget global (en bits) donné. Le
problème se ramène à effectuer une allocation en bits optimale permettant de mi-
nimiser une fonction d’erreur globale dépendante des k dimensions. Cette alloca-
tion peut se faire par l’utilisation d’un algorithme glouton itératif qui détermine bit
par bit la quantité d’information affectée à chaque dimension en recalculant pour
chaque combinaison la fonction de distorsion globale [GG91].
· Pour la seconde approche, on partitionne l’espace k-dimensionnel afin de construire
directement les cellules permettant de minimiser la distorsion globale. Le budget
en bits est utilisé pour coder l’indice de chaque cellule. Cette approche nécessite
la construction et la connaissance d’un dictionnaire (ou codebook) simultanément
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FIGURE 3.6 – Fonction débit-distorsion typique utilisée pour le codage d’une source X
(quantification avec contrainte d’entropie).
au codeur et au décodeur afin d’associer chaque indice au représentant de la cel-
lule correspondante. Ce problème peut être résolu en utilisant l’algorithme Linde-
Buzo-Gray (LBG) [LBG80] qui est une généralisation de l’algorithme de Lloyd à la
quantification vectorielle.
c) La quantification avec contrainte d’entropie
L’algorithme de Lloyd et l’algorithme LBG décrits précédemment proposent des solu-
tions optimales permettant de construire un quantificateur pour un nombre de cellules
de quantification fixe (donc à débit constant). Pourtant, nous avons vu dans la section
3.2.3 que l’utilisation d’un code de taille variable peut permettre de réduire le débit glo-
bal utilisé tout en préservant l’entropie d’une source.
Ce nouveau problème a donc pour objectif de minimiser simultanément la distorsion
moyenne D = E[d(X, Xˆ)] et le débit R. D’après le théorème de Shannon, le débit minimal
correspond à l’entropie de la source H(X). La méthode des multiplicateurs de Lagrange
nous permet de formuler ce problème par la fonction de coût de Lagrange suivante :









où λ est le multiplicateur de Lagrange, Xˆ = Q(X) et pX(x) est la probabilité d’apparition
du symbole x connaissant la loi de la source X.
Ainsi, si on veut atteindre le débit minimal permettant de représenter une source
pour une distorsion moyenne donnée ou si on souhaite atteindre la meilleure qualité
possible (distorsion minimale) pour un débit donné il est nécessaire d’établir la relation
débit-distorsion de la source X que l’on souhaite quantifier. La fonction débit-distorsion
(cf. figure 3.6) donnant le débit minimal correspondant à une distorsion moyenne D don-
née correspond à la borne inférieure théorique de la meilleure performance de codage
avec perte possible. Par définition, la fonction débit-distorsion correspond à l’informa-
tion mutuelle minimale entre X et Xˆ telle que la distorsion moyenne est inférieure à une
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où l’équation suivate :









correspond à l’information mutuelle entre X et Xˆ.
Pour le problème de quantification initial, il suffit de fixer une entropie cible Ht et de
la substituer par le débit dans l’équation (3.32). Le calcul de D se fait plus simplement en
utilisant l’hypothèse de haute-résolution qui suppose que l’erreur est distribuée unifor-
mément sur chaque cellule de quantification. Le quantificateur obtenu est un quantifica-
teur uniforme optimal lorsqu’il est combiné à un codage entropique. Une généralisation
de l’algorithme de Lloyd appliqué à la construction d’un quantificateur optimal avec
contrainte d’entropie a été proposé par Chou, Lookabaugh et Gray dans [CLG89].
3.3 Approche généralisée pour l’analyse informée
Estimation et codage sont souvent traités comme deux domaines distincts, pourtant il
existe dans la littérature des applications qui exploitent, souvent de manière empirique,
simultanément l’information de Fisher et l’information de Shannon. Des travaux théo-
riques récents [GSV05, Ver10] montrent pourtant l’intérêt suscité d’établir formellement
un lien entre estimation et codage.
3.3.1 État de l’art des techniques combinant estimation et codage
a) Le codage différentiel
Le codage différentiel est une technique qui consiste à coder la différence entre chaque
échantillon et une valeur de référence qui peut être par exemple la valeur d’un échantillon
voisin, une moyenne locale, une estimation ou une prédiction. Comme le montre la figure
3.7, le codage différentiel permet de réduire la variance de l’ensemble des échantillons
que l’on souhaite représenter. En effet, lorsque la valeur choisie comme référence est suf-
fisamment proche de l’état que l’on souhaite représenter, cela a pour effet de concentrer
les valeurs autour de 0 (ou du biais de l’estimateur choisi). Cela se traduit notamment
par une réduction significative du nombre d’états pouvant être représentés et donc du
débit nécessaire permettant de coder une source sans perte d’information.
b) Boucle fermée
La boucle fermée est un système de codage qui exploite les propriétés du codage diffé-
rentiel en utilisant la prédiction. Il s’agit donc d’un système combinant simultanément
estimation et codage. L’objectif de la boucle fermé décrit par la figure 3.8 a pour objectif
de réduire le débit nécessaire permettant de coder une suite d’échantillons quantifiés xn.
Le principe de la boucle fermée est le suivant.
Au codeur, on calcule l’erreur de prédiction en = xn − x˜n (on pourra fixer une valeur
de prédiction initiale nulle ou égale à l’espérance de la source si on possède une loi a
priori sur xn) que l’on quantifie et que l’on code pour obtenir cn. La prédiction suivante
x˜n+1 est calculée à partir de xˆn = eˆn + x˜n où xˆn correspond à la valeur de xn quantifiée
qui sera retrouvée au décodeur.
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FIGURE 3.7 – Histogramme d’un signal temporel discret s[n] normalisé composé d’une
sinusoïde et d’un bruit gaussien, quantifié uniformément sur 100 valeurs 3.7a) et histo-
gramme du signal de différence calculé à partir de son estimation en utilisant la méthode
de réallocation (cf. section 2.1.1) 3.7b). On remarque que l’écart type de la distribution du
signal s[n]− sˆ[n] est plus faible et possède une entropie plus faible. Le signal s[n]− sˆ[n]
nécessitera un code de taille plus faible pour être représenté.
Au décodeur, on utilise le même prédicteur pour reconstruire xˆn à partir de l’erreur
eˆn codée. En fonction du prédicteur et du modèle choisi, un tel système permet d’obtenir
un gain significatif par rapport au codage classique. Des variantes du système de boucle
fermé mieux connus sous l’appellation Differential Pulse-Code Modulation (DPCM) ou Adap-
tative Differential Pulse-Code Modulation [CJF73] sont couramment utilisés dans l’industrie
pour le codage compressé du son, de l’image et de la vidéo.
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FIGURE 3.8 – Système de boucle fermée utilisant un quantificateur Q, un prédicteur P et
une fonction de codage C d’après [GG91].
c) Codage et estimation avec information complémentaire
Le problème initial traité dans ce chapitre et décrit dans la figure 3.1 a déjà été considéré
dans la communauté du traitement de l’information. Notamment dans des applications
de codage avec information complémentaire au décodeur [Wyn75, SW73] qui sont prin-
cipalement utilisées pour les problèmes de communication où le codeur et le décodeur
partagent une information mutuelle sur les données transmises. Les systèmes proposés
étudient comment il est possible de réduire le débit nécessaire pour coder une source
en tirant profit de cette information a priori que possède un décodeur (récepteur) sur les
données transmises. Dans ce type de configuration (proche du problème initial décrit
par la figure 3.1), la borne débit-distorsion calculée met en évidence un gain théorique
significatif [WZ76] lorsque l’information complémentaire peut être exploitée pour le co-
dage d’une source. Toujours appliqué aux communications et à la stéganographie (e.g.
tatouage de signaux), le Dirty Paper Coding [Cos83] [FGLS05] propose de résoudre le pro-
blème du codage de source sur un canal bruité en utilisant la connaissance a priori sur
les dégradations subies par le signal transitant sur ce canal. Cette approche étant plus
flexible que la simple utilisation d’un code correcteur dont la capacité de correction et de
détection des erreurs est constante.
Dans le cadre des problèmes d’estimation à partir de signaux audio, Knuth [Knu05]
propose pour la première fois un cadre théorique pour l’approche informée appliquée au
problème de séparation de sources (cf. section 2.3). Cette idée est combinée au tatouage
audio numérique puis utilisée en pratique par Liu [Liu07] puis par Parvaix [PG11] dans
le cadre du projet ANR DReaM2. D’autres méthodes plus efficaces ont alors été propo-
sées depuis pour le problème de la séparation de sources informée par Gorlow [GM13],
Liutkus [LPB+11] et Sturmel [SD13]. L’approche informée a également été proposée pour
la première fois pour d’autres problèmes difficiles comme l’inversion de la compression
dynamique [LD08, GR13].
2Projet ANR DReaM (ANR-09-CORD-006), le Disque Repensé pour l’écoute active de la Musique.http:
//dream.labri.fr
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3.3.2 Formulation du problème de l’analyse informée
En raison des limitations des approches classiques (non informées), des méthodes plus
récentes considèrent l’utilisation d’une information complémentaire pour améliorer les
résultats obtenus pour les problèmes d’estimation existants (cf. section 3.3.1). Dans cette
section, nous proposons de généraliser cette idée à tout problème d’analyse où il est né-
cessaire d’estimer des paramètres d’un modèle de signal à partir d’une observation dé-
tériorée du signal d’origine. Ainsi, le problème de l’estimation de paramètres avec une
information complémentaire est formulé et résolu avec la méthode proposée.
a) Approche classique pour l’estimation de paramètres
Soit s un signal réel pouvant s’exprimer comme une fonction d’un paramètre détermi-
niste p ∈ Rν (∀ν ≥ 1) combinée avec un bruit b résultant d’un processus stochastique.
Ainsi, le signal observé peut s’exprimer comme suit :
s = µ(p, b), (3.35)
où µ est la fonction du modèle du signal observé. Le problème d’estimation classique
consiste à retrouver p à partir de s avec une erreur minimale. La valeur estimée pˆ, résul-
tante de l’utilisation d’un estimateur appliqué sur s noté pˆ(s), est un processus stochas-
tique en raison de la présence de b. Ainsi, nous avons :
pˆ(s) = pˆ = p + e, (3.36)
où e correspond à l’erreur d’estimation. D’après la théorie de l’estimation, la borne de
Cramér-Rao introduite précédemment définit la variance minimale pour le meilleur esti-
mateur non biaisé (vérifiant E[ pˆ− p] = 0). Ainsi nous avons :
V[ pˆ− p] = V[e] ≥ CRB où CRB = F−1. (3.37)
La matrice de Fisher peut s’exprimer comme la dérivée seconde de la fonction de log-





log ( f (s|p))
]
, (3.38)
avec f (s|p) la fonction de densité de probabilité de s sachant p. L’inégalité (3.37) signifie
que la variance minimale du meilleur estimateur pˆ(s) est bornée pour le meilleur estima-
teur. Le seul moyen d’atteindre une variance cible notée Vcible ≤ CRB pour un modèle
donné est d’utiliser de l’information complémentaire.
b) Approche informée pour l’estimation de paramètres
On suppose la configuration suivante décrite dans par la figure 3.9 similaire aux tech-
niques séparation de sources informée, Informed Sources Separation (ISS) existantes où p
est supposé exactement connu avant la synthèse de s obtenue en appliquant l’équation
(3.35).
Nous souhaitons a présent minimiser simultanément l’erreur d’estimation e ainsi que
le débit utilisé permettant de coder l’information complémentaire notée I .
Dans cette configuration (cf. figure 3.9), l’information minimale I est calculée au co-
deur à partir de p et de Vcible en utilisant Iσ qui dépend de la précision de l’estima-
teur. au décodeur, I est combiné avec pˆ pour obtenir l’estimation informée vérifiant
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FIGURE 3.9 – Schéma de l’approche informée pour l’estimation d’un paramètre p.
V[ p˜ − p] = Vcible ≤ V[ pˆ − p]. Pour un estimateur non biaisé, on remarque que la va-
riance est égale à l’EQM. En effet, V[ pˆ− p] = E[( pˆ− p)2] = E[e2].
La méthode proposée pour traiter ce problème considère deux configurations dis-
tinctes qui sont respectivement le cas scalaire p ∈ R et le cas vectoriel généralisé pour
p ∈ Rν pour ν > 1.
3.3.3 Analyse informée d’un seul paramètre
On suppose que l’on doit estimer un paramètre réel normalisé p ∈ [0; 1[. Le signal s est
obtenu d’après (3.35) d’après p et b. L’information permettant de retrouver p en utilisant
son estimation pˆ est obtenue comme suit.
D’abord, nous définissons Cd : [0; 1[→ {0, 1}d l’application de codage binaire à virgule
fixe et D l’application de décodage correspondante telle que : C = (C1, C2, ..., Cd) est la




Ci2−i est la valeur quantifiée sur d bits de p.
Les applications de codage et de décodage sont associées à un quantificateur scalaire
uniforme (cf. section 3.2.5) utilisant un pas de quantification ∆ = 2−d. La précision en
bits d permettant de construire le quantificateur peut être déduite simplement à partir de
la fonction de distorsion choisie et de l’erreur de quantification résultante. Par exemple,
dans le cas de l’EQM, ∆ peut être déduit en utilisant l’équation (3.31) et d = dlog2(∆)e.
Dans un deuxième temps, on définit Iσ le bit de poids le plus fort, Most Significant Bit
(MSB) de la représentation binaire de la borne supérieure de l’intervalle de confiance pour
l’estimateur choisi. Iσ est une valeur asymptotique qui peut être déduite analytiquement
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de la fonction de densité de probabilité du bruit et de la variance de l’estimateur. Comme
nous verrons plus loin (cf. chapitre 4), Iσ peut être calculé en pratique pour un nombre
significatif d’estimations pˆ pour une fonction de densité de probabilité du bruit fixée dans
le cas où le bruit peut être mesuré ou simulé.
Ainsi, on peut séparer la représentation binaire de l’estimation pˆ (cf. expérimentation
figure 4.1) telle que Iσ correspond à l’indice séparant la partie “fiable” de la partie “non
fiable” de C( pˆ) obtenue par l’estimateur. Cela peut être formulé comme suit :
Cd(p) = C1, C2, . . . , CIσ−1︸ ︷︷ ︸
partie fiable
, CIσ , . . . , Cd︸ ︷︷ ︸
partie non fiable
. (3.39)
Ainsi, p˜ peut être retrouvé exactement à partir de pˆ en utilisant I :
I = CIσ−1, CIσ , . . . , Cd (3.40)
à condition que Iσ ≤ msb (C(|p− pˆ|)). L’information supplémentaire notée I est définie
comme la partie de C(p) comprise entre les indices Iσ − 1 et d (partie “non fiable” de
C( pˆ)). La valeur de CIσ−1 est utilisée lors de la correction des erreurs basée sur un principe
de substitution binaire appliqué par l’algorithme 1. L’estimation informée notée p˜ est
alors finalement retrouvée pour ∀ pˆ ∈ [p− 2−Iσ , p+ 2−Iσ ] en utilisant I dans l’algorithme
1, où “inc” et “dec” sont les fonctions d’incrémentation et de décrémentation appliquées
Algorithme 1 Correction des erreurs de pˆ en utilisant I
C ← C( pˆ)
l ← taille(I)
si l ≥ 2 alors
C(Iσ : Iσ + l − 2)← I(2 : l)
fin si
p˜← D(C)
si I(1) 6= C(Iσ − 1) alors
Cante ← C(1 : Iσ − 1)
Cpost ← C(Iσ : d)
p+ ← D(inc(Cante), Cpost)
p− ← D(dec(Cante), Cpost)







sur la représentation binaire fournie en paramètre. Pour l’écriture de cet algorithme, nous
avons choisi la notation MATLAB telle que C(i) correspond à Ci et C(i : j) représente le
vecteur [Ci, Ci+1, . . . , Cj]T.
L’algorithme 1 a pour objectif de substituer la partie “non fiable” de C( pˆ) avec I(2 : l)
où l = min(d, d− Iσ + 2) correspond à la taille du vecteur I . La valeur du bit situé à la
position Iσ − 1 est utilisée pour effectuer une comparaison avec I(1) pour vérifier si la
substitution a suffi pour la correction. En effet, lorsque C(Iσ − 1) 6= I(1), une opération
arithmétique complémentaire est requise pour résoudre un problème d’incompatibilité
de la représentation binaire lorsque C(1 : Iσ − 1) 6= Cˆ(1 : Iσ − 1) pour Cˆ = C( pˆ) et C =
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C(p). Cette différence peut survenir en raison du mécanisme arithmétique de retenue.
Dans ce cas, la représentation binaire de pˆ est séparée en deux parties Cante et Cpost qui
sont utilisées pour calculer deux candidats possibles p+ et p−. Le candidat le plus proche
de pˆ est utilisé pour le calcul de la valeur corrigée de p˜.
Dans les applications audio, Iσ peut être estimé directement à partir du mélange en
utilisant une technique d’estimation du bruit (e.g. [MHM06]) ou peut être déduit en utili-
sant d et la taille de I . Dans les autres cas, Iσ doit être transmis en utilisant un maximum
de dlog2(d)e bits.
On remarque que dans la configuration considérée, la valeur exacte de pˆ est suppo-
sée différente au codeur et au décodeur car résulte d’un processus stochastique. Cela
est d’autant plus réaliste lors de l’utilisation d’une technique de tatouage où le mélange
analysé dépend de l’information complémentaire qui y est cachée de manière inaudible.
Cette configuration rend impossible la mise en place d’une boucle fermée telle que dé-
crite dans la section 3.3.1. En effet, il est impossible de prédire la valeur de pˆ au décodeur
en raison du bruit aléatoire ajouté au mélange analysé.
De plus, dans le cas des techniques de tatouage basées sur la quantification à modu-
lation d’indice, Quantization Index Modulation (QIM) [CW01], il a été démontré qu’il est
impossible de retrouver les valeurs initiales du mélange avant le tatouage. La preuve est
formulée dans l’annexe A.1.
Les travaux présentés dans cette section ont fait l’objet d’une publication [MF10] dans
laquelle nous avons montré qu’il était possible de combiner un estimateur classique (non
informé) estimant un seul paramètre scalaire avec de l’information complémentaire afin
d’en améliorer la précision.
3.3.4 Généralisation au cas vectoriel pour l’analyse informée
A présent nous devons estimer un paramètre P ∈ [0; 1[ν un vecteur réel de dimension
ν. Comme nous souhaitons minimiser la taille des données complémentaires ainsi que
l’erreur résultante, P doit être quantifié. La théorie débit-distorsion [Gra89] permet de ré-
soudre ce problème en utilisant la technique de quantification vectorielle avec contrainte
d’entropie afin d’obtenir P˜ (cf. section 3.2.5).
Ainsi, pour une distorsion moyenne maximale cible D = E[δ(P, P˜)], le théorème de
Shannon énonce qu’il existe un code de débit minimal R = H(P˜). Le problème de quan-
tification peut alors être formulé comme un problème de minimisation de la fonction de
coût de Lagrange suivante :
J = D + λR, (3.41)
où λ est le multiplicateur de Lagrange. La solution de ce problème de minimisation per-
met d’obtenir la fonction débit-distorsion R(D) qui est définie comme la borne inférieure
du débit nécessaire permettant de coder P˜ avec une distorsion moyenne D.
Une solution calculatoire consiste à utiliser l’algorithme de Lloyd généralisé appli-
qué à la quantification vectorielle sous contrainte d’entropie proposée initialement par
Chou et al. in [CLG89]. Le quantificateur obtenu est presque uniforme d’après la théorie
débit-distorsion [Gra89] et peu aisément être combiné avec n’importe quelle technique
de codage entropique (cf. section 3.2.3).
Après l’étape de construction du quantificateur optimal, il est nécessaire de calculer
l’information complémentaire permettant de retrouver P˜ à partir de n’importe quelle esti-
mation Pˆ. Comme chaque composante Pi du vecteur a une contribution qui lui est propre
sur la distorsion globale D, il en résulte une précision variable relative à chaque compo-
sante du vecteur (et donc une répartition de l’entropie globale sur chaque composante
du vecteur). Sous l’hypothèse de haute-résolution utilisée couramment pour la construc-
tion des quantificateurs vectoriels à contrainte d’entropie, il résulte (d’après [GG91]) un
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quantificateur uniforme appliqué sur chaque dimension du vecteur. Il est alors simple
de déduire à partir du pas de quantification de chaque composante un budget en bits
di entiers permettant de coder chaque composante Pi. Il est alors possible d’appliquer
l’analyse informée scalaire (cf. section 3.3.3) sur chaque composante du vecteur P. La
méthodologie permettant d’appliquer l’analyse informée dans le cas vectoriel peut être
résumée comme suit pour le codeur et pour le décodeur.
.1) Codeur
· Synthèse du signal s à partir de P d’après le modèle d’observation (3.35),
· quantification vectorielle optimale sous contrainte d’entropie de P en utilisant [CLG89]
(ou n’importe quelle méthode équivalente) pour une distorsion cible Dcible,
· calcul de Iσ,i permettant de définir pour chaque composante Pi la partie “fiable”
et la partie “non fiable” en utilisant un estimateur Pˆ(s) (cf. équation (3.39) dans la
section 3.3.3),
· extraction de l’information complémentaire définie par le ν-uplet : I = (I1, ..., Ii, ..., Iν)
(cf. équation (3.40) dans la section 3.3.3) qui peut être codé a posteriori en utilisant
une technique de codage entropique (cf. section 3.2.3),
· Le signal s et l’information complémentaire I sont transmis au décodeur (cf. figure
3.1).
.2) Décodeur
· Estimation de Pˆ à partir de s,
· quantification vectorielle optimale sous contrainte d’entropie de Pˆ à partir de la
même technique et des mêmes paramètres qu’au codeur (pour une distorsion cible
Dcible),
· application de l’algorithme 1 en utilisant les Ii pour chaque composante pour re-
trouver les P˜i,
· resynthèse du signal s à partir de P˜ d’après le modèle (3.35) sans le bruit.
Nous proposons dans le chapitre suivant d’exploiter la méthode proposée dans le
cadre d’une application pratique de traitement du signal audio.
3.4 Conclusions du chapitre
Dans ce chapitre nous avons défini la problématique de cette thèse puis nous l’avons
placée dans un contexte théorique général bien établi dépassant le simple cadre du trai-
tement des signaux audio. Nous avons rappelé des éléments essentiels de la théorie de
l’estimation et de la théorie de l’information sur lesquels s’appuient les travaux de cette
thèse. Enfin, nous avons proposé une première contribution originale en formulant un
cadre de travail ainsi que des éléments de solution pratiques permettant d’appliquer
l’approche informée aux problèmes d’analyse audio (développés dans les chapitres sui-
vants). La technique introduite utilise un mécanisme de substitution qui rend plus ro-
buste le processus de correction des erreurs dans les configurations où il est nécessaire
de corriger des erreurs aléatoires. Les expérimentations présentées dans les chapitres sui-
vants montrent que cette approche permet d’améliorer le rapport débit-distorsion du
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codage tout en améliorant la précision de l’estimation classique. Nous avons tenté de
rendre ce chapitre suffisamment général afin d’ouvrir d’autres perspectives d’applica-
tions dépassant le cadre du traitement du signal audio (e.g. traitement d’images, traite-
ment vidéo, télécommunications) où les méthodes décrites restent applicables.
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Les deux domaines principaux permettant de représenter et de comprendre les signaux
musicaux sont le temps et les fréquences (cf. section 1.2). Le domaine temporel est bien
adapté pour représenter directement les variations de pression du milieu à l’intérieur
duquel un son se propage. Le domaine fréquentiel permet de représenter la hauteur des
sons perçus ou de décrire le timbre des différentes entités sonores qui composent un
mélange.
Cependant, les fréquences contenues dans un extrait musical peuvent varier dans le
temps. Ces évolutions ne peuvent être observées qu’en choisissant une décomposition
du signal en fonctions élémentaires bien concentrées à la fois en temps et en fréquence.
La STFT basée sur la transformée de Fourier à fenêtre compte parmi les outils les plus
couramment utilisés en traitement audio. Cette approche bien qu’efficace en pratique
pour observer des fréquences instantanées possède des limitations. En effet, quelle que
soit la méthode choisie, la résolution TF est limitée car soumise au principe d’incertitude
d’Heisenberg qui montre que l’énergie d’une fenêtre d’analyse wt, f est localisée dans un
rectangle ayant pour côtés σt, σf et pour centre (t, f ) tel que :
σtσf ≥ 12. (4.1)
Malgré cette contrainte, la décomposition des signaux en composantes TF élémentaires
reste largement utilisée pour les problèmes d’analyse et permet d’introduire des mo-
dèles paramétriques associés à des méthodes d’analyse qui peuvent être séparées en deux
classes :
· les méthodes analyse/synthèse qui permettent grâce à un ensemble de paramètres
ou de coefficients de reconstruire le signal temporel d’origine de façon exacte ou
approchée,
· les méthodes d’analyse pures permettant d’estimer de l’information utile pour dé-
crire un signal mais sont insuffisantes pour permettre une reconstruction du signal
analysé (e.g. tempo, descripteurs du timbre, fréquence fondamentale F0, etc.).
Ainsi, ce chapitre s’intéresse à la classe des modèles dits analyse/synthèse. En effet,
un modèle de cette classe permet en théorie de décrire de façon exacte un signal dont on
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possède les paramètres. Une telle approche combinée avec de l’information complémen-
taire pourrait ainsi permettre de compenser les limitations théoriques dues au principe
d’incertitude.
Dans ce chapitre, nous avons choisi de nous baser sur les travaux de McAulay et Qua-
tieri [MQ86] ainsi que de ceux de Smith et Serra [SS87] sur la modélisation sinusoïdale
appliquée aux signaux de parole et de musique. Nous ne faisons donc aucune distinction
pour les transitoires et le bruit même si il existe des techniques spécifiques plus efficaces
pour les traiter [SOdBB03].
4.1 La modélisation sinusoïdale des sons musicaux
Le modèle sinusoïdal implique une chaîne complète de traitement comportant l’analyse,
la transformation et la synthèse des signaux traités. Ainsi, cette chaîne de traitement com-
mune à la plupart des applications audio consiste à apprendre les paramètres du modèle
d’un signal audio, à les modifier puis à synthétiser un nouveau signal en utilisant les
nouveaux paramètres grâce à l’expression analytique du modèle. Le modèle sinusoïdal
est particulièrement bien adapté pour représenter la partie tonale des sons musicaux qui
est aussi perceptuellement la plus importante [VM00]. Ainsi la qualité perçu du signal
décomposé dépend fortement de la précision des paramètres estimés, du choix et du
nombre de composantes sinusoïdales.
D’après le théorème de Fourier, tout signal périodique peut être décomposé en une
somme de fonctions élémentaires périodiques bien concentrées en temps et en fréquence.
Dans son expression la plus générale, un signal périodique s’exprime comme une somme
de sinusoïdes appelées aussi les partiels. En pratique, on se satisfait d’une approximation
qui considère un nombre fini L de composantes sinusoïdales avec des paramètres variant










al(t) exp (j (ω(t) + φ0)) + r(t) (4.2)
où a(t), ω(t) = 2pi f (t) et φ0 correspondent respectivement à l’amplitude, la fréquence et
la phase à la naissance du partiel. Cette équation considère aussi le signal résiduel r(t)
résultant de cette approximation.
4.1.1 Extraction et estimation des composantes sinusoïdales
Le modèle sinusoïdal a la particularité d’être un modèle parcimonieux pour un grand
nombre de signaux musicaux. Cela signifie qu’un son peut être représenté par un nombre
relativement faible de composantes sinusoïdales. Pour cela, on privilégie les composantes
de plus forte énergie détectées par un pic (maximum local) dans le spectre d’amplitude.
Keiler et Marchand proposent dans [KM02] un aperçu des méthodes classiques pouvant
être utilisées pour estimer les paramètres sinusoïdaux (a0,ω0, φ0) qui se basent sur la
STFT du signal observé. Certaines de ces méthodes ont été détaillées dans la section 2.1.
Dans tous les cas, ces techniques permettent d’affiner en priorité l’estimation de la fré-
quence associée à pic du spectre d’amplitude. Ainsi, la chaîne de traitement classique,
considérant un signal observé bruité, comporte une étape de détection des pics dans le
spectre d’amplitude (estimation du masque d’activation du spectre). L’étape de détection
76
4.1. LA MODÉLISATION SINUSOÏDALE DES SONS MUSICAUX
des pics est parfois associée à des techniques d’estimation de l’enveloppe [YR06] permet-
tant ainsi de dissocier les pics correspondant au bruit d’observation. L’estimateur choisi
est appliqué localement sur chaque pic indépendant en limitant le modèle au cas L = 1,
c’est-à-dire pour un signal ne contenant qu’une seule composante sinusoïdale. Dans le
cas où on utilise un modèle stationnaire (paramètres supposés constants), considérant
une fenêtre d’analyse centrée à l’instant t = 0, le signal considéré peut être exprimé
comme suit :
s(t) = a0 exp (j (φ0 +ω0t)) , (4.3)
où a0, ω0 et φ0 sont les paramètres sinusoïdaux instantanés. En général, le modèle sta-
tionnaire est suffisant pour les sons variant lentement en fonction du temps pour des
trames de signal suffisamment courtes. Un ordre plus élevé du modèle utilisant les déri-
vées d’ordre p de la phase et de l’amplitude permettent de prendre en compte les varia-
tions temporelles des paramètres (cas non stationnaire) et permet d’améliorer légèrement
la précision de l’estimation. Des études comparatives sur le gain observé par rapport à
l’ordre du modèle sinusoïdal utilisé sont proposées dans [MD08] et [GMdM+03] respec-
tivement pour l’analyse et la synthèse.
4.1.2 La méthode de réallocation
La réallocation compte actuellement parmi les meilleurs techniques d’analyse utilisées
pour l’estimation des paramètres sinusoïdaux [MB10]. Cette méthode fut d’abord propo-
sée par Kodera, Gendrin et de Villedary [KdVG76, KGdV78] puis généralisée pour les
analyses temps-fréquence par Auger et Flandrin [AF95]. Ainsi, cette technique améliore
considérablement la précision pour l’estimation du temps et de la fréquence des mé-
thodes classiques basées sur la transformée de Fourier discrète à court terme. Cependant
cette technique ne permet pas d’améliorer la résolution temps-fréquence qui demeure li-
mitée par le principe d’incertitude. Le principe de cette méthode consiste (cf. section 2.1.1)
à relocaliser ou recentrer les données du spectre sur les coordonnées TF les plus proches
du support du signal analysé (e.g. partiel). Ainsi, cette technique se base sur l’expression




s(τ)w(τ − t) exp (−jω(τ − t)) dτ. (4.4)
Dans notre utilisation de cette technique, nous supposons l’utilisation d’une fenêtre d’ana-
lyse w, limitée en bande telle que chaque fréquence correspond à un partiel spécifique
correspondant à un pic dans le spectre d’amplitude. Ainsi, nous avons choisi d’utiliser la












En considérant (4.4), on peut déduire :
∂
∂t
log (Sw(t,ω)) = jω− Sw′(t,ω)Sw(t,ω) (4.6)
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En pratique, un partiel correspond à un maximum local m dans le spectre d’amplitude
discret localisé à la fréquence ωm = 2pi mN Fs. Ainsi, la fréquence estimée est donnée par :
ωˆ0 = ωˆ(t,ωm). (4.8)































(2WR,N+1(ω) +WR,N+1(ω−ΩFs ,N) +WR,N+1(ω+ΩFs ,N)) (4.13)
telle que WR,N =
sin(Nω/2)
sin(ω/2) est le spectre d’une fenêtre rectangulaire de taille N et ΩFs ,N =
2piFs/N avec Fs la fréquence d’échantillonnage.
Actuellement la méthode de réallocation compte parmi les meilleures techniques uti-
lisant la transformée de Fourier à court terme en terme d’efficacité et de précision [BCRD08].
Les méthodes à haute résolution [Bad06, BDR06] sont plus coûteuses en temps de calcul
et optimisent uniquement la résolution (limitée par le principe d’incertitude) mais pas la
précision (limitée par la borne de Cramér-Rao).
4.1.3 Bornes théoriques
Lorsque l’on veut évaluer les performances d’un estimateur en présence de bruit, la borne
de Cramér-Rao indique la variance minimale de l’erreur commise par l’estimateur opti-
mal théorique. Ainsi, la borne de Cramér-Rao donne la meilleure performance théorique
pouvant être atteinte en fonction du modèle d’observation (qui dépend ici du niveau de
bruit). Pour le modèle donné par l’équation (4.3), utilisant les 3 paramètres, cette borne a
été calculée par Zhou et al.[ZGS96]. Dans notre cas, nous considérons la version asymp-
totique de la borne qui suppose un nombre infini d’observations.
Djuric´ et Kay [DK90] ont démontré que la borne de Cramér-Rao dépend de l’échan-
tillon temporel n0 qui correspond à l’échantillon pour lequel les paramètres sont estimés,
c’est-à-dire t = 0 dans l’équation (4.3). En pratique, il apparaît que le meilleur choix pour
n0 est le centre de la trame d’analyse. Ainsi la borne de Cramér-Rao s’exprime grâce à la










Ainsi, les bornes inférieures pour l’amplitude a, la fréquence ω et la phase φ sont données
par [ZGS96] :
CRBa(a, N, σ) ≈ σ
2e2
2(e0e2 − e12) , (4.15)
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CRBφ(a, N, σ) ≈ σ
2e2
2a2N2(e0e2 − e12) . (4.17)
La précision pour l’estimation des paramètres de chaque sinusoïde est limitée par
cette borne tant qu’aucune information supplémentaire n’est ajoutée. Les figures 4.2a),
4.2c) et 4.2b) (le protocole expérimental est décrit dans la section 4.2.2) comparent la borne
de Cramér-Rao avec la variance de l’erreur d’estimation pour chaque paramètre sinusoï-
dal en utilisant la méthode de réallocation décrite précédemment. On remarque que cette
borne est presque atteinte pour la méthode de réallocation utilisant la fenêtre de Hann. Le
seul moyen d’obtenir une variance de l’erreur plus faible que cette borne en conservant
le même modèle de signal consiste à introduire de l’information complémentaire comme
décrit dans la section suivante.
4.2 L’analyse spectrale informée dans le cas scalaire
La meilleure précision pouvant être obtenue par un estimateur peut s’avérer insuffisante
pour les applications les plus exigeantes (e.g. écoute active, effets haute qualité, etc.).
Ainsi, nous proposons dans cette section d’appliquer l’approche informée (introduite
dans la section 3.3.1) à l’estimation des paramètres sinusoïdaux. On se propose dans un
premier temps de traiter de manière isolée chaque paramètre du modèle sinusoïdal en
utilisant la méthodologie décrite dans la section 3.3.3 dans le cas scalaire.
4.2.1 Principes
L’approche que nous proposons ici (cf. figure 3.9) consiste à effectuer une analyse en
deux étapes dans une configuration codeur / décodeur qui se situent respectivement
avant et après la création du mélange. Au codeur, où l’on dispose des signaux d’origine
avant le mixage, on extrait de l’information en utilisant la connaissance a priori sur les
erreurs d’estimation qui seront commises pour retrouver les signaux d’origine à partir du
mélange. Au décodeur (après le processus de mixage), le même estimateur est appliqué
sur le signal de mélange altéré où les erreurs d’estimation sont corrigées à partir des
informations complémentaires codées.
4.2.2 Simulations
Dans cette expérimentation on souhaite comparer la précision de la méthode de réalloca-
tion dans sa version classique (non informée) et informée respectivement avec la borne
de Cramér-Rao. Pour cela, on considère un signal discret s échantillonné à Fs = 44.1kHz
et composé d’un seul partiel (L = 1) synthétisée d’après l’équation (4.2) en utilisant une
amplitude fixée a0 = 1. La fréquence ω et de phase φ sont sélectionnées uniformément
en générant toutes les combinaisons possibles.
Le signal s est mélangé avec un bruit blanc gaussien de variance σ2 connue. Ainsi, le
SNR de référence est donné en décibels (dB) par :






Pour rendre les paramètres indépendants de la fréquence d’échantillonnage, ω est
normalisée (par Fs). La longueur des trames d’analyse est de taille impaire et comporte
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N = 2H + 1 = 513 échantillons (la durée en secondes est donnée par T = N/Fs). En
pratique, l’estimation des paramètres est effectuée au centre de chaque trame de taille
N à l’instant t = 0 (échantillon n0). Les indices de chaque échantillons varient entre
−H et +H et les calculs sont effectués à l’aide de la transformée de Fourier rapide, Fast
Fourier Transform (FFT) basé d’après l’équation 4.4 où l’intégrale continue est transformée
en somme discrète sur N valeurs.
Sur la figure 4.1, on observerve la valeur du MSB de la représentation binaire de la va-
leur absolue de l’erreur d’estimation de la fréquence (Cd( |ω−ωˆ|piFs )) où Cd est l’application de
codage binaire sur d bits, telle que définie dans la section 4.2. Dans cet expérimentation,
chacun des paramètres est quantifié uniformément sur d = 16bits. Ainsi, on constate que
le MSB (associé à Iσ) varie en fonction du SNR. Un SNR élevé correspond aussi à une va-
leur de Iσ plus grande. Cela a pour effet de réduire la quantité d’information nécessaire
permettant d’atteindre la précision maximale fixée par d.
Sur les figures 4.2 et 4.3, les variances d’erreur obtenues sont comparées à la borne in-
férieure d’information ou ILB (Informed Lower Bound) qui suppose que chaque bit trans-
mis permet de diviser l’erreur par 2 (et donc la variance de l’erreur par 4). Ainsi, cette
borne peut s’exprimer comme une fonction de la borne de Cramér-Rao et du nombre i de
bits informants :
ILB(i) = CRB · 2−2i. (4.19)
Dans le cas de la figure 4.2, cette borne a été modifiée pour prendre en compte la
précision maximale donnée en fonction de d. Lorsque la borne est atteinte, ou lorsque
la quantification obtient une erreur supérieure à l’estimation, il n’est plus nécessaire de
transmettre de l’information supplémentaire. Dans ce cas, seule l’estimation classique
(non informée) est prise en compte (cela explique pourquoi les droites ILB et CRB ne sont
plus parallèles). On remarque qu’en pratique cette nouvelle borne ILB n’est pas atteinte,
cela s’explique en raison de l’hypothèse “optimiste” qui suppose que chaque bit permet
de réduire l’erreur d’estimation. Cependant en pratique, il arrive lors de l’application de
l’algorithme 1 que certains bits substitués aient la même valeur que le bit d’origine dans
la représentation binaire de l’estimation. Cela a pour conséquence d’annuler l’effet du bit
pour la réduction de l’erreur résultante.
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FIGURE 4.1 – Histogramme du MSB (bit de poids le plus fort) de la représentation binaire
de la valeur absolue de l’erreur d’estimation utilisant la méthode de réallocation appli-
quée au signal mélangé avec un bruit blanc additif. Le premier indice non nul augmente
en même temps que le SNR, le nombre de bits à corriger pour retrouver le paramètre de
référence est donc plus faible lorsque le SNR augmente.
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informed reassignment (5/16 bits)
informed lower bound (5 bits)
a) frequency





























informed reassignment (5/16 bits)
informed lower bound (5 bits)
b) amplitude

































informed reassignment (5/16 bits)
informed lower bound (5 bits)
c) phase
FIGURE 4.2 – Variance de l’erreur obtenue en fonction du SNR d’un signal composé d’une
seule sinusoïde mélangée dans du bruit pour l’estimation de la fréquence 4.2a), de l’am-
plitude 4.2b) et de la phase 4.2c). La variance obtenue reste toujours supérieure à la borne
de Cramér-Rao sauf dans le cas informé où on informe 5 bits pour chaque paramètre
quantifié sur 16 bits.
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informed reassignment (15 bits)
informed lower bound (15 bits)
a) frequency


























informed reassignment (15 bits)
informed lower bound (15 bits)
b) amplitude































informed reassignment (15 bits)
informed lower bound (15 bits)
c) phase
FIGURE 4.3 – Variance de l’erreur obtenue en fonction du SNR d’un signal composé d’une
seule sinusoïde mélangée dans du bruit pour l’estimation de la fréquence 4.3a), de l’am-
plitude 4.3b) et de la phase 4.3c). La variance obtenue reste toujours supérieure à la borne
de Cramér-Rao sauf dans le cas informé où on informe 15 bits pour chaque paramètre
quantifié.
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4.3 Analyse spectrale informée dans le cas vectoriel
Dans le cas des sinusoïdes utilisant le modèle stationnaire, on doit estimer un triplet de
paramètres P = (a,ω, φ) qui est un vecteur de R3. Comme a, ω et φ correspondent à des
grandeurs physiques différentes, la quantification optimale du vecteur P pour une fonc-
tion de distorsion et un budget global de d bits permet d’obtenir une précision relative
différente sur chacune des composantes. Le rôle de l’analyse informée consiste répar-
tir de manière optimale l’information complémentaire sur chacune des composantes du
vecteur P.
4.3.1 Principes
La quantification optimale de P est obtenue grâce à la quantification sphérique avec dé-
pendance des paramètres et contrainte d’entropie, Entropy Constrained Unrestricted Sphe-
rical Quantization (ECUSQ) [KJH07] décrite en détail dans la section 4.3.2. L’optimalité en
terme débit-distorsion a été montrée pour cette approche en utilisant comme mesure de
distorsion l’erreur quadratique moyenne pondérée, Weighted Mean Squared Error (WMSE)
entre les signaux synthétisés d’après le modèle (4.3). Le budget global d de bits affec-
tés au vecteur P = (a,ω, φ) est désormais variable et dépend désormais d’une mesure
d’entropie cible constante notée Ht (Target Entropy).
Il en résulte une valeur de d (variable) dépendant de la valeur des composantes de P
et de Ht (fixe). Ainsi dans le cas où a ≈ 0, il n’est pas nécessaire de coder la phase ni la
fréquence, d’où une valeur de d plus faible. La fonction qui retourne le nombre de bits
alloués à chaque composante de P est dlog2 γe où γ est la fonction de densité calculée par
la méthode ECUSQ.
La méthode d’analyse spectrale informée proposée dans la section précédent est ap-
pliquée séparément sur chaque composante du vecteur P de la même façon que dans le
cas scalaire (cf. section 4.2). L’application de codage devient alors Cd : [0; 1[3→ {0, 1}d en
utilisant une concaténation simple telle que :
Cd(P) =
(Ce(a), C f (ω), Cg(φ)) avec e + f + g = d. (4.20)
Ainsi, l’information supplémentaire considérée est I = (Ia, Iω , Iφ). Pour le décodage,
la précision relative de chaque paramètre est requise (e, f , g) afin de pouvoir appliquer
la correction d’erreur. Cependant, comme le quantificateur optimal pour les paramètres
φ et ω dépend de la valeur de l’amplitude. Ainsi, a˜ est calculé dans un premier temps
grâce à Ia. En suite, ω˜ et φ˜ sont calculés respectivement en utilisant Iω et Iφ grâce à f et
g donnés par ECUSQ en fonction de a˜. Nous détaillons les calculs de la technique ECUSQ
dans la section suivante.
4.3.2 Quantification optimale
D’après Shannon [Gra89], la fonction débit-distorsion appelée aussi borne inférieure de
Shannon (Shannon Lower Bound) définit la distorsion minimale pouvant être atteinte pour
coder une source (on parle ici d’une variable aléatoire). Dans le cas d’une composante
sinusoïdale à 3 paramètres, le calcul détaillé de la fonction débit-distorsion pourra être
trouvé en annexe section A.2. En pratique, la borne de Shannon n’est jamais atteinte car
il s’agit d’un résultat asymptotique donné pour des données supposées de taille infinie.
De plus, cette borne ne donne pas d’indication sur la manière de construire un quantifi-
cateur optimal permettant d’atteindre cette borne (même problème que pour le codage).
En pratique on préférera utiliser la distorsion théorique donnée par ECUSQ qui donne
de bonnes performances de quantification pour une plus faible complexité calculatoire.
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En effet le quantificateur est donné directement par une expression analytique contraire-
ment à [CLG89] qui est itératif. Cet aspect est important pour permettre de traiter dans
un temps raisonnable un nombre important de composantes sinusoïdales présentes dans
un signal.
Pour la construction du quantificateur ECUSQ, nous définissons d’abord la distorsion
moyenne D qui correspond à l’espérance d’une fonction de distorsion notée ∂ calculée à
partir du signal analytique correspondant aux paramètres de référence et les paramètres
quantifiés tels que :
D = E[δ(s, sˆ)]. (4.21)
D peut se calculer d’après le modèle sinusoïdal défini par (4.3), en utilisant l’erreur qua-
dratique moyenne pondérée (Weighted Mean Square Error). Ainsi, pour un signal discret
de taille N, la fonction de distorsion peut s’exprimer par :










∣∣∣w[n] (aej(ωn+φ) − a˜ej(ω˜n+φ˜))∣∣∣2







(ω− ω˜)︸ ︷︷ ︸
∆ω
n + (φ− φ˜)︸ ︷︷ ︸
∆φ
 , (4.22)
avec ||w||2 = ∑ν+N−1n=ν w[n]2, n = ν, . . . , ν+ N − 1. Ici w correspond à la fenêtre d’analyse
(i.e. fenêtre de Hann) permettant de définir une trame du signal. D’après [KJH07], la
valeur optimale de ν permettant de minimiser la distorsion (4.21) est ν = −(N − 1)/2.
En utilisant σ2 = 1||w||2 ∑
ν+N−1
n=ν w[n]2n2, le développement limité de la fonction cos
ainsi que l’approximation aa˜ ≈ a˜2, l’équation (4.22) peut être approximée par (cf. détails
dans l’annexe A.2.2) :







Ainsi, la distorsion moyenne δ¯ calculée pour chaque cellule de quantification de taille
∆a, ∆ω, ∆φ peut être déduite de (4.23) en calculant l’espérance à partir de la fonction de
la densité de probabilité d’un triplet (a,ω, φ). Chaque triplet est donc considéré comme
une réalisation de 3 variables aléatoires notées respectivement A, Ω et Φ. Ainsi nous
obtenons :
δ¯(a˜, ω˜, φ˜,∆a,∆ω ,∆φ) =
∫∫∫
fA,Ω,Φ(a,ω, φ)δ(a,ω, φ, a˜, ω˜, φ˜) da dω dφ∫∫∫
fA,Ω,Φ(a,ω, φ) da dω dφ
, (4.24)
avec fA,Ω,Φ(a,ω, φ) la fonction de densité de probabilité jointe de chaque composante du
vecteur P.
En utilisant l’hypothèse de haute résolution, fA,Ω,Φ(a,ω, φ) est supposé constant sur
chaque cellule de quantification. Ainsi, le représentant de chaque cellule est situé au
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centre de l’intervalle correspondant sur chaque dimension. Cela permet d’approximer












































La distorsion moyenne D globale est obtenue en calculant l’espérance sur l’ensemble














γ−2A (a,ω, φ) + a





où pIa Iω Iφ(ιa, ιω , ιφ) est la probabilité de la cellule d’indices ιa, ιω , ιφ et γ = ∆
−1 corres-
pond à la fonction de densité qui donne le nombre total de cellules de quantifications
lorsqu’elle est intégrée sur un intervalle [GN98, Llo82]. Cette équation peut à nouveau
être approximée en utilisant l’hypothèse haute résolution à partir de fA,Ω,Φ [KJH07] pour
obtenir (4.26).
Maintenant, nous souhaitons définir la fonction de densité qui minimise D pour une
entropie cible donnée Ht. Ici Ht désigne l’entropie de Shannon qui est l’information
moyenne et permettant en théorie de coder de façon optimale une composante sinu-
soïdale. Ce débit pourrait éventuellement être approché en utilisant une technique de
codage entropique [Say06] (cf. section 3.2.3).
En utilisant l’hypothèse de haute résolution pour la quantification, qui suppose que
l’erreur de quantification est répartie uniformément sur chaque cellule, on peut approxi-




fA,Ω,Φ(a,ω, φ) log2(γA(a,ω, φ)) da dω dφ
+
∫∫∫
fA,Ω,Φ(a,ω, φ) log2(γΩ(a,ω, φ)) da dω dφ
+
∫∫∫
fA,Ω,Φ(a,ω, φ) log2(γΦ(a,ω, φ)) da dω dφ. (4.27)
En fixant H˜t = Ht − h(A,Ω,Φ), ce problème d’optimisation peut être résolu en appli-
quant la méthode des multiplicateurs de Lagrange :
J = D + λH˜t.
D’après [KJH07] on obtient :
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γΦ(a, φ,ω) = aγA(a, φ,ω), (4.29)








fA(a) log2 (a) da, on déduit alors :
γA(a, φ,ω) = 2
1
3 (H˜t−2b(A)−log2(σ)), (4.32)
γΦ(a, φ,ω) = a2
1
3 (H˜t−2b(A)−log2(σ)), (4.33)
γΩ(a, φ,ω) = aσ2
1
3 (H˜t−2b(A)−log2(σ)). (4.34)
En substituant (4.32), (4.33) et (4.34) dans (4.26), la distorsion théorique minimale don-







Cette mesure est utilisée dans nos expérimentations décrites dans la section 4.4 et est
comparée la borne de Shannon dont les calculs sont décrit en annexe A.2.
4.3.3 Simulations
Afin de valider l’efficacité de notre approche, 10000 signaux aléatoires discrets compo-
sés d’un seul partiel qui est synthétisé d’après (4.2), en combinaison avec un bruit blanc
gaussien additif.
La variance du bruit est fixée de manière à obtenir un SNR en décibels (dB) connu
compris dans l’intervalle [−20; 50]. Les paramètres d’amplitude a et de fréquence ω des
signaux simulés sont générés d’après une loi de Rayleigh de paramètre σa = 0.2 et σω =
pi/11. La phase φ est générée à partir d’une loi uniforme U(0, 2pi). Ces paramètres et
ces lois ont été choisis car ils sont relativement proches de ceux observés dans les sons
naturels, de plus ce sont les mêmes que ceux proposés dans [KJH07].
Pour l’analyse spectrale, nous utilisons une fenêtre de Hann de taille impaire N =
1023 pour laquelle l’estimation s’effectue sur l’échantillon central. L’entropie cible Ht est
calculée d’après [KJH07] pour un SNR cible donné (ici nous avons choisi les valeurs de
45dB et de 100dB). Pour cela nous utilisons l’expression suivante obtenue à partir de
(4.35) :





+ h(A,Φ,Ω) + 2b(A) + log2(σ) (4.36)
avec Dcible la distorsion moyenne cible déduite du SNR moyen cible. Dcible est approximé
à partir de l’énergie du signal théorique dépendant des paramètres simulés. Iσ est estimé
en utilisant la connaissance du SNR initial quantifié uniformément avec 4 bits sur l’in-
tervalle [−20; SNRcible]. Ainsi, l’équation 4.36 permet de de retrouver l’entropie cible Ht
permettant de calculer le quantificateur ECUSQ correspondant.
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Les figures 4.4a) et 4.5a) présentent le SNR atteint en utilisant l’analyse spectrale in-
formée et les figures 4.4b) et 4.5b) présentent la quantité d’information moyenne utilisée
ainsi que sa répartition sur chacune des composantes du vecteur (a,ω, φ). Ainsi, la quan-
tité d’information transmise est proportionnelle au taux d’erreur de l’estimateur utilisé
(ici il s’agit de la méthode de réallocation).
Le SNR obtenu en pratique reste très proche du SNR cible tandis que le nombre de bits
alloués par paramètre décroît lorsque le SNR initial croît. Vu que le SNR cible et l’entropie
cible restent constants pour un débit décroissant, l’information manquante fournie par
l’estimateur est donc correctement exploitée.
Quand le SNR cible est atteint, la quantité d’information (instantanée) transmise est
nulle. On remarque sur la figure 4.4b) que le débit moyen nul ne correspond pas exacte-
ment à l’intersection entre le SNR cible et le SNR de la figure 4.4a). Cela s’explique parce
que ces figures représentent des valeurs moyennes, en effet même pour un SNR initial
suffisant, l’estimateur peut parfois obtenir des erreurs instantanées nécessitant une cor-
rection pour atteindre le SNR cible ce qui a pour effet d’augmenter le débit moyen corres-
pondant. Cette expérimentation démontre que la technique proposée permet d’atteindre
n’importe quelle précision souhaitée avec un estimateur existant en le combinant avec
l’information complémentaire de taille minimale.
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a) SNR moyen résultant





































b) allocation des bits aux paramètres sinusoïdaux
FIGURE 4.4 – Comparaison du SNR moyen obtenu 4.4a) entre un estimateur classique
et le même estimateur informé. 4.4b) montre la répartition du débit entre les paramètres
sinusoïdaux. Ici le SNR cible est fixé à 45dB.
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target SNR (100 dB)
informed estimation (Ht = 70 bits)
a) SNR moyen résultant





































b) allocation des bits aux paramètres sinusoïdaux
FIGURE 4.5 – Comparaison du SNR moyen obtenu 4.5a) entre un estimateur classique
et le même estimateur informé. 4.5b) montre la répartition du débit entre les paramètres
sinusoïdaux. Ici le SNR cible est fixé à 100dB.
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4.4 Application à la séparation de sources informée
Dans cette section, nous proposons un système basé sur l’analyse informée permettant
d’estimer les paramètres sinusoïdaux de chaque source isolée présente dans un mélange.
A partir de leur modèle, il est alors aisé de resynthétiser les signaux correspondant à
chaque source pour les retrouver. Dans ce système, nous nous plaçons dans une confi-
guration de type codeur / décodeur combinée à une technique de tatouage audio numé-















































FIGURE 4.6 – Structure du système proposé pour l’estimation des paramètres sinusoïdaux
de chaque source séparée à partir d’un mélange mono-canal.
On suppose les signaux originaux correspondant à chaque source sk[n] connus au
codeur. Les paramètres de référence de chaque source notés Pk sont estimés à partir des
signaux sk[n] isolés en utilisant un estimateur classique (non informé) avant la création du
mélange. L’information nécessaire permettant de retrouver Pk à partir de x[n] en utilisant
le même estimateur est calculée et cachée de façon inaudible dans le mélange en utilisant
une technique de tatouage [PGBP10]. Au décodeur, l’information cachée est extraite et
combinée avec l’estimateur classique comme proposé dans la section 4.3 pour l’analyse
informée.
4.4.1 Modèle de source et estimation des paramètres
Nous considérons à présent un mélange mono-canal discret composé de K sources ex-





sk[n] + r[n], (4.37)
avec r[n] un signal résiduel considéré comme un bruit additif. Les signaux source sk[n]
sont décomposés comme une somme de L sinusoïdes réelles. D’après [MQ86], chaque
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al cos (ωln + φl) , (4.38)
ce qui correspond à la partie réelle de (4.3) où a, ω, et φ sont respectivement l’amplitude,
la fréquence et la phase supposées localement constantes.
Pour l’estimation de ces paramètres, on choisit d’utiliser l’estimateur de réallocation
décrit dans la section 4.1.2. Comme discuté dans [MF10], tout estimateur pourrait conve-
nir. Un estimateur (efficace) atteignant la borne de Cramér-Rao aura donc pour effet de
réduire le débit utilisé pour l’analyse informée.
4.4.2 Calcul et codage du masque pour chaque source
Comme expliqué dans la section 4.1.1, les méthodes d’analyse basées sur l’analyse de
Fourier à court terme sont précédées d’une étape de sélection des pics dans le spectre
d’amplitude afin de trouver l’indice temps-fréquence correspondant à chaque compo-
sante sinusoïdale présente dans le mélange. De plus, chacune des composantes est affec-
tée à une où plusieurs sources difficiles à identifier en utilisant la connaissance seule d’un
mélange mono-canal.
Ainsi le masque temps-fréquence d’activation noté mk,l de chaque source doit être
transmis avant l’estimation des paramètres à partir du spectre. Pour cela, nous propo-
sons d’utiliser une technique de suivi de partiels basée sur la modélisation sinusoïdale
à long terme (cf. section 2.1.4) reposant sur la prédiction [LMR04b]. Cette technique as-
socie chaque partiel instantané à une trajectoire temporelle couvrant plusieurs trames
du signal. Ainsi, les composantes sinusoïdales les plus proches situées sur des trames
voisines successives sont liées pour former une trajectoire. Par exemple, pour une com-
posante l situé à la trame t˚, on recherche à la trame t˚+ 1 la composante sinusoïdale ayant
les paramètres les plus proches de ceux prédits depuis la trame t˚ pour la composante
l. En pratique, on recherche la composante sinusoïdale de la trame suivante qui mini-
mise une fonction de distance (i.e. fonction de distorsion donnée par (4.22)). Dans notre
implémentation nous utilisons un prédicteur simplifié (pour des raisons d’efficacité) qui
suppose l’amplitude et la fréquence de chaque composante sinusoïdale constantes entre
deux trames de signal successives. La phase de la trame suivante est alors extrapolée à
partir de la fréquence et du temps séparant deux trames successives.
En utilisant notre algorithme de suivi de partiel, une nouvelle trajectoire de partiel est
créée (naissance du partiel) quand on détecte un partiel isolé (non associé à une trajec-
toire existante). On termine une trajectoire (mort du partiel) lorsqu’il n’est plus possible
d’associer un nouveau partiel instantané à une trajectoire existante. Cependant, comme
l’application de l’algorithme de suivi de partiels donne des résultats différents lorsqu’il
est appliqué depuis les signaux des sources isolées sk ou sur le signal de mélange x,
l’information sur les trajectoires de référence doit être transmise. Or, comme l’analyse in-
formée garantit que les paramètres estimés au décodeur sont les même que ceux utilisés
au codeur, il n’est pas nécessaire de transmettre en détail toute la trajectoire de chaque
partiel. En effet, il suffit de coder chaque trajectoire par un triplet (k˚, α, β) où k˚ correspond
à l’indice STFT de la première trame de la trajectoire du partiel considéré (fréquence à la
naissance du partiel). Les paramètres α et β permettent de coder les numéros des trames
associées respectivement à la naissance et à la mort du partiel considéré. Ainsi la trajec-
toire de chaque partiel est retrouvée en combinant le prédicteur de l’algorithme de suivi
avec les paramètres des composantes sinusoïdales.
92
4.4. APPLICATION À LA SÉPARATION DE SOURCES INFORMÉE
Cette stratégie permet un codage efficace du masque qui dépend du nombre de trajec-
toires codées et non plus du nombre total de composantes sinusoïdales. En effet, il n’est
pas nécessaire de transmettre l’indice STFT à chaque instant sur toute la durée de la trajec-
toire du partiel puisque celle-ci est retrouvée à partir des paramètres sinusoïdaux estimés.
Ainsi, chaque indice de fréquence k˚ peut être codé avec au plus dlog2(N/2)e bits où N
correspond à la taille de la STFT. Chaque numéro de trame peut être codé avec dlog2(T)e
où T est le nombre total de trames du signal. Dans nos expérimentations, nous avons uti-
lisé N = 1024 avec un chevauchement de trame de 50% et une fréquence d’échantillon-
nage Fs = 44.1kHz. Comme le montre la figure 4.9, le débit correspondant permettant de
coder le masque de chaque source est négligeable comparé au débit total utilisé.
4.4.3 Tatouage audio numérique
Pour cacher les informations de façon inaudible dans le mélange, nous utilisons la tech-
nique de tatouage décrite dans [PGBP10]. Cette méthode est basée sur la quantification
à modulation d’indice appelée aussi Quantization Index Modulation (QIM) [CW01] uti-
lise dans ce cas la transformée en cosinus discrète modifiée, Modified Discrete Cosinus
Transform (MDCT). Ainsi, les coefficients MDCT du signal à tatouer sont quantifiés et l’in-
formation est cachée en choisissant comme valeur le représentant le plus proche d’un
quantificateur Qi. Ainsi, le choix du quantificateur le plus proche de la valeur représen-
tée permet ainsi le codage de l’information. Une description plus détaillée de la technique
de tatouage QIM se trouve en annexe dans la section A.1.1.
Les performances de tatouage sont fixées par une contrainte d’inaudibilité qui définit
un nombre maximal de quantificateurs utilisables pour chaque coefficient X(ω, t). Ainsi
l’erreur maximale de quantification est contrainte à rester sous un seuil de masquage
qui est calculé à partir d’un modèle psychoacoustique utilisé en compression audio avec
pertes [PS00, BB97]. Cette technique de tatouage a été choisie en raison de ses perfor-
mances en terme de débit souvent supérieur à 200kbits/s par canal pour la plupart des
signaux musicaux de styles variés. De plus, cette méthode offre une certaine flexibilité
permettant de paramétrer le débit en fonction de l’audibilité ou de la probabilité d’ob-
tenir des erreurs d’extraction au décodeur. Dans nos expérimentations, nous fixons la
contrainte de pouvoir extraire l’information cachée du mélange systématiquement sans
aucune erreur. Cela a pour effet de réduire la capacité de tatouage des signaux de mé-
lange traités. Compte tenu de sa capacité élevée, cette méthode n’est pas robuste aux at-
taques, notamment lors de l’application d’un codage compressé avec pertes. Ainsi, cette
méthode ne peut être utilisé qu’avec des formats audio sans perte tels que FLAC, AIFF
ou WAVE.
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4.4.4 Implémentation
Le système complet décrit dans les figures 4.6a) et 4.6b) peut être implémenté à l’aide
des algorithmes 2 et 3, qui correspondent respectivement au codeur et au décodeur. Les
résultats obtenus avec notre implémentation sont présentés dans la section 4.4.6.
Algorithme 2 Codeur
données : sk[n] : signaux source originaux
sorties : xW [n] : mélange tatoué
· Estimer Pk,l à partir de sk[n] avec la méthode de réallocation (cf. section 4.1.2).
· Calculer les paramètre quantifiés P˜k,l en utilisant la méthode ECUSQ (cf. section
4.3.2).
· Calculer le masque d’activation mk,l à partir de P˜k,l en utilisant la modélisation si-
nusoïdale à long terme (cf. section 4.4.2).
· Estimer Iσ,k,l et Ik,l à partir Pˆk,l grâce à l’analyse informée dans le cas vectoriel (cf.
section 4.3) en simulant le processus de mélange d’après (4.37) et en ajoutant le
tatouage (cf. section 4.4.3).
· Calculer le mélange xW [n] final en utilisant la technique de tatouage [PGBP10]
contenant (mk,l , Iσ,k,l , Ik,l).
Algorithme 3 Décodeur
données : xW [n] : mélange tatoué
sorties : s˜k[n], P˜k,l : signaux et paramètres sinusoïdaux des sources isolées estimés
· Retrouver (mk,l , Iσ,k,l , Ik,l) par le décodage du tatouage provenant de xW [n] en uti-
lisant [PGBP10].
· Estimer Pˆk,l grâce à mk,l en utilisant la méthode de réallocation (cf. section 4.1.2).
· Calculer P˜k,l avec Iσ,k,l et Ik,l en utilisant l’analyse spectrale informée (voir section
4.3).
· Synthétiser s˜k[n] à partir de P˜k,l d’après (4.2).
4.4.5 Complexité calculatoire
La technique proposée dépend du nombre de source K, de la taille N de la transformée
STFT et du nombre M < L de composante sinusoïdales non négligeables (a˜ > 0) après
l’application de la technique ECUSQ pour la quantification optimale des paramètres. Dans
notre implémentation, le nombre maximum pour M a été fixé à 50 par fenêtre d’analyse.
Nous considérons un nombre λ d’itérations utilisées au codeur afin de mettre à jours la
valeur de Iσ qui nécessite la création du mélange après l’application du tatouage. Il s’agit
de l’étape la plus complexe de l’algorithme proposé.
La table 4.1 détaille la complexité calculatoire exprimée par unité de temps respec-
tivement au codeur et au décodeur. Ces complexités sont exprimées pour le pire cas en
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utilisant la notation “grand O” dite de Landau telle que λ < K < M < N. Dans la nota-
tion proposée, nous supposons que chaque opération arithmétique nécessite exactement
une unité de temps pour être exécutée. La complexité de la technique de tatouage n’est
pas prise en compte dans les calculs de complexité présentés. Les résultats montrent ce-
pendant que le codeur est plus coûteux que le décodeur en terme de temps de calcul. Cela
s’explique par le processus d’estimation des paramètres de chaque source qui nécessite
l’application de K transformées STFT ainsi que le processus itératif utilisé pour le calcul
de Iσ,k,l .
TABLE 4.1 – Complexité calculatoire en unité de temps pour la technique d’estimation
des paramètre sinusoïdaux de sources isolées à partir d’un mélange mono-canal
Processus Nombre d’opérations en unités de temps




Calcul du masque O(M2)
Extraction d’informations O(λN log(N))
Complexité totale du codeur Tenc(λ, K, M, N) = O((λ+ K)N log(N) + M2)
STFT & estimation des paramètres O(N log(N))
Correction des erreurs O(KM)
Synthèse des signaux sources O(KN log(N)))
Complexité totale du décodeur Tdec(K, M, N) = O(KN log(N))
Le temps d’exécution est exprimé en fonction du nombre de sources K, du nombre de composantes
sinusoïdales M, le nombre d’itérations λ utilisées pour l’extraction d’information et la taille N de la STFT.
4.4.6 Expérimentation et résultats
Dans cette section, nous présentons les résultats obtenus en appliquant le système implé-
menté décrit dans la section 4.4.4 sur un signal de mélange musical mono-canal réaliste
dont on dispose les signaux des sources isolées avant la création du mélange.
Dans cette expérimentation, nous utilisons une pièce musicale composée de K = 6
sources musicales qui sont respectivement, une voix chantée de femme (Norah Jones),
deux guitares, une contrebasse, un clavier et une batterie. Les paramètres de référence Pk,l
sont d’abord estimés au codeur à partir des signaux isolés de référence sk dont on dispose.
En fonction de la qualité cible fixée, les paramètres Pk,l sont quantifiés pour obtenir P˜k,l
et les trajectoires des partiels sont construites afin de déduire le masque d’activation mk,l
de chaque source. Finalement, l’information constituée du masque et de l’information
complémentaire extraite codée, est tatouée de façon inaudible dans le mélange. Après le
codage, le mélange tatoué est vérifié en s’assurant que la valeur de Iσ de chaque compo-
sante est correcte pour permettre le décodage et la correction des paramètres estimés au
décodeur. Si ce n’est pas le cas, un nouveau mélange est recréé à partir de la mise à jour
de Iσ. Dans nos expérimentations, moins de trois itérations étaient suffisantes la plupart
du temps. Cette étape est importante, en effet nous expliquons dans la section 4.2 que
pour l’analyse informée, une petite valeur pour Iσ augmente la quantité d’information
transmise mais cela a aussi pour effet d’améliorer la robustesse aux erreurs d’estima-
tions. Cependant, une valeur surestimée de Iσ rend toute correction d’erreur impossible.
Or l’application du tatouage sur le signal (dépendant lui-même de l’analyse du mélange)
génère des erreurs aléatoires pouvant nécessiter un réajustement de la variable Iσ utilisée
pour l’extraction d’information.
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Les figures 4.7 et 4.9 comparent les débits utilisés en pratique par le codage pur basé
sur ECUSQ et par l’estimation classique et informée permettant d’atteindre le SNR calculé
à partir des signaux de référence (synthétisés en utilisant Pk,l). La courbe ECUSQ théorique
suppose que chaque composante sinusoïdale est codée avec un budget moyen correspon-
dant à une entropie cible Ht déduite du SNR en utilisant (4.36). Pour l’analyse informée,
dans la figure 4.9, nous présentons deux courbes d’estimation informée permettant de vi-
sualiser le débit supplémentaire utilisé pour coder le masque mk,l . Les figures présentent
les SNR réels mesurés pour un signal de mélange tatoué, cependant lorsque le débit né-
cessaire dépasse la capacité du tatouage, l’information est transmise séparément et l’es-
timation est calculée sur un mélange simulé utilisant la capacité maximale du tatouage.
Sur ces figures apparaissent les résultats obtenus utilisant le codage pur en théorie et en
pratique ainsi que les résultats de l’estimation classique non informée (cercle rouge). Les
résultats obtenus peuvent être expliqués comme suit.
· L’approche classique non informée représentée par un cercle rouge correspond à
l’application de la méthode de réallocation et utilise un débit de 0 kbps.
· Le codage pur basé sur ECUSQ présente les résultats théoriques calculés à partir de
l’équation (4.35) en supposant que chaque sinusoïde est codée en utilisant la même
entropie cible Ht. Le nombre de composantes sinusoïdales non négligeables (a˜ > 0)
en fonction de l’entropie est décrite dans la figure 4.8. Ce nombre de composante de-
vient plus important en fonction de l’entropie lorsque le modèle sinusoïdal est mal
adapté (e.g. signal de batterie ou sources avec certains effets). La différence entre la
courbe théorique et pratique utilisant la technique ECUSQ s’explique par l’approxi-
mation basée sur l’hypothèse de haute résolution utilisée pour la construction du
quantificateur.
· L’approche informée présente le débit permettant de transmettre l’information com-
plémentaire avec et sans le masque. Le débit résultant reste plus faible que le codage
pur pour des SNR moyens. Pour les SNR élevés, le gain de l’approche informée par
rapport au codage pur est réduit. En effet, la part du débit utilisée pour coder le
masque devient plus importante et le gain apporté par l’estimateur devient négli-
geable.
Pour une application pratique utilisant la capacité totale du tatouage, d’après la fi-
gure 4.7, l’analyse informée permet de réduire significativement le débit nécessaire pour
atteindre la même qualité que le codage pur. Le gain observé sur la figure 4.7 pour un
mélange réaliste avec une capacité de tatouage limitée, est de l’ordre de 15 dB sur le SNR
du mélange resynthétisé. Les signaux d’exemples relatifs à cette expérimentation sont
accessibles en démonstration sur ma page personnelle http://www.fourer.fr.
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a) débit global utilisé pour le mélange




















b) débit moyen par source
FIGURE 4.7 – Comparaison entre le débit global (toutes sources confondues) utilisé par la
quantification ECUSQ et l’analyse informée. Il s’agit du débit total nécessaire pour estimer
toutes les sources à partir de l’observation du mélange.
4.5 Conclusions du chapitre
Dans ce chapitre nous avons appliqué l’approche informée à l’analyse spectrale. Dans
un premier temps, nous avons présenté les outils qui s’appliquent à la problématique de
l’estimation des paramètres sinusoïdaux. Enfin nous avons décrit les spécificité permet-
tant de mettre en oeuvre l’approche informée dans le cadre d’une application pratique.
Les résultats montrent que l’approche informée permet désormais de mettre en place des
applications où il est possible de configurer une qualité d’estimation cible différente du
codage pur. Les résultats montrent que cette approche permet d’améliorer simultanément
les performances obtenues en codage pur (débit) mais aussi d’analyse (qualité).
De plus, les résultats que nous obtenons dans les simulations décrites dans ce chapitre
sont très encourageants. En effet, ils montrent que l’approche informée permet de repous-
ser des limitations théoriques précédemment établies telle que la borne de Cramér-Rao
ainsi que la borne de Shannon lorsque nous combinons à la fois estimation et codage.
Nous espérons ainsi voir émerger prochainement des liens plus étroits entre estimation
et codage d’un point de vue théorique et pratique.
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FIGURE 4.8 – Nombre de composantes d’amplitude non nulle pour chaque source en
fonction de l’entropie cible Ht. Ce nombre augmente en fonction du SNR cible et dépend
de la quantification calculée par la méthode ECUSQ.
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informed analysis (no mask)
a) guitare 1






























informed analysis (no mask)
b) basse






























informed analysis (no mask)
c) batterie






























informed analysis (no mask)
d) synthétiseur






























informed analysis (no mask)
e) voix






























informed analysis (no mask)
f) guitare 2
FIGURE 4.9 – Comparaison du débit obtenu par l’estimation classique (cercle rouge), par
le codage pur (utilisant la quantification ECUSQ) et par l’analyse informée en fonction
du SNR. Le débit augmente avec la qualité obtenue mais reste plus faible pour l’analyse
informée pour des valeurs de SNR raisonnables. Pour les SNR très élevés, le codage seul
semble plus efficace.
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CHAPITRE 5
APPROCHE INFORMÉE APPLIQUÉE À
L’EXTRACTION DE DONNÉES
SYMBOLIQUES À PARTIR D’UN SIGNAL
AUDIO
L’extraction d’informations musicales, Music Information Retrieval (MIR) est un domaine
de recherche pluridisciplinaire qui a pour objectif d’estimer les paramètres musicaux per-
mettant de décrire le contenu d’une oeuvre musicale. Cette estimation se fait en général
à partir d’un signal audio ou d’une représentation symbolique (e.g. partition) de la pièce
musicale analysée.
Ce domaine de recherche propose des solutions, la plupart du temps sous la forme
d’une application logicielle ou d’un système permettant de traiter des problèmes distincts
portant sur l’analyse des signaux de musique. Parmi ces applications, nous pouvons ci-
ter : la détection du tempo [Hai06], l’estimation de la hauteur des notes jouées par un
instrument monophonique [dCK02] ou polyphonique [YRR10, Kla03], la détection de la
tonalité, du nom des accords et de la structure d’une pièce musicale (couplet, refrain, etc.)
[RRHO10].
Contrairement aux problèmes d’estimation de paramètres physiques utilisant un mo-
dèle mathématique (e.g. chapitre 4), les systèmes MIR s’intéressent à estimer des informa-
tions symboliques abstraites.
Cela rend d’autant plus difficile toute évaluation objective, d’abord en absence de
données exactes et précises de référence d’une part. D’autre part, parce que les données
recherchées sont la plupart du temps subjectives (e.g. tonalité, débuts et fins de note) ce
qui rend la théorie de l’estimation (cf. chapitre 3) difficilement applicable. C’est aussi la
raison pourquoi les techniques proposées dans le domaine MIR sont souvent statistiques
voire empiriques et introduisent de nombreuses astuces difficilement démontrables mais
pourtant issues des observations expérimentales ou tout simplement du “bon sens”.
Les travaux décrits dans cette thèse portent sur la transcription automatique des ins-
truments jouant des hauteurs (e.g. voix, piano, guitare, etc.) à partir d’un signal audio
de mélange. Ces instruments dits quasi-harmoniques constituent la partie tonale des si-
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gnaux de musique qui correspond presque toujours à la partie essentielle d’une musique
(mélodie, accords, etc.). Ainsi, la transcription des instruments percussifs sans hauteur
tonale (e.g. batterie) n’est pas développée ici. Le lecteur pourra cependant si il le souhaite
consulter des travaux spécifiques sur ce sujet [FP06, APF09, GR08].
La transcription d’un signal musical est une tâche essentielle permettant d’obtenir
la partition musicale sur laquelle s’appuient de nombreuses autres applications MIR. En
effet, une partition musicale précise obtenue à partir d’un signal audio permet de déduire
d’autres informations sur celui-ci telles que la tonalité, le nom des accords et la structure
musicale de l’oeuvre. D’autres tâches plus difficiles s’en retrouvent simplifiées comme
le calcul de similarité [Mar12b] entre deux pièces musicales qui intervient par exemple
dans des applications telles que la détection de cover (reprise) [RE10] ou dans le cadre de
la pédagogie musicale.
L’estimation F0 multiple est une tâche essentielle à l’origine de tout système de trans-
cription musical à partir d’un signal audio qui consiste à estimer les hauteurs jouées par
les différents instruments quasi-harmoniques qui composent un signal. Le cas polypho-
nique est le cas le plus général qui permet de transcrire un orchestre ainsi que les instru-
ments jouant plusieurs notes à la fois comme la guitare ou le piano. Ce cas est donc aussi
le plus difficile à traiter en raison des problèmes évoqués dans le chapitre 2.
Ainsi, en plus de l’estimation des fréquences fondamentales de chaque note présente
dans un mélange, l’estimation F0 multiple doit aussi estimer la polyphonie, c’est-à-dire le
nombre de fréquences à estimer simultanément à chaque instant qui peut varier en fonc-
tion du temps. Cette tache est rendue plus compliquée par lorsque des timbres différents
composent le mélange en présence de bruit et de transitoires créés par certains instru-
ments comme la batterie. Il est intéressant de noter que le problème de transcription poly-
phonique est très proche du problème de séparation de sources [YR04, BM01] (cf. section
2.3). Plusieurs combinaisons de ces deux problèmes ont ainsi déjà été proposés dans la
littérature, comme la séparation de sources informée par la partition [HDB11, GSMA10].
En raison de ses nombreuses applications, l’estimation F0 multiple suscite toujours
aujourd’hui de nombreux travaux [Kla03, Mar04, BBV10, YRR10]. A ce jour, la technique
la plus précise évaluée a obtenu lors de la compétition MIREX (Music Information Retrie-
val eXchange) 2011 une précision de 68% [YR11] sur la base de données d’évaluation. Il
est donc évident qu’une telle précision reste très insuffisante pour les applications plus
exigeantes nécessitant nécessitant une transcription exacte ou presque.
De plus, en raison des limitations des estimateurs sur lesquels s’appuient les sys-
tèmes de transcription polyphonique, il est très probable que les meilleures techniques
aveugles qui seront proposées dans l’avenir n’arrivent jamais à atteindre une précision
de 100% quelle que soit la pièce musicale analysée. En effet, nous avons montré dans
le chapitre 4 que le processus de mélange engendre une perte d’information sur les si-
gnaux des sources. De plus, la théorie de l’estimation nous permet de mesurer cette perte
d’information par le calcul des bornes de Cramér-Rao.
C’est la raison pour laquelle nous proposons dans ce chapitre l’approche “informée”
appliquée au problème d’estimation F0 multiple à partir d’un signal audio. Comme pour
l’estimation paramétrique informée décrite dans le chapitre 4, cette approche consiste à
combiner les techniques d’analyse classiques existantes avec de l’information complé-
mentaire codée de taille minimale. Cette approche a donc pour objectif d’atteindre dans
tous les cas la précision souhaitée quelle que soit la pièce musicale analysée lorsque l’ap-
proche informée est possible.
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5.1 Étude et proposition d’un système complet d’estimation F0
multiple
Nous avons choisi de commencer notre étude en implémentant un système d’estimation
F0 multiple “efficace”. Pour cela, nous proposons une description détaillée d’un système
de transcription polyphonique basé sur la méthode de Yeh [Yeh08] évaluée comme étant
la plus précise au MIREX 2011. Notre intuition, comme dans le cas de l’analyse spectrale
informée, est que plus une estimation est précise, plus la quantité d’information complé-
mentaire codée utilisée dans le cadre d’une approche informée sera faible.
La méthode que nous proposons ici n’utilise aucune connaissance musicale a priori et
permet d’obtenir une représentation symbolique (e.g. partition solfège ou MIDI) à partir
d’un signal de musique ou de parole. Dans ce cas, on s’intéresse uniquement à la partie
tonale générée par les instruments jouant des notes caractérisées par une hauteur et pou-
vant être décrits par le modèle de source quasi-harmonique formulé dans la section 2.2.2
par l’équation (2.23).
L’information que nous cherchons à extraire à partir du signal observé se base sur les
descripteurs suivants :
· les activations temporelles liées aux débuts et aux fins de note (onset / offset),
· la hauteur des notes associées à chaque activation et caractérisée par une fréquence
fondamentale F0.
Contrairement à l’estimation F0 simple qui suppose que le nombre de notes jouées
simultanément vaut au maximum L = 1 à chaque instant (d’après l’équation 2.23. L’esti-
mation F0 multiple estime la polyphonie L ≥ 1 qui varie au cours du temps et dépend de
la nature des signaux traités.
L’estimation F0 multiple est traitée par des méthodes se présentant sous forme de sys-
tème combinant plusieurs étapes de traitement appliquée chacune à un sous-problème
tel que l’extraction des composantes tonales, l’estimation de la polyphonie et l’estima-
tion des candidats F0 présents dans le mélange. Pour traiter le problème de la polyphonie,
Klapuri propose dans [Kla03] de soustraire chaque source harmonique détectée itérative-
ment en appliquant un lissage spectral. Par ce mécanisme, il effectue une reconstruction
partielle de l’enveloppe des sources harmoniques résiduelles permettant de ne pas altérer
leur détection lors des itérations suivantes. Bertin dans [BBV10] propose une approche
basée sur la factorisation du spectrogramme utilisant la technique de NMF [LS99], repo-
sant sur un dictionnaire d’atomes de sources harmoniques. Enfin, le système proposée
ici est basé sur la méthode de Yeh [YRR10] utilisant la modélisation sinusoïdale et un
modèle de source quasi-harmonique générique permettant de décomposer le signal émis
par un instrument tonal. Nous décrivons dans cette section un système complet (cf. figure
5.1) reprenant la chaîne de traitement décrite dans la figure 5.1 et intégrant les techniques
les plus avancées à notre connaissance de l’état de l’art. Ainsi, cette implémentation nous
permettra d’introduire par la suite l’approche “informée” développée dans la section 5.2.
5.1.1 Extraction des composantes tonales
L’objectif de cette première étape consiste à séparer du signal de mélange x[n] les com-
posantes sinusoïdales qui constituent la partie tonale du mélange. Pour cela on propose
d’appliquer le traitement suivant sur le spectre d’amplitude du signal discret noté |X[k]|
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FIGURE 5.1 – Schéma descriptif de la méthode d’estimation F0 multiple proposée permet-
tant d’estimer un ensemble Ωˆ[n] de candidats F0 actifs à un instant n à partir d’un signal
de mélange discret x[n].
obtenu en appliquant la STFT sur une trame du signal x[n]. Ce traitement comprend les
étapes suivantes :
· Estimation d’un seuil pour l’amplitude minimale noté Tˆ[k] dépendant de la fré-
quence discrète k pour la trame de signal considérée.
· Estimation itérative des paramètres sinusoïdaux pour les pics spectraux sélection-
nés par ordre décroissant d’amplitude.
· Soustraction de la sinusoïde estimée du mélange : le pic est ignoré si celui-ci dé-
grade la qualité (c’est-à-dire fait augmenter l’erreur quadratique) du signal resyn-
thétisé à partir de la sommes des composantes sinusoïdales estimées.
· Les pics suivants sont estimés et soustraits à leur tour jusqu’à ce que le seuil du
niveau de bruit soit atteint ou que l’énergie résiduelle soit inférieure à une constante
(e.g. −60dB).
Contrairement à l’algorithme de Matching Pursuit [MZ93], le traitement proposé n’uti-
lise pas de dictionnaire et permet une estimation automatique du critère d’arrêt. Chacune
des étapes est détaillée ci-après.
a) Seuillage
Ce traitement a pour objectif de réduire le nombre de composantes sinusoïdales détectées
comme un pic (maximum local) puis extraites à partir du spectre d’amplitude. En effet,
comme notre objectif est d’estimer uniquement la partie tonale du signal (contrairement
au chapitre 4 qui ne faisait pas de distinction), il est alors nécessaire de fixer un seuil
définissant l’amplitude minimale de chaque composante sinusoïdale recherchée dans le
spectre d’amplitude. Cette approche suppose que les composantes tonales possèdent une
amplitude plus importante que les pics de bruits, plus nombreux et d’amplitude plus
faible. Pour cela nous avons choisi d’utiliser une fonction de seuillage automatique basée
sur la méthode utilisée dans [ES06].
La fonction de seuillage utilisée dépendant de la fréquence discrète notée T[k] est
obtenu en filtrant le spectre d’amplitude |X[k]| par une fenêtre de Hamming définie par :
wHamming[n] =
{
0.54− 0.46 cos 2pi nN˙ si n ∈ [0; N˙]
0 sinon,
(5.1)
de taille N˙ = 1+ N64 où N correspond à la taille initiale de la STFT. La fenêtre de Hamming
utilisée est donc de taille impaire pour des raisons de symétrie (composée d’une valeur
centrale et de deux segments de même taille). Un facteur de compression c ∈ [0.5; 1[
104
5.1. ÉTUDE ET PROPOSITION D’UN SYSTÈME COMPLET D’ESTIMATION F0 MULTIPLE
est ensuite appliqué afin d’obtenir Tˆ[k] = T[k]c. Dans notre implémentation nous avons
choisi c = 0.7. Le seuil d’amplitude noté Tˆ[k] est donc défini par :
Tˆ[k] = [w ∗ |X[k]|]c. (5.2)
Dans les figures 5.2a) et 5.2b), nous présentons un exemple d’application de la fonc-
tion de seuillage proposée que nous comparons avec la médiane mobile. Sur cette figure
nous indiquons le nombre de pics extraits ainsi que le SNR du signal reconstruit à partir
des paramètres sinusoïdaux estimés (détails ci-après). Sur la figure 5.2a), nous pouvons
visualiser la valeur de Tˆ[k] avec différentes valeur de c. Nous présentons également la
valeur de la moyenne mobile sur la figure 5.2b).























Tˆ [k], c = 0.7
Tˆ [k], c = 0.4
Tˆ [k], c = 0.9
a) seuillage automatique utilisant l’équation (5.2)























me´diane mobile ([N/64] e´chantillons)
moyenne mobile ([N/64] e´chantillons)
b) seuillage utilisant la médiane mobile
FIGURE 5.2 – Extraction des composantes tonales (peak) à partir d’un son polyphonique en
utilisant respectivement le seuillage automatique proposé 5.2a) et un seuillage utilisant
la médiane mobile 5.2b).
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b) Estimation des paramètres sinusoïdaux
L’estimation des paramètres pour chaque composante sinusoïdale suppose ici un modèle
non stationnaire (déjà introduit dans la section 2.1.3) que nous rappelons ici par l’équa-
tion (5.3) :












Ce modèle, plus général que celui utilisé dans le chapitre 4 permet de prendre en compte
les variations temporelles d’amplitude et de fréquence sur une courte durée de signal
(sur une trame du signal). Dans le cas d’une analyse spectrale non informée, ce modèle
combiné avec la méthode de réallocation généralisée permet d’améliorer la robustesse
et la précision d’estimation. Cette meilleure précision est nécessaire pour la précision de
l’évaluation des candidats F0. De plus, ce modèle permet de compenser l’utilisation d’une
fenêtre d’analyse de grande taille.
Ainsi, les pics de plus forte amplitude sont sélectionnés après le seuillage décrit pré-
cédemment par ordre décroissant d’amplitude dans la bande des fréquences considé-
rées. Nous choisissons des fréquences comprises entre 27.5Hz et 12543.85Hz qui corres-
pondent respectivement aux fréquences des notes La -1 et Sol 8.
Les paramètres sont estimés par la méthode de réallocation généralisée au modèle
non stationnaire [MD08]. Comme montré dans le chapitre 4, l’estimateur de réallocation
utilisant une analyse de Fourier et la fenêtre de Hann atteint presque la borne de Cramér-
Rao et compte actuellement parmi les meilleures techniques d’analyse spectrale sans in-
formation complémentaire. Ainsi, la fréquence ωˆ et le temps réalloué tˆ sont estimés pour
chaque point (t,ω) à partir du spectre (cf. équation (4.4) ) :









Dans le cas d’un signal discret de fréquence d’échantillonnage Fs, t et ω peuvent être
calculés à partir des indices discrets du spectrogramme du signal noté S[n, k] tel que
t = n/Fs avec n l’indice temporel situé au centre de la trame de taille N correspondante.
ω = 2piFs kN est la fréquence discrète correspondant à l’indice k.
Les paramètres de modulation de l’amplitude µˆ et de modulation de la fréquence ψˆ










































La fonction Gw(∆ω , µˆ, ψˆ) utilisée pour le calcul de aˆ et de φˆ0 est définie par [MD08] :













et correspond au facteur de correction appliqué à la valeur de la sinusoïde à l’instant
t = 0 notée s0 = eλ0+jφ0 .
Ainsi, l’amplitude aˆ et la phase φˆ0 sont estimés à partir de la fonction Gw(∆ω, µˆ, ψˆ)
comme suit :
aˆ =





Gw(∆ω , µˆ, ψˆ)
)
. (5.10)
Ces résultats sont donnés avec Sw, Sw′ et Sw′′ la transformée de Fourier à court terme
du signal s(t) calculée en utilisant respectivement la fenêtre d’analyse w(t), sa dérivée
première w′(t) = dwdt (t) et sa dérivée seconde w
′′(t) = d2wdt2 (t).
Stw est la transformée de Fourier à court terme utilisant la fenêtre w(t) pondérée terme à
terme par l’axe de temps : t · w(t).
Ainsi, chaque composante sinusoïdale est désormais décrite par un quintuplet (a, µ, φ0,ω,ψ),
dont le signal correspondant peut être synthétisé grâce à l’expression donnée par (5.3).
5.1.2 Construction des hypothèses F0
Afin de définir les candidats F0, on fait correspondre à chaque composante sinusoïdale
extraite précédemment une hypothèse de source harmonique, Hypothetical Partial Se-
quence (HPS) construite à partir du modèle de source harmonique donné par (2.23).
Ainsi, chaque sinusoïde est traitée comme un candidat F0 pour lequel on recherche
les sinusoïdes voisines dont la fréquence est proche d’un multiple hF0 (h ∈ N∗) suggéré
par le modèle harmonique décrit par l’équation (2.23) (cf. chapitre 2).
Afin de rendre la méthode plus robuste en cas d’inharmonicité dans le cas polypho-
nique bruité, un intervalle de fréquence est toléré pour l’affectation des sinusoïdes. On
définit un paramètre α tel que α = 2
1
12 − 1 ≈ 0.06. Ainsi, nous recherchons les sinusoïdes
dans l’intervalle [(1− α)hF0; (1+ α)hF0] en vue de les affecter au partiel h du HPS consi-
déré. La valeur du paramètre α choisie correspond approximativement au facteur sépa-
rant 2 notes de musiques successives en utilisant l’échelle de tempérament égal (gamme
chromatique dans la musique occidentale). Sur cette échelle, chaque octave est divisée
en 12 demi-tons comme expliqué dans la section 1.3.3. Ainsi, la différence entre deux
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La construction des HPS peut être schématisée par la figure 5.3 pour laquelle la re-
cherche des partiels s’effectue itérativement par ordre croissant de fréquence. On choisit
d’utiliser un modèle qui s’adapte aux observations afin de déterminer l’intervalle de tolé-
rance des pics suivants. Ainsi, dans le cas où un pic observé correspondant à la fréquence
f (h)obs a été affecté de manière fiable au HPS dans l’intervalle considéré, la fréquence de ré-
férence utilisé pour la recherché à l’itération suivante devient f (h+1)model = f
(h)
obs + F0.





FIGURE 5.3 – Construction des hypothèses de source harmonique par sélection des pics
observés depuis le spectre d’amplitude.
Lors de l’affectation des sinusoïdes à chaque HPS, les cas suivants sont considérés :
· Un seul pic est présent dans l’intervalle : il est alors affecté au HPS.
· Aucun pic n’a été détecté : dans ce cas le pic est ignoré (amplitude nulle). Le nombre
de sinusoïdes affectées à l’HPS ainsi la forme de son enveloppe spectrale sont de
toute manière des facteurs discriminant permettant de valider ou non une hypo-
thèse sur un candidat F0.
· Plusieurs pics sont présents sur l’intervalle : on affecte alors le pic minimisant le
critère MBW1 proposé dans la partie b.1) qui correspond au lissage de l’enveloppe
spectrale. Pour des raisons de simplification en temps de calcul, nous avons choisi
de considérer le partiel le plus proche du modèle harmonique. Dans ce cas, on fa-
vorise uniquement le critère d’harmonicité décrit dans la section 5.1.3.
L’ordre d’extraction des candidats F0 joue un rôle important sur l’efficacité globale
de la méthode. En effet, l’ordre d’affectation des sinusoïdes a un effet sur les erreurs
d’estimations obtenues pour les itérations suivantes. Il est donc important d’estimer les
sources quasi-harmoniques les plus importantes en priorité.
Deux méthodes ont été comparées :
· Méthode 1 : choix prioritaire du candidat F0 de plus faible fréquence et comparaison
itérative avec le candidat 2F0 pour maximiser la vraisemblance. Le calcul de la vrai-
semblance pour un HPS s’effectue avec une fonction de score donnée par l’équation
(5.19) dont le calcul est détaillé ci-après.
· Méthode 2 : choix prioritaire du candidat F0 correspondant à la sinusoïde de plus
forte amplitude et comparaison itérative avec les hypothèses F0/2 puis 2F0 afin de
maximiser la vraisemblance.
1Mean BandWidth (MBW) correspond à la bande passante moyenne de l’enveloppe spectrale du signal
considéré
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Pour cette comparaison, nous avons utilisé une base d’évaluation composée de 10
pièces musicales polyphoniques synthétisées à partir du MIDI en utilisant MIDITOOL-
BOX [ET04]. Nous avons ensuite comparé les performances obtenues avec chacune des
deux approches en utilisant la métrique décrite dans la section 2.2.4 pour obtenir la figure
5.4.


















a) comparatif des erreurs d’estimation (candidats substitués, oubliés ou in-
sérés) triées par ordre croissant de l’erreur totale















b) comparatif de la précision triée par ordre décroissant de F-measure
FIGURE 5.4 – Comparaison des performances moyennes d’estimation F0 multiple entre les
deux méthodes proposées pour la construction des HPS et la technique de transcription
polyphonique BBV-10 [BBV10] sur la base de données de test.
D’après les résultats de cette étude comparative présentés dans la figure 5.4, la mé-
thode 1 est celle qui obtient l’erreur totale la plus faible. On remarque aussi que les deux
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méthodes ont tendance à sous-évaluer la polyphonie (Emiss plus faible) alors que la mé-
thode BBV-10 [BBV10] a tendance à la sur-évaluer (erreurs de substitution et d’insertion
plus importantes). Les résultats montrent que sur cette base d’évaluation, la méthode
BBV-10 est celle qui obtient le meilleur score de précision suivie ensuite par la méthode 2
qui choisit en priorité le candidat F0 correspondant à la sinusoïde de plus forte amplitude.
Ces résultats montrent une différence en précision assez faible entre les deux méthodes
choisies pour la construction des HPS. Nous avons cependant choisit d’utiliser dans notre
implémentation la méthode 1 qui obtient au total un nombre d’erreurs plus faible.
5.1.3 Évaluation des candidats F0
Afin de comparer les hypothèses de candidats F0 entre elles ainsi que pour leur sélection,
il est nécessaire d’estimer leur vraisemblance qui a pour objectif de mesurer la pertinence
entre l’observation et le modèle d’une source quasi-harmonique. Pour son calcul, nous
avons choisi de combiner simultanément plusieurs critères que nous détaillons ci-après.
a) L’harmonicité
Dans le cas d’un instrument parfaitement identifié, il est possible grâce à un modèle phy-
sique spécifique [FR98] de déterminer avec une grande précision la fréquence de chacun
des partiels qui composent la forme d’onde de son signal. L’utilisation de l’information
a priori sur la forme d’onde des sources quasi-harmoniques rentre dans le cadre des sys-
tèmes de transcription polyphonique spécifiques (e.g. transcription du piano [Emi08],
dictionnaire spécifique pour le Matching Pursuit [GB03] ou la NMF [SB03]).
Dans le cas le plus général que nous considérons ici, nous ne possédons aucune in-
formation a priori sur la forme d’onde de chaque source quasi-harmonique qui compose
un signal de mélange polyphonique. Ainsi, nous avons choisi d’utiliser la mesure d’in-
harmonicité proposée par Yeh [YRR10] qui consiste à mesurer l’écart entre le modèle
quasi-harmonique proposé dans la section 2.2.2 et les partiels affectés au HPS. Ce critère











avec Ah l’amplitude de la sinusoïde correspondant à l’harmonique h associé au HPS. Ici
β est un facteur de compression permettant d’équilibrer l’influence des pics de plus forte
amplitude en général présents dans les basses fréquences. Ainsi, dans notre implémen-
tation nous avons fixé β = 0.5 comme proposé initialement dans [YRR10]. Le facteur dh




obs− f (h)model |
α f (h)model
si | f (h)obs − f (h)model | < α f (h)model
1 sinon
(5.12)
où f (h)obs et f
(h)
model sont respectivement la fréquence observée et la fréquence théorique du
modèle quasi-harmonique. Nous réutilisons ici la variable α définie précédemment dans
la section 5.1.2 pour la construction des HPS.
Ainsi, ce descripteur donne une indication sur la qualité de construction des HPS ce-
pendant comme le montrent les figures 5.5 et 5.6, ce critère n’est pas discriminant lorsque
l’on compare F0 avec 2F0. Cela s’explique car les partiels sont supposés être également
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a) par rapport au modèle harmonique sur la
source (HAR(F0) = 0.103 et HAR(2F0) = 0.021)

















b) modèle évolutif sur la source (HAR(F0) =
0.030 et HAR(2F0) = 0.013) (Le facteur d’inhar-
monicité est mis à jour en fonction des observa-
tions)
FIGURE 5.5 – Valeur de l’écart dh pour les partiels d’un son de saxophone.















a) par rapport au modèle harmonique sur la
source (HAR(F0) = 0.0126 et HAR(2F0) =
0.0127)















b) modèle évolutif sur la source (HAR(F0) =
0.0014 et HAR(2F0) = 0.0026) (Le facteur d’in-
harmonicité est mis à jour en fonction des obser-
vations)
FIGURE 5.6 – Valeur de la l’écart dh pour un son sinusoïdal harmonique composé de 30
partiels d’amplitude égale.
espacés. L’utilisation seule du descripteur HAR peut engendrer musicalement des pro-
blèmes d’estimation de hauteur : note exacte mais octave fausse. Il doit donc être utilisé
conjointement avec d’autre critères pour permettre une détection correcte des sources
harmoniques à partir d’un signal de mélange polyphonique.
b) L’enveloppe spectrale
L’enveloppe spectrale nous fournit des informations essentielles sur le timbre de la source
harmonique considérée (cf. section 1.3.4). Les caractéristiques qui nous intéressent dans
le cadre de l’estimation F0 multiple pour caractériser une source quasi-harmonique sont :
· Le lissage de l’enveloppe : caractérisé par une bande passante fréquentielle étroite
de l’enveloppe spectrale.
· La décroissance en amplitude des partiels : malgré la présence de formants (maxima
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locaux), l’enveloppe spectrale d’une source harmonique a tendance à décroître lorsque
que l’on se rapproche des hautes fréquences.
Ces deux caractéristiques peuvent être formalisées par deux descripteurs utilisés par
[YRR10] qui sont respectivement la bande passante moyenne et la centroïde spectrale.
b.1) La bande passante spectrale moyenne
Ce critère a pour objectif de donner une indication sur le lissage de l’enveloppe spec-
trale du HPS considéré. Ainsi, son calcul fait intervenir l’utilisation d’une seconde trans-
formée de Fourier appliquée sur le spectre d’amplitude du signal considéré (cf. section
1.3.4). Ainsi, une enveloppe spectrale lisse sera caractérisée par une concentration de son
énergie dans les basses fréquences et donc une bande passante plus faible.
Le calcul de ce critère s’effectue comme suit :
· Construction d’un signal gh symétrique définit pour h ∈ [−H; H] et correspondant
à l’enveloppe dans le spectre d’amplitude défini en fonction du modèle de source




Ah si h ∈ HPS
0 sinon
(5.13)
où Ah est l’amplitude de la sinusoïde détectée correspondant au partiel h.
· On calcule G[k] = |F [gh]| le spectre d’amplitude du signal gh.







où K est la taille de la transformée de Fourier discrète de gh.
Le critère MBW étant une indication sur la bande passante moyenne, une valeur faible
correspond à une enveloppe spectrale lisse et donc une concentration de l’énergie dans
les basses fréquences. Ce critère est discriminant lorsque l’hypothèse sur le candidat F0
est fausse et correspond à un sous-harmonique (e.g. F0/2). En effet, cela aura pour effet
d’ajouter des 0 dans la fonction gh ce qui aura pour effet d’augmenter la valeur de MBW.
Ce critère peut aussi être utilisé comme critère d’optimisation pour la reconstruction
de l’amplitude des partiels manquants d’une source harmonique.
b.2) Centroïde spectrale
La centroïde spectrale2 est associée à la brillance d’un son d’après [SWT04]. La brillance
est un descripteur du timbre d’un son qui correspond à la clarté ou la précision de la per-







avec B = F902Fmin ou F90 correspond à la fréquence où 90% de l’énergie du spectre est concen-
trée (Spectral Rolloff ) et Fmin est la plus petite fréquence observée dans le spectre.
2SPectral Centroid (SPC)
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Ce critère est un descripteur du timbre qui a donc pour effet de pénaliser les enve-
loppes spectrales anormales (e.g. enveloppe croissante ou formants dans les hautes fré-
quences).
c) Synchronicité
La synchronicité mesure la différence entre le temps de chaque partiel et le centre de
gravité temporel du HPS. Ainsi, si toutes les sinusoïdes appartiennent bien à la même
source, on s’attend que tous les partiels soient synchronisés et que la valeur de ce des-
cripteur soit proche de 0. Il s’agit donc d’un indicateur sur la qualité des pics affectés au
























où φ = ∠S(ω) et −φ′(ω) = − dφ(ω)dω correspond au délai de groupe donné en secondes.
THPS est la moyenne des t¯h appartenant au HPS considéré pondérée par l’énergie corres-
pondant à chaque partiel.
w est un vecteur normalisé de pondération permettant d’accorder plus ou moins d’im-
portance à chaque partiel en fonction de son amplitude et de sa fiabilité. Pour les partiels
incertains (affectés à plusieurs sources harmoniques) on fixe w[h] = 0.
Comme on peut voir sur la figure 5.7, les instants th de chaque partiel sont centrés
en zéro et s’éloignent du centre de gravité lorsque plusieurs sources sont combinées (cf.
figure. 5.7c)). Malheureusement les valeurs des th sont très faibles et ce critère est donc
très sensible. Pour être discriminant, il dépend de l’importance accordée à chaque partiel
(d’où la fenêtre de pondération w) utilisée pour calculer ce critère.
Pour être calculé, nous avons comparé les approches suivantes :
· Le centre de gravité dans le domaine temporel, basé sur l’équation (5.17) obtenu en
synthétisant le partiel à partir de ses paramètres sinusoïdaux,
· la réallocation spectrale, le temps th est directement donné par ∆t à partir de l’équa-
tion (5.5),
· l’expression dans le domaine spectral donnée par (5.18) calculée pour tous les in-
dices appartenant au partiel comme proposé dans la méthode de Yeh[YRR10].
Comme attendu, la méthode de réallocation donne les valeurs les plus précises cen-
trées en 0 (cf. figure 5.7), la méthode temporelle est très proche car basée sur l’estimation
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a) pour la première source harmonique
(∆t ≈ 1.1 · 10−3)









b) pour la seconde source harmonique
(∆t ≈ 1.6 · 10−3)











c) combinaison des deux sources harmo-
niques (∆t ≈ 1.1 · 10−2)
FIGURE 5.7 – Histogramme des th en fonction des combinaisons entre deux sources har-
moniques. Les figures présentent le nombre d’occurrences pour chaque valeur du temps
th observé mesuré en secondes et (Sons de saxophone jouant respectivement les notes Ré[
et Mi).
des paramètre sinusoïdaux dont le délai de groupe. La méthode spectrale proposée initia-
lement par Yeh dépend de la résolution du spectre discret et est basée sur l’approximation
de la dérivée du spectre de phase φˆ′[k] = φ[k+1]−φ[k]Fs/N obtient des valeurs moins précises.
Nous avons donc choisi d’utiliser la réallocation spectrale dans notre implémentation.
5.1.4 Estimation de la polyphonie
Le nombre de sources harmoniques actives simultanément est estimé itérativement en
optimisant la fonction de score qui est une combinaison linéaire des critères proposés
précédemment.
S(HPSm) = p1HAR+ p2MBW+ p3SPC+ p4SYNC. (5.19)
Le choix optimal pour les facteurs appliqués à chaque descripteur est donné par
p = (0.3774, 0.2075, 0.2075, 0.2075). Ce résultat a été obtenu en effectuant des tests sur
une base de données d’évaluation [YRR10]. Dans notre implémentation, nous n’avons
pourtant pas observé de différence significative sur les résultats après l’application de
légère modification sur ces paramètres (e.g. pi = 1/4∀i ∈ [1; 4]). Ne disposant pas la base
114
5.1. ÉTUDE ET PROPOSITION D’UN SYSTÈME COMPLET D’ESTIMATION F0 MULTIPLE
de test pour reproduire les résultats décrits dans [YRR10], nous avons conservé la valeur
proposé pour ce paramètre.




L’estimation de la polyphonie s’effectue de manière itérative en sélectionnant les can-
didats F0 détectés par ordre croissant du score obtenu en appliquant la fonction (5.19).
Pour chaque candidat évalué, la différence de score avec celui du candidat précédent
∆S = SM − SM−1 est calculée. Si ∆S est trop important et dépasse un seuil fixé, alors le
candidat F0 correspondant est ignoré et l’algorithme s’arrête. Il en es de même si l’énergie
portée par le dernier HPS est trop faible (inférieur à un seuil de bruit fixé).
Dans notre implémentation, nous avons choisi d’ignorer l’estimation des multiples
d’un candidat F0 (présence simultanée de F0 et de hF0 pour h ≥ 2). Ainsi, même si, une
fréquence F0 et un ou plusieurs de ses multiples entier son présents en même temps
dans le signal, seul F0 est considéré. Une solution pour l’estimation de la présence des F0
confondus consisterait à optimiser le descripteur MBW (en lissant l’enveloppe) du HPS
correspondant. Cette optimisation pourrait se faire par soustraction de l’énergie portée
par les candidats hF0 pour h ≥ 2 correspondants aux partiels du HPS de F0.
5.1.5 Évaluation comparative du système de transcription proposé
a) Protocole expérimental
On dispose d’une base de données3 utilisée dans [HDB11] composée de 10 pièces mu-
sicales contenant chacune 4 instruments de musique distincts. Le signal correspondant
à chaque instrument a été obtenu par synthèse à partir de la transcription de référence
enregistrée au format MIDI et est donc parfaitement alignée. Les signaux de musique
utilisés sont monophoniques codés sur 16bits et ont été échantillonnés à une fréquence
Fs = 11025Hz. Les mélanges sonores composés par tous les instruments ont été calculés
par addition des signaux.
Pour toutes nos évaluations, nous utilisons la méthodologie d’évaluation décrite dans
la section 2.2.4. Les fonctions d’erreurs qui y sont proposées sont couramment utilisées
par la communauté MIR [BED09].
Nous comparons ainsi les scores obtenus avec les méthodes suivantes :
· FM (Fourer-Marchand) est une implémentation inspirée des travaux de Yeh [Yeh08]
détaillée précédemment,
· YIN est une méthode F0 simple (monophonique) proposée par de Cheveigné et
Kawahara [dCK02]. Nous avons utilisé le code de référence accessible sur la page
de l’auteur4,
· KL-03 est une implémentation personnelle de la méthode d’estimation F0 multiple
proposée par Klapuri en 2003 [Kla03]. Bien que non officielle, cette implémentation
se base sur l’article de l’auteur qui est suffisamment détaillé pour permettre sa mise
en oeuvre. Nous n’avons donc apporté aucune modification ni optimisation par
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· BBV-10 est la méthode d’estimation F0 multiple proposée par Bertin et al.dans [BBV10]
et repose sur l’utilisation de la NMF. Une implémentation officielle est disponible li-
brement avec la boîte à outils DESAM [LBD+10].
Pour l’utilisation de chaque méthode, nous avons tenté lorsque c’était possible, de
choisir les réglages permettant d’obtenir globalement la meilleure précision. Dans le cas
de la méthode FM, nous utilisons par exemple des tailles de fenêtre d’analyse de 92ms
combinée avec un recouvrement de 50%. Pour la méthode YIN, celle-ci ne retourne qu’un
seul candidat F0 même si le signal analysé est polyphonique.
b) Présentation des résultats
Sur les figures 5.8, 5.9 et 5.10, nous présentons les scores de performance (cf. section 2.2.4)
obtenus par les méthodes choisies.
Comme attendu, la méthode YIN est la plus efficace pour l’estimation depuis les si-
gnaux des sources isolées (sources monophoniques la plupart du temps). Pour l’estima-
tion polyphonique à partir du mélange composé de toutes les sources, la technique que
nous proposons obtient le meilleur score Precision ainsi qu’une erreur plus faible dans le
cas polyphonique que l’ensemble des méthodes évaluée. La méthode BBV-10 a tendance
a sur-évaluer la polyphonique. Cela a pour effet de trouver plus de candidats F0 que les
autres méthodes avec un taux d’erreurs d’insertion plus élevé.
Ainsi, pour cette évaluation, YIN est la méthode la plus précise dans le cas monopho-
nique. Dans le cas polyphonique FM semble être la méthode la plus précise mais obtient
des résultats très proches de ceux obtenus par BBV-10.
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a) depuis les source isolées


















b) depuis le mélange
FIGURE 5.8 – Comparaison des scores Precision, Accuracy et Recall obtenus pour l’estima-
tion des F0 en utilisant les méthodes proposées. Les résultats sont triés par ordre décrois-
sant du score Accuracy.
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a) depuis les source isolées













b) depuis le mélange
FIGURE 5.9 – Comparaison du taux d’erreur d’édition (substitution, oubli et insertion)
mesuré par les méthodes d’estimation F0. Les résultats sont triés par ordre croissant de
l’erreur totale.
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a) depuis les source isolées


















b) depuis le mélange
FIGURE 5.10 – Comparaison des scores Accuracy, Recall et F-Measure obtenus pour l’esti-
mation F0 multiple en utilisant les méthodes proposées. Les résultats sont triés par ordre
décroissant de F-Measure.
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5.2 La transcription polyphonique informée
Comme vu précédemment, il est quasiment impossible avec les méthodes de l’état de
l’art d’obtenir une transcription sans erreur à partir d’un signal audio. C’est pourquoi,
on se propose désormais de définir une stratégie permettant de combiner une méthode
de transcription avec de l’information supplémentaire, nécessaire et si possible de taille
minimale, permettant de trouver la transcription exacte Nous nous plaçons ainsi dans la
configuration où nous supposons connues la transcription exacte de chaque source har-
monique avant le processus de mélange (on décrira par la suite comment une telle confi-
guration peut être mise en oeuvre en pratique). Le problème de transcription est ainsi
posé dans une configuration codeur / décodeur similaire à celle proposée dans la figure
3.9 exploitée dans le chapitre 4. Il s’agit désormais de minimiser l’information codée qui
sera transmise avec le mélange analysé tout en garantissant une transcription exacte au
décodeur. Dans cette optique, il convient de définir une stratégie de codage efficace ex-
ploitant au maximum l’information apportée par les méthodes d’analyse classique tout
en corrigeant les erreurs les plus fréquentes avec le minimum d’information.
5.2.1 Formulation du problème
On considère un mélange linéaire instantané discret composé de plusieurs sources (ou





sk[n] + b[n]. (5.20)
D’après (2.23), à chaque signal de source sk[n] correspond un ensemble de notes actives
à chaque instant. A chaque note de musique perçue correspond une fréquence fonda-
mentale F0. Chaque note est codée par son pitch MIDI (cf. section 1.3.3). L’échelle MIDI
permet de représenter 128 notes différentes codées chacune avec 7 bits. Cette résolution
s’avère suffisante pour effectuer des opérations sur le signal comme il a été proposé dans
[HDB11, ES06, GSMA10] pour la séparation de sources informée par la partition (cf. sec-
tion 5.3).
Nous avons vu dans la section 5.1 qu’un estimateur F0 multiple peut, malgré ses er-
reurs, donner une approximation à chaque instant de l’ensemble des notes actives dans
un mélange musical sans aucune information a priori sur les règles harmoniques utilisées
en musique. Cependant un tel estimateur n’est pas capable sans information a priori de
séparer la partition correspondante à chaque instrument présent dans le mélange.
Comme un système de transcription obtient toujours de meilleurs résultats (cf. section
5.2.2) lorsque la polyphonie est plus faible (cf. section 2.1.2), il est possible lorsque l’on
possède les signaux isolés qui composent un mélange, de les utiliser pour obtenir une
estimation plus précise de la transcription du mélange. Ainsi, en appliquant sur chaque
signal isolé une estimation de la transcription, on obtient une transcription de référence
qui pourra être utilisée dans une configuration de type codeur / décodeur similaire aux
approches proposées dans la section 3.3.1.
Notre objectif est de proposer un système combinant simultanément un estimateur F0
multiple classique (non informé) avec du codage pour améliorer les performances glo-
bales. Ce système basé sur une configuration codeur / décodeur possède les objectifs
suivants :
· garantir que l’estimation instantanée des notes actives dans le mélange noté Ωˆ[n]
(sans séparer les instruments) est identique à l’ensemble de référence noté Ω[n]
(calculé à partir des pistes séparées),
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· affecter à chacun des instruments un ensemble de notes qui lui correspond noté
Πk[n],
· utiliser pour l’information complémentaire une quantité d’information plus faible
que celui nécessaire pour le codage de la transcription (car dans ce cas, l’estimateur
F0 multiple appliqué sur le mélange devient inutile).
L’estimateur F0 multiple classique est utilisé à la fois au codeur et au décodeur et per-
met d’obtenir une approximation de la transcription attendue avec des erreurs. L’infor-
mation transmise codée sert à corriger les erreurs et à affecter les candidats F0 à chacune
des sources correspondantes.
Pour la suite, nous utilisons les notations suivantes. Π(t)k représente l’ensemble des
notes (code du pitch MIDI) actives à l’instant t pour la source k et |Π(t)k | ∈ [0, Lk] est le




k est l’ensemble de
toutes les notes actives (chaque élément est unique) pour toutes les sources confondues
et Ωˆ(t) est son estimation calculée à partir d’un estimateur F0 multiple appliqué sur le
signal de mélange x[n]. D’après la configuration proposée pour l’analyse informée (cf.
figure 3.9), les paramètres de référence Π(t)k sont supposés connus au codeur. Ils peuvent
être plus facilement estimés à partir d’un estimateur F0 multiple appliqué sur chaque
signal source sk[n] avant le processus de mélange.
L’information supplémentaire notée I (t) calculée au codeur et utilisée au décodeur est
calculée à l’aide de l’algorithme prop dans la section b.1). Cette information, est ensuite
combinée avec l’estimation Ωˆ(t) obtenue en analysant le mélange x[n] avec l’estimateur
F0 multiple choisi.
5.2.2 Analyse des erreurs des systèmes de transcription polyphonique
Les codeurs efficaces utilisés en compression ou plus généralement pour le codage de
source (cf. chapitre 3) tiennent compte des propriétés statistiques des données représen-
tées. Ainsi, les données ayant une fréquence (ou une probabilité) d’apparition plus élevée
ont une entropie plus faible et peuvent être codées avec moins de bits que les données
moins fréquentes.
Comme dans le chapitre 4, on cherche ici à minimiser le nombre de bits utilisés per-
mettant de corriger les erreurs tout en tenant compte de l’information apportée par un
estimateur.
Pour cela, on se propose d’analyser en détails les erreurs obtenues avec les systèmes
de transcription proposés précédemment. Pour cela nous choisissons le protocole expéri-
mental décrit dans la section 5.1.5 utilisant la même base de données ainsi que les même
paramètres pour les 4 méthodes d’estimation F0. Ainsi les figures 5.11, 5.12, 5.13 et 5.14
présentent pour chacune des méthodes la répartition des candidats F0 estimés en dis-
tinguant les erreurs d’octave (Overtone) pour lesquelles la note estimée porte le même
nom mais se trouve à une octave différente et les erreurs de substitution mesurées en
demi-tons qui ne sont pas des erreurs d’octave. En effet, certaines applications comme la
détection d’accord peuvent tolérer les candidats F0 présentant une erreur d’octave pour
lesquels le nom de la note correspondante a bien été estimé. Les erreurs de candidat man-
quant (Missing) ou les fausses détections (False Alarm) sont spécifiques à l’estimation F0
multiple et permettent de déterminer les erreurs d’estimation de la polyphonie.
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D’après les histogrammes obtenus (cf. figures 5.11, 5.12, 5.13 et 5.14), on remarque que
la distribution des erreurs de substitution et d’octave varie en fonction de la méthode
utilisée. On note aussi que certaines méthodes comme BBV-10 et KL-10 ont tendance à
surestimer la polyphonie avec un taux de fausses détections (False Alarm) souvent supé-
rieur au taux de candidats correctement estimés (OK). D’après ces observations, la mise
en place d’une stratégie de codage générique pour la correction des erreurs d’estimation
de chaque candidat F0 basée sur l’application de transformations simples ne semble donc
pas évidente. En effet, leur application nécessite d’identifier le type d’erreur, puis d’appli-
quer la transformation correspondante, ce qui risque d’augmenter la taille des données
nécessaires. On se propose donc de résoudre ce problème par 2 systèmes de codage dé-
crits ci-après permettant de corriger les erreurs les plus fréquentes (fausses détections)
avec un codage minimal (1 seul bit).
5.2.3 Systèmes de codage proposés
Les principales erreurs sont les insertions et les suppressions [PE06] qui correspondent
respectivement à l’ajout de mauvais candidats F0 ou le fait que certains candidats F0
soient absents. En pratique ces type d’erreurs peuvent être corrigés de la manière sui-
vante :
· Suppressions : tout candidat F0 manquant doit être inséré en codant la valeur de la
hauteur correspondante. Ce codage peut être effectué de manière relative en sub-
stituant la valeur de la hauteur d’une note présente non valide, soit de manière
absolue en indiquant la hauteur de la note.
· Insertions : les mauvais candidats F0 doivent être supprimés par invalidation, par
exemple en utilisant un bit pour coder l’information (vrai/faux). La quantité to-
tale d’information utilisée dépend ainsi du nombre de candidats F0 détectés par le
système de transcription. Sa quantité peut être limitée en fixant une borne sur le
nombre maximum de candidats détectés avec le risque d’ignorer d’éventuels can-
didats valides qui devront être insérés par la suite.
D’après ces observations, on propose deux systèmes de codage basés sur une analyse
à court terme des signaux musicaux. On suppose que l’on se place dans la configuration
de type codeur / décodeur décrite dans la figure 3.9 où l’on dispose de la transcription
exacte uniquement au codeur et d’un système de transcription classique (non informé).
Chacun des système de codage proposé génère au codeur un code binaire noté I (t) qui
est ensuite transmis au décodeur en même temps que le signal d’observation. Le signal
analysé est composé de plusieurs instruments. On note Ω(t) l’ensemble des F0 de réfé-
rence et Ωˆ(t) l’ensemble des F0 estimés actifs dans le mélange, toutes sources confondues
à l’instant t. Ω˜(t) est l’ensemble F0 calculé au décodeur obtenu par transformation du
couple (Ωˆ(t), I).
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a) répartition des candidats F0 estimés à partir des
source séparées (monophonique)


















b) erreurs d’octave (monophonique)





















c) erreurs de substitution (monophonique)





















d) répartition des candidats F0 estimés depuis le mé-
lange(polyphonique)



















e) erreurs d’octave (polyphonique)






















f) erreurs de substitution (polyphonique)
FIGURE 5.11 – Histogramme des erreurs d’estimation F0 mesurées en utilisant la méthode
FM proposée. Les erreurs sont classées par type (bien estimé, erreur d’octave, erreur de
substitution, candidats manquants ou insérés). Les erreurs d’octave et de substitutions
sont détaillées par la suite.
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b) erreurs d’octave (monophonique)



















c) erreurs de substitution (monophonique)


















d) répartition des candidats F0 estimés depuis le mé-
lange (polyphonique)



















e) erreurs d’octave (polyphonique)






















f) erreurs de substitution (polyphonique)
FIGURE 5.12 – Histogramme des erreurs d’estimation F0 mesurées en utilisant la méthode
BBV-10 [BBV10].Les erreurs sont classées par type (bien estimé, erreur d’octave, erreur
de substitution, candidats manquants ou insérés). Les erreurs d’octave et de substitutions
sont détaillées par la suite.
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b) erreurs d’octave (monophonique)




















c) erreurs de substitution (monophonique)



















d) répartition des candidats F0 estimés depuis le mé-
lange (polyphonique)




















e) erreurs d’octave (polyphonique)



















f) erreurs de substitution (polyphonique)
FIGURE 5.13 – Histogramme des erreurs d’estimation F0 mesurées en utilisant la méthode
KL-03 [Kla03]. Les erreurs sont classées par type (bien estimé, erreur d’octave, erreur de
substitution, candidats manquants ou insérés). Les erreurs d’octave et de substitutions
sont détaillées par la suite.
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d) répartition des candidats F0 estimés depuis le mé-
lange (polyphonique)




















e) erreurs d’octave (polyphonique)















f) erreurs de substitution (polyphonique)
FIGURE 5.14 – Histogramme des erreurs d’estimation F0 mesurées en utilisant la méthode
YIN [dCK02].Les erreurs sont classées par type (bien estimé, erreur d’octave, erreur de
substitution, candidats manquants ou insérés). Les erreurs d’octave et de substitutions
sont détaillées par la suite.
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a) Système M1 par validation, suppression et insertion des candidats F0 à court terme
Ce codage proposé considère un ensemble des candidats F0 actifs à chaque instant noté
Ω(t). En fonction des candidats proposés par l’estimateur, un seul bit est utilisé pour
valider ou non chacune des transformations suggérées par l’estimateur. Les ordres d’in-
sertion/suppression manquants sont ensuite ajoutés en dernier par codage. Le code ainsi
généré dépend de l’estimation Ωˆ(t) supposée identique au codeur et au décodeur.
Le codeur proposé est décrit par l’algorithme 4 qui génère un mot I qui est envoyé
au décodeur en même temps que le signal de mélange x(t). L’information I garantit de
pouvoir retrouver Ω(t) à partir du signal de mélange combiné à un estimateur.
a.1) Codeur
Cet algorithme calcule à chaque instant t les ensembles Pinsert et Psuppr en utilisant
l’estimation Ωˆ(t) obtenue en appliquant le système de transcription sur le signal de mé-
lange x(t). Les ensembles Pinsert et Psuppr permettent d’effectuer toutes les transforma-
tions (d’insertion et de suppression de candidats F0) permettant d’obtenir ˆΩ(t) à partir de
Ω˜(t−1). Pour chaque transformation, le code I est mis à jour en y ajoutant 1 ou 0 permet-
tant d’indiquer si l’acceptation ou non de chaque transformation.
a.2) Décodeur
Le décodeur reçoit l’information I calculée par l’algorithme 4 ainsi que le signal de
mélange x(t). Le décodage consiste à estimer la transcription à partir du mélange puis de
corriger les estimations grâce à I . Ainsi, l’algorithme de décodage proposé reprend les
même étapes que le codeur mais en lisant cette fois I .
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Algorithme 4 Codeur basé sur les événements insertion/suppression
données :Ω(t) :transcription de référence, x[n] signal de mélange
sorties :I : information transmise au décodeur
variables :Ω˜(t) : transcription corrigée




tant que t ≤ durée faire
{génère les ensembles de candidats Pinsert et Psuppr}
Pinsert ← Ωˆ(t) − Ωˆ(t) ⋂ Ω˜(t)
Psuppr = Ω˜(t) − Ωˆ(t) ⋂ Ω˜(t)
{validation des candidats p ∈ Psuppr et mise à jour de Ω˜(t)}
pour p ∈ Psuppr faire
si p /∈ Ω(t) alors
I ← (I , 1)
Ω˜(t) ← Ω˜(t) − p
sinon
I ← (I , 0)
fin si
fin pour
{validation des candidats p ∈ Pinsert et mise à jour de Ω˜(t)}
pour p ∈ Pinsert faire
si p ∈ Ω(t) alors
I ← (I , 1)
Ω˜(t) ← Ω˜(t) ⋃ p
sinon
I ← (I , 0)
fin si
fin pour
{Codage et mise à jour des candidats manquants Pmanqu}
si Ω(t) 6= Ω˜(t) alors
P′insert ← {p|(p ∈ Ω(t)) ∧ (p /∈ Ω˜(t))}
P′suppr ← {p|(p /∈ Ω(t)) ∧ (p ∈ Ω˜(t))}




t← t + 1
fin tant que
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Algorithme 5 Décodeur corrigeant les événements insertion/suppression générés à par-
tir de l’estimation de la transcription Ωˆ(t).
données :x[n] signal de mélange, I
sorties :Ω˜(t) : transcription corrigée (Ω˜(t) = Ω(t))
Calcul de Ωˆ(t) à partir de x(t) le signal d’observation
t← 0
Ω˜(t) ← ∅
tant que t ≤ durée faire
{génère les ensembles de candidats Pinsert et Psuppr}
Pinsert ← Ωˆ(t) − Ωˆ(t) ⋂ Ω˜(t)
Psuppr = Ω˜(t) − Ωˆ(t) ⋂ Ω˜(t)
{validation des candidats p ∈ Psuppr et mise à jour de Ω˜(t)}
pour p ∈ Psuppr faire
si lecture(I) = 1 alors
Ω˜(t) ← Ω˜(t) − p
fin si
fin pour
{validation des candidats p ∈ Pinsert et mise à jour de Ω˜(t)}
pour p ∈ Pinsert faire
si lecture(I) = 1 alors
Ω˜(t) ← Ω˜(t) ⋃ p
fin si
fin pour
{Mise à jour des candidats manquants Pmanqu}
P′insert ← D(lecture(I))
P′suppr ← D(lecture(I))
Ω˜(t) ← (Ω˜(t) ⋃ P′insert)− P′suppr
Ω˜(t+1) ← Ω˜(t+1)
t← t + 1
fin tant que
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b) Système M2 utilisant un suivi temporel
Dans un soucis de réduire la taille de I nous proposons une version modifiée du système
de codage précédent intégrant les deux modifications suivantes :
· codage prédictif de la transcription : on suppose Ω˜(t+1) = Ω˜(t),
· prise en compte de la polyphonie : chaque source k possède une transcription propre
notée Π(t)k pouvant être calculée à partir de Ω
(t).
Le nouvel algorithme proposé considère un mélange x(t) composé de plusieurs sources
sk(t). L’ensemble Ω(t) correspond à l’ensemble des notes distinctes actives à l’instant t
dans le mélange x(t) et l’ensemble Π(t)k est l’ensemble instantané des notes actives pour
la source k.
b.1) Codeur
Comme pour l’algorithme 4, on calcule un code binaire I (t) basé sur les transforma-
tions de type insertion/suppression ou prediction qui doivent être appliquées pour retrou-
verΩ(t) à partir de l’estimation Ωˆ(t) donnée par un système de transcription classique. Le
codeur utilise comme variable Ω˜(t) qui est la transcription corrigée pouvant être calculée
à partir de I . Il n’y a donc pas d’autres informations à coder lorsque l’on obtient l’identité
Ω˜(t) = Ω(t).
Dans un premier temps (cf. figure 5.15), on code sur 1 bit l’égalité entre Ω(t) et Ω(t−1).
Cette information est utilisée par le décodeur pour déterminer si la prédiction Ω˜(t) ←
Ω˜(t−1) doit être utilisée ou si Ω˜(t) doit être calculé en utilisant l’estimation. Ainsi, l’hypo-
thèse de prédiction utilisée suppose que chaque note active est maintenue à l’instant sui-
vant et qu’aucune nouvelle note n’est ajoutée. Dans ce cas, l’estimation Ωˆ(t) est ignorée,
ce qui réduit significativement le temps de calcul et la taille des données nécessaires pour
la correction des erreurs. Quand cette égalité n’est pas vérifiée, le même mécanisme basé
sur les insertions/suppressions proposé par l’algorithme 4 est utilisé. Cette première par-
tie de l’algorithme est décrit par la figure 5.15. Tous les bits calculés (0 = faux, 1 = vrai)
sont concaténés à I (t). Lorsque toutes les transformations sont traitées, si Ω˜(t) 6= Ω(t), les
opérations restantes sont codées dans I (t).
Dans un deuxième temps (cf. figure 5.16), l’ensemble des notes actives pour chaque
source noté Π(t)k est codé en utilisant une stratégie similaire. On utilise 1 bit pour dé-
terminer si on utilise la prédiction Π˜(t)k ← Π˜(t−1)k . Sinon, les candidats pour insertion et
suppression sont générés à partir de Ω˜(t). Ainsi, les candidats qui n’appartiennent pas à
l’intersection Ω˜(t)
⋂
Π(t)k sont insérés ou supprimés en fonction de leur présence dans Ω˜
(t)
(insertion) ou dans Π(t)k (suppression). Chaque opération est alors validée ou annulée en
utilisant un codage sur 1 bit. Il n’est pas nécessaire de coder les candidats F0 pour chaque
source car l’ensemble de tous les F0 actifs Ω˜(t) a été corrigé lors de la première étape.
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Ω˜(t) ← Ω˜(t−1)
si Ω(t) = Ω(t−1)
Pins = Ωˆ(t) − Ωˆ(t) ⋂ Ω˜(t−1)
Psup = Ω˜(t−1) − Ωˆ(t) ⋂ Ω˜(t−1)
∀p ∈ Psup
si p /∈ Ω(t)
∀p ∈ Pins
si p ∈ Ω(t)
mise à jour de Ω˜(t)
avec Pins Psup
si Ω˜(t) 6= Ω(t)
mise à jour de




FIGURE 5.15 – Schéma du système de codage utilisé pour calculer I (t) nécessaire pour
obtenir Ω˜(t) = Ω(t) à partir de l’estimation Ωˆ(t). La réponse à chaque test “si ...” est codée
par un seul bit (1 ou 0) excepté pour l’étape finale de mise à jour de I (t) plus coûteuse.




si p /∈ Π(t)k
∀p ∈ Pins
si p ∈ Π(t)k
Pins = Ω˜(t) − Ω˜(t) ⋂ Π˜(t−1)k









FIGURE 5.16 – Schéma de l’algorithme utilisé pour calculer le code qui permet au déco-
deur de retrouver Π˜(t)k à partir de Ω˜
(t). La réponse à chaque test “si ...” est codée par un
seul bit (1 ou 0) qui s’ajoute au débit initial permettant de calculer Ω˜(t).
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b.2) Décodeur
Au décodeur, on dispose uniquement du mélange x(t) et de l’information codée I (t)
(les signaux sk(t) et la transcription Ω(t) sont inconnus). On initialise Ω˜(0) = Π˜
(0)
k = ∅
puis on utilise le système de transcription sur x(t) pour obtenir Ωˆ(t). Les opérations de
prédiction / insertion / suppression générées pour mettre à jour Ω˜(t) sont corrigées en
utilisant I (t).
Ce traitement est effectué par une lecture séquentielle de I (t) où chaque bit permet de
définir si l’opération de mise à jour doit être effectuée ou ignorée. Une fois Ω˜(t) obtenu,
la même opération est appliquée pour chaque source sk(t).
Ainsi, le processus de décodage utilise le même schéma décrit pour le codeur présen-
tés dans les figures 5.15 et 5.16. Le principe de prédiction utilisant un seul bit lu permet
d’augmenter la robustesse de correction de la transcription qui suppose que Ωˆ(t) est iden-
tique au codeur et au décodeur. La prédiction permet de tolérer certaines différences qui
peuvent se produire en cas d’ajout de bruit ou lors de l’utilisation d’un système de ta-
touage audio numérique comme proposé dans la méthode décrite dans la section 5.3.
Dans ce cas, l’estimateur est utilisé pour introduire les nouveaux événements (fréquence
des candidats F0 pour les débuts et fins de note), ainsi les erreurs se produisant lorsque les
notes maintenues n’ont plus à être corrigées car un bit suffit pour indiquer au décodeur
d’utiliser la prédiction.
5.2.4 Évaluation comparative des systèmes de transcription proposés
On se propose désormais de comparer sur nos exemples sonores la taille des données
codées permettant de retrouver la transcription exacte. Pour cela on réutilise le même
protocole expérimental que celui décrit précédemment. La figure 5.17 compare le nombre
de bits utilisés pour informer les méthodes de transcription évaluées sur la base de test
en utilisant chacun des système de codage (M1 et M2 détaillés dans la section 5.2.3).
Pour la figure 5.17, on compare ce nombre de bits avec celui nécessaire dans le cas sans
estimateur (None) et celui nécessaire si on disposait d’un estimateur oracle parfait. Dans
le cas sans estimateur, on fixe Ωˆ(t) = ∅. Nous avons bien sûr vérifié que dans tous les
cas, la taille des données utilisée par les systèmes M1 et M2 reste bien inférieure à celle
du fichier MIDI correspondant. L’ordre de grandeur de cette différence est illustré dans
les résultats présentés dans la table 5.2.
Pour chaque méthode, la figure 5.18 présente le gain en nombre de bits observé pour
chaque système M1 et M2 en utilisant un estimateur. Dans le cas où le gain est négatif, cela
signifie que la correction des erreurs est plus coûteuse que le codage de la transcription
seule sans estimateur. On observe donc que la méthode M2 permet d’obtenir la plupart
du temps un gain supérieur à la méthode M1.
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a) depuis les source isolées

















b) depuis le mélange
FIGURE 5.17 – Comparaison du nombre de bits utilisés pour chaque système de codage
pour informer les méthodes d’estimation F0 appliquées sur la base de données d’évalua-
tion. Les résultats sont triés par ordre croissant de bits utilisés pour la méthode M2.
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a) depuis les source isolées













b) depuis le mélange
FIGURE 5.18 – Comparaison du gain en pourcentage de nombre de bits apporté par l’uti-
lisation d’un estimateur. Les résultats sont triés par ordre décroissant du pourcentage de
gain sur M2.
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5.3 Application à la séparation de sources informée
Le problème de la séparation de sources à partir d’un mélange musical décrit en détail
dans le chapitre 2 consiste à retrouver les signaux sk correspondant à chacune des entités
qui composent un mélange en ne disposant que d’une ou plusieurs observations de celui-
ci. Dans notre cas, on cherche à estimer les signaux des instruments de musique pouvant
jouer des notes (e.g. saxophone, guitare, piano,...) qui composent un signal de mélange
mono-canal. Il s’agit d’un problème difficile à résoudre sans information complémen-
taire, car il s’agit d’une configuration sous-déterminée (nombre de sources supérieur au
nombre d’observations). Dans notre cas, nous souhaitons exploiter la connaissance de
la transcription et de la structure particulière du signal de chacune des sources pour ef-
fectuer la séparation. Comme la transcription d’un mélange polyphonique est difficile à
obtenir, on choisi ici de l’estimer grâce au système de codage proposé en se plaçant dans
une configuration particulière où la séparation de sources audio informée [PG11, Knu05]
est applicable.
5.3.1 Aperçu de la méthode
On se place dans une configuration codeur / décodeur comme décrite par la figure 5.19














































FIGURE 5.19 – Schéma d’un système de séparation de sources informée utilisant une
configuration codeur / décodeur.
Au codeur, on suppose que le signal de chaque source sk[n] est exactement connu
avant le processus de mélange. La transcription de référenceΠ[n]k de chaque source isolée
est estimée en utilisant le système de transcription proposé (cf. section 5.1.5). L’infor-
mation nécessaire permettant de retrouver chaque source isolée à partir du mélange est
codée en utilisant une méthode de codage (M1 ou M2) décrite précédemment dans la sec-
tion 5.2.3. Pour le système proposé, l’information supplémentaire I résultant du codage
est tatouée de façon inaudible dans le signal du mélange.
Au décodeur où les sources sk[n] sont inconnues, on extrait l’information du mélange
en inversant le processus de tatouage. L’information extraite est utilisée pour la correction
des erreurs de transcription obtenue à partir du mélange tatoué xW [n] tel que décrit dans
la section 5.2.3 pour le décodage. A l’aide de la transcription corrigée, on applique une
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méthode de séparation de sources informée par le MIDI classique telle que [HDB11] pour
estimer les différents signaux sˆk[n] from xW [n].
5.3.2 Le tatouage audio numérique
L’information supplémentaire I (t) calculée par le codeur est cachée de manière inaudible
grâce à une méthode de tatouage audio numérique. Compte tenu du faible débit néces-
saire pour coder une partition musicale (en général moins de 2kbs pour un fichier MIDI)
on choisit une technique de tatouage basé sur le bit de poids le plus faible, Least Significant
Bit (LSB) afin de coder l’information dans la représentation binaire de chaque échantillon
du signal. Malgré un débit plus faible que les techniques utilisant QIM, cette approche
présente plusieurs avantages pour notre problème :
· la bande passante réservée au tatouage est suffisante, en effet un signal échan-
tillonné à 44.1kHz permet de tatouer de l’information à un taux de 44.1kbps (1 bit
par échantillon),
· le temps de calcul se retrouve amélioré, en effet il n’est pas utile d’estimer un
masque perceptif pour connaître la capacité du signal. Le décodage s’en retrouve
simplifié car on sait à l’avance où se trouve l’information tatouée. Des tests d’écoute
informels que nous avons réalisé ont montré que l’utilisation d’un seul bit pour le
tatouage était quasiment imperceptible,
· l’opération de codage/décodage est déterministe, bien qu’un système de transcrip-
tion polyphonique soit plus robuste aux perturbations sur un signal et permette
de retrouver dans certains cas exactement la même transcription à partir de deux
versions bruitées provenant d’un même signal. Ce système de tatouage garantit
l’existante d’un quantificateur Q permettant de vérifier l’égalité Q(x) = Q(xW). En
effet, il suffit de récupérer la valeurs des échantillons en ignorant ou en fixant une
valeur arbitraire pour les bits tatoués.
La capacité d’une telle approche peut évidemment être aisément augmentée en calcu-
lant un masque perceptif et en appliquant le tatouage sur une représentation mieux adap-
tée (plus parcimonieuse) du signal comme cela est couramment proposé dans [Bar06,
GMai, Liu07].
5.3.3 La séparation de sources informée par la partition
Après l’étape de décodage permettant d’obtenir une transcription de chaque signal uti-
lisant la quantification MIDI, les signaux correspondant à chaque source isolée peuvent
être séparés du mélange en utilisant une méthode de séparation de sources adéquate
permettant d’exploiter l’information a priori apportée par la transcription. Dans nos ex-
périmentations, nous avons comparé une méthode de l’état de l’art [HDB11] utilisant
la NMF avec d’autres approches que nous avons développé dans nos travaux utilisant
respectivement la modélisation sinusoïdale ainsi que le filtrage du mélange.
a) Factorisation du spectrogramme
Cette méthode basée sur l’utilisation de la NMF a pour objectif de décomposer le spectro-
gramme d’amplitude qui correspond à une matrice notée X de dimension F × T. Cette
décomposition permet d’obtenir un produit de deux matrices dont les coefficients sont
positifs ou nuls :
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X ≈ Xˆ = WH (5.21)
où W ∈ RF×R correspond à un dictionnaire d’atomes de sources quasi-harmoniques
composé de l’ensemble des notes de musique possibles. La matrice H ∈ RR×T corres-
pond à un dictionnaire d’activations temporelles. Cette décomposition s’accompagne
aussi d’une réduction du rang de la matrice X telle que (FR+ RT  FT). Les matrices W
et H sont obtenues en initialisant ces matrices à partir de la transcription de référence (ce
qui a pour effet de contraindre les activations et les atomes harmoniques correspondants
aux notes actives).
Dans nos expérimentations, nous avons utilisée la méthode proposée par Hennequin
[HDB11] qui a la particularité d’utiliser un dictionnaire W de sources harmoniques pou-
vant varier dans le temps. Cette méthode a montré des résultats comparables à l’approche
PLCA (Probabilistic Latent Component Analysis) [GSMA10] qui compte à ce jour parmi les
plus efficaces.
b) Séparation par modélisation sinusoïdale
D’après le modèle de source harmonique décrit par (2.23), il est possible d’affecter les
composantes sinusoïdales qui correspodent à une source quasi-harmonique (cf. équation
2.23) pour une fréquence fondamentale donnée. Pour cela, on effectue un traitement en
trois étapes qui consiste à :
· extraire et estimer les composantes sinusoïdales à partir du signal en utilisant la
méthode proposée dans la section 5.1.1
· construire les HPS correspondant à chaque fréquence fondamentale en utilisant la
méthode Harmonic Matching décrite dans la section 5.1.2,
· reconstruire l’amplitude et de la phase des composantes sinusoïdales en collision
avec d’autres sources par interpolation.
Pour l’estimation de chaque signal source, nous avons utilisé un algorithme de suivi
de partiels (cf. section 2.1.4) basée sur la prédiction linéaire comme proposé par Lagrange
et al.[LMR04b]. Les détails d’implémentation sont identiques à ceux utilisés dans la sec-
tion 4.4.2. Pour traiter les collisions (partiels affectés à plusieurs sources), nous effectuons
une reconstruction des paramètres d’amplitude et de phase à partir des composantes
“plus fiables” par interpolation (cf. section 1.1.2). Pour la resynthèse, nous utilisons l’in-
terpolation polynomiale proposée dans [GMdM+03].
c) Séparation par filtrage
Dans cette configuration, la transcription et le modèle d’une source harmonique (cf. sec-
tion 2.2.2) sont utilisés pour déduire le masque TF de chaque source. Ainsi, les maxima
locaux détectés dans le spectre sont affectés aux pics du peigne de Dirac associé à chaque
note active de fréquence F0. Pour chaque pic affecté à plus de deux signaux sk différents,
Every et Szymanski [ES06] proposent de calculer le spectre de chaque note p en filtrant
localement le spectre du mélange au voisinage du pic détecté.
Nous avons choisi d’implémenter le filtre suivant qui isole le pic du reste du signal en
appliquant une fonction de type gaussienne centrée sur la fréquence centrale interpolée
f ph = hF0 du pic. La fonction de transfert de ce filtre est définie par :
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Gˆp[k] = Aph · exp
(






avec Aph l’amplitude interpolée (à partir des pics voisins) pour le partiel h de la source
harmonique considérée. Ici fk = k FsN est la fréquence en Hertz de l’indice du pic dans le
spectre discret k ∈ [b f
p
h
Fs Nc − 3; b
f ph
Fs Nc+ 3]. Le paramètre σ = 0.25 permet de paramétrer
la largeur de la fonction gaussienne appliquée.
Le filtre final qui est obtenu après normalisation est défini pour l’ensemble Q des








Pour évaluer le système proposé nous avons utilisé 3 extraits musicaux de 20 secondes,
synthétisés à partir d’un fichier MIDI en utilisant un expandeur. Nous avons utilisé l’ex-
pandeur EXS245 qui permet de produire des sons réalistes. La composition de chaque




1 3 flûte, piano et contrebasse
2 4 flûte, piano, contrebasse et batterie
3 4 B3, piano, contrebasse et batterie
TABLE 5.1 – Description des extraits sonores utilisés pour l’évaluation du système de
séparation de sources informée par l’estimation F0 multiple.
Nous comparons dans un premier temps (cf. figures 5.20, 5.21 et 5.22) les résultats de
transcription obtenus en appliquant les techniques d’estimation des F0 sur chaque source
isolée puis sur le mélange. Pour cela, nous utilisons comme référence la transcription
utilisée pour la synthèse des signaux.
Dans les figures 5.23 et 5.24 nous présentons les débits obtenus en combinant les mé-
thodes de codage M1 et M2 avec chacun des systèmes de transcription. Nous comparons
ces résultats avec le débit nécessaire pour informer la transcription exacte (l’oracle) et
sans estimateur (none). En effet, les systèmes de codage M1 et M2 nécessitent un débit
minimal permettant d’informer que la transcription utilisée est identique à celle de réfé-
rence. Dans le cas du codage sans estimateur, chaque méthode doit insérer par codage la
valeur de toutes les notes manquantes.
Les figures 5.25, 5.26 et 5.27 présentent les résultats de séparation de source en fonc-
tion de la transcription de référence puis détaillée pour chaque source en utilisant la
meilleure transcription. Ces résultats sont présentés en comparant chacune des trois tech-
niques de séparation de sources proposées.
5EXS24 est un expandeur logiciel présent dans l’application professionnelle Logic Audio http://www.
apple.com/fr/logic-pro/
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a) Évaluation de l’estimation F0 multiple informée
Nous présentons dans la table 5.2 les débits obtenus en combinant chaque système de
codage avec le meilleur estimateur permettant de retrouver la transcription de référence.
Comme le montre les expérimentations de la figure 5.23, la méthode FM est celle qui
obtient toujours le débit le plus faible quelque soit le système choisi (M1 ou M2). Dans
ces exemples, la système M1 obtient des débits plus faible que M2. On observe également
un gain à chaque fois que l’estimateur FM est combiné avec un système de codage par
rapport au codage pur. Dans tous les cas, le codage pur utilisant le format MIDI nécessite
un nombre de bits plus important.
Codage Extrait 1 Extrait 2 Extrait 3
M1 (avec le meilleur estimateur) 2877 bits (FM) 2123 bits (FM) 2959 bits (FM)
M1 (sans estimateur) 3373 bits 2531 bits 3553 bits
M2 (avec le meilleur estimateur) 3621 bits (FM) 2327 bits (FM) 3926 bits (FM)
M2 (sans estimateur) 4085 bits 2642 bits 4521 bits
fichier MIDI 16808 bits 14896 bits 20400 bits
TABLE 5.2 – Nombre de bits utilisés en fonction du codage permettant d’obtenir la trans-
cription exacte. Lorsque le codage est combiné avec un estimateur, celui-ci est appliqué
sur le signal de mélange tatoué. Le meilleur estimateur considéré est celui qui permet de
minimiser le nombre de bits utilisés.
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a) depuis les sources séparées de l’extrait 1
















b) depuis les sources séparées de l’extrait 2

















c) depuis les sources séparées de l’extrait 3















d) depuis le mélange de l’extrait 1
















e) depuis le mélange de l’extrait 2
















f) depuis le mélange de l’extrait 3
FIGURE 5.20 – Score Accuracy, Precision et Recall obtenu pour chaque technique d’estima-
tion F0 multiple.
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a) depuis les sources séparées de l’extrait 1













b) depuis les sources séparées de l’extrait 2















c) depuis les sources séparées de l’extrait 3


















d) depuis le mélange de l’extrait 1











e) depuis le mélange de l’extrait 2













f) depuis le mélange de l’extrait 3
FIGURE 5.21 – Classification des erreurs pour chaque technique d’estimation F0 multiple.
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a) depuis les sources séparées de l’extrait 1
















b) depuis les sources séparées de l’extrait 2

















c) depuis les sources séparées de l’extrait 3















d) depuis le mélange de l’extrait 1
















e) depuis le mélange de l’extrait 2
















f) depuis le mélange de l’extrait 3
FIGURE 5.22 – Score Precision, Recall et F-Measure calculés pour chaque technique d’esti-
mation F0 multiple.
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a) depuis les sources séparées de l’extrait 1
















b) depuis les sources séparées de l’extrait 2

















c) depuis les sources séparées de l’extrait 3
















d) depuis le mélange de l’extrait 1













e) depuis le mélange de l’extrait 2

















f) depuis le mélange de l’extrait 3
FIGURE 5.23 – Quantité d’information utilisée pour calculer la transcription de référence
à partir de l’estimation calculé pour chacune des techniques d’estimation F0 multiple.
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a) depuis les sources séparées de l’extrait 1


















b) depuis les sources séparées de l’extrait 2















c) depuis les sources séparées de l’extrait 3














d) depuis le mélange de l’extrait 1















e) depuis le mélange de l’extrait 2
















f) depuis le mélange de l’extrait 3
FIGURE 5.24 – Gain apporté par l’estimation F0 multiple sur la quantité d’information
codée permettant d’obtenir la transcription de référence.
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b) Évaluation de la qualité obtenue par la séparation de sources
























a) SAR moyen pour toutes les sources en fonction de
la méthode d’estimation F0 multiple utilisée


























b) SDR moyen pour toutes les sources en fonction de
la méthode d’estimation F0 multiple utilisée























c) SIR moyen pour toutes les sources en fonction de la





















d) SAR pour chaque source en utilisant la meilleure



















e) SDR pour chaque source en utilisant la meilleure




















f) SIR pour chaque source en utilisant la meilleure mé-
thode d’estimation F0 multiple
FIGURE 5.25 – Qualité de séparation mesurée pour l’extrait 1.
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a) SAR moyen pour toutes les sources en fonction de
la méthode d’estimation F0 multiple utilisée















b) SDR moyen pour toutes les sources en fonction de
la méthode d’estimation F0 multiple utilisée
















c) SIR moyen pour toutes les sources en fonction de la

















d) SAR pour chaque source en utilisant la meilleure
















e) SDR pour chaque source en utilisant la meilleure



















f) SIR pour chaque source en utilisant la meilleure mé-
thode d’estimation F0 multiple
FIGURE 5.26 – Qualité de séparation mesurée pour l’extrait 2.
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a) SAR moyen pour toutes les sources en fonction de
la méthode d’estimation F0 multiple utilisée






















b) SDR moyen pour toutes les sources en fonction de
la méthode d’estimation F0 multiple utilisée
























c) SIR moyen pour toutes les sources en fonction de la



















d) SAR pour chaque source en utilisant la meilleure



















e) SDR pour chaque source en utilisant la meilleure


















f) SIR pour chaque source en utilisant la meilleure mé-
thode d’estimation F0 multiple
FIGURE 5.27 – Qualité de séparation mesurée pour l’extrait 3.
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Les figures 5.25, 5.26 et 5.27 présentent les résultats qualitatifs obtenus sur chacun des
3 extraits musicaux pour la séparation de sources. Pour ces mesures nous utilisons la mé-
trique proposées dans la section 2.3.5 pour estimer la qualité objective entre les signaux
d’origine et les signaux estimés. La combinaison entre une méthode d’estimation F0 et un
méthode de séparation de source informée par la partition donne parfois des résultats
surprenants, en effet la méthode NMF est plus sensible à la précision de la transcription.
En effet, la factorisation du spectre échoue lorsque le dictionnaire d’atome est mal ini-
tialisé en cas d’erreurs de transcription. Les approches de séparation par modélisation
sinusoïdale et par filtrages permettent de minimiser les interférences entre les sources au
prix d’artefacts plus importants liés à l’approximation du signal de chaque source (peigne
harmonique et filtrage passe-bas).
Sur ces figures, les données manquantes correspondent aux cas où les techniques de
séparation ne fournissent pas une solution suffisante permettant une décomposition de
l’erreur basée sur la métrique décrite dans la section 2.3.5. Ce problème se produit lorsque
la séparation échoue (e.g. divergence de la NMF) ou lorsque les signaux estimés ne cor-
respondent pas aux sources (e.g. signal résiduel). Nous avons choisi délibérément de pré-
senter séparément les résultats obtenus pour chaque extrait afin de présenter en détail les
résultats de séparation en fonction de la nature des sources.
En général les sources prédominantes dans les hautes fréquences (flûte et orgue B3)
sont mieux estimées. La transcription du piano jouant des accords et présents dans les
fréquence intermédiaires possède en général une transcription moins précise et de nom-
breuses collisions TF avec la contrebasse.
Une première interprétation de ces résultats semble indiquer que :
· La méthode FM combinée avec la méthode M2 permet de retrouver la transcription
de référence (sources isolées) avec le débit le plus faible.
· La méthode M2 permet de compenser le débit supplémentaire requis pour corriger
un “mauvais” estimateur contrairement à M1.
· La transcription oracle ayant servi à la synthèse des signaux dans cet expérimen-
tation n’obtient pas toujours les meilleurs performances pour la séparation. Cela
s’explique car les sons générés par l’expandeur ne sont pas précisément alignés
sur la transcription, principalement lors des débuts et fins de notes. Ces différences
posent des problèmes à la séparation par NMF qui est plus sensible à l’initialisation
de l’algorithme.
· La plupart du temps, la meilleure combinaison permettant la séparation de sources
semble atteinte en utilisant la transcription FM combinée avec la méthode M2 et la
séparation par NMF.
5.4 Conclusion du chapitre
Dans ce chapitre, nous avons proposé l’implémentation détaillée d’un système de trans-
cription polyphonique reposant sur la meilleure technique publiée au MIREX. Bien que
le système proposé n’ait pas été a son tour évalué au MIREX, nous l’avons comparé avec
plusieurs méthodes existantes publiées en utilisant la métrique d’évaluation décrite dans
la section 2.2.4 couramment utilisée dans le domaine. Les principales contributions de ce
chapitre reposant sur l’approche informée concernent la proposition de deux systèmes
de codage combinant un estimateur F0 multiple avec l’information complémentaire per-
mettant de retrouver la transcription de référence. Nos expérimentations montrent qu’un
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estimateur F0 est capable d’apporter de l’information permettant de réduire le débit né-
cessaire pour le codage de la transcription de référence. Nous observons que lorsque les
erreurs d’estimation sont trop nombreuses, leur correction par le système de codage né-
cessite comme attendu une quantité d’information codée plus importante.
La dernière contribution de ce chapitre porte sur la séparation de sources informée
par la transcription elle-même informée à partir d’un signal de mélange mono-canal dans
le cas sous-déterminé. Ainsi, nous décrivons un système de séparation de source com-
plet basé sur une configuration codeur/décodeur et permettant de choisir la technique
utilisée pour chacune des tâches qui composent ce système (estimation F0, séparation,
codage).
Ce chapitre a permis d’introduire l’approche informée pour les problèmes d’estima-
tion d’information symbolique et doit être considéré comme une preuve de faisabilité
(proof of concept). En effet, les résultats très récents que nous décrivons nécessitent d’être
approfondis (base de données plus grande et déjà validée expérimentalement), notam-
ment pour mieux comprendre les interactions entre les différentes approches utilisées
respectivement pour la transcription et la séparation de sources. De plus, d’autres ap-
proches basées sur de l’information a priori sur les transcriptions ou même sur les signaux
de référence doivent encore être explorées afin de guider un estimateur ou pour amélio-
rer la correction des erreurs (e.g. distribution des F0, polyphonie minimale/maximale,
modèle d’enveloppe spectrale, etc.).
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Ce travail de thèse a permis une nouvelle exploration de certains problèmes d’analyse
dans le domaine du traitement du signal audio grâce à l’approche informée. Ainsi, après
avoir défini le cadre où cette nouvelle approche est applicable, nous avons proposé des
solutions permettant de dépasser les performances des meilleures techniques classiques
(non informées) existantes. Cette exploration établit des liens théoriques et pratiques
entre la théorie de l’estimation et la théorie de l’information jusqu’alors traités séparé-
ment dans la littérature.
De plus, nous avons proposé des applications réalistes de séparation de sources in-
formée permettant des manipulations de meilleure qualité des signaux audio. Dans le
cadre des problèmes d’analyse utilisant une représentation symbolique du signal (i.e.
transcription polyphonique d’un signal musical), la combinaison d’un estimateur et d’un
algorithme de codage donne des résultats prometteurs caractérisé par une réduction du
débit nécessaire pour coder la transcription de référence. Cependant des expérimenta-
tions complémentaires permettront certainement de mieux comprendre les interactions
entre le codage et un estimateur MIR afin d’améliorer les performances des techniques
proposées.
Dans ce travail, nous avons pu confronter des aspects à la fois théoriques en terme
d’optimalité mais aussi pratiques sous forme d’applications concrètes. Enfin, nous avons
généralisé l’approche informée lui permettant d’être appliquée dans d’autres domaines
en exploitant des configurations où il est possible d’extraire de l’information et de la
combiner avec des techniques d’analyse classiques.
Les principales contributions de ce travail de thèse présentées dans la seconde partie
de ce document (chapitre 3, 4 et 5) peut être résumé comme suit.
Généralisation de l’estimation informée
L’analyse informée généralisée permettant de combiner un estimateur avec de l’informa-
tion complémentaire a été introduire dans le chapitre 3. Nous avons placé cette nouvelle
approche dans un cadre théorique confirmé préexistant (théorie de l’estimation et de l’in-
formation). La solution pratique que nous proposons dans nos travaux prend la forme
d’un système de type codeur / décodeur applicable dans tout problème faisant interve-
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nir de l’analyse et du codage (e.g. traitement du signal et des images, télécommunica-
tions, etc.). Il s’agit de la principale distinction de cette méthode par rapport à d’autres
techniques plus spécifiques telles que la séparation de sources informée [Knu05, PGB09],
le format de codage MPEG SAOC (Spatial Audio Object Coding) [HD07] ou l’inversion
d’effets audio informée [LD08, GR13]. La nouvelle approche que nous proposons fait
l’objet d’une publication dans le journal EURASIP Journal on Advances in Signal Processing
[FM13].
Analyse Spectrale informée
Nous avons appliqué l’approche informé au problème d’estimation des paramètres sinu-
soïdaux et à la séparation de sources informée à partir d’un signal de mélange audio. Les
résultats très encourageants ont permis de démontrer l’efficacité de l’approche d’un point
de vue théorique et pratique. En effet, cette approches permet d’atteindre une précision
d’estimation supérieure à la précision maximale indiquée par la borne de Cramér-Rao
pour un estimateur classique. Nous avons également montré que cette approche permet
d’utiliser un débit inférieur à celui indiqué par la borne de Shannon qui s’applique dans
le cas du codage pur. Enfin, nous avons proposé une application originale et réaliste per-
mettant de créer un mélange tatoué contenant de l’information complémentaire utilisable
au décodeur pour guider un estimateur. Les résultats obtenus montrent un gain de qua-
lité significatif par rapport à une approche classique non informée. Ce travail a fait l’objet
de deux publications dans des conférences internationales [MF10, FM11].
Extraction d’informations musicales informée
Nous avons étendu l’utilisation de l’approche informée aux problématiques d’extraction
d’informations symboliques à partir d’un signal audio. Ainsi, nous nous sommes inté-
ressé plus précisément à l’estimation F0 multiple qui est à l’origine de la transcription
automatique ainsi que de nombreuses applications MIR reposant sur la représentation
symbolique de la musique. Nous proposons d’abord une implémentation détaillée d’un
système de transcription polyphonique que nous avons comparé à l’état de l’art. Nous
proposons par la suite deux systèmes de type codeur / décodeur permettant d’appliquer
l’approche informée combinée un système de transcription automatique. Enfin, nous pro-
posons une application réaliste combinant estimation F0 multiple informée et séparation
de sources informée par la transcription MIDI à partir d’un signal de mélange tatoué.
Cette contribution a fait l’objet d’une publication dans une conférence internationale
[FM12].
Ces résultats montrent dans certains cas un gain significatif pour le débit utilisé en
comparaison avec le codage simple. Cependant, le débit dépend évidemment du sys-
tème de transcription utilisé et du type d’erreurs commises. Il peut donc arriver que la
correction des erreurs soit plus coûteuse que le codage simple. Ainsi, ces derniers résul-
tats sont donc préliminaires et ouvrent de nouvelles perspectives de travaux.
Perspectives
Nous avons vu dans ce document (principalement dans le chapitre 3) que l’estimation et
le codage sont des domaines souvent traités indépendamment dans la littérature : pour-
tant cette thèse montre que ces deux approches peuvent être combinées pour traiter des
problèmes variés, même dépassant le cadre du traitement du signal audio. Dans ce docu-
ment, nous avons développé l’approche informée combinant estimation et codage selon
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les trois axes décrits ci-après et qui nous l’espérons susciteront de nouveaux travaux de
recherche.
Théorie
A l’heure actuelle, il n’existe que peu de travaux établissant les liens entre la théorie de
l’estimation et la théorie de l’information [GSV05, Ver10]. Pourtant nous avons montré
expérimentalement qu’il existait des configurations où ces deux approches peuvent être
combinées pour offrir de nouvelles applications. Ainsi, la quantité d’information fournie
par un estimateur peut donc être mesurée en bits Shannon et est donc compatible avec la
théorie de l’information. Le fait d’établir formellement les liens qui existent entre la théo-
rie de l’estimation et la théorie de l’information devrait permettre d’établir de nouvelles
bornes théoriques telles que proposées dans [Wyn75]. Cela permettrait de généraliser le
calcul du débit minimal nécessaire en fonction de la distorsion souhaitée et de la confi-
guration traitée. On serait alors en mesure d’évaluer objectivement les performances de
tous les systèmes basés sur l’approche informée et de démontrer leur optimalité.
Analyse paramétrique informée
Dans le chapitre 4 portant sur l’analyse spectrale informée, nous avons proposé une so-
lution permettant d’estimer avec une grande précision les paramètres des composantes
sinusoïdales appartenant à des sources sonores distinctes à partir d’un signal mono-canal
de mélange. Ce travail ouvre donc nouvelles perspectives d’applications basées sur la
manipulation des signaux audio (cf. écoute active de la musique [Lep98]).
La technique proposée pourrait être améliorée en combinant le modèle sinusoïdal
avec d’autres modèles spécifiques de représentation des signaux [SOdBB03], permettant
par exemple une représentation parcimonieuse de la partie bruitée ou des transitoires (cf.
section 1.2.2). Cela permettrait une réduction du débit résultant, notamment lorsque le
modèle sinusoïdal est mal adapté au signal traité (dans le cas d’une source sonore bruitée
par exemple).
Ce changement de modèle devra idéalement s’accompagner de l’utilisation d’une
autre mesure de distorsion prenant en compte la perception humaine [BFH+13]. A l’heure
actuelle, les techniques décrites dans cette thèse restent spécifiques au modèle sinusoïdal
utilisant une mesure de distorsion non perceptive.
Extraction d’informations musicales informée
Dans nos travaux, nous avons choisi de traiter la transcription automatique de la musique
basée sur l’estimation F0 multiple. La connaissance de la transcription exacte d’une pièce
musicale permet d’obtenir d’autres informations souvent traitées par des applications
MIR distinctes. La transmission d’un signal de mélange tatoué garantissant de retrouver
la transcription de référence en utilisant une configuration codeur / décodeur peut per-
mettre de nombreuses applications telles que la séparation des sources, l’indexation des
signaux, la détection de cover [RE10], etc.
Nous avons montré que l’utilisation d’un estimateur F0 multiple classique permet
de réduire le débit nécessaire au codage de la transcription de référence. Cependant les
gains observés sur les débits restent en pratique assez faible (≤ 20%) lorsque l’on souhaite
obtenir la transcription exacte. Ces premiers résultats doivent être considérés comme une
preuve de faisabilité et nécessitent des améliorations.
Dans le cas où une transcription approximative est suffisante, il pourrait être inté-
ressant de combiner un estimateur F0 multiple avec d’autres types d’information a priori
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(sous forme d’indices, de paramètres ou de descripteurs). Par exemple la connaissance de
la distribution des F0 (durée des notes, polyphonie, etc.), de la forme de l’enveloppe spec-
trale et de la tessiture de chaque source quasi-harmonique contenue dans un signal de
mélange polyphonique devrait permettre une correction automatique des erreurs d’esti-




A.1 Preuve d’impossibilité de l’inversion du tatouage audio nu-
mérique basé sur la technique QIM
Cette preuve a été réalisée grâce à l’aide de Jonathan Pinel, doctorant à l’université de
Grenoble lorsque cette thèse a été rédigé. Cette preuve permet d’affirmer que le co-
dage différentiel classique ne peut pas s’appliquer dans les problèmes d’analyse informée
lorsque le signal analysé lui-même dépend de l’information cachée qu’il contient. Comme
la plupart des techniques de tatouage audio numériques utilisent les bits de poids les plus
faibles du code obtenu par quantification du signal analysé, on montre alors qu’à partir
d’un signal x quantifié par QIM [CW01], il n’est pas possible d’appliquer une fonction de
quantification permettant de se projeter sur un élément identique à celui qui serait obtenu
en quantifiant le signal original. Cette preuve constitue donc un argument supplémen-
taire pour justifier le choix de l’utilisation de la technique d’analyse spectrale informée
développée dans le chapitre 4 à la place d’un codage prédictif différentiel classique.
A.1.1 Principe de la quantification QIM
La quantification par QIM est utilisée pour transmettre de l’information cachée codée à
l’intérieur des échantillons d’un signal. En général on choisit une base de représentation
pour le signal à tatouer (par exemple la intMDCT) puis on calcule pour chaque échantillon
la capacité de codage n correspondant au nombre de bits pouvant être utilisés. On défi-
nit alors 2n quantificateurs (le plus souvent uniformes) entrelacés comme décrit dans la
figure A.1.
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FIGURE A.1 – Exemple de quantification QIM codant un message c sur 2 bits avec 4 quan-
tificateurs.
Pour coder un message c, il suffit alors de remplacer la valeur initiale d’un échantillon
x par son représentant en utilisant le quantificateur correspondant (le message c corres-
pond au choix du quantificateur).
Pour le décodage, on retrouve le quantificateur en identifiant l’origine du représentant
utilisé pour coder l’échantillon. L’indice du quantificateur permet ainsi de retrouver le
message codé. Une illustration du fonctionnement d’un quantificateur QIM utilisant 4
quantificateurs pour coder une message sur 2 bits est présenté dans la figure A.1. Un
tel quantificateur combiné avec une base de représentation et un modèle perceptif adé-
quat permet d’atteindre de bonnes performances pour le tatouage des signaux audio
[PGBP10].
A.1.2 Démonstration
Un quantificateur Q correspond à l’ensemble de ses représentants et Q(x) est le représen-
tant de x en utilisant le quantificateur Q. Q(x) correspond donc à la valeur quantifiée de
x en utilisant Q. On note Qc,n le quantificateur QIM codant c (tatouage) en utilisant n bits
(c ∈ [0, 2n[) et Qn,c(x). On note Sn = Q0,n, Q1,n, ..., Q2n−1,n l’ensemble des quantificateurs
utilisant n bits (permettant de coder n’importe quel message c ∈ [0, 2n − 1].
.1) Proposition
On veut nier l’affirmation comme quoi il existe un quantificateur Q tel que Q(Qc,n(x)) =
Q(x) pour ∀c∀n ∈N∗. Cette affirmation peut se formuler comme suit :
∃Q, ∀x∀c ∈ [0, 2n − 1], Q(Qc,n(x)) = Q(x).
On cherche donc à démontrer sa négation pouvant s’exprimer comme :
∀Q, ∃x∃c ∈ [0, 2n − 1], Q(Qc,n(x)) 6= Q(x). (A.1)
.2) Preuve
On suppose que tous les quantificateurs utilisés sont uniformes avec arrondi vers−∞.
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· Soit un quantificateur Q et soient r1 et r2 deux de ses représentants consécutifs
(r1 < r2).
· Soit f = r1+r22 la “frontière” entre r1 et r2.
· Soit a = sup
x∈⋃Q∈Sn(Q) tel que x ≤ f le plus grande représentant d’un des Qc,n plus
petit que f .
· Soit b = inf
x∈⋃Q∈Sn(Q) tel que x > f le plus petit représentant d’un des Qc,n strictement
supérieur à f .
Par définition a et b sont distincts. De plus, si on fixe c et c′ tels que :
a ∈ Qc,n et b ∈ Qc′ ,n
alors c 6= c′, car les quantificateurs Qc,n sont entrelacés par construction. De plus, il
n’existe pas de représentant d’un des Qc,n ∈ Sn qui soit entre a et b. On a donc
Q(b) = r2
Q(Qc,n(b)) = Q(a) = r1.
On a donc Q(b) 6= Q(Qc,n(b)) qui démontre l’affirmation décrite par l’équation (A.1).
A.2 Calcul de la borne de Shannon pour les paramètres sinusoï-
daux
Ici, on s’intéresse à la borne Shannon débit-distorsion utile pour la quantification des
paramètres sinusoïdaux.
A.2.1 Modèle sinusoïdal
Un signal composé d’une seule sinusoïde utilisant le modèle stationnaire peut s’exprimer
de la façon suivante pour une trame de signal de taille N :
s[n] = a exp (j(ωn + φ)) , (A.2)
avec a, ω et φ respectivement l’amplitude, la fréquence et la phase (cf. section 2.1).
A.2.2 Mesure de distorsion
Pour quantifier optimalement une sinusoïde, on définit une mesure d’erreur, ici il s’agit
de l’erreur quadratique pondérée par un vecteur de poids w définie comme suit :









∣∣w[n]a exp (j(ωn + φ))− w[n]aˆ exp (j(ωˆn + φˆ))∣∣2






(ω− ωˆ)n + (φ− φˆ)) ,
157
ANNEXE A. CALCULS DÉTAILLÉS
avec n0 = −N/2.
En utilisant le développement limité d’ordre 2 de la fonction cos(x) ≈ 1− x22 et en
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En effet, pour une fenêtre symétrique et en utilisant n0 = −N/2 le dernier terme
s’annule. En utilisant l’approximation aaˆ ≈ a2 on obtient :










La borne Shannon1 est définie comme le débit minimal théorique (en bits) permettant
de coder une source (une variable aléatoire) avec une distorsion moyenne maximale D.
Ainsi, si on considère une variable aléatoire p et sa version quantifiée pˆ, la borne de
Shannon permet de minorer toutes les fonctions débit-distorsion minimisant l’informa-
tion mutuelle entre p et pˆ (e.g. ECUSQ). D’après [Gra89], cette borne de Shannon peut
s’exprimer comme suit :
RSLB(D) = h(p) + log(a˚(D))− Db˚(D), (A.5)
avec h(p) l’entropie de p et D la distorsion moyenne. Les 2 membres a˚(D) et b˚(D) sont
solution des équations suivantes :
a˚(D)
∫




L(x) e−b˚(D)L(x) dx = D, (A.7)
où L(x) est la mesure de la distorsion en fonction de l’erreur x entre deux réalisations
provenant respectivement de p et de pˆ. Par la suite, on considère que la variable aléatoire
p (resp. pˆ) est une combinaison de 3 variables aléatoires notées A, Ω et Φ et dont chaque
réalisation est un triplet (a,ω, φ) (i.e. x ∈ R3).
1Shannon Lower Bound (SLB)
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a) Entropie conjointe
Dans notre modèle, on suppose que a et ω suivent respectivement une loi de Rayleigh de
paramètre σa et σω et φ suit une loi uniforme fΦ = 12pi . En supposant que les 3 paramètres
sont indépendants, l’entropie peut s’écrire :
h(p) = h(A,Ω,Φ)



























avec γ la constante d’Euler-Mascheroni.
b) Calcul de a˚(D) et b˚(D)
En utilisant l’équation (A.4) comme mesure de distorsion, on obtient en utilisant (A.3) et
en posant ∆a = xa, ∆ω = xω et ∆φ = xφ :












2σ2x2ω) dxa dxφ dxω = 1. (A.9)




























Pour le calcul de b˚(D) on utilise l’équation (A.7) :
D = a˚(D)
∫∫∫
||w||2(x2a + X2φ + X2ω) e−b˚(D)||w||
2(x2a+X2φ+X
2
ω)a−2σ−1 dxa dXφ dXω





















−α(x2a+X2φ+X2ω) dxa dXφ dXω.
En séparant les termes xa, XΦ et Xω on obtient :
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−α(x2a+X2φ+X2ω) dxa dXφ dXω +
∫∫∫
X2φ e





































































On déduit par substitution que b˚(D) = 32D et que a˚(D) = a
2σ||w||3( 23piD)−3/2.
c) Calcul de la borne de Shannon
D’après l’équation (A.5), la borne de Shannon vaut :
RSLB(D) = h(p) + log(a˚(D))− Db˚(D)
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d) Expérimentations
Dans cette section, on génère 1000 signaux synthétiques d’après le modèle sinusoïdal
présenté à l’équation (A.2) dont chaque paramètre est tiré aléatoirement. L’amplitude et
la fréquence suivent une loi Rayleigh de paramètres σa = 0.25 et σω = 2pi1000. La phase
suit une loi uniforme sur [0, 2pi]. La figure A.2 compare la distorsion en décibels (dB) ob-
tenue par la quantification ECUSQ pratique (en rouge) et théorique (en bleu). En vert il
s’agit de la distorsion obtenue par resynthèse des paramètres estimés par la méthode de
réallocation non informée (cf. section 2.1.1) pour une sinusoïde mélangée avec un bruit
additif tel que le SNR vaut 10dB. La courbe noire correspond à la distorsion obtenue par
l’analyse informée utilisant une quantification maximale uniforme de 32 bits utilisant
exactement le même débit que la méthode de quantification ECUSQ pratique. La quanti-
fication choisie pour l’estimation informée est différente car en utilisant les même cellules
de quantification que ECUSQ il est impossible d’obtenir une distorsion plus faible.
Sur la figure (A.2) on observe que comme attendu, le quantificateur ECUSQ pratique
atteint sa valeur théorique donnée par (4.35) en fonction du débit (on fixe ici R = Ht où Ht
correspond à l’entropie cible). Comme attendu, la borne de Shannon donnée par (A.10)
qui n’est jamais atteinte en pratique est inférieure au débit théorique du quantificateur
ECUSQ (cf. figure A.3). La combinaison de l’estimateur combiné avec le même débit que
pour le quantificateur ECUSQ en pratique permet d’obtenir une distorsion plus faible que
la distorsion ECUSQ théorique et plus faible que la distorsion théorique indiquée par la
borne de Shannon.
FIGURE A.2 – Comparatif des distorsions théoriques (SLB et ECUSQ) et pratiques (codage
pur ECUSQ, estimation aveugle et estimation informée).L’estimation informée combine
un estimateur avec le même débit que pour le codage pur. On remarque que combiner
un estimateur avec de l’information permet d’obtenir une distorsion plus faible que la
distorsion théorique de ECUSQ et de la borne de Shannon.
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FIGURE A.3 – Comparaison entre la borne de Shannon et la borne ECUSQ théorique.
Comme attendu, la distorsion moyenne théorique de la méthode ECUSQ est supérieure
à la distorsion Shannon. La différence moyenne mesurée est d’environ 2.7bits.
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Approche informée pour l’analyse du son et de la musique
Résumé :
En traitement du signal audio, l’analyse est une étape essentielle permettant de comprendre et d’inter-
agir avec les signaux existants. En effet, la qualité des signaux obtenus par transformation ou par synthèse
des paramètres estimés dépend de la précision des estimateurs utilisés. Cependant, des limitations théo-
riques existent et démontrent que la qualité maximale pouvant être atteinte avec une approche classique
peut s’avérer insuffisante dans les applications les plus exigeantes (e.g. écoute active de la musique). Le
travail présenté dans cette thèse revisite certains problèmes d’analyse usuels tels que l’analyse spectrale,
la transcription automatique et la séparation de sources en utilisant une approche dite “informée”. Cette
nouvelle approche exploite la configuration des studios de musique actuels qui maîtrisent la chaîne de trai-
tement avant l’étape de création du mélange. Dans les solutions proposées, de l’information complémentaire
minimale calculée est transmise en même temps que le signal de mélange afin de permettre certaines trans-
formations sur celui-ci tout en garantissant le niveau de qualité. Lorsqu’une compatibilité avec les formats
audio existants est nécessaire, cette information est cachée à l’intérieur du mélange lui-même de manière
inaudible grâce au tatouage audionumérique. Ce travail de thèse présente de nombreux aspects théoriques
et pratiques dans lesquels nous montrons que la combinaison d’un estimateur avec de l’information complé-
mentaire permet d’améliorer les performances des approches usuelles telles que l’estimation non informée
ou le codage pur.
Mots-clés : analyse spectrale informée, modèle sinusoïdal, estimation, codage audio, séparation de
sources, transcription automatique.
Informed approach for sound and music analysis
Abstract:
In the field of audio signal processing, analysis is an essential step which allows interactions with exist-
ing signals. In fact, the quality of transformed or synthesized audio signals depends on the accuracy over
the estimated model parameters. However, theoretical limits exist and show that the best accuracy which
can be reached by a classic estimator can be insufficient for the most demanding applications (e.g. active
listening of music). The work which is developed in this thesis revisits well known audio analysis problems
like spectral analysis, automatic transcription of music and audio source separation using the novel “in-
formed” approach. This approach takes advantage of a specific configuration where the parameters of the
elementary signals which compose a mixture are known before the mixing process. Using the tools which
are proposed in this thesis, the minimal side information is computed and transmitted with the mixture sig-
nal. This allows any kind of transformation of the mixture signal with a constraint over the resulting quality.
When the compatibility with existing audio formats is required, the side information is embedded directly
into the analyzed audio signal using a watermarking technique. This work describes several theoretical and
practical aspects of audio signal processing. We show that a classic estimator combined with the sufficient
side information can obtain better performance than classic approaches (classic estimation or pure coding).
Keywords: informed spectral analysis, sinusoidal modeling, estimation, audio coding, source separa-
tion, automatic transcription.
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