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Abstract
During this PhD study, several finite-difference time-domain (FDTD) methods were
developed to numerically investigate coordinate transformation based metamaterial
devices. A novel radially-dependent dispersive FDTD algorithm was proposed and
applied to simulate electromagnetic cloaking structures. The proposedmethod can ac-
curately model both lossless and lossy cloaks with ideal or reduced parameters. It was
demonstrated that perfect “invisibility” from electromagnetic cloaks is only available
for lossless metamaterials and within an extremely narrow frequency band. With a
fewmodifications the method is able to simulate general media, such as concentrators
and rotation coatings, which are produced by means of coordinate transformations
techniques. The limitations of all these devices were thoroughly studied and explo-
red. Finally, more useful cloaking structures were proposed, which can operate over a
broad frequency spectrum.
Several ways to control and manipulate the loss in the electromagnetic cloak ba-
sed on transformation electromagnetics were examined. It was found that, by utili-
sing inherent electric and magnetic losses of metamaterials, as well as additional lossy
materials, perfect wave absorption can be achieved. These new devices demonstrate
super-absorptivity over a moderate wideband range, suitable both for microwave and
optical applications.
Furthermore, a parallel three-dimensional dispersive FDTD method was introdu-
ced to model a plasmonic nanolens. The device has its potential in subwavelength
imaging at optical frequencies. The finiteness of such a nano-device and its impact
on the system dynamic behaviour was numerically exploited. Lastly, a parallel FDTD
method was also used to model another interesting coordinate transformation based
device, an optical black hole, which can be characterised as an omnidirectional broad-
band absorber.
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Chapter 1
Introduction
The processing power of modern computing machines has been increasing linearly
since 1970, as first predicted in terms of Moore’s famous law [1]. Multi-core central
processing units (CPUs) allow multitasking procedures and vast amounts of memory
are accessible, even to personal low-cost computers. The advances in the computer in-
dustry have directly affected scientific research and, more generally, our everyday life.
In recent years, great breakthroughs have been achieved combining rapidly growing
information technology and computer-aided design (CAD) with well-established re-
search areas of physics, such as electromagnetic theory [2, 3]. The result of this fruitful
combination led to the birth of a new research area named “Computational Electro-
magnetics”. It is based on numerical techniques, which mainly discretise Maxwell’s
equations, the foundation stone of electromagnetic theory, in time and space. It can
solve very complex electromagnetic problems, where analytical methods are impos-
sible to achieve a solution.
In general, numerical techniques can be divided in time and frequency domain.
The frequency domain methods solve Maxwell’s equations for only one particular
frequency at a time. Hence, they are not appropriate to simulate devices, where their
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performance over a broad frequency spectrum is highly desirable. However, they pro-
duce very accurate and stable results for complicated structures, which cannot be ana-
lysed using analytical techniques. The most important frequency domain methods,
widely used by engineers and physicists, are the Finite Element Method (FEM) [4, 5]
and the Method of Moments (MoM) [6, 7]. Plenty of different commercial software
packages exist, which employ frequency domain methods. The most widely known
are Ansoft’s HFSS [8], COMSOLMultiphysics [9] (both based on FEM) and FEKO [10]
(based on MoM).
In contrast, the time domain techniques solve Maxwell’s equations for the whole
frequency spectrum with only a single simulation. This feature is highly advanta-
geous in the modelling of resonating structures. However, these methods can easily
become unstable, especially when computationally large and complicated electroma-
gnetic problems are considered. The most established time domain methods are the
Finite-Difference Time-Domain (FDTD) [11–13], Finite Integrals Method (FIM) [14]
and the Transmission Line Method (TLM) [15, 16]. In the same way, for these tech-
niques, different commercial software packages exist, such as Lumerical Solutions
[17], Remcom’s XFDTD [18] (both based on FDTD) and CST Microwave Studio [19]
(based on FIM).
The major devices that will be considered in this thesis are frequency dispersive
devices, named metamaterials [20]. The effective parameters (permittivity " and per-
meability ) of these structures vary with frequency and can have values less than one
and negative (";  < 1). They obey Drude and Lorentz dispersive material models. A
thorough research is conducted on the exotic nature of metamaterials and their appli-
cations. These man-made complex devices use structures, having cellular or planar
architectures, designed to create combinations of material parameters not available in
nature. The FDTD method is the most appropriate technique for the accurate and ef-
ficient modelling of these structure, as was stated before. However, the commercial
software packages have limitations and they cannot simulate the metamaterial de-
vices based on the coordinate transformation technique. As a result, in this work, new
FDTD techniques are proposed for the first time in the literature to achieve accurate
and robust full-wave modelling of transformation based devices.
Modern complex electromagnetic structures, such as the cloak of invisibility [21],
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are simulated. The aim of numerical modelling is to achieve fast, reliable and ac-
curate characterisation of the electromagnetic behaviour of the studied metamaterial
device. Furthermore, the outcomes of the modelling are validated from existing and
newly proposed approximate analytical solutions. The obtained results are compa-
red with commercial software simulations [based mainly on FEM (COMSOL)] and
measurement results. Moreover, the proposed FDTD method has the major advan-
tage easily exploring the limitations of the dispersive devices. Finally, new devices
based on transformation electromagnetics are proposed and verified with this novel
numerical technique.
In Chapter 2 Yee’s FDTD algorithm is introduced for three dimensional electroma-
gnetic problems. Firstly, an overview of Maxwell’s well-known equations is provided.
They constitute the foundation of electromagnetic theory and are essential knowledge
for every antenna/RF engineer. Then, the FDTD numerical method is derived for iso-
tropic, homogeneous and dispersionless media. Next, the dispersive FDTDmethod is
described and it is applied to model left-handed metamaterials [22, 23] with interes-
ting results. Finally, different applications of this well-established numerical technique
are briefly mentioned to emphasize its general applicability.
Chapter 3 presents the application of this method to more complicated electroma-
gnetic problems. The famous “cloak of invisibility” [21] is simulated with a radially-
dependent dispersive FDTD method for the first time in the literature. The device
has anisotropic, spatially varying and dispersive material parameters, which makes
its modelling very challenging. Different and more practical cloaking designs are si-
mulated and their scattering performance is compared. The numerical method can
easily demonstrate the transient response of this metamaterial structure.
In the chapter 4, the counterpart of the dispersive cloak, the carpet cloak [24], is
studied. The broadband performance is investigated and demonstrated. Alternative
carpet cloak designs are introduced, which are more straightforward to construct, es-
pecially at optical frequencies. In addition, other devices, derived from the recently
introduced research area of transformation electromagnetics, are simulated and the
physical concepts behind them are revealed. Specifically, interesting devices are mo-
delled, such as cylindrical to plane wave transformer lens, concentrators and rotation
coatings. All these structures are dispersive and can be practically implemented with
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metamaterials. Effective medium theory is applied to model them, which is an ex-
cellent approximation to the real structures’ behaviour.
Chapter 5 proposes novel applications of the electromagnetic cloak, other than
its obvious potential for enabling perfect concealment. Several ways to manipulate
the losses within different cloaks are examined. The new devices demonstrate super-
absorptivity over a moderate wideband range, applicable to both microwave and op-
tical applications. Additionally, the limitations of transformation based devices are
exploited and presented. Blueshift effects and time delays are dominant with cylindri-
cal cloaks due to their inherent highly dispersive nature. Even the ideal cloak, which
is supposed to operate perfectly, has major drawbacks and works correctly only for
a single frequency. The narrowband behaviour of different transformation based de-
vices is demonstrated. These limitations make future practical implementations of
cloaking more challenging.
In chapter 6, three dimensional metamaterial structures are modelled using pa-
rallel conventional and dispersive FDTD methods. Although, the example structures
are not associated with electromagnetic transformation, the technique presented here
can be readily applied to model new optical transformed devices. An optical metal-
lic nanolens [25] is simulated with a spatially-averaging dispersive FDTD technique.
The subwavelength imaging potentials of this structure are explored and interesting
results obtained. This plasmonic structure can be an excellent substitute of the left-
handed metamaterial operating at optical frequencies. In addition, a three dimensio-
nal transformation based device is studied using a conventional parallel FDTD me-
thod. The spherical and cylindrical optical black holes [26] are modelled and their
omnidirectional broadband absorbing performance is verified.
Finally, in chapter 7 a summary of the main conclusions and discussions of future
potential research are presented.
Themajor contributions presented during this work can be summarised as follows:
 A dispersive radially-dependent FDTD technique has been developed to model
all the devices derived by means of transformation electromagnetics. The ma-
jority of the structures have anisotropic, spatially-varying and dispersive mate-
rial parameters, which makes them impossible to be simulated with the current
computational electromagnetic numerical techniques.
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 The proposed FDTD method provides the scientific community with better un-
derstanding of the physics behind the transformation electromagnetics. The
transient responses of different devices based on coordinate transformations are
demonstrated and explored for the first time in the literature. Interesting limi-
tations are observed which can be particularly relevant to an engineer working
towards the experimental verification of metamaterials.
 Wideband non-dispersive simplified designs of carpet cloaks are proposed, which
can potentiallymake the realisation of invisibilitymore practical. It is shown that
an object can be efficiently concealed, simply by placing only eight conventional
dielectric blocks around it.
 Novel applications of the electromagnetic cloak are demonstrated, apart from its
obvious perfect concealment property. It can also work as a perfect electroma-
gnetic absorber with subwavelength thickness and moderately wideband per-
formance.
 Parallel FDTD techniques are applied to deal with computational intensive elec-
tromagnetic problems. The parallel numerical methods constitute a useful mo-
delling tool, because they can generally simulate complicated dispersive and
conventional materials with spatially-varying parameter values.
 Plasmonic structures are modelled in order to determine their performance. A
metallic plasmonic nanolens is found to achieve subwavelength resolution, si-
milar to left-handed metamaterials in the optical frequency regime, but only for
particular dimensions of the device.
 An optical black hole is simulated with a parallel FDTD method. From the full-
wave modelling, it is shown that it constitutes a perfect broadband omnidirec-
tional absorber. A more practical design of a matched to free space black hole
is proposed, which can lead to a much easier practical implementation of the
structure.
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Chapter 2
The Finite-Difference Time-Domain
Method
2.1 Introduction
Accurate and efficient numerical simulation techniques are indispensable for scien-
tists, who wish to have an in-depth understanding of electromagnetic phenomena.
Firstly, Maxwell, in 1873, with his famous equations, described elegantly and preci-
sely the whole of electromagnetic theory. After almost a century, in 1966, the first
numerical time-domain method describing these equations was introduced by K. S.
Yee [1]. The Finite-Difference Time-Domain (FDTD) method achieved discretisation
of Maxwell’s equations in the space and time dimensions. The method constituted a
breakthrough, leading to the beginning of electromagnetic simulations using a com-
puter machine with all the advances in science that this implies. It solves Maxwell’s
Equations in the time domain for complex structures and geometries.
During recent years, the FDTD method has become one of the main simulation
techniques for electromagnetic problems. This is due to the rapid development of
computer processing power and the simplicity of the method’s implementation. Thus,
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FDTD is one of the major tools for a broad range of engineering applications, e.g., an-
tenna, RADAR and communication problems. It is able to accurately compute all
the electromagnetic interactions such as propagation, reflection, scattering, diffrac-
tion and many more. FDTD produces results in the time domain, which can easily
be transformed to the frequency domain with the help of the Fast Fourier Transform
(FFT). As a result, the whole frequency spectrum of an electromagnetic signal can be
obtained with only one simulation, which makes the FDTD method ideal for the mo-
delling of transient signals and resonating structures, such as the recently established
metamaterials. Other electromagnetic simulation methods such as the Finite Element
Method (FEM) and the Method of Moments (MoM) compute the signal for only one
frequency in one simulation and they are not suited to model transient signals and dis-
persive devices. Ultra wide band (UWB) electromagnetic pulses [2] [having frequen-
cies between 3:1 and 10:6GHz according to the Federal Communications Commission
(FCC)], which occupy a very broad frequency spectrum, are a particular characteristic
example of transient signals. Hence, it is recommended that they be simulated with
the FDTD numerical method. Moreover, the recently introduced research area of me-
tamaterials can be perfectly modelled and explored with dispersive FDTD algorithms.
2.2 Overview of Maxwell’s Equations
Maxwell’s equations are based on the theoretical and practical work of Ampere, Fara-
day, Gauss and other brilliant scientists. They can explain, with minor modifications,
at the macroscopic level, every electromagnetic behaviour in different kinds of media.
They accurately characterise electromagnetic wave propagation and predict that light
is a high frequency form of electromagnetism. The waves are supposed to propagate
in continuous space and time domain. The electromagnetic fields can be maintained
without the existence of a source, which can be in the form of electric or magnetic
charges or currents, and they can be static or dynamic.
Throughout the mathematical analysis of this section, for reasons of simplicity,
the medium, within which the electromagnetic wave propagates, is considered to be
isotropic, homogeneous, linear and, consequently, non frequency dispersive. Hence,
it is similar to vacuum space with distributed currents and electric charges as field
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sources. Accordingly, the time-varying Maxwell’s equations in differential form are:
r E =  @B
@t
 M (2.1)
rH = @D
@t
+ J (2.2)
r D = p (2.3)
r  B = 0 (2.4)
The MKS system of units is used and the above quantities are defined from the follo-
wing:
E is the electric field, in Volt=Meter,
H is the magnetic field, in Ampere=Meter,
D is the electric flux density, in Coulomb=Meter2,
B is the magnetic flux density, inWeber=Meter2 = Tesla,
M is the fictitious magnetic current density, in Volt=Meter2,
J is the conduction electric current density, in Ampere=Meter2,
p is the electric charge density, in Coulomb=Meter3.
All the previous vectors are functions of space (x; y; z) and time t. The electroma-
gnetic field’s sources are the magnetic and electric currentsM; J and the electric charge
density p. However, the magnetic current is a mathematical construct which does not
exist in nature and it is used only for duality reasons with electric current. As a matter
of fact, the actual source of magnetic current is a type of magnetic dipole such as a
closed loop of electric current. Furthermore, the electric charge density p is the spatial
distribution of the electric charges and the conduction current density J is the flow of
the charges in a specified direction.
The properties of the medium, where the electromagnetic wave is propagating, are
given by the constitutive relations through the following simple equations:
D = "0"rE (2.5)
B = 0rH (2.6)
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where "r is the relative electric permittivity and r is the relative magnetic permeabi-
lity. For the free space electromagnetic wave propagation the parameters are equal to
"0 = 8:85410 12 Farad=Meter and 0 = 410 7 Henry=Meter. The electric permitti-
vity is a measurement of the medium’s ability to transmit and sustain electromagnetic
waves. By analogy, the magnetic permeability can show how easily a medium can be
magnetised, when a magnetic field is applied. The phase or energy velocity p of the
wave in every kind of media is given by the formula:
p =
1p
0r"0"r
=
c
n
(2.7)
where n =
p
r"r is the refractive index of the medium. For the free space (vacuum)
medium n = 1 and the speed of the electromagnetic wave is equal to the well-known
speed of light in the vacuum space p = c = 1p0"0 ' 3 108 Meter=Second.
When an object is made from a material with electric conductivity , then the
conducted electric current density is given by the equation:
J = E (2.8)
where the conductivity  has units 
 1=m and it is a measurement of the degree the
material can accommodate (conduct) electric current. Equation (2.8) is the Ohm’s law
(V oltage = ResistanceCurrent) from an electromagnetic theory perspective. In ge-
neral, materials can be dielectric and conductive at the same time, which means that in
nature it is impossible to have perfect electric conductors (PEC) or perfect dielectrics.
Only after approximations, it is possible to divide materials in good conductors and
dielectrics. The relative permittivity of the majority of conventional materials found
in nature is derived from theMaxwell equation (2.2), the constitutive relation (2.5) and
Ohm’s law (2.8) as follows:
rH = @D
@t
+ J =
@"r"0E
@t
+ E =

"r"0
@
@t
+ 

E = ( + |!"r"0)E = (2.9)
= |!"0

"r +

|!"0

E = |!"0E =
@"0E
@t
=
@D
@t
where the phasor form of the partial time derivative was used @@t = |!, because a
harmonic dependance of the source exp(|!t) was assumed. It is obvious that the new
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relative permittivity "0r is equal to:
"0r = "r +

|!"0
= "r   | 
!"0
(2.10)
The conductive media are alternatively called lossy, due to the imaginary part of
their relative permittivity, which directly causes power attenuation over time. The
electromagnetic energy is transformed to heat. This conductive energy loss depends
on the frequency f = !2 and is more severe in lower frequencies. Another important
factor, which represents the loss rate of the medium, is the loss tangent tan , widely
used in microwave engineering, which is equal to:
tan  =

!"0"r
(2.11)
2.3 Fundamentals of the Finite-Difference Time-Domain Me-
thod
The FDTD technique is the first numerical method solely introduced to solve Max-
well’s equations in the time domain. The FDTD algorithm substitutes first and se-
cond order partial derivatives with finite difference approximations. This is achieved
with the assistance of a theoretical mathematical expression; the well-known Taylor
series. The Maxwell’s equations - Eqs. (2.1), (2.2), (2.3) and (2.4) - and the constitutive
relations - Eqs. (2.5) and (2.6) - constitute a system of hyperbolic partial differential
equations (PDEs). After a particular numerical substitution procedure, the calcula-
tions began and, then, the results are produced. The idea is quite straightforward,
which is a key factor of the numerical method’s success. Space and time dimensions
are discretised and their properties are saved in every discrete point; a process which
is ideally suited to computer simulations.
Every single one of the field vectors, used in theMaxwell’s equations, are functions
of space (x; y; z) and time t. The orthogonal unit vectors of the space domain are
represented as ~ex; ~ey; ~ez in the followingmathematical analysis of FDTD. Furthermore,
the space is considered source-free and lossless. As a result, the fictitious magnetic
current density M, the conduction current density J and the electric charge density
p are set equal to zero at the Eqs. (2.1), (2.2), (2.3) and (2.4). Thus, the Maxwell’s
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equations have a simpler form and they are given by the following:
r E =  @B
@t
(2.12)
rH = @D
@t
(2.13)
r D = 0 (2.14)
r  B = 0 (2.15)
After the substitution of the curl vector operator, Eq. (2.12) is re-written in a vecto-
rial form:
r E = (@Ez
@y
  @Ey
@z
)~ex + (
@Ex
@z
  @Ez
@x
)~ey + (
@Ey
@x
  @Ex
@y
)~ez (2.16)
=  @
~B
@t
=  (@Bx
@t
~ex +
@By
@t
~ey +
@Bz
@t
~ez)
In the same manner, Eq. (2.13) is re-written in a vectorial form:
rH = (@Hz
@y
  @Hy
@z
)~ex + (
@Hx
@z
  @Hz
@x
)~ey + (
@Hy
@x
  @Hx
@y
)~ez (2.17)
=
@ ~D
@t
= "(
@Dx
@t
~ex +
@Dy
@t
~ey +
@Dz
@t
~ez)
Now, Eq. (2.16) can be written in scalar form:
@Ez
@y
  @Ey
@z
=  @Bx
@t
(2.18)
@Ex
@z
  @Ez
@x
=  @By
@t
(2.19)
@Ey
@x
  @Ex
@y
=  @Bz
@t
(2.20)
In exactly the same way, Eq. (2.17) can be written in scalar form:
@Hz
@y
  @Hy
@z
=
@Dx
@t
(2.21)
@Hx
@z
  @Hz
@x
=
@Dy
@t
(2.22)
@Hy
@x
  @Hx
@y
=
@Dz
@t
(2.23)
The finite difference concept [1] is used to discretise Eqs. (2.18) to (2.20) and Eqs. (2.21)
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to (2.23) in time and space and they become:
Bn+1x (i; j; k) = B
n
x (i; j; k) (2.24)
+
t
z
[Eny (i; j; k)  Eny (i; j; k   1)]
 t
y
[Enz (i; j; k)  Enz (i; j   1; k)]
Bn+1y (i; j; k) = B
n
y (i; j; k) (2.25)
+
t
x
[Enz (i; j; k)  Enz (i  1; j; k)]
 t
z
[Enx (i; j; k)  Enx (i; j; k   1)]
Bn+1z (i; j; k) = B
n
z (i; j; k) (2.26)
+
t
y
[Enx (i; j; k)  Enx (i; j   1; k)]
 t
x
[Eny (i; j; k)  Eny (i  1; j; k)]
Dn+1x (i; j; k) = D
n
x(i; j; k) (2.27)
+
t
y
[Hnz (i; j + 1; k) Hnz (i; j; k)]
 t
z
[Hny (i; j; k + 1) Hny (i; j; k)]
Dn+1y (i; j; k) = D
n
y (i; j; k) (2.28)
+
t
z
[Hnx (i; j; k + 1) Hnx (i; j; k)]
 t
x
[Hnz (i+ 1; j; k) Hnz (i; j; k)]
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Dn+1z (i; j; k) = D
n
z (i; j; k) (2.29)
+
t
x
[Hny (i+ 1; j; k) Hny (i; j; k)]
 t
y
[Hnx (i; j + 1; k) Hnx (i; j; k)]
The above Eqs. (2.24) to (2.29) are the core of the FDTD algorithm. They allow
magnetic and electric field values to be computed bymeans of a recursive procedure in
time and space. They can be easily transformed into a computer algorithm and ,then,
they can be simulated using a programming language like FORTRAN, C or MATLAB.
This computer program is an explicit algorithm, because all the current field values
are calculated from previous values in time. Note that the above Eqs. (2.24) to (2.29)
are general and valid also for more complicated media, as it will be shown on the next
section 2.4, in which their parameters vary with the frequency of excitation (dispersive
media). For free space and conventional dielectric or magnetic materials, Eqs. (2.24) to
(2.29) are sufficient for a complete FDTD simulation and can be alternatively written
with the substitution of the constitutive equations [Eqs. (2.5) and (2.6)]:
Hn+1x (i; j; k) = H
n
x (i; j; k) (2.30)
+
t
0(i; j; k)z
[Eny (i; j; k) Eny (i; j; k   1)]
  t
0(i; j; k)y
[Enz (i; j; k)  Enz (i; j   1; k)]
Hn+1y (i; j; k) = H
n
y (i; j; k) (2.31)
+
t
0(i; j; k)x
[Enz (i; j; k)  Enz (i  1; j; k)]
  t
0(i; j; k)z
[Enx (i; j; k)  Enx (i; j; k   1)]
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Hn+1z (i; j; k) = H
n
z (i; j; k) (2.32)
+
t
0(i; j; k)y
[Enx (i; j; k)  Enx (i; j   1; k)]
  t
0(i; j; k)x
[Eny (i; j; k) Eny (i  1; j; k)]
En+1x (i; j; k) = E
n
x (i; j; k) (2.33)
+
t
"0"(i; j; k)y
[Hnz (i; j + 1; k) Hnz (i; j; k)]
  t
"0"(i; j; k)z
[Hny (i; j; k + 1) Hny (i; j; k)]
En+1y (i; j; k) = E
n
y (i; j; k) (2.34)
+
t
"0"(i; j; k)z
[Hnx (i; j; k + 1) Hnx (i; j; k)]
  t
"0"(i; j; k)x
[Hnz (i+ 1; j; k) Hnz (i; j; k)]
En+1z (i; j; k) = E
n
z (i; j; k) (2.35)
+
t
"0"(i; j; k)x
[Hny (i+ 1; j; k) Hny (i; j; k)]
  t
"0"(i; j; k)y
[Hnx (i; j + 1; k) Hnx (i; j; k)]
Indices i; j; k are calculated from the spatial discretisationx;y;z across x; y; z axis
from the equations:
i =
x
x
=) x = ix (2.36)
j =
y
y
=) y = jy (2.37)
k =
z
z
=) z = kz (2.38)
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Likewise, index n is calculated from the temporal discretisationt in the time dimen-
sion from the equation:
n =
t
t
=) t = nt (2.39)
The first step of the FDTD algorithm is to initialise the field values. This usually
involves initialising all the variables values to zero. Next, the source signal has to be
updated. The source can be a current or voltage distribution, a magnetic or electric
field, even an electromagnetic wave. Firstly, Eqs. (2.30) to (2.32) are used to update the
values of the magnetic field H from the electric field values E, which are computed
from previous time steps. Secondly, Eqs. (2.33) to (2.35) are used to update the values
of the electric field E from the magnetic field values H , which are computed from
the previous step. The next action is to check for a boundary condition, a stability
condition or a termination of the FDTD grid. If the FDTD mesh has not reached its
termination point, the time step will be incremented and the FDTD algorithm will
continue by updating the values of the source signal and the values of the magnetic
fieldH . This is a highly repetitive process, whichmakes it ideal for being implemented
by means of a recursive algorithm, as mentioned before.
The simplicity of the FDTD algorithm is a key factor for its success in the scientific
community. The computer program can be easily understood and can be modified for
solving any particular problem. The space of the FDTD is discretised in neighbouring
grid points, which form the smallest orthogonal grid unit, the Yee cell. In the three di-
mensional (3-D) space the cubic unit cell is formed. It is called Yee space lattice and is
depicted in Fig. 2.1. This feature makes the program able to deal with many different
types of geometries. Moreover, unique values of permittivity " and permeability  can
be specified at each grid point. As a result, the algorithm can adapt to different kind of
radio environments and complex media can be simulated without excess computatio-
nal effort. For example, it is straightforward to simulate inhomogeneous media, such
as carbon nanotubes [3], liquid crystals [4] and inhomogeneous magnetised plasma
[5], with the conventional FDTD method given by Eqs. (2.30) to (2.35).
Another important advantage of the FDTD algorithm is that all the results of the
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Figure 2.1: Position of the electric E and magnetic H field vector components at a cubic
unit cell of the Yee space lattice.
simulation are produced directly in the time domain. Hence, the resulting electro-
magnetic signal can be observed in the whole frequency spectrum with just a single
Fourier transform of the time domain signal. This feature is very useful for observing
resonant frequencies and for studying the behaviour of broadband signals, like UWB
waves. The method can be used through the whole spectrum range from near DC to
high optical frequencies. Finally, FDTD program code is easy to implement in a paral-
lel processing environment, which will provide more computational resources for the
simulation, as will be shown later.
It wasmentioned previously that the partial derivatives of theMaxwell’s equations
(2.12) - (2.15) are transformed to finite differences using the Taylor series approach.
The series is infinite, but only a finite number of terms are needed here. Consequently,
numerical errors are introduced in the FDTD method, which can lead to incorrect si-
mulation results. Hybrid methods, which combine FDTD with FEM and MoM, are
trying to address this problem. Another disadvantage of the FDTD method is that a
huge amount of computation resources is needed to execute the simulation program
code. There are many loop and conditional programming structures, where complex
variables are used. Further, more computation resources are needed as the simulation
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environment dimensions become bigger and more complex. As a result, computers
with huge processor power are required to manipulate the program constraints and
parallelisation of the code is absolutely mandatory. Currently, new methods are pro-
posed, which use smaller Yee cells to depict finer details of the device that needs to be
simulated and larger cells for the rest of the space. They are called subgridding and
non-uniform meshing and they promise faster and more efficient FDTD algorithms.
Another important consideration, that can seriously affect the performance of the
FDTD method and can lead to incorrect results, is stability. Equations (2.36) to (2.39)
depict the time and space discretisation of the FDTD scheme. They have to satisfy
the Courant Friedrichs Lewy (CFL) stability condition [6] in order for the simulation
to work correctly. In three dimensions the CFL stability conditions is given by the
inequality:
t  ( 1
x2
+
1
y2
+
1
z2
) 1=2 (2.40)
where  is the propagation speed of the electromagnetic signal in the medium. For
uniform spatial discretisation: s = x = y = z. The space discretisation is a
fraction of the signal’s wavelength  and is equal to s = X . The larger the X , the
more precise the simulation will become, although more computation resources will
be needed. Hence, from Eq. (2.40) the upper limit of the temporal discretisation is
equal to:
t =
sp
3
=
p
3X
=
1p
3Xf
(2.41)
where f is the signal’s frequency. There is a proportional dependency between tempo-
ral and spatial discretisation in the FDTD concept. It is obvious that for a detailed fine
spatial grid simulation (large X), the temporal discretisation has to be small enough,
in order to satisfy the CFL stability condition given by Eq. (2.41). During recent years,
unconditional stable FDTD algorithms have been introduced and developed, in which
temporal and spatial discretisation are independent. The most notable approach is
the Alternating Direction Implicit-FDTD (ADI-FDTD) [7]. This method permits very
dense fine spatial grids to simulate a complex radio environment with large temporal
discretisation. It directly leads to a faster and more efficient program code.
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The FDTD space grid cannot be infinite and has to be terminated after a finite
number of cells. The memory in computers is limited so that the simulation space has
to be constrained. This is done by using a concept of boundary conditions surroun-
ding the computational domain. Many methods exist, which describe different kinds
of boundary conditions at the edge of the FDTD spatial mesh. The electromagnetic
waves can be perfectly reflected or can be totally absorbed from the end of the simu-
lation domain. Boundary conditions, which reflect the waves like a ”mirror”, can be
constructed with a simple Perfect Electric Conductor (PEC) material that surrounds
the FDTD space grid. They are easy and flexible to be implemented with a program
code and require small additional memory allocation.
On the other hand, Absorbing Boundary Conditions (ABC) can be constructed in
order to totally eliminate the reflected waves from the edge of the FDTD mesh. Liao’s
[8] andMur’s [9] ABCs are themost widely used boundary conditions to terminate the
FDTD geometry. The former are flexible but suffer from instabilities and inefficiency
of computational resources. The latter are simpler to implement, with marginal com-
putational cost, but they are not so accurate and flexible. Currently, the most accurate
widely used approach is the Perfect Matched Layer (PML) ABC, which was introdu-
ced by Be´renger in 1994 [10]. It utilises special medium materials at the edge of the
FDTD grid that do not comply with Maxwell’s equations and can totally absorb the
incident electromagnetic signals. This is achieved by providing many extra layers at
the boundary. As a result, a more complex calculation environment is involved, asso-
ciated with larger computational cost.
2.4 Dispersive Finite-Difference Time-Domain Method
During the previous section, all the foundations of the FDTD method, mainly derived
at the era 1980-2000, were presented. However, in the beginning of the 21st century,
innovative electromagnetic structures have been proposed with artificially enginee-
red properties, not found in nature, named metamaterials. They are periodic struc-
tures composed of subwavelength unit cells. These exotic devices have a resonant res-
ponse, exhibiting frequency dispersion through the entire frequency spectrum. Due
to this behaviour, these devices cannot be simulated with the previous FDTD method
20
presented in section 2.3. In order not to violate causality [11], dispersive models have
to be introduced to characterise the behaviour of metamaterials, such as Drude [12]
and Lorentz [13] frequency dispersive models. Moreover, the noble metals have nega-
tive permittivity values at infrared (IR), visible and ultra-violet (UV) frequencies [14]
and their electromagnetic response can be accurately described with the Drude mo-
del. Note that if relative permittivity and permeability less than one values (";  < 1)
are directly substituted to the conventional FDTD equations (2.30) to (2.35), the elec-
tromagnetic energy does not anymore obey the second law of thermodynamics (“The
entropy of an isolated system that is in thermal equilibrium is constant”) and the cau-
sality is violated [11] which has the result of the FDTD simulation to become unstable
and inaccurate.
With the rapid development of metamaterial research area, there was an increasing
demand for more accurate and fast time-domain modelling tools. The FDTD method
is ideal to model these dispersive devices. However, additional efforts are required to
incorporate dispersion in time domain methods, in contrast with frequency domain
methods where this is a simpler task. Equations (2.24) to (2.29) are still valid for use in
dispersive material modelling. Furthermore, the magnetic H and electric E fields can
be directly computed from themagneticB and electricD flux densities using Eqs. (2.5)
and (2.6), respectively. As a result, the constitutive equations also have to be discreti-
sed in a similar, but more complicated, manner than in Eqs. (2.24) to (2.29). Roughly
three methods exist to handle dispersive media: the recursive convolution method
[15], the Z-transform method [16] and the auxiliary differential equation (ADE) me-
thod [17]. During the thesis, the ADE dispersive FDTDmethod will be used due to its
robustness and simplicity of implementation.
Here, the Lorentz dispersive model [13] will be used to discretise time in Eqs. (2.5)
and (2.6), where the relative permittivity and permeability of the material are given
by:
"r = r = 1 
!2p
!2   |!   !20
(2.42)
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where !p is the plasma frequency, !0 the resonant frequency and  the collision fre-
quency. Note that the Lorentz model is straightforwardly transformed to the well-
known Drude model, if the resonant frequency is set equal to zero (!0 = 0). The Lo-
rentz model - Eq. (2.42) - is substituted in both the electric and magnetic constitutive
equations - Eqs. (2.5), (2.6) - and they are given by:
(!2   |!e   !20e)Dx;y;z = "0[!2   |!e   (!20e + !2pe)]Ex;y;z (2.43)
(!2   |!m   !20m)Bx;y;z = 0[!2   |!m   (!20m + !2pm)]Hx;y;z (2.44)
where the subscripts e and m refer to electric and magnetic quantities, respectively.
The previous Eqs. (2.43) and (2.44) are in the frequency domain and have to be trans-
formed to the time domain in order to be implemented in FDTD equations. From the
inverse Fourier transform (IFT), the following rules are derived:
|! ! @
@t
; !2 !   @
2
@t2
(2.45)
Subsequently, Eq. (2.43) can be rewritten in the time domain as:

@2
@t2
+
@
@t
e + !
2
0e

Dx;y;z = "0

@2
@t2
+
@
@t
e + (!
2
0e + !
2
pe)

Ex;y;z (2.46)
Equation (2.44) is also rewritten as:

@2
@t2
+
@
@t
m + !
2
0m

Bx;y;z = 0

@2
@t2
+
@
@t
m + (!
2
0m + !
2
pm)

Hx;y;z (2.47)
A second-order discretisation procedure is applied in Eqs. (2.46) and (2.47), where
the central finite difference operators in time (t, 2t ) and the central average operators
with respect to time (t, 2t ) were used:
@2
@t2
! 
2
t
t2
;
@
@t
! t
t
t ; !
2
0 ! !202t ; (!20 + !2p)! (!20 + !2p)2t (2.48)
In particular, the central average operators improve the stability and accuracy of the
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FDTD code. The operators t; 2t ; t; 2t are explained in [18] and given by:
tFn(i; j; k)  Fn+ 12 (i; j; k)  Fn  12 (i; j; k);
2t F
n(i; j; k)  Fn+1(i; j; k)  2Fn(i; j; k) + Fn 1(i; j; k);
tFn(i; j; k)  F
n+ 1
2 (i; j; k) + Fn 
1
2 (i; j; k)
2
;
2tF
n(i; j; k)  F
n+1(i; j; k) + 2Fn(i; j; k) + Fn 1(i; j; k)
4
(2.49)
F represents arbitrary field components and (i; j; k) indices are the coordinates of a
certain mesh point in the FDTD domain given by Eqs. (2.36), (2.37) and (2.38).
From the previous equations, the discretised form of Eq. (2.46) is written as:

2t
t2
+
t
t
te + !
2
0e
2
t

Dx;y;z
= "0

2t
t2
+
t
t
te + (!
2
0e + !
2
pe)
2
t

Ex;y;z (2.50)
In a similar way, Eq. (2.47) becomes:

2t
t2
+
t
t
tm + !
2
0m
2
t

Bx;y;z
= 0

2t
t2
+
t
t
tm + (!
2
0m + !
2
pm)
2
t

Hx;y;z (2.51)
Note that the central average operator 2t is used to improve stability and the opera-
tor t to preserve the second-order accuracy of the FDTD updating equations. The
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previous Eq. (2.50) can now be rewritten in the form:
Dn+1x;y;z(i; j; k)  2Dnx;y;z(i; j; k) +Dn 1x;y;z(i; j; k)
t2
+e
Dn+1x;y;z(i; j; k) Dn 1x;y;z(i; j; k)
2t
+!20e
Dn+1x;y;z(i; j; k) + 2D
n
x;y;z(i; j; k) +D
n 1
x;y;z(i; j; k)
4
(2.52)
= "0
"
En+1x;y;z(i; j; k)  2Enx;y;z(i; j; k) + En 1x;y;z(i; j; k)
t2
+e
En+1x;y;z(i; j; k) En 1x;y;z(i; j; k)
2t
+(!20e + !
2
pe)
En+1x;y;z(i; j; k) + 2E
n
x;y;z(i; j; k) + E
n 1
x;y;z(i; j; k)
4
#
(2.53)
Similar, Eq. (2.51) has the form:
Bn+1x;y;z(i; j; k)  2Bnx;y;z(i; j; k) +Bn 1x;y;z(i; j; k)
t2
+m
Bn+1x;y;z(i; j; k) Bn 1x;y;z(i; j; k)
2t
+!20m
Bn+1x;y;z(i; j; k) + 2B
n
x;y;z(i; j; k) +B
n 1
x;y;z(i; j; k)
4
(2.54)
= 0
"
Hn+1x;y;z(i; j; k)  2Hnx;y;z(i; j; k) +Hn 1x;y;z(i; j; k)
t2
+m
Hn+1x;y;z(i; j; k) Hn 1x;y;z(i; j; k)
2t
+(!20m + !
2
pm)
Hn+1x;y;z(i; j; k) + 2H
n
x;y;z(i; j; k) +H
n 1
x;y;z(i; j; k)
4
#
Therefore, the updating FDTD equation relating the field component E with D is the
following:
En+1x;y;z(i; j; k) =

1
"0t2
+
e
2"0t
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In like manner, the updating FDTD equation to compute H field component from B
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is given by:
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Equations (2.24) to (2.29), (2.55) and (2.56) form the updating equations of the disper-
sive FDTD technique, which is otherwise known as the (E;D;H;B) scheme. Note that
if the plasma, collision and resonant frequencies are set equal to zero: !pe = !pm =
e = m = !0e = !0m = 0, the previous equations are transformed to the free space
FDTD updating algorithm.
2.4.1 Numerical Modelling of Left-Handed Metamaterials
The broad research topic of metamaterials has been introduced recently with the stu-
dies of the left-handed medium [19, 20]. This extraordinary medium possesses nega-
tive values of both permittivity and permeability. The electromagnetic wave travelling
inside this exotic medium forms a left-handed system of vectors, in contrast to conven-
tional materials, where a right-handed system of vectors is always formed. Hence, an
electromagnetic wave experiences backward propagation inside the medium, which
can have very interesting potential applications. Perfect subwavelength imaging can
be achieved, breaking the diffraction resolution limit of =2, where  is the wavelength
of the excitation. Moreover, reverse Doppler shift and backward Cherenkov radiation
can be realised with novel applications in microwave and particle physics.
Within this section, the resolution capability of the left-handed medium will be
tested and explored. Surface plasmons are excited at the surface of the device, which
can transfer the near-field information to unprecedented distances. These evanescent
waves (near-field information) are crucial to achieve subwavelength imaging resolu-
tion. The main limitations of the structure’s performance are its inherently dispersive
nature and the high dominant losses [21, 22]. Negative values of permittivity and
permeability (" =  1,  =  1) are required to build the perfect lens, which directly
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leads to frequency dispersion, i.e., the material works only for a single frequency ex-
citation (monochromatic radiation). As a result, resonating structures are needed to
practically implement this medium, like the array of combined rods and split-ring re-
sonators proposed in [23] for microwave frequencies. However, resonators suffer from
inherent high losses, especially close to the resonance frequency.
From a practical point of view, it is very interesting to verify the subwavelength
resolution of the left-handed medium with full-wave simulations and the influence of
losses to its performance. The device is modelled with the dispersive FDTD method
presented in the previous section. For simplicity, the negative values of permittivity
and permeability (" =  1,  =  1) are mapped to the dispersive Drude model, a
special case of the Lorentz model [Eq. (2.42)], where the resonant frequencies are set
equal to zero (!0e = !0m = 0) for both magnetic and electric components. Very small
losses are introduced at the device with a loss tangent of tan  = 0:001 to speed up the
convergence time of the simulations. Hence, the collision frequencies for electric and
magnetic materials are equal to: e = m = ! tan 2 = 0:0005!, where ! = 2f and f is
the operational frequency equal to f = 3 GHz for the current simulations. The plasma
frequency of the electric and magnetic materials is chosen to be: !pe = !pm = !
p
2.
Both parameters have complex values given by: " =  '  1 |0:001, in this particular
case.
The simulation domain is two-dimensional (2-D) and the left-handed slab is pla-
ced at the center of the domain. The computational space is terminated with PMLs
[10]. The dimensions of the orthogonal slab are 0:2 towards y-axis and 1 across x-
axis. Transverse magnetic (TM) polarised incidence is used during the simulations,
reducing the non-zero fields to three components Ex; Ey and Hz . For TM wave pola-
risation, only three electric and magnetic parameters exist and are equal to: "x = "y =
z =  1  |0:001. Very fine spatial resolution is used, which is uniform and given by:
x = y = =100. The temporal resolution is chosen t = x=
p
2c, according to
Courant stability condition [6] and c is the speed of light in free space.
Two soft point sources are placed in the close proximity of the left-handed slab,
both radiating at the frequency f = 3 GHz. The distance between the sources is sub-
wavelength, being 0:14 in the x-dimension. The objective is to image the radiation
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Figure 2.2: Almost lossless (tan  = 0:001) double negative slab illuminated by two point
sources with subwavelength distance (=5). The spatial resolution of the device is tested
with the dispersive FDTD method. The red line is where the sources are placed (0:1
before the slab across the y-axis), the yellow line monitors the fields at the center of the
slab and the green line is where the images of the sources are obtained (0:1 beyond the
slab across the y-axis).
of the two sources at the other side of the perfect lens. The magnetic field distribu-
tion Hz , after the FDTD simulation of the almost lossless (tan  = 0:001) left-handed
medium has reached the steady-state, can be seen in Fig. 2.2. Resonant modes can
be clearly distinguished, travelling across the surface of the slab (x-axis) and the sur-
rounding free space. These surface plasmon modes are the carriers of the evanescent
wave (near-field) information and the keymechanism determining the subwavelength
image resolution [20].
A transverse profile of the energy distribution monitored at three lines (firstly
shown on Fig. 2.2) before, in the middle and beyond the left-handed slab can be seen
in Fig. 2.3 as the losses are changing. When tan  = 0:1 the electric and magnetic pa-
rameters are equal to: " =  '  1  |0:1. It is obvious from the left caption in Fig. 2.3
that the lossy left-handed medium does not exhibit subwavelength resolution inside
or outside of the slab at the image plane. For the case of tan  = 0:01, the permittivity
and permeability becomes: " =  '  1   |0:01. Again, there is no subwavelength
transferring of information, as can be clearly seen from the middle caption in Fig. 2.3.
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Figure 2.3: The energy of the field monitored at three different points (before, in the
middle and after the slab) of a lossy double negative medium illuminated by two point
sources with subwavelength distance (=5), similar to Fig. 2.2. The loss tangent of the
dispersive material varies from high losses tan  = 0:1 (left caption), moderate losses
tan  = 0:01 (middle caption) and negligible losses tan  = 0:001 (right caption).
It can be concluded that the electric and magnetic losses seriously degrade the perfor-
mance of the perfect lens, which should be kept in mind for future practical imple-
mentations of the device. However, there is almost perfect subwavelength resolution,
when the left-handed slab has negligible losses tan  = 0:001, as can be observed at
the right caption in Fig. 2.3. The two sources are resolved at the middle of the slab
and, more important, at the image plane. Thus, a direct trade-off relationship exists
between the losses and subwavelength performance of the perfect lens, as depicted
in Fig. 2.3. This is a serious constraint towards the practical implementation of this
metamaterial device.
2.5 General FDTD Applications
The classical FDTD numerical method and all its recent modifications are widely used
by the scientific community and industry in order to simulate the behaviour of elec-
tromagnetic waves in different media environments. It is employed for applications
covering a wide frequency range from very low, near DC, frequencies to the visible
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optical spectrum. Furthermore, it can be used to model acoustic problems and quan-
tum effects. It is noted that during 2009-2010 around 2000 articles were published in
scientific and engineering magazines, which were related to the FDTD method. It is
established as one of the main time-domain simulation techniques for electromagne-
tic problems. Furthermore, there are approximately 34 commercial and free FDTD
software suites available, which target industrial and scientific applications. Hence,
the FDTD numerical method is a really active research topic, which continues to ex-
pand to adapt to new and more complex problems, such as the previously mentioned
metamaterials.
At low near DC frequencies, it is used for simulations of geophysical phenomena.
Moreover, there are modified methods of FDTD, which are specialised to mechanical
acoustic applications. Most of the FDTD applications are encountered in the micro-
wave and optical frequency spectrum. Antennas [24] and microwave circuits design
[25], wireless propagation networks, co-planar waveguides (CPW), electromagnetic
band gap (EBG) structures, microstrips (MS), radars, electromagnetic compatibility,
inter-connectivity of devices, biomedical treatment and imaging, specific absorption
rate (SAR) calculations in human body and microwave metamaterials are just a few
of the microwave applications that can be accurately studied using the FDTD scheme.
In the optical spectrum, FDTD is widely utilised to simulate the behaviour of optical
signals, possessing very high frequencies, in different media. It is ideal for modelling
different photonic applications and exotic plasmonic devices.
2.6 Summary
Maxwell’s equations are able to predict accurately the behaviour of electromagnetic
waves in different types of media. These equations are temporally and spatially dis-
cretised using the FDTD concept, which can be easily implemented in a computer
program. Hence, simulations of electromagnetic waves, which propagate in complex
radio environments, can be constructed and thoroughly studied using a computer
machine. The CFL stability condition [Eq. (2.40)] has to be satisfied and appropriate
terminating boundary conditions have to be correctly applied.
When broadband frequency domain signals, like UWB pulses, are studied and the
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materials of the radio environment have characteristics that are frequency dependent
(dispersive materials), the classical FDTD method, presented in section 2.3, is unable
to produce correct results. Thus, the frequency dependent FDTD method has to be
applied to accurately simulate dispersive materials, with the help of Drude or Lorentz
dispersion models, as was presented in section 2.4. This method is just a modification
of the classical FDTD scheme, with the addition of calculating the electricD or magne-
tic B flux densities, due to the frequency dependence of the electric permittivity " or
magnetic permeability , respectively. The dispersive FDTD algorithmwas detailed in
section 2.4, where it was applied to model a left-handed metamaterial slab and study
the influence of losses on its perfect imaging capability. It was concluded that losses si-
gnificantly affect the performance of the perfect lens. During the next chapters, more
complicated FDTD codes will be developed to model anisotropic, spatially-varying
and inhomogeneous metamaterial devices.
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Chapter 3
FDTDModelling of
Electromagnetic Cloaks
3.1 Introduction
Recently, cloaking devices have received particular attention from the scientific com-
munity. Linear coordinate transformations have been applied, in order to manipulate
the electromagnetic characteristics of the propagationmedium [1–3]. These techniques
originate from the theory of General Relativity and conformal mapping procedures
[4, 5]. After the transformations, the medium produced (that is, the cloaking shell), is
able to guide the electromagnetic waves around an object without any disturbances
and reflections. This is equivalent to waves propagating through free space. Hence,
the object placed inside the cloak becomes effectively “invisible” to an exterior vie-
wer. The permittivity and permeability of such a cloaking device are anisotropic and
dispersive, as first demonstrated by Pendry et al. [1].
The most appropriate materials for the production of the cloak’s exotic electroma-
gnetic characteristics are metamaterials [6]. These are artificially constructed mate-
rials with extraordinary electromagnetic properties that cannot be found in nature. In
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practice, it is easier to implement the cloaking device when some (or most) of the pa-
rameters are independent of radius for cylindrical or spherical objects. To solve this
problem, reduced parameter sets were proposed in [7–9], operating with different po-
larisations. A simplified cloaking device was constructed and tested at microwave
frequencies, with promising results [10]. Moreover, there are significant efforts for an
experimental verification of cloaking at optical frequencies. One method uses silver
nanowires with subwavelength dimensions embedded in a silica dielectric host [8].
Another approach uses a concentric structure made of a layered gold-dielectric mate-
rial [11]. Recently, cloaks derived from a higher-order coordinate transformation [12]
have been proposed for a future optical cloaking device [13].
However, metamaterials are dispersive, which directly leads to limited bandwidth.
These limitations are thoroughly analysed in [14] and [15]. Another drawback of me-
tamaterials is their lossy nature [16]. Furthermore, the ideal cloaking realization is
impossible in theory, due to the wave nature of light [17]. To avoid the use of meta-
materials, an alternative approach was proposed [18], constructing the cloaking shell
from layers of homogeneous isotropic materials with subwavelength dimensions. Ho-
wever, it is difficult to realise this structure, due to the different values of permittivity
required for adjacent layers of the cloaking device. A different approach, which ap-
plies sensors and active sources near the surface of the cloaked object, has been des-
cribed in [19] which can operate over a broader bandwidth. Furthermore, subwave-
length cloaking structures composed of plasmonic parameters with near zero values
have been proposed in [20, 21] Finally, wider bandwidth cloaking applications can be
achieved if a hard surface (metasurface) concept [22–24] is employed to construct the
cloaking device.
Many interesting potential applications have been proposed, derived from dif-
ferent coordinate transformations. The technique was used for the construction of
elliptic [25] and square [26] cloaks. Moreover, it has been applied to achieve cloaking
in the acoustic frequency spectrum [27, 28]. The lossless cloaking structure has been
modelled analytically in [1, 2, 29]. A cylindrical wave expansion technique was used
to simulate a lossless cylindrical cloak in [30]. An analytical method, based on the Mie
scattering model, was proposed to exploit the lossy spherical [31] and cylindrical [32]
cloaking structures. The commercial simulation package COMSOL MultiphysicsTM
34
has been widely used to model different cloaks and compare their theoretical predic-
tions [7, 8, 12, 25, 26]. It uses the finite element method (FEM), a frequency-domain nu-
merical method. However, such frequency domain technique tends to be inefficient if
a wideband solution is desirable, as was mentioned in the previous chapter. The cloak
has also been modelled analytically in the time-domain [33], using time-dependent
scattering theory.
A cloaking structure was first simulated with the finite-difference time-domain
(FDTD) method in [34]. Another FDTD cloaking model, employing the Lorentz dis-
persive model, is presented in [35]. In this section, a new radially-dependent dis-
persive FDTD method is proposed to model lossless and lossy cloaking devices and
evaluate their bandwidth limitations. The auxiliary differential equation (ADE) me-
thod [36] is used, based on the Drude model, to produce the updating FDTD equa-
tions. The proposed method is able to fully exploit the cloaking phenomenon and
the physics behind it. The novelty of the proposed FDTD algorithm consists in the
combination of highly dispersive and anisotropic material with, at the same time, in-
homogeneous parameters. This combination of complex materials, which characterise
the newly proposed cloaking devices, has never been implemented before throughout
the literature in an efficient FDTD algorithm.
3.2 Numerical modelling of the Lossy Cylindrical Cloaking
Structure
3.2.1 Derivation of the FDTDMethod
The FDTD method is based on the temporal and spatial discretisation of Faraday’s
and Ampere’s Laws, which are:
r E =  @B
@t
(3.1)
rH = @D
@t
(3.2)
where E, H, D and B are the electric field, magnetic field, electric flux density and ma-
gnetic flux density components, respectively (for more details see section 2.2). Note
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that harmonic time dependence exp(|!t) of the field components is assumed throu-
ghout the thesis. For the dispersive FDTD method, the constitutive equations have
also to be discretised; they are given by the following equations:
D = "E (3.3)
B = H (3.4)
where the relative permittivity " and permeability  can have scalar or tensor form.
For the following cloaking structure modelling, the ADE FDTD technique was em-
ployed. Faraday’s and Ampere’s Laws were discretised with the common procedure
[37]; the conventional updating FDTD equations are:
Hn+1 = Hn  

t


 er En+ 12 (3.5)
En+1 = En +

t
"

 erHn+ 12 (3.6)
wheret is the temporal discretisation, er is the discrete curl operator and n the num-
ber of the current time step. More details about the conventional FDTD method can
be found at the previous section 2.3.
The full set of electromagnetic parameters of the cloaking structure, in cylindrical
coordinates, is given by the following [7]:
"r(r) = r(r) =
r  R1
r
; "(r) = (r) =
r
r  R1 ;
"z(r) = z(r) =

R2
R2  R1
2 r  R1
r
(3.7)
R1 is the inner radius, R2 the outer radius and r an arbitrary radius of the cloaking
structure. The ranges of the cloaking parameters were derived from Eq. (3.7):
"r; r 2

0;
(R2  R1)
R2

; ";  2

R2
(R2  R1) ;1

; "z; z 2

0;
R2
(R2  R1)

It is observed that the values of "r and r are always less than one as r varies
between R1 and R2, the values of "z and z are less than one for some points of r and,
as with conventional materials, the values of " and  are always greater than one.
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Thus, the conventional FDTD method cannot correctly simulate materials with the
properties of "r; r; "z; z and new dispersive FDTD techniques must be employed,
as with FDTD simulation of left-handed metamaterials (LHMs) [38, 39], shown before
in section 2.4. The parameters were mapped with the well-known and widely-used
Drude dispersive material model:
"^r = 1 
!2p
!2   |! (3.8)
where !p is the plasma frequency and  is the collision frequency, which characterises
the losses of the dispersive material. The plasma frequency !p was varied in order
to simulate the material properties of the radially-dependent parameters, as given in
Eq. (3.7). The required lossy permittivity can also be presented in an alternative way
by the formula "^r = "r(1  | tan ), where "r is radially-dependent and tan  is the loss
tangent of the cloaking material. Substituting this formula into Eq. (3.8) and simpli-
fying, the following analytical equations for the plasma and collision frequencies are
obtained:
!2p = (1  "r)!2 + "r! tan  (3.9)
 =
"r! tan 
(1  "r) (3.10)
From Eqs. (3.9), (3.10), it is obvious that both plasma and collision frequencies vary
according to the radius of the cloaking device. Moreover, the plasma frequency is also
dependent on the losses of the material represented by tan  and .
The " parameter, which always has values greater than one, was simulated with
the conventional lossy dielectric material model:
"^ = " +

|!
(3.11)
where the parameter " is dependent on the radius of the cloaking shell, as given
by Eq. (3.7), and  is a measurement of the conductivity losses. The loss tangent for
the lossy dielectric material is given by tan  = !" . This is also radially-dependent,
because it is a function of the " parameter. The two-dimensional (2-D) transverse
magnetic (TM) polarised incidence was used during simulations, without loss of ge-
nerality, reducing the non-zero fields to three components Ex; Ey and Hz . For TM
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wave polarisation, only three parameters from the full set (3.7) are employed: "r, "
and z .
The classical Cartesian FDTD mesh was used in the modelling and the previously
mentioned parameters were transformed from cylindrical coordinates (r; ; z) to Car-
tesian ones (x; y; z), as given below:
"xx = "^r cos
2 + "^ sin
2 ;
"xy = "yx = ("^r   "^) sin cos;
"yy = "^r sin
2 + "^ cos
2  (3.12)
Hence, the constitutive equation - Eq. (6.6) - is given in tensor form by:
0@ Dx
Dy
1A = "0
0@ "xx "xy
"yx "yy
1A0@ Ex
Ey
1A (3.13)
From Eq. (3.13), it can be deduced that:
8<: "0"xxEx + "0"xyEy = Dx"0"yxEx + "0"yyEy = Dy (3.14)
where "xx; "xy; "yx; "yy are given in Eq. (3.12). Substituting "^r from the Drude model
[Eq. (3.8)] and the lossy dielectric "^ from Eq. (3.11) in the first Eq. (3.14), the following
was obtained:
"0[|!(!
2   |!   !2p) cos2 + (|!" + )(!2   |!) sin2 ]Ex
+"0[|!(!
2   |!   !2p)  (|!" + )(!2   |!)] sin cosEy
= |!(!2   |!)Dx (3.15)
Next, Eq. (3.15) was divided by the common factor |! to achieve a simpler lower order
FDTD algorithm:
"0[(!
2   |!   !2p) cos2 + ("!2   |!( + ")  ) sin2 ]Ex
+"0[(!
2   |!   !2p)  ("!2   |!( + ")  )] sin cosEy
= (!2   |!)Dx (3.16)
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The updating dispersive FDTD equation was obtained from Eq. (3.16) via the in-
verse Fourier transform (|! ! @@t , !2 !   @
2
@t2
), giving:
"0[(
@2
@t2
+ 
@
@t
+ !2p) cos
2 + ("
@2
@t2
+ ( + ")
@
@t
+ ) sin2 ]Ex
+"0[(
@2
@t2
+ 
@
@t
+ !2p)  ("
@2
@t2
+ ( + ")
@
@t
+ )] sin cosEy
= (
@2
@t2
+ 
@
@t
)Dx (3.17)
A second-order discretisation procedure was applied to Eq. (3.17), where the central
finite difference operators in time (t and 2t ) and the central average operators with
respect to time (t and 2t ) were used:
@2
@t2
! 
2
t
t2
;
@
@t
! t
t
t ; !
2
p ! !2p2t ;  ! 2t (3.18)
where the operators t; 2t ; t; 2t are thoroughly explained in [40] and given by:
tFjni;j;k  Fj
n+ 1
2
i;j;k   Fj
n  1
2
i;j;k ; 
2
t Fjni;j;k  Fjn+1i;j;k   2Fjni;j;k + Fjn 1i;j;k ;
tFjni;j;k 
Fjn+
1
2
i;j;k + Fj
n  1
2
i;j;k
2
; 2tFjni;j;k 
Fjn+1i;j;k + 2Fjni;j;k + Fjn 1i;j;k
4
(3.19)
F represents arbitrary field components and (i; j; k) indices are the coordinates of spe-
cific mesh points in the FDTD domain. Hence, the discretised Eq. (3.17) becomes:
"0[(
2t
t2
+ 
t
t
+ !2p
2
t ) cos
2 + ("
2t
t2
+ ( + ")
t
t
+ 2t ) sin
2 ]Ex
+"0[(
2t
t2
+ 
t
t
+ !2p
2
t )  ("
2t
t2
+ ( + ")
t
t
+ 2t )] sin cosEy
= (
2t
t2
+ 
t
t
)Dx (3.20)
Note that " remains constant in Eq. (3.20), because it is always greater than one,
as for conventional dielectric materials. Finally, the operators (3.19) are substituted in
Eq. (3.20) so that the derived dispersive updating FDTD equation is:
En+1x = [C1D
n+1
x  B1En+1y   C2Dnx +A2Enx
+B2E
n
y + C3D
n 1
x  A3En 1x  B3En 1y ]=A1 (3.21)
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Using exactly the same procedure, the updating FDTD equation for theEy component
was derived from the second Eq. (3.14) as:
En+1y = [C1D
n+1
y  B1En+1x   C2Dny + F2Eny
+B2E
n
x + C3D
n 1
y   F3En 1y  B3En 1x ]=F1 (3.22)
The coefficients in both Eqs. (3.21) and (3.22) are given by:
A1 =
(cos2 + " sin
2 )
t2
+
!2p cos
2 +  sin2 
4
+
 cos2 + ( + ") sin
2 
2t
;
A2 =
2(cos2 + " sin
2 )
t2
  !
2
p cos
2 +  sin2 
2
;
A3 =
(cos2 + " sin
2 )
t2
+
!2p cos
2 +  sin2 
4
   cos
2 + ( + ") sin
2 
2t
;
B1 =
(1  ") sin cos
t2
+
(!2p   ) sin cos
4
+
(      ") sin cos
2t
;
B2 =
2(1  ") sin cos
t2
  (!
2
p   ) sin cos
2
;
B3 =
(1  ") sin cos
t2
+
(!2p   ) sin cos
4
  (      ") sin cos
2t
;
C1 =
1
"0t2
+

2"0t
; C2 =
2
"0t2
; C3 =
1
"0t2
  
2"0t
;
F1 =
(sin2 + " cos
2 )
t2
+
!2p sin
2 +  cos2 
4
+
 sin2 + ( + ") cos
2 
2t
;
F2 =
2(sin2 + " cos
2 )
t2
  !
2
p sin
2 +  cos2 
2
;
F3 =
(sin2 + " cos
2 )
t2
+
!2p sin
2 +  cos2 
4
   sin
2 + ( + ") cos
2 
2t
;
where t is the temporal discretisation.
However, as they stand, Eqs. (3.21), (3.22) cannot be calculated with the FDTD
algorithm. The reason is that, in the case of Eq. (3.21), the component En+1y cannot be
computed at the particular time step (n+ 1). This also applies to the En+1x component
in Eq. (3.22). The solution is to substitute Eq. (3.22) into Eq. (3.21) and vice versa. As a
result, the updating FDTD equation, which computes the En+1x component, becomes:
En+1x = [C1D
n+1
x   a1Dn+1y   C2Dnx + a2Dny + b2Enx + d1Eny + C3Dn 1x   a3Dn 1y
 b3En 1x   d2En 1y ]=b1 (3.23)
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The updating FDTD equation for the En+1y component is derived, in exactly the same
way, to be:
En+1y = [C1D
n+1
y   e1Dn+1x   C2Dny + e2Dnx + f2Eny + g1Enx + C3Dn 1y   e3Dn 1x
 f3En 1y   g2En 1x ]=f1 (3.24)
where the newly introduced coefficients in Eqs. (3.23) and (3.24) are:
a1 =
B1C1
F1
; a2 =
B1C2
F1
; a3 =
B1C3
F1
;
b1 = A1   B
2
1
F1
; b2 = A2   B1B2
F1
; b3 = A3   B1B3
F1
;
d1 = B2   B1F2
F1
; d2 = B3   B1F3
F1
;
e1 =
B1C1
A1
; e2 =
B1C2
A1
; e3 =
B1C3
A1
;
f1 = F1   B
2
1
A1
; f2 = F2   B1B2
A1
; f3 = F3   B1B3
A1
;
g1 = B2   A2B1
A1
; g2 = B3   A3B1
A1
For more accurate results, the overlined field components Dy; Ey;Dx; Ex were cal-
culated using a local spatial averaging technique [41]. This method was employed
because the x and y field components are specified at different mesh points across the
FDTD grid. It is a usual technique employed in the FDTD simulations of anisotropic
media. The averaged field component values were computed from [41]:
Ey(i; j) =
Ey(i; j) + Ey(i+ 1; j) + Ey(i; j   1) + Ey(i+ 1; j   1)
4
(3.25)
where (i; j) are the coordinates of the mesh point.
The final step was to introduce the updating FDTD equation of the Hz field com-
ponent. From Eq. (3.7), the magnetic permeability z component can have values both
less and greater than one. Hence, a more complicated approach was necessary to mo-
del the magnetic field Hz component. When z < 1, the magnetic permeability was
mapped using the Drude model, given by:
^z = 1 
!2pm
!2   |!m (3.26)
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where !pm is the magnetic plasma frequency and m is the magnetic collision fre-
quency, which determines the losses of the magnetic dispersive material. The analyti-
cal equations of !pm and m were derived in the same way as Eqs. (3.9), (3.10) and are
given by:
!2pm = (1  z)!2 + z!m tan m (3.27)
m =
z! tan m
(1  z) (3.28)
It can be seen from the above Eqs. (3.27), (3.28), that the magnetic plasma and colli-
sion frequencies are radially-dependent, because they are functions of z , as given by
Eq. (3.7).
Equation (3.26) was substituted in the constitutive equation - Eq. (3.4) - and discre-
tised as in [38]. The updating FDTD equation for the H-field case is therefore:
Hn+1z =

1
0t2
+
m
20t

Bn+1z  
2
0t2
Bnz
+

1
0t2
  m
20t

Bn 1z +
"
2
t2
  !
2
pm
2
#
Hnz
 
"
1
t2
  m
2t
+
!2pm
4
#
Hn 1z
),"
1
t2
+
m
2t
+
!2pm
4
#
(3.29)
When the magnetic permeability of the cloaking material is z  1, it was simulated
with the conventional lossy magnetic model:
^z = z +
m
|!
(3.30)
where the component z is radially-dependent and given by Eq. (3.7). The parameter
m is the magnetic conductivity. The loss tangent of the lossy magnetic material is gi-
ven by tan m = m!z and it is also radially-dependent. The updating FDTD equation,
for this type of material, is derived from the discrete Faraday law - Eq. (3.5) - including
the losses [37]. Finally, the updating FDTD equation, between H and E field compo-
nents, was equal to the discrete Ampere law - Eq. (3.6) - in free space. The currently
proposed FDTD method is an extension of the one proposed in [34] and it can also
simulate lossy electromagnetic cloaks. The proposed method can be easily extended
in order to model three dimensional (3-D) lossy electromagnetic cloaks.
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3.2.2 Discussion and Stability Analysis
Numerical approximations are inevitable, when the FDTD method is applied. Space
and time are discretised, with a detrimental effect on the accuracy of the simulations.
Furthermore, the permittivity and permeability are frequency-dependent, being mo-
delled with the Drude dispersionmodel shown on Eq. (3.8) and the conventional lossy
dielectric/magnetic behaviour [Eq. (3.11)]. Due to the presence of a finite discrete time
step t, which is always used in the FDTD method, there will be differences between
the analytical and the numerical characteristics of the cloakingmaterial. Hence, for the
proposed dispersive FDTD method, a spatial resolution of x < =10 will be insuffi-
cient, unlike the conventional dielectric material simulations, where it is the required
value [37]. From a previous analysis of left-handed metamaterials [38], it was found
that spurious resonances are caused by coarse time discretisation, which directly leads
to numerical errors and inaccurate modelling results. It was proposed that a spatial
resolution of x < =80 is necessary for accurate simulations. The same and more
dense spatial resolution restrictions have also to be applied in the simulation of the
cloaking structure.
The same approach, as that taken in [34, 38], will be followed for the computation
of the numerical values of the permittivities "r; " and the permeability z . The plane
waves, described in a discrete-time form, are given by:
En = Eejn!t;Dn = Dejn!t (3.31)
They are substituted in Eq. (3.21) and the calculated numerical permittivities e"r; e" are
the following:
e"r = "1  !2pt2 cos2 !t2
2 sin !t2 (2 sin
!t
2   |t cos !t2 )
#
(3.32)
e" = " + t
2j tan !t2
(3.33)
Notice that, when t ! 0, which leads to a very fine FDTD grid, the Eqs. (3.32),
(3.33) are transformed to the Drude model [Eq. (3.8)] and the lossy dielectric material
[Eq. (3.11)], respectively. Exactly the same numerical permeabilityfz formulas can be
produced for the dispersive magnetic model [Eq. (3.26)] and the conventional lossy
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magnetic material [Eq. (3.30)]. The comparison between analytic and numerical ma-
terial parameters is given in [34]. It is concluded that conventional spatial resolutions
with values x < =10 are not appropriate for this kind of anisotropic material and
more fine FDTD meshes, with x < =80, have to be applied to maintain the simula-
tion accuracy.
Another problem, which was dominant during the FDTD modelling of cloaking
structure, was numerical instability. The Courant stability criteriont = x=
p
2c [37]
was satisfied during the FDTD simulations, where c is the speed of light in free space.
The object, which was “cloaked”, was chosen to be composed of a perfect electric
conductor (PEC) material. Arbitrary materials can be used for the object placed inside
the cloaking shell. However, for the FDTD modelling, it is better to choose the PEC
material, because very small field values will always be expected inside the cloaked
space. These are due to the numerical approximations, which are inherent to the FDTD
method.
The instability originates from two specific regions of the cloaking FDTD meshes.
The first instability region originates at the interface between the cloaking material
and free space (r = R2). The other was concentrated at the interface between the
cloaking device and the “cloaked” PEC material (r = R1). In both regions, the permit-
tivities "r; " and the permeability z are changing rapidly from finite, even zero, to
infinite theoretical values. As a result, spurious cavity resonances are created, which
are combined with the effect of the irregular staircase approximation of the cloaking
structure’s cylindrical geometry. From the discretisation, with the FDTD method, of
the divergence of the electric flux densityrD, it can be concluded that the instability
is present in the form of accumulated charges at these two interfaces.
In order to achieve stable FDTD simulations, a series of modifications was applied
to the conventional FDTD algorithm. First, the locally spatial averaging technique
[Eq. (3.25)] was introduced for the simulation of the constitutive equation, which is
given in tensor form in Eq. (3.13). This method improved the stability and accuracy
of the cloaking modelling. Fine spatial resolutions (x < =80) were applied, which
alleviated the effect of the inevitable - for the current cylindrical geometry - staircase
approximation. Ideally, an infinite spatial resolution will guarantee an accurate and
stable cloaking modelling. Moreover, there are differences between the analytical and
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the numerical - Eq. (3.32) - material parameters, which adversely affect the stability of
the FDTD simulations. Corrected numerical electric and magnetic plasma and colli-
sion frequencies were computed. The required numerical lossy permittivity was equal
to e"r = "r(1 | tan ), where the permittivity "r was radially-dependent (3.7) and tan 
was the loss tangent of the cloaking material. If the numerical lossy permittivity is
substituted in Eq. (3.32), the resulting corrected plasma and collision frequencies were
obtained as [34]:
e!2p = 2 sin !t2 [ 2("r   1) sin !t2 + "rt cos !t2 tan ]
t2 cos2 !t2
(3.34)
e = 2"r sin !t2 tan 
(1  "r)t cos !t2
(3.35)
For the conventional lossy dielectric/magnetic model, the only correction, for impro-
ved stability, was applied at the frequency !. The corrected frequency was easily
obtained from Eq. (3.33):
e! = tan !t2
t=2
(3.36)
Following all these modifications, a stable FDTD simulation can be obtained at the
outer interface (r = R2) of the cloaking structure. For the inner interface (r = R1), one
more modification has to be applied in the FDTD algorithm, in order to achieve stabi-
lity. The correct definition of the “cloaked” perfect electric conductor (PEC) material
is crucial for stable modelling of the cloak. The PEC is defined in the FDTD code as
a material with infinite permittivity (" ! 1). Hence, the coefficient  t" , in the dis-
crete Ampere’s Law (Eq. (3.6)), has to be set to zero inside the PEC material, in order
to achieve a correct and stable simulation. After all these modifications, which have
been made to the FDTD algorithm, the resulted modelling is stable and the numerical
accuracy has been dramatically improved. There are no accumulated charges at the
two interfaces (r = R1; r = R2), as shown by the FDTD simulation of the divergence
of the electric flux density r D.
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3.3 Numerical Results of the Ideal Cylindrical Cloaking Struc-
ture
A TM polarised plane wave source was utilised to illuminate the 2-D FDTD modelled
cloaking structure. A uniform spatial discretisation was used, with an FDTD cell size
of x = y = =150, where  is the wavelength of the excitation signal. In this case,
the operating frequency was f = 2GHz and the free space wavelength was  = 15 cm.
The temporal discretisation was chosen according to the Courant stability condition
[37] and the time step was given byt = x=
p
2c, where c is the speed of light in free
space.
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Figure 3.1: (a) The full set of cloaking material parameters used in the FDTD simulation.
(b) 2-D FDTD computation domain of the cloaking structure for the case of plane wave
excitation.
Initially, a lossless cloaking shell was simulated to validate the proposed FDTD
method. This meant that the collision frequency in the Drude model [Eq. (3.8)] was set
equal to zero ( = 0). Furthermore, the conductivity in Eq. (3.11) is set to zero ( = 0).
Hence, the radially-dependent plasma frequency was computed from the simplified
equation: !p = !
p
1  "r, where "r is given by Eq. (3.7). The inner and outer radius
- of the cloaking device - had dimensions R1 = 10 cm and R2 = 20 cm, respectively.
The variation of the full set of the cloaking parameters [Eq. (3.7)] with the cloak’s ra-
dius is shown on Fig. 3.1(a). The computational domain was terminated along the
y-direction with Berenger’s perfectly matched layers (PMLs) [42]. The waves were
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fully absorbed in these PMLs, “leaving” the computation domain without introdu-
cing reflections. In the last layer of the computational domain along the x-direction,
Bloch’s periodic boundary conditions (PBCs) [37] were applied, in order to create a
propagating plane wave. The FDTD computation domain for the current simulations
is shown on Fig. 3.1(b). A transverse profile of the propagating field in the lossless
cloaking shell is depicted in Fig. 3.2(a). The results for plane wave excitation, when
the steady-state is reached, are given in Fig. 3.2(b).
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Figure 3.2: (a) Transverse profile of themagnetic fieldHz component propagating through
the lossless cloaking device. The wave propagates from left to right undisturbed. (b) Nor-
malized magnetic field distribution of the lossless ideal cloaking device with plane wave
excitation. The wave propagates from left to right and the cloaked object is composed of
PEC material.
In Fig. 3.2(b), the electromagnetic wave propagates from left to right in the FDTD
computation domain. The wave bends inside the cloaking device in order to avoid
the “cloaked” object, as was expected. The wave trajectory is recomposed without
any disturbance behind the cloaking shell. Therefore, the object placed inside the
cloaking structure appears to be “invisible”; as if it was absent. Note that, for this type
of cloaking devices, there are no constraints about the size and the material type of the
“hidden” object. This is in contrast to the properties of the proposed plasmonic and
LHM-based cloaking devices [20, 43–45]. In Fig. 3.2(b), where a small disturbance of
the plane wave is visible leaving the cloak on the right-hand side. Furthermore, there
is a slight scattering coming back to the source plane on the left hand side. The reason
is that the surface of the cloaking device is curved (cylindrical structure), but it is being
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modelled with a Cartesian FDTD mesh. As a result, a staircase approximation is in-
evitable, which directly reduces the simulation accuracy. This problem can be solved
if a conformal scheme [46] is utilised or a cylindrical FDTD is applied, combined with
a dispersive FDTD scheme. However, the analysis of the conformal dispersive FDTD
[46] technique leads to a complicated sixth-order differential equation for the simula-
tion of the cloaking structure. This is due to the anisotropy of the cloaking material
parameters.
The next step was to introduce losses in the radially-dependent and dispersive
cloaking material, which is a far more practical and realistic representation of me-
tamaterials. The loss tangent, tan , was set equal to 0:1, for both the dispersive "^r
component [Eq. (3.8)] and the conventional lossy dielectric component "^ [Eq. (3.11)].
For themagnetic component ^z , the magnetic loss tangent is chosen to be tan m = 0:1,
again for both the dispersive [Eq. (3.26)] and the conventional lossy [Eq. (3.30)] cases.
This loss value is reasonable for metamaterial structures operating close to their re-
sonance frequency. The FDTD computational domain scenario used to simulate the
lossy cloak is the same as in Fig. (3.1)(b) for the lossless case. The attenuation of the
propagating magnetic field Hz component through the lossy cloak is clearly depicted
in Fig. 3.3(a). The magnetic field Hz distribution, with a plane wave excitation, is de-
picted in Fig. 3.3(b). It is observed that the cloaking device is bending the waves in
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Figure 3.3: (a) Magnetic field Hz component propagating through the lossy cloaking de-
vice (tan  = 0:1). The wave propagates from left to right and it is dissipated at the right
side of the cloak. (b) Normalized magnetic field distribution of the lossy cloaking device
with plane wave excitation. Ideal parameters are used with a loss tangent of 0:1. The
wave propagates from left to right and the cloaked object is composed of PEC material.
48
a similar manner to the lossless case. However, due to the presence of losses in elec-
tromagnetic cloaks, there is a strong shadowing effect to the field behind the cloaking
shell. For much reduced tan  = 0:01, the magnetic field pattern becomes almost iden-
tical to the ideal lossless case in Fig. 3.2(b). However, with tan  = 0:1, the cloaking
performance is impaired due to the shadow cast behind the cloaked object. There-
fore, the proposed cloaking structure is sensitive to losses, which is a drawback for the
realisation of future “invisibility” devices.
The scattering coefficients of lossless and lossy cloaks are calculated with reference
to the free space case, with no obstacles present. Equal loss values are chosen for the
electric permittivities "r, " and the permeability z components (tan  = tan m). The
way inwhich the scattering patterns, varywith different losses, are depicted in Fig. 3.4,
where the angles of 0 and 180 depict forward and backward scattering, respectively.
It is interesting to compare our numerical results of Fig. 3.4 with the analytical com-
puted far-field scattering performance of the cylindrical cloak presented in [32]. It can
be seen that the scattering coefficients increase with the losses; furthermore the mini-
mum scattering is no longer at the backscattering point (angle of 180) as the losses
rise, which is in good agreement with the analytical solution of the cloak [32].
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Figure 3.4: Scattering patterns of lossless and lossy cloaks. Equal loss tangents of the
electric and magnetic parameters were chosen, which range from 0 to 0:1.
The losses directly affect the cloak’s performance; moreover, the cloaking material
parameters are frequency-dispersive. For example, it can be seen in Fig. 3.5(a) how
the value of "r at the inner radius of the cloaking device (r = R1) changes with slight
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deviations from the center frequency of 2GHz. Hence, the cloak is only effective over a
narrow frequency range. The FDTD method gives us the flexibility to easily perceive
the bandwidth issues of the cloaking device, because it is a time-domain numerical
technique. Again, FDTD modelling of the lossless cloaking device is employed to
investigate the bandwidth limitations of the cloak. The computation domain is the
same as in Fig. 3.1(b) and the updating FDTD equations are given by Eqs. (3.5), (3.6),
(3.23), (3.24), (3.29). The excitation in this simulation is a wideband Gaussian pulse
with a fixed bandwidth of 1 GHz (Full width at half maximum - FWHM), centered at
a frequency of 2 GHz.
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Figure 3.5: (a) Ideal cloaking material parameter "r, at the point r = R1 of the cloak,
varying with the frequency. Note that the values of "r are always less than one and they
can be negative. (b) Awideband Gaussian pulse propagating from the left to the right side
of the cloak. The pulse has a fixed bandwidth of 1 GHz (FWHM), centered at a frequency
of 2 GHz. The snapshot is taken when the pulse is recomposed at the right side of the
cloak.
The effect on this wideband Gaussian pulse is shown on Fig. 3.5(b) after it has pro-
pagated through the cloaking device. It is evident that there are reflections and that
the pulse trajectory is not recomposed correctly. It experiences a time delay, which
is particularly marked near the cloak’s inner boundary, in similar fashion to that ob-
served with 3-D spherical cloaks, using the Hamiltonian optics [47]. However, the
desired bending of the electromagnetic pulse inside the device still occurs, in similar
manner to that seen at the FDTD simulation of the ideal cloak in Fig. 3.2(b).
The reflection coefficient of this cloaking device was also calculated, in order to
measure the backscatter of the structure. The magnetic field values Hz are averaged
along a parallel to the x-axis line, close to the plane wave source and the excitation
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pulse is isolated from the reflected signal. Furthermore, the transmission coefficient
was measured with the same technique of averaging the field values along a line, close
to the right side PML wall. The computed reflection and transmission coefficients can
be seen in Figs. 3.6(a) and 3.6(b), respectively.
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Figure 3.6: (a) Reflection coefficient of ideal cloak in dB, varying with frequency. (b)
Transmission coefficient of ideal cloak, varying with frequency. In both cases, the device
is illuminated with a wideband Gaussian pulse.
To conclude, the cloak has acceptable performance over a narrow bandwidth only,
with ideal behaviour (no reflections and total transmission of the field) at one fre-
quency; namely the center frequency (2 GHz). Nevertheless, the device can operate
with a tolerable percentage of reflections and a 50% reduction in transmitted signal
over a wider frequency range. Note that more details at the performance of the cloak
and other transformation based devices under non-monochromatic illuminations will
be provided in the next section 5.2 of the thesis, including a more detailed quantitative
analysis.
Rather than the plane wave excitations used so far, it is also interesting to illumi-
nate the ideal lossless cloak with a soft monochromatic point-source. With this expe-
riment, the performance of the cloak can be tested when the device is illuminated with
oblique incidence radiation, in contrast with the normal incidence of plane waves. The
computational FDTD scenario is identical with Fig. 3.1(b) and the simulations presen-
ted in Fig. 3.2(b). However, the plane wave is replaced with a soft point source (PS) at
the point (2:4; 0:4) as seen in Fig. 3.7 and the surrounding PBCs are replaced with
PMLs to terminate the computational domain. The polarisation and frequency of ope-
ration are the same with the previous plane wave simulations. The magnetic field
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distribution after the steady-state was reached is observed in Fig. 3.7. The waves bend
around the cloaking device and propagate behind the cloaked object undisturbed, in a
similar way with Fig. 3.2(b). Again the imperfection of the wave at the right side arises
from the staircase approximation of the cylindrical cloaking shell. Nevertheless, the
cloak works almost perfectly for the case of cylindrical waves impinging on it. For
example, it can ideally cloak an object placed in the near field vicinity of a dipole. As a
result, it can solve the common technical problem of mutual coupling when different
antennas are required to be placed close to each other within a limited space.
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Figure 3.7: Normalized magnetic field distributionHz of the lossless cloaking device with
soft point source excitation. The wave propagates from left to right and the cloaked object
is composed of PEC material.
3.4 Numerical Results of Practical Cylindrical Cloaking Struc-
tures
All the components of permittivity and permeability of the ideal cloak are radially-
dependent, as can be clearly seen in Eqs. (3.7). The full set of parameters is difficult,
almost impossible, to implement in practice with current metamaterial technology, in
order to provide experimental verification of the cloaking phenomenon. Instead, redu-
ced sets of cloaking parameters are sought. These constitute a more practical approach
to cloaking for potential experimental demonstrations. Different parameter sets have
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been introduced throughout the literature with the most renowned being the reduced
cloak proposed in [8, 48] and experimentally verified in [10]. The reduced parameter
set cloak bends the electromagnetic waves in the same way as the full ideal set device,
but has the drawback of introduced unwanted reflections, due to the impedance mis-
match between the approximate cloaking material and free space. The permittivities
"r; " and the permeability z of the reduced set, for 2-D TM polarisation illumination,
are given by [8, 48]:
"r =

R2
R2  R1
2r  R1
r
2
;
" =

R2
R2  R1
2
; z = 1 (3.37)
The parameters given by Eqs. (3.37) are non-magnetic (z = 1), which is a major ad-
vantage of the reduced set cloaks for their experimental verification, especially at opti-
cal frequencies, where magnetic materials do not exist. The "r component always has
dispersive values ("r < 1) and it is mapped by means of the Drude model [Eq. (3.8)].
Finally, the " always has non-dispersive values ("  1) and is simulated as a conven-
tional dielectric material [Eq. (3.11)].
The radially-dependent dispersive FDTD method, presented before to simulate
the ideal cloak [Eqs. (3.23) and (3.24)], is appropriately adjusted with the aim of mo-
delling the lossless practical reduced cloak with parameters given by Eqs. (3.37). The
same FDTD computation domain is used as for themodelling of the lossless ideal cloa-
king device, shown on Fig. 3.1(b). The frequency, polarisation and discretisation of the
structure are again the same as for the previous simulations. The magnetic field distri-
bution of a plane wave impinging on the practical reduced cloak is shown on Fig. 3.8.
Reflections are dominant, around the cloaking shell, at the interface between the ma-
terial and the free space, in agreement with theoretical predictions. The impedance of
the full parameter set cloak [Eqs. (3.7)] at the interface between the cloaking structure
and free space (r = R2) is equal to Z =
q
0z
"0"
= , where  is the wave impedance
of free space propagation ( = 120
). Hence, the ideal cloaking device is matched
to the surrounding free space and no reflections are observed. The impedance of the
practical reduced cloak [Eqs. (3.37)] at the outer radius r = R2 is given by the formula:
Z =
q
0z
"0"
= (1 R1R2 ). Therefore, the practical reduced cloak is not matchedwith the
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Figure 3.8: Normalized magnetic field distributionHz of the lossless practical reduced set
parameter cloaking device with plane wave excitation. Again, the wave propagates from
left to right and the cloaked object is composed of PEC material.
surrounding free space and reflections are inevitable, as can be seen in Fig. 3.8. As a
result, the material placed inside the reduced parameter set cloak (PEC for this case) is
not entirely “invisible” and possible to be detected, as was shown on [34, 49]. Finally,
it is interesting that if the cloaking shell radius R2 is larger than the cloaked object’s
radiusR1 (thick practical reduced cloak withR2  R1), the performance of the device
is significantly improved because it becomes better matched to the surrounding free
space.
In order to decrease this undesired scattering, arising directly from mismatching,
an alternative reduced parameter set cloak has been proposed in [12, 13], which can
be derived from higher order coordinate transformations. Again for TM polarisation,
the material parameters are given by [12]:
"r =
 r
r0
2
; " =

@g(r)
@r
 2
; z = 1 (3.38)
where r0 = g(r) = [(R1=R2)(r=R2   2) + 1]r + R1 is the quadratic transformation
function describing the new coordinate r0 as a function of the old free space coordinate
r. More details about the coordinate transformation technique are presented in the
appendix A. The r coordinate has to be replaced in the formulas given by Eqs. (3.38)
to compute the values of permittivity and permeability required. The r coordinate is
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equal to:
r = (
R2
2
2R1
)[(1  4R1
R2
+
4R1
R2
2 r
0)1=2   (1  2R1
R2
)] (3.39)
Therefore, Eq. (3.39) is substituted in Eqs. (3.38) so that the new higher order based
parameter set is given by:
"r =

R2
2
2R1r
2 
(1  4R1
R2
+
4R1
R2
2 r)
1=2   (1  2R1
R2
)
2
;
" = [1  4R1
R2
+
4R1
R2
2 r]
 1; z = 1 (3.40)
The values of the above new reduced set of cloaking parameters [Eqs. (3.40)] are non-
magnetic, like the practical reduced cloak presented before. However, both permitti-
vity components "r; " are radially-dependent for the improved cloaking parameters,
which makes a potential practical realisation of the cloaking device more complica-
ted. The impedance at the interface of the cloaking material and the surrounding free
space (r = R2) is computed to be: Z =
q
0z
"0"
= . Hence, the advantage of this
cloaking design is that it is matched to the surrounding free space and, as a result, less
reflections are expected than with the practical reduced cloak.
The lossless higher order based reduced cloak given by Eqs. (3.40) was simulated
with the proposed radially-dependent dispersive FDTD method, derived before. The
FDTD computation domain, dimensions of the cloaking structure, polarisation and
discretisation of the structure are the same as in the previous simulations. The ma-
gnetic field distribution of a plane wave impinging on the cloak after the steady-state
is reached can be seen in Fig. 3.9. If the performance of the two reduced cloaking de-
signs (Figs. 3.8 and 3.9) are compared, it is obvious that the reflections are decreased
around the cloaking structure in the higher order based cloak, because the device is
better matched to the surrounding free space. Moreover, it is observed that the waves
bend only near the “cloaked” PEC object. This occurs because the impedance is al-
tered slowly along the cloaking structure from the outer R2 to the inner radius R1.
It is noted that the higher order based cloak dimensions have to satisfy the relation-
ship R1=R2 < 0:5 in order to achieve a monotonic transformation function [12] [see
Eq. (3.39)]. Currently, the dimensions of the simulated cloaking structure are within
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Figure 3.9: Normalized magnetic field distribution Hz of the lossless higher order based
reduced cloaking device. Again, the wave propagates from left to right and the cloaked
object is composed of PEC material.
the limit of this geometrical criterion R1=R2 = 0:5. It is evident that this cloaking
design is not appropriate for the construction of a thin cloak, which is a major disad-
vantage towards its practical realisation. Finally, two novel designs (operating for TE
and TM polarisations) of optical cloaks based on higher-order transformations have
been proposed in [13].
Recently, another interesting reduced parameter set cloak has been suggested by
[9], which is a more appropriate design for a future experimental verification of cloa-
king at the optical frequencies. It has the advantages of being matched to the surroun-
ding free space, but has no dimensions restrictions, as in the case of the higher order
based cloak. The material parameters for an excitation of TM polarisation are given
by [9]:
"r =

r  R1
r
2 R2
R2  R1 ;
" =
R2
R2  R1 ; z =
R2
R2  R1 (3.41)
It is obvious from Eq. (3.41) that only "r parameter component is radially-dependent,
the other material parameters having constant values. This is highly desirable because
it can lead to a simpler experimental design of the cloak, especially at optical frequen-
cies. Once more, the matched reduced cloaking device is simulated with the proposed
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radially-dependent dispersive FDTD method with the losses set to zero. The normali-
zed magnetic field distribution of this improved matched reduced cloak is depicted in
Fig. 3.10. The FDTD computation domain scenario, polarisation, excitation frequency
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Figure 3.10: Normalized magnetic field distribution Hz of the lossless improved reduced
set parameter cloaking device with plane wave excitation. Once more, the wave propa-
gates from left to right and the cloaked object is composed of PEC material.
and discretisation of the structure are identical to those in the previous simulations.
Less scattering is obtained at the interface between surrounding free space and cloa-
kingmaterial, as predicted by theory [9]. The bending of the waves inside the cloaking
material is similar to the case of the ideal cloak shown before in Fig. 3.2(b). One can
conclude that the improved matched reduced cloak is more appropriate for a future
practical implementation of cloaking at optical frequencies.
To quantify the scattering performance of the previously FDTDmodelled different
cloaking designs, the scattering coefficient S is calculated with reference to free space
case, where no obstacles are present. It is computed, for TM polarised waves, by the
formula:
S =
 jHzj   jHfrz jjHfrz j
 (3.42)
where Hz is the complex magnetic field distribution recorded on a circular curve sur-
rounding the different cylindrical cloaks and Hfrz is the complex magnetic field dis-
tribution in the free space, where all the objects have been removed. The scattering
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coefficients of the ideal, practical reduced, higher order based and matched reduced
cloaks are calculated from FDTD simulations as shown in Fig. 3.11. As expected, the
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Figure 3.11: Comparison of scattering performance of different cylindrical cloaking desi-
gns.
ideal cloak has minimum scattering and by far the best cloaking performance. Ho-
wever, the matched reduced cloak has better cloaking performance than all the other
alternative simplified designs. Less backscattering (angle of 180) and improved re-
construction of the wave trajectory (angles between  90 to 90) are also obtained -
Fig. 3.11 - for the matched reduced cloak. As a result, it is an ideal candidate for future
experimental verification of invisibility.
3.5 Conclusions
A novel radially-dependent dispersive FDTD technique was proposed to model dif-
ferent electromagnetic cloaking designs. The cloaking material parameters were map-
ped according to the dispersive Drude model and the constitutive equations were
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discretised in space and time. Both lossless and lossy electromagnetic cloaks were
investigated. The FDTD simulation results were in good agreement with similar fin-
dings from the theoretical analysis and the frequency domain numerical modelling of
the cloaking structures. It was shown that the matched reduced cloak is a good al-
ternative design of the ideal one, in terms of scattering performance. However, from
the FDTD numerical modelling, it was concluded that this cloaking structure is sensi-
tive to losses. Moreover, it is perfectly “invisible” only over a very narrow frequency
range, around the central frequency of 2 GHz, here. In next chapters of the thesis,
more details will be provided on how lossless and lossy cloaks behave over a wide
frequency range.
The proposed FDTD technique can be easily extended to simulate 3-D cloaking
structures. Nevertheless, fine spatial resolutions (at least =80) must be maintained
to achieve stable and accurate results; this is not a major factor for 2-D simulations,
but would be of serious concern for middle-to-large sized real-life 3-D cloaking de-
vices. This problem can be addressed using conformal FDTD methods and/or paral-
lel programming techniques operating on powerful computer cluster facilities. The
proposed FDTD method can be easily modified to model other interesting structures
derived from coordinate transformations. More results will be shown in the following
chapters of the thesis, and the method constitutes a useful addition in the numerical
modelling of designs based on transformation electromagnetics. Finally, it is noted
that novel microwave absorbers and antenna structures may be developed based on
the general concept of coordinate transformation used in electromagnetic cloaking.
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Chapter 4
FDTDModelling of Devices Based
on Transformation Electromagnetics
4.1 Ground-Plane Quasi-Cloaking for Free Space
4.1.1 Introduction
Transformation electromagnetics allows the manipulation of light in unprecedented
ways, such as the design of invisibility cloaks [1], which were studied in detail du-
ring the previous chapter 3. Most notably, a dispersive approximate cylindrical cloak
that can be located in free space was constructed using metamaterial-based resonating
structures, andwas demonstrated to work in themicrowave regime [2]. However, due
to causality constraints [3, 4], the required material anisotropy of such designs cannot
be achieved without increased absorption [5] and reduction in the operating band-
width [6].
In order to circumvent these issues, a different transformation that produces a de-
sign which transforms an object to a metal sheet was proposed [7]. In this scenario, the
object is only cloaked when placed above a ground plane and the whole device needs
to be embedded in a background material. However, it has the advantages that the
63
material anisotropy can be minimal, so that the cloak still works satisfactory if the ani-
sotropy is simply ignored. This approach was verified experimentally by constructing
a broadband microwave cloak using metamaterial elements operating non-resonantly
[8]. Nonetheless, the cloak demonstrated in [8] still required more than 6000 unique
metamaterial cells, making it extremely difficult to be reproduced in a massive pro-
duction scale. Moreover, the microwave carpet cloak design and its sub-nanometer
dimensions optical counterparts proposed later [9–11] are always designed to be em-
bedded in a surrounding medium different from free space. As a result, these devices
need to be surrounded with impedance-matching metamaterial layers in order to be
matched to free space.
Finite-difference time-domain (FDTD) simulations [12] have been performed to
test simplified broadband ground-plane cloak designs that operate at optical frequen-
cies, embedded either in a background material or in free space. These designs are
considered as quasi-cloaks, in the sense that they are not aimed at providing perfect
cloaking, but rather use the main physical principles of transformation electromagne-
tics in order to minimise the scattering signatures of metallic objects. It is shown that
a simplified quasi-cloak, consisting of only six unique blocks of conventional mate-
rials with conventional dielectric relative permittivities (" > 1), can provide very good
ground-plane cloaking, after ignoring the anisotropy introduced by the initial trans-
formation.
By further ignoring dispersive permittivity values (" < 1), it is demonstrated that
a similar simplified ground-plane quasi-cloak designed to be embedded in free space
minimizes scattering, without requiring a surrounding impedance-matched layer. The
performance of the quasi-cloaks is confirmed by evaluating the spatial and spectral
distributions of the scattered field energy. Finally, a simplified optical quasi-cloak is
analysed, that operates directionally in air but without requiring a ground surface; a
design that works in a similar manner to the optical mirage effect. These cloaks are
isotropic, broadband, in principle lossless, and can be constructed with only a few
all-dielectric blocks of conventional materials, which should pave the way to demons-
trate them experimentally at optical frequencies. However, the main drawback of this
design is that the proposed cloak can only operate at a certain angle of incidence.
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4.1.2 Design of the Approximate Carpet Cloak
A two-dimensional (2-D) geometry is considered, where a metallic object is placed on
a flat ground plane. Without loss of generality, the object to be cloaked has a triangular
shapewith a height of 0:25mand base of 1:8m, and it is initially embedded in a glass
material with relative permittivity "ref = 2:25. The cloak is placed around the object,
covering a region 3m wide and 0:75m tall. The permittivity distribution inside the
cloak is found by generating a map that consists of 6415 non-orthogonal cells, which
compresses the space occupied by the object inside the cloaked region [7], is shown in
Fig. 4.1(a). Given the 2  2 covariance metric g for each cell [13, 14], the relative per-
mittivity of each block is found as " = "refp
det g
[8, 15, 16]. A suitable map that reduces
the anisotropy of the cloak is found by minimizing the width of the distribution of the
parameter
q
gxygyx
gxxgyy
. For the map shown on Fig. 4.1(a), 1:79  "  4:70 and the maxi-
mum anisotropy is 1:20. The latter value can be further reduced by choosing to cloak
an object with less sharp corners, although the triangular shape here is preferred, be-
cause the cloak can be constructed in a simple manner using straight cuts. However,
the geometry of the cloaked object can always be modified choosing an appropriate
alternative permittivity map for the cloaking device. The map has to be created di-
rectly from the beginning, as was discussed before. Finally, if the excitation changes,
i.e. the cross-section of the antenna radiating on the device is changed, the cloak’s
permittivity map has to be modified accordingly to achieve robust performance.
Next, an orthogonal grid generated by recursive division of cartesian cells is used
to sample the original permittivity distribution of Fig. 4.1(a), as shown on Fig. 4.1(b).
The sampled map consists of 80  20 square blocks with sides of length equal to
0:0375m. In addition, a low-resolution sampled map (quasi-cloak) is generated,
consisting of 6  2 blocks, which have dimensions 0:4285m by 0:3750m, as shown
on Fig. 4.1(c). Some of these 12 blocks are truncated to fit around the object. The latter
quasi-cloak has relative permittivity values of 2:18  "  3:30. From the point of view
of an impinging electromagnetic wave, these two cloaks should behave similarly, if its
wavelength is not much smaller than the sizes of the blocks that consist the cloaks. In
order to verify this claim, the performance of both cloaks is investigated using FDTD
simulations with a resolution of 0:017m, assuming a 2:4m wide (full-width at half-
maximum, FWHM), 400 THz (in free space) TE Gaussian beam is incident at a 45
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Figure 4.1: Relative 2-D permittivity maps for cloaking a triangular metallic object placed
over a ground plane. The cloaks in (a) - (c) are embedded in glass ("ref = 2:25), while
the cloaks in (d) - (e) are embedded in free space ("ref = 1). The colored bars indicate
the relative permittivity values for each map. (a) Full non-orthogonal map consisting of
64  15 cells. (b) High-resolution sampled map consisting of 80  20 blocks. (c) Low
resolution sampled map consisting of 6  2 blocks. (d) High resolution sampled map
consisting of 80 20 blocks. (e) Low resolution sampled map consisting of 4 2 blocks.
angle onto the object (from the x < 0 region). For this beam, the free space wave-
length is 0 = 0:750m. The simulation results are shown on Figs. 4.2(a)-(d), where
anisotropy has been ignored by setting the relative permeability of the device to  = 1.
The reflection off a flat ground surface is shown first in Fig. 4.2(a) for reference.
The scattering off the aforementioned triangular metal object is shown on Fig. 4.2(b),
where two distinct energy side lobes are observed. When the high-resolution cloak
of Fig. 4.1(b) is placed around the object though, the reflection pattern of Fig. 4.1(a) is
mostly restored and a single beam is observed again near 45, as shown on Fig. 4.2(c).
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Figure 4.2: Electric field amplitude distribution Ez for a 2:4m wide, 400 THz Gaussian
pulse impinging at 45 angle with respect to the normal to a conductive plane. The loca-
tion of the cloak and the object are outlined. A semi-circular curve with 4m radius is also
drawn for reference. (a)-(d): The background material is glass. (e)-(h): The background
material is free space. (a),(e): Reflection off a flat plane. (b),(f): Scattering from a triangu-
lar metallic object. (c),(g): Cloaks comprising of 80  20 blocks cover the object. (d),(h):
Simplified cloaks comprising of 62 (d) and 42 (h) blocks, respectively, cover the object.
Any imperfections from the ideal reflected pattern are attributed to the ignored ani-
sotropy, and can be ameliorated by using a larger cloaked region and/or a smoother
object. Next, when the low-resolution quasi-cloak of Fig. 4.1(c) is placed around the
object, it is observed in Fig. 4.2(d) that the cloaking performance is almost identical to
the performance of the high-resolution cloak [Fig. 4.2(c)], thus verifying that ground-
plane quasi-cloaking can be achieved with a very simple structure.
4.1.3 Design of the Free-Space Carpet Cloak
Subsequently, the performance of a ground-plane cloak embedded in free space is
evaluated. A map similar to the one presented in Fig. 4.1(a) is generated, with the
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difference that it is surrounded by free space with relative permittivity "ref = 1. Una-
voidably, the transformation generates cells near the base corners of the triangular
object that correspond to permittivity values that are smaller than the background
permittivity "ref , with a minimum value equal to " = 0:8. As it will be shown on more
detail later, since these regions are relatively small compared to the total size of the
cloak and compared to the incident wavelength, they are not expected to impact the
cloaking performance significantly. Thus, a sampled high-resolution cloak is genera-
ted for free space, consisting of 80  20 blocks, and any smaller than unity values of
the permittivity are set to one, as shown on Fig. 4.1(d).
In addition, a low-resolution quasi-cloak is obtained by sampling the latter high-
resolution permittivity map. This quasi-cloak is shown on Fig. 4.1(e) and consists of
42 blocks with the following relative permittivity values in the x < 0 domain (left to
right, top to bottom): [1:17; 1:30; 1:02; 1:47]. Due to the coarse structure of this simpli-
fied cloak, the relative permittivity values obtained are always larger than unity, even
if the dispersive version of the 80 20map is sampled. The quasi-cloak is symmetric
around x = 0. The simulation results, when the previously described Gaussian beam
impinges on this quasi-cloak, are shown on Figs. 4.2(e)-(h), where it is observed that
the field pattern of the cloaked object is very similar, when either the low-resolution
map [Fig. 4.2(h)] or the high-resolution map [Fig. 4.2(g)] are used. Again, the reflected
beam pattern of the flat surface in free space [Fig. 4.2(e)] is mostly restored from the
two-lobe scattering pattern of the bare object [Fig. 4.2(f)].
4.1.4 Performance of the Free-Space Carpet Cloak
In order to quantify the performance and also verify the broadband cloaking capabili-
ties of the ground-plane free space quasi-cloak of Fig. 4.1(e), a 2:4mwide, 4:7 fs long,
TE Gaussian pulse around 600 THz is launched at 45 (in the x < 0 region) against the
quasi-cloaked object. The total field energy crossing a semi-circular curve with 4m
radius centered at the object is recorded (in the x > 0 region); this curve is drawn in
Figs. 4.2(a), (e). The pulse duration is chosen such that the frequency content of the
pulse spreads over the whole visible spectrum: its FWHM is  250 THz.
The angular distribution of the reflected energy in the x > 0 region is shown in
Fig. 4.3(a); the angles being measured from the ground plane. When only the flat
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ground surface is present, the peak of the distribution is observed at a 45 angle, as
expected. When the metallic object is placed on top, however, two strong lobes are
observed instead, at 23 and 71. When the quasi-cloak based on the 80  20 map
(Fig. 4.2(d)) is placed around the object, most of the scattered energy is now restored
into a single lobe again around 49. A similar single-lobe pattern is observed when the
simplified sampled 42 quasi-cloak (Fig. 4.2(e)) is utilised, as shown also in Fig. 4.3(a),
with only slight deterioration compared to the high-resolution cloak. The four degree
shift, observed between the restoration angles of 49 and 45, with and without the
carpet cloak, respectively, is due to inherent limitations of this illusion device, which
are theoretically predicted in [17]. The cloaking performance of simpler structures,
consisting of fewer than eight blocks using this transformation map, is very limited.
Note that the pattern observed for small angles (up to  20) in Fig. 4.3(a) is a result
of interference between the incident and reflected parts of the pulse.
In addition, the effect of the dispersive values of the original map that were ori-
ginally ignored is now analysed. A dispersive FDTD simulation (simpler than the
method presented in [18, 19] and the previous chapter 3 for cylindrical cloaks) with
similar parameters is performed, with the difference that it includes the dispersive per-
mittivity values 0:8  " < 1 in the high-resolution 8020 cloak, instead of setting that
region to free space. The dispersive permittivity is mapped using the Drude model, in
a similar fashion to that used in previous sections. The resulting angular distribution
of the scattered energy for the dispersive cloak is also shown on Fig. 4.3(a). This shows
that the pattern is almost identical to the pattern of the non-dispersive 80 20 cloak at
that particular frequency.
The frequency spectra of the 600 THz scattered pulses are shown on Fig. 4.3(b),
by recording the electric field amplitude as a function of time on the semi-circular
curve at a 45 angle. The filled (blue) area indicates the spectrum of the reflected
pulse when only the flat surface is present, which is used as a reference. In Fig. 4.3(b),
when only the bare object is present on top of the ground plane, it is observed that the
frequency spectrum of the scattered pulse is severely distorted. Both its amplitude is
different compared to the reference spectrum, as well as its relative distribution within
the spectrum. When the quasi-cloaks are covering the object, though, the spectrum of
the original pulse at 45 is almost fully recovered. Again, the dispersive sections of
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Figure 4.3: (a) Angular distribution of the scattered field energy in free space when a 4:7
fs long, 2:4mwide, 600 THz Gaussian pulse is incident. The patterns shown correspond
to incidence on a flat plane, incidence on the metallic object placed on the plane, and
incidence on the same object, when covered with either the 8020 (Fig. 4.1(d)), the 8020
dispersive, and the 42 (Fig. 4.1(e)) quasi-cloaks. (b) The corresponding amplitudes of the
frequency spectra of the scattered 600 THz pulse as recorded at a 45 angle. (c) Angular
distribution of the scattered field energy by launching an identical pulse with previous
case, now at 1600 THz frequency towards the cloak. (d) The frequency spectra of a 1600
THz scattered pulse in the same setup.
the cloak do not affect its performance when replaced by free space.
The strong broadband performance of the quasi-cloak is exhibited until the in-
cident wavelength becomes much smaller than the dimensions of the cloak’s block
elements. This is illustrated by launching an identical 4:7 fs long pulse at 1600 THz
frequency towards the cloak, and obtaining the angular distribution of the reflected
energy and the reflected spectra as before, which are shown in Figs. 4.3(c) and (d),
respectively. It is observed that the simplified 4  2 quasi-cloak is not capable of res-
toring the energy of the field and the spectrum of the pulse, especially beyond 1550
THz. However, although the 80  20 cloak has better performance in terms of an-
gular energy field distribution, it cannot fully restore the frequency spectrum of the
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incidence pulse. In addition, the dispersive 80  20 cloak (with its elements tuned to
operate around the incident frequency 1600 THz) now exhibits improved performance
in the frequency domain compared to the all-dielectric one. The dispersive area is lar-
ger in terms of the incident wavelength for this higher frequency, thus introducing
more error when it is replaced with free space.
The bandwidth limitations of simplified ground-plane cloak designs are further
quantified. This is achieved by launching the same non-monochromatic Gaussian
pulses at various frequencies against the previous cloak designs, and quantifying the
properties of the reflected waves. Again, the reflected wave energy is recorded as a
function of angle (time-integrated), and the Fourier spectrum of the time-dependent
field recorded at a 45 reflection angle is presented. The results are shown on Fig. 4.4
for the above-mentioned cloaking designs, when the pulse is centered at the frequen-
cies 200 THz, 400 THz and 800 THz (with the same sized cloak). The dispersive cloak
offers very limited improvement compared to the non-dispersive cloak, especially at
lower frequencies. Thus, the cloak indeed can be placed in free space without re-
quiring an impedance-matched layer. Furthermore, unless the wavelength becomes
comparable to the size of the blocks in the cloaks, both the high-resolution (80  20)
and the low-resolution (4 2) cloaks perform almost equally well.
The results of Figs. 4.3 and 4.4 demonstrate that even though perfect optical cloa-
king is not achieved with a quasi-cloak, its cloaking performance is substantial. It also
has the additional advantages that it is very simple to construct and it can be natively
placed in free space. These two factors are obviously extremely desirable in a variety
of cloaking applications, as experimental imperfections that are inevitably introdu-
ced when building more complicated structures, can be avoided. When designing a
quasi-cloak, there is a tradeoff between the simplicity of the structure and the upper
frequency of operation. While the broadband performance demonstrated here should
be more than adequate for most applications, it could be improved if necessary by
increasing the complexity of the structure.
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Figure 4.4: The angular distribution (left column) and the spectral content at a 45 angle
(right column) of 4:7 fs long Gaussian pulses reflected off a flat ground plane incident at
45. The pulse is launched at three different frequencies: 200 THz, 400 THz, 800 THz,
having initially the same bandwidth of 250 THz.
4.1.5 Design of the Free-Space Quasi-Cloak
The ground-plane quasi-cloaks discussed, so far, only work in the presence of a flat
conducting surface. Next, a quasi-cloak design is presented that can be placed isola-
ted in free space, albeit working for a specified direction, as suggested in [7]. Star-
ting with the quasi-cloak design of Fig. 4.1(d), the ground plane is removed and the
cloaked region along with the object is mirrored around y = 0. As a result, a me-
tallic diamond-shaped object is surrounded with a quasi-cloaking material consisting
of 4  4 blocks. Thus, an incident electromagnetic wave would perceive a perfectly
cloaked object as a collapsed strip of metal in the y = 0 plane with - in principle -
zero thickness. Suspended in free space, this device will scatter the incident wave
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strongly for most incident angles, except when the wave is propagating parallel to the
collapsed surface, i.e. along the x direction in this setup, for which the object would
be effectively cloaked.
Figure 4.5: Electric field amplitude distribution Ez when a 12 fs long, 400 THz Gaussian
pulse impinges on a diamond-shaped metallic object in free space, parallel to its long
axis. (a) Bare object (b) Object covered with the proposed 4  4 simplified all-dielectric
quasi-cloak.
In Fig. 4.5(a) the electric field amplitude distribution when a 12 fs long, 400 THz
TE Gaussian pulse is incident along the +x direction on the bare object is shown, as
calculated from FDTD simulations with the same discretisation as before. A snapshot
when the pulse has reached the x > 0 region is depicted in Fig. 4.5(a). A very strong
shadow is observed behind the object, along with a weak cylindrical scattering pat-
tern in the x < 0 region due to the sharp edge of the object at x =  0:9m. To address
this, the aforementioned 4  4 quasi-cloak is placed around the object. It is now ob-
served in Fig. 4.5(b) that the shadow is suppressed as the wavefronts are bent and
recomposed on the back of the object, with only slight distortion. Along the line of
propagation (y = 0 axis), the total field energy restored behind the object is improved
approximately 10 times compared to the non-cloaked object.
Despite the weak reflections that remain in the x < 0 region, this indicates strong
cloaking performance which is on par with the performance of the cylindrical disper-
sive cloak [2, 20], shown before in Fig. 3.2(b). This scheme can be practical for a variety
of cloaking applications, where the position of the observer is known in advance, e.g.,
for shielding objects placed in the Line-Of-Sight (LOS) of antennas or satellites. The
scheme becomes increasingly favorable for quasi-cloaking objects in free space when
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considering its design simplicity, since only a few blocks of all-dielectric materials
are required in order to achieve broadband lossless performance across the visible
spectrum. The simple conventional dielectric relative permittivity distribution of the
simplified directional cloak can be seen in Fig. 4.6.
Figure 4.6: The 2-D spatial relative permittivity distribution of the simplified directional
cloak placed in free space around a PEC diamond-shaped object.
A physical explanation for the behaviour of light waves in a ground-plane cloak,
when the incidence occurs parallel to the ground plane [Fig. 4.5(b)], is obtained when
considering the well-known optical mirage effect [21]. In the latter case, the path of
incoming light rays is bent towards increasing refractive index gradients, typically
caused by air density differences in the atmosphere. In a similar manner, light traver-
sing a ground-plane cloak is bent towards higher refractive indices, originating from
the electromagnetic transformation. Three distinct stages are observed. First, as the
wave reaches the first corner of the object (at x =  0:9m), the index gradient is in-
creasing away from the surface [see also the map on Fig. 4.1(a)], and thus the waves
bend away from the object. Second, near the tip of the object (at the x = 0 plane) the
index gradient is reversed, causing the waves to bend back towards the object. Finally,
due to the increasing index gradient away from the object near the second corner (at
x = +0:9m), the waves are bent away from the object, and the original propagation
parallel to the object’s long axis is restored.
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4.1.6 Energy and Spectral Distribution of the Free-Space Quasi-Cloak
In order to quantify the performance of the previously proposed cloak, a finite Gaus-
sian pulse with a 12 fs duration (full width at half maximum) is launched towards
the object. Two cloaking designs are tested: the approximate design of Fig. 4.5, as
well as a high-resolution cloak that consists of 80  20 blocks of materials. In the lat-
ter high-resolution cloak, the dispersive sections are also modelled in the simulation
using the Drudemodel and a dispersive FDTD algorithm. The time-integrated electric
field energy crossing a line segment behind the cloak near the edge of the domain of
Fig. 4.5 is recorded and its distribution along the y-axis is shown on Fig. 4.7(a).
Figure 4.7: Performance comparison between the simplified 4  2 cloak and a high-
resolution, 80 20 dispersive cloak covering a PEC diamond-shaped object in free space.
(a) Time-integrated electric energy distribution recorded in a line segment behind the
cloak (along the y-axis) when a 400 THz, 12 fs-long TE plane wave pulse is launched along
the objects long axis. (b) The spectral components of the pulse recorded 2m behind the
object.
It is observed that the bare object indeed creates a large shadow (energy deficit)
immediately behind it, at y = 0. When either cloak is placed around the object, ho-
wever, the energy recorded at the same location is improved by almost one order of
magnitude, increasing from 0:1 to 1:0 (in relative units). The energy distribution out-
side the central region is slightly improved, although some variations still remain (an
ideal cloak would create a perfectly flat distribution). The variations, when the 8020
cloak is used, are slightly suppressed compared to the approximate 4 2 cloak, which
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confirms the assertion that the ignored dispersive regions do not significantly contri-
bute when electrically small cloak elements are used.
The spectral components of the transmitted Gaussian pulse are retrieved by recor-
ding the time-dependence of the electric field energy crossing a point exactly behind
the free space cloak, at (x; y) = (2m; 0m). The results, when either the bare object
or either of the two aforementioned cloaks are used, are shown on Fig. 4.7(b). It is
observed that the initial Gaussian-shaped spectrum of the pulse is indeed preserved
through transmission in this broadband device. While the amplitude is suppressed,
when there is no cloak present, the spectral amplitude is fully restored in the presence
of the cloaks. As expected, the high-resolution 80  20 cloak operates better than the
4 2 cloak, by restoring a larger portion of the incident spectrum of radiation.
4.1.7 Conclusions
In conclusion, using FDTD simulations, it is demonstrated that ground-plane quasi-
cloaks can be designed using relatively simple structures without significantly affec-
ting their cloaking performance or bandwidth. The small anisotropy, as well as the
small dispersive regions of the cloak, can be ignored without significant performance
degradation, in order to produce a device that can be built using conventional ma-
terials. Such a quasi-cloak designed to work in free space above a metallic surface,
consisting of only eight all-dielectric blocks, can provide strong cloaking potential
over the whole visible spectrum, as long as its features remain smaller than the wa-
velength of radiation. It is noted that a designer can choose to increase the cloak’s
operating bandwidth by constructing a more detailed cloaking structure.
In addition, the quasi-cloak can operate without any flat surface (ground plane)
present in free space for a specific angle of wave incidence, in analogy with the mi-
rage effect. FDTD simulations suggest that the energy deficit behind the device is
improved by one order of magnitude compared to a non-cloaked object. Also, the de-
vice has broadband performance and preserves the frequency spectrum over most of
the visible range. Finally, a similar technique could be used to cloak electrically large
objects from radiation. These designs should be straightforward to be practically im-
plemented compared to previous ideas, e.g., by doping material blocks or by using
non-resonant metamaterial cells.
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4.2 Numerical Study of Coordinate Transformation Based De-
vices
4.2.1 Introduction
The coordinate transformation technique has been recently introduced in electroma-
gnetic theory with the pioneering works presented in [1, 22–24]. It can control and
manipulate the flow of electromagnetic radiation with the introduction of special me-
dium parameters derived from compression or stretching of a virtual space. The ma-
thematical procedures of the technique are straightforward to understand and more
details can be found at the appendix A. Novel devices were designed based on co-
ordinate transformations in optical and microwave frequencies. The most famous is
the cloak of invisibility, firstly proposed in [1, 24], and its counterpart the carpet cloak
[7, 8, 25]. Both of these devices were thoroughly studied during the previous chapter
3 and the prior section 4.1, respectively.
However, invisibility is only one application derived from the powerful coordi-
nate transformation technique and a plethora of other interesting devices have been
and can be designed. This is the main reason why the method has become rapidly
established as a new research area; named transformation electromagnetics. Other
proposed structures derived by means of this technique are: cloaking from a distance
[26], anti-cloaks [27], electromagnetic wormholes [28], concave mirrors for all angles
[29], superabsorbers [30, 31], field concentrators [32], spherical [33] and cylindrical [34]
superlens, flat near-field and far-field focusing lenses [35], aberration-free lenses [16],
reflectionless beam shifters and beam splitters [36], field rotators [37, 38], adaptive
beam benders and expanders [39] and novel antenna designs [40, 41]. All the afore-
mentioned devices can bemodelled using the proposed radially-dependent dispersive
FDTD technique with slight modifications of the code. Hence, the FDTD method des-
cribed previously is a general time-domain modelling tool of transformation based
devices and constitutes a useful contribution to the research area of transformation
electromagnetics.
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4.2.2 Cylindrical to Plane Wave Transformer
The FDTD algorithm presented in the previous section 3.2.1 is flexible and can be
easily modified to simulate other interesting devices derived from coordinate trans-
formations. In general, these devices have anisotropic and spatially-dependent para-
meters. One example is a lens which transforms cylindrical to plane waves. Three
parameter sets of this device exist, which produce similar results. The parameters in
Cartesian coordinates are given by [42]:
"x(r) = x(r) =
x
r
2
; "y(r) = y(r) =
x
r
2
; "z = z = 1 (4.1)
"x(r) = x(r) =
x
r
; "y(r) = y(r) =
x
r
; "z(r) = z(r) =
x
r
(4.2)
"x = x = 1; "y = y = 1; "z(r) = z(r) =
x
r
2
(4.3)
The relative permittivities " and permeabilities  vary with the radius of the lens bet-
ween the values of zero and one. As a result, they are mapped to dispersive mo-
dels, i.e. Drude model, which are introduced at the FDTD algorithm. Moreover, the
constant parameters have values equal to free space.
TE polarisation is used at the FDTD simulations (x, y, "z non-zero parame-
ters and Hx, Hy, Ez non-zero field components) and the lens is surrounded with a
Generalised-Material-Independent (GMI) PML [43] to terminate the FDTD domain.
This type of material-independent boundary condition is the most appropriate for this
FDTD computational scenario, because the PML layers are adjacent to the dispersive
lens. A soft point source is placed at one side of the lens, which produces propagating
cylindrical waves. These electromagnetic waves are transformed to plane waves at
the other side of the lens, as can be clearly seen in Figs. 4.8(a), (b) and (c).
The field is less distorted close to the point source in Fig. 4.8(b), because this par-
ticular lens is designed to be impedance matched (y = "z). However, the devices in
Figs. 4.8(a), (c) are easier to implement in practice, due to the spatial variation only of
electric [Fig. 4.8(a)] or magnetic [Fig. 4.8(b)] parameters, respectively. Note that accor-
ding to the reversibility of light path in geometrical optics, the plane waves can also
be transformed into cylindrical waves using the same structure, which is illuminated
at the inverse side (not shown here). Finally, the device can also be used as an efficient
radome, leading to more directive antenna performance.
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a)
b)
c)
Figure 4.8: (a) Electric field distribution Ez of cylindrical to plane wave transformer with
parameters given by Eq. (4.1). (b) Electric field distribution Ez of cylindrical to plane
wave transformer with parameters given by Eq. (4.2). (c) Electric field distribution Ez of
cylindrical to plane wave transformer with parameters given by Eq. (4.3).
4.2.3 Cylindrical Concentrator and Rotation Coating
The cylindrical concentrator is a reflectionless device, which can concentrate the elec-
tromagnetic power by squeezing the external incident fields inside its core. It is also
derived from transformation electromagnetics and can be implemented with metama-
terials. Novel solar cell designs, achieving more efficient production of electric power
from the sun’s radiation, can be potentially designed based on this exotic device. The
structure of the device is shown on Fig. 4.9(a), where R1 is the radius of the core, R2
the radius of the inner cylinder, R3 the radius of the outer cylinder and r an arbitrary
radius.
The device is simulated with the proposed FDTD method (see previous section
3.2.1). The material parameters for TM incidence ("r, " and z) are used during the
79
R1
R2
R3
x
y
r
Planewave
2 2.5 3 3.5 4 4.5 5 5.5 6
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Arbitrary Radius r (cm)
R
el
at
iv
e
P
er
m
it
ti
v
it
y
an
d
P
er
m
ea
b
il
it
y
er
ef
mz
R =2 cm,1 R =4 cm and R =6 cm2 3
a) b)
Figure 4.9: (a) The geometry of the cylindrical concentrator. A plane wave illuminates
the device from the left side. (b) The parameters of the cylindrical concentrator inside the
device. The permittivity " and permeability z have always dispersive values and the
permittivity "r have always conventional dielectric material values.
simulations, without loss of generality, which reduces the non-zero fields to three com-
ponentsEx, Ey andHz . Very fine uniform spatial discretisation is used, with an FDTD
cell size of x = y = =150, where  is the wavelength of the excitation signal. The
operating frequency is chosen f = 2 GHz, where the free space wavelength is  = 15
cm. The temporal discretisation is always chosen according to the well-known Cou-
rant stability condition [12]. The time step is given by t = x=
p
2c, where c is the
speed of light in free space. The permittivity and permeability values in cylindrical
coordinates are given outside the core (R1 < r  R3) and inside the core (r  R1) by
the following formulas [32]. For R1 < r  R3:
"r(r) =

R2  R1
R3  R2 
R3
r

+ 1; "(r) =
1
"r(r)
; z(r) =

R3  R2
R3  R1
2
 "r(r) (4.4)
For the case of the inner core r  R1:
"r = 1; " = 1; z =

R2
R1
2
(4.5)
The values of the parameters varying with the arbitrary radius r of the device are
shown on Fig. 4.9(b) for dimensions R1 = 2 cm, R2 = 4 cm and R3 = 6 cm. They have
dispersive values and, as a result, the proposed FDTD method (section 3.2.1) is ideal
in order to exploit the physics behind this interesting device.
Another reflectionless device, which can be constructed, as well, with metama-
terials, is the rotation coating, firstly proposed in [37]. It can rotate the wave fronts
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inside its core at an arbitrary angle '0. Again, TM incidence is used during the FDTD
simulations without loss of generality under the same FDTD simulation scenario and
excitation frequency. It leads to three field components Ex, Ey, Hz and three radially-
dependent parameters "r, ", z , which are given in cylindrical coordinates. The de-
vice is non-magnetic and the permeability is equal to free space (z = 1). Moreover,
the permittivities are given by:
"r = 1 + 0:5t
2   0:5t
p
t2 + 4; " = 1 + 0:5t
2 + 0:5t
p
t2 + 4 (4.6)
where t = '0rf
0(r)
f(R2) f(R1) , r is the arbitrary radius of the device and f(r) the coordinate
transformation function. R1 and R2 are the radius of the inner and outer surface of
the device.
If a linear coordinate transformation is chosen [f(r) = r], the coefficient t becomes:
t = '0rR2 R1 . In this case, it is obvious that the parameters "r, " are radially-dependent
and have dispersive ("r  1) and conventional dielectric ("  1) values, respectively.
Note that if a logarithmic coordinate transformation is chosen [f(r) = ln r], the coef-
ficient t is now equal to: t = '0ln (R2=R1) and the permittivities "r, " become constant.
Finally, the parameters are transformed from cylindrical to Cartesian coordinates with
the formulas:
"xx = "r cos
2 (+

2
) + " sin
2 (+

2
);
"xy = "yx = ("r   ") sin (+ 
2
) cos (+

2
);
"yy = "r sin
2 (+

2
) + " cos
2 (+

2
) (4.7)
where  is an ancillary angle, defined as: cos  = tp
t2+4
and sin  = 2p
t2+4
. The coeffi-
cient t has been introduced before and its formula is not repeated here.
Both of the previous mentioned devices are simulated with the dispersive radially-
dependent FDTD code. The magnetic field distribution (Hz) of the rotation coating
and the concentrator can be seen in Figs. 4.10(a), (b), respectively. The rotation of the
plane waves inside the device’s core in Fig. 4.10(a) is chosen '0 = 2 and a linear
coordinate transformation is used [f(r) = r]. It is derived that inside the enclosed
domain (core), the information from the outside will appear as if it is coming from a
different angle of incidence (90 for this case). The field distribution of the concentrator
81
0.5 1 1.5 2 2.5 3 3.5 4
0.5
1
1.5
2
2.5
3
3.5
4
y/l
x
/ l
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0
01 2 3 4 5 6
1
2
3
4
5
6
y/l
x
/l
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0
0
b)a)
Figure 4.10: (a) Normalized magnetic field distribution Hz of the rotation coating with
plane wave excitation. (b) Normalized magnetic field distribution Hz of the concentrator
with plane wave excitation.
can be seen in Fig. 4.10(b). Inside the core of the device the power is enhanced by a
factor equal to R2=R1. As a result, the concentrator is an ideal candidate to be applied
in the solar cell technology or similar devices to improve their efficiency.
4.2.4 Conclusion
During the previous section, different coordinate transformation based devices were
simulated with the dispersive radially-dependent FDTD method. The numerical me-
thod is robust and produces accurate results, similar to those predicted in theoretical
studies. With few modifications to the proposed FDTD algorithm, the recently propo-
sed transformation based devices can be modelled, leading to a better understanding
of their underlined physics. It is therefore concluded that the proposed numerical
method is a useful adjunct to the recently established research area of transformation
electromagnetics.
More specifically, a novel metamaterial lens design has been numerically model-
led, which transforms cylindrical to planewaves and vice-versa. The reflections around
the structure, when it is not matched to the surrounding free space, were observed
and the performance of the device was validated by the full-wave numerical analysis.
Very directive antennas can be designed, if the aforementioned lens is used as a ra-
dome. Furthermore, a rotation coating and an electromagnetic concentrator were also
modelled with the FDTD technique and their performances validated. The transient
responses of these two interesting metamaterial structures will be studied in detail in
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the following chapter 5 of this thesis. These devices, which can steer and concentrate
electromagnetic radiation, possess potentially useful properties for future optoelectro-
nics circuits and efficient solar cells.
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Chapter 5
Applications and Limitations of the
Electromagnetic Cloak
5.1 Electromagnetic Cloak as a Perfect Absorber
5.1.1 Introduction
Metamaterials can be generally defined as a class of “artificial” media that exhibit
unusual electromagnetic properties not found in nature. For example, materials with
negative refractive index can be designed [1], which can theoretically achieve infinite
subwavelength resolution [2]. Recently, a dispersive electromagnetic cloak was expe-
rimentally demonstrated [3] by realising the required material anisotropy [4]. Such
structures, typically constructed from periodically-placed subwavelength unit cells
based on highly conductive metals over dielectric substrates, can be analysed using
effective medium theory [5]. They are defined by means of complex electromagnetic
parameters: the frequency dependent permittivity "(!) = "1(!)+ j"2(!) and permea-
bility (!) = 1(!) + j2(!).
So far, metamaterial research has concentrated on the real parts ("1; 1) of these
material parameters in order to design negative-index and cloaking devices. However,
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the imaginary parts ("2; 2) of the material parameters (which characterise the losses
of the medium) can also have interesting potential applications, such as the design of
more efficient thermal imagers and novel absorbers. In this section, the advantages of
the lossy properties of metamaterials are explored, which are conventionally regarded
as a drawback in the design of these more exotic devices [6, 7].
Three novel absorber designs are proposed, which function by manipulating both
electric and magnetic losses of subwavelength cylindrical electromagnetic cloaking
coatings. The first two designs utilise the material parameter sets of the matched re-
duced [8] and ideal [9] electromagnetic cloaks. The losses in the originally proposed
structures are either set to zero or are minimum, so that the device operates as an
invisibility cloak. The two new designs presented here utilise different material pa-
rameter sets that now include the previously ignored loss tangents, to produce high
absorption. The third proposed design consists of a more realistic discrete ten-layer
structure, based on the approach presented in [3]. Here, only one material parameter
is radially-dependent, whilst the others have constant and non-dispersive values.
The experimentally verified structure in [3] is generally regarded as an imperfect
cloaking device; however, as demonstrated in the next sections, with a proper mani-
pulation of material losses a perfect absorber can be realised. Specifically, by calcu-
lating the field patterns and analysing the scattering coefficients, it is demonstrated
that these new devices can achieve perfect wave absorption over a narrow bandwidth
and exhibit moderate performance over a broad bandwidth. Additionally, they are
matched to free space without further parameter tuning and are found to perform si-
gnificantly better, than conventional bolometers. These effects are investigated using
the radially-dependent dispersive FDTD method, presented in the previous chapter 3
and compared with existing analytical solutions of the cloaks [10, 11].
The proposed absorbers are based on a different concept from those used in the
recently demonstrated perfect microwave metamaterial [12–14] and terahertz meta-
material [15, 16] absorbers. The latter devices operate effectively only when there is
strong coupling at the appropriate resonant mode of each metamaterial unit cell. As
a result, careful tuning of the complex parameters in the device is required, in or-
der to achieve zero backscattering and maximum absorption. A different technique
to increase the absorption efficiency is to surround a lossy material with a negative
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refractive index shield [17]. However, these proposed absorbers do not depend on
resonant modes [9], and hence can operate over a relatively wide frequency range.
5.1.2 Derivation of Loss Functions
During this section, the loss functions introduced at the cloaking devices are analy-
tically derived from the employed material models. Two-dimensional (2-D) FDTD
simulations are presented here, where a perfect electric conductor (PEC) cylinder is
surrounded by a sub-wavelength absorption coating. Without loss of generality, a TM
plane wave is incident and only three field components are non-zero: Ex; Ey and Hz .
Moreover, all the cloaks are characterised with three radially-dependent parameters
given in cylindrical coordinates: "r; " and z . The computational domain of the in-
finite (towards z-direction) cylindrical “cloaking” absorber can be seen in Fig. 5.1(a).
When the parameters have values 0  " < 1 (where " is used throughout the deriva-
tions as an example), they are mapped with the Drude dispersion model:
"^(!) = 1  !
2
p
!2   j! (5.1)
where !p is the plasma frequency and  is the collision frequency, characterising the
losses of the dispersive material. The material parameters, denoted with a hat (^ ),
are the ones implemented in the FDTD algorithm. Furthermore, the parameters can
have non-dispersive values ("  1) and are simulated with a conventional dielec-
tric/magnetic model:
"^(!) = "+

j!
(5.2)
where " is the radially-dependent parameter and measures the conductive/magnetic
losses. A thorough description of the radially-dependent dispersive FDTD algorithm
employed to simulate the proposed absorber can be found in the previous chapter 3.
In the case of Drude model mapping - Eq. (5.1) - of the dispersive material pa-
rameter (" < 1), the lossy parameter can be presented in an alternative way: "^ =
"(1   j tan ), where the parameter " is dependent to the radius of the device and
tan  is the loss tangent of the lossy material. If the previous formula is substituted
in the Drude model - Eq. (5.1) - and tan  is assumed constant, the radially-dependent
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Figure 5.1: (a) 2-D FDTD computation domain of the “cloaking” absorber for the case of
plane wave incidence. (b) Normalized magnetic fieldHz distribution of a subwavelength
metamaterial absorber with tan  = 0:5. The object placed inside the absorption coating
is composed of PEC.
plasma and collision frequency are obtained:
!p(r) =
p
(1  ")!2 + "! tan  (5.3)
(r) =
"! tan 
(1  ") (5.4)
Similarly, the conductivity of the conventional dielectric/magnetic model is given by
(using " as an example):
(r) = "! tan  (5.5)
which is again function of the radially-dependent parameter ". Note that, the concept
of artificial loss functions was also introduced in [18], but for a different coordinate
transformation function. It was used to create an absorbing boundary condition (like
perfectly matched layers) in computational electromagnetics, whereas the aim of the
proposed device is to be implemented in practice for engineering applications.
5.1.3 Absorber Designs and Simulation Results
The performance of the absorber can be characterised by its absorptivity A = 1  
jS11j2   jS21j2, where S11 and S21 are the reflection and transmission coefficients of
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the device, respectively. An ideal absorber is characterised by an absorptivity equal
to unity, which directly leads to no reflection (S11 = 0) and no transmission (S21 = 0)
through the device. In addition, the scattering coefficient S of an absorber can be
calculated with reference to free space, with no obstacles present. It is given by the
formula:
S =
 jHzj   jHfrz jjHfrz j
 (5.6)
where Hz is the complex magnetic field distribution recorded on a circular curve sur-
rounding the “cloaking” absorber and Hfrz is the complex magnetic field distribution
in the free space. When S = 0, the surrounding field of the absorber is equal to the
field in free space, i.e., the structure is totally reflectionless. When S = 1, the field
is entirely dissipated inside the device (Hz = 0) and the radiation is not transmitted
through the absorber. This last condition that S21 ! 0 in the transmitted region of the
absorber [y > 0 in Fig. 5.1(a)], combined with the reflectionless property S11 ! 0 of
the cloaking material in the reflected region [y < 0 in Fig. 5.1(a)], is the ideal condi-
tion in order to achieve a perfect absorber with A ! 100%. The “cloaking” absorbing
structures proposed in this section can easily achieve A > 80%, which is rapidly en-
hanced by increasing the loss factor in some suitable way. Different ways to increase
the losses in the proposed structure will be discussed later during this chapter.
The first design (reduced “cloaking” absorber) utilises the material parameters of
the matched (to free space) reduced cloak [8]:
"r(r) =
R2
R2  R1

r  R1
r
2
; "(r) =
R2
R2  R1 ; z(r) =
R2
R2  R1 (5.7)
where R1 and R2 are the inner and outer radii of the absorber, respectively, with R1 <
r < R2. Only, the permittivity "r value in Eq. (5.7) is gradually changing with the
radius r of the device and can be obtained that 0  "r < 1 and "; z > 1 for all
values of r, as it was mentioned in previous chapter. Hence, only the electric collision
frequency - Eq. (5.4) - is radially-dependent and the electric/magnetic conductivity -
Eq. (5.5) - is constant.
The device is tested at a frequency of 2 GHz, which is used throughout the FDTD
modelling of the absorbers. Other operating frequencies can also be chosen by simply
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adjusting the material parameters due to the frequency-independent nature of coor-
dinate transformation functions [4]. The dimensions of the device, in terms of the
free-space wavelength , are R1 =  and R2 = 43 . Hence, the device has a subwa-
velength thickness of 3 . The results of the normalised real part of the magnetic field
amplitude distribution Hz when the steady-state is reached are shown on Fig. 5.1(b),
for a device with high losses (tan  = 0:5).
The computed scattering coefficients of the device as a function of the loss tangent
tan  can be seen in Fig. 5.2(a), where the scattering coefficient of a bare PEC cylinder
is also shown. It is observed that the backscattering of the “cloaking” absorber - i.e.
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Figure 5.2: (a) Scattering coefficient pattern as a function of the loss tangent for the re-
duced “cloaking” absorber, along with the scattering coefficient pattern of a bare PEC
cylinder. (b) Scattering coefficient pattern as a function of the loss tangent for the ideal
“cloaking” absorber, along with the scattering coefficient pattern of a bare PEC cylinder.
angle equal to 180 - goes to zero for all loss tangents; simultaneously, the reflection
coefficients approach zero (S11 ! 0) as tan  increases. It should also be mentioned
that the backscattering coefficient of the reduced “cloaking” absorber utilised here is at
least 20 and 10 dB lower, when compared to absorbers based on the simple reduced set
[3] and the higher-order transformation set [19], respectively (both not shown here).
The scattering patterns of the lossless cloaks based on different transformations have
been shown on a previous chapter (see Fig. 3.11).
This absorber concept is further verified by introducing a second design, which is
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based on the material parameter set of an ideal electromagnetic cloak [9] (ideal “cloa-
king” absorber), without altering the geometry. All the parameters are now radially-
dependent:
"r =
r  R1
r
; " =
r
r  R1 ; z =

R2
R2  R1
2 r  R1
r
(5.8)
The scattering coefficients of the device, varyingwith the losses, can be seen in Fig. 5.2(b).
The backscattering of the ideal set device has slightly improved values, comparedwith
the reduced “cloaking” absorber in Fig. 5.2(a). Note that, when the losses are increa-
sed, the exact backscattering is still low, but there are weak backward reflections at the
sides of both absorbers, which will be discussed in the next section.
A big shadow, which tends to increase with the loss tangent, is casted at the back
of both the proposed devices (especially between the angles  30 to 30), as can be
seen in Figs. 5.2(a), (b), which is the ideal scattering pattern for an efficient absorber
[20]. It is interesting that, for the low loss tangent of tan  = 0:05, the absorption of
the reduced “cloaking” absorber [Fig. 5.2(a)] is better than the absorption of the ideal
“cloaking” absorber [Fig. 5.2(b)]. For higher losses (tan  = 0:5), it is observed that the
scattering coefficients tend to one, especially inside the window  30 to 30.
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In the previous design both conductivities and collision frequencies are required to
be continuously radially-dependent, which makes a practical implementation of this
metamaterial structure challenging. In order to check the performance of a more rea-
listic absorber, the device is designed with a discrete ten layered structure (discrete re-
duced “cloaking” absorber), similar to the cloak constructed in [3]. Again, the reduced
parameter set is used [8] and only the radially-dependent parameter "r is discretised
to ten different values, one for each layer. The other parameters are kept constant, as
before, and the loss tangent is chosen tan  = 0:1.
The scattering pattern of the device is then computed, it is given in Fig. 5.3 and
is compared with the continuous reduced and ideal parameter set “cloaking” absor-
bers. It is seen that the patterns of the three absorbers are following a similar trend,
especially at the angles between 0-90 (shadow area). There is only a difference in
the backscattering coefficient (angle of 180), which is less in the case of ideal “cloa-
king” absorber. However, all the absorbers have similar good performances, despite
the increased backscattering of the simplified designs. This fact, combined with the
easier practical implementation of the discrete structure, makes the 10-layer redu-
ced “cloaking” absorber advantageous compared with the continuous structures. For
tan  = 0:1, it is calculated that the 10-layer structure achieves an absorptivity of at
leastA = 80%within a frequency bandwidth of 400MHz, centered at the frequency of
2GHz, i.e. 20% bandwidth. If the losses are increased, absorptivity values of A > 90%
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can be easily obtained, which suggests that the proposed structure can be utilised as a
perfect metamaterial absorber.
Next, the absorber’s performance is demonstrated for different coating thicknesses,
with R1 = 23 and R2 =
4
3 . The loss parameters for these structures are graphically
depicted in Figs. 5.4(a), (b), assuming tan  = 0:1. Note that at the inner surface of
both absorbers (r = R1), the electric collision frequency is e = 0, because "r = 0
at r = R1. It can be seen that there are no infinite loss values for the reduced “cloa-
king” absorbers, which makes it easier to be practically implemented. Moreover, the
conductivities of this particular absorber are constant, which directly simplifies the
types of dielectric material required as the substrate to fabricate split-ring resonators
(SRRs), in order to achieve the required losses. The bandwidth response of the ideal
and reduced “cloaking” absorbers can be seen in Fig. 5.5. The lowest backscattering
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Figure 5.5: The frequency-dependent backscattering of the metamaterial absorber with
ideal and reduced sets. The bandwidth of the discrete absorber (not shown) is identical to
the reduced absorber.
is obtained for both sets at the central frequency of 2 GHz, while the backscattering is
stronger at other frequencies due to the dispersive nature of the absorber. Based on
this behaviour, the proposed devices can also have moderate wideband applications,
e.g., reducing the radar cross section (RCS) of an object.
95
0.2
0.4
0.6
0.8
1
30
210
60
240
90
270
300
150
330
180 0
120
PEC
singlelayer absorber
discrete "cloaking" absorber
matched single layer absorber
Figure 5.6: The scattering coefficient patterns of a single layer dielectric absorber, a me-
tamaterial discrete reduced “cloaking” absorber and a matched single layer absorber
(tan  = 0:1 for all devices), along with the scattering coefficient of a bare PEC cylinder.
The next step is to replace the “cloaking” absorber coating [Fig. 5.1(a)] with single
layer absorbingmaterials, in order to evaluate their individual performances. A single
layer dielectric absorber (lossy dielectric material) with " = 2 and a matched single
layer absorber (similar to a pyramidal microwave absorber where the perfect conduc-
ting backing is removed) with " = 1 are compared to the discrete reduced “cloaking”
absorber. All the devices have identical loss tangents of tan  = 0:1 and the same
dimensions (R1 = 23 , R2 =
4
3 ).
The obtained scattering coefficient patterns of these absorption coatings are shown
in Fig. 5.6, where it is observed that the proposed metamaterial device performs bet-
ter when compared to the single layer ones. Firstly, minimal backscattering is only
achieved with the proposed “cloaking” structure, which is not the case even for the
matched single layer absorber. In addition, the absorption (shadow) of the “cloaking”
absorber is more uniform andmore solid than the other two cases. Furthermore, when
compared with the absorption of the matched single layer dielectric absorber, the sha-
dow is notably larger in a broader angle range (between  90 to 90).
It is worth mentioning that conventional absorbing devices have been widely pro-
posed throughout the literature [21] and are different from the single layer absorbing
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materials used before. They are largely designed to reduce only the backscattered elec-
tromagnetic waves impinging on them [22]. These devices can be implemented with
layers, where the first layer works as an antireflection coating and the rest of the layers
absorb the incoming electromagnetic energy [23–26]. They are broadband devices and
can achieve  10 dB of backscattering for a wide frequency range, approximately bet-
ween 2  18 GHz.
On the contrary, the proposed “cloaking” absorber devices have a moderate band-
width performance, achieving 10 dB of backscattering from 1:7 to 2:3GHz, as can be
seen in Fig. 5.5. However, the currently proposed absorbing structure is ideal for al-
ternative applications which require omnidirectional absorption (as shown in Fig. 5.6)
and have to be more sensitive in a narrow frequency range. One example of these ap-
plications is the well-known bolometers or thermal sensors, where a sensitivity close
to a particular frequency is advantageous in order to omnidirectional absorb more
radiation which is efficiently turned into heat. Hence, bolometers with better resolu-
tion can be designed based on “cloaking” absorbers with interesting applications to
astronomy, solar energy and thermal detection.
5.1.4 Analytical Results and Discussion
One of the main physical reasons that explains the superior performance of the meta-
material absorber designs is the bending of the field wavefronts within the absorption
coating. Due to the anisotropy of the material parameters, the impinging field energy
is guided over longer distances around the cloaked object, thus, dissipating gradually
inside the thin sub-wavelength coating. The proposed “cloaking” absorbers inherit
this unique property from the electromagnetic cloaks, an effect that is not possible
in conventional absorbers of the same thickness, since the field energy is limited to
straight line propagation. Similar reasoning explains the slightly improved scattering
coefficient of the ideal “cloaking” absorber compared to the reduced ones (Fig. 5.3).
The reduced parameter sets allow imperfect field bending and, thus, some energy
scatters off the inner core of the absorption coating [27].
The proposed absorber designs also inherit the reflectionless property of the cloaks
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with both ideal and reduced parameter sets. The characteristic impedance of the ab-
sorbers at the outer boundary is:
Zjr=R2 =
s
0z(1  j tan )
"0"(1  j tan ) =
r
0
"0
(5.9)
which is the free space wave impedance. As a result, the absorbers are matched to the
surrounding free space and there is minimal backscattering. This is indeed observed
in Figs. 5.2(a), (b), where the field at the backscattering angle of 180 remains low as the
losses are being increased, which is advantageous for the efficient use of the devices.
Finally, we would like to address the weak omnidirectional scattering that was
previously observed in Figs. 5.2(a), (b) as the losses are increased, especially between
the angles of 90 to 120 and 240 to 270. In order to explain this particular response
of the device, the cylindrical wave expansion is used [11]. The total magnetic field Hz
inside and outside of the cylindrical 2-D “cloaking” absorber is given, respectively, by:
H inz =
X
l
[a1l Jl(k1(r  R1)) exp(jl) + a2lHl(k1(r  R1)) exp(jl)] (5.10)
Houtz =
X
l
[aincl Jl(k0r) exp(jl) + a
sc
l Hl(k0r) exp(jl)] (5.11)
Here Jl,Hl are the lth-order Bessel and Hankel functions of the first kind, respectively.
In order to compute the fields, the expansion coefficients aincl ; a
sc
l ; a
1
l ; a
2
l in Eqs. (5.10)
and (5.11) need to be calculated by applying the proper boundary conditions at the
inner and outer surfaces of the absorption coating. It was obtained in [11] that a2l = 0
for both the ideal and reduced parameter sets, which also holds true in the proposed
absorbers.
Nevertheless, for the scattering expansion coefficients in the current “cloaking”
absorber ascl 6= a2l = 0. This is a direct result from the differences existing between
the phase variations in the arguments of the Bessel and Hankel functions in the above
expansions. More precisely, at the outer surface r = R2 of the device, the phase va-
riation of the total incident wave is k0R2, whilst the phase variation of the total field
inside the absorber is equal to k1(R2  R1). However, unlike the case of the ideal and
98
reduced cylindrical lossless cloaks, these two quantities are not equal when losses are
introduced. The phase variation of the field inside the absorber is:
k1(R2  R1) =
q
"0"(1  j tan )0z(1  j tan ) = k0R2(1  j tan ) (5.12)
which is directly derived from the ideal and reduced parameters. Meanwhile, the
phase variation of the field outside the absorber, in free space, is k0R2 =
p
"00R2.
This phase mismatch, which occurs as the loss tangent is increased from zero, gives
rise to the weak scattering observed at the sides of the absorber in Figs. 5.2(a), (b).
Nevertheless, this scattering is compensated by the bigger shadow achieved when
more losses are introduced and the overall performance of the “cloaking” absorber is
mostly unaffected by this slight imperfection.
The proposed discrete reduced set absorbing device can be constructed with ten
concentric arrays of split-ring resonators or electric ring resonators printed on a dielec-
tric substrate, as was firstly demonstrated in [3]. Moreover, it can be constructed with
concentric layers of metal wires embedded inside a dielectric host medium [28]. The
loss tangent values of the “cloaking” absorber can be controlled with different practi-
cal techniques, depending on the desired frequency of operation. For the microwave
frequency regime, where the dielectric losses are dominant [29], different substrate
dielectric materials can be chosen. Alternatively, metal nanowires can be introduced
into the substrate, which can lead to a loss tangent on the order of 0:1 [28]. Another
approach is to introduce lattice defects by doping the crystalline structure of the die-
lectric substrate [30]. For higher frequencies, such as infrared, the ohmic losses are
more significant [29], which leads to the solution of changing the metallic material of
the resonator particles (for example, gold is more lossy than silver at infrared frequen-
cies). In addition, the loss tangent can be enhanced by increasing the density of the
metamaterial elements, through simultaneously reducing their electrical dimensions
[31].
5.1.5 Conclusions
To conclude, a set of novel metamaterial absorbers is proposed based on themanipula-
tion of losses inside different electromagnetic cloaks, which yield absorptivity values
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in excess of 80%. It was shown that a discrete reduced “cloaking” absorber can be
constructed using existing metamaterial technologies. These devices could be used
as narrow-band bolometers which, due to their dispersive nature, would have higher
resolution than conventional bolometers. In addition, they also exhibit a moderately
wideband response, which is desirable for RCS reduction applications.
Another useful application is the total isolation of an antenna placed inside the
absorber from low-frequency background noise, in a similar manner to a high-pass
RF filter. It is demonstrated that these devices are largely reflectionless and efficient
in terms of absorption. Furthermore, they have subwavelength thickness, making
them highly desirable for practical absorbers operating in VHF or UHF bands. Finally,
such absorbers consist one more useful addition to the impact of metamaterials to
absorbing technology.
5.2 Limitations of the Electromagnetic Cloak
5.2.1 Introduction
Transformation electromagnetics provides an unexpected means to manipulate the
propagation of electromagnetic waves in an artificial way [4, 32]. Form-invariant coor-
dinate transformations cause electromagnetic waves to perceive space as compressed
or dilated in different coordinate directions, which is the result of materials having ani-
sotropic and spatially varying values of permittivity and permeability tensors. Many
interesting applications have been proposed, arising from different coordinate trans-
formations. One of the most widely studied applications is the cloak of invisibility
[4] (studied in detail during previous chapter); an approximate design of which was
constructed for microwaves using arrays of split-ring resonators [3]. Other proposed
devices include carpet cloaking structures [33–35] (more details are given in previous
chapter), illusion optics devices [36, 37], virtually moving targets [38], conformal array
designs [39, 40], omnidirectional retroreflectors [41], novel waveguide structures [42–
44], extreme-angle broadband lens [45], recent proposed plasmonic devices [46, 47],
field concentrators [48] and field rotators [49, 50].
In order to achieve the requiredmaterial values, the majority of these proposed de-
vices are constructed using metamaterials consisting of resonating structures [51, 52],
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whose properties are usually dominated by high loss and frequency dispersion [6, 7].
Any material having permittivity and permeability values smaller than unity must be
dispersive due to causality constraints [53], and hence, devices employing these can
only function over very narrow bandwidths. One example of such dispersive mate-
rials found in nature is the response of plasma electron gas to external radiation [54],
which exhibits an effective refractive index smaller than one. Consequently, unless
such a metamaterial-based device is illuminated by an ideal perfect monochromatic
wave, a complete description of the response of such devices requires consideration
of the full dispersive effects occurring over a range of frequencies. Within this chapter,
the physics of the broadband response of such dispersive devices will be investigated.
So far, two-dimensional (2-D) cylindrical electromagnetic cloaks have been stu-
died under monochromatic plane wave illumination [4, 9, 11, 55, 56] only. However,
real electromagnetic waves possess a finite bandwidth. Some dispersive effects have
been revealed analytically for three-dimensional (3-D) spherical cloaks [57–59]. For
example, blueshift effects have been theoretically predicted [57], where waves having
different frequencies penetrate differently inside the cloaking shell region. Further-
more, unusual energy transport velocity distributions within the same device have
been predicted [58], using a ray-tracing optics (RTO) approach. Moreover, the spatial
energy distribution of a Gaussian light pulse after passing through such a spherical
cloak has been shown to be distorted using a theoretical full-wave analysis [59]. Until
now, these interesting effects had not been shown, by means of a fully explicit numeri-
cal technique, especially for 2-D cylindrical cloaks. In addition, the investigation of the
cloaking bandwidth, which is controlled by the resonant nature of the metamaterial
elements, had mainly been limited in the literature to analytical treatments [57, 60].
However, limitations exist in the analytical and ray-tracing optics study of the afo-
rementioned devices, which eventually can make their physical characterisation not
accurate. For example, ray-tracing techniques ignore diffraction effects and near-field
information of the electromagnetic radiation impinging on a device [58, 61]. Further-
more, the analytical treatments used to model cloaking devices are based on approxi-
mations. The analytical solutions of the fields are always composed of an infinite
number of Bessel or Hankel functions [57]. The field values eventually are computed
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only from a few Bessel or Hankel functions due to computational restraints. As a re-
sult, approximate solutions of the fields are obtained and the accuracy is lost. These
techniques are also not flexible in case the transformation based devices change. New
differential equations have to be derived each time leading to new field solutions. On
the contrary, numerical simulations lead to accurate and flexible modelling of transfor-
mation based devices, as it will be shown later in this section. Moreover, the near-field
information and diffraction effects of the electromagnetic radiation are included in the
field solutions and this is highly desirable for the study of metamaterial structures.
Accurate time domain numerical simulations have been used in the present work
to examine the physics behind the dispersive and transient nature of 2-D lossless cy-
lindrical cloaks. The ideal [9] and matched reduced [8] cylindrical cloaks were illumi-
nated here with non-monochromatic Gaussian electromagnetic pulses, and their tran-
sient response analysed with a radially-dependent dispersive Finite-Difference Time-
Domain method, as presented earlier in chapter 3. The time-domain numerical tech-
nique used here is advantageous, when compared to the Finite Element Method used
in previous works [9], since the transient response and the operational bandwidth of
a device can be easily computed.
First, the time-domain properties of FDTD were exploited to compute the band-
width of some popular cloaking schemes. It was shown that the cloaking performance
is very limited, when reasonable losses are included. It is also found that, under such
non-monochromatic illumination, even the ideal electromagnetic cloak is not perfect
due to significant frequency shifting, caused by the dispersion in the cloaking shell.
This can be explained by the fact that the behaviour of the waves at frequencies below
the operating frequency of the cloak, where a negative-index shell may be formed, is
fundamentally different from the behaviour of waves above that frequency, where the
cloak is found to act more like a dielectric scatterer. The Drude dispersion model is
used to explain the origin of these results. In addition, variations in the group velocity
and energy distribution across dispersive materials are found to cause severe distor-
tion of the recomposed wavefronts beyond the cylindrical cloak and electromagnetic
concentrator devices. As a result, the incident pulses are distorted both temporally
as well as spatially. These findings are not limited to the transformation-based cloaks
examined in this work, but are expected to arise in a similar fashion for any dispersive
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and anisotropic device based on transformation electromagnetics.
5.2.2 Radially-Dependent Dispersive FDTD
In this section, the main details of the FDTD simulations relevant to the modelling of
dispersive devices are presented. The complete FDTD method is presented in detail
at chapter 3. For the 2-D FDTD simulations, transverse magnetic polarised wave in-
cidence is assumed, without loss of generality, where only three field components are
non-zero: Ex; Ey and Hz . The FDTD cell size, throughout the modelling, is chosen
x = y = =150, where  is the wavelength of the excitation signal in free space.
The domain size is 850 850 cells, or approximately 5:66 5:66. The temporal dis-
cretisation is chosen according to the Courant stability condition [62] and the time step
is given by t = x=
p
2c, where c is the speed of light in free space.
Throughout this chapter, the devices are designed to have an operating frequency
of f0 = 2:0 GHz, where the free space wavelength is  ' 15 cm. The cloaked object is
chosen to be a perfect electric conductor material. Unless otherwise noted, the dimen-
sions of the cloaking structure are R1 = 23 and R2 =
4
3 in terms of the free space wa-
velength. Here,R1 is the inner radius (radius of PEC cylinder) andR2 the outer radius
of the cloaking shell. The FDTD computational domain used throughout this section
is shown in Fig. 5.7(a). Note that the Total-Field Scattered-Field (TF-SF) approach [62]
is used, now, to create a plane wave illumination [Fig. 5.7(a)], instead of PBC boun-
daries, which were used before [Fig. 3.1(b)]. The TF-SF boundaries were found to
be more accurate and appropriate approach for the modelling of non-monochromatic
illuminations, studied during this chapter. However, for monochromatic plane wave
used before, the PBC approach is enough to achieve accurate steady-state results.
Plane waves centered at different frequencies with variable temporal narrowband
and broadband Gaussian envelopes are used to illuminate the structures. The ma-
gnetic field amplitude values Hz after the cloak are averaged along two overlapping
line segments with different lengths, L1 and L2, close to the right side of the domain,
as can be seen in Fig. 5.7(a). These segments are located at the same point along the
y-axis, despite being depicted at slightly different locations for clarity purposes. The
frequency spectra of the transmitted pulses are then retrieved after recording the time
history of the evolution of the field amplitude along these line segments.
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Figure 5.7: (a) FDTD computational domain of the cylindrical cloaking structure for the
case of non-monochromatic plane wave illumination. The fields are computed using the
Total-Field Scattered-Field (TF-SF) technique [62]. (b) Comparison between Drude and
Lorentz dispersion models, when used to map the "^r parameter at the point r = R1. The
bandwidth of a typical incident pulse is also plotted in the same graph to illustrate the
dispersion along its spectrum.
During this section, the two main examples of interest are the ideal cloak and the
matched reduced cloak. The parameters of the former device are given in cylindrical
coordinates as [9]:
"r(r) =
r  R1
r
"(r) =
r
r  R1 (5.13)
z(r) =

R2
R2  R1
2 r  R1
r
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The parameters of the matched reduced cloak are instead [8]:
"r(r) =
R2
R2  R1

r  R1
r
2
"(r) =
R2
R2  R1 (5.14)
z(r) =
R2
R2  R1
Here, R1 < r < R2 is an arbitrary radius inside the cloaking shell.
The material parameters of the devices discussed here can have values less than
one, as extracted from the coordinate transformations, indicating that the required
materials are frequency dispersive. The dispersive region of the parameters is map-
ped with the Drude model [63] in the FDTD technique. For the results shown here, it
should be noted that physically similar results are obtained, when the simulations are
repeated using the Lorentz dispersion model [51]. For the case of the radial compo-
nents of the frequency-dependent relative permittivity "^r and permeability ^r in the
FDTD code, they are given by:
"^r(r; !) = 1 
!2p"(r)
!2   |! (5.15)
^r(r; !) = 1 
!2p(r)
!2   |! (5.16)
where !p" and !p are the plasma frequencies and  is the collision frequency, which
is set to zero for the current lossless cloaks. Hence, the plasma frequencies are equal
to:
!p"(r) = !0
p
1  "r(r) (5.17)
!p(r) = !0
p
1  r(r) (5.18)
Here !0 is the device’s operating frequency, while "r(r) and r(r) are the desired
frequency-independent material parameters at the design frequency !0 of the device.
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Equations (5.17) and (5.18) are substituted in Eq. (5.15) and the resulted material para-
meters of the cloak are explicitly obtained:
"^r(r; !) = 1  !
2
0
!2
[1  "r(r)] (5.19)
^r(r; !) = 1  !
2
0
!2
[1  r(r)] (5.20)
Note that the model is built such that the device’s design parameters are retrieved
exactly when ! = !0. In that case "^r(r; !0) = "r(r) and ^r(r; !0) = r(r).
Figure 5.7(b) shows the value of the real part of "^r as a function of frequency at the
inner surface of an ideal cylindrical cloak, when either the Drude or Lorentz models
are used. As a reference, the spectrum of an incident Gaussian pulse centered at 2:0
GHz with a bandwidth of 200 MHz (Full Width at Half Maximum) is also plotted in
the same graph, in order to illustrate the variation due to frequency dispersion of the
material parameters across a typical pulse. The graph shows that, independently of
which dispersive model is used, waves at some frequencies perceive the inner core of
the cloak as a negative-permittivity material, while waves at other frequency bands
perceive it as a positive permittivity material. As it shall be shown, this asymmetry in
frequency, which is inherent to all dispersive materials, is the fundamental reason that
gives rise to the effects that are described in the next sections 5.2.6 and 5.2.7.
The devices under consideration are anisotropic and highly dispersive. It has been
shown in [64] that spatial resolutions ofx < =80 are necessary for the FDTDmodel-
ling of dispersive left-handed media, in order to avoid spurious resonances, which are
caused by numerical errors. Moreover, there are discrepancies between the analytical
and the numerical values of the material parameters due to the finite spatial grid size
used in FDTD simulations. In earlier work on the computational aspects of cloaking
devices [56], it has been demonstrated that spatial resolution smaller than =80 is also
necessary to accurately describe the material parameters in such schemes. Hence, in
the work presented during this chapter, a very fine spatial resolution of x = =150
is safely chosen in order to avoid such issues.
Anothermajor challenge in FDTD simulations of dispersive devices based on trans-
formation electromagnetics is late-time numerical instabilities, as has been thoroughly
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discussed in the previous section 3.2.2 and in [65]. These instabilities are mainly cau-
sed from the strong variations in the spatially varying material parameters. The ex-
treme parameter values, combined with the staircase approximation of the device’s
cylindrical structure, can lead to spurious cavity resonances, which are visualised as
accumulated charges at the interfaces between the boundaries of the device and the
surrounding space. In order to mediate these instabilities, a locally spatial averaging
technique [66] has been applied for the anisotropic field components of the constitu-
tive equations. Finally, corrected values of the plasma and collision frequencies have
been used throughout the dispersive simulations, which are taking into account the
finite time step of the FDTD technique. More details about the FDTD method can be
found in the previous chapter 3 of the thesis.
5.2.3 Bandwidth of Dispersive Cylindrical Cloaks
In this section, the time-domain capabilities of the FDTD technique are used in order
to evaluate the bandwidth of certain cloaking devices. Since dispersive devices need
to be constructed from resonant metamaterial elements in order to achieve the desi-
gned non-conventional material parameters, the cloaks theoretically operate correctly
only for the single frequency for which the parameters of Eqs. (5.13) or (5.14) are satis-
fied. Here, the cloak’s bandwidth is defined through the frequency range over which
the transmitted field components are enhanced compared to the corresponding trans-
mitted field components observed when the same excitation input pulse is impinging
on a bare non-cloaked PEC cylinder.
The domain of the FDTD simulations can be seen in Fig. 5.7(a) and the dimensions
of the devices are the same as mentioned in previous section 5.2.2. The devices are
excited with a plane wave pulse centered at 2:0 GHz confined in a broadband Gaus-
sian envelope with a FWHM bandwidth of 1:0 GHz. The magnetic field values Hz
are spatially averaged along the parallel to the x-axis line segment L2, approximately
2:8 away from the device’s core. The transmitted spectrum is then retrieved from the
time-dependence of the averaged field signals, which is next divided by the spectrum
of the input pulse, yielding the transmission amplitude as a function of the frequency.
The bandwidth performance of the ideal cylindrical cloak [9], thematched reduced
cylindrical cloak [8] and the practical reduced cylindrical cloak [28] are compared to
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the transmission amplitude when a bare PEC cylinder is illuminated. The latter pro-
vides a reference point as it is assumed that a cloak operates only when it enhances the
transmission amplitude compared to the bare cylinder case. The comparison between
the transmission amplitudes of the different cloaking devices is shown in Fig. 5.8(a).
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Figure 5.8: (a) The transmission amplitude of the ideal, matched reduced and practi-
cal reduced cylindrical cloak. The transmission of a bare PEC cylinder is also plotted
to calculate the cloak’s effective bandwidth. (b) The transmission amplitude of the ideal
cylindrical cloak when different losses are introduced.
It is observed that the ideal cloak exhibits a transmission amplitude of 1 at the ope-
rating frequency of 2:0GHz, when the corresponding value in the case of the bare PEC
cylinder is approximately 0:8. The calculated effective bandwidth is 11:5%. Among
the proposed cloaks, this is themost broadband device as the bandwidths of the practi-
cal reduced cloak and the matched reduced cloak are only 4:6% and 2:5%, respectively.
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Thus, the approximate nature of the latter two devices significantly impacts its band-
width performance. As expected, the transmission amplitude of both approximate
devices is lower compared to the amplitude of the ideal cloak. However, the scat-
tering performance of the matched reduced cloak is better compared to the practical
reduced cloak (see Fig. 3.11 from previous chapter), because its design allows it to be
matched to the surrounding free space. Thus, there is a trade-off relationship between
the bandwidth and the scattering performance for the two approximate cloaking desi-
gns. The study of the behaviour of different cloaking devices is a good example of the
robustness and efficiency of the proposed FDTDmethod compared with the analytical
study where for every different structure new differential equations have to be solved.
One of the major practical issues with metamaterial-based devices is the effect of
the losses that are inherent in the dispersive resonating elements required to obtain
the design material parameters [7], which may inhibit their proper operation. Here,
the effect of losses in the cloaking bandwidth of the ideal cylindrical cloak are tested.
Similar as earlier in this section, FDTD simulations are performed with identical si-
mulation domain and dimensions of the structure. Losses are introduced in the FDTD
code in the same way as in the previous chapters, i.e., by including a complex com-
ponent  j tan  into the material parameters, which is increased up to 0:1.
The transmission amplitude of the ideal cylindrical cloak as a function of frequency
for various loss tangents can be seen in Fig. 5.8(b). It is observed that the performance
of the device is significantly affected with the increase of the losses, as higher losses
decrease the transmission amplitude as well as the bandwidth of the cloak. It is in-
teresting that if tan   0:05, which is a typical loss value for metamaterial structures
close to resonance, then the performance of the ideal cloak is worse than a bare PEC
cylinder and the cloaking phenomenon effectively ceases to exist. Similar results are
observed when losses are introduced into the approximate cloaking structures (not
shown), which implies that a practical, real world cloak will eventually require very
low-loss metamaterial elements in order to operate properly.
5.2.4 Bandwidth of Ideal Cylindrical Cloaks with Varying Thicknesses
In this section, the dependence of the bandwidth on the size of the ideal cloak is explo-
red. In principle, the thickness of the ideal cloaking coating can be arbitrary, since the
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parametersR1 andR2 in Eq. (5.13) can be freely chosen as long asR2 > R1. For any gi-
ven pair of R1 and R2, the cloak will operate perfectly under plane wave illumination
that matches the device’s operating frequency (which is determined by the resonant
frequency of the device’s metamaterial elements), as long as the material parameters
satisfy Eq. (5.13). However, thinner cloaks with R2 ' R1 require more extreme mate-
rial parameters in order to operate, because the denominators of " and z in Eq. (5.13)
become arbitrarily small as R2 ! R1. Similarly, thicker cloaks with R2  R1 require
more relaxed values for these parameters. These differences, effectively undetected by
a perfect plane wave, are expected to materialise when the ideal cloak interacts with
more broadband pulses: thinner cloaks should operate over narrower bandwidths.
Figure 5.9: (a) FDTD computational domain of the ideal cylindrical cloak. Time-
dependent temporally finite signals are excited on the source line shown on the left hand
side, and recorded on the line segments shown on the right hand side after averaging over
the segment’s length. For each of the three cloaks shown, the fields are averaged over a
different line segment, with a length equal to each cloak’s diameter. (b) Comparison of
bandwidth performance of lossless ideal cloaks with different thicknesses. The frequency
response (FR) of the broadband source pulse onto a bare PEC cylinder is also shown.
Similar to the method outlined in the previous section, the transmitted field ampli-
tude is recorded, when a 1:0 GHz wide Gaussian pulse centered at 2:0 GHz impinges
on a bare metallic object with radius R1 = 23 . Three different FDTD scenarios are
investigated, where the object is coated with an ideal lossless cylindrical cloak that
extends up to the outer radius R2, which can take the values 1:5R1, 2:0R1, or 4:5R1.
The computational domain is the same as before and the three modelling scenarios
are depicted in Fig. 5.9(a). The magnetic field values Hz are recorded at a tunable
area, which scales with the size of the cloaks, as it is graphically depicted in Fig. 5.9(a).
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In order to make fair comparisons between the transmitted spectra for the different-
sized cloaks, the fields for each device are averaged along a different line segment, as
shown in Fig. 5.9(a). In all cases the averaging line segment is positioned 1:5 away
from the outer cloaking shell, while the segment’s length is equal to the diameter of
each device.
The transmission amplitudes of cloaks with three different sizes are reported in
Fig. 5.9(b). It is indeed verified that thicker cloaks have less extreme material para-
meters and, thus, wider bandwidths. The thicker cloak with R2 = 4:5R1 has a band-
width equal to 13:2%, broader than the thinner cloaks with thicknesses R2 = 2R1 and
R2 = 1:5R1, which have bandwidths equal to 12:1% and 9:8%, respectively. From a
physics perspective, thicker cloaks allow the wavefronts to bend less inside the cloa-
king coating, thus requiring more moderate values of material parameters. On the
other hand, the cloak is becoming less attractive in terms of application and less prac-
tical in the design as its size is increased. Ultimately, a higher number of discrete
concentric layers of metamaterial structures might be required to construct the device,
thus leading to imperfections in the cloaking operation.
Note that a secondary smaller peak appears in the transmission spectra of the thick
cloak (R2 = 4:5R1) close to the frequency of 1:1 GHz. This peak is attributed energy
accumulation due to the interference pattern of the transmitted field at the monitoring
point. It does not imply a cloaking effect since it depends on the distance between the
device and the averaging line segment.
Finally, it should be noted that if the arguments presented in this section are re-
versed and dimensions of the object is known in prior, then by monitoring the trans-
mission of broadband pulses one could detect not only the presence of an ideal cloak
in the direction of propagation of the pulse, but also determine its exact size through
monitoring the off-frequency field amplitude.
5.2.5 Bandwidth Comparisons of Transformation Based Devices
Within this section, the bandwidth performance of different transformation-based cy-
lindrical devices is compared. Specifically, the cylindrical ideal cloak [9], the rotation
coating [49] and the ideal concentrator [48] are modelled with the radially-dependent
FDTD technique. Two different rotation coatings are modelled: one that rotates the
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Figure 5.10: Comparison of the bandwidth performance of different transformation-based
devices. The bare PEC cylinder performance is also included.
fields inside the core by an angle of =2 and one that rotates the fields by =10. All the
devices are lossless.
Cylinders of different materials are placed inside the inner core of these devices.
The core of the ideal cloak is a PEC cylinder, as discussed previously. The rotation
coatings have a free space core to achieve unperturbed propagation of the electroma-
gnetic radiation. Finally, inside the concentrator a magnetic material is placed with
permeability z =

R2
R1
2
in order to comply with its proposed design material values
given in [48] for the given polarisation examined here.
The computational domain is the same with the one in section 5.2.3, as shown
in Fig. 5.7(a). The dimensions of the inner core and outer shell for all the devices
are chosen to be the same, equal to R1 = 23 and R2 =
4
3 , for better comparison of
their performance. The transmission amplitude for an incident broadband pulse is
calculated in the same way as in section 5.2.3 for each device independently and the
results are shown in Fig. 5.10.
By comparing the bandwidth performances of the various devices, it is observed
that the rotator with the large rotation angle has the narrowest bandwidth, followed
by the ideal cloak. The two most broadband devices are the concentrator and the
rotator with the small rotation angle. These differences are attributed to the material
parameters, where more dispersive values are required. For example, the rotator with
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the large rotation angle imposes larger bending onto the incoming electromagnetic
wavefronts, thus requiring more extremematerial parameters. Moreover, for the cases
of the concentrator and the rotator, these devices allow wave propagation through
their inner cores, and, hence, require less bending of the electromagnetic waves in
comparison to the ideal cloaks. Note that the ideal concentrator can also be regarded
as an ideal, more broadband, cloak, where the fields can penetrate its core, similar to
the plasmonic cloaking devices proposed in [67].
5.2.6 Spectral Response of the Ideal Cylindrical Cloak
The spectral response of the lossless ideal cylindrical cloak is investigated throughout
this section. The ideal cloak is excited with a narrowband Gaussian pulse with a band-
width of 200 MHz (FWHM), centered at a frequency of f0 = 2:0 GHz. The pulse is
chosen to be narrowband in order to pass largely unaffected through the ideal cloak’s
allowed bandwidth [see Fig. 5.8(a)]. The results of the spectral content of the trans-
mitted pulses recorded on each line segment of Fig. 5.7(a) are seen in Fig. 5.11, which
are compared to the spectrum of the incident pulse.
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Figure 5.11: Blueshift effect observed in the normalised frequency spectra of transmitted
Gaussian narrowband pulses through the ideal cylindrical cloak for two averaging line
segments L1 and L2 of Fig. 5.7(a). The line segments are on the same position on the y-
axis, 1:5 away from the cloak’s outer shell, but have different lengths along the x-axis
(L1 = R1, L2 = 4:25R2). The effect is stronger for the line segment L1, near the center of
the cloaking structure.
It is observed that the central frequency of the transmitted pulse is shifted signi-
ficantly only for the averaged field values corresponding to the shorter line segment
L1, where the field distribution is strongly affected from the presence of the cylindrical
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cloak. When averaging over the longer segment L2 most of the pulse is transmitted
unaffected and, as a result, the frequency shift effect is not observed. Only a small
narrowing of the pulse is detected when averaging over L2, which is a result of the
finite bandwidth of the device [Fig. 5.8(a)]. For this simulation scenario, the blueshift
of the frequency is calculated to be f = 22:5 MHz, which is 1:1% deviation from
the central frequency of 2:0 GHz. Hence, an instrument which is capable of resolving
spectral deviations smaller than 1:1%, will detect the presence of the cloak.
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Figure 5.12: Frequency spectra of six transmitted narrowband pulses, centered at different
frequencies, after impinging on the ideal cloak. The cloak’s design frequency is 2:0 GHz.
The numbers next to each plotted curve indicate the incident pulse’s central frequency,
ranging from 1:7 to 2:3 GHz. (a) Fields averaged over the short segment L1 immediately
after the cloak’s boundary. (b) Fields averaged over the long segment L2 immediately
after the cloak’s boundary. (c) Fields averaged over the short segment L1 1:5 away from
the cloak’s boundary. (d) Fields averaged over the long segment L2 1:5 away from the
cloak’s boundary.
To further investigate the blueshift effect, six narrowband Gaussian pulses are in-
dependently launched toward the ideal 2:0 GHz cloak, at central frequencies of 1:7,
1:8, 1:9, 2:1, 2:2 and 2:3 GHz, respectively. The FWHM bandwidth of each pulse is 200
MHz. The spectral distribution of the averaged field values of the transmitted pulses
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along the line segments L1 and L2 is depicted in Fig. 5.7(a) 1:5 away of the cloak is
once again evaluated, and is shown in Figs. 5.12(c), (d). In addition, the transmitted
spectral distribution is also recorded along two new line segments of the same length
L1 and L2 using the same excitation signals, but this time the segments are positioned
immediately after the cloaking structure. These results are shown in Figs. 5.12(a), (b).
First, it is observed that when the fields are averaged over the L2 line [Figs. 5.12(b),
(d)] the differences between the pulses above and below the cloak’s central frequency
are small. The spectrum is affected symmetrically around the central frequency be-
cause of contributions from field energy away from the device that does not interact
with the cloak. The lower amplitudes recorded away from the central frequency re-
gion are caused by the overall finite bandwidth of the cloak, as shown in Fig. 5.8(a).
Second, when recording over the short line segmentL1 [Figs. 5.12(a), (c)], it is observed
that the pulses with central frequencies greater than the cloak’s operating frequency
(f > f0) maintain their overall shape but are reinforced in amplitude. On the contrary,
the pulses with central frequencies less than the cloak’s operating frequency (f < f0)
are dissipated, when they are passing through the structure. This behaviour gives rise
to the frequency shift effect observed in Fig. 5.11. The effect is stronger away from
the cloak [Fig. 5.12(c)], as opposed to near the cloak [Fig. 5.12(a)], since the field has
recombined behind the device in the former case. At an even greater distance away
from the device, the amplitudes of the transmitted pulses do not evolve significantly.
These results are difficult to verify with analytical or ray-tracing techniques. Howe-
ver, they can be easily shown with the proposed radially-dependent dispersive FDTD
method.
Now, the effective structure that an off-frequency incident wave perceives inside
the dispersive cloaking shell is investigated. Depending on the frequency of the inci-
dent wave, the material parameters of the ideal cloak [Eq. (5.13)] may become equal to
zero somewhere inside the cloaking shell. These locations are then effectively acting as
a PEC wall (when "r = 0) and perfect magnetic conductor (PMC) wall (when z = 0)
for that frequency, beyond which the fields theoretically do not penetrate [57]. The
radial locations r", r, where the permittivity and permeability respectively vanish for
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Figure 5.13: (a) Normalised penetration depths for ideal cylindrical cloaks with different
thicknesses, computed analytically. (b) Regions formed inside the ideal cylindrical cloak,
when it operates at f < f0 frequencies. (c) Normalised penetration depths for matched
reduced cylindrical cloaks with different thicknesses, computed analytically. The nume-
rically estimated penetration depths are also shown for a cloak with thickness 2=3. The
error bars indicate numerical uncertainty on the field cutoff radius. (d) Regions formed
inside the matched reduced cylindrical cloak, when it operates at f < f0 frequencies.
the ideal cloak, are given as a function of frequency by [using Eqs. (5.19), (5.20), (5.13)]:
r"(! < !0) = R1
!20
!2
(5.21)
r(! < !0) =
R1
1 

1  !2
!20

1  R1R2
2 (5.22)
The theoretical field penetration depths normalised to the object’s radius R1 are
plotted in Fig. 5.13(a) for different dimensions of the cloak as a function of frequency,
for f < f0 (for f > f0 no such walls are formed). It is observed that always r" > r,
with r ! r" for any ! as R2  R1. This implies that a PEC wall will form first as
the wave approaches the core of the device, beyond which "r < 0. If a material with
positive index of refraction was formed between that wall and the device’s PEC core,
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no fields would penetrate further inside. However, further inside the cloak a PMC
wall will be then formed, beyond which also z < 0. Thus, a negative index shell
will be formed for some frequencies near the core of the device, which can trigger
phenomena such as superscattering [68]. This three-layer effect is unique to the ideal
cylindrical cloak (for TE or TM polarisations) because two material parameters can
become simultaneously negative due to dispersion, something that is not occurring in
either the ideal spherical cloak or the matched reduced cylindrical cloak. These layers
are depicted graphically in Fig. 5.13(b) for f < f0 frequencies.
In addition, since for f = f0 the material parameters become zero at the inner core
r = R1, waves with frequencies f < f0 will sample negative values of the material
parameters near the core, while waves with frequencies f > f0 will sample strictly
positive material parameters values everywhere in the cloaking shell. Thus, the for-
mer waves (f < f0) will perceive the device as conducting scatterer, while the latter
(f > f0) will perceive it as a dielectric and magnetic material, with positive permitti-
vity and permeability.
This latter effect, that waves at different frequencies perceive electromagnetically
different devices, is demonstrated by launching three monochromatic plane waves at
frequencies 1:7, 2:0 and 2:3GHz against the ideal cloak. The real part of the converged
magnetic field values Hz are shown in Figs. 5.15(a)-(c). In Fig. 5.15(a), it is observed
that for the 1:7 GHz wave, little field reaches the core of the device due to the afore-
mentionedwalls that formed, and thus a strong shadow is observed behind the device.
On the contrary, in Fig. 5.15(c), the 2:3 GHz wave perceives the cloaking shell as a po-
sitive index material and field is distributed even inside the device. As a reference, the
field distribution on the nominal frequency of 2:0 GHz is also shown on Fig. 5.15(b).
The positive-to-negative material parameters transitions that occur for f < f0, but not
for f > f0, give rise to the frequency modulation that occurs inside the cloaking shell
[shown on Fig. 5.12(a), (c)], as waves at f < f0 are dissipated due to the scattering
from a conductor, while others at f > f0 are scattered from a positive-index material.
This ultimately produces the frequency shift observed in Fig. 5.11.
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5.2.7 Spectral Response of the Reduced Cylindrical Cloak
Now, the matched reduced cylindrical cloak [8] is explored, which is easier to be prac-
tically implemented compared to the ideal cloak. This material parameter set is more
similar to the ideal spherical cloak’s parameters [4], in the sense that, for a given pola-
risation, only one parameter is radially-dependent and dispersive ("r for TM waves),
whereas the others are constant and conventional. FDTD simulations are performed
over the same domain as before [Fig. 5.7(a)] and the cloak has the same dimensions.
Again, narrowband Gaussian pulses at various central frequencies are launched to-
ward the cloak. The transmitted pulses in the frequency domain, after impinging on
the cloak, recorded at the two line segments L1 and L2 of Fig. 5.7(a), at a distance 1:5
away from the device, are seen in Figs. 5.14(a) and (b), respectively.
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Figure 5.14: Frequency spectra of six transmitted narrowband pulses, centered at different
frequencies, after impinging on the matched reduced cloak. The cloak’s design frequency
is 2:0 GHz. The numbers next to each plotted curve indicate the incident pulse’s central
frequency, ranging from 1:7 to 2:3 GHz. The fields are averaged over two different line
segments L1 (a) and L2 (b), as shown in Fig. 5.7(a), which are perpendicular to the direc-
tion of propagation. The line segments are positioned at a distance 1:5 away from the
cloak’s outer shell.
The transmitted pulses appear slightly distorted compared to the ideal cloak (Fig.
5.12) due to the fact that the reduced cloak examined here is designed to operate ap-
proximately. However, the features of the transmitted pulses are similar to the trans-
mission observed through the ideal cloak, where frequencies f < f0 are dissipated
while frequencies f > f0 are enhanced. The effect is once again much stronger when
averaging the fields near the cloak’s core, and gives rise to a similar frequency blue-
shift effect.
For some frequencies f < f0, the dispersive parameter "^r will become equal to
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Figure 5.15: Real part of the magnetic field amplitude distributionsHz when plane waves
of different frequencies are impinging on the ideal [(a)-(c)] and matched reduced [(d)-(f)]
cloak, after steady state is reached. The amplitude scale is normalised such that 1 is the
maximum plane wave field amplitude without any device present. (a) and (d): At 1:7
GHz, a PEC wall is formed inside the cloaking shell where fields cannot penetrate. The
devices behave as a conductive scatterer and a large shadow is observed behind them. (b)
and (e): At 2:0 GHz, the devices operate at their nominal frequency. For (e) only, imper-
fections in the field distributions are inherent in the limitations of the cloak’s approximate
design. (c) and (f): At 2:3 GHz, the cloaking material is perceived as a dielectric scatterer
from the incident wave. Thus, no significant shadow is formed behind the devices.
zero at a specific location inside the cloaking shell, forming a boundary beyond which
wave penetration is very weak. The penetration depth is calculated analytically with
a similar procedure as before and is given by the equation:
r"(! < !0) =
R1
1 
r
1  !2
!20

1  R1R2
 (5.23)
It is normalised to R1 and plotted as a function of the f  f0 frequencies in Fig. 5.13(c)
for cloaks with different thicknesses. Moreover, the locations, where the impenetrable
wall is formed, are deduced approximately through the FDTD simulation by identi-
fying the points where the magnetic field Hz becomes zero. They are also shown in
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Fig. 5.13(c) for a specific cloak design and are found to be in excellent agreement with
the analytical predictions of the penetration depth derived from Eq. (5.23). The layers
that formed inside the reduced cloak are depicted graphically in Fig. 5.13(d) for f < f0
frequencies.
Similar to the procedure followed in the previous section for the ideal cloak, in
order to explain the different behaviour of the pulses above and below the central fre-
quency, along with the formation of the PEC wall, three monochromatic plane waves
are launched with frequencies of 1:7, 2:0 and 2:3 GHz toward the 2:0 GHz matched
reduced cloak. The real part of the converged magnetic field amplitude values Hz
is seen in Figs. 5.15(d)-(f). As a reference, Fig. 5.15(e) shows the field distribution at
the cloak’s nominal frequency, where the wave energy mostly recomposes smoothly
behind the device. The imperfections observed in the wavefronts are due to the ap-
proximate nature of the reduced cloak’s design.
For the plane wave with frequency 1:7 GHz, according to Eq. (5.23), an impene-
trable wall is expected to form approximately 0:36 away from the inner core. This
is indeed observed in Fig. 5.15(d), where little field reaches the metallic core. As was
discussed previously, due to the PEC wall the wave at that frequency should perceive
the device as a conductive scatterer. This is confirmed in the simulation by observing
the large shadow that appears behind the device, similar to the shadow that typically
appears by the scattering of a plane wave off a conductive cylinder. This shadow is
the reason for the reduced amplitude recorded for wave pulses at frequencies f < f0,
as was pointed out in Fig. 5.14(a). The shadow is similar to the one observed in the
case of the ideal cloak, as shown in Fig. 5.15(a).
For the plane wave with frequency 2:3 GHz, no PEC wall is predicted to exist. Ins-
tead, the wave perceives the cloaking shell as a dielectric scatterer, since the relative
permittivity values are always larger than zero for f > f0. Indeed, the field distribu-
tion shown in Fig. 5.15(f) indicates that the fields penetrate all the way into the inner
core, and that no shadow appears behind the device. On the contrary, the interference
effects cause the field amplitude behind the cloak to be locally larger than the am-
plitude of the incident field (equal to unity in Fig. 5.15), thus enhancing the f > f0
frequencies compared to the f < f0 frequencies. This explains the modulation pattern
that appears in Figs. 5.14(a), which ultimately causes the blueshift effect presented in
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Fig. 5.11.
Figure 5.16: Time-dependent snapshots of the real part of the magnetic field amplitude
distribution Hz when a 1:0 GHz (FWHM) Gaussian pulse is impinging on dispersive de-
vices. (a)-(c) Ideal cloak. (d)-(f) Ideal concentrator. In (a) and (d) the pulse has reached
the first half of the devices. In (b) and (e) the snapshots are taken 1:2 nsec later than (a)
and (d), when the pulse is leaving the dispersive regions. The wavefronts near the center
of the devices are delayed compared to the wavefronts away from the central regions. In
(c) and (f) the snapshots are taken 0:7 nsec later than (b) and (e). A delay appears near the
center of the devices, even though the waves have recomposed. Reflections are observed
due to the broad bandwidth of the incident pulse.
5.2.8 Temporal and Spatial Responses of the Ideal Cylindrical Cloak and
Concentrator
Another interesting effect takes place in the ideal cloaks for non-monochromatic waves.
While light rays that travel away from the core of the cloak propagate at the speed of
light in free space, rays that traverse the core region experience time delays [58], due to
the increased values of the permittivities and permeabilities introduced by the aniso-
tropic cloaking materials. This effect is stronger near the center of the cloak, where in
theory some material parameters reach infinite (or realistically very large) values. As
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it shall be shown, the phenomenon is visible when a temporally finite pulse is incident
toward the cloak: wavefronts propagating away from the core reach the other side of
the domain (behind the cloak) sooner than wavefronts propagating near the center.
The time-delay effect has been predicted theoretically for a 3-D ideal spherical
cloak [58, 59]. In this section, this dynamic effect is demonstrated and exploited with
the FDTD method for the ideal cylindrical cloak. The same dimensions, as before, are
chosen for the tested cloak. A broadband Gaussian pulse is launched and is passing
through the 2-D structure. It has a bandwidth of 1:0 GHz, centered at the cloak’s no-
minal frequency of 2:0GHz. The real part of the magnetic field amplitude distribution
Hz is calculated as a function of time through the FDTD simulation. Three time snap-
shots of the pulse are depicted in Figs. 5.16(a)-(c), as the pulse is propagating through
the device. When the pulse is recomposed after the cloak [Fig. 5.16(c)], the wavefronts
are not flat anymore due to the experienced time delay, which is more intense closer to
the cloak’s inner boundary. The group velocity is reduced close to the inner boundary
of the structure, whereas the phase velocity approaches large values.
In this example, the wavefronts near the center of the cloak are delayed by ap-
proximately 0:27 ns compared to wavefronts that propagate mostly undisturbed away
from the cloak. The bending of the waves is caused by the extremely high values of the
radially-dependent cloaking parameters [Eq. (5.13)] due to the dilation of the domain
from a point to a circle ring, the device’s inner core. Hence, the time delay of the pulse
is inherent to the design of the cloak and, as a result, unavoidable. Thus, one could
take advantage of this effect in order to detect the presence of the cloaking device with
an appropriate instrument. It is present in both the ideal and reduced (not shown
here) 2-D cylindrical cloaks. It is also the main reason for the long time required for
the FDTD simulations to reach steady-state results [69] in such simulations.
The time-delay effect is not limited to cloaks, but generally appears whenever large
variations in the values of the material parameters are required for a given device. To
illustrate a different scenario, Figs. 5.16(d)-(f) show time snapshots as the same broad-
band Gaussian pulse is impinging on the ideal concentrator [48], a device designed to
focus electromagnetic fields inside a small region of space (r < R1 in this case). The
dimensions of the device are the same as the cloak’s discussed earlier. The time-delay
effect is observed after the wave recomposes behind the device, especially near the
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core, where the wavefronts are delayed by roughly 0:18 ns compared to the unper-
turbed waves. The effect is weaker compared to the cloak, since none of the material
parameters reach extreme values (see previous section 4.2.3). Meanwhile, the phase
and group velocities have comparable values. It should also be noted that reflected
waves emerge as the pulses impinge on either device [Figs. 5.16(c) and (f)]. This is a
result of the large number of frequency components contained in the Gaussian pulses,
since the devices can only operate properly at their nominal frequency of 2:0 GHz.
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Figure 5.17: Relative accumulated energy distribution of ideal cloak and concentrator. In
the amplitude scale shown, 1 is the accumulated energy distribution of free space pro-
pagation. The lines R1 and R2 indicate the inner and outer radii of the devices. The
distributions are not perfectly symmetric because of the finite discretisation used in the
FDTD simulations.
In addition to the temporal disturbances induced on the Gaussian pulses by the
dispersive devices, their spatial distribution is affected as well [59]. To illustrate this
effect, the time-integrated energy distribution crossing the line segment L2 [Fig. 5.7(a)]
for both ideal cloak and concentrator is recorded in the setup of Fig. 5.16, and is shown
in Fig. 5.17. It is observed that the energy of the non-monochromatic source is not
distributed uniformly outside of the devices due to scattering of the frequency com-
ponents away from f0. The cloak has more extreme parameters than the concentrator,
which leads to less accumulated energy inside the device and more scattered energy
outside. It is interesting that the energy reaching the center of both structures is lower
than the scattered energy near the edges of the simulation domain. Hence, the energy
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is not properly spatially recombined behind either device.
5.2.9 Conclusions
In conclusion, the properties of the metamaterial dispersive devices under non-mono-
chromatic illumination have been studied. The inherently dispersive nature of these
devices is the main reason behind the transient effects observed, which, in turn, affects
their broadband performance. The origin of the frequency shifts has been investigated
by means of dispersive FDTD simulations, using narrowband Gaussian pulses as illu-
mination. It observed that these effects appear in both the ideal and matched reduced
cylindrical cloaks. In addition, the time-delay and spatial non-uniformity effects that
occur near the center of the dispersive regions of the ideal cloak have been demons-
trated, as well as those occurring in the ideal concentrator.
The operating bandwidths of an ideal concentrator and a rotation coating were
presented, leading to a better understanding of these metamaterial devices. Moreover,
the inherent losses of the resonating metamaterial structures can be exploited, and are
found to cause distortions in the frequency response of the ideal cloaking structure.
Hence, metamaterials with minimum loss factor will need to be devised, prior to the
practical implementation of transformation based devices. Finally, it is shown that thi-
cker cloaks have wider bandwidths because they require more moderate anisotropic
material parameters. These are important effects that should be taken into account in
future applications of dispersive metamaterial devices. They are predicted for the first
time in the literature with a full-wave FDTD method, which is accurate and robust
compared with the previous proposed analytical treatments and ray-tracing approxi-
mations.
The ideal cylindrical cloak and concentrator, only function properly for mono-
chromatic wave incidence. However, they become ineffective when excited with non-
monochromatic radiation, which is the type of electromagnetic radiation found in na-
ture. The effect of losses is also significant for such dispersive devices. In general,
the transmitted signal, passing through devices derived by means of coordinate trans-
formations, will experience alterations in its spectral, temporal and spatial profiles.
These effects could be minimised if the cloak is constructed from broadband active
metamaterial structures [70–72]. Alternatively, novel non-dispersive devices based on
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conventional materials [35] need to be sought.
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Chapter 6
Parallel FDTDModelling of
Metamaterials
6.1 Parallel FDTDModelling of Metallic Nanolens
6.1.1 Introduction
Metamaterials are artificially constructed structures, which possess extraordinary elec-
tromagnetic properties not found in natural materials. One of the most comprehensi-
vely-studied example is a material having negative refractive index [1], which can
achieve subwavelength resolution [2] leading to potential novel imaging systems. The
total transmission of the electromagnetic wave’s near field information is the main
concept behind subwavelength imaging. To sustain this information, the evanescent
electromagnetic fields have to be preserved on their passage from the source to the
focal point. Normally however, these fields decay exponentially in the case of free
space propagation. It has been shown [2] that the evanescent field components are di-
rectly involved in the image formation, when metamaterials with negative refraction
are used in a lens configuration. More details about materials with negative refractive
index were presented during the previous chapter 2.4.1.
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However, such resonance-based structures have inherent limitations. High loss
and frequency dispersion are dominant in metamaterials [3, 4] which, combined with
the design complexity (especially at optical frequencies), make practical implemen-
tation of them limited. A promising alternative, in order to exploit the near-fields
at optical frequencies in a controlled fashion, can be found in the rapidly emerging
research area of plasmonics [5, 6]. The plasmons are surface waves confined to the
interface between noble metals and surrounding air and occur at the IR and visible
frequency regimes, where most metals appear to have negative permittivity. It has
been shown that a nanolens, achieving subwavelength resolution, can be constructed
with the desired property of lossless plasmonic transfer of the near-field information
[7, 8].
The complexity of simulating such a device leads to a significantly increased nu-
merical simulation time using a conventional dispersive FDTD code; largely due to
the large number of cells required to model a three-dimensional device with subwa-
velength features. In this section, a parallel 3-D dispersive Finite-Difference Time-
Domain (FDTD) technique is proposed. The convergence and the accuracy of the
simulation is improved with an additional spatial-averaging scheme applied to the
dispersive FDTD algorithm [9]. Finally, the finite size of such a device is explored and
its impact on the system performance assessed. The proposed parallel FDTD method
can be used to investigate different kinds of metamaterial and plasmonic structures,
whose complexity would otherwise lead to prohibitively long simulation times on a
single processor computer.
6.1.2 Parallel Spatial-Averaging Dispersive FDTDMethod
The FDTD method is a versatile numerical technique with the major advantages of
simplicity in implementation and robust operation. From an engineering point of
view, it is advantageous because it can easily compute the transient response and the
operational bandwidth of a device. However, for large electromagnetic problems it is
computationally intensive, similarly to other numerical simulation methods. Hence,
in order to distribute the high requirement for system resources, a parallel version of
the FDTD algorithm needs to be implemented, which can operate in multi-processor
computers or computer clusters.
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The FDTD technique is inherently parallel in nature. The computational domain is
divided into smaller sub-domains based on the space decomposition technique [10, 11]
and every one of them is assigned to one processor. The tangential field components
are passed between the adjacent interfaces at each time step with an appropriate syn-
chronisation procedure, which is provided by the message passing interface (MPI)
library. As a result, few modifications lead to a more efficient algorithm, which can
handle the most computationally demanding simulations. The parallel FDTD process
between two sub-domains is depicted in Fig. 6.1. During simulations, the compu-
Figure 6.1: The field components in two different sub-domains in parallel FDTD simula-
tions. The red arrows are the transferred field components from the neighbouring sub-
domain during the data communication process, which are used to update the field com-
ponents on the boundary of the current sub-domain.
tational domain will be divided along only one direction (z-axis). Additional field
components are required to pass between the sub-domains due to the utilised disper-
sive FDTD code. Note that the material parameters and the geometry of the simulated
device are derived for the whole domain, independently from the main parallel proce-
dure, not for each separate sub-domain. Therefore, different complex geometries can
be modelled with the same parallel FDTD code.
The computer cluster, used to simulate the 3-Dmetallic nanolens, located in Queen
Mary, University of London, consists of one head node for monitoring purposes and
15 compute nodes for performing calculation tasks. Each node has dual Intel Xeon
E5405 (Quad Core 2:0 GHz) central processing units (CPUs) and there are 128 cores
and 512GBmemory in total. The nodes are connected by a 24-port gigabit switch. The
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GNU C compiler (GCC) and a free version of MPI, MPI Chameleon (MPICH), develo-
ped by Argonne National Laboratory [12], are used to compile the developed parallel
dispersive FDTD code and handle the inter-core data communications, respectively.
The silver nanorods are considered, which have an approximate permittivity " =
 9:121 + |0:304 at the excitation frequency used throughout the FDTD simulations
f = 614:75 THz [13]. In order to model silver materials with the FDTD at optical fre-
quencies, dispersion models have to be introduced at the conventional FDTD code.
Here, the permittivity is mapped with the well-known Drude dispersive material mo-
del:
" = "0
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(6.1)
where "0 is the free space permittivity, !p is the plasma frequency and  is the colli-
sion frequency, which characterises the losses of the dispersive material. The plasma
frequency !p is varying in order to simulate the material properties of silver.
Basic principles of the FDTD technique are repeated here for reader’s convenience
(more details are presented in previous chapters). The FDTD method is based on
the temporal and spatial discretisation of Faraday’s and Ampere’s Laws (as has been
shown before):
r E =  @
B
@t
(6.2)
r H = @
D
@t
(6.3)
where E, H , D and B are the electric field, magnetic field, electric flux density and
magnetic flux density components, respectively. Harmonic time dependence exp(|!t)
of the field components is assumed throughout the modelling of the nanolens. Fara-
day’s and Ampere’s Laws are discretised with the common procedure [14], resulting
to the conventional updating FDTD equations:
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wheret is the temporal discretisation, er is the discrete curl operator and n the num-
ber of the current time step.
For the dispersive FDTD method used here, the electric field constitutive equation
has to be also discretised, which is given by the following equation:
D = " E (6.6)
where the permittivity " can have scalar or tensor form. The auxiliary differential
equation (ADE) method [15] is used, based on the Drude model, to produce the up-
dating FDTD equations. Equation (6.6) is discretised, as was shown before in chapter
2.4, and the final updating FDTD equation is:
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The temporal discretisation is always chosen according to the Courant stability condi-
tion [14] and is given by t = x=
p
3c, where c is the speed of light in free space and
x is the uniform spatial resolution.
A spatial averaging technique is used to improve the accuracy of the simulation
and to increase its efficiency [9]. At the interfaces between the dispersive material
[described with the Eq. (6.1)] and the surrounding free space, the permittivity is cal-
culated from the arithmetic mean of the two materials:
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where "0 is the permittivity of free space and " is the dispersive permittivity given by
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Eq. (6.1). Hence, the updating FDTD equation (6.7) at the interfaces becomes:
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The above technique is used to avoid artificial numerical resonances of the surface
plasmon wave confined at the interface of the dispersive device and the surrounding
free space. Finally, note that the averaging technique is only applied to the field com-
ponents, which are tangential to the material interfaces.
Figure 6.2: Geometry of the (a) frontview and the (b) profile of the hexagonal arrangement
of silver nanorods. The green shaded rods are later removed in order to simulate the
asymmetric structure.
6.1.3 Numerical Results of the Metallic Nanolens
The nanolens is composed of a hexagonal arrangement of silver nanorods, operating
at optical frequencies. The excitation signal has frequency f = 615 THz, placed at
the middle of the optical spectrum. The rod diameter is d = 20 nm and the optimum
value of the pitch is a = 40 nm, chosen according to the study in [7]. The length of the
nanorod (L) varies from 50 nm to 90 nm, in order to study the subwavelength imaging
potential of the device. The frontview and the profile of the lens’ geometry can be seen
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in Figs. 6.2(a) and (b), respectively.
The simulation domain is terminated with modified material-independent Per-
fectly Matched Layers (PML) [16]. A uniform spatial discretisation is used, with a
uniform FDTD cell size of x = y = z = =488, where  = 487:8 nm is the wa-
velength of the source signal. Six infinitesimal small electric dipoles (Ex) are placed
in a hexagonal formation and are depicted as red spots in Fig. 6.3, placed 10 nm in
front of the lens. The distance between the sources is a = 40 nm, which leads to sub-
wavelength resolution of approximately =12, in case of perfect image formation from
the other side of the nanolens. It is going to be shown that perfect image formation
happens only at a particular length of the nanorod equal to L = 80 nm.
Figure 6.3: Perspective view of the nanolens structure. The red spots in hexagonal forma-
tion indicate the six infinitesimal small electric dipoles that act as the source image. The
green shaded nanorods are removed in order to simulate a non-symmetric structure of
the nanolens.
First, the symmetrical structure of Fig. 6.3 is simulated with the parallel disper-
sive FDTD method for different nanorod lengths. The structure is symmetric along
the z-plane around the source dipoles. In a non-symmetric structure simulated la-
ter, the nanorods emphasised with green color [see Figs. 6.2(a), 6.3] are removed. The
non-symmetric device will be studied later in this section. The dimensions of the com-
putational domain are 150  350  350 cells and the parallel code uses 35 processors,
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each of them composed of a sub-domain of 150  350  10 cells. Convergence is rea-
ched after approximately 60000 timesteps. The fields are monitored at the other side
of the hexagonal source to exploit the imaging capability of the device, 10 nm away of
the lens.
0 1 2
x10
-4
a) b)
c) d)
e) f)
Ex
L = 50 nm L = 60 nm
L = 70 nm L = 80 nm
L = 90 nm Source
Figure 6.4: (a)-(e) The amplitude of the electric field component Ex for lenses with dif-
ferent lengths ranging from L = 50 nm to L = 90 nm. The fields are monitored 10 nm
away behind the lens. (f) The hexagonal source formation monitored 10 nm away, in front
of the device.
Different lengths of nanorods are chosen (between L = 50  90 nm) and the fields
can be seen in Figs. 6.4(a)-(e). The hexagonal source is depicted in Fig. 6.4(f). The
nanorod lenses with lengths of L = 50 nm and L = 90 nm tend to focus the energy
of the source at the central nanorod [Figs. 6.4(a), (e)] and they cannot be used as an
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imaging device. When the length of the lens is L = 60 nm and, especially, L = 70 nm
the image starts to appear, similar to the source surface in Fig. 6.4(f). However, the
best subwavelength imaging performance is achieved when the length of the nanorod
is L = 80 nm.
Next, the non-symmetric nanolens is simulated, i.e. without including the marked
nanorods shown in Fig. 6.3, using exactly the same FDTD computational scenario.
It is obtained that the simulation time to achieve steady-state increases by a factor of
three for the non-symmetric structure. Convergence is reached now after approximate
180000 timesteps, a major disadvantage in the efficient modelling of the nanolens. Ho-
wever, when the lens simulation is converged, the results are similar to the previously
mentioned symmetric device. To exploit this effect, the non-symmetric device is simu-
0 1 2
x10
-4Ex
L = 80 nmL = 80 nm
L = 50 nm L = 50 nm
a) b)
c) d)
Figure 6.5: Amplitude distribution of the electric field component Ex. (a)-(b) Image for-
mation of an asymmetric nanolens with nanorod length L = 50 nm after 60000 and 150000
timesteps, respectively. (c)-(d) Image formation of an asymmetric nanolens with nanorod
length L = 80 nm after 60000 and 150000 timesteps, respectively. Non-symmetrical image
results are obtained due to the slow converge time of the structure.
lated with two different nanorod lengths (L = 50 nm and L = 80 nm). The image for-
mation of the nanolens with length L = 50 nm can be seen in Figs. 6.5(a), (b) for 60000
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and 150000 timesteps, respectively. The non-symmetric image pattern is obvious in
Fig. 6.5(a), differently from the Fig. 6.5(b), where the image starts to formate. The
same experiment is repeated for the nanolens with length L = 80 nm and the results
are observed in Figs. 6.5(c), (d) for 60000 and 150000 timesteps, respectively. For this
particular case, there is no image formation at 60000 timesteps [Fig. 6.5(c)]. Neverthe-
less, the image pattern starts to appear, still asymmetrically, at 150000 timesteps. It is
straightforward that an electrically larger device needs more time to converge, which
is the case for Figs. 6.5(c), (d).
6.1.4 Conclusion
To conclude, a parallel dispersive FDTD method has been proposed, whose perfor-
mance was tested by simulating a silver nanolens operating at optical frequencies.
The full-wave simulation of the nanostructure was used to explore the physics of the
device, leading to a better understanding of its performance. It was found that this na-
nodevice can achieve the desirable subwavelength resolution (=12) only for a particu-
lar length of the silver nanorods (L = 80 nm). Moreover, the dynamical behaviour of
the image formation was found to vary, depending on whether the device has a sym-
metric or asymmetric cross-section. As a result, more robust and faster performance
can be achieved if a symmetric design is chosen for future practical implementations
of the nanolens.
6.2 Parallel FDTD Analysis of the Optical Black Hole
6.2.1 Introduction
Transformation electromagnetics provides methodologies for engineers to manipu-
late electromagnetic radiation at will [17, 18]. Several microwave and optical device
designs have been proposed, including broadband ground-plane cloaking structures
[19–24] and exotic absorbing devices [25, 26]. More recently, an interesting application
that has been proposed is the design of artificial optical black holes [27, 28]. Mimi-
cking their celestial counterparts, these devices bend the electromagnetic waves ap-
propriately and can almost completely absorb the incident electromagnetic radiation
impinging upon them. In addition, they can operate for all angles of incidence, over a
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broad frequency spectrum and can be constructed with non-resonant metamaterials.
Potential applications of these exotic devices are perfect absorbers [29], efficient so-
lar energy harvesting photovoltaic systems [30], thermal light emitting sources and
optoelectronic devices [31].
It should be noted that despite their light-absorbing capabilities, the name “black
hole” is a misnomer in this case because these devices do not possess the main charac-
teristic of gravitational black holes; namely the event horizon, the artificial boundary
around the device beyond which no light can escape. As will also be shown here,
radiation generated inside the device does indeed escape into the surrounding envi-
ronment. However, the original term “black hole” for the device, as introduced in [27],
will be retained here for consistency, despite the fact that a term like “optical attractor”
might be more appropriate [28].
The performance of the spherical optical black hole embedded in a background
medium is investigated using a full-wave simulation technique; the well-established
Finite-Difference Time-Domain method [32]. Due to the large dimensions of the three-
dimensional (3-D) device, a parallel version of the FDTD technique is used, which
divides the simulation domain into subdomains which are processed in parallel and
significantly decrease the total simulation time. Different excitation types are chosen
to illuminate the device; namely plane waves and spatially Gaussian pulses. Moreo-
ver, the performance of an alternative black hole, which is not embedded in a particu-
lar material [27], but is matched directly to free space, is examined. The latter is a more
practical approach to the optical black hole, in a similar fashion that the ground-plane
quasicloaks operate in free space, as was proposed in [33] and verified experimentally
in [34]. The performance of the latter device is found to be similar to the performance
of the embedded structure. Finally, the losses at the core of the black hole are remo-
ved and a point source is placed inside. It is observed that the cylindrical wavefronts
of the source are perturbed on account of the radially-dependent permittivity of the
metamaterial structure. This leads to unusual phase distribution within the resulting
field.
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6.2.2 Parallel Radially-Dependent FDTD Technique
The FDTD method is used to explore the physics of the absorbing device. During this
section, basic principles of the parallel FDTD technique are again presented, serving
as a reminder to the reader. More details can be found in the previous section of
the current chapter of the thesis. The full-wave numerical technique can efficiently
demonstrate the performance of the broadband device. The proposed technique can
also model the diffraction effects and near-fields, which are neglected with ray-tracing
methods used previously [27]. As a result, a more clear and complete picture of the
behavior of the modelled device is achieved.
The FDTDmethod is based on the temporal and spatial discretisation of Faraday’s
and Ampere’s Laws, which are:
r E =  @
B
@t
(6.10)
r H = @
D
@t
(6.11)
where E, H , D and B are the electric field, magnetic field, electric flux density and
magnetic flux density components, respectively. Note that again harmonic time de-
pendence exp(|!t) of the field components is assumed. Faraday’s and Ampere’s Laws
are discretised with a common procedure [14] and the conventional updating FDTD
equations are obtained:
Hn+1 = Hn  

t
0(x; y; z)

 er En+ 12 (6.12)
En+1 = En +

t
"0"(x; y; z)

 erHn+ 12 (6.13)
where "0 and 0 are the permittivity and permeability of the space surrounding the
device modelled (free space for this case), er is the discrete curl operator and n the
number of the current time step. The temporal discretisation t has to satisfy the
Courant stability criteriont = x=
p
3c [14] to achieve stable FDTD simulations. x
is the uniform spatial resolution of the FDTD cubical Cartesian mesh.
The relative permittivity "(x; y; z) and permeability (x; y; z) can be spatially-depen-
dent according to the geometrical features of the material or metamaterial structure,
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which is numerically simulated. The derived FDTD equations are similar, and sim-
pler, compared to the previously proposed radially-dependent numerical technique
(see chapter 3) used to model another interesting transformation-based device, the
cloak of invisibility. The difference is that unlike most invisibility cloaks, the black
hole is composed of non-dispersive materials, as it will be shown in the next section.
Thus, there is no reason to discretise the constitutive equations leading to more com-
plicated FDTD algorithm.
In the case of the computational intensivemodelling of the three-dimensional sphe-
rical black hole, a parallel version of the FDTD algorithm is used. The FDTD updating
equations are the same with before. The only difference is that the computational
domain is divided into smaller sub-domains based on the space decomposition tech-
nique [10] and every domain is then assigned to one processor. The tangential field
components communicate between the adjacent interfaces at each time step with an
appropriate synchronization procedure, which is provided by the message passing in-
terface (MPI) library (see Fig. 6.1). After the calculations are completed and the solver
has finished and converged, the resulting fields from each sub-domain are retrieved
and are combined together to obtain the results in the whole initial domain. The pa-
rallel version of the algorithm is ideal for handling complicated and computational
intensive problems, comprised of huge computational domains and complex electro-
magnetic parameters, as it have been presented in the previous section 6.1.
6.2.3 Parameters of Spherical/Cylindrical Optical Black Hole
The spherical 3-D and the cylindrical 2-D optical black hole are investigated. Each
device is divided into two regions, the core (usually absorbing) and the shell. The
radially-dependent permittivity distributions of the spherical and cylindrical black
hole are given by the formula [27]:
"(r) =
8>>><>>>:
"0; r > Rsh
"0

Rsh
r
2
; Rc  r  Rsh
"c + |; r < Rc
(6.14)
where "0 is the permittivity of the surrounding medium, "c the permittivity of the core
andRsh,Rc the radii of the shell and core, respectively, of the black hole. Themagnetic
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parameters of the structure are those of free space. The non-magnetic behaviour of
the structure is highly desirable, especially at optical frequencies, due to the lack of
physical magnetism at this part of the frequency spectrum.
The objective is to achieve a matched device with the surrounding space, reducing
the reflection of the impinging electromagnetic waves to a minimum. To obtain this
effect at the surface of the device, the radius of the device’s core has to vary accor-
ding to the parameters of the surrounding medium, for a given core material with
permittivity "c. It is given by:
"(r = Rc) = "c ) Rc = Rsh
r
"0
"c
(6.15)
Note that the permittivity given by Eqs. (6.14) has a finite range of conventional die-
lectric values "0  "(r)  "c. Hence, the device can be constructed with non-resonant,
non-dispersive metamaterial structures consisting of concentric layers with tunable
permittivity values. Note that in contrast to other transformation based devices (see
previous chapters of the thesis), where their extreme dispersive parameters allow
control of the waves (such as bending) over subwavelength distances, the designs pre-
sented here involve conventional material parameters and require devices that extend
several wavelengths in space. This effect introduces challenges in the simulation of
the devices, since the number of simulation cells increases significantly with the size
of the structures. On the other hand, the same effect is expected to make experimental
realisations easier [35], as larger metamaterial unit cells are required, which can be
easier implemented in practice.
6.2.4 Numerical Results of the Spherical Optical Black Hole Embedded in
Dielectric Material
In this section, a spherical black hole is investigated, operating as an electromagnetic
concentrator for improving the light capturing capabilities of solar cells. The spheri-
cal black hole is embedded in silica glass (SiO2) with a relative permittivity of "0 =
2:1. The core of the device is composed of n-doped silicon with relative permittivity
"c + | = 12 + |0:7, which is a typical material of a thin film solar cell. The device is
designed to operate at the infrared section of the spectrum with a central frequency
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of f = 200 THz. The range of permittivity values, required to construct the structure,
are between 2:1 - 12, as indicated by Eq. (6.14). The device can have broadband opera-
tion, as any frequency dispersion is introduced only by whatever material is chosen to
build it. Finally, all the six field components Ex, Ey, Ez , Hx, Hy, Hz exist at the three
dimensional FDTD simulations.
The parameters of the device have isotropic values, where " = "(r) is given in
Eq. (6.14) and the magnetic parameters have the permeability of free space. Uniform
spatial resolution is chosen for the Cartesian FDTD mesh given by: x = y = z =
=20, where  = 1:5m is the wavelength of the excitation signal in free space. The
Courant stability condition is satisfied and the computational domain is terminated
with Berenger’s perfectly matched layers [36], modified to be embedded in the silica
glass surrounding material. The excitation field is chosen to be a temporally infinite,
spatially Gaussian pulse with similar wave trajectory to the ray tracing results pre-
sented in [27]. The FDTD computational domain, required for accurate modelling of
the spherical black hole, is equal to 30  30  30. It is divided along the z-axis to
60 sub-domains, where individual processors are solving the parallel FDTD updating
equations, explained earlier. Huge memory required for every simulation, roughly 50
GB of RAM. Each simulation lasts approximately 18 hours (30000 timesteps) until the
steady-state is reached.
A spatially confined y-polarised (Ey) Gaussian pulse is chosen to impinge on the
spherical black hole from two different angles of incidence to evaluate its omnidirec-
tional absorbing performance. Both pulses are =2 wide in space (Full Width at Half
Maximum) and the frequency of operation is chosen f = 200 THz. The excitation
pulses are infinite in time. After steady state is reached, the 3-D electric field ampli-
tude distribution Ey is retrieved. In order to visualise the results, the 2-D amplitude
distribution is plotted on three different planes, each one parallel to each of the Car-
tesian planes of the domain. The results for two different simulation scenarios are
shown in Figs. 6.6 and 6.7. The location of the entrance for each figure is (15; 15; 1)
and (15; 7:5; 4), respectively.
It can be clearly seen that the incoming field power is totally absorbed inside the
core of the device for both cases. The field trajectories rapidly bend towards the core
of the device (see Fig. 6.7), as expected. The device is matched to the surrounding
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Figure 6.6: The amplitude of Ey field component exciting the spherical optical black hole
embedded in dielectric medium. The spatial Gaussian pulse illuminates the device nor-
mal to the x-y surface placed at a central position (15; 15; 1). The permittivity of the
background is "0 = 2:1. The intensity of the Ey field component can be seen from the
colourbar. The spherical coating inner and outer radii are Rc = 5:6 and Rsh = 13:33,
respectively. The three projection planes crossing the axis at x = 15, y = 15 and slightly
off-center z = 13:4.
material and, as a result, the reflections from the device are almost zero. Furthermore,
the absorption of the radiation is almost perfect, approximately 95%. Finally, note that
the 3-D figures were constructed after downsampling the computational domain to
half its original size, due to memory constraints in the post-processing.
6.2.5 Numerical Results of Cylindrical Optical Black Hole Embedded in
Dielectric Material
During the next sections of this chapter, the study will be focused on the 2-D black
hole design due to its simplicity in FDTD modelling compared to the parallel FDTD
simulations. As it shall be shown, the results of the cylindrical device simulations
are very similar to the case of the 3-D spherical black hole studied in the previous
section. The cylindrical black hole is embedded in SiO2 and the core of the device
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Figure 6.7: The amplitude of Ey field component exciting the spherical optical black hole
embedded in dielectric medium. The spatial Gaussian pulse illuminates the device nor-
mal to the x-y surface placed at a side position (15; 7:5; 4).The permittivity of the back-
ground is "0 = 2:1. The intensity of theEy field component can be seen from the colourbar.
The spherical coating inner and outer radii are Rc = 5:6 and Rsh = 13:33, respectively.
The three projection planes crossing the axis at x = 15, y = 15 and slightly off-center
z = 13:4 to compare with the previous figure.
is composed of n-doped silicon. The frequency of interest is f = 200 THz and the
device can have broadband operation. The cylindrical coating inner and outer radii
are Rc = 5:6 and Rsh = 13:33, respectively, the same with the spherical embedded
black hole. Transverse magnetic polarisation is used throughout the 2-D simulations
of the optical black hole, without loss of generality. Only three field components exist
Ex, Ey, Hz and the parameters are isotropic and equal to "x = "y = "(r) and  = 0,
given in Eq. (6.14).
The spatial resolution is chosen uniform and equal to x = y = =30, where
 is the wavelength of the excitation signal at free space. The temporal resolution
of the 2-D simulation is chosen t = x=
p
2c, according to Courant stability condi-
tion [14], where c is the speed of light in free space. The computational domain is
146
Figure 6.8: Real part (a) and amplitude (b) of Hz field component at the embedded in
silica glass black hole.
terminated again with perfectly matched layers [36]. During all the 2-D FDTD simu-
lations presented here, the steady-state is reached after approximately 8000 timesteps
or 1:5 hours. A temporally infinite, spatially z-polarised (Hz) Gaussian pulse is used,
2=3 wide in space (FWHM), to illuminate the black hole, in order to mitigate the ray
tracing simulations in [27]. Finally, the FDTD domain is noticeably large 28  28,
because the device operates correctly only when its dimensions are much larger than
the wavelength. The real part and the amplitude of the magnetic field distribution,
when a Gaussian beam is impinging on the proposed black hole, after steady state is
reached, are reported in Figs. 6.8(a), (b), respectively. The performance of the device
is excellent, achieving full absorption of the beam, similar to the performance of the
spherical black hole shown in Fig. 6.7.
Next, a z-polarised (Hz) plane wave illuminates the device. The plane wave is
constructed after replacing the top and bottom PMLs with periodic boundary condi-
tions [14], similar with chapter 3. The results are shown in Figs. 6.9(a), (b), where the
real part and the amplitude of the magnetic field distribution Hz are shown. A large
shadow is casted at the back of the structure and the reflections are negligible. The lar-
gest part of the plane wave’s energy is absorbed at the core, as can be clearly seen in
Fig. 6.9(b). The behaviour of the device is that of an efficient electromagnetic absorber,
similar to the one proposed in the previous chapter 5.1.
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Figure 6.9: Real part (a) and amplitude (b) of Hz field component when a plane wave is
impinging at the embedded in silica glass black hole.
6.2.6 Numerical Results of Cylindrical Optical Black Hole Embedded in
Free Space
If the background material of silica glass (used before) is replaced with free space,
the range of the black hole’s relative permittivity values will be wider and between
1 - 12. The wider material values are leading to a more complicated design of the
metamaterial structure and a smaller radius of its core, given by Eq. (6.15). Hence,
the cylindrical coating inner and outer radii become Rc = 3:85 and Rsh = 13:33,
respectively. However, a device which is matched directly to free space is always
more desirable for practical applications.
Figure 6.10: Real part (a) and amplitude (b) of Hz field component when a temporally
continuous, spatially Gaussian, pulse is impinging at the matched to free space black
hole.
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The free space cylindrical black hole is modelled with the same FDTD method as
before and at the same simulation scenario shown in Fig. 6.8. The fields are obtained
in Figs. 6.10(a), (b) and similar results are derived with the spherical and cylindrical
embedded black hole in silica glass. There is slightly increased scattering, because
the electromagnetic beam is travelling optically longer distance inside the radially-
dependent permittivity material. Nevertheless, the absorption of the structure is again
excellent. Finally, when the beam is incident from a different angle in Figs. 6.11(a), (b),
the performance is similar to the earlier results (particularly see Fig. 6.6). Thus, the
optical black hole can be regarded as an omnidirectional absorber.
Figure 6.11: Real part (a) and amplitude (b) of Hz field component at the free space black
hole. The pulse is incident with a different angle.
6.2.7 Phase Distribution of Source Placed Inside the Black Hole
The core of the free space optical black hole was initially composed of lossy material
with permittivity "c + | = 12 + |0:7. The imaginary part is now removed from the
device and a soft z-polarised (Hz) point source, again at frequency f = 200 THz, is
placed inside the core asymmetrically with a slight deviation from the center of the
y-axis at the point (x; y) = (15; 12:33). This is conducted in order to further explore
the wave interactions inside the radially-dependent metamaterial shell. The real part
and the phase of the Hz field component are shown in Figs. 6.12(a), (b). A peculiar
phase distribution of the cylindrical waves is observed, especially in Fig. 6.12(b).
The radially-dependent permittivity - given by Eq. (6.14) - is substituted in the
formulas of phase and group velocity to explain the unusual phase distribution of the
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Figure 6.12: Real part (a) and phase distribution (b) of Hz field component at the free
space black hole. The wavefronts are travelling with different speeds at both sides of the
device.
metamaterial structure. The derived formulas are:
vph(r) =
cp
"(r)
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"0
1q
(Rsh=r)
2
= vph0
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Rsh
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where vph0, vg0 are the phase and group velocities, respectively, of light travelling in
free space. The radius of the black holeRsh is always larger than the radius of the core:
Rsh > Rc. As a result, the waves are travelling with higher group velocity closer to the
core of the black hole, which is derived straightforwardly from Eq. (6.16). However,
the phase velocity has an opposite behaviour inside this radially-dependent medium.
This is the reason of the more dense population of the wavefronts closer to the core of
the device, as can be clearly seen in Fig. 6.12(b), especially at the left side.
Note that if the source was placed at the center of the structure, only perfectly
outgoing cylindrical wavefronts would exist. By placing the source away from the
center, the device converts some of the cylindrical wavefronts into flat ones on the
opposite side, exhibiting a lens-like behaviour. This effect is caused by the longer
optical path, where the wavefronts have to travel passing through the whole length
of the dielectric core of the structure. Note that the radiation generated inside the
device’s core always escapes to the surrounding environment, even if the imaginary
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part of the device is not removed (not shown here).
6.2.8 Conclusion
To conclude, the spherical (3-D) and the cylindrical (2-D) optical black hole has been
studied numerically using both the parallel and conventional FDTD methods. Full-
wave simulations were performed to study the performance of the device under dif-
ferent excitations and angles of incidence. The physics of this exotic metamaterial
structure were explored. It consists of an excellent omnidirectional absorber achie-
ving absorption values of approximate 95%. An alternative black hole, matched to
the surrounding free space, was proposed and its excellent performance demonstra-
ted. Although, the devices were tested with infinite in time excitation pulses, similar
results are expected if the devices are radiated with non-monochromatic pulses. The
devices do not have broadband limitations other than the ordinary natural dispersion
of the conventional materials. Finally, the response of the radially-dependent permit-
tivity material to cylindrical waves, was studied in detail. This device has several po-
tential applications, ranging from perfect absorbers to state-of-the-art solar cells and
optoelectronics.
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Chapter 7
Conclusions and Future Research
7.1 Summary
The thesis mainly has focused on the accurate and efficient time-domain numeri-
cal modelling of transformation based metamaterial devices. A newly developed
radially-dependent dispersive FDTD technique was proposed to simulate anisotropic,
dispersive and spatially varying metamaterials. It is a useful addition to the recently
proposed research area of transformation electromagnetics. The numerical method
can help the scientific community to better understand the electromagnetic wave phe-
nomena associated with this new research field.
Specifically, in chapter 2 the fundamentals of the FDTD method were accentuated
in order to clearly understand the well-established numerical technique. The theory
behind the method was presented and the inherent numerical approximations were
explained. The techniques used to model dispersive material were explained in detail
and the numerical method was used to accurately simulate a left-handed metamate-
rial lens. Note that only frequency dispersion of the effective permittivity and per-
meability is considered throughout the thesis and the parameters are always mapped
to dispersive material models such as Drude and Lorentz. It was found that an almost
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lossless version of the left-handed metamaterial lens can indeed achieve subwave-
length resolution, but when losses are included, these seriously affect its performance.
This extremely detailed resolution metamaterial lens could potentially lead to huge
increase in the storage capabilities of conventional and widely available optical discs,
such as digital versatile discs (DVDs). Finally, towards the end of this chapter, nume-
rous alternative applications of the FDTD method were presented.
Chapter 3 concentrated on presenting the proposed novel radially-dependent dis-
persive FDTD technique, which is currently the only time domain method to simulate
designs derived using the transformation electromagnetic technique. Firstly, the fa-
mous “cloak of invisibility” was simulated, which is a highly anisotropic, dispersive
device with spatially varying parameters. It was demonstrated that the ideal cloaking
structure is extremely sensitive to losses. Furthermore, it can only be truly “invisible”
over a very narrow frequency range; ideally at a single frequency. Different, more
practical cloaking designs were modelled and their scattering performance was com-
pared with the non-practical ideal cloak. It was found that only the matched reduced
cloak is a good candidate to achieve reasonable cloaking performance.
In chapter 4, the counterpart of the dispersive cylindrical cloakwas introduced; na-
mely the carpet cloak. This is a conventional non-dispersive alternative device which
can camouflage objects which are placed on a ground surface. The ultra-broadband
performance of this structure was verified using FDTD simulations. Further, impro-
ved designs of more practical carpet cloaks were proposed, comprising only eight
dielectric blocks, which are also matched to the surrounding free space. Finally, dif-
ferent transformation based devices were modelled, such as the concentrator and the
rotation coating, to explore their unusual field manipulation potential.
Chapter 5 proposed novel applications of the electromagnetic cloak, such as per-
fect absorber designs, which are different from their obvious property of invisibility.
They consitute very useful alternative applications of the cloak, especially for an-
tenna/RF engineers. It was confirmed that these devices remained functional even
with subwavelength thickness and were advantageous compared to conventional ab-
sorbers. Next, the limitations of the cloak and other transformation based devices
were presented, which are a direct consequence of the devices’ inherent dispersive na-
ture. Interesting and unusual phenomena were observed, such as blueshift effects and
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time delays. Hence, the transformation based devices behave in an unconventional
fashion when they are excited with non-monochromatic radiation, which is the type
of electromagnetic radiation usually encountered in nature.
Finally in chapter 6, parallel three dimensional FDTD methods were presented to
simulate devices which otherwise require huge computational resources in order to
be accurately modelled and explored. A metallic optical nanolens was studied with a
parallel spatial-averaging dispersive FDTD technique. The subwavelength resolution
capabilities of the structure were explored and verified. Moreover, a three dimensional
transformation based device, the optical black hole, was modelled using conventional
FDTD. Its performance was demonstrated and it was concluded that it constitutes a
perfect omnidirectional absorber.
To sum up, novel FDTD algorithms were presented to numerically implement re-
cently proposed transformation based devices. This method should provide a very
useful engineering tool, leading to further expansion of the transformation electroma-
gnetics (or alternatively transformation optics) research area. Practical concealment
devices were proposed, demonstrating excellent performance. Perfect absorbing de-
vices were presented and novel plasmonic applications explored. Finally, but of consi-
derable significance, the limitations of the continuous coordinate transformation tech-
nique were thoroughly studied and the advantages of the proposed discrete coordi-
nate transformation method were clearly demonstrated.
7.2 Future Work
The FDTD method is robust and simple to implement, which make it an ideal nu-
merical tool for the transient response study of metamaterials, plasmonic structures
and transformation based devices. It was shown that the continuous coordinate trans-
formation technique leads to anisotropic, dispersive and radially-dependent material
parameters. Moreover, extreme and singular values of permittivity and permeability
are usually needed. For example, the electromagnetic cloak suffers from limited band-
width and losses, as was mentioned before. Its inherent dispersive nature causes li-
mitations, which were thoroughly addressed in section 5.2. These serious constraints
make their practical implementation very challenging and sometimes impossible to
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achieve.
Arising from the research carried out during this work, areas of potential further
research could include the following:
 The discrete coordinate transformation is a far more practical approach, than
its continuous counterpart, as was discussed before. It was shown that the dis-
crete transformation leads to isotropic and non-dispersive material parameters.
Simple broadband electromagnetic quasicloaks, consisting of only 4 4 conven-
tional dielectric blocks, can be designed to operate in free space, independent of
the operating frequency. Hence, the experimental implementations of cloaks or
other transformation based devices can becomewidespread, especially at optical
frequencies where the sub-nanometer design constraints remain challenging.
 The FDTD method is a very robust numerical technique and can even be used
to accurately simulate the interactions of particle beams with metamaterial de-
vices. This new research field, combining the expertise of particle physicists with
metamaterial engineers, has not yet received proper attention from the scienti-
fic community due to lack of numerical techniques for accurate modelling of
these interactions. One particularly interesting application may be to combine
left-handed metamaterials with particle detectors for reverse Cherenkov radia-
tion detection. Moreover, the interaction of particle beams with transformation
based devices can produce fascinating results.
 Considerable potential exists for the recently introduced plasmonic technology,
which can be applied in optoelectronics, efficient solar cells and nanoantenna
technology. The parallel dispersive FDTD method is the ideal technique to ac-
curately model complicated novel plasmonic structures with nanoscale dimen-
sions. Furthermore, it would be very interesting to combine plasmonic physics
with transformation electromagnetics in order to better manipulate the light at
extreme subwavelength areas.
 To avoid the serious restraints of metamaterials (losses and dispersion), alter-
natively devices can be constructed based on broadband active metamaterials,
which have not been thoroughly investigated, until now. Many possibilities for
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research and interesting technological advancements could result from the in-
vestigation of these novel structures. Moreover, the FDTD modelling of these
structures is challenging and new algorithms will be required in order to intro-
duce gain in the metamaterials. A proposed broadband metamaterial design
could be constructed with the introduction of active devices, such as bipolar
transistors, within well-established structures, such as dipole and loop anten-
nas. These devices can theoretically achieve a combination of broadband and
dispersive (less than unity value) electric and magnetic responses without viola-
ting causality constraints.
 Three dimensional parallel FDTD modelling of metamaterial designs based on
discrete or continuous coordinate transformations can be continued towards
the optimisation of the proposed innovative structures. Moreover, conformal
FDTD techniques may be employed for further improvement of the modelling.
It would also be very interesting to simulate bianisotropic media, such as chi-
ral metamaterials, where there is also a lack of available appropriate numerical
techniques.
 The losses may be further manipulated in metamaterial structures to create per-
fect absorbing devices. Additionally, until now, the continuous and discrete co-
ordinate transformations involve only the space dimensions. The dimension of
time could also be introduced in the transformation in order to mimic celestial
mechanical phenomena based on the curvature of time and space continuum,
originating from Einstein’s general relativity theory. These exotic effects can be
verified and explored in a controlled laboratory environment.
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Appendix A
The Coordinate Transformation
Technique
Maxwell’s equations have a form invariant nature, depending only at the electroma-
gnetic material parameters (refractive index n or permittivity " and permeability ) of
the explored object [1, 2]. This means that metamaterial structures with anisotropic,
spatially-varying, complex material parameters, can be custom-engineered to accu-
rately mimic the behaviour of different electromagnetic propagation environments,
including basic free space propagation [3]. One example of this principle is the well-
known cloak of invisibility [4, 5], where an artificial material has been proposed -
i.e. the cloaking coating - to imitate the unperturbed propagation of electromagnetic
waves in free space. Hence, a wave trajectory passing through the cloak appears to
flow harmoniously around an object to be concealed and recomposes at the other side
as if it were passing through free space [6].
Two questions arise naturally from the previous description of this cloaking de-
vice. How an engineer can theoretically calculate the electromagnetic parameters?
Also how can this exotic device be constructed? Both of these questions have non
trivial answers. The theory required to calculate the distorted space parameters is de-
rived from the coordinate transformation technique. Two distinct space domains are
introduced: the virtual space (it is the medium surrounding the object to be cloaked,
e.g., air) and the physical space (the actual cloaking device), which is directly derived
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Figure A.1: The coordinate transformation technique applied to create the cloak of invisi-
bility. The infinite small point in the virtual domain is transformed to the cloaking shell
in the physical space with the coordinate transformation technique.
from the virtual domain [7]. The two domains are characterised by two different coor-
dinate systems (x; y; z) and (x0; y0; z0), respectively. Imagine an infinitely small point
exists in the free space/virtual domain here, as drawn in the 3-D domain in Fig. A.1
above.
This singular point will not cause any disturbance or scattering of an electroma-
gnetic wave passing through it. The aim here is to stretch the infinitesimal small point
to a sphere [r0(x0; y0; z0) < R1], which will retain the same scattering behaviour as the
singular point previously described. To achieve this, the finite size sphere has to be
coated with a special material [R1 < r0(x0; y0; z0) < R2], where the electrical path of the
electromagnetic waves within this coating (physical space) remains the same as that
for the waves that would otherwise propagate in the virtual space (free space with
singular point). Additionally, the derived coordinate transformed medium (cloaking
coating) has to be reflectionless; meaning that its material properties must be matched
to the surrounding material (free space for this case).
Obviously, all the field values inside the region r(x; y; z) < R2 of the virtual space
need to be compressed to be contained within the cloaking material region R1 <
r0(x0; y0; z0) < R2 in physical space. To achieve this, a simple transformation is de-
rived to associate the arbitrary radius of the physical space r0(x0; y0; z0) to the virtual
domain radius r(x; y; z). The transformation equations given in spherical coordinates
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for simplicity - (r; ; ) in virtual domain and (r0; 0; 0) in physical space - are the fol-
lowing [4]:
r0 = R1 +
R2  R1
R2
r; 0 = ; 0 =  (A.1)
At the singular point r = 0, the physical space becomes r0 = R1, as required here.
Also, both domains are equivalent at the outer radius R2, i.e. when r = R2 then
r0 = R2. This is a key feature of the transformation, directly leading to reflectionless
material properties, as it will be shown later. The elevation  and azimuth  angles
are unchanged following the coordinate transformation. For the coordinate transfor-
mation technique, it is also useful to compute the inverse of the radii relationship in
Eqs. (A.1), which is given by:
r = f(r0) =
R2(r
0  R1)
R2  R1 (A.2)
The derivative of Eq. (A.2) is calculated, yielding the following:
@r
@r0
=
R2
R2  R1 (A.3)
The Jacobian transformation matrix links the coordinates of physical (x0; y0; z0) and
virtual (x; y; z) space and is theoretically defined by the formula:
J =
@(x0; y0; z0)
@(x; y; z)
=
0BBB@
@x0
@x
@x0
@y
@x0
@z
@y0
@x
@y0
@y
@y0
@z
@z0
@x
@z0
@y
@z0
@z
1CCCA (A.4)
The parameters of the cloak and, in general, all transformation based devices, can be
straightforwardly calculated from the Jacobian matrix by the following relationships
[4]:
"0 =
J  "  JT
det(J)
(A.5)
0 =
J    JT
det(J)
(A.6)
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where "0 and 0 are the relative permittivity and permeability, respectively, which des-
cribe the electromagnetic properties of the material in physical space (i.e. the cloaking
coating in Fig. A.1). The parameters " and  characterise the material of the virtual do-
main (free space for this case, see Fig. A.1). Finally, det(J) and JT are the determinant
and transpose, respectively, of the Jacobian matrix here.
After algebraic calculations on the previous equations and setting the parameters
of the virtual domain equal to those in free space, it can be shown that the parameters
of the required cloak in spherical coordinates are:
"0r = 
0
r =
@r0
@r
h r
r0
i2
(A.7)
"0 = 
0
 = "
0
 = 
0
 =
@r
@r0
(A.8)
Equations (A.2) and (A.3) are substituted to Eqs. (A.7) and (A.8), respectively. Hence,
they are written in the well-known form:
"r = r =
R2
R2  R1

r  R1
r
2
(A.9)
" =  = " =  =
R2
R2  R1 (A.10)
where the parameters now correspond to those in the physical space of Fig. A.1, with
the 0 primes being “dropped” for aesthetic reasons. Note that the ideal spherical cloak
is always matched to the impedance of the surrounding free space ( = 120
) at the
interface (r = R2). This impedance is given by: Z =
q
0
"0"
=
q
0
"0
= .
Using a similar analytical procedure, the parameters of the cylindrical cloaking
coating can be computed. The transformation function, which relates virtual and phy-
sical space, is exactly the same as before, being given by Eq. (A.1). The only difference
is that the coordinates are cylindrical (r; ; z) in this case, instead of spherical (r; ; ).
It can be shown that the parameters of this particular cloaking scenario are given in
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cylindrical coordinates by the formulae [8]:
"0r = 
0
r =
@r0
@r
r
r0
(A.11)
"0 = 
0
 =
@r
@r0
r0
r
(A.12)
"0z = 
0
z =
@r
@r0
r
r0
(A.13)
Again, these equations are easily transformed to the infinite ideal cylindrical parame-
ters used before in the numerical simulations. As previously, the primes are removed
for simplicity so that the values are given by:
"r = r =
r  R1
r
(A.14)
" =  =
r
r  R1 (A.15)
"z = z =

R2
R2  R1
2 r  R1
r
(A.16)
The ideal cylindrical cloak is also matched to the impedance of the surrounding space
when r = R2. The impedance is given now by: Z =
q
0z
"0"
=
q
0
"0
= . It is impor-
tant to note that the formulas given by Eqs. (A.7), (A.8), (A.11), (A.12) and (A.13) are
entirely generic and can be heuristically used for different transformation functions.
As a result, different transformation based devices can be easily designed, based on
the theory presented here, such as the rotation coating and concentrator.
As it stands, this ideal cloaking design would be non-trivial to realise, as can be
seen from the parameters given by Eqs. (A.14) to (A.16). However, plenty of simpler
and more practical cloaking designs have been proposed throughout the literature [8–
11]. The objective of these alternative cloaks is to keep the refractive index n constant
and equal to the ideal cloak, within the transformation based material. Hence, the
same wave trajectory will be maintained inside the cloaking shell, leading to a similar
performance as for the ideal cloak. TM polarisation is used, without loss of generality,
to derive the general formulas for a reduced parameter set, where only three parame-
ters are necessary to specify the cylindrical cloak: "0r, "0 and 
0
z . The refractive indices
of the anisotropic ideal cloak can be computed from Eqs. (A.11), (A.12) and (A.13), and
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they are given by:
nr =
p
"0r0z =
 r
r0
2
(A.17)
n =
q
"00z =

@r
@r0
2
(A.18)
Magnetic materials do not exist at optical frequencies and, as a result, non-magnetic
designs of cloaks are sought. It is straightforward to propose a non-magnetic cloak,
which has the same refractive indices as the ideal cloak given by Eqs. (A.17) and (A.18).
The parameters of this reduced cloaking design are given by the formulas:
"0r =
 r
r0
2
(A.19)
"0 =

@r
@r0
2
(A.20)
0z = 1 (A.21)
Equations (A.2) and (A.3) are again substituted to Eqs. (A.19), (A.20), respectively.
Hence, the parameters of the infinite reduced cylindrical cloak, used before in the
numerical simulations, are given by [9]:
"r =

R2
R2  R1
2r  R1
r
2
(A.22)
" =

R2
R2  R1
2
(A.23)
z = 1 (A.24)
This cylindrical reduced cloak is no longer matched to its surrounding free space and
reflections are inevitable. The impedance at the outer radius r = R2 of the device is gi-
ven by the formula: Z =
q
0z
"0"
= (1  R1R2 ), which is different from the impedance of
the surrounding free space . Finally, note that with different coordinate transforma-
tions, alternative matched reduced cloaking designs can be achieved, which are easier
to realise in practice; especially at higher frequencies [12–15].
However, as has been shown before, the cloaking coating and, in general, the trans-
formation based devices need a very complicated, anisotropic and dispersive material
whose characteristics must be experimentally verified. Furthermore, the electric and
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magnetic responses of the device are inhomogeneous and have to vary with the geo-
metry of the structure leading to further practical concerns. Singular values of parame-
ters are needed with infinite or zero values, which inevitably have to be approximated
for practical implementation. The recently introduced metamaterial technology is the
ideal means to achieve such a flexible and extraordinary material response [3]. These
comprise periodically aligned structures of unit cells with much smaller dimensions
than the operational wavelength. They can exhibit exotic electromagnetic properties
not found in nature, such as magnetism at optical frequencies [16].
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Appendix B
Frequency Dispersion of Materials
All naturally occurring media have frequency dispersive properties [1]. The phase
velocity of an electromagnetic wave is given by Eq. (2.7). It can only be constant, and
equal to the speed of light, for all frequencies, when the wave propagates in vacuum
space. For all other media, the phase velocity is frequency dependent. However, all
the conclusions derived for a single frequency component are valid for individual
frequency components within dispersive media. As a result, for each frequency com-
ponent, a different set of permittivity " and permeability  value apply. So that when
the wave propagates through a dispersive medium, these medium parameters are fre-
quency dependent.
The relationship between energy density W and the electric and magnetic fields
(E and H) for materials at a particular frequency is given by [2]:
W =
1
2
 
"jEj2 + jHj2 (B.1)
Note that if the permittivity " and/or permeability  in Eq. (B.1) have negative va-
lues (see the left-handed metamaterial in section 2.4.1), then the causality is violated
because the energy takes negative values. If the material parameters are frequency
dependent ("(!) and (!)), i.e. dispersive, Eq. (B.1) can be written as [2]:
W =
1
2

@["(!)!]
@!
jEj2 + @[(!)!]
@!
jHj2

(B.2)
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In order Eq. (B.2) to be causal, the material parameters have to satisfy the following
conditions:
@["(!)!]
@!
> 0;
@[(!)!]
@!
> 0 (B.3)
Hence, dispersive models of material parameters must be sought which satisfy the
conditions in Eqs. (B.3) [3, 4].
The classical model of the equation of motion for an electron of charge  e bound
by a harmonic force and acted on by an electric field E(x; t) is used, which is given by
[1]:
m
 
x+  _x+ !20x

=  e  E(x; t) (B.4)
where  is the damping factor associated with thematerial losses andm is the effective
mass of the electron. Note that in Eq. (B.4) the difference between applied electric
field and local field is neglected and, as a result, the model is more appropriate for
substances with relatively small densities. The relative permeability is assumed unity
and the effects of the magnetic forces are ignored. The amplitude of oscillations is
assumed to be small enough to permit evaluation of the electric field at an arbitrary
position of the electron. The field is also assumed to have a harmonic time dependence
with frequency ! as exp(|!t), and the equation of motion is solved to give:
x =   e
m
 E
!20   !2   |!
(B.5)
The electric parameter of permittivity is usually given by: "(!) = "0(1+e), where
e is the electric susceptibility, which measures the degree to which a dielectric pola-
rises in response to an electric field. It is computed from the division of the induced
dielectric polarisation density P (equal to P =  ex) by an electric fieldE. The formula
of electric susceptibility is directly derived by Eq. B.5) and given by:
e =
P
"0E
=
 ex
"0E
=
e2
"0m
 1
!20   !2   |!
(B.6)
If it is assumed thatN molecules exist per unit volume, Z electrons exist per mole-
cule and that instead of one binding frequency for all electrons, there are fj electrons
per molecule with binding frequencies !j and damping factors j , then the dielectric
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constant "(!) = "0(1 + e) becomes with the substitution of Eq. (B.6):
"(!) = "0
0@1 + Ne2
"0m
X
j
fj
!2j   !2   |!j
1A (B.7)
and the oscillator strengths fj satisfy the following summation rule:
X
j
fj = Z (B.8)
Equation (B.7) constitutes an accurate description of the atomic contribution to the
permittivity, providing the parameters fj , j and !j are described with appropriate
quantum-mechanical definitions [1].
In the low frequency limit as ! ! 0, the response of the medium is different de-
pending on whether the lowest resonant frequency is zero or nonzero. For insulators,
the lowest resonant frequency is nonzero and at ! = 0 the molecular polarisability
corresponds to the limit ! ! 0 in Eq. (B.7). If a fraction of electrons per molecule f0
are propagating free in the sense of having !0 = 0, then the permittivity is singular
at ! = 0 and the material is conductive. The contribution of electrons is identified
separately and Eq. (B.7) becomes:
"(!) = "b(!) + |
Ne2f0
m!(0   |!) (B.9)
where "b(!) is the contribution of all the other dipoles. The singular behaviour of
permittivity appeared before, when the conductivity was derived in Eq. (2.10). Com-
parison of Eq. (2.10) with Eq. (B.9) yields the expression for conductivity:
 =
Ne2f0
m(0   |!) (B.10)
where f0N is the number of free electrons per unit volume in the medium. Equa-
tion (B.10) is the electrical conductivity model firstly derived by Drude at 1900. It
proves that, at frequencies below microwaves, the conductivity of metals is real and
frequency independent. However, at higher frequencies, and especially in the optical
regime, the conductivity has complex values and varies with frequency according to
Eq. (B.10). Finally, the damping effects are caused by collisions of free electrons, lattice
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vibrations, impurities and imperfections.
At higher frequencies, far above the resonant frequency, the form of the permitti-
vity, given by Eq. (B.7), reduces to:
"(!) = "0
 
1  !
2
p
!2
!
(B.11)
where !p is equal to:
!2p =
NZe2
"0m
(B.12)
The plasma frequency !p depends to NZ, the total number of electrons per unit vo-
lume. The dispersion relation is given by the equation:
! = !(k) =
q
!2p + c
2k2 (B.13)
where c is the speed of light in free space and k is the wave number. For dielectric
media, Eq. (B.11) applies only for !2  !2p and the values of permittivity are very
close to unity. The wave number k is real in this case and varies with frequency in the
same way as the propagation of a wave inside a waveguide with cut-off frequency !p.
For metals at high frequencies (!  0), the permittivity given by Eq. (B.9) can be
approximately written:
"(!) = "b(!) 
!2p
!2
"0 (B.14)
where the plasma frequency !p is the same as in Eq. (B.12). When !  !p, the permit-
tivity can assume negative values so that the wave number becomes imaginary. This
explains why the fields are reflected from a metal surface, and also why they decay
exponentially with the distance inside the conducting surface. However, plasmonic
effects start to appear at this frequencies, as will be discussed in more detail at the
next appendix C. Finally, when !  !p, the metals have positive permittivity values
" > 0. They are able to transmit the fields and their reflectivity is ultimately changed.
This occurs in the ultraviolet frequencies and leads to the terminology “ultraviolet
transparency of metals” with interesting potential applications.
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Appendix C
Plasmonic Structures
Optoelectronics is a contemporary research areawith great potential applications throu-
ghout our everyday life in the ongoing information era, where fast and efficient com-
puter power is an absolute must. Imagine personal computers operating with pho-
tons, instead of electrons. High speed transmission of the information would be di-
rectly available with this technology, reaching speeds approaching the ultimate limit
of the speed of light, with almost lossless and undistorted transmission. Such optical
computer machines would lead to extremely fast internet browsing, transmission and
broadcasting of information all over the globe and to unprecedented computational
power, far in excess of current semiconductor-based computers [1].
Scientists are working towards the next generation personal computers (PC) for
more than twenty years. The main reason for the limited information transport speed
and processing capability of today’s PCs is considerably delay of the electrical signal
at the electronic interconnects. To address this, it is proposed that current electro-
nic interconnections are replaced by their optical counterparts, which offer faster data
streaming and higher capacity. Dielectric devices, based on photonic technology [2],
have to be utilised to achieve really fast information processing. However, these die-
lectric photonic structures are limited in size by diffraction effects to =2, where  is
the wavelength at the carrier frequency of the signal being transferred [2]. This size li-
mitation leads to a profound mismatch with the current nano-semiconductor devices.
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Figure C.1: Surface plasmon polaritons propagating at the interface between a dielectric
and a noble metal.
Themost promising technology to bridge this gap, leading to the next generation chip-
scale technology, is the newly established research field of plasmonics [3]. With the ad-
vancement of this field, the light, i.e. information, can be confined to very small sub-
wavelength dimensions and guided efficiently between nano-semiconductor struc-
tures and dielectric photonic devices [4].
When metal/dielectric interfaces are illuminated with radiation at the infrared
(IR), optical and ultraviolet (UV) frequencies, surface plasmons begin to appear. These
are collective electron excitations, strongly localised at this local surface area. The
collective electron oscillations can propagate across the interfaces, thereby forming
surface plasmon waves or surface plasmon polaritons (SPPs) [5, 6]. The propaga-
tion of these transverse longitudinal electromagnetic waves is graphically depicted in
Fig. C.1.
These exotic waves have the potential to route, confine and manipulate light at na-
nometer volume scales leading to unprecedented practical opportunities and a new
branch of fundamental science within the well-established research area of optics.
Despite the presence of resistive heating losses in metals, which severely attenuate the
field propagation over long distances, a plethora of applications have recently been
proposed based on SPPs propagation. These include: nano-antennas, novel near-field
optical microscopy devices, nano-lenses with subwavelength resolution, optical wave-
guides, plasmonic solar cells, optoelectronic components and many more alternative
designs [1, 5, 7–9].
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