The classic optical nebular diagnostics [ A-values when necessary (e.g. S II), and by comparing with previous collisional and radiative datasets, we have been able to obtain realistic estimates of the electron-temperature dispersion caused by the atomic data, which in most cases are not larger than ∼ 10%. If the uncertainties due to both observation and atomic data are then taken into account, it is plausible to determine for some nebulae a representative average temperature while in others there are at least two plasma excitation regions. For the latter, it is found that the diagnostic temperature differences in the high-excitation region, e.g. T e (O III), T e (S III),
Introduction
A fundamental and still unresolved problem in the understanding of astronomical photoionized plasmas, particularly H II regions and planetary nebulae, is the systematic higher metal abundances derived from recombination lines (RL) relative to those from collisionally excited lines (CEL). The magnitude of these discrepancies varies from a few percent up to puzzling factors as large as 70 (see, for instance, Liu et al. 2000 Liu et al. , 2001 .
Several plausible explanations have been proposed to account for their cause, among them temperature fluctuations (Peimbert 1967) , hydrogen deficient inclusions (Liu et al. 2000; Stasińska et al. 2007) , and dense clumps ionized by X rays (Ercolano 2009 ). However, all these hypotheses present certain limitations and no conclusive evidence has been put forward to either prove or dispute them. Nicholls et al. (2012) have suggested that the apparent temperature variations in nebular plasmas are the result of electron velocity distributions that deviate from the generally assumed Maxwell-Boltzmann (MB), proposing the κ distribution as a more functional alternative. It is therein argued that excitation rates sufficiently boosted from the MB values are obtained with 10 ≤ κ ≤ 20, implying that the traditional temperature diagnostics from forbidden line ratios systematically overestimate the true kinetic temperature; therefore, ion abundances derived from CEL would be underestimated.
In their analysis, two crucial approximations are made: (i) electron impact collision strengths are constant with energy, which in practice is not the case due to strong resonance contributions; and (ii) the effects of the κ distribution on the de-excitation rate coefficients are ignored. Binette et al. (2012) have found that the O III temperatures from CEL are consistently higher than those of S III in an extensive group of both Galactic and extragalatic H II regions with gas metallicities higher than 0.2 solar. Among the causes for this excess, the κ distribution has again been invoked. Nicholls et al. (2013) In particular, by comparing the O III electron temperature obtained using recent collision strengths (Palay et al. 2012 ) with those derived from earlier datasets, they have concluded that the previous electron temperatures have been seriously overestimated. Since any spectroscopic evidence of non-Maxwellian electron distributions must rely on accurate atomic data, it is indispensable to verify this claim. It must be added that Nicholls et al. (2013) did not consider the accuracy of the radiative rates (A-values) which is also a source of uncertainty in spectral diagnostics. For a full treatment of the propagation of atomic data uncertainties in spectral diagnostics, see Bautista et al. (2013) .
More recently, Dopita et al. (2013) have made an effort to estimate both MB and κ-averaged collisional rates from energy tabulations of raw collision strengths, and stress the need for a systematic inventory and assessment of the newer atomic data and their effects on photoionization models before really establishing the prevalence of the κ distribution in nebular plasmas. This is in fact the main motive of the present work. We make use of the familiar nebular diagnostics-namely [ search for evidence of κ distributions in well-observed H II regions. In Section 2 we describe the effects of the κ distribution on both the electron excitation and de-excitation rate coefficients for forbidden transitions. Since energy-tabulated electron collision strengths with at least a similar degree of reliability are required in this analysis, we decided to recalculate them from scratch (Section 3). The sensitivity of the electron temperature to the A-values is also evaluated in Section 4. With the new data, we derive in Section 5 electron temperatures for the H II regions studied by Nicholls et al. (2012) and compare them with those obtained with representative effective collision strengths published in the past two decades. The possibilities of the κ distribution in reducing CEL temperatures and in conciliating the temperature differences in plasma regions are also investigated (Section 6). Conclusions are finally discussed in Section 7.
κ-averaged rates
Spectral emission of non-Maxwellian plasmas has been studied in detail by Bryans (2005) from which we recapitulate the formalism for electron impact excitation and de-excitation within the κ-distribution framework. For an ionic transition between levels i → j induced by electron impact, the excitation and de-excitation generalized rate coefficients may be written as
and
where ∆E ij is the energy separation between the two levels and g i and g j are their respective statistical weights. The other quantities are the standard fine structure constant, α, speed of light, c, Bohr radius, a 0 , Rydberg constant, R, and Boltzmann constant, k B . For a particular normalized electron-energy distribution function f (E), the kinetic temperature T ≡ 2E/3k B is defined in terms of the mean energy
The effective collision strengths for excitation, Υ ij , and de-excitation, Υ ji , involve energy averages over the quantum mechanical cross section σ(E) for the transition, which may be conveniently expressed in terms of the symmetric collision strength
In Figure 1 , the ratio Υ κ /Υ MB is plotted as a function of κ for the forbidden transitions arising from the ground states of O II and O III. It may be seen that the κ distribution increases the de-excitation effective collision strength by up to a factor of two for κ 5, while for higher κ the enhancements are marginal. For excitation, the κ distribution causes large differences for κ 5, in particular increments as large as a factor of six for the transitions with the larger ∆E ij ; for such transitions, they remain sizeable (> 50%) even for κ > 20. The behavior of this ratio with temperature in O III is depicted in Figure 2 , where it may be appreciated that, for de-excitation, the ratio is temperature independent and not larger than 10%; for excitation, on the other hand, exponential increases are found with decreasing temperature for T < 10 4 K especially for the transition 3 P 0 − 1 S 0 due to its comparatively larger ∆E ij . In Figure 3 , the [O III] (λ4959 + λ5007)/λ4363 line ratio is plotted as a function of temperature for both the MB and κ distributions at an electron density of N e = 1.5 × 10 4 cm −3 . It is therein shown that, for an observed line ratio of 200 say, MB results in T e = 9700 K while the κ distribution gives significantly lower values:
T κ = 8000 K and T κ = 6100 K for κ = 20 and κ = 10, respectively.
These findings are in general agreement with Nicholls et al. (2012) , and support their approximation of neglecting the contributions of the κ distribution to the de-excitation rate coefficient. Regarding their assumption of estimating the κ-averaged excitation rate coefficient with a constant collision strength, we have found that a better choice would be to derive it from the MB temperature-dependent effective collision strength for the transition through a simplified version of equation (11), namely
which can be integrated analytically to give
Equation (14) is a small yet significant improvement over equation (16) in Nicholls et al. (2012) inasmuch as now the MB effective collision strength Υ MB ji (T ) is temperature dependent rather than constant, and enables the accurate determination of κ-averaged excitation rate coefficients (better than 10% for κ ≥ 5) from temperature tabulations of the MB effective collision strengths. Furthermore, as mentioned in Nicholls et al. (2012) , the key term in equation (14) is T /T ex , the ratio of the kinetic temperature relative to the excitation temperature T ex ≡ ∆E ij /k B , since κ-distribution enhancements to the excitation rate coefficient become conspicuous for T /T ex ≪ 1. Hence, IR transitions within the ionic ground term, where usually T ex < 10 3 K, are not expected to show noticeable departures from MB conditions in nebular plasmas. 
Collision strengths
When computing effective collision strengths for both the MB and κ distributions used in Figures 1-2 , it is important to take into account that the collision strengths for forbidden transitions are dominated by dense packs of resonances in the region near the excitation threshold; therefore, it is the mesh between E j = 0 (threshold) and ∼ 1 Ryd that determines their value at typical nebular temperatures (T e ∼ 10 4 K).
In the present work, collision strengths for the forbidden transitions within the ground configuration of the ions specified in Table 1 are computed with the Breit-Pauli R-matrix method (Berrington et al. 1978 (Berrington et al. , 1987 Scott & Burke 1980; Scott & Taylor 1982) .
Multi-configuration wave functions for the target representations have been obtained in a Thomas-Fermi-Dirac potential with the atomic structure code autostructure 2 (Eissner et al. 1974; Badnell 1986 Badnell , 1997 (1998) using energy meshes with a resolution of 10 −4 Ryd for most ions except Ar III where a finer step of 5 × 10 −5 Ryd was required. The ICFT method is computationally less demanding than a fully relativistic Breit-Pauli calculation without compromising accuracy, thus allowing the handling of more complex target representations. The ionic targets are specified in Table 2 and will be henceforth briefly described (Sections 3.1-3.6). The resulting effective collision strengths are also compared with other representative datasets in order to estimate their accuracy. In this respect, since one-to-one comparisons are usually hindered by the diverse temperature tabulations found in publication, a useful measure (see Table 3 )
is the scatter of the effective collision strengths at T e = 10 4 K for the leading transitions that populate the diagnostic upper levels (this temperature, representative of the order of nebular temperatures, is always given). As shown in Table 3 , the mean dispersions are not greater than 15%.
N II
As indicated in Table 2 , our N II target representation includes in the close-coupling expansion the ten lowest LS terms and configuration interaction within complexes with principal quantum number n ≤ 3. The resulting effective collision strengths are compared with two other datasets: (i) the R-matrix calculation by Lennon & Burke (1994) with a 12-term target representation in an LS-coupling framework, the IC collision strengths being obtained by algebraic recoupling of the LS reactance matrices; and (ii) the IC B-spline, Breit-Pauli R-matrix method of Tayal (2011) with a target containing 58 fine-structure levels. The present scheme is similar to that by Lennon & Burke (1994) , but our IC collision strengths are obtained with the ICFT method based on multi-channel quantum defect theory (Griffin et al. 1998 ). The agreement with Tayal (2011) is in general within 10% except for the 2s 2 2p 2 1 D 2 − 1 S 0 transition at the lower temperatures (T e < 10 4 K) where larger discrepancies are found (see Fig. 4 ). Significant differences (∼ 20%) are also found with the data of Lennon & Burke (1994) for this same transition as shown in Fig. 4 and for
The outcome of this comparison, i.e. good agreement for most transitions but noticeable discrepancies for a selected few, is typical of collisional rates dominated by resonances, where small variations in resonance patterns can cause unexpected effects.
Nonetheless, the discrepancies for the 3 P J − 3 P J ′ transitions have little impact on the optical emission spectra of typical nebulae since the fine-structure levels within the ground multiplet are nearly thermalized at electron densities of N e ∼ 10 4 cm −3 and temperatures of T e ∼ 10 4 K, while the optical transitions arising from the first and second excited terms are dominated by excitations from the ground multiplet. 
O II

Effective collision strengths for the forbidden transitions in O
5/2 transition; for this transition, differences at the lower temperatures are around 36% and 25%, respectively. Notoriously larger discrepancies are found with the data by McLaughlin & Bell (1998) ; hence, they will not be further considered in the present analyses.
Our target expansion includes 19 LS terms in the close-coupling expansion and correlation configurations with n ≤ 3 (see Table 2 ). Our resulting effective collision strengths are found to be in general around 25% higher than those of Kisielius et al. (2009) which are believed to be due to our smaller target representation.
O III
The level of agreement between the effective collision strengths computed for O III by Lennon & Burke (1994) , Aggarwal & Keenan (1999) , and Palay et al. (2012) is unimpressively ∼ 20%. Lennon & Burke (1994) computed their R-matrix data in LS-coupling in a 12-term target approximation, obtaining IC effective collision strengths by algebraic recoupling of the reactance matrix. The data by Aggarwal & Keenan (1999) were computed in a similar fashion but with a 26-term target representation. The recent calculation by Palay et al. (2012) was performed with an IC Breit-Pauli R-matrix method with a 19-level target and extensive configuration interaction within n ≤ 4 complexes.
This approach implements experimental thresholds, and also includes in the relativistic
Hamiltonian the two-body Breit terms that are usually neglected in relativistic scattering work.
As shown in Table 2 , the present R-matrix calculation has been carried out with a model target of 9 LS terms and extensive configuration interaction within the n ≤ 3 complexes. The resulting effective collision strengths are found to be around 30% below those of Palay et al. (2012) except for the 2s 2 2p 2 1 D 2 − 1 S 0 quadrupole transition where this trend is reversed. Such differences are perhaps caused by our shorter close-coupling expansion.
S II
S II has been the most difficult of all the systems treated here. We have explored several configuration expansions including orbitals up to n = 4 and n = 5. It is found that the best representation is obtained with a relatively small expansion that allows for single electron promotions from the 2p sub-shell and including in the close-coupling expansion the lowest 17 LS terms (see Table 2 ). Previous R-matrix work has been carried out by Cai & Pradhan (1993) and Ramsbottom et al. (1996) Fig. 5 ). Due to these gross discrepancies, this latter dataset is excluded from further consideration. Table 2 , our target expansion includes the lowest ten LS terms and 31 correlation configurations with n ≤ 4 orbitals. Previous R-matrix work has been carried in LS-coupling by Galavís et al. (1995) (15-term target) and Hudson et al. (2012) (29-term target) , whereby the IC collision strengths are obtained by a method of algebraic recoupling of the reactance matrices that allows for target fine-structure splittings. The general agreement of the present effective collision strengths with these two datasets is ∼ 25%.
S III
As indicated in
Ar III
The target model for this system involves 10 LS terms and correlation configurations with n ≤ 4 orbitals, including an open 2p sub-shell (see Table 2 ). Agreement with the previous computations by Galavís et al. (1995) and Munoz is ∼ 20% (see Table 3 ), but a larger discrepancy of a factor of two stands out for the 3s 2 3p 4 1 D 2 − 1 S 0 quadrupole transition due to correlation effects arising from the open 2p sub-shell in the present target model.
A-values
The forbidden line ratios that are studied in the present work are listed in Table 1 For this species, the (λ6716 + λ6731)/(λ4069 + λ4076) line ratio, even at the lower densities (N e ∼ 10 2 cm −3 ), shows a noticeable A-value dependence, and as previously discussed by Tayal & Zatsarinny (2010) , an undesirable wide scatter is encountered among the published radiative data. We have therefore been encouraged to compute with the atomic structure code autostructure new A-values for this system with extensive configuration interaction, and in particular, taking into account the Breit correction to the magnetic dipole operator that has been shown by Mendoza & Zeippen (1982) to be important for ions such as S II with a 3p 3 ground configuration.
In Table 4 we tabulate A-values for [S II] from several theoretical datasets where the aforementioned wide scatter is confirmed. In the present context, the A-value ratios
and (16) are of interest. As pointed out by Mendoza & Zeippen (1982) , R 1 tends to the ratio of the line intensities
as N e → ∞ which gives rise to a useful benchmark with observations of dense nebulae. In this respect, Zhang et al. (2005) report a ratio of R 1 = 0.443 for the dense (N e = 4.7 × 10 4 cm −3 ) planetary nebula NGC 7027, which is only matched accurately (better than 10%) in Table 4 by Mendoza & Zeippen (1982) , Fritzsche et al. (1999) , Irimia & Froese Fischer (2005) (with adjusted level energies), and the present work. R 2 is associated to the [S II] temperature diagnostic, and the agreement of the present value with those by Mendoza & Zeippen (1982) and Fritzsche et al. (1999) is within 1% while only ∼ 10% with Irimia & Froese Fischer (2005) . The poorer accord with the latter may be due to their exclusion of the relativistic correction to the magnetic dipole operator. In the light of this outcome, the radiative data by Keenan et al. (1993) , Irimia & Froese Fischer (2005) (with ab-initio level energies), and Tayal & Zatsarinny (2010) for [S II] will not be further discussed.
Temperature diagnostics
In order to study the impact of the atomic data on nebular temperature diagnostics, we have selected the same group of spectra of Galactic H II regions considered by Nicholls et al. Such flux corrections in the present set of H II regions, as reported in the observational papers, are found to be less than ∼ 5%.
In Table 5 , we tabulate for the different H II regions (in increasing density order) the electron temperatures derived with our selected datasets of effective collision strengths, which allow for each diagnostic the estimate of an average electron temperature T It must be pointed out that the scatter of T th e in Table 5 is a direct consequence of the inherent statistical uncertainties of resonance phenomena in electron-ion collisional processes, where small variations in quantum mechanical models can give rise to large rate discrepancies. By comparing the magnitudes of the error margins of T th e and T ob e in Table 5 , we are inclined to believe that the errors due to the atomic data have not always been taken into account in estimates of ∆T ob e , and therefore, a more reliable temperature uncertainty would perhaps be ∆T th e + ∆T ob e . In this light, it is then plausible to derive for certain sources, namely M20, S311, and NGC 3576, an average temperature with a standard deviation comparable to the specified error bars; for other objects, e.g. NGC 3603, there seems to be at least two well-defined plasma regions associated with ionic excitation.
The noticeable dependence of the [S II] electron temperature on the A-values, specially at the higher densities, is further illustrated in Table 6 where the electron temperatures have been obtained with our effective collision strengths but different radiative datasets.
Differences between the present temperatures with those obtained with the A-values of Mendoza & Zeippen (1982) and Fritzsche et al. (1999) are not larger than 4% while those derived with the A-values by Irimia & Froese Fischer (2005) are lower by as much as 15% at the higher densities.
κ-distribution effects
It may be noted in Table 5 that the [O III] temperature in most objects is distinctively lower than other diagnostics, in particular T e (O III) < T e (S III). Such standing differences have been previously reported by, for instance, Binette et al. (2012) in an extensive sampling of Galatic and extragalactic H II regions, but in their case it is the converse:
T e (O III) > T e (S III) mostly when gas metallicities are greater than 0.2 solar. In this context, we plot in Fig. 6 line ratios in the Orion nebula ) neither conduce to a common MB T e nor to a common T κ when different values of κ are considered. This trend prevails in all the H II regions of our sample as further illustrated in Fig. 7 : for MB, 0 T e (S III) − T e (O III) 1.5 × 10 3 K while for κ = 20 both temperatures are significantly reduced but now 10
2.4 × 10 3 K; i.e. the temperature differences are significantly increased (∼ 10 3 K) by the κ distribution. In Fig. 7 we also include the temperatures determined in the larger sample of Binette et al. (2012) , where the scatter is much larger (−5 × 10 3 T e (S III) − T e (O III) 10 4 K) and, in contrast to the present dataset, most of their objects have T e (O III) > 10 4 K. It must be noted that in Fig. 7 we have plotted the ∆T −T relation rather than the usual T −T since we would like to emphasize several points: ∆T is found to take positive and negative values; the T reduction by the κ distribution does not necessarily lead to a diminished ∆T as desired;
and unlike previous reports, we have avoided displaying the apparent κ-distribution T as it is density dependent and, thus, arguably reliable for a large nebula sample such as that of Binette et al. (2012) for which we are unaware of the density range.
A similar situation is found in the [O III] vs. [Ar III] line-ratio map of our sample which implies that, in the high-excitation region, the diagnostic temperature differences do not seem to be caused by non-Maxwellian distributions. Evidently, this conclusion cannot be extended to the sample by Binette et al. (2012) where the κ distribution may indeed contribute to reduce some of the [O III] and [S III] temperature disparities, at least for the large population for which T e (S III) − T e (O III) < 0 K (see Fig. 7 ).
For the low-excitation region, the situation is somewhat different as the κ distribution where the three different MB temperatures T e (N ii) = 9700 K, T e (O ii) = 8800 K, and T e (S ii) = 8300 K can be reduced to a single, lower temperature of T κ ≈ 7400 K with κ = 10. As a result, the lower temperature leads to abundance increases for N II, O II, and S II of factors of 1.79, 2.21, and 1.32, respectively. It must be pointed out that the reliability of these findings is highly limited by the confidence levels of both the observations and atomic data; for instance, it may be seen in Fig. 8 that the error bar of the [N II] line ratio is fairly large (∼ 19%) thus hampering the choice of an accurate κ value or even a reliable departure from the MB distribution.
In the Orion nebula (see Fig. 9 ), the two MB temperatures of T e (N ii) = 10000 K and T e (S ii) = 8700 K can also be reduced to a common κ temperature of T κ ≈ 8400 K with κ = 12, the abundance enhancements for N II and S II in this case being smaller: 32% and 8%, respectively; however, this procedure cannot be extended to the low T e (O ii) = 7900 K which could perhaps be due to errors in our atomic data since the temperatures obtained with other collisionally datasets are significantly higher (see Table 5 ). Furthermore, in other sources, e.g. M16, there is no conclusive evidence that the κ distribution would lead to a common lower temperature in the low-excitation region.
Summary and conclusions
It has become clear in the work of Nicholls et al. (2013) and Dopita et al. (2013) on non-Maxwellian electron distributions in nebular plasmas that reliable effective collision strengths and A-values are essential before any recommendations can be drawn. We have therefore been encouraged to make an attempt at quantifying the impact of such atomic data on the electron temperatures of a sample of Galactic H II regions for which accurate spectra are available, and to search for evidence to substantiate departures from the MB framework. This initiative has implied extensive computations of new collisional datasets for the ionic systems that give rise in nebulae to CEL plasma diagnostics in order to derive both MB and κ-averaged rate coefficients with a comparable degree of accuracy. These energy-tabulated collision strengths are currently available for download from the AtomPy 4 data curation service.
By extensive comparisons with other datasets of effective collision strengths computed in the past two decades, we have found that their statistical consistency is around the ∼ 20−30% level although larger discrepancies (factor of 2, say) may be detected for the odd transition. This inherent dispersion, which in our opinion would be hard to reduce in practice, is due in forbidden transitions to the strong sensitivity of the resonance contribution to the scattering numerical approach, target atomic model, energy mesh, and small interactions such as relativistic corrections. However, with the exception of the difficult [S II] system, the theoretical temperature dispersion in most diagnostics has been found to be not larger than 10%, and the agreement with the temperatures estimated in the observational papers is within this similar satisfactory range. Therefore, there is room for optimism. As shown in the present analysis, T e (S II) has been proven to be strongly dependent on both the radiative and collisional datasets, and in this context, only the A-values by Mendoza & Zeippen (1982) , Fritzsche et al. (1999) , and the present comply with all the stringent specifications required. On the other hand, the collisional dataset for this ion still needs more refinement before a firm ranking can be put forward on its accuracy.
In the present study, which has relied on high-quality sets of astronomically observed line intensities for H II regions with fairly low electron temperatures (T e 1.5 × 10 4 K), it has been shown that the error margins due to the atomic data are not always taken into account in observational work when quoting electron temperature uncertainties. When they are included, rather than trying to differentiate plasma regions, an average temperature may be defined in some sources with a standard deviation comparable to the error margins Regarding the effects of the κ distribution on the collisional rate coefficients, we have confirmed the reliability of their neglect for de-excitation, and an accurate (better than 10%) analytic expression has been derived to readily estimate κ-averaged rates for excitation from temperature tabulations of MB effective collision strengths. The measure that regulates level-excitation departures from MB is T /T ex ≪ 1; hence, for IR transitions within the ionic ground terms with very low excitation energies (T ex < 10 3 K), the MB and κ-distribution electron impact excitation rates are essentially identical at nebular temperatures. IR abundance discrepancies with respect to the optical would then be a further indication of the relevance of κ distributions. However, such discrepancies have not been reported; for instance, all planetary nebulae observed with ISO show consistent abundances as estimated from both IR and optical CEL (Wesson et al. 2005) , which then suggests that the MB distribution dominates.
In the present work it has been demonstrated that error-margin capping in the collisional data relevant to nebular diagnostic implies-apart from detailed comparisons with previous datasets and in some cases recalculations-comprehensive benchmarks with spectral models and observations, and this is a task we intend to pursue in the ongoing discussion concerning the CEL-RL abundance discrepancies.
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