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Práce je zaměřena na směrování v datových sítích, především na síťovou metodu multicast. Také 
se podrobněji zabývá jednotlivými multicastovými protokoly a dále modely multicastu, zejména 
ASM (Any Source Multicast) a SSM (Source Specific Multicast). Hlavním tématem práce je 
implementace multicastu pomocí nástroje NS2 (Network Simulator). Praktická část obsahuje dvě 
laboratorní úlohy, kde si čtenář může ověřit nabyté znalosti o multicastu a jeho implementaci 
v NS2. 
 
Klíčová slova: Multicast, Směrování, Adresování, Směrovací protokoly, Model ASM, Model 














The thesis is focused on routing in data network, especially on network method of multicast. The 
first section closely deals with particular multicast protocols and next with models of multicast, 
mainly Any Source Multicast and Source Specific Multicast. The main point of this work is 
implementation of multicast using Network Simulator. On the practical level, two laboratory 
exercises are included. In this part, readers have the possibility to make sure of reached knowledge 
of multicast and its implementation in NS2. 
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1. Úvod 
 
S velikým technickým rozvojem a pokrokem v oblasti informačních technologií, především 
Internetu, se vyžadují stále větší nároky na přenos dat, tedy na počítačové sítě. Neustále se vyvíjí 
nejrůznější síťové protokoly, služby, aplikace, jejichž vývoj bývá často velice nákladný a 
zdlouhavý. Z těchto důvodů se používají nejrůznější simulační nástroje určené pro simulaci 
chování komponent datových sítí nebo přímo sítí jako celků. Jedním z takových nástrojů je 
i program Network Simulator 2 (NS2). Jedná se o kvalitní volně dostupný nástroj, pracující na 
platformě Linux, pro simulaci reálného síťového provozu. 
V této práci bych proto rád objasnil principy a možnosti výše zmíněného simulačního 
nástroje a především implementaci protokolu multicast v něm. Na závěr jsem vytvořil dvě 
laboratorní úlohy pro lepší pochopení a obeznámení se s problematikou implementací multicastu 
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2. Multicast 
 
Metoda multicast slouží k posílání dat z jednoho zdroje do dané cílové skupiny a obráceně.  
Implementace multicastu probíhá na směrovací úrovni, kdy směrovače vytváří optimální cestu pro 
posílání datagramů multicastovou adresou na cílové stanice v síti v reálném čase. Multicast je také 
využíván ke zkoumání průběhů dat linkové vrstvy u technologií “Ethernet multicast addressing“ 
nebo “ATM point-to-multipoint VC“. [6] 
 
2.1 IP Multicast 
 
Slovo “multicast” je obecnější pojem pro označení tzv. IP Multicastu, který je používán 
např. u internetových televizí, dále některé vzdělávací instituce s rozsáhlejšími kolejními 
komplexy používají IP multicast pro přenos streamovaného videa pro skupiny nebo velký počet 
přijímačů. Kromě už zmíněných se multicast využívá pro audio nebo videokonference. 
V minulosti se tyhle konference objevovaly spíše ve výzkumných nebo vzdělávacích institucí, 
které mají často vyšší stupeň síťových prostředků pro zvládnutí těchto datově náročných přenosů 
(např. některé technické konference byly a jsou přenášeny pomocí IP multicastu). 
Další využití kromě už zmíněných univerzitních kolejí, kampusů a obchodních sítí je 
u přenosu souborů, zvláště při zajišťování bootovacích obrazů operačních systémů a aktualizací 
vzdálených hostitelů. IP multicast je také využíván ve finančním sektoru pro aplikace zobrazující 
akciové grafy a nebo u systému hoot-n-holler. 
Zatímco IP multicast zaznamenal určitý úspěch v každé z těchto oblastí, jako služba pro 
průměrného koncového uživatele stále není příliš rozšířený. Jako důvod se považují dva hlavní 
faktory, přičemž na sebe navzájem navazují. Na jednu stranu přenos multicastového provozu, 
zejména obousměrný, vyžaduje velkou složitost protokolu. Na stranu druhou, je tu několik dalších 
souběžných operací, které jsou důležité pro úspěšný průběh multicastu. Jedná se o velké 
přehlcování provozu způsobené složitostí struktury sítě a v neposlední řadě problémy 
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2.2 Adresování 
 
Jsou čtyři hlavní formy IP adresování, každá má svoje specifické vlastnosti: 
 
2.2.1 Unicast 
Nejběžnější forma IP adresy je právě adresa unicastu (obr. 2.1). Běžně se vztahuje 
k jednomu odesílateli nebo k jednomu příjemci a může být použita jak pro odesílání, tak pro 
přijímání. Obvykle je unicastová adresa spojena s jediným zařízením nebo hostitelem, ale přesto se 
nejedná o one-to-one komunikaci. Některé počítače mají několik odlišných unicastových adres, 
z nichž každá má svůj vlastní účel. Posílání stejných dat na několik unicastových adres vyžaduje 












Broadcast (obr. 2.2) posílá data všem možným stanicím v síti. Odesílatel může poslat data 
pouze jednou a všichni příjemci přijímají duplikáty. Přenos nejčastěji probíhá na “omezené” IP 
adrese 255.255.255.255, omezené v tom, že dosáhne pouze na uzly v rámci dané sítě. Dále tzv. 
směrový broadcast může být tvořen prefixem sítě a suffixem hosta. Například při odesílání na 
všechny adresy v rámci sítě s předponou 192.0.2, směrová broadcastová adresa je 192.0.2.255 (za 








Obr. 2.2: Broadcast 
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2.2.3 Multicast 
Multicastová adresa je přiřazena ke skupině žádajících příjemců (obr. 2.3). Podle standardu 
RFC 3171, adresy 224.0.0.0 až 239.255.255.255 jsou označeny jako adresy multicastu. Dříve byla 
tato řada označována jako “Třída D”. Odesílatel posílá jediný datagram (od odesilatele unicast 
adresy) na multicastovou adresu a mezilehlé směrovače se postarají o vytvoření kopií a rozešlou je 













Tak jako broadcast a multicast i anycast (obr. 2.4) je založen na one-to-many topologii. 
Nicméně datový tok není přenášený všem příjemcům, ale pouze tomu, pro který směrovač se 
rozhodne jako pro “nejbližšího v síti“. Anycast je užitečný pro jakési globální vyvážení provozu 
řízené prostřednictvím hledání nejkratší cesty (metriky) v BGP (Border Gateway Protocol) 









Obr. 2.4: Anycast 
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2.3 Rozdělení IP adres v rámci Multicastu 
 
Rozsah třídy D, který je stále spojován s multicastovou skupinou adres, není vyčleněný pro 
klasické multicastové adresy. Ve skutečnosti přidělování multicastových skupinových adres byl a 
je stále pokračující problém. To má za následek často nevyhovující řešení. Existuje celá řada 
současných strategií na přiřazování adres. Tato problematika je podrobně rozebrána ve specifikaci 
RFC 3171 a tady jsou některé z nich: 
Blok adres 224.0.0.0/24 je určen pouze pro komunikaci na dané lince. Zde se nachází 
například směrovací protokoly. Datagramy z těchto směrů by nikdy neměly být přeposlány 
směrovačem dál do sítě. 
Většina zbývajícího adresního prostoru 224.0.0.0/8 byla přiřazena několika různým 
aplikacím a jsou používána po několik let nebo si je prostě IANA (Internet Assigned Numbers 
Authority) vyhradila. Tento blok 224/8  je někdy prozíravě označován jako “multicastová bažina”. 
Blok adres 232.0.0.0/8 je rezervován pro SSM (Source-Specific Multicast).  
Blok 233.0.0.0/8 je vyhrazený pro tzv. glop-adresy. Ve zkratce, prostřední dva oktety 
tohoto bloku jsou vytvořeny z přidělených ASN (Autonomous System Numer) a umožňují 
každému provozovateli přiřadit 256 unikátních globálních skupin adres na každý ASN. Tento blok 
byl jedním z nejúspěšnějších adresních schémat. Bohužel, není moc rozšířen.  
Blok 239.0.0.0/8 je v současné době využíván v administrativní oblasti. Někteří 
provozovatelé mají celý tento blok ošetřený ve specifikaci RFC1918. Prostudováním specifikace 
RFC2365 zjistíme, že takhle využity mohou být pouze podsítě těchto adres. Část těchto adres je 
přiřazena regionům a jsou velice podobné privátním unicastovým adresám. 
Zbytek adres z rozsahu třídy D je současně označen jako rezervovaný organizací IANA.  
 
2.4 Směrování 
Každý host, který chce být členem multicastové skupiny (tj. přijímat data od konkrétní 
multicastové adresy), musí používat k připojení tzv. IGMP (Internet Group Management 
Protokol). Sousedící směrovače taktéž musí používat tento protokol pro komunikaci mezi sebou. 
V unicastovém vysílání každý směrovač ověřuje cílovou adresu příchozích paketů a 
vyhledá umístění ve své tabulce, aby určil které rozhraní použít a aby přeposlal paket zase blíže 
jeho místu určení. Zdrojová adresa je pro směrovač nepodstatná. 
Nicméně v multicastovém směrování se zdrojová adresa (což je běžná adresa unicastu) 
používá k určení směru toku dat. Zdrojová adresa je určována z přicházejícího toku dat. Směrovač 
určí, která rozhraní jsou cílová pro tuto multicastovou skupinu (cílová adresa) a pošle pakety skrz 
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odpovídající rozhraní. Pro popis tohoto konceptu přeposílání paketů od zdroje dále směrem k cíli 
se používá pojem “reverse path forwarding”(RPF). [6] 
 
2.5 Modely multicastu 
 
Multicastové vysílání je zastoupeno dvěmi skupinami: 
 
2.5.1 Any Source Multicast (ASM) 
o Komunikace je založena na sdíleném stromu. To znamená, že v síti existuje jeden 
směrovač nazývaný Rendezvous point (RP), který je kořen stromu a nemění svoji 
polohu. 
o Pro tyto stromy se používá označení (*,G), kde hvězdička označuje, že zdroj není 
závislý na zdroji multicastu a G označuje multicastovou adresu. 
o Komunikace v ASM 
 Koncové zařízení vyšle svému směrovači paket IGMP s žádostí o příjem 
vysílání ze zvolené multicastové adresy. 
 Koncový směrovač zažádá o příjem multicastového kořenu RP 
 RP začne vysílat koncovému zařízení data od zdroje multicastového 
vysílání. 
 S prvním přijatým paketem může koncové zařízení vypočítat nejkratší cestu 
ke zdroji a pakety potom mohou být směrovány touto cestou. RP tedy může 
sloužit pouze k tomu, aby se směrovač dozvěděl o umístění zdroje vysílání. 
 
2.5.2 Source Specific Multicast (SSM) 
o Komunikace je založena na zdrojovém stromu, kdy kořen stromu je vždy zdroj dat  
a jeho listy jsou příjemci. 
o Pro tyto stromy se používá označení (S, G), kde S je Source (zdroj) a G označuje 
multicastovou adresu. Z toho plyne, že pokud je v jedné skupině více zdrojů, tak 
pro každý zdroj existuje vlastní strom. 
o U SSM je možné používat jednu multicastovou adresu pro více skupin. 
o Komunikace v SSM: 
 Koncové zařízení vyžádá po koncovém směrovači multicastové vysílání 
z multicastové adresy a dále zadá zdroj, od kterého chce toto vysílání 
přijímat. 
 Je sestaven strom od vysílače až k přijímači. 
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Rozdíly mezi technologiemi vysílání SSM a ASM multicastu jsou znázorněny na  
obrázku 2.5. 
 






                          




2.6 Směrovací protokoly podporující multicast 
 
Pro směrování multicastového provozu existují 3 skupiny směrovacích protokolů: 
• Sparse Mode (SM) 
• Dense Mode (DM) 
• Link State (LS) 
 
2.6.1 Sparse Mode protokoly 
Mezi nejznámější SM protokoly patří: 
• PIM-SM (Protocol Independent Multicast – Sparse Mode) 
• PIM-SSM (Protocol Independent Multicast – Source Specific Mode) 
• CBT (Core Based Trees) 
SM protokoly používají tzv.pull model, který předpokládá, že data nesmí být vyslána do těch 
sítí, kde nebyla explicitně vyžádána. Pokud se chce nějaký koncový bod připojit do multicastové 
skupiny, jeho směrovač vyšle zprávu join ke kořenu stromu, čímž vytvoří novou cestu (novou 
větev stromu). Zpráva join je časově omezená, její vysílání se tedy musí po určitém časovém 
intervalu obnovit, jinak je větev odříznuta. Pokud ke směrovači není připojen žádný příjemce 
multicastové skupiny, směrovač vyšle ke kořenu zprávu prune, čímž větev odřízne. 
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2.6.2 Dense Mode Porotokoly 
Mezi nejznámější DM protokoly patří: 
• DVMRP (Distance Vector Multicasting Routing Protocol) 
• PIM-DM (Protocol Independent Multicast – Dense Mode) 
DM primárně předpokládá, že každá podsíť má příjemce multicastového vysílání. 
Multicastové vysílání je tedy primárně vysílané do celé sítě. To ovšem zbytečně zatěžuje síť. Aby 
se tomu zabránilo, každý směrovač, který nemá žádného příjemce multicastového vysílání, posílá 
směrem ke kořenu zprávu prune, kterou oznámí, aby na danou větev nebyla data posílána. Tato 
zpráva se musí pravidelně opakovat, jinak se data začnou do dané větve opět posílat. Pokud se 
naopak ve větvi objeví koncové zařízení s požadavkem přijímat multicastová data, koncový 
směrovač vyšle směrem ke zdroji zprávu join, kterou si zajistí příjem požadovaných dat. 
 
2.6.3 Link State Protokoly 
K nejznámějším link state protokolům patří MOSPF (Multicast Open Shortest Path First), 
který vznikl modifikací protokolu OSPF. Při komunikaci si směrovače vyměňují informace 
o metrice linek multicastových skupin. Každý směrovač sestaví pomoci získaných informací 
nejvhodnější cestu ke zdroji multicastového vysílání. Vzhledem k vysokým nárokům na 
směrovače se tento protokol neujal. 
 
 
2.7 Přenos multicastového vysílání mezi sítěmi: 
 
Ke sledování zájmů o připojení do multicastové skupiny jednotlivých koncových zařízení 
slouží protokol IGMP. Každý koncový směrovač vysílá do sítě dotaz a jednotlivé stanice na něj 
odpovídají, zda mají či nemají zájem o multicastové vysílání. 
 
Protokol správy skupin IGMP 
IGMP vykonává funkci managementu skupin v síťové vrstvě a ke svému šíření používá IP 
datagramy. Životnost IGMP datagramu TTL (Time to Live) je vždy nastavena na 1. 
 Mezi nejvýznamnější funkce IGMP patří: 
• Informovat nejbližší směrovač o tom, že klient si přeje připojit se ke konkrétní 
multicastové skupině 
• Informovat nejbližší směrovač o tom, že klient si přeje odpojit se od konkrétní 
multicastové skupiny. 
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2.7.1 IGMP v1 
 Protokol IGMP v1 může být zastoupen dvěma typy zpráv: 
• Membership Report – zprávu posílá koncová stanice při přihlášení do skupiny na adresu 
požadované multicastové skupiny 
• Membership Query – zprávu periodicky posílá směrovač pro zjištění, zda existuje v jeho 
segmentu stanice, která má zájem o danou multicastovou skupinu. Zpráva se vysílá na 
adresu 224.0.0.1. Pokud některá ze stanic přestane mít zájem o přijímání paketů  
z multicastové skupiny, přestane odpovídat zprávou Membership Report.  








Obr. 2.6: Paket IGMPv1 
 
 
IGMP paket má tvar viz. obrázek 2.6 a obsahuje následující informace: 
• Verze – verze protokolu 
• Typ  - typ zprávy 
• Neobsazeno – nastaveno na 0 
• Kontrolní součet – kontrolní součet IGMP zprávy 
• Multicastová adresa – nastavuje se pouze pro Membership Report, kde toto pole 
obsahuje multicastovou adresu, jinak je nastaveno na 0.0.0.0 
 
2.7.2 IGMP v2 
 Protokol IGMP v2 (obrázek 2.7) byl vyvinut z důvodu poskytnutí lepšího odhlašovacího 
mechanismu při opouštění skupiny a pro snížení zpoždění. Je zpětně kompatibilní s verzí 1. 
IGMP v2 využívá následující typy zpráv: 
• Membership Query 
o General Query – umožňuje směrovači zjistit, které skupiny mají v síti členy 
o Group-Specific Query – umožňuje směrovači posílat dotaz pro konkrétní skupinu 
To je užitečné hlavně tehdy, když směrovač dostane zprávu Leave Group pro 
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určitou multicastovou adresu a chce ověřit, zda je v konkrétní skupině ještě někdo 
přihlášen. 
• Membership Report – shodný s IGMP v1 
• Leave Group – umožňuje odhlášení se od multicastové skupiny. Výhodou této zprávy je 
zkrácení zpoždění při odhlašování. 
IGMP v2 dále využívá tzv. Maximum Response Time Field, což je doba, po kterou směrovač čeká 
na odezvu pro zprávu Memberhip Query. 
 










2.7.3 IGMP v3 
 Je vybudovaný na předchozích verzích IGMP. Mimo předešlé funkce umožňuje IGMP v3 
specifikovat zdroj, ze kterého mají být data vysílána, což je nutné pro model SSM. U IGMP v3 lze 
použít dva módy: 
• Include – je v něm specifikován seznam zdrojů, od kterých je zájem vysílání do dané 
skupiny přijímat 
• Exclude – je v něm specifikován seznam zdrojů, od kterých nemá být multicastové vysílání 
přijímáno 
 
Vzhledem k tomu, že pomocí IGMP v3 může koncová stanice přijímat data od více zdrojů, je 
zde také možnost odhlašovat se z multicastové skupiny pouze od některých zdrojů. 
Zprávy IGMP předchozích verzí měly vždy konstantní délku. U verze 3 je však délka paketu 
variabilní v závislosti na tom, kolik je v daném paketu definováno zdrojů multicastového 
vysílání.[2] 
 
V dnešních sítích se používá protokol IGMP v2 a IGMP v3. 
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3. Tcl a OTcl programování 
 
Tcl (Tool Command Language) je programovací jazyk založený na jazyku Lisp (List 
processing). Byl vyvinut Johnem Ousterhoutem a dnes je používán milióny lidí po celém světě. 
Takového rozšíření dosáhl hlavně díky jednoduché syntaxi a velice dobré integrace s ostatními 
jazyky. Většinou se dodává s knihovnou Tk pod názvem Tcl/Tk. 
OTcl je rozšíření Tcl/Tk pro objektově orientované programování, jehož autorem je David 
Wetherall.  
Mezi obecné charakteristiky jazyka TCL patří: 
• umožňuje rychlý rozvoj, 
• poskytuje grafické prostředí, 
• kompatibilní se spoustou platforem, 
• integračně přizpůsobivý, 
• jednoduchý k používání, 
• volně dostupný. 
 
 
3.1 Základy programování v Tcl a OTcl: 
 
• Do proměnné zapisujeme pomocí příkazu „set“:  
set b 2 
- tento příkaz přiřadí proměnné „x“ hodnotu 2, pro příklad: v C++ bychom napsali „b=2;“. 
• Pokud chceme pracovat s hodnotou proměnné, použijeme před ni znak „$“: 
set x $a 
- proměnné „x“ je přiřazena hodnota proměnné „a“. 
• Pomocí znaku „#“ můžeme psát do zdrojového kódu poznámky. Vše, co se nachází v řádku 
za tímto znakem, program přeskočí. 
• Pomocí TCL můžeme samozřejmě provádět matematické operace: 
x [expr $a + $b] 
- tento příklad logicky sečte hodnoty proměnných „a“ a „b“, podobně můžeme provádět 
další matematické operace (odčítání, násobení, dělení, …). 
• Pro vypsání výsledku na obrazovku se používá příkaz „puts“: 
x [expr $a / $b] 
puts $x 
- v případě, že by při dělení hodnoty proměnných „a“ a „b“ byly např. 1 a 5, výsledek by 
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byl 0, protože Tcl automaticky přiřazuje hodnotám proměnných datové typy integer (čísla) 
nebo string (řetězce). Pro zobrazení správného výsledku bychom museli proměnným 
přiřadit hodnoty 1.0 a 5.0, čímž překladač pochopí, že nepracujeme s celočíselným typem 
integer. 
• Testujeme-li rovnost, používá se znak „==“ (dvě rovnítka), nerovnost se zapisuje „!=“. 
 
 
3.2 Podmíněné větvení a cykly: 
 
• V jazyku Tcl můžeme používat tzv. „podmíněné větvení“ a to pomocí příkazů if, elseif a 
else. Jejich použití je následující: 
if  { výraz } { 
<tělo> 
} 








• Cykly vytváříme pomocí příkazů „for“ nebo „while“ a jejich použití může vypadat 
následovně: 
for { set i 0 }  { $i < 5 }  { incr i }  { 
<tělo> 
} 
- první závorka po příkazu „for“ deklaruje proměnnou „i“, která bude použita jako počitadlo 
cyklu a začíná nulou. Druhá závorka říká: „procházej smyčku, dokud bude hodnota „i“ menší 
než 5“. Ve třetí závorce příkaz „incr“ zvyšuje hodnotu proměnné „i“ po každém proběhnutí 
cyklu o 1, tzn. že tento cyklus proběhne celkem pětkrát. 
- vytvoříme-li smyčku pomocí příkazu „while“, smyčka poběží tak dlouho, dokud  <tělo> 
nevrátí hodnotu „true“ (pravda). 
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4. Network simulator 2 (NS2) 
 
Network simulator je oblíbený simulační nástroj sloužící pro modelaci síťového provozu. 
Byl vyvinut na univerzitě v Berkeley pro výzkumné a výukové účely. Jedná se o objektově 
orientovaný simulátor napsaný ve dvou jazycích, přičemž oba se vzájemně doplňují. Jazyk C++ 
slouží pro operace související s daty a druhý jazyk (překladač), OTcl, zajišťuje operace související 
s řízením.  
NS2 podporuje širokou škálu protokolů (TCP, UDP, RTP,…) a síťových technologií (LAN, MAN, 
multicast,…) v drátových i bezdrátových sítích. Pro animaci vytvořených simulací používá NS2 











Obr. 4.1: Schéma provázanosti jazyků C++ a OTcl 
 
 
4.1 Vytváření topologií v NS2 
 
Při vytváření jakékoliv topologie musíme nejprve vytvořit objekt, který bude reprezentovat celou 
simulaci. To provedeme příkazem: 
set ns  [new Simulator] 
- proměnná „ns“ odkazuje na vytvořenou instanci tohoto objektu. Dalším použitím instance „ns“ 
bude možné definovat uzly a spoje mezi nimi. 
Pro nadefinování uzlů sítě slouží příkaz: 
set n0  [$ns node] 
set n1  [$ns node] 
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Fronta Zpoždění TTL 
Agent/Null 
n0 n1 
zahozené            
pakety 
Nyní musíme vytvořené uzly mezi sebou propojit. Pro propojení dvou uzlů slouží příkaz: 
$ns <typ_linky> <výchozí_uzel> <cílový_uzel> <šířka_pásma> <zpoždění> 
<druh_fronty> 
- na praktické ukázce:      $ns duplex-link $n0 $n2 10Mb 10ms DropTail 
- tento příkaz provádí propojení uzlů „n0“ a „n2“ prostřednictvím obousměrné (duplexní) linky. 
Pokud bychom požadovali pouze jednosměrnou linku, nahradili bychom tento příkaz příkazem 
„simplex-link“. Fronta typu „DropTail“ je známý typ fronty FIFO (First in – First out), která 
funguje na principu, že první paket, který do uzlu vstoupí, také jako první uzel opouští. Další 
mechanismy front jsou RED (Random Early Discard), FQ (Fair Queueing) a další. 
V případě, že potřebujeme definovat kapacitu vyrovnávací paměti fronty, použijeme příkaz: 
$ns queue-limit $n0 $n2 20 









Obr. 4.2: Blokové schéma simplexní linky 
 
Blok „Agent/Null“, přijímá zahozené pakety a simuluje tak přetečení fronty. Hodnota „TTL“ 
(Time To Live) je parametr, který si s sebou nese každý paket a prakticky je to číslo, které určuje 
kolika uzly paket může projít. Jakmile paket projde uzlem, tohle číslo je automaticky sníženo 
o jedna a poté, co dosáhne nuly, je paket zahozen. 
Obousměrná linka je postavena na principu dvou linek jednosměrných zapojených paralelně. 
 
Nyní máme vytvořené uzly, propojili jsme je linkami a ještě zbývá simulovat provoz. Ten je 
simulován pomocí tzv. agentů, kteří představují protokol, kterým se přenos dat řídí. Agenta 
vytvoříme pomocí příkazu: 
set tcp [new Agent/TCP]  # vytvoření agenta protokolu TCP 
$ns attach-agent $n0 $tcp  # přiřazení agenta uzlu n0 
Dále musíme nastavit provoz na lince a jeho parametry a také na druhém (koncovém) uzlu vytvořit 
přijímač datového toku: 
set ftp [new Application/FTP] 
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$ftp attach-agent $tcp        # přiřazení provozu ftp k agentovi tcp 
$ftp set type_ FTP 
set sink [new Agent/TCPSink]  # vytvoření agenta pro příjem 
$ns attach-agent $n3 $sink    # připojení agenta pro příjem k uzlu n3 
$ns connect $tcp $sink        # propojení agentů pro vysílání a pro příjem 
Na závěr musíme definovat počátek a konec vysílání a zahájit simulaci. Zápis tzv. plánovače 
událostí má syntaxi „$ns <čas> <událost>”, kde čas je vyjádřen v sekundách.  
$ns at 1.0 "$ftp start" 
$ns at 5.0 "$ftp stop"  
$ns run   # spuštění simulace  
  
Při větší složitosti topologie sítě je vhodné pro přehlednější zobrazení v programu NAM nastavit 
rozmístění a barvu uzlů, barevně odlišit různé provozy v síti apod. Následně si ukážeme pár 
příkazů, které k výše zmíněným úpravám slouží: 
 
$ns duplex-link-op $n0 $n2 orient right 
$ns duplex-link-op $n0 $n2 color "yellow" 
První příkaz provádí nastavení rozmístění uzlů tak, že uzel „n2“ je umístěn napravo od uzlu „n0“. 
Pokud bychom rozmístění uzlů nenastavili, program by je zvolil náhodně. Druhý příkaz změní 
barvu linky, v našem případě na žlutou. 
Chceme-li změnit barvu uzlu, provedeme tak příkazem: 
$n0 color red          # uzel n0 bude mít červenou barvu 
Pro odlišení barvy datového toku musíme nejprve nadefinovat jednotlivé barvy a potom je přiřadit 
k daným provozům: 
$ns color 1 blue 
$tcp set fid_ 1 
Pokud bychom chtěli změnit tvar vybraného uzlu na čtverec, lze tak provést příkazem: 
$n0 shape box  
[1] 
 
4.2 Vzorová simulace v programu NS2 
 
V předchozích odstavcích byly shrnuty základy programování v TCL a NS2 a probráno 
několik základních příkazů, můžeme tedy přejít k vzorové simulaci. Schéma simulace je 
znázorněno na obrázku 4.3 a jeho grafická podoba v programu NAM na obrázku 4.4. 
 
set ns [new Simulator] 
 
set nf [open out.nam w] 
$ns namtrace-all $nf 
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#definice procedury 'finish', která ukončuje simulaci 
  proc finish {} { 
        global ns nf 
        $ns flush-trace 
        close $nf 
        exec nam out.nam & 
        exit 0       } 
 
set n0 [$ns node] 
set n1 [$ns node] 
set n2 [$ns node] 
set n3 [$ns node] 
 
$ns duplex-link $n0 $n2 1Mb 5ms DropTail 
$ns duplex-link $n1 $n2 1Mb 5ms DropTail 
$ns duplex-link $n2 $n3 2Mb 20ms DropTail 
 
$ns queue-limit $n2 $n3 10 
 
$ns duplex-link-op $n0 $n2 orient right 
$ns duplex-link-op $n1 $n2 orient up 
$ns duplex-link-op $n2 $n3 orient right 
 
$ns duplex-link-op $n2 $n3 queuePos 0.5 
 
$ns color 1 Green 
$ns color 2 Orange 
 
set udp [new Agent/UDP] 
$ns attach-agent $n0 $udp 
set null [new Agent/Null] 
$ns attach-agent $n3 $null 
$ns connect $udp $null 
$udp set fid_ 1      
 
set cbr [new Application/Traffic/CBR] 
$cbr attach-agent $udp 
$cbr set type_ CBR 
$cbr set packet_size_ 1000 
$cbr set rate_ 1mb 
$cbr set random_ false 
 
set tcp [new Agent/TCP] 
$ns attach-agent $n1 $tcp 
set sink [new Agent/TCPSink] 
$ns attach-agent $n3 $sink 
$ns connect $tcp $sink 
$tcp set fid_ 2   
   
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
$ftp set type_ FTP 
 
 
$ns at 0.5 "$cbr start" 
$ns at 1.0 "$ftp start" 
$ns at 3.0 "$ftp stop" 
$ns at 3.5 "$cbr stop" 
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Obr. 4.4: Vzorová simulace v NAM 
 
 
4.3 Protokoly TCP a UDP 
 
Na závěr téhle kapitoly si ještě probereme pár základních informací o dvou 
nejpoužívanějších protokolech transportní vrstvy z protokolové sady TCP/IP. 
 
4.3.1 Protokol TCP (Transmisson Control Protocol) 
TCP je jedním ze základních protokolů sady TCP/IP a zajišťuje přibližně 90% veškerého 
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Protokol TCP je založen na dvoustranné komunikaci, tzn.že před zahájením výměny dat 
mezi dvěma hostiteli je nutné mezi nimi vytvořit relaci. Přenos probíhá tak, že protokol přijme data 
vyslaná programy, převede je do proudu bajtů, ty rozdělí do segmentů, segmenty očísluje a seřadí 
podle toho, jak mají být posílány. Následně dochází k zasílání paketů mezi hostiteli, přičemž každý 
paket musí být potvrzen zprávou ACK (acknowledgement). Nepřijde-li potvrzení o doručení 
paketu, zaslání daného paketu se opakuje. [3] 
 
4.3.2 Protokol UDP (User Datagram Protocol) 
Tento protokol nepřenáší data pomocí paketů, ale tzv.datagramů. Oproti protokolu TCP 
poskytuje nespojovanou nepotvrzovanou službu, tzn.nezaručuje potvrzování datagramů ani 
správnost jejich pořadí. Ale jeho velkou výhodou je malé množství přenášených dat a menší 
zatížení sítě. T tohoto důvodu umožňuje oproti TCP i vícestrannou komunikaci, kdy jeden 
datagram může být poslán více příjemcům. Používá se tam, kde je přednější rychlost přenosu dat 
před jeho bezchybností, čili v sítích typu multicast. Jedná se především o nejrůznější real-timové 
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5. Multicast v NS2 
 
V této kapitole si popíšeme implementaci multicastu v programu Network simulator. 
Nejprve probereme základní příkazy pro implementaci multicastu a dále se zaměříme na 
multicastové  směrovací protokoly, které jsou v NS2 podporovány. 
 
5.1 Základní příkazy pro implementaci multicastu 
V úvodu simulace musíme nejdříve definovat, že se bude jednat o multicast. K tomu 
můžeme použít dva způsoby: 
set ns [new Simulator –multicast on] 
nebo 
set ns [new Simulator] 
$ns multicast 
- nyní budou linky obsahovat základní náležitosti pro směrový protokol multicast ohledně 
zacházení s pakety vstupujících do uzlů. 
Dále musíme nastavit protokol multicastu a to pomocí příkazů: 
set mproto DM # DM značí protokol Dense Mode, více o protokolech dále 
set mrthandle [$ns mrtproto $mproto {}] 
- druhým příkazem zajistíme, aby všechny uzly v síti pracovaly s daným multicastovým 
protokolem. 
Nezbytnou součástí je také vytvoření skupiny s přidělenou multicastovou adresou: 
set group [Node allocaddr] 
Jak jsem si už uvedli, multicast pracuje s protokolem UDP, proto je nyní potřeba vytvořit 
agenta s protokolem UDP, připojit ho k nějakému uzlu a přiřadit k němu skupinu multicastových 
adres: 
set udp0 [new Agent/UDP] 
$ns attach-agent $n0 $udp0 
$udp0 set dst_addr_ $group 
$udp0 set dst_port_ 0 
Nyní musíme vytvořit zdroj vysílání a přiřadit ho k agentovi UDP: 
set cbr1 [new Application/Traffic/CBR] 
$cbr1 attach-agent $udp0 
Teď už zbývá jen vytvořit příjemce vysílání a nadefinovat (načasovat) jejich připojování a 
odpojování od skupin: 
set rcvr1 [new Agent/Null] 
$ns attach-agent $n2 $rcvr1 
$ns at 2.5 "$n2 join-group $rcvr1 $group1" 
$ns at 5.0 "$n2 leave-group $rcvr1 $group1" 
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Můžeme ještě nastavit, v jakou dobu bude aktivní vysílání multicastu a kdy se zavolá 
procedura „finish“, která ukončí simulaci: 
$ns at 1.0 "$cbr1 start" 
$ns at 6.5 "$cbr1 stop" 
$ns at 7.0 "finish" 
- definice procedury „finish“ vypadá následovně: 
proc finish {} { 
   global ns tf 
   $ns flush-trace 
   close $tf 
   exec nam mcast.nam & 
   exit 0 
} 
Všechny ostatní příkazy jako vytváření uzlů, linek, orientace a rozmístění uzlů, přiřazování 
barev a další jsou už totožné s výše probranými. 
 
5.2 Přenosové protokoly a jejich implementace v NS2 
NS2 podporuje tři druhy směrování v multicastu: dense mode, sparse mode a 
centralizovaný. 
Na jednom uzlu může běžet i více multicastových protokolů, ale v takovém případě je nutné, aby 
bylo specifikováno, který protokol je na kterém rozhraní.   
 
5.2.1 Dense Mode Multicast (DM) 
V tomto módu vysílá zdroj všem účastníkům v síti, tedy i těm, kteří o příjem nemají zájem. 
Dá se tedy říci, že z počátku vysílání připomíná spíše broadcast. Jelikož by ale takový způsob 
vysílání příliš zatěžoval síť, stanice, které nemají o vysílání zájem, vyšlou tzv. „prune“ zprávu 
směrem ke zdroji, čímž požádají, aby jim data nebyla vysílána. Zpráva „prune“ ale má omezenou 
časovou platnost a proto je třeba ji posílat opakovaně, jinak bude provoz k dané stanici (větvi) 
obnoven. V případě, že odpojená stanice má zájem o vysílání, vyšle zprávu „graft“ a poté je ihned 
do multicastové skupiny připojena. Protokol DM se používá tam, kde se předpokládá větší počet 
účastníků. 
 
Typická DM konfigurace může vypadat následovně: 
DM set PruneTimeout 0.3    # nastavení doby, po jakou je stav „prune“ aktivní 
                           # defaultní je nastaveno na 0.5 s      
   
$ns mrtproto DM 
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5.2.2 Sparse Mode Multicast (SM)      
Tento protokol je založen na tzv. sdíleném stromě, kde zdroj vysílání, označován jako 
„Rendez-Vous point“ (RP), není na přenosovém stromu závislý. 
V tomto módu naopak oproti DM zdroj nevysílá do sítí, kde není vysílání vyžádáno. Pokud 
se chce některý koncový bod (účastník) připojit do multicastové skupiny, vyšle žádost o zařazení 
do skupiny pomocí zprávy „graft“ ke kořenu stromu. S prvním paketem je zjištěn zdroj a je 
vytvořena cesta pro vysílání. Zpráva „graft“ je ale v případě SM časově omezená a proto je potřeba 
ji pravidelně obnovovat jinak je větev odříznuta. Pokud se chce účastník z multicastové skupiny 
odpojit, vyšle zprávu „prune“. Protokol SM se používá v sítích, kde není předpokládán větší počet 
účastníků. Nevýhodou toho protokolu je, že v současné době  nepodporuje dynamické změny 
v síti. 
 
SM konfigurace může vypadat následovně: 
ST set RP_($group) $n0     # RP_ určuje, který uzel bude RP pro danou skupinu 
$ns mrtproto ST 
 
5.2.3 Centralizovaný Multicast 
Tento protokol multicastu je podobný protokolu SM, ale RP tvoří kořen sdíleného stromu 
dané multicastové skupiny. Charakteristické pro tento protokol je, že se vytvoří tzv. „centrální 
agent“, který slouží k přepočtu a vytvoření doručovacího stromu a dále slouží k obsluze žadatelů 
o připojení nebo odpojení od skupiny. Je potřeba poznamenat, že při každé změně sítě se vyvolá 
metoda „compute-mroutes{}” pro přepočítání cest a tento rys centralizovaného multicastu může 
mít za následek výskyt chyb během přechodných period.[4] 
 
Centralizovaný multicast můžeme aktivovat pomocí příkazů: 
set mproto CtrMcast 
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6. Návrh laboratorních úloh 
 
 
6.1 Laboratorní úloha č.1 
 




1. Prostudujte si teoretický úvod. 
2. Projděte si zdrojový kód modelového příkladu implementace multicastu v NS2 a 
obeznamte se s užitím jednotlivých příkazů. 
3. Vytvořte simulaci, která bude schematicky odpovídat simulaci na obrázku 6.3 (použijte 
modelového příkladu) a ověřte si, že se skutečné jedná o multicast. 






Metoda multicast slouží k posílání dat z jednoho zdroje do dané cílové skupiny a obráceně.  
Implementace multicastu probíhá na směrovací úrovni, kdy směrovače vytváří optimální cestu pro 
posílání datagramů multicastovou adresou na cílové stanice v síti v reálném čase.  
Multicastová adresa je přiřazena ke skupině žádajících příjemců podle standardu RFC 
3171. Rozsah adres multicastu je 224.0.0.0 až 239.255.255.255 a dříve byla tato řada označována 
jako “Třída D”. Odesílatel posílá jediný datagram na multicastovou adresu a mezilehlé směrovače 
se postarají o vytvoření kopií a rozešlou je mezi všechny přijímače, které mají zapsané v seznamu, 
jinými slovy které mají o příjem multicastu zájem. 
Slovo “multicast” je obecnější pojem pro označení tzv. IP Multicastu, jehož hlavní využití 
je např. u internetových televizí, přenosu streamovaného videa, při audio nebo videokonferencí. 
Svoje uplatnění nachází i ve finančním sektoru při zobrazování aktuálních akciových grafů. 
Zpočátku nebyl multicast příliš rozšířený a to převážně z důvodu velké složitosti protokolu 
(multicast je obousměrný, docházelo k přehlcování provozu způsobené složitostí struktury sítě, 
problémy s možnými útoky na síť, aj.). Nicméně v dnešní době se už s dostupnými technickými 
prostředky multicastu využívá i pro sféru běžných (domácích) uživatelů. 
 
 
Network Simulator 2 
Existuje několik programů pro simulaci problematiky sítí. Tyto programy jsou určeny a 
využívány především jako náhrada experimentálního testování. Použití programů tohoto typu je 
oblíbené určitě i proto, že se tím snižují finanční náklady.  
Program Network Simulator 2 (NS2) bezesporu do téhle kategorie patří. Je to objektově 
orientovaný simulátor, napsaný v jazyce C++ spolu s překladačem OTcl a byl vyvinut na 
univerzitě v Berkeley. Simulátor podporuje hierarchické třídy v C++ a podobné třídy v OTcl 
překladači. Oba jazyky jsou mezi sebou úzce propojeny. Z uživatelského hlediska se jedná o one-
to-one komunikaci mezi třídou v hierarchii překladače a hierarchii kompilátoru. Kořenem této 
hierarchie je třída TclObject. Uživatelé vytvoří nové simulační objekty prostřednictvím 
překladače. Tyto objekty jsou instancemi překladače a jsou podrobně sledovány příslušným 
objektem v kompilované hierarchii. Přeložená hierarchická třída je automaticky vytvořena 
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prostřednictvím metod definovaných v třídě TclClass. Uživatelem vložené objekty jsou sledovány 




Vytvořit novou simulaci můžeme v libovolném textovém editoru a při ukládání použijeme 
příponu *.tcl. Spuštění simulace je trochu komplikovanější a to zejména z důvodu, že program 
NS2 běží na operačním systému Linux. Pokud chceme provádět simulace v OS Windows, můžeme 
využít simulátor linuxovského prostředí zvaný cygwin. 
 
Jakmile máme navrženou celou topologii, simulaci spustíme z terminálového okna 
příkazem 
„ns název_souboru.tcl“. Musíme být ovšem v adresáři, kde se soubor nachází. Následně se nám 
simulace zobrazí v grafickém nástroji NAM (Network AniMator). 
 
Úkolem této laboratorní úlohy není dopodrobna rozebírat syntaxi zdrojového kódu, ale 
naučit se v programu orientovat a pochopit a ověřit si principy multicastu. Proto si používání 
základních příkazů ukážeme rovnou na vzorové simulaci. 



















Obr. 6.1: Vzorová simulace - schéma 
 
 
# Nejprve si vytvoříme objekt reprezentující celý simulátor (v našem         
# případě se zapnutou podporou multicastu) 
set ns [new Simulator -multicast on] 
 
 
# Otevření souboru pro zápis krokovacích informací 
set tf [open output.tr w] 
$ns trace-all $tf 
 
 
# Otevření souboru pro zápis krokovacích informací (grafické prostředí nam) 
set fd [open mcast.nam w] 
$ns namtrace-all $fd 
 
 
# Vytvoření uzlů 
set n0 [$ns node] 
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set n2 [$ns node] 
set n3 [$ns node] 
 
# Vytvoření linek mezi uzly. Tvar příkazu je "$ns <typ_linky>               
# <výchozí_uzel> <cílový_uzel> <šířka_pásma> <zpoždění> <druh_fronty>" 
$ns duplex-link $n0 $n1 1.5Mb 10ms DropTail 
$ns duplex-link $n1 $n2 1.5Mb 10ms DropTail 
$ns duplex-link $n1 $n3 1.5Mb 10ms DropTail 
 
 
# Nastavení protokolu multicastu (Dense Mode) 
# pozn. v téhle úloze se protokoly multicastu zabývat nebudeme 
set mproto DM 
set mrthandle [$ns mrtproto $mproto {}] 
 
 
# Přidělení multicastových adres skupinám 
set group1 [Node allocaddr] 
 
 
# Vytvoření zdroje vysílání a jeho připojení k danému uzlu a přiřazení        
# skupiny adres 
set udp0 [new Agent/UDP] 
$ns attach-agent $n0 $udp0 
$udp0 set dst_addr_ $group1 
$udp0 set dst_port_ 0 
 
# Nastavení vlastnosti a přiřazení ke zdroji provozu 
set cbr1 [new Application/Traffic/CBR] 
$cbr1 attach-agent $udp0 
 
 
# Vytvoření příjemců a nastavení časů připojování/odpojování se ke skupině  
# Hodnota "2.5" je čas v sekundách, kdy se má následující akce provést 
set rcvr1 [new Agent/Null] 
$ns attach-agent $n2 $rcvr1 
$ns at 2.5 "$n2 join-group $rcvr1 $group1"   
 
set rcvr2 [new Agent/Null] 
$ns attach-agent $n3 $rcvr2 
$ns at 3.5 "$n3 join-group $rcvr2 $group1" 
 
$ns at 5.0 "$n2 leave-group $rcvr1 $group1" 
$ns at 6.0 "$n3 leave-group $rcvr2 $group1" 
 
 
# Časování událostí  
$ns at 1.0 "$cbr1 start" 
$ns at 6.5 "$cbr1 stop" 
$ns at 7.0 "finish" 
 
# Nastavení procedury "finish", která ukončuje simulaci. 
proc finish {} { 
   global ns tf 
 
   $ns flush-trace 
 
   close $tf 
 
   exec nam mcast.nam & 
 
   exit 0 
} 
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# Grafický vzhled simulace (pro NAM) 
# Rozmístnění uzlů 
$ns duplex-link-op $n0 $n1 orient right 
$ns duplex-link-op $n1 $n2 orient right-up 
$ns duplex-link-op $n1 $n3 orient down 
 
# Přidělení barvy paketům, které vysílá "Zdroj"  
$ns color 01 red 
$udp0 set fid_ 01 
 
# Název a barva uzlů 
$n0 label "Zdroj" 
$n0 color red 
 
$n2 label "Prijemce 1" 
$n2 color blue 
 
$n3 label "Prijemce 2" 
$n3 color blue 
 
 
# Nastavení rychlosti animace (lze měnit posuvníkem při běhu programu) 
$ns set-animation-rate 5.0ms 
 
 























Nyní vytvořte novou multicastovou síť, která bude mít schéma podle obrázku 6.3. Využijte 
zdrojový kód vzorové simulace. Následně si ověřte, že se skutečně jedná o multicastovou síť. 
 
Požadavky na novou síť: 
- 2 zdroje 
- 2 skupiny multicastových adres 
- 4 příjemci 
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- pakety ze zdroje 1 budou mít červenou barvu, ze zdroje 2 zelenou 
- v čase 2.0 s od počátku simulace, uzly 3 a 5 začnou přijímat vysílání od zdroje 1 
- v čase 2.5 s od počátku simulace, uzly 6 a 8 začnou přijímat vysílání od zdroje 1 
- v čase 4.0 s od počátku simulace, uzly 3 a 5 začnou přijímat vysílání od zdroje 2 
- v čase 4.5 s od počátku simulace, uzly 6 a 8 začnou přijímat vysílání od zdroje 2 






















Obr. 6.3: Požadovaná výsledná simulace v prostředí NAM 
 
 
Doplňující úkoly a otázky: 
 
- Vyzkoušejte, co se stane v grafickém prostředí nam, když změníme zpoždění na některé 
lince na hodnotu např. 100 ms a logicky odůvodněte. 
- Vyzkoušejte a popište, k čemu začne docházet, zmenšíme-li šířku pásma mezi linkami 1-4 
na hodnotu 0,5 Mb. 
- Fronta typu DropTail odpovídá známe frontě FIFO. Popište, jak tahle fronta zachází 
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5. Prostudujte si teoretický úvod. 
6. Na základě znalostí z předchozí úlohy vytvořte model multicastové sítě s protokolem 
„Dense Mode“ podle zadaného schématu a ověřte funkčnost sítě. 
7. V nově vytvořené simulaci změňte protokol multicastu na „Sparse Mode“ a ověřte 
funkčnost sítě. 





Přenos multicastu vyžaduje rozšíření v topologii, převážně v uzlech a linkách. Proto tedy 
musí uživatel zadat požadavek multicastu ve třídě „Simulator“ před samotným návrhem topologie 
a to příkazem: 
 
set ns [new Simulator -multicast on] 
a nebo 




Dense Mode Multicast (DM) 
Jsou dva základní DM protokoly a to: DVMPR (Distance Vector Multicast Routing 
Protocol) a  PIM-DM (Protocol Independent Multicast – Dense Mode).  
V tomto protokolu zdroj multicastu přepokládá, že každá podsíť má příjemce 
multicastového vysílání a proto vysílá data do celé sítě, tedy i těm stanicím, které o vysílání nemají 
zájem. Protože takový způsob vysílání zbytečně zatěžuje síť, stanice, které nemají zájem a 
přijímání multicastu, vyšlou ke zdroji zprávu „prune“, kterou oznámí, aby na danou větev nebyla 
data posílána. Zpráva prune má omezený časový účinek a proto je třeba ji pravidelně opakovat, 
jinak se začnou data do dané větve opět posílat. Pokud naopak má některá stanice zájem o vysílání, 
zašle zprávu „draft“ a tím je ihned připojena do multicastové skupiny. 
V programu NS2 se protokol DM definuje pomocí příkazu:  
 
set mproto DM 
set mrthandle [$ns mrtproto $mproto {}] 
 
Pomocí proměnné mproto definujeme protokol multicastu. Druhým řádkem příkazu si 
zajistíme, že všechny uzly budou pracovat s daným multicastovým protokolem. Příkaz mrtproto{} 
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Sparse Mode Multicast (SM) 
K nejznámějším SM protokolům patří PIM-SM (Protocol Independent Multicast – Sparse 
Mode), PIM-SSM (Protocol Independent Multicast – Source Specific Mode) a CBT (Core Based 
Trees). 
Protokol SM pracuje oproti DM na předpokladu, že se data nevysílají do sítí, které o příjem 
nežádají. Tento protokol pracuje na  principu sdíleného stromu, což znamená, že zdroj vysílání, 
tzv. Rendez-Vous point (RP), není závislý na přenosovém stromu. Všechny uzly vědí, kde se RP 
nachází a pokud mají zájem o příjem vysílání, vyšlou zprávu draft a pokud se chtějí z multicastové 
skupiny odpojit, vyšlou zprávu prune, tak jako v DM. Tato metoda je vhodná převážně tam, kde je 
menší množství příjemců vysílání. 
SM protokol se v NS2 definuje:  
 
$ns mrtproto BST 
BST set RP_($group1) $n1 
 
BST (Bi-directional Shared Tree) značí, že protokol pracuje na principu sdíleného stromu 
v obousměrném provozu. V druhém řádku příkazu definujeme, že uzel n1 bude pracovat jako RP a 





Na základě znalostí nabytých v předchozí úloze vytvořte multicastovou síť, která bude 
odpovídat schématu na obrázku 6.4.  
 
Parametry sítě: 
- 2 zdroje vysílání, 2 skupiny adres. 
- 2 příjemci. 
- Pakety ze zdroje 1 budou mít červenou barvu, ze zdroje 2 zelenou. 
- Časy připojování obou příjemců volte postupně, tzn. Příjemce 1 se připojí ke skupině 1, 
příjemce 2 se připojí ke skupině 1, příjemce 1 se připojí ke skupině 2 a příjemce 2 se 
připojí ke skupině 2 a to vždy po intervalech 0,5 s. Odpojování volte volně. 
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Přesvědčte se, že síť pracuje v protokolu DM, viz teoretický úvod. Program uložte a 
udělejte si zálohu, neboť s ním budeme ještě pracovat. 
Nyní upravte síť tak, aby pracovala v protokolu SM. Jako RP zvolte uzel n1. Modelaci si 
uložte a přejděte k otázkám na konci úlohy. 
 
Doplňující úkoly a otázky: 
 
- Obě simulace si postupně znovu spusťte v programu NAM a snížením rychlosti běhu 
programu (v časech připojení a odpojení) detekujte zprávy graft a prune a popište rozdíly. 
- Zjistěte, jestli oba příjemci posílají zprávu draft až ke zdroji, případně vysvětlete proč. 
- Jak víme, multicast se posílá pomocí UDP paketů. Jednoduše popište, jak probíhá posílání 
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7. Závěr 
 
V úvodu této práce jsem se zaměřil na základy protokolu multicast. Podrobněji jsem 
probral problematiku adresování, protokoly a zaměřil se na dva základní modely multicastu a to 
SSM a ASM. Dále jsem probral základy programování v jazyku OTcl, resp. TCL, neboť se tohoto 
jazyku využívá v nástroji pro simulaci síťového provozu s názvem Network Simulator, který je 
blíže popsán v následujících dvou kapitolách. Zde jsem se přesvědčil, že tento volně dostupný 
nástroj skýtá v oblasti síťového provozu veliké možnosti. 
Posledním bodem mé práce byl návrh dvou laboratorních úloh v programu Network 
Simulator, kde by si čtenář mohl problematiku probranou v předchozích kapitolách vyzkoušet na 
praktických ukázkách. První úloha je zaměřena více na zvládnutí syntaxe NS2 a pochopení 
implementace multicastu. V druhé úloze se implementují multicastové protokoly DM a SM a poté 
porovnáváme jejich vlastnosti. 
Rád bych, kdyby obsah této práce neměl pouze informační charakter, ale mohl být 
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• ACK (acknowledgement) 
• ASM  (Any Source Multicast) 
• ASN (Autonomous System Numer) 
• ATM point-to-multipoint VC (Asynchronous Transfer Mode, Virtual Connection) 
• BGP (Border Gateway Protocol) 
• BSR (Boot-Strap-Router) 
• BST (Bi-Directional Shared Tree) 
• CBR (Constant Bit Rate) 
• CBT (Core Based Trees) 
• DM (Dense Mode) 
• DNS (Domain Name System) 
• DVMRP (Distance Vector Multicasting Routing Protocol) 
• FIFO (First In First Out) 
• FQ (Fair Queueing) 
• FTP (File Transfer Protocol) 
• IANA (Internet Assigned Numbers Authority) 
• IGMP (Internet Group Management Protokol) 
• IP (Internet Protokol) 
• LAN (Local Area Network)   
• LS (Link State) 
• MOSPF (Multicast Open Shortest Path First) 
• NAM (Network Animator) 
• NS (Network simulator) 
• PIM-DM (Protocol Independent Multicast – Dense Mode) 
• PIM-SM (Protocol Independent Multicast – Sparse Mode) 
• PIM-SSM (Protocol Independent Multicast – Source Specific Mode) 
• RED (Random Early Discard) 
• RP (Rendez-Vous Point) 
• RPF (Reverse Path Forwarding) 
• SFQ (Stachastic Fair Queueing)  
• SM (Sparse Mode) 
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• SSM (Source Specific Multicast) 
• SSM (Source-Specific Multicast) 
• TCL (Tool Command Language) 
• TCP (Transmission Control Protocol) 
• TTL (Time To Live) 
• UDP (User Datagram Protokol) 
 
