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Abstract
In the mid 1980s, Steve Mitchell and Bill Richter produced a filtration of the Stiefel
manifolds O(V ;W ) and U(V ;W ) of orthogonal and unitary, respectively, maps V → V ⊕W
stably split as a wedge sum of Thom spaces defined over Grassmanians. Additionally, they
produced a similar filtration for loops on SU(V ), with a similar splitting. A few years
later, Michael Crabb made explicit the equivariance of the Stiefel manifold splittings and
conjectured that the splitting of the loop space was equivariant as well. However, it has
long been unknown whether the loop space of the real Steifel manifold (or even the special
case of ⌦SOn) has a similar splitting.
Here, inspired by the work of Greg Arone that made use of Weiss’ orthogonal calculus to
generalize the results of Mitchell and Richter, we obtain an Z￿2Z-equivariant splitting theo-
rem using an equivariant version of Weiss calculus. In particular, we show that ⌦U(V ;W )
has an equivariant stable splitting when dimW > 0. By considering the (geometric) fixed
points of this loop space, we also obtain, as a corollary, a stable splitting of the space
⌦(U(V ;W ),O(VR;WR)) of paths in U(V ;W ) from I to a point of O(VR;WR) as well. In
particular, by setting W = C, this gives us a stable splitting of ⌦(SUn ￿SOn).
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Chapter 1
Introduction
We consider the category J whose objects are finite dimensional real vector spaces and
whose morphisms are the complex inner product preserving linear transformations between
their complexifications, taken as a G space where G = Z￿2Z acts by complex conjugation.
Throughout this paper, we shall follow a similar strategy to that used in [1]; in fact if we
forget the G action, we are working with the same spaces and spectra considered there. We
will have to adapt many of the functor calculus tools to work in this equivariant setting, but
luckily for us, most of the natural analogues that we will hold with minimal modifications.
Let E be the category of functors J → Top. Our criterion for polynomial functors in the
G-equivariant setting will be reminiscent of that in section 6 of [17]. We will say that F ∈ E
is polynomial of degree ≤ n if the natural map F (V )→ TnF (V ) ∶= holim0≠U⊂Rn+1 F (V ⊕U)
is a G-equivalence. We find that the homotopy fiber of this map gives us the (n + 1)th
derivative F (n+1), so unsurprisingly, when F is polynomial of degree ≤ n, the functor F (n+1)
is G-contractible for every object in J .
As one may expect, given any F ∈ E , we can use the natural transformation Tn, to
construct a degree ≤ n polynomial functor from F , which we shall refer to as its degree n
1
approximation. In particular, we will define PnF to be the homotopy colimit of the diagram
F → TnF → T 2nF → ￿. In some cases, this will allow us to split o↵ parts of the space F (V ),
for V ∈ J , in the same way that the Taylor expansion in calculus let us split o↵ the degree
n and smaller terms of an analytic function from the remaining ones. Following the same
analogy, we may define a homogeneous polynomial of degree n as one which is polynomial
of degree ≤ n and whose degree n − 1 approximation is G-contractible.
Much to our delight, the spectra associated to the derivatives of a homogeneous poly-
nomial functor of degree n are the same as those in the non-equivariant case, namely
G-contractible aside from that of the nth derivative. Because the summands in the stable
splitting are themselves homogeneous polynomial functors, this allows us to obtain a pre-
cise equivariant analogue of the splitting from Mitchell and Richter (and more generally,
that from [1]).
As is common in the study of loop groups and related homogeneous spaces, we replace
⌦Un,k with a Z￿2-homotopy equivalent space of algebraically defined loops, essentially
using the strategy outlined in [15]. In particular, we replace our loop space with an infinite
dimensional complex Grassmannian that is Z￿2-equivalent. This allows us to define a
filtration, like that from [4], for which the associated graded pieces have a nice description,
namely they become G-equivariant homogeneous polynomial functors after applying the
functor Q ∶= ⌦∞⇢⌃∞⇢ to them.
The G-equivariant splitting theorem that we obtain states that
F (V ) ￿ ￿
n>0(Fn(V )￿Fn−1(V )
for functors F that have such a G-filtration {Fn} such that F0 = ∗, and the homotopy
cofiber of QFn−1(V ) → QFn(V ) is a homogeneous polynomial functor. This means that
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the splitting of ⌦U(V ;W ) in [4] and [1] is Z￿2-equivariant, so in particular, we have a
stable splitting of the Z￿2 fixed points.
Moreover, we obtain a stable splitting of the geometric fixed points of ⌦U(V ;W ), which
are given by the space of paths in U(V ;W ) that end at an element of O(VR;WRR), denoted
by ⌦(U(V ;W ),O(VR;WR). In particular, the real points stably split as the wedge sum of
the real points of the summands SRn (V )hom(⌧,WR) appearing in the splitting of ⌦U(V ;W ).
When W = C, we can identify U(V ;C) with SU(V ⊕C). Because this has the structure of
a group with O(VR;R) ≅ SO(VR ⊕ R) as a subgroup, this path space can be rewritten as
⌦(SU(V ⊕C)￿SO(VR ⊕R)).
3
Chapter 2
Equivariant Unitary Calculus
2.1 Functors on the Category Jn
Throughout this paper we will take G = Z￿2Z. Here, we develop a G-equivariant version
of the orthogonal calculus from [17]. We will use the notation U for R∞ with the standard
inner product, and regard all finite dimensional vector spaces as subspaces of U , inheriting
its inner product. We will take the action of G on C to be that of complex conjugation,
thereby making the complexification of any real vector space into a G-space. Note that
this obviously gives us an identification of C with the regular representation ⇢ of G.
Definition 2.1.1. For real vector spaces V,W ⊂ U , let mor(V,W ) be the set of complex
linear transformations between the complexifications VC,WC, that preserve the induced
Hermitian inner product. We will take J to be the category whose objects are finite
dimensional subspaces of U , with the set of morphisms from V to W given by the G-set
mor(V,W ). Note that the space of G-fixed points of mor(V,W ) is simply the space of
inner product preserving morphisms from V to W , which we shall denote by morG(V,W ).
We will be interested in studying G-enriched functors F ∶ J → G−Top, the category of
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which we shall denote by E .
We can additionally define a vector bundle on the G-sets mor(V,W ) in the following
way.
Definition 2.1.2. Given V ∈ J , we will denote Cn ⊗C VC by nVC. For each nonnegative
integer n, let  n(V,W ) be the bundle over mor(V,W ) whose fiber over ' ∈ mor(V,W )
is n ⋅ coker('), glued together in the natural way. Note that we can naturally identify
the cokernel of ' with the orthogonal complement of '(VC) in WC. Furthermore if v ∈( n(V,W ))' = n coker('), then v ∈ n coker(') = n coker(g') = ( n(V,W ))g', where g is
the generator of G, so this bundle inherits a G-space structure as well, where the G-fixed
points are {(', v) ￿ ' ∈ morG(V,W ), v ∈ n coker(') ⊆ nW}. Define morn(V,W ) as the
Thom space of  n(V,W ), and morGn (V,W ) to be its G-fixed point space.
Note that the space morGn (V,W ) is precisely what is referred to as morn(V,W ) in [17]
when the purely real analogue is considered.
The composition law mor(V,W )×mor(U,V )→mor(U,W ) extends naturally to a vector
bundle map  n(V,W ) ×  (U,V ) →  n(U,W ) given by ((', w), ( , v)) ￿ (' , w + '∗(v)).
On Thom spaces, we get a composition morn(V,W ) ∧morn(U,V )→morn(U,W ).
Letting Jn be the category with the same objects as J and with the set of morphisms
from V to W given by morn(V,W ), we obtain a pointed topological category. In fact, we
obtain a pointed G-equivariant topological category, as we inherit the G-action from J .
Note that J0 is simply the pointed version of J , obtained by adding a disjoint basepoint
to each morphism set.
Definition 2.1.3. For m ≥ 0, we will denote by Em the category of G-enriched functors
E ∶ Jm → G −Top∗.
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We have an alternative description of Em as an element E ∈ E0 together with a natural
transformation   ∶ SmVC ∧ E(W ) → E(V ⊕W ) of functors on J0 × J0 (where m ⋅ VC can
be regarded as the fiber over the canonical inclusion ◆ ∶ WC ￿ VC ⊕WC in the bundle
 m(W,V ⊕W ), so this map arises from restricting the domain of the composition map
morm(W,V ⊕W ) ∧E(W )→ E(V ⊕W )). Note that the transformation   also satisfies an
associativity condition by the functoriality of E.
Definition 2.1.4. The map   has an adjoint  ad ∶ E(W )→ ⌦mVCE(V ⊕W ). We say that
an object E ∈ Em is stable if  ad is a homotopy equivalence for all G-representations V,W .
In light of this, E1 is equivalent to the category of G-spectra, as they both specify a
space for each G-representation, and the natural map is exactly the required structure
map. Similarly, the elements of Em for m > 1 can also be thought of as G-spectrum ⇥E
without all representations being assigned a G-space; we define ⇥E as ⇥k⇢ ∶= E(k ⋅ R).
Furthermore, a stable element of Em can be thought of as an ⌦-G-spectrum (of multiplicity
m).
For positive m, we have the diagram
E(V ) ￿￿→ hocolim
k
⌦mk⇢E(k ⋅R⊕ V ) ￿←￿ hocolim
k
⌦mk⇢(SmVC ∧E(k ⋅R)),
where the left map comes from a diagram of homotopy equivalences from  ad and the
right map is hocolimk⌦mk⇢ . The object on the right is simply ⌦∞(SmVC ∧⇥E), where
⌦∞⇥ ∶= hocolimk⌦k⇢⇥k⇢.
Conversely, if⇥ is any G-spectrum (made from well-pointed spaces), then we can define
a functor E ∶ J0 → G−Top∗ by E(V ) = ⌦∞(SmVC ∧⇥), that comes equipped with a natural
transformation   ∶ SmV ∧E(W )→ E(V ⊕W ), and is therefore an element of Em. Thus, we
have an equivalence between stable objects of Em and G-spectra. This will become very
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important to us as the components appearing in our main splitting theorem will be of this
form.
The following proposition will be useful in defining the derivatives of elements of Em in
the next section.
Proposition 2.1.5. Let V,W ∈ J . The reduced mapping cone of the restricted composition
map morn(V ⊕R,W )∧Sn⇢ →morn(V,W ) is G-homeomorphic to morn+1(V,W ). It should
be noted that the non-equivariant version of this is used in [1].
Proof. The non-equivariant real version of this is established as Proposition 1.2 in [17], and
it is clear that the proof works exactly the same way in the complex case, so the mapping
cone will be homeomorphic to morn+1(V,W ).
That the restricted composition map is G-equivariant, along with the map
morn(V,W )→morn+1f(V,W ),
arising from the inclusion of Cn into Cn+1 given by (v1, . . . , vn) ￿ (v1, . . . , vn,0), tells us
that our homeomorphism is also G-equivariant, so we are done.
2.2 Derivatives of Functors
Just as in the non-equivariant case, we can form inclusions J0 ⊂ J1 ⊂ J2￿ and a notion
of derivatives; if E is a functor J0 → Top∗, then it has a derivative E(1) ∶ J1 → G −Top∗,
which itself has a derivative E(2) ∶ J2 → G − Top∗, and so on. As in the non-equivariant
case, the derivative is defined in terms of the adjoint to the restriction functor.
Restriction from En to En−1 for n > 0 gives us a natural transformation resnn−1, and
more generally we can obtain a restriction map resnm ∶ En → Em for m ≤ n by successive
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compositions.
The restriction transformation resnm has a right adjoint, which we shall denote ind
n
m. As
in [17], we can use Yoneda’s lemma to work out a more useful definition of ind. We have
indnmE(V ) = natn(morn(V,−), indnmE) = natm(resnmmorn(V,−),E).
For m ≤ n,E ∈ Em, we will define the derivatives of E by E(n−m) ∶= indnmE (although
some might argue that this should really be called coind. In particular, this means that for
E ∈ J0, the derivatives are given by E(n) = indn0 E.
As in the non-equivariant case detailed in [17], we would like a more concrete description
of the ind functors. Recall that for V ∈ cJn, we have the G-homotopy cofiber sequence
morn(V ⊕R,−) ∧ Sn⇢ → morn(V,−) → morn+1(V,−) of functors in En. For F ∈ En, we can
dualize to obtain the G-homotopy fiber sequence
natn(morn+1(V,−), F )→ natn(morn(V,−), F )→ natn(Sn⇢ ∧morn(V ⊕R,−), F ).
The Yoneda lemma tells us that this is equivalent to the homotopy fiber sequence
resn+1n indn+1n F (V )→ F (V )  ad￿￿→ ⌦n⇢F (V ⊕R).
Thus, we obtain an explicit description of F (1)(V ), and perhaps more importantly, one
that reminds us of the derivative from Newtonian calculus, as F (1) measures the di↵erence
between F (V ) and F (V oplusR) in some sense (and R is the smallest increment available
to us here).
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2.3 Unitary Actions
For each non-negative integer n, the category Jn is equipped with a left action by the
unitary group Un. As you may have already guessed, this is where the “unitary” in “unitary
calculus” comes from. Since any continuous functor E ∈ E0 has an nth derivative E(n) ∈ En,
this action is intimately related to the derivatives of the functors. We should point out
here that because the group G acts on the unitary group via conjugation as well, what we
really have is a Un ￿G action.
Like the orthogonal action described in [17], the unitary action leaves the objects of Jn
fixed and acts on morphisms via its action on Cn. We will denote the automorphism of Jn
corresponding to t ∈ Un by  (t).
This gives us a left action of Un on the objects and morphisms of En as well. For
objects E ∈ cEn, this action is given by tE ∶= E ○  (t)−1 for t ∈ Un. For morphisms, we
have the trivial action t⌘ = ⌘, for ⌘ ∈ natn(E,F ). In diagram form, if we have a natural
transformation ⌘ ∶ E → F , and a morphism ' ∈ morn(V,W ), then after applying t ∈ Un we
obtain
tE(V ) ⌘V￿→ tF (V )￿￿￿E(t−1') ￿￿￿E(t−1')
tE(W ) ⌘W￿→ tF (W )
To examine how this orthogonal action relates to derivatives, we consider the pair of
adjoint functors resn0 , ind
n
0 . We must have res
n
0(tE) = resn0 E, resn0(t⌘) = resn0 ⌘, for any
⌘ ∈ natn(E,F ), as the action over E0 is trivial.
We know that the functor F ￿ indn0 F = F (n) is a right adjoint of resn0 . However, we can
clearly see that the functor F ￿ t(F (n)) (for a fixed t ∈ Un) is also a right adjoint to resn0 .
By the uniqueness of right adjoints, we have a unique isomorphism ↵t ∶ F (n) → t(F (n)) such
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that uF↵t = uF , where uF ∶ resn0 F (n) → F is the universal morphism.
From this, we obtain the following proposition:
Proposition 2.3.1. There exists a family {↵V } ∶ Un ×F (n)(V )→ F (n)(V ) making the maps
ev ∶morn(V,W ) ∧ F (n)(V )→ F (n)(W ), u ∶ F (n)(V )→ F (V ) into Un ￿G-maps.
The Yoneda definition of the derivative, F (n)(V ) = nat0(morn(V,−), F ) gives us an
explicit definition of ↵V .
We would like to study this property, and objects of En that exhibit it, including but
not necessarily only the nth derivatives.
Definition 2.3.2. A symmetric object in En is an object E together with continuous
actions Un ￿G ×E(V ) → E(V ) for each V ∈ Jn, such that for each W ∈ Jn, the evaluation
map morn(V,W ) ∧E(V )→ E(W ) is a Un ￿G map.
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Chapter 3
Polynomial Functors
3.1 Computing Higher Derivatives
We begin this chapter by crafting a G-equivariant analogue of the notion of polynomial
functor. We will need to first consider another category into which we may embed J .
Definition 3.1.1. Let J be the category whose objects are the finite dimensional complex
vector subspaces of UC ∶= U ⊗ C, considered as an inner product space with the standard
Hermitian inner product, and whose morphism spaces are given by the inner product
preserving complex linear transformations. If V,W ∈ JC, we will denote the morphisms inJC by m˜or(V,W ).
It is clear that we have an inclusion of categories J ￿ JC given by sending V to VC.
We may extend the G action to JC, but it is no longer the case that all objects are fixed
by the generator g ∈ G. Still, it is clear that g acts as an involution on both objects and
morphisms. Furthermore, the objects of JC that are sent to themselves under the action
of G are precisely those in the image of J .
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This allows us to define EC as the category of G-enriched functors E ∶ JC → G − Top,
and the functor J → JC gives rise to a dual functor EC → E . For all of our objects F ∈ E of
interest in this paper, there exists a canonical lift of F in EC, which we shall denote by F˜ .
We now make the following definition for an indexing category that we will be using
frequently.
Definition 3.1.2. Fix a nonnegative integer n, and let Cn be the category whose objects
are nonzero complex subspaces U ⊆ Cn+1 with the only maps allowed being the inclusions.
By thinking of Cn as a subcategory of JC, and noting that it is closed under the given G
action, Cn inherits a G action which is an involution on its objects.
We now present the following theorem, the non-equivariant version of which is used in
[1], that will assist us in computing higher derivatives of functors.
Theorem 3.1.3. Let V,W ∈ J , and define Mn(V,W ) ∶= hocolimU∈Copn m˜or(U ⊕ VC,WC),
where Cn is as defined above. The unreduced mapping cone of the restriction map
Mn(V,W )→ m˜or(VC,WC) =mor(V,W )
is G-homeomorphic to morn+1(V,W ). Furthermore, this homeomorphism is a natural trans-
formation of functors on J op ×J .
Proof. The real case is proven in [17], and it is clear that the same proof works in the
complex case. In particular, the setup in the latter case uses the same underlying spaces
as we do here and an equivalent indexing category (as noted above). Because of this,
we know that non-equivariantly, our mapping cone is homeomorphic to that one, namely
morn+1(V,W ). Thus, it su ces to show that the given homeomorphism is G-equivariant.
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It is clear that the map from mor(V,W ) to the given mapping cone is a G-equivariant,
as Mn(V,W ) → mor(V,W ) is G-equivariant. This tells us that the base space of the
mapping cone is G-homeomorphic to mor(V,W ), so we need only show that the fibers
have the same G action as those of morn+1(V,W ). Over ' ∈ mor(V,W ), the former arise
from complementary subspaces of VC in WC which are also subspaces of Cn+1, while the
latter is (n + 1) coker('). It is evident by construction that both representations inherit
their G action from that of Cn+1 arising from complex conjugation, and therefore are G
homeomorphic. The result follows.
As in [17], we wish to consider polynomial functors. Our criterion will be essentially
the same as before, but we must pay close attention to the indexing category, as it now
receives an action from G. For a given functor F ∶ J → G −Top define
TnF (V ) ∶= holim
U∈Cn F˜ (VC ⊕U).
Definition 3.1.4. We say that a functor F ∈ E is polynomial of degree ≤ n if the natural
map F (V )→ TnF (V ) is a homotopy equivalence for all V ∈ J .
Proposition 3.1.5. Suppose E ∈ E0 and V ∈ J . Then, the sequence
E(n+1)(V ) u￿→ E(V ) p￿→ TnE(V )
is a G-fibration sequence.
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Proof. The map p can be rewritten using the Yoneda lemma as
nat0(mor0(V,−),E) = nat0(m˜or0(VC,−),E)→ holim
U∈Cn nat0(m˜or0(U ⊕ VC,−),E)= nat0(hocolim
U∈Copn m˜or0(U ⊕ VC,−),E)= nat0(Mn(V,−)+,E),
which arises from the natural transformation Mn(V,−)+ →mor0(V,−).
We also know from the theorem at the end of the previous section that the reduced
mapping cone of the map Mn(V,W )+ → mor0(V,W ) is morn+1(V,W ). By mapping to
E, we see that the homotopy fiber of the original map is nat0(morn+1(V,−),E), which is
simply the definition of E(n+1)(V ). Thus, we have a G-fibration sequence.
Lemma 3.1.6. Let ⌘ ∶ E → F be a morphism in E0, and suppose that E is polynomial of
degree ≤ n and that F (n+1) vanishes. Then, the functor V ￿ hofiber[E(V ) ⌘￿→ F (V )] is also
polynomial of degree ≤ n.
Proof. This follows immediately from the applying the above proposition.
We have two important corollaries of this lemma.
Corollary 3.1.7. If E,F are polynomial of degree ≤ n, and we have a natural transforma-
tion ⌘ ∶ E → F , then the homotopy fiber of ⌘ is polynomial of degree ≤ n as well.
Corollary 3.1.8. If F ∈ E0 and F (n+1) vanishes, then ⌦F is polynomial of degree ≤ n.
Proof. Set E ≡ ∗. Here, the functor V ￿ hofiber[E(V )→ F (V )] is simply V ￿ ⌦F (V ).
We make the following remark here.
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Remark 3.1.9. For functors which have a de-looping, such as infinite loop spaces, the above
corollary gives us a simple criterion for being polynomial of degree ≤ n, namely that of the
n + 1th derivative vanishing. This means that such functors follow some of our Newtonian
calculus intuition about the functor calculus presented here.
3.2 Approximation by Polynomial Functors
So far, we have been studying the calculus of functors from the Newtonian viewpoint-
computing nth derivatives, and making statements about the vanishing of higher order
derivatives in order to classify our functors of interest. However, one knows that ordinary
calculus can be viewed through an alternative lens; namely that concerned with polynomial
approximations of functions. Likewise, one can study functors on J in this manner as well.
Definition 3.2.1. Let F ∈ E , and consider the natural map p ∶ F → TnF . We define the
nth degree polynomial approximation of F to be the homotopy colimit of the diagram
F
p￿→ TnF p￿→→ T 2n p￿→ ￿
It is clear that PnF is polynomial of degree ≤ n, as the map
PnF → TnPnF = Tn hocolim
k
T knF = hocolim
k
T k+1n F ￿ PnF
is obviously a G-equivalence.
Secondly, the maps p ∶ F → TnF induce a natural map F → PnF . If F is polynomial of
degree ≤ n, then each p is by definition a G-equivalence, and therefore the map F → PnF
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is a G-equivalence as well.
Lastly, the construction PnF has another useful property, that of being an approxima-
tion of degree n.
Definition 3.2.2. A morphism ⌘ ∶ E → F in E0 is an approximation of order m if the maps
⌘∗ ∶ E(R∞)→ F (R∞)
⌘∗ ∶⇥E(i) →⇥F (i) for 1 ≤ i ≤m
are G-equivalences.
To prove this, we will need the following lemma.
Lemma 3.2.3. Suppose E ∈ E and q is a nonnegative integer. Then, the natural map
p∗ ∶ E → TqE is a G-equivalence at infinity. In particular, if E is G-connected at infinity,
then so is TqE.
Proof. The proof is similar to the analogous result in [17]. As is the case there, the basic
idea here is that the codomain is a homotopy colimit of homotopy limits, which we shall
express instead as a homotopy limit of homotopy colimits (in particular those that look
like the homotopy colimit defining the domain).
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We have
(TqE)(R∞) = hocolim
n
TqE(Rn)
= hocolim
n
holim
U∈Cq E˜(Cn ⊕U)= hocolim
n
holim
U∈Cq E˜(Cn ⊕U)￿ hocolim
n
holim
U∈Cq hocolimk≤n E˜(Ck ⊕U)￿ colim
n
holim
U∈Cq hocolimk≤n E˜(Ck ⊕U)≅ holim
U∈Cq hocolimk≤∞ E˜(Ck ⊕U)
, because the nerve of the poset that the homotopy limit is taken over is compact. Because
taking fixed points commutes with homotopy colimits, these are all equivalences on G-fixed
points as well.
Now, we have
holim
U∈Cq hocolimk≤∞ E˜(Ck ⊕U) ≅ holimU∈Cq hocolimk E˜(Ck)= holim
U∈cCq E˜(C∞)￿ E˜(C∞)
= E(R∞),
with the second to last equivalence arising from the fact that the poset has a maximal
element, which clearly gives rise to an equivalence for the G-fixed points as well.
It is also evident that this last equivalence is the inverse of p∗.
We are now ready for the following proposition.
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Proposition 3.2.4. Let F ∈ E0. The natural map  ∶ F → PnF is an approximation of
order n.
Proof. : We will proceed in three main steps.
1) We first establish that F → TnF is an approximation of order n.
The previous lemma tells us that p∗ ∶ E(R∞) → (TnE)(R∞) is a G-equivalence. Fur-
thermore, we know that the homotopy fiber of p ∶ E TnE is E(n+1), and therefore the
G-spectrum
⇥hofiber(p)(i) =⇥[indi0 resn+10 indn+10 E]
is G-contractible for 1 ≤ i ≤ n.
Thus, we have that p∗ ∶ ⇥E(i) →⇥(TnE)(i) is a G-equivalence for 1 ≤ i ≤ n, so p is an
approximation of order n.
2) We claim that all maps in the diagram F
p￿→ TnF Tnp￿￿→ T 2nF → ￿ are approximations
of order n.
Suppose for the sake of induction that we know this is true when the codomain is T knE.
Then, consider the diagram
T knE
Tknp￿￿→ T k+1n E↓ p ↓ p
T k+1n E Tk+1n p￿￿￿→ T k+2n E
The previous step tells us that the vertical arrows are approximations of order n, and
the inductive hypothesis tells us that the top horizontal arrow is as well. Thus, since plug-
ging in R∞ and computing associated spectra (for degrees 1 through n) give us analogous
diagrams with every map a G-equivalence, we see that the bottom horizontal arrow is also
an approximation of order n.
The previous step gives us our base case of k = 1, so we may conclude that each map is
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an approximation of order n.
3) From the previous step, for each map in the diagram defining PnE, all of the in-
duced maps on R∞ and the maps of associated spectra (for degrees 1 through n) are
G-equivalences, and therefore the maps
 ∗ ∶ E(R∞)→ (PnE)(R∞)
 ∗ ∶⇥E(i) →⇥(PnE)(i), for 1 ≤ i ≤ n
are G-equivalences. We conclude map F → hocolimk T knF = PnF is an approximation of
order n.
Corollary 3.2.5. For any E ∈ E0, the map PnE Pn ￿￿→ PnPnE is a G-equivalence.
Proof. Consider the diagram
E
 ￿→ PnE￿￿￿ ￿￿￿ 
PnE
Pn ￿￿→ PnPnE
Three of the arrows are approximations of order n, so we may conclude that the fourth
is as well.
3.3 Behavior at Infinity
Now that we have a nice collection of theorems about G-equivariant polynomial functors,
we can say a bit more about how these functors behave. For starters, polynomial functors
are determined by their behavior at infinity.
To make this more precise, if E ∈ cE is polynomial of degree ≤ n, then the natural map
E → PnE = hocolimk T knE is a G-equivalence. However, we can easily see that T knE depends
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only on the behavior of vector spaces of dimension at least k￿G￿ and morphisms between
them. Thus, this homotopy colimit is ultimately determined by the behavior of E on large
representations of G.
Def: An object E ∈ E is said to be G-connected at infinity if the object E(R∞) = E(U)
is G-connected.
Lemma 3.3.1. Suppose that E ∈ E0 is polynomial of degree ≤ n and G-connected at infinity.
For V ∈ J0, define E♭(V ) to be the base point component of E(V ). Then, PnE♭ is G-
equivalent to E. Thus, E♭ determines E, up to G-equivalence.
Proof. Because E is polynomial of degree ≤ n, the inclusion E → PnE is a G-equivalence.
We also have an inclusion ◆ ∶ PnE♭ → PnE, which we claim is a G-equivalence.
Because E is connected at infinity, it is su cient to show that the homotopy fiber of
◆ ∶ PnF♭(V ) → PnF (V ) is G-contractible for all V ∈ cJ . We already know that each such
fibe must be either G-contractible or empty, as T knE♭(V ) ￿ T knE(V ) is the inclusion of a
union of connected components for all k ≥ 0.
Next, we will show that no fiber is empty. Let C be a connected component of PnF (V ),
and let C ′ = C ∩F (V ), which we know to be nonempty as the inclusion F (V )￿ PnF (V ) is
a homotopy equivalence. We can choose a k such that C ′ maps to the base point component
of F (V ⊕Rk) via the inclusion induced map F (V )toF (V ⊕Rk) because F is G-connected
at infinity. This tells us that the image of C ′ in T knF (V ) is contained in the image of
T knF♭(V ), so the image of ◆ has nonempty intersection with C. Thus, the homotopy fiber
over C is nonempty, and therefore contractible. The result follows.
Proposition 3.3.2. Let ⌘ ∶ E → F be a morphism of polynomial functors in E0 such that
the homotopy fiber of ⌘ is contractible for all V ∈ J . If F is connected at infinity, then ⌘
is a G-equivalence.
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Proof. The condition on ⌘ means that ⌘♭ ∶ E♭ → F♭ is a G-equivalence. Additionally, we
know that E must be connected at infinity, as the homotopy fiber of ⌘∗ ∶ E(R∞)→ F (R∞) is
contractible and F is connected at infinity. This means that E,F are completely determined
by E♭, F♭, so exhibiting the G-equivalence ⌘♭ is su cient.
Lemma 3.3.3. If E ∈ E is polynomial of degree ≤m, then TnE is also polynomial of degree≤m, for any nonnegative integer n.
Proof. Consider the canonical map
p ∶ TnE(V )→ TmTnE(V ) = holim
W ∈Cm holimU∈Cn E˜(VC ⊕U ⊕W )= holim
U∈Cn holimW ∈Cm E˜(VC ⊕U ⊕W )= TnTmE˜(V ).
Thus, p arises as Tn of the map E(V ) → TmE(V ), which we know to be a G-equivalence,
and therefore p is a G-equivalence. We conclude that TnE is polynomial of degree ≤m.
Corollary 3.3.4. Let ⌘ ∶ E → F be a morphism in E0 such that E,F are polynomial of
degree ≤ n, and F is connected at infinity. Suppose that the maps
⌘∗ ∶ E(U)→ F (U)
⌘∗ ∶⇥E(i) →⇥F (i) for 1 ≤ i ≤ n
are G-homotopy equivalences. Then, ⌘ is a G-equivalence.
Proof. We proceed in a similar manner to the proof of the analogous statement in [17]. By
the previous proposition, it is su cient to show that D = hofiber(⌘) vanishes. By a previous
lemma, we know that D is polynomial of degree ≤ m, so D is polynomial of degree k, for
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some integer 0 ≤ k ≤m. This means thatD(k) is stable, so we haveD(k) ￿ ⌦∞[SkV ∧⇥D(k)].
However, ⇥D(k) is contractible by assumption, and therefore D(k) must vanish.
We know that we can also express D(k) as the homotopy fiber of the natural map
p ∶ D → Tk−1D, both of which are polynomial of degree ≤ k. Additionally, we know that
D(R∞)hofiber[E(R∞) → F (R∞)], which is contractible by assumption. By the previous
lemma, this means that TqD is contractible at infinity as well, and therefore p is a G-
equivalence.
By definition, this means that D is polynomial of degree ≤ k − 1, contradicting the
minimality of k. From this, we may conclude that D is polynomial of degree 0, and
therefore that D is stable. This means that D(V ) ￿D(R∞) for all V ∈ J , and therefore is
contractible for all V ∈ J . We conclude that ⌘ is a G-equivalence.
From this, we obtain an important corollary.
Corollary 3.3.5. Let E ∈ E , and suppose that ⇥E(i) is contractible for 1 ≤ i ≤ m. Then,
PmE(V ) is contractible for all V ∈ J .
This will be useful in assessing whether a given polynomial functor is homogeneous, as
we shall see in the next section.
3.4 Homogeneous Polynomial Functors
In [17], a homogeneous polynomial functor is defined as a functor F which is polynomial
of degree n such that Pn−1F is contractible. Intuitively, we can think of homogeneous
polynomial functors as the basic building blocks of polynomial functors in the same way
that homogeneous polynomials over a field are the basic building blocks of polynomials
over that field. In fact,
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We already know that non-equivariantly, if F is a polynomial functor of degree n, then
F (n) is stable and symmetric.
Let us now look at an example base on Example 5.7 from [17].
Example 3.4.1. Consider the functor F ∶ J0 → G −Top∗, defined by
F (V˜ ) ∶= ⌦∞[(SnV ∧⇥)hUn],
where V = V˜C for the sake of notational simplicity, and ⇥ is a G-spectrum that additionally
has an action of Un compatible with this. By this, we mean that the following diagram
commutes: (Un)+ ∧⇥ µ￿→ ⇥↓ g ↓ g(Un)+ ∧⇥ µ￿→ ⇥
where g is the nontrivial element of G.
As in the referenced example, we shall show that F (n+1) vanishes by identifying the
sequence of derivatives F (n) u￿→ F (n−1) u￿→ ￿ u￿→ F (1) u￿→ F (where the maps come from the
homotopy fibration F (i+1)(V˜ ) u￿→ F i(V˜ ) → ⌦i⇢F i(V˜ ⊕R)) with another sequence, F [n] ￿
F [n − 1] ￿ ￿ ￿ F [1] ￿ F , where F [i](V˜ ) ∶= ⌦∞[(SnV ∧⇥)hUn−i] where Un−i < Un is the
subgroup fixing the first i coordinates. In doing so, we also gain some insight into what
taking each derivative of a homogeneous polynomial functor actually does.
We first observe that F [i] ∈ Ei, as we have a natural transformation
  ∶ SiV ∧ F [i](W˜ )→ F [i](V˜ ⊕ W˜ )
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given by the inclusion map
SiV ∧⌦∞[(SnW ∧⇥)hUn−i]￿ ⌦∞[SiV ∧ (SnW ∧⇥)hUn−i]
=￿→ ⌦∞[(SiV ∧ SnW ∧⇥)hUn−i]￿ ⌦∞[(SnV ∧ SnW ∧⇥)hUn−i].
It is also clear that this map is G-equivariant.
It is clear that F [n] is a stable object in En, as the natural map
 ad ∶ ⌦∞(SnW ∧⇥)→ ⌦V⌦∞(Sn(V ⊕W ) ∧⇥) = ⌦∞⌦V⌃V (SnW ∧⇥)
is a G-homotopy equivalence (by the definition of ⌦∞). Thus, it is clear that F [n](1)(V˜ )
is contractible for all V˜ ∈ J , so it will be su cient to identify F [n] with F (n).
The inclusion F [i + 1] ￿ F [i] is really a map in Ei, resi+1i F [i + 1] → F [i], which has
an adjoint in Ei+1, F [i + 1] → indi+1i F [i] = F (1)[i]. We wish to show that this map is a
canonical G-homotopy equivalence, as this would tell us that the map F [i + 1]￿ F [i] can
be identified with u ∶ F (i+1) → F i.
We know that
F [i](1)(V˜ ) ∶= hofiber[F [i](V˜ )→ ⌦i⇢F [i](V˜ ⊕R)]
= hofiber[⌦∞(SnV ∧⇥)hUn−i → ⌦∞+i⇢(Sn(V ⊕⇢) ∧⇥)hUn−i].
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Because this is an infinite loop map, this is ⌦∞ of the homotopy fiber of
(SnV ∧⇥)hUn−i → ⌦i⇢(Sn(V ⊕⇢) ∧⇥)hUn−i ≅ ⌦i⇢(Si⇢ ∧ S(n−i)⇢ ∧ Sn(V ) ∧⇥)hUn−i≅ ⌦i⇢⌃i⇢(S(n−i)⇢ ∧ Sn(V ) ∧⇥)hUn−i .
Since ⌦∞ of the last term is equal to ⌦∞(S(n−i)⇢∧Sn(V )∧⇥)hUn−i , we see that F [i](1)(V˜ )
is given by ⌦∞ of the homotopy fiber of
(Sn(V ) ∧⇥)hUn−i → (S(n−i)⇢ ∧ Sn(V ) ∧⇥)hUn−i .
This map arises from taking Un−i homotopy orbits of the Un−i ￿G-equivariant map
' ∶ Sn(V ) ∧⇥ → S(n−i)⇢ ∧ Sn(V ) ∧⇥. Furthermore, ' = ◆ ∧ idSnV ∧⇥, where ◆ ∶ S0 → S(n−i)⇢,
which has homotopy fiber equal to S(n−i)⇢−1+ . This tells us that ' has homotopy fiber(S(n−i)⇢−1+ )∧SnV ∧⇥, so our homotopy fiber of interest is ⌦∞[((S(n−i)⇢−1+ )∧SnV ∧⇥)Un−i] ≅
⌦∞[(SnV ∧⇥)Un−i−1] = F [i+1](V˜ ). It is clear that all of these G-homotopy equivalences are
natural, and therefore F [i+1](V˜ )→ F [i](V˜ )→ ⌦i⇢F [i](V˜ ⊕R) is a G-homotopy fibration.
Thus, we can conclude that F (n)(V˜ ) is stable, and therefore that F is polynomial of
degree ≤ n.
That F is also homogeneous (of degree n) follows from computing the associated spectra
of F (i) for each i. This is almost exactly as done in [17]. Firstly, it is clear that ⇥(F (i)) = ∗
for all i > n, and by the stability calculation, that ⇥(F (n))) = ⇥(F [n]) = ⇥. Finally,
for i < n, we have ⇥(F (i)) ￿ ⇥(F [i]) ￿ [⇥(resni F [n])]hUn−i . We claim that ⇥(resni D) is
contractible for any D ∈ En, from which it would follow that ⇥(F (i)) is contractible.
To see this, consider ⇡HV (resni D) = hocolimk[Ski⇢∧SV ,D(kR)]H , where the maps in the
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diagram are given by
[Ski⇢ ∧ SV ,D(kR)]H → [Si⇢ ∧ Ski⇢ ∧ SV , Si⇢ ∧D(kR)]H
◆￿→ [S(k+1)i⇢ ∧ SV , Sn⇢D(kR)]H
 ￿→ [S(k+1)i⇢ ∧ SV ,D((k + 1)R)]H ,
where the last map is the structure map of D as an element of En. It is evident that ◆ is
G-nullhomotopic, as the inclusion Si⇢ ￿ Sn⇢ is.
Now, consider the trivial map of functors given by Pn−1F → ∗. It is obvious that the
target is G-connected at infinity, and that both functors are polynomial of degree ≤ n. By
the above computation, we have a G-equivalence ⇥(i)(Pn−1F )→⇥(i) ∗ = ∗ for 1 ≤ i ≤ n−1.
Thus, we may conclude that this map is an equivalence, and therefore that Pn−1F is G-
contractible.
This tells us that F is homogeneous polynomial of degree n, and therefore is a good
candidate for the building blocks of our G-equivariant splitting theorem.
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Chapter 4
Algebraic Loop Spaces
4.1 The Unitary Loop Group
The main motivation for developing the above equivariant functor calculus was to assist us
in studying the loop group ⌦U(V ) as well as ⌦U(V ;W ), where U(V ;W ) is the unitary
Stiefel manifold U(V ⊕W )￿U(W ) for complex vector spaces V,W . However, this machinery
does little for us directly. Instead, we seek to replace these objects with G-equivalent
algebraic models that are easier to work with in this framework. In particular, we will
develop a model for ⌦U(V ) as an infinite dimensional Grassmannian. We should note
that throughout this paper, because we would like to take into account the di↵erentiable
structure of the smooth manifold Z when considering its loop space, we will take ⌦Z to
mean the space of smooth based maps S1 → Z.
First, we will need to say about about ⌦U(V ) as a G-space. We will take the G-action
here to be the one that acts on both S1 and U(V ) via complex conjugation. That is, if
  ∈ ⌦U(V ;W ), z ∈ S1 and ⇣ ∈ G is the non-unit element, then we have ⇣( )(z) ∶=  (z∗)∗.
It is clear that U(W ) → U(V ⊕W ) → U(V ;W ) is a G-fibration sequence, from which it
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follows that ⌦U(W )→ ⌦U(V ⊕W )→ ⌦U(V ;W ) is a G-fibration sequence. We have the
following lemma that will tell us more about the fixed points of these loop spaces
Lemma 4.1.1. Let X be any smooth G-manifold, and consider ⌦X to be a G-space with
the above action. Then, the fixed point space (⌦X)G is given by the space of paths   ∶ I →X
such that  (0) = ∗ and  (1) ∈XG. We shall denote this space as ⌦(X,XG).
Proof. Let   ∈ (⌦X)G. This means that g( )(z) = g ○  (gz) =  (z), so  (z) =  (z).
This means that   is completely determined by its values on the upper half of S1, and
gamma(−1) =  (−1). Thus, the elements of (⌦X)G are in bijection with paths in X
that start at the base point and end at an element of XG, which is precisely the space
⌦(X,XG).
Corollary 4.1.2. The fixed point space (⌦U(V ))G is the path space ⌦(U(V ),O(VR)),
where VR = V G, the trivial representation W such that V = WC. Furthermore, the fixed
point space (⌦U(V ;W ))G is the path space ⌦(U(V ;W ),O(VR;WR)), where
O(K;L) ∶= O(K ⊕L)￿O(L)
for real vector spaces K,L.
Proof. It is clear that U(V )G = O(VR), and similarly, U(V ;W )G = O(VRR;WR). The result
follows.
When U(V ;W ) has the additional structure of a group (with O(VR;WR) as a subgroup),
as is the case when W = 0 or W = C, then we may write this path space in another form.
We have the following corollary about how to do this.
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Corollary 4.1.3. When W has dimension 0 or 1, then we have
(⌦U(V ;W ))G = ⌦(U(V ;W )￿O(VR;WR)).
Proof. By definition, the space ⌦(U(V ;W ),O(VR;WR)) is the homotopy fiber of the inclu-
sion O(VR;WR)￿ U(V ;W ).
When W = 0, this is simply the inclusion O(VR)￿ U(V ), which is part of the fibration
sequence
O(VRR)→ U(V )→ U(V )￿O(VR).
Extending this sequence to the left gives us the fibration sequence
⌦(U(V )￿O(VR))→ O(VR)→ U(V ),
so we see that we have ⌦(U(V ),O(VR)) = ⌦(U(V )￿O(VR)).
When dimW = 1, we have W ≅ C. In this case, we may make the identification
U(V ;C) = SU(V ⊕ C) preserving the subspace of real points O(VR;R) = SO(VR ⊕ R).
Rewriting V ⊕C as V ′, we have a fibration sequence
SO(V ′R)→ SU(V ′)→ SU(V ′)￿SO(V ′R)
as before. Extending this to the left gives us the fibration sequence
⌦(SU(V ′)￿SO(V ′R))→ SO(V ′R)→ SU(V ′),
so we make the identification ⌦(SU(V ′),SO(V ′R)) = ⌦(SU(V ′)￿SO(V ′R)).
In both cases, we have (⌦U(V ∶W ))G = ⌦(U(V ;W )￿O(VR;WR)).
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We now recall the matrix polar decomposition; we can write any matrix A ∈ Cn×n as
UR, where U ∈ Un and R is a positive semi-definite Hermitian matrix. If A is invertible,
that is A ∈ GLn(C), then R is positive definite, and therefore the decomposition is unique
(if we have two decompositions UR = U ′R′, then U−1U ′ = RR′−1, so both sides must be the
identity). This gives us a G-homeomorphism GLn(C) ≅ Un ×Rn, where Rn is the set of
n × n positive definite Hermitian matrices, because complex conjugation distributes across
products.
Lemma 4.1.4. The space of positive definite Hermitian matrices is G-contractible.
Proof. The Lie algebra rn is the vector space of all n×n Hermitian matrices. We know that
every Hermitian matrix is diagonalizable by unitary matrices, so if A ∈ rn, ∃U ∈ Un such
that U−1AU = D is diagonal. Furthermore, because D is also Hermitian, all of its entries
will be real. We can now consider the exponential map exp ∶ rn → Rn. This is clearly a
G-homeomorphism when restricted to the diagonal elements, as it is simply n copies of the
homeomorphism exp ∶ R→ R≥0 in that case (and every point is a G-fixed point).
More generally, we have exp(A) = exp(UDU−1) = U exp(D)U−1. Now, if R ∈ Rn, then
we can write R = UDU−1. We know that ∃!D′ for which exp(D′) =D, so exp(UD′U−1) = R,
so exp is surjective. Furthermore, exp(A) is diagonal i↵ A is diagonal, because A, exp(A)
have the same eigenspaces, so exp is a bijection, and therefore is a homeomorphism.
The real points of rn are the n×n real symmetric matrices, which are homeomorphic to
the real points of Rn, the n×n positive definite symmetric matrices, under the exponential
map by exactly the same argument (if A ∈ rn is real, then we may diagonalize it with
orthogonal matrices). Thus, exp is aG-homeomorphism, and therefore Rn isG-contractible.
We may conclude from this that we have a G-equivalence GLn(C) ￿ Un. This allows us
30
to replace ⌦Un with ⌦GLn(C) for the purpose of constructing the Grassmannian model.
4.2 The Space of Polynomial Loops
One well known technique in the study of loop groups, as discussed in [15] is to replace a
given smooth loop space by a homotopy equivalent space which is easier to work with (and
often algebraically defined), such as the space of polynomial loops. In our case of interest,
the space ⌦U(V ;W ) is not necessarily a group (unless W ≅ C), but we may still use a
similar procedure, by replacing ⌦U(V ⊕W ), and considering its image in ⌦U(V ;W ). In
this section, we shall discuss this procedure in more detail.
As alluded to already, we wish to replace the space of smooth loops ⌦GLn(C) with a
more algebraic object.
Definition 4.2.1. Let ⌦polGLn(C) be the subset of   ∈ ⌦GLn(C) such that the entries
of  (z) are polynomials in z, z−1. We can also define ⌦polUn ∶= ⌦polGLn(C) ∩ ⌦Un, and
more generally ⌦polK ∶= ⌦polGLn(C) ∩⌦K, for any subgroup K ⊂ GLn(C). We point out
here that the requirement of a polynomial loop   being in ⌦polUn can also be expressed as
 (z) ∈ Un for z ∈ S1 (as this cannot be the case for all z ∈ C× if   is nonconstant).
While we are primarily interested in based loop spaces, it will be convenient to also
consider the space LX of unbased smooth maps S1 → X. For any Lie group K, we have
the short exact sequence of topological groups 0 → ⌦K → LK → K → 0, where K acts
on ⌦K via conjugation. This sequence splits in the category of smooth manifolds when
we forget the algebraic structure. In particular, this means that we have a homotopy
equivalence LK￿K → ⌦K.
We will define LpolK similarly with respect to ⌦polK, and we shall let L
(d)
pol denote the
subspace of polynomial loops which contain powers of z, z−1 of at most d.
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We now present the following lemma from [2] which will be incredibly helpful for us.
Lemma 4.2.2. Let X be a compact Hausdor↵ space, Y ⊆ X a closed subspace, and V a
real vector space of dimension at least 2. Suppose that f ∶X → L(V − {0}) is a continuous
map such that f(Y ) ⊆ L(c)pol(V − {0}) for some c ≥ 0. Then, there is an integer d > 0 and a
continuous map g ∶ X → L(d)pol(V − {0}) such that ft(x) ∶= (1 − t)f(x) + tg(x) defines a loop
in V − {0} for all t ∈ I, x ∈X and g(y) = f(y) for all y ∈ Y . In other words, f is homotopic
to g via ft, which is constant on the entirety of Y .
This tells us how to deform any loop to an algebraic loop, and therefore gives us the
following
Corollary 4.2.3. If V is a complex vector space and dimC V ≥ 2, then the inclusion
⌦pol(V − {0})￿ ⌦(V − {0})
is a G-equivalence.
Proof. We can apply the lemma to both V − {0} and VR − {0}, after noting the G-fixed
points of both spaces, giving us homotopy equivalences Lpol(V − {0}) ￿ L(V − {0}), for
W = V,VR, and therefore ⌦pol(W − {0})→ ⌦(W − {0}).
Now, the G-fixed points of ⌦(V − {0}) are precisely ⌦((V − {0}), (VR − {0})), which is
⌦((V − {0})￿(VR − {0})).
Similarly, for the polynomial loops, the G-fixed points are the set of   ∈ ⌦pol(V − {0})
such that  (z) has only real coe cients, which is similarly the quotient of ⌦pol(V − {0})
by the subgroup ⌦pol(VR − {0}). By comparing the fiber sequences, the result follows.
We will use this to prove the following proposition.
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Proposition 4.2.4. The inclusion ⌦polGLn(C)￿ ⌦GLn(C) is a G-equivalence.
Proof. There are many known proofs of the non-equivariant version of this, such as Theorem
1.4 from [14], and most famously Theorem 8.6.6 from [15]. While the latter proof could be
adapted to the equivariant statement, a new method will be presented below, as it better
highlights why one should expect the result to be Z￿2-equivariant.
For any R-algebra A, we can think of GLn(A) as a fiber bundle over An −{0}, with the
fiber over v being the space of all M ∈ GLn(A) such that Men = v. Such M are in natural
bijection with GL(An￿￿v￿) × homA(An￿￿v￿, ￿v￿). That is, we have the fiber sequence
GLn−1(A) ×An−1 → GLn(A)→ An − {0}.
By setting A = R,C, we get a G-fiber sequence
GLn−1(C) ×Cn−1 → GLn(C)→ Cn − {0},
and therefore a G-fiber sequence
⌦(GLn−1(C) ×Cn−1)→ ⌦GLn(C)→ ⌦(Cn − {0}),
where we take ⌦(−) to mean Map∗(S ,−), for the sign representation  .
Setting A = R[z, z−1],C[z, z−1] gives us the G-fiber sequence
⌦pol(GLn−1(C) ×Cn−1)→ ⌦polGLn(C)→ ⌦pol(Cn − {0}).
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We now have the map of fibrations
⌦pol(GLn−1(C) ×Cn−1) → ⌦polGLn(C) → ⌦pol(Cn − {0})↓ ↓ ↓
⌦(GLn−1(C) ×Cn−1) → ⌦GLn(C) → ⌦(Cn − {0})
We know from the previous lemma that the right vertical arrow is a G-equivalence.
It is clear that both ⌦pol and ⌦ distribute over products, and yield G-contractible spaces
when applied to a complex vector space. Thus, the left vertical arrow is G-equivalent to
⌦polGLn−1(C) → ⌦GLn(C), so the result will follow from induction and the five lemma if
we can establish the base case of n = 1. We note that it is su cient to prove this for the
free loop map LpolGLn−1(C)→ LGLn(C).
We know that GL1(C) = C×, so our map of interest is C×(C[z, z−1]) → LC×. The
coordinate ring of C× is naturally C[z, z−1], so the domain of this map is naturally the space
of C-algebra endomorphisms of C[z, z−1]. Because such a map ' is completely determined
by the image of z, and '(z) must be invertible, we have '(z) = ↵zk, for ↵ ∈ C, k ∈ Z. This
means that LpolC× ￿ C× ×Z.
We know that ⌦C× ￿ Z, so LC× ￿ C× × Z. It is also clear that the inclusion is a G-
equivalence, as it is on both parts of the product- the loop given by  (z) = zk lies in the k
component of both the domain and codomain, and the C× component simply tells us the
base point which must be preserved as well.
Thus, we may conclude that ⌦polGLn(C)→ ⌦GLn(C) is a G-equivalence.
We have the following important corollary.
Corollary 4.2.5. The inclusion ⌦polUn ￿ ⌦Un is a G-equivalence.
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4.3 Algebraic Loops of the Homogeneous Space
It turns out that ⌦U(V ;W ) is in many ways simpler when W ≠ 0, despite failing to be a
group when dim(W ) > 1. In particular, we have the following lemma.
Lemma 4.3.1. Let V,W ∈ J , with W ≠ 0. Then, ⌦U(V ;W ) is G-connected.
Proof. We know that ⇡10(⌦U(V ;W )) ≅ ⇡1(U(V ;W )), which is the cokernel of the map
⇡1(U(W )) → ⇡1(U(V ⊕W )) (since ⇡0(U(W )) = 0). Since this map is an isomorphism, we
have that ⇡10(⌦U(V ;W )) = 0.
We know from before that (⌦U(V ;W ))G = ⌦(U(V ;W ),O(VR;WR)), so
⇡G0 (⌦U(V ;W )) = ⇡0(⌦(U(V ;W ),O(VR;WR))),
which is trivial, as it is the homotopy fiber of the inclusion O(VR;WR) ￿ U(V ;W ), both
of which are connected and the latter of which is simply connected.
In order to further study ⌦U(V ;W ), we seek a G-equivalent algebraic model, in the
same manner as above. The natural candidate for this is the orbit space
⌦polU(V ;W ) ∶= ⌦polU(V ⊕W )￿⌦polU(W ),
which can also be realized as the image of ⌦polU(V ⊕W ) under the defining quotient map
U(V ⊕W )→ U(V ;W ).
It is clear that ⌦polU(W ) → ⌦polU(V ⊕W ) → ⌦polU(V ;W ) is a fibration sequence
on the underlying space. Furthermore, the sequence of fixed points is simply that arising
from the subgroups of matrices having only real coe cients, which again yields a fibration
sequence. Thus, we have a G-fibration sequence.
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This, along with the maps ⌦polU(V ) → ⌦U(V ) gives us the following diagram of G-
fibration sequences:
⌦pol(W ) → ⌦polU(V ⊕W ) → ⌦polU(V ;W )↓ ￿ ↓ ￿ ↓
⌦U(W ) → ⌦U(V ⊕W ) → ⌦U(V ;W )
We know from above that the first two vertical arrows are G-homotopy equivalences.
Thus, for H ≤ G, n ≥ 1, we have the following diagram from the long exact homotopy
sequences:
⇡Hn (⌦polU(W )) → ⇡Hn (⌦polU(V ⊕W )) → ⇡Hn (⌦polU(V ;W )) → ⇡Hn−1(⌦polU(W ))↓ ≅ ↓ ≅ ↓ ↓ ≅
⇡Hn (⌦U(W )) → ⇡Hn (⌦U(V ⊕W )) → ⇡Hn (⌦U(V ;W )) → ⇡Hn−1(⌦U(W ))↓ ≅ ↓ ≅ ↓ ≅ ↓ ≅
⇡Hn+1(U(W )) → ⇡Hn+1(U(V ⊕W )) → ⇡Hn+1(U(V ;W )) → ⇡Hn (U(W ))
We may employ the five lemma to conclude that ⇡Hn (⌦polU(V ;W ))→ ⇡Hn (⌦U(V ;W ))
is an isomorphism for H = 1,G.
It remains only to show that ⇡H0 (⌦polU(V ;W )) → ⇡H0 (⌦U(V ;W )) ≅ ⇡H1 (U(V ;W )) is
an isomorphism for H = 1,G. We already know from the above lemma that ⌦U(V ;W ) is
G-connected when W ≠ 0, so we need only verify that ⌦polU(V ;W ) is G-connected as well.
However, . We may conclude that ⌦polU(V ;W ) ￿ ⌦U(V ;W ), so we may replace the loop
space of the Stiefel manifold with its algebraic analogue.
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4.4 A Grassmannian Model for the Loop Group
One of the advantages working with algebraic loops is that we can describe our space as
an infinite dimensional Grassmanian. In this section, we will construct algebraic varieties
Sk(V ) ⊂ ⌦kU(V ), as detailed in [4], where ⌦kU(V ) = {  ∈ U(V ) ￿ deg(det( )) = k}, and
use them to construct a Grassmannian model for ⌦U(V ).
We consider the subclass of algebraic loops given by pE(z) ∶= z⇡U ⊕1⇡U⊥ for some linear
subspace E ⊆ V . We take Sk(V ) to be the image of the map p ∶ P(V )×￿×P(V )→ ⌦U(V )
given by (L1, . . . , Lk)￿ pL1￿pLk . Note that S0(V ) = {1} and S1(V ) can be identified with
P(V ). Furthermore, if k < dim(V ), for a generic set of k lines in V , none of the Li will lie in
any plane defined by any subset of the others, and therefore the lines L1, . . . , Lk will define
a k-plane E. In this case, the corresponding element of Sk(V ) will be precisely pE, which
can be identified with E ∈ Grk(V ). In other words, when k < dim(V ), a generic point of
the domain will yield an element of Grk(V ), suggesting that Sk(V ) is naturally some sort
of extension of the usual complex Grassmannian.
Proposition 2.3 in [4] tells us the following.
Proposition 4.4.1. The union X(V ) ∶= ￿
k≥0Sk(V ) consists of those   ∈ ⌦U(V ) for which
we can write  (z) =￿
i≥0  izi, for  i ∈ End(V ). Furthermore, any such   has a canonical (but
not necessarily unique) expression as a product pE1 ○￿○pEr , where E1, . . . ,Er are subspaces
of V .
The essence of the proof is iteratively factoring   from the right, at each step taking
 ′ =   ○ P −1E , for the maximal such E for which  ′ contains no z−1 term. This happens if
and only if E ⊆ ker 0. It is easy to see that taking E = ker 0 gives the maximal such E,
and that dimker ′0 < dimker . Thus, we will eventually have ker 0 = 0, meaning that  0
is invertible, and therefore   = 1.
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We will now describe how to extend the tautological bundle ⌧ on Grk(V ) ⊂ Sk(V ) to the
entirety of Sk(V ), and in doing so give a description of Sk(V ) as a complex algebraic variety.
Let H˜(V ) = V ⊗C C[z, z−1], H(V ) the subspace V ⊗C C[z], and let I(V ) ∶= H˜(V )￿H(V ),
which we can identify with ￿i>0 z−iV . We have a filtration of the C[z]-module I(V ) by
submodules IkV = {m ∈ I(V ) ￿ zkm = 0}, or ￿ki=1 z−iV , using the second description.
It is clear that we have an action of X(V ) on H˜(V ) that carries H(V ) to H(V ), and
therefore induces an action on I(V ) → I(V ). Because every   ∈ X(V ) is invertible, the
induced map  ∗ ∶ I(V ) → I(V ) is surjective, and furthermore that each   ∈ X(V ) gives a
unique map on I(V ). It is also clear that if   ∈ Sk(V ), then dimker ∗ = k and ker ∗ ⊆ IkV .
This allows us to define a map ⇠ ∶ Sk(V )→ Grk(IkV ) by   ￿ ker ∗.
This is important for two reasons; the first of which is that it gives us a G-equivariant
embedding of Sk(V ) into the Grassmannian Grk(IkV ). (Note that if ker ∗ = ker ′∗, then
 ′∗ = ↵∗ ∗ for some invertible ↵∗, meaning ↵ ∈ S0(V ). This means that ↵ = 1, and therefore
  =  ′, so indeed we have an embedding.) In fact, by identifying I1V with V , and noticing
that the image of all of the pE, for E ⊆ V of dimension k is precisely Grk(IV ), we obtain
Grk(V ) ⊆ Sk(V ) ⊆ Grk(IkV ).
Now, we claim that the image of Sk(V ) under ⇠ isMk(V ) ∶= {M ∈ Grk(IkV ) ￿ zM ⊂M}.
It is clear that each ⇠( ) has this property, so we must show the converse; that everyM ∈ cM
is the image of some   ∈ Sk(V ). We will proceed by induction. Suppose that we know that
this is true forMi(V ) for 0 ≤ i ≤ k−1, and letM ∈Mk(V ). Because zkM = 0, we must have
zM ≠M , so zM ∈ Gri(I iV ), for i < k. This means that we have some  ′ ∈ Si(V ) such that
⇠( ′) = zM . This means that M = z−1⇠( ′) ⊕ ker(z ∶ M → M). Since ker(z￿M) ⊂ I1V , we
can identify it with some subspace E ⊂ V of dimension k−i, and therefore ⇠(pE) = ker(z￿M).
We now have M = z−1⇠( ′)⊕ ⇠(pE) = ⇠( ′ ○ pE), so M ∈ im(⇠￿Sk(V )). Because we have the
trivial base case of k = 0 we may conclude that ⇠ ∶ Sk(V )→Mk(V ) is a G-homeomorphism.
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This tells us that X(V ) can be identified with the infinite dimensional GrassmannianM(V ) ∶= ￿k≥0Mk(V ), the space of all finite dimensional subspaces of I(V ) which are closed
under multiplication by z. For those familiar with the a ne Grassmanian G(V ), we will
note that X(V ) is a proper subspace, with nonzero intersection with only those connected
components indexed by nonnegative integers. Furthermore, the inclusion Sk(V ) → Gk(V )
becomes an equivalence up to a dimension that increases to infinity as k →∞.
4.5 The Grassmanian Model for ⌦U(V ;W )
As we have throughout this chapter, we will take V,W to be finite dimensional complex
vector spaces. Throughout this section, we will largely follow [4], and as such, will define
Sk(V ;W ) ∶= ◆∗(Sk(V ;W )) ⊂ ⌦U(V ;W ) where ◆∗ ∶ ⌦U(V ⊕ W ) → ⌦U(V ;W ) comes
from the trivial inclusion ◆ ∶ V → V ⊕W (which therefore induces the defining quotient
map U(V ⊕W ) → U(V ;W )). In practice, we can think of Sk(V ;W ) as the quotient of
Sk(V ⊕W ) on the right by S1(W ) (and therefore Si(W ), for all 1 ≤ i ≤ k).
We define X(V ;W ) ∶= ￿k≥0 Sk(V ;W ), which we will later show is G-equivalent to the
entire space ⌦U(V ;W ). This is actually the same filtration of a homotopy equivalent
replacement for ⌦U(V ;W ) that Mitchell used in his initial work on the subject.
While the varieties Sk(V ) are all disjoint in ⌦U(V ), {Sk(V ;W )} give us an honest
filtration of X(V ;W ) as ◆∗(Sk−1(V ⊕W )) = ◆∗(Sk−1(V ⊕W ) ○ S1(W )) ⊂ ◆∗(Sk(V ⊕W )).
We would like to know the associated graded pieces of the filtration, so we would like to
get a handle on Sk(V ;W ) − Sk−1(V ;W ). We have the following two lemmas from [4] that
will help us do this.
Lemma 4.5.1. We can write every element of Sk(V ⊕ W ) as a product g ○ h, where
g ∈ S`(V ⊕W ), h ∈ Sk−`(V ⊕W ), and g is not divisible from the right by any element
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of S1(W ).
Proof. Let   ∈ Sk(V ⊕W ), and let E = ker  ∩W . If E = 0, we are done. Otherwise, pE
divides   from the right, so let  ′ =   ○ p−1E . We then have   =  ′ ○ pE. We now repeat this
procedure, replacing   with  ′. Because we reduce the dimension of ker  by at least 1 each
time, after r steps for some r ≤ k, we have the factorization   =  ˜ ○ p, where ker  ˜ ∩W = 0
and p = pEr ○ ￿ ○ pE1 , for subspaces E1, . . . ,Er ⊆ W . (Note that as written, this produces
the canonical factorization of p ∈ S`(W ).)
Lemma 4.5.2. The map ◆∗ restricts to a G-homeomorphism
Sk(V ⊕W ) − Sk−1(V ⊕W ) ○ S1(W )→ Sk(V ;W ) − Sk−1(V ;W ).
Proof. It is clear that the kernel of ◆∗ ∶ X(V ⊕W ) → X(V ;W ) is X(W ). Thus, the
restricted map ◆∗￿Sk(V ⊕W )−Sk−1(V ⊕W )○S1(W ) is injective, and is therefore an isomorphism.
By our factorization lemma, we can identify Sk(V ⊕W ) − Sk−1(V ⊕W ) ○ S1(W ) withNk(V ;W ) = {N ∈ Sk(V ⊕W ) ￿ N ∩ I(W ) = 0}, and therefore by the second lemma, we can
do the same for Sk(V ;W )−Sk−1(V ;W ). We can also see that Nk can be identified with the
total space of a vector bundle. It is clear that we have a projection map Nk(V ;W )→ Sk(V ),
as for any N ∈ cNk(V ;W ), the restriction of the projection map ⇡ ∶ I(V ⊕W )→ I(V ) to N
is nondegenerate. Thus, we obtain a surjective map ⇡∗ ∶ Nk(V ;W )→ Sk(V ), for which the
fiber above M ∈ Sk(V ) is the set of all linear maps f ∶M → I(W ) such f(zm) = zf(m), by
closure under multiplication by z. Such maps necessarily have the form
f(m) =￿
i>0 z−ie(zi−1m),
for all m ∈ M , where e ∶ M → W is some linear map. Thus, the fiber over M ∈ Sk(V ) is
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hom(M,W ), so we can express the total space as Nk(V ;W ) = hom(⌧,W ), where ⌧ is the
tautological bundle over Sk(V ).
This allows us to G-equivariantly identify the associated graded pieces of the filtra-
tion as Thom spaces Sk(V ;W )￿Sk−1(V ;W ) ≅ Sk(V )hom(⌧,W ). We would like to make two
more notes here, the first being that because Sk(V ) ⊂ Grk(IkV ), the latter of which is
the (homotopy) orbit space of the Uk ￿G-space mor(Ck, IkV ). We can form the pullback
diagram
S˜k(V ) → mor(Ck, IkV )↓ ↓
Sk(V ) → Grk(IkV )
This gives us a natural G-equivalence Sk(V ) ￿ (S˜k(V ))hUk , and therefore a natural
G-equivalence Sk(V )hom(⌧,W ) ￿ (S˜k(V )+∧SkW )hUk . It remains to show the following propo-
sition, the non-equivariant version of which is used in [4] and previously by Mitchell and
Richter.
Proposition 4.5.3. WhenW ≠ 0, the inclusion X(V ;W )→ ⌦U(V ;W ) is a G-equivalence.
Proof. It is clear that this inclusion factors as X(V ;W ) → ⌦polU(V ;W ) → ⌦U(V ;W ), so
we need only show that the former map is a G-equivalence.
Suppose dimV = n,dimW =m. From 2.23 in [4], we have the filtration
Sk(V ) ⊆ z−1Sk+n(V ) ⊆ ￿ ⊆ z−rSk+rn(V ) ⊆⊆ ⌦kU(V ),
for every k ≥ 0, where z = zI ∈ Sn(V ) is the central element.
It is clear that the union ￿r≥0 z−rSk+rn(V ) is all of ⌦polU(V )∩⌦kU(V ). We also know
that ⌦polU(V ⊕W ) ∩ ⌦kU(V ⊕W ) surjects onto ⌦polU(V ;W ) for any k ≥ 0, so we may
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conclude the same for ￿
r≥0 z−rSk+r(n+m)(V ⊕W ), where z = zI ∈ Sn+m here. In particular, the
union over all k surjects onto ⌦polU(V ;W ).
Now, if we take s = 1IV ⊕ zIW , we obtain the similar filtration
Sk(V ⊕W ) ⊆ s−1Sk+m(V ⊕W ) ⊆ ￿ ⊆ s−rSk+rm(V ⊕W ) ⊆⊆ ⌦kU(V ⊕W ).
By construction, the image of s−rSk+rm(V ⊕W ) in ⌦polU(V ;W ) ignores the factors of
s, and therefore is exactly Sk+rm(V ⊕W ), and therefore for any k the union
￿
r≥0 s−rSk+rm(V ⊕W )
has image equal to X(V ;W ) (and furthermore the union of this over all k has image
X(V ;W )). Therefore, if we can show for su ciently large k that the inclusion
￿
r≥0 s−rSk+rm(V ⊕W )￿ ￿r≥0 z−rSk+r(n+m)(V ⊕W )
is a G-equivalence, then we are done.
However, the inclusion s−rSk+rm(V ⊕W ) ￿ z−rSk+r(n+m)(V ⊕W ) induces a map in
integral homology of the underlying spaces
b−rm0 Symk+rmH∗(CP (V ⊕W );Z)→ b−r(m+n)0 Symk+r(m+n)H∗(CP (V ⊕W );Z),
which is evidently an isomorphism up to some degree that increases to infinity with k.
Thus, the inclusion is a homotopy equivalence for the underlying spaces as k →∞.
As for the fixed points, we have s−rSRk+rm(VR ⊕WR) ￿ z−rSRk+r(n+m)(VR ⊕WR), which
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induces a map in mod 2 homology
b−rm0 Symk+rmH∗(RP (V ⊕W );Z￿2)→ b−r(m+n)0 Symk+r(m+n)H∗(RP (V ⊕W );Z￿2),
which similarly is an isomorphism up to some degree that increases to infinity with k. We
conclude that the inclusion of fixed points is also a homotopy equivalence as k → ∞, and
therefore that the inclusion is a G-equivalence as k →∞.
We may therefore conclude that X(V ;W ) is G-equivalent to ⌦U(V ;W ).
We now have a filtration of an algebraic replacement for ⌦U(V ;W ) for which the asso-
ciated graded components are G-homotopy equivalent to the precursors (before applying
Q) of homogeneous polynomial functors for the input W .
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Chapter 5
The Main Splitting Theorem
5.1 The General Equivariant Splitting
We are now ready to establish the equivariant analogue of the splitting theorem from [1].
Theorem 5.1.1. Let F ∶ J → G − Top be a functor with a G-filtration F0 ⊂ F1 ⊂ ￿ such
that
1) F0 = ∗
2) The action of G on Fn−1(V ) is that inherited from considering Fn−1(V ) as a subspace
of Fn(V ) for all V ∈ J
3) The homotopy cofiber of the inclusion Fn−1(V )￿ Fn(V ) is G-equivalent to (⇥∧SnVC)hUn,
where ⇥ is a spectrum with a Un ￿G action.
Then, we have a natural stable G-equivalence of functors F ￿ ￿n>0(Fn￿Fn−1).
This will give us our desired equivariant splitting of the space X(VC;WC), and therefore
of ⌦U(VC;WC). As stated above, we have a G-equivariant filtration Sn(VC;WC) of the
space X(VC;WC).
From [1], we have the following proposition.
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Proposition 5.1.2. : Let F1 → F2 → F3 be a G-fibration sequence of functors. It induces
G-fibration sequences TnF1 → TnF2 → TnF3 and PnF1 → PnF2 → PnF3.
Proof. Functoriality means that we get maps between G-fibration sequences
F1(V ) → F2(V ) → F3(V )↓ ↓ ↓
F1(V ⊕U) → F2(V ⊕U) → F3(V ⊕U)
Taking the homotopy limit over all U ∈ Cn gives the statement for Tn. This in turn
allows us to form the diagram
F1(V ) → F2(V ) → F3(V )↓ ↓ ↓
TnF1(V ) → TnF2(V ) → TnF3(V )↓ ↓ ↓
T 2nF1(V ) → T 2nF2(V ) → T 2nF3(V )↓ ↓ ↓⋮ ⋮ ⋮
Each row of this is clearly a G-fibration sequence. Taking the homotopy colimit of this
gives us a G-fibration sequence PnF1(V )→ PnF2(V )→ PnF3(V ), as claimed.
Now, suppose F ∶ J0 → G−Top∗ is a continuous functor such that there exists a filtration
of F by sub-functors Fn such that F0(V ) ≡ ∗, and for all n ≥ 1, hocofiber[Fn−1(V )→ Fn(V )]
is (up to a natural weak equivalence) of the form (Xn∧SnV )hUn , where Xn is a based space
with an action of Un ￿G. We claim that QFn is polynomial of degree ≤ n.
We will in fact show that Q⌃kFn is polynomial of degree ≤ n. Suppose for the sake
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of induction that we know that Q⌃kFn is polynomial of degree ≤ n for all k. Then, we
can consider the fibration sequence Q⌃kFn → ⌃kFn￿Fn−1 → Q⌃k+1Fn−1. We know that
the last two functors are polynomial of degree ≤ n because of the condition on the given
filtration of F and the induction hypothesis. Then, because the homotopy fiber of a natural
transformation of functors which are polynomial of degree ≤ n is also polynomial of degree≤ n, we conclude that Q⌃kFn is polynomial of degree ≤ n, thus proving our claim.
Now, for the main theorem. We can consider the fibration sequence
QFn−1 → QFn → Q(Fn￿Fn−1),
and the following diagram
QFn−1 → QFn → Q(Fn￿Fn−1)↓ ￿ ↓ ↓
Pn−1QFn−1 → Pn−1QFn → Pn−1Q(Fn￿Fn−1)
Because the bottom row is a G-fibration sequence and the bottom right space is G-
contractible, the bottom left map is a weak G-homotopy equivalence. This means that the
composition QFn−1 → QFn → Pn−1QFn is a weak G-homotopy equivalence, and therefore
QFn−1 is a G-homotopy retract of QFn. Because the inclusion Fn−1 → Fn is an infinite
loop map, it follows that ⌃∞Fn ￿ ⌃∞(Fn−1∧(Fn￿Fn−1), giving us the desired G-equivariant
splitting.
In our particular case, this means that we have a G-equivariant stable splitting
X(VC;WC) ￿ ￿
n>0Sn(VC)hom(⌧,WC),
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and therefore of ⌦U(VC;WC).
5.2 The Splitting of the Fixed Points
For this section, we will take V,W to be real vector spaces. From the previous section,
we know that the stable splitting of ⌦U(VC;WC) is Z￿2-equivariant, so we naturally get a
splitting of the fixed point spectrum
(⌦U(VC;WC))G ￿ (￿
n>0Sn(V )hom(⌧,W ))G = ￿n>0(Sn(V )hom(⌧,W ))G.
Furthermore, we may apply the geometric fixed points functor to obtain a stable
splitting of the geometric fixed points, which are the real points, in the algebaic vari-
ety sense, of ⌦U(VC;WC). We saw previously that these may be described by the path
space ⌦(U(VC;WC),O(V ;W )).
On the other side, we have a wedge sum of terms which are Thom spaces over the
algebraic varieties Sn(VC). Because geometric fixed points distribute over vector bundles
(and therefore Thom spaces), we point out that the real points of Grn(VC) are given by
the real n-dimensional Grassmannian of V , which we shall refer to as GrRn(V ), and the
real points of the fiber hom(Cn,WC) are hom(Rn,W ). This yields the bundle hom(⌧,W ),
where by a slight abuse of notation we will take ⌧ to also mean the tautological bundle
over the real Grassmannian.
Although Sn was defined using complex valued polynomials on C×, the relevant action
of Z￿2 fixes the complex variable z. Thus, we are able to give a relatively simple description
of the real points of Sn(VC). Recalling that we can define this space as a complex subvariety
of Grn(InVC), defined as {M ∈ Grn(InVC) ￿ zM ⊆M}. Its geometric fixed points are clearly
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given by SRn (V ) ∶= {M ∈ GrRn(InV ) ￿ zM ⊆ M}. Because the (geometric) fixed points of
the G action are exactly the real points in the scheme theoretic sense, it is clear that the
tautological bundle over SRn (V ) extends that of the real Grassmannian in the same way as
before, and furthermore, that the summands are SRn (V )hom(⌧,W ).
Thus, we obtain the stable splitting of the geometric fixed points
⌦(U(VC;WC),O(V ;W )) ￿ ∞￿
n=1SRn (V )hom(⌧,W ).
In the special case of W ≅ R, we may take V ′ = V ⊕R to obtain
⌦(SU(V ′C)￿SO(V ′)) ￿ ∞￿
n=1SRn (V )hom(⌧,R) ￿ ∞￿n=1SRn (V )hom(⌧,R).
Also, when V ≅ R, we have U(C;WC) = S(WC) = ⌃SW ′C , if W = W ′ ⊕R. Furthermore,
Sn(VC) is the single point nVC = Cn. Thus, we simply recover the G-equivariant James
splitting
⌦⌃SW
′
C = ￿
n>1SnW
′
.
It is also clear from our constructions that the natural map arising from the fibration
sequence ⌦U(VC;WC) → ⌦(U(VC;WC),O(V ;W )) stably decomposes as a wedge sum of
the maps Sn(VC)hom(⌧,WC) → SRn (V )hom(⌧,W ).
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Chapter 6
Future Questions
We may be a to gain some insight into the E2 algebra structure of the loop group ⌦SUn,
via the G-equivariant stable splitting
⌦SUn ￿ ￿
m>1SmC
n−1
,
as it is known that polynomial of functors of degree n are related to the little disks operad.
It may be possible to work out a theory of equivariant symplectic calculus as well, where
the group acting is the Klein four group V4, with the action of each nontrivial element given
by conjugating two of the three imaginary units. In this case, becauseH−{0} ￿ S3, algebraic
objects analogous to those before would model spaces of the form Map∗(S3,X), such as
⌦3 Spn, rather than the loop spaces.
Based on this, I propose the following conjecture.
Conjecture 6.0.1. Let V,W be finite dimensional real vector subspaces of U as before,
inheriting the standard inner product. Let Sp(VH;WH) be the space of q-linear transfor-
mations that preserve the induced quaternionic inner product, considered as a V4-space.
49
Then, there is a V4-equivariant stable splitting of Sp(VH;WH) into Thom spaces of finite
dimensional vector bundles with base spaces that can be expressed as algebraic subvarieities
of quaternionic Grassmanians of either VH or finite multiples of VH.
One could also consider the motivic homotopy theory analogue of any of these splitting
theorems.
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