Spectral clustering is a novel clustering method which can detect complex shapes of data clusters. However, it requires the eigen decomposition of the graph Laplacian matrix, which is proportion to O(n 3 ) and thus is not suitable for large scale systems. Recently, many methods have been proposed to accelerate the computational time of spectral clustering. These approximate methods usually involve sampling techniques by which a lot information of the original data may be lost. In this work, we propose a fast and accurate spectral clustering approach using an approximate commute time embedding, which is similar to the spectral embedding. The method does not require using any sampling technique and computing any eigenvector at all. Instead it uses random projection and a linear time solver to find the approximate embedding. The experiments in several synthetic and real datasets show that the proposed approach has better clustering quality and is faster than the state-of-the-art approximate spectral clustering methods.
Introduction
Data clustering is an important problem and has been studied extensively in data mining research [11] . Traditional methods such as k-means or hierarchical techniques usually assume that data has clusters of convex shapes so that using Euclidean distance they can linearly separate them. On the other hand, spectral clustering can detect clusters of more complex geometry and has been shown to be more effective than traditional techniques in different application domains [20, 24, 17] . The intuition of spectral clustering is that it maps the data in the original feature space to the eigenspace of the Laplacian matrix where we can linearly separate the clusters and thus the clusters are easier to be detected using traditional techniques like k-means. This technique requires the eigen decomposition of the graph Laplacian which is proportional to O(n 3 ) and is not applicable for large graphs.
Recent studies try to solve this problem by accelerating the eigen decomposition step. They either involves sampling or low-rank matrix approximation techniques [7, 30, 31, 4] . [7] used traditional Nyström method to solve the eigensystem solution on data representatives which were sampled randomly and then extrapolated the solution for the whole dataset. [31] performed the spectral clustering on a small set of data centers chosen by k-means or a random projection tree. Then all data points were assigned to clusters corresponding to its centers in the center selection step. A recent work in [4] used the idea of sparse coding to approximate the affinity matrix based on a number of data representatives so that they can compute the eigensystem very efficiently. However, all of them involve sampling techniques. Although the samples or representatives are chosen uniformly at random or by using a more expensive selection, it may not completely represent the whole dataset and may not correctly capture the cluster geometry structures. Moreover, all of them involves computing the eigenvectors of the Laplacian and cannot be used directly in graph data which are popularly available such as social networks, web graphs, and collaborative filtering graphs.
In this paper, we propose a different approach using an approximate commute time embedding. Commute time is a random walk based metric on graphs. The commute time between two nodes i and j is the expected number of steps a random walk starting at i will take to reach j for the first time and then return back to i. The fact that commute time is averaged over all paths (and not just the shortest path) makes it more robust to data perturbations. Commute time has found widespread applications in personalized search [23] , collaborative filtering [2, 6] , anomaly detection [13] , link prediction in social network [16] , and making search engines robust against manipulation [10] . Commute time can be embedded in an eigenspace of the graph Laplacian matrix where the square pairwise Euclidean distances are the commute time in the similarity graph [6] . Therefore, the clustering using commute time embedding has similar idea to spectral clustering and they have quite similar clustering capability.
Another kind of study in [19] proposed a semisupervised framework using data labels to improve the efficiency of the power method in finding eigenvectors for spectral clustering. Alternatively, [3] used parallel processing to accelerate spectral clustering in a distributed environment. In our work, we only focus on the acceleration of spectral clustering using a single machine in an unsupervised manner.
The contributions of this paper are as follows:
• We show the similarity in idea and implementation between spectral clustering and clustering using commute time embedding. The experiments show that they have quite similar clustering capabilities.
• We show the weakness of sampling-based approximate approaches and propose a fast and accurate spectral clustering method using approximate commute time embedding. This does not sample the data, does not compute any eigenvector, and can work directly in graph data. Moreover, the approximate embedding can be applied to different other applications which utilized the commute time.
• We show the effectiveness of the proposed methods in terms of accuracy and performance in several synthetic and real datasets. It is more accurate and faster than the state-of-the-art approximate spectral clustering methods.
The remainder of the paper is organized as follows. Sections 2 and 3 describe the spectral clustering technique and efforts to approximate it to reduce the computational time. Section 4 reviews notations and concepts related to commute time and its embedding, and the relationship between spectral clustering and clustering using commute time embedding. In Section 5, we present a method to approximate spectral clustering with an approximate commute time embedding. In Section 6, we evaluate our approach using experiments on several synthetic and real datasets. Sections 7 covers the discussion of the related issues. We conclude in Section 8 with a summary and a direction for future research.
Spectral Clustering
Given a dataset X ∈ R d with n data points x 1 , x 2 , . . . , x n and d dimensions, we define an undirected and weighted graph G. Let A = w ij (1 ≤ i, j ≤ n) be the affinity matrix of G.
Let i be a node in G and N (i) be its neighbors. The degree d i of a node i is j∈N (i) w ij . The volume V G of the graph is defined as
Spectral clustering assigns each data point in X to one of k clusters. The details are in Algorithm 1.
Algorithm 1 Spectral Clustering
Input: Data matrix X ∈ R d , number of clusters k Output: Cluster membership for each data point 1: Construct a similarity graph G from X and compute its Laplacian matrix L 2: Compute the first k eigenvectors of L. 3: Let U ∈ R k be the eigenspace containing these k vectors as columns and each row of U corresponds to a data point in X. 4: Cluster the points in U using k-means clustering.
There are three typical similarity graphs: the ε-neighborhood graph (connecting nodes whose distances are shorter than ε), the fully connected graph (connecting all nodes with each other), and the k-nearest neighbor graph (connecting nodes u and v if u belongs to k nearest neighbors of v or v belongs to k nearest neighbors of u) [17] . The ε-neighborhood graph and k-nearest neighbor graph (k ≪ n) are usually sparse, which have advantages in computation. The typical similarity function is the Gaussian kernel function w ij = e
where σ is the kernel bandwidth. Algorithm 1 shows that spectral clustering transforms the data from its original space to the eigenspace of the Laplacian matrix and uses k-means to cluster data in that space. The representation in the new space enhances the cluster properties in the data so that the clusters can be linearly separated [17] . Therefore, traditional technique like k-means can easily cluster data in the new space.
We can use the normalized Laplacian matrix and its corresponding eigenvectors as the eigenspace. Shi and Malik [24] computed the first k eigenvectors of the generalized eigensystem as the eigenspace. These eigenvectors are in fact the eigenvectors of the normalized Laplacian
. Ng, Jordan, and Weiss use k eigenvectors of the normalized Laplacian L n = D −1/2 LD −1/2 as the eigenspace. It then requires the normalization of each row in the new space to norm 1 [20] .
Related Work
The spectral clustering method described in previous section involves the eigen decomposition of the (normalized) Laplacian matrix. It takes O(n 3 ) time and is not feasible to do for large graphs. Even if we can reduce it by using a sparse similarity graph and a sparse eigen decomposition algorithm with an iterative approach, it is still expensive for large graphs.
Most of the approaches try to approximate spectral clustering using sampling or low-rank approximation techniques. [7] used Nyström technique and [30] used column sampling to solve the eigensystem in a smaller sample and extrapolated the solution for the whole dataset.
[31] provided a framework for a fast approximate spectral clustering. A number of centers were chosen from the data by using k-means or a random projection tree. Then these centers were clustered by the spectral clustering. The cluster membership for each data point corresponding to its center was assigned using the spectral clustering membership in the center set. However, the center selection step is time consuming for large datasets.
[4] used the idea of sparse coding to design an approximate affinity matrix A = ZZ T (Z ∈ R s where s is the number of representatives, or landmarks in their word) so that the eigen decomposition of an (n × n) matrix A can be found from the eigen decomposition of a smaller (
, we have the eigen solution of L n . s landmarks can be selected by random sampling or by k-means method. They claimed that choosing the landmarks by randomly sampling is a balance between accuracy and performance.
However, all these methods involve data sampling either by choosing randomly or by a k-means selection. Using k-means or other methods to select the representative centers is costly in large datasets since the number of representatives cannot be too small. Moreover, any kind of sampling will suffer from the lost of information in the original data since the representatives may not completely represent the whole dataset and may not correctly capture the cluster geometry structures. Therefore, any approximation based on these representatives also suffers from this information lost. These facts will be illustrated in the experiments. Moreover, these approximations cannot be used directly for graph data.
Commute Time Embedding and Spectral
Clustering This section reviews the concept of the commute time, its embedding and the relationship between clustering in the commute time embedding and spectral clustering.
Definition 1.
The Hitting Time h ij is the expected number of steps that a random walk starting at i will take before reaching j for the first time.
Definition 2. The Hitting Time can be defined in terms of the recursion
where
Definition 3. The Commute Time c ij between two nodes i and j is given by c ij
Fact 4.2. 1. Let e i be the n dimensional column vector with a 1 at location i and zero elsewhere.
It is well known that
T and all λ i ≥ 0.
Assume
0 = λ 1 ≤ λ 2 . . . ≤ λ n .
The eigen decomposition of the Laplacian is
Remarkably, the commute time can be expressed in terms of the Laplacian of G [6, 5] . Proof. Equation 4.1 can be written as:
Thus the commute time is the square pairwise Euclidean distance between column vectors in space
Since the commute time can capture the geometry structure in the data, using k-means in the embedding θ can effectively capture the complex clusters. This is very similar to the idea of spectral clustering. The commute time is a novel metric capturing the data geometry structure and is embedded in the Laplacian eigenspace. Alternatively, spectral clustering maps the original data to the eigenspace of the Laplacian where the clusters can be linearly separated. However, there are some differences between Commute time Embedding Spectral Clustering (denoted as CESC) and spectral clustering.
• Spectral clustering only uses k eigenvectors of V while CESC uses all the eigenvectors.
• The eigenspace in CESC is scaled by the eigenvalues of the Laplacian.
In case of the normalized Laplacian L n = D −1/2 LD −1/2 , the embedding for the commute time
where V n and S n are the matrix containing eigenvectors and eigenvalues of L n . The normalized eigenspace is scaled more with the degree matrix. However, since the commute time is a metric independent to the Laplacian and k-means in the eigenspace uses the square Euclidean distance which is the commute time in the graph space, CESC is independent to the use of the normalized or unnormalized Laplacian.
Approximate Commute Time Embedding
Clustering The embedding θ = √ V G V S −1/2 is costly to create since it take O(n 3 ) for the eigen decomposition of L. Even if we can make use the sparsity of L in sparse graph by computing a few smallest eigenvectors of L [22] using Lanczos method [9] , the method is still hard to converge and thus is inefficient for large graphs. We adopt the idea in [25] to approximate the commute time embedding more efficiently. Speilman and Srivastava [25] used random projection and the linear time solver of Speilman and Teng [26, 27] to build a structure where we can compute the compute time between two nodes in O(log n) time. 
is a signed edge-vertex incidence matrix and W m×m is a diagonal matrix whose entries are the edge weights. 
Thus the commute time is the square pairwise Euclidean distance between column vectors in the space
These distances are preserved under the JohnsonLindenstrauss Lemma if we project a row vector in θ onto a subspace spanned by k RP = O(log n) random vectors [12] . We can use a random matrix Q kRP ×m where Q(i, j) = ±1/ √ k RP with equal probabilities regarding the following lemma.
Lemma 5.2. ([1]). Given fix vectors
and ǫ > 0, let Q kRP ×d be a random matrix so that
. With probability at least 1 − 1/n:
for all pairs i, j ∈ G.
Theorem 5.1. ( [25] ). Given ǫ > 0 and a matrix Z O(log n/ǫ 2 )×n = √ V G QW 1/2 BL + , with probability at least 1 − 1/n:
Proof. The proof comes directly from Lemmas 5.1 and 5.2.
Therefore we are able to construct a matrix Z = √ V G QW 1/2 BL + which c ij ≈ Z(e i − e j ) 2 with an error ǫ. Since to compute L + directly is expensive, the linear time solver of Spielman and Teng [26, 27] [25] .
where z i is the solution of z i L = y i using the linear time solver [25] we have: In Algorithm 2, θ = Z T ∈ R kRP =O(log n) is the embedding space where the square pair wise Euclidean distance is the approximate commute time. Applying k-means in θ is a novel way to accelerate spectral clustering without using any sampling technique and computing any eigenvector. Moreover, the approximate embedding is guaranteed with the error bound ǫ 2 and the method can be applied directly in graph data.
Analysis
Here we analyze the computational complexity of the proposed method. Firstly the k 1 -nearest neighbor graph is constructed in O(n log n) time using kd-tree. Y = √ V G QW 1/2 B is computed in O(2mk RP + m) = O(mk RP ) time since there are only 2m nonzeros in B and W is a diagonal matrix with m nonzeros. Then each of k RP rows of Z (denoted as z i ) is computed by solving the system z i L = y i in O(m) time where y i is a row of Y . Since we use k 1 -nearest neighbor graph where k 1 ≪ n, O(m) = O(n). Therefore, the construction of Z takes O(nk RP ) time. k-means algorithm in Z T takes O(tkk RP n) where k is the number of clusters and t is the number of iterations for the algorithm to be converged.
The summary of the analysis of CESC and other approximate spectral clustering techniques is in Table  1 . All methods create the embedded space where they use k-means to cluster the data. The dimension of the embedding of Nyström, KASP, and LSC is k -the number of clusters. For CESC, it is k RP .
Note that in practise, k RP = O(log n/ǫ 2 ) is small and does not have much differences between different datasets. We will discuss it in the experimental section. We can choose k RP ≪ n. Moreover, the performance of the linear time solver is observed to be linear empirically instead of O(m) [15] . Therefore, the construction of Z takes only O(nk RP ) in practise.
On the contrary, the number of representatives s cannot be very small in order to correctly represent the whole dataset. Therefore, the term O(s 3 ) cannot be ignored. It is shown in the experiment that CESC is faster than all other methods while still maintaining better quality in clustering results.
Experimental Results

Evaluation criteria
We report on the experiments carried out to determine and compare the effectiveness of the Nyström, KASP, LSC, and CESC methods. It included the clustering accuracy (percentage) and the computational time (second). For accuracy, it was measured against spectral clustering as the benchmark method since all of them are its approximations. The accuracy was computed by counting the fraction of matching between cluster memberships of spectral clustering and the approximate method, given by:
where n is the number of data instances, label(i) and c i are the actual cluster label and the predicted label of a data instance i, respectively. δ(·) is an indicator function and map(c i ) is a permutation function that maps cluster c i to a category label. The best matching can be found using Hungarian algorithm [3] .
Methods and Parameters
All the experimental results reported in the following sections were the average over 10 trials. We chose Gaussian kernel function as the similarity function for all the methods. The bandwidth σ was chosen based on the width of the neighborhood information for each dataset. For Nyström, KASP, and LSC, the eigenspace was created from the normalized Laplacian L = D −1/2 LD −1/2 since the normalized one is reported to be better [18] . Methods using the nearest neighbor graph chose k 1 = 10 as the number of nearest neighbor in building the similarity graph.
The followings are the detailed information regarding the experiments for each method:
k-means: all the approximate methods used kmeans to cluster the data in the embedding. The Table 1 : Complexity comparisons of all approximate spectral clustering methods. n, d, s, k RP , k is the number of instances, features, representatives, random projection columns, and the number of clusters, respectively.
Method
Sampling Affinity matrix Embedded space k-means
Matlab build-in function 'kmeans' was used. The number of replications was 5 and the maximum number of iterations was 100. The 'cluster' option (i.e. cluster 10% of the dataset to choose initial centroids) was used.
Spectral clustering: we implemented in Matlab the algorithm in [20] . Since it is not possible to do the eigen decomposition of the Laplacian matrix in fully connected graph for large datasets, a k 1 -nearest neighbor graph was built and the sparse function 'eigs' was used to find the eigenspace.
Nyström: we used the Matlab implementation of Chen et.
al [3] which is available online at http://alumni.cs.ucsb.edu/∼wychen/sc.html.
KASP: we implemented in Matlab the algorithm in [31] and used k-means to select the representative centers.
LSC: we used the number of k 1 = 10 for building the sparse matrix Z. In [4] , the representatives can be chosen by randomly sampling or by k-means. Since the random selection was preferred by the authors and had a better balance between running time and accuracy, we only used this option in the experiments.
CESC: the algorithm was implemented in Matlab. The number of random vectors k RP = 50 was chosen throughout the experiments. We used the Koutis's CMG solver [15] as the nearly linear time solver for creating the embedding. It is used for symmetric diagonally dominant matrices which is available online at http://www.cs.cmu.edu/∼jkoutis/cmg.html.
An example
A synthetic dataset featured the data clusters in the shapes of a phrase 'Data Mining' as in Figure 1 . It has 2,000 data points in 10 clusters. We applied CESC, Nyström, KASP, and LSC on this dataset. The number of representatives was 500 which was 25% of the data. The results are shown in Figure 1 . In the figures of Nyström, KASP, and LSC, the red dots are the representatives selected in their corresponding methods.
It can be seen from the results the weakness of sampling-based approximate methods and the strength of CESC. Although the number of representatives was large enough (25% of data), it did not completely capture the geometry structures of all clusters and thus there were splits in some characters which a part of the character was considered closer to other character due to the structure of the representatives. CESC on the other hand clustered all data points correctly since it used all the data information. The exact spectral clustering also clustered the dataset correctly.
Real Datasets
We tested all the four methods in several real datasets with various sizes obtained from the UCI machine learning repository [8] . The details of all datasets are in Table 2 . For all datasets, we normalized them so that all features had mean 0 and standard deviation 1.
Regarding the number of representatives, it cannot be too small to truely represent the data or too big to significantly slower the methods. For the first 3 small datasets (Segmentation, Spambase, and Musk), we used 20% of the data as the representatives. Medium sizes Pen Digits and Letter Rec used 10% of the data as the representatives. For the big size dataset Connect4, we only chose 5,000 as the representatives. It is less than 10% of data in Connect4. Since the computational time for large datasets will be very expensive for the sampling based methods if we use a high number of representatives, the percentage of the representatives will be less in larger datasets. Tables 3 and 4 show the clustering results in accuracy (percentage) and running time (second) for all the datasets. Considering the accuracy, CESC outperformed all the sampling based approximate methods in most of datasets although the number of representatives they used was high enough. Considering the computational time, CESC was also the fastest method in all datasets.
From the complexity analysis in Section 5.1, we can see that the bottleneck of CESC is the total running time of graph creation and k-means steps. This is clearly shown in the results in Table 5 , which presents the details in percentage of the running time of CESC for each dataset. The running time of the embedding step was dominated by the other two steps. The advantage is that there have been many studies in fast 6.5 Parameter sensitivity As we have already mentioned, k RP is small in practise and there is not much differences between different datasets. [28] suggested that k RP = 2 ln n/0.25 2 which is just about 500 for a dataset of ten millions points. We conducted an experiment with different k RP in each dataset. The results in Figure 2 show that the parameter k RP is quite small since the accuracy curve is flat when k RP reaches a certain value (other datasets also have similar tendency). It shows that our k RP = 50 was suitable for the datasets in the experiments. Moreover, experiments in last sections show that the graph creation is the most dominant step and the running time of CESC is significantly faster than all the others. Therefore, k RP can be quite small and does not considerably affect the running time of CESC. This is another advantage of CESC since it is not sensitive to the parameters in terms of both accuracy and performance. For sampling based methods, the selection of the number of representatives to balance between accuracy and speed is not trivial.
Graph Datasets
One more advantage of CESC over KASP, Nyström, and LSC is that it can work directly on the similarity graph while the others cannot since they have a sampling step on the original feature data. An experiment to show the scalability of the proposed method in large graphs was conducted in DBLP All the graphs were undirected. The largest connected component was extracted if a graph data was not connected. We arbitrarily chose 50 as the number of clusters for all the datasets. The results using CESC are shown in Table 6 .
In case of graph data, the running time of k-means was dominant the whole method. CESC took only less than 10 minutes to create an approximate embedding for the network graph of more than 1.3 million nodes.
DBLP case study Since all the above graphs are too big to do a qualitative analysis, a subset of main data mining conferences in the DBLP graph was analyzed. We selected only authors and publications appearing in KDD, PKDD, PAKDD, ICDM, and SDM. Each author also need to have at least 10 publications and his/her coauthors also need to have such minimum publications. This selected only authors who published highly in major data mining conferences and collaborated with the similar kind of co-authors. Then the biggest connected component of the graph was extracted. The final graph has 397 nodes and 1,695 edges.
CESC was applied to the subgraph with k = 50 clusters. Since researchers have collaborated and moved from research groups to research groups overtime, some clusters are probably a merge of groups caused by the collaborations and movings of prominent researchers. However, the method can effectively capture clusters representing many well known data mining research groups in CMU, IBM Research Centers (Watson and Almaden), University of California Riverside, LMU Munich, University of Pisa, University of Technology Sydney, Melbourne University, etc. [29] showed that the commute time between two nodes on a random geometric graph converges to an expression that only depends on the degrees of these two nodes and does not take into account the structure of the graph. Therefore, they claimed that it is meaningless as a distance function on large graph. However, their results do not reject our work because of the following reasons.
• Their proof was based on random geometric graphs which may not be the case in practise. The random geometric graph does not have natural clusters which clustering algorithms try to detect. Moreover, there were many assumptions for the graph so that their claim can hold.
• Their experiments showed that the approximation becomes worse when the data has cluster structure. However, the condition for an unsupervised distance-based technique can work well is the data should have a cluster structure so that the separation based on distance is meaningful. We believe that many real datasets should have cluster structures in a certain degree.
• Our experiments show that CESC had a good approximation to spectral clustering and thus is not meaningless in several real datasets. It shows that approximate commute time embedding method can still be potential for using as a fast and accurate approximation of spectral clustering.
As already mentioned in the experiments of real feature data and graph data, CESC has the bottleneck at the creation of the nearest neighbor graph and kmeans algorithm. The cost to create the embedding is actually very small comparing to the whole cost of the algorithm. Once we have the embedding, we can choose any fast partition or hierarchical clustering techniques to use on that. [3] proposed methods to improve the cost of creating the nearest neighbor graph and k-means in both centralized and distributed manners. Therefore, we believe CESC can be improved a lot more using these techniques. However, it is beyond the scope of this work.
Conclusion
The paper shows the clustering using approximate commute time embedding is a fast and accurate approximation for spectral clustering. The strength of the method is that it does not involve any sampling technique which may not correctly represent the whole dataset. It does not need to use any eigenvector as well. Instead it uses the random projection and a linear time solver which guarantee its accuracy and performance. The experimental results in several synthetic and real datasets and graphs with various sizes show the effectiveness of the proposed approaches in terms of performance and accuracy. It is faster than the state-of-the-art approximate spectral clustering techniques while maintaining better clustering accuracy. The proposed method can also be applied directly to graph data. It takes only less than 10 minutes to create the approximate embedding for a network graph of more than 1.3 million nodes. Moreover, once we have the embedding, the proposed method can be applied to any application which utilize the commute time such as image segmentation, anomaly detection, and collaborative filtering.
In the future, techniques to avoid the bottleneck of CESC including the acceleration of the graph creation and k-means will be investigated. Moreover, though the analysis and experimental results show that CESC and spectral clustering have quite similar clustering ability, a deeply theoretical analysis need to be done to examine the strength and weakness of each method against the other.
