In this paper, we propose delayed Long Short-Term Memory (dLSTM), an anomaly detection method for time-series data. We first build a predictive model from normal (non-anomalous) training data, then perform anomaly detection based on the prediction error for observed data. However, there are multiple states in the waveforms of normal data, which may lower prediction accuracy. To deal with this problem, we utilize multiple prediction models based on LSTM for anomaly detection. In this scheme, the prediction accuracy strongly depends on the method of selecting a proper predictive model from multiple possible models. We propose a novel method to determine the proper predictive model for anomaly detection. Our approach provides multiple predicted value candidates in advance and selects the one that is closest to the measured value. We delay the model selection until the corresponding measured values are acquired. Using this concept for anomaly detection, dLSTM selects the proper predictive model to enhance prediction accuracy. In our experimental evaluation using real and artificial data, dLSTM detects anomalies more accurately than methods in comparison.
Introduction

Background
For manufacturers, it is crucial to monitor production facilities to continually ensure that they are working correctly. It is therefore useful to automatically monitor the status of equipments and detect any anomalies. However, there are many kinds of failures, and it would be impractical to construct anomaly detection models suited to all kinds of anomalies.
To address this problem, anomaly detection typically uses models based only on normal (non-anomalous) data. In this approach, a model is constructed for the normal state of equipment. To detect anomalies, the degree of deviation between observed data and the normal state is then computed using this model. An advantage of this method is that anomalous data are not needed to build the model.
In this paper, we measure deviation from the normal state using the prediction error. If the prediction error is small, it is highly probable that the current state is similar to the normal state, while a large prediction error suggests that the current state is abnormal. This assumption is schematically illustrated in Fig. 1 . Time-series data change its behavior after an abnormal event occurs (see Fig. 1a ). Figure 1b shows the prediction errors at each timestamp, demonstrating that prediction error increases immediately after an anomaly.
In practice, sensor data are often used to monitor the status of equipment. Unfortunately, sensor data tend to contain noise, such as electrical noise on electromagnetic wavesignal lines. Also, sensor data waveforms are complicated in that there are multiple states in the normal data. We call the case in which there are multiple outputs for the same input multi-mode. Figure 2 shows this situation, with normal data in the training dataset. These normal data take one of two values, 1.0 and 3.0. Let State A and State B to be normal states setting the value to be 1.0 and 3.0, respectively. We study the learning behavior of this time-series data using predictive models. In Fig. 2 , the green box indicates input data and the red box shows the output data to be predicted. In this figure, we show two pairs of input-output relationships (State A-State B and State A-State A). Although the two subsequences in the green boxes are similar, the corresponding output is different. In this case, the input-output relationship is not unique. Therefore, precisely predicting the output is challenging. Because these features can be seen even in normal data, the prediction error does not always decrease, thus handling sensor data is a challenging task.
Time-series data often include seasonal or trend components. The behavior itself is therefore different and easy to distinguish. In contrast, multi-mode data are characterized by having multiple outputs for the same input. Since input and output data are not in one-to-one correspondence, it is difficult to identify the proper behavior of the output and overcoming this problem would allow practical use of this method in many industrial fields. To build a precise predictive model, it is important to represent the complicated input-output relationship. Several previous papers [1, 12] have used deep learning for anomaly detection. Deep learning can handle complicated data by embedding multiple nonlinear activation functions.
Recently, long short-term memory (LSTM) [7] has also been used in anomaly detection [1, 12] . LSTM has an advantage over incorporating the context of the sequence data. If we apply LSTM to time-series data, we can incorporate time dependency.
Although deep learning is a powerful technique, sensor data are often too complicated to capture using only one predictive model due to their noise and multi-mode characteristics. In this paper, we thus propose a new approach, delayed Long Short-Term Memory (dLSTM), that uses multiple predictive models embedded in LSTM to address the problem. A gating function [19] identifies a prediction model for the input among a collection of models. Our aim is also to select the proper prediction model like a gating function. Although a gating function attempts to identify a prediction model, it is difficult to select a proper one when we have several outputs for the same input (multi-mode). In multi-kernel learning for one-class classification, the aim is to obtain the proper weight for each kernel to represent the output. However, it is still difficult to derive the proper weight if we have multiple output for the same input.
If we can choose the proper model from among multiple prediction models, we can more flexibly predict future states and reduce prediction error, thereby clarifying the difference in prediction error between normal and abnormal states.
When we have multiple outputs for the same input within normal data, it is highly probable that prediction values of normal data should be similar to at lease one of outputs. It follows that the prediction values of abnormal data should be different from any of the output. In our proposed method, we select the prediction model with least prediction error. When the prediction error is high even if we select the one with least prediction error, the data is different from any of the output and it should be abnormal. We make use of this particular problem of anomaly detection to select the proper predictive model. Our approach uses prediction error to measure deviation from the normal state. Prediction error is defined as the difference between predicted and measured values.
Since measured values are necessary to compute prediction error, we only need to obtain the predictive value by the time we obtain the measured value. In other words, we can calculate the predicted value as soon as we acquire a measured value. By using this problem setting, we delay the timing of determining the predicted value until measured values are acquired, and we regard the predicted value as the output of the predictive model whose output is nearest to the measured value.
In our approach, the prediction error can be regarded as the difference between the measured value and the output nearest to the measured value. To the best of our knowledge, this is the first approach of its kind in anomaly detection area. By referring to the measured value, dLSTM switches the proper predictive model quickly and can adapt to complicated timeseries data.
Novelty of this study
We propose a novel anomaly detection method for time-series data by utilizing LSTM. LSTM is a powerful tool for capturing the context of sequential data, and is often used in fields such as natural language processing and speech recognition [17, 22] . Previous papers [1, 12] have used LSTM to detect anomalies from prediction errors.
These papers show how LSTM can capture long-term correlations in sequences and emphasize that one of the advantages of LSTM is that prior knowledge such as window size (w) is unnecessary. Therefore, LSTM is useful to obviate the need for a pre-specified window size, thereby obtaining competitive performance. To further improve performance, we need to explicitly tackle "multi-mode" problems. Ensemble learning is a good option for handling multi-mode output, therefore we developed it to making use of the particular problem of anomaly detection.
Our method is unique in that we consider the particular problem setting of anomaly detection. We focus on the setting in which we can delay the timing of prediction until we obtain the corresponding measured value. By making use of the measured value, we can select the proper predictive model and enhance prediction accuracy. To the best of our knowledge, this is a novel application of LSTM for anomaly detection. Moreover, this paper empirically demonstrates that our proposed method more clearly detects anomalies than do existing methods.
Related works
This section summarizes application of the method to timeseries data for anomaly detection. The simple anomaly detection method is to detect anomalies by comparing data with known anomalies [4] . However, this method cannot identify unknown abnormal patterns.
Recently, online anomaly detection has been proposed. For example, Takeuchi et al. [23] proposed|Change Finder to simultaneously detect anomalies and outliers. Hill et al. [6] applied an autoregressive model to detecting anomalies according to deviation from normal data, and it is broadly assumed that anomaly scores rise sharply with general anomaly detection. Miyaguchi et al. [14] proposed a method that can be applied when scores rise gradually. Online anomaly detection is extremely fast, but the model for online anomaly detection is relatively simple and does not deal well with irregular and complicated waveforms.
To monitor manufacturing equipments, data are usually acquired from sensor devices and a large amount of normal data are often recorded. In this type of approach, we begin by learning a model from a large amount of normal data, and then we perform anomaly detection by reference to the model. The advantage of this approach, introduced below, is that it can handle many anomaly types. Hayton et al. [5] proposed a method that uses a one-class support vector machine that can represent nonlinear relations. Although the one-class support vector machine builds a model from normal data, it does not utilize multiple models to handle multi-mode conditions.
Recently, deep learning has been widely applied to handling the complex features of time-series data. In particular, LSTM [7] is a well-known deep learning method based on recurrent neural networks, and is embedded in many methods [1, 12] . LSTM was originally applied to natural language processing [22] and speech recognition [17] .
Anomaly detection methods using normal data can be classified into methods based on prediction errors and those based on reconstruction errors. When the prediction error is used, a model is built to predict future values of timeseries data and to perform anomaly detection by checking the prediction error from observed data [1, 12] . When the reconstruction error is used, a model is built to reconstruct the time-series data, often using an autoencoder [11] . Then, we perform anomaly detection by checking the reconstruction error for observed data. These deep learning methods use only one predictive model, and it is difficult to apply to multi-mode cases. We fundamentally improve this approach by using multiple models.
The input-output relation is deterministic when deep learning are applied to, which makes it difficult to deal with multi-mode cases. One proposed approach extends anomaly detection to use of a probabilistic model with deep learning [21] . Even in this approach, however, estimating accurate output distributions from similar inputs is a challenging task.
Another approach to dealing with multi-mode outputs is the ensemble approach, such as the anomaly detection methods proposed by Rayana and Akoglu [15] . However, this approach is best suited to network data. Maruyama et al. [13] proposed an anomaly detection method that dynamically selects models from data. Prediction errors are characterized by the property that they cannot be computed until both measured and predicted values are acquired. The main advantage of this property is that we can delay the timing of obtaining predictive values until we obtain the measured values. Ensemble approaches do not focus on this property of prediction errors.
Organization of this paper
The remainder of this paper is organized as follows. Section 2 introduces a framework for anomaly detection, and Sect. 3 describes our proposed method for time-series anomaly detection. Section 4 introduces the setting for evaluation, and Sect. 5 shows experimental results. Section 6 concludes this paper.
Anomaly detection based on data from a normal state
This section introduces a framework for building a model based on only normal data for detecting anomalies in observed data.
In this paper, we use a training dataset that contains only normal data and an observed dataset. We assume that there is only one anomaly occurrence and that all data after the anomaly are abnormal. We consider univariate time-series data here for simplicity, but multivariate time-series data can be approached in the same way by vectorizing the data. Our proposed method can be divided into three steps. In
Step 1 (Fig. 3, Step 1) , we learn the behavior of normal data from the training dataset using deep learning. Specifically, we construct a prediction model that predicts normal data as accurately as possible to learn its behavior. In Step 2 ( Fig. 3, Step 2), we use the prediction model built in Step 1 to sequentially predict values in the observed dataset. However, since sensor data include noise, there is a high possibility that this noise affects the prediction error. To mitigate the influence of noise, in Step 3 (Fig. 3, Step 3) we apply a lowpass filter and then calculate an anomaly score representing Step 1: Build models using only normal data.
Step 2: Obtain the prediction error for the observed dataset.
Step 3: Calculate the anomaly score from the prediction error the degree of anomaly. Note that dLSTM is only related to Step 1.
Predicting time-series data within the normal state
This section describes dLSTM and its application to obtaining the prediction error and anomaly score based on the prediction error. Section 3.1 describes our proposed prediction method, dLSTM. Section 3.2 describes the method for obtaining the prediction error for the observed dataset. Section 3.3 shows how to obtain an anomaly score for the observed dataset.
Building dLSTM model: step 1
In this section, we sequentially predict training data of size T 1 , which includes only normal data within a window size w to capture the normal state. Here, we denote the time between a and b (inclusive) as a : b. We consider the case of obtaining the predicted values for time t + 1 : t + w. We first describe the procedure for obtaining the prediction error, and then derive the objective function. Anomaly detection is generally performed based not on the predicted value, but on the prediction error. Since we need both predicted and measured values to derive the prediction error, it follows that we can delay the timing for obtaining the predicted value until the corresponding measured values are available. Figure 4 illustrates our approach. We predict the values sequentially, considering the information of the predicted value at time i (t + 1 ≤ i ≤ t + w). In previous approach, values between t +1 and t +w are predicted deterministically at time t [1, 12] and green ones are predicted values. In contrast, our approach provides candidate values denoted by gray circles at time t and determines each predicted value denoted by blue circles at the time that the corresponding measured value is obtained (time i). Focusing on time i (t + 1 ≤ i ≤ t + w), the delay period is the period between t and i, because our method and the conventional method obtain the predicted value at times i and t, respectively. Note that there are multiple candidate values (gray circles) in dLSTM and single predicted value (green circle) in previous approach at each time stamp. The feature of our prediction error is that it includes the information of a measured value when we determine the predicted value. On the other hand, we do not include the information of a measured value to derive the predicted value in the previous approach.
Our approach presents candidates of predicted values at time t from multiple predictive models at each timestamp within t + 1 : t + w. Then, we determine the predicted values at time i, with i ∈ [t + 1 : t + w] among candidates. We provide multiple predictive models and denote the number of prediction models by N . We denote the measured and predicted values for time t +1 : t +w by X t+1:t+w ∈ R w and Y t+1:t+w ∈ R w . Let f n be the n th predictive model and let the corresponding predicted values be Y n t+1
. In our approach, we determine the predicted value (y i ) at time i from the candidates of the predicted value (y n i ). In this paper, we use deep learning as a prediction model f n . Because multiple nonlinear activation functions are used, complex input-output relations can be captured using deep learning. Analyses of sequential data in fields such as speech recognition and natural language processing often embed LSTM. In LSTM, cells store internal states and consider past information by sequentially updating that internal state. It is thus possible to consider time-dependent effects over long periods of time, such as deterioration of devices as they age, through incorporation into models using LSTM. Below, we show an example of predicting time-series data through 5-layer deep learning.
Note that g 1 , g 2 , and g 3 are activation functions, such as sigmoid functions or a rectified linear unit (ReLU). We express W n j and b n j as the weight matrix and noise vector of the jth layer, respectively. There are N output types based on the prediction models described above, and we compare the output of each prediction model (y n i ). These are candidates for the final predicted value (y i ). In our proposed method, the final predicted value at time i is determined as the prediction model output that is closest to the corresponding measured value (i.e., the output giving the smallest prediction error). Let x t be the measured value at time t, that is,
Then the final predicted value y i at time i is calculated as
where
It can be seen that the prediction accuracy is improved by using measured values. We repeat this procedure from time t + 1 to time t + w to obtain the final predicted values (Y n t+1:t+w ). Figure 5 illustrates our approach for N = 2. The case where there are multiple outputs from the same input is called the multi-mode case. If each of the predictive models corresponds to the outputs, one of the prediction errors should be small when applied to all predictive models. In other words, if predictive performance deteriorates even when the model with the best prediction performance is applied, it is certain that data deviates from the normal and is thus abnormal. Therefore, we use the predictive model with the least predictive error.
We next describe the objective function of our proposed method. Even normal data sometimes include outliers, thus it is conceivable that general performance will decrease if we build a prediction model that is forced to respond to both normal data and to outliers. We thus improve generalization performance by deleting outliers from the training data. The deep learning framework applies minibatch training. We set the size of a minibatch to be B. It follows that Bw predicted values are calculated in each minibatch training.
We express the mean and standard deviation of (y t − x t ) as μ and σ , respectively (1 ≤ t ≤ Bw). We regard the value at time t as an outlier when it does not satisfy
Therefore, we classify whether measured values in the training dataset are outliers when we obtain measured values, and eliminate these outliers. From the above, the prediction error for each minibatch in this case is
, (8) where I is an indicator function that returns 1 if the condition is satisfied and 0 otherwise. The objective loss function is
Note that Loss(t) corresponds to the prediction error between time t and t + Bw. For each measured value, our proposed method selects the model with the least prediction error, and parameters of only the corresponding model are updated using back propagation so that prediction error decreases. As a result, it is possible to generate prediction models more specific to the measured values. Although LSTM can ideally incorporate all past time dependencies into the model, in practice, available memory limits the amount of past data that can be considered. Therefore, truncated back propagation through time (tBPTT) is often used to forget past information beyond a constant multiple of the window size. In this paper, we use Adam [8] for the back propagation method and forget past information beyond L window sizes.
The following summarizes Algorithm 1, corresponding to Step 1. In lines 7-21 of Algorithm 1, we derive a loss value and update parameters based on the loss in each minibatch.
Calculation of prediction error: step 2
This section describes the method of obtaining the prediction error for observed data of size T 2 . When applying to the observed data, we use the dLSTM built in Step 1. The prediction error at time i is represented as (x i − y i ) 2 , where y i is from Eq. (5). For each window size w, we prepare N predictive models and choose the one whose output is closest to the corresponding measured value. We can thus determine the prediction error as soon as we acquire the measured value. We build the predictive models and adapt their parameters in Step 1. However, as we sequentially read the observed dataset, we can update the internal state of LSTM. Moreover, which model we choose depends on the observed dataset, and Set S = 0 (Initialize the cumulative loss function).
7:
for j = 0 →int(T 1 /w)−1. do 8:
Set t = wj.
9:
for n = 1 → N . do 10:
Obtain the nth candidate (Y n t+1:t+wj ) according to Eq. (4). 11: end for 12:
Choose the predicted value y i at time i from candidates according to Eq. (5). 14:
end for 15:
Set the loss value Loss(t) according to Eq. (9).
16:
S ← S + Loss(t) (Update the cumulative loss function).
17:
if j is a multiple of L then 18: Update the parameters of dLSTM using tBPTT to decrease the value of S. 19:
end if 21:
end for 22: end for we dynamically switch the proper predictive model according to the measured value. This allows capturing complicated time-series datasets. Algorithm 2 shows the algorithm for Step 2.
Deriving the anomaly score: step 3
This section describes a method for deriving an anomaly score based on the prediction error. Measured values from sensors are often affected by noise. Therefore, low-pass filters are often used to remove these effects. In this paper, we use a popular type of low-pass filter called a median filter for each filtering window size (l). The anomaly score S(t) at time t is obtained as
When l is 10,000 and the data frequency is 10 Hz, a common situation in manufacturing fields, S(t) is derived based on data within the previous 1000 s (≈ 20 min). Most parameters for predictive models are learned from normal data in the training dataset. Therefore, S(t) measures the deviation of data from the normal state at time t even after the occurrence of anomaly S(t). Setting a large filtering window stabilizes performance by removing noise influences. However, small filtering windows are advantageous in that they allow prompter detection of anomalies. Algorithm 2 shows the algorithm for Step 3. Generally, there are two error types: false positives, where normal data are classified as abnormal, and false negatives, Algorithm 2 Algorithm for obtaining the anomaly score (Steps 2, 3). 1: INPUT: dLSTM parameters; window size: w, filtering window size:
l, and observed dataset X ∈ R T2 . 2: OUTPUT: Anomaly score at time t (S(t)). 3: • STEP 2 4: Load the dLSTM parameters learned in Step 1.
Obtain the predicted value y wi+ j at time wi + j according to Eq. (5) 8: end for 9: end for 10:
Obtain anomaly score S(t) according to Eq. (10). 13: end for where abnormal data are classified as normal In manufacturing, it is likely that false positives are more problematic than false negatives. When the likelihood of false positives is high, alarms are issued too often, increasing human resource demands. It may cause the case that we are not afford to investigate the equipment when the true anomaly happens. On the other hand, false negatives happen when setting a large filtering window, because the anomaly score does not increase rapidly until the period corresponding to the length of the filtering window elapses after the occurrence of the anomaly. In this case, the influence of false negatives are limited to products produced in this period and we can assess the impact of false negative.
Experimental settings
This section introduces settings for comparing performances using artificial and real data.
Model architecture of dLSTM
This section introduces the network architecture for our proposed method. Our method uses multiple prediction models, setting the number of models N to 2 or 10. Furthermore, we ensure that part of the architecture is shared among N predictive models. We can reduce the number of parameters by partly sharing architectures and efficiently learning the parameters. Each predictive model shares structures for the first seven layers and independently updates the parameters for the last two layers. Note that the first layer is the input layer and the last layer is the output layer. Therefore, each predictive model is composed of nine layers with sizes [w, and #7·#8. For layers without embedded ReLU, we do not embed any kind of activation function. To enhance generalization performance, we incorporate a regularization term for the weight matrix W i for each layer with L2 regularization, using a parameter λ = 0.05. Figure 6 shows an overview of the network architecture.
Comparative methods
As described in Sect. 1.3, anomaly detection using deep learning can be divided into two approaches: those based on prediction error and those based on reconstruction error. Our proposed method (dLSTM) is based on prediction error. In this section, we introduce two comparative methods using prediction error and three methods using reconstruction error.
We first consider methods using prediction error. dLSTM has two main features, use of multiple predictive models and delayed prediction. To verify the effectiveness of multiple models and delayed prediction, we provide two comparative methods, Single and Predet. Single is essentially same as the same as in [1, 12] using one predictive model. In contrast, Predet provides multiple predictive models. However, Predet determines which model to choose before acquiring a measured value.
We next deal with methods using reconstruction error. Autoencoder is a neural network that reconstructs input as accurately as possible. We capture waveforms of normal data using autoencoder and derive an anomaly score based on the reconstruction error. We thus assume a high probability that anomalies occur when the reconstruction error is large. Many autoencoders have been proposed. We introduce three typical autoencoders as comparative methods, namely the stacked, contractive, and variational autoencoders.
For all methods, we set the window size w to 100, L (used for tBPTT) to 15, and B (for minibatch) to 200. The number of iterations is 350 unless otherwise noted.
See Sect. 5.6 for a discussion of methods not based on deep learning. w] . LSTM is embedded between the second and third layers and between the third and fourth layers. LSTM is multiply embedded in [1, 12] , and ReLU is embedded between the layer pairs #2·#3, #3·#4, #8·#9, and #9·#10.
Single
Our proposed method utilizes multiple predictive models. The Single comparison model is a single predictive model comprising eleven layers. The layer sizes are [w, 3w 4 , 2w 3 , w 2 , w 3 , w 4 , w 3 , w 2 , 2w 3 , 3w 4 ,
Predet
One main feature of the proposed method is that the prediction timing is delayed. The predetermined predictive model (Predet) is a comparison method corresponding to the case where multiple prediction models are used but prediction is predetermined, not delayed. Let the output of the n th predictive model be V n t = f n (X t−w+1:t ), where f n (·) is deep learning with the same architecture used in our proposed method. We determine which model to choose according to the variable 
CAE
Contractive autoencoders (CAE) [16] can enhance generalization performance by incorporating a penalty term corresponding to the Frobenius norm of the Jacobian matrix of an activation function. Let x ∈ R d x , f (·) and h ∈ R d h respectively be the input, an activation function, and the output resulting from applying the activation function to the input. Its formulation is h = f (W x + b). In [16] , a sigmoid function ( f (z) = 1 1+exp −z ) is used as an activation function and the corresponding penalty term is
We set the regularization parameter to be 0.01. The sizes of the layers are [w, 
SAE
The stacked autoencoder (SAE) is a feed-forward multilayer neural network. Embedding multiple nonlinear activation functions allows capturing complex sensor data. This method was inspired by Sakurada and Yairia [18] . The layer sizes are [w, 
VAE
The variational autoencoder (VAE) [9] is a probabilistic model. It first produces mean and logarithm-of-variance values. It then provides a random variable based on these values and applies the nonlinear activation function to obtain the desired output. Unlike CAE and SAE, VAE is not a deterministic autoencoder. We first describe the architecture for obtaining the mean and logarithm-of-variance values. The layer sizes are [w, ReLU is embedded between the layer pairs #2·#3, #3·#4, and #4·#5.
Artificial datasets
This section shows how artificial datasets are generated. Let x t be the measured value at time t. As preprocessing, we convert x t to
, where μ train and σ train are respectively the mean and the standard deviation of the training data for each dataset. For each dataset, there is only one occurrence of anomaly and all the data after the occurrence of the anomaly are abnormal data.
Sin-data
Sensor data exhibit periodicity with a slightly varying period. We generate the first artificial dataset (sin-data) by slightly changing the period T of a sine curve. For the normal state, T is the integer part of the variable taken from the normal distribution N (50, 5). We add noise from the normal distribution N (0, 0.3) at each timestamp. Therefore, the value for each period T at time t is
where is a variable following N (0, 0.3).
For the abnormal state, the period T is the integer part of the variable from the normal distribution N (40, 5), and the other parts are identical to the normal state. The training dataset is generated by repeating Eq. (12) 10,000 times for the Fig. 7 a ECG dataset. b Uwave dataset Fig. 8 Relations between number of iterations and prediction error (training error) for a sin-data. b sincos-data, c ECG, d Uwave, and e plant normal state. The observed dataset is generated by repeating Eq. (12) 5000 times for the normal state and then repeating Eq. (12) 5000 times for the abnormal state.
Sincos-data
We next show the second artificial dataset (sincos-data). Here, we assume a more complicated case by combining a sine curve and a cosine curve and adding noise. The specific generation method is as follows: 
where, is a variable independently following N (0, 0.3).
For the normal state, we respectively set A and B to 5 and 6, and T 3 , T 4 , T 5 , and T 6 are the integer parts of the variable independently taken from N (50, 5).
For the abnormal state, we respectively set A and B to 6 and 7, and T 3 , T 4 , T 5 , T 6 are the integer parts of the variable independently taken from N (40, 5).
To generate the training dataset, we repeat from Eq. (13) to Eq. (16) 2500 times with normal state parameters. To generate the observed dataset, we repeat from Eqs. (13) 
Real datasets
This section introduces the real datasets. Let x t be the measured value at time t. As preprocessing, we convert x t to
, where μ train and σ train are respectively the mean and standard deviation of the training data for each dataset. For each dataset, there is only one anomaly occurrence, and all data after the anomaly are abnormal.
ECG
The real dataset considered here is an ECG dataset provided by PhysioBank. 1 Among the many PhysioBank datasets, we chose the 102nd record of the MIT-BiH Arrhyhmia Database (mitdb). The mitdb is widely used for testing anomaly detection [3, 10, 20] . According to an annotation to this dataset, a pacemaker is used most of the time, but from time 29,276 to time 62,531 the dataset corresponds to regular heartbeats. We regard the pacemaker heartbeat as the normal state and regular heartbeats as the abnormal state, and aim to detect regular heartbeats.
We generate the training and observed datasets by extracting data from the original dataset after time 63,001 and before time 63,000, respectively. The observed dataset thus includes both normal and abnormal states (see Fig. 7a ). The red line represents the time when the abnormal state occurred. According to Fig. 7a , the amplitude greatly differs before and after the anomaly.
Uwave
The Uwave dataset is generated by processing a dataset provided by UCR 2 [2] . Among the many UCR datasets, 2 http://www.cs.ucr.edu/~eamonn/time_series_data/.
we chose UWaveGestureLibraryALL, because this dataset is relatively large and suited to deep learning. This dataset was originally designed for classification tasks. In order to adapt it to anomaly detection tasks, we generated the training dataset by concatenating all data with the label "7" from UWaveGestureLibraryALL_TEST dataset. We also generated the observed dataset by first concatenating all data with the label "7" and then concatenating all data with the label "2" from UWaveGestureLibraryALL_TRAIN dataset. Therefore, the training and observed datasets are univariate datasets, and we regard the original data labeled "7" as normal data and original data labeled "2" as abnormal data. Figure 7b shows the observed dataset. The red line shows the time when an anomaly occurred. In Fig. 7b , the amplitude increases after the anomaly occurs. Fig. 14 Anomaly score at each time after normalization (R(t)) using the reconstruction error setting the size of the filtering window l to 1 for a sin-data, b sincos-data, c ECG, d Uwave, and e plant. The red line represents the time when the anomaly occurred (color figure  online) 
Plant
This dataset contains sensor data from monitoring the equipment states. Only one failure occurred during measurements with this device, at time 1,036,835. We generated training and observed datasets based on the original dataset up to time 497,545 and after time 497,546, respectively. We must omit further description of this dataset to maintain confidentiality.
Results
This section evaluates the performance of dLSTM using the various datasets. We denote our proposed method with N predictive models as dLSTM(N ) and denote the Predet method in a similar manner.
Prediction accuracy performance
As described in Sect. 1.1, sensor data contain noise and multi-mode. Therefore, accurate predictions are challenging. dLSTM thus provides multiple predictive models with delayed predictions. Figure 8 shows prediction errors for the training dataset. This figure shows that the prediction error for dLSTM is greatly small and that dLSTM captures training data more accurately than do the comparison methods for all datasets.
We next check the effect of noise and multi-mode data. Figures 9 and 10 show raw data for sincos-data and the prediction error for the training dataset when dLSTM (2) and Single were applied, respectively. From Fig. 9 , sincos-data contains noise, and prediction error from dLSTM (2) is consistently low as compared with Single. Focusing on Fig. 10 , although raw data within windows a and b are similar, the following subsequences seem to be dissimilar, especially within the red boxes. Figures 11 and 12 illustrate raw data from Uwave dataset and the prediction error for the training dataset when dLSTM (10) and Single were applied. Similar observations can be seen in this real dataset. Therefore, with the existence of multi-mode large prediction errors occur within the red boxes for these datasets. dLSTM performed well in the same region by using multiple models with delayed prediction and effectively handled multi-mode data.
Anomaly detection performance
This section introduces the results for performance of anomaly detection. To compare the performance of different methods, we normalized anomaly scores within the observed dataset using the mean and standard deviation of anomaly scores for normal data in each observed dataset and method. We normalized the anomaly score S(t) at time t by converting it to R(t) ≡
S(t)−μ S(t) σ S(t)
, where μ S(t) and σ S(t) are respectively the mean and standard deviation of S(t) in the normal state. Note that while S(t) takes a positive value, R(t) can be negative. Normalizing the R(t) values in the normal state for all methods makes it easy to compare differences between normal and abnormal anomaly scores. For example, if R(t) = 3, then observed data at time t differs from the nor- To quantitatively evaluate R(t), we provide a performance measure named the m-score ∈ R. The m-score value is the median of normalized anomaly scores R(t) within the abnormal state. When an anomaly occurs at time t 1 and the size of the observed dataset is T 2 , the corresponding value m-score is
If the m-score is large, the method clearly distinguishes between abnormal and normal states. We next evaluated the performance in terms of the filtering window size (l). As described in Sect. 3.3, the filtering window size is crucial for anomaly detection.
We first show the results when setting the filtering size window to 1, which is equivalent to executing only Steps 1 and 2. Figures 13 and 14 illustrate the performance of each method when setting the size of the filtering window l to 1. Table 1 describes the median value of normalized anomaly scores within the abnormal state (m-score), setting the size of the filtering window l to 1. Note that elements in Table 1 can take negative values.
In Figs. 13 and 14 , we can visually identify the change to anomalous scores in sin-data and sincos-data. However, from Table 1 , the median values in sin-data and sincos-data are greatly small (generally less than 0.5), and there is a high possibility that the anomaly cannot be detected. This implies that Step 3 is necessary for anomaly detection.
Several median values in Table 1 were negative values. To consider the cause of these negative values, we derive the m-score by two procedures, normalizing the anomaly score R(t) and calculating the median of R(t). We focus on the second procedure. If the distribution of the anomaly score is symmetric, the mean and the median values should be the same. Figure 15 shows the sorted normalized anomaly score R(t) for Uwave in the training data. The scores have a long- Fig. 17 Anomaly score at each time after normalization (R(t)) using the reconstruction error, setting the size of the filtering window l to be 1000, for a sin-data, b sincos-data, c ECG, d Uwave, and e plant. The red line represents the time when the anomaly occurred (color figure online) tail distribution with mean and median values of 0.00 and − 0.38, respectively. This distribution is asymmetric with a smaller median than mean, causing some values in Table 1 to take negative values. This also implies that there are outliers even in the training dataset from the perspective of deep learning. Because the median is generally a more robust and conservative measure than the mean, we adopt median values as a performance measure of R(t).
Evaluation of step 3 effects
We evaluated the performance when setting a large filtering window size (1000 or 10,000). Tables 2 and 3 describe the median normalized anomaly score R(t) for each method, setting the filtering window l to 1000 and 10,000. Values marked 1st and 2nd respectively represent the largest and second-largest values in the dataset.
Filtering window: 1000
This section describes the results when setting the filtering window size to be 1000. According to Table 2 , our proposed approaches (dLSTM(2) and dLSTM(10)) worked better than did the comparative methods for the artificial and Plant datasets. For the artificial datasets (sin-data and sincos-data), dLSTM(10) was significantly better, and dLSTM(2) showed the best performance for the Plant dataset. Meanwhile, Single produced the best performance for the ECG and Uwave datasets. However, the difference in m-score between Single and dLSTM is at most about 4 (7.832 (Single ECG) − 4.100 (dLSTM(2) ECG)), and this difference is sufficiently small as compared with the cases when the artificial and Plant datasets are applied. This implies that there is no significant difference in performance among methods when ECG and Uwave are applied. Fig. 18 Anomaly score at each time after normalization (R(t)) using the prediction error, setting the size of the filtering window l to be 10,000, for a sin-data, b sincos-data, c ECG, d Uwave, and e plant. The red line represents the time when the anomaly occurred (color figure online) Figures 16 and 17 compare the performances of the methods. These figures correspond to Table 2 . Although there is no obvious difference between the methods as in the case of ECG and Uwave, we find that dLSTM is superior, as for other datasets. This is because both ECG and Uwave are biological data, and thus subject to noise. Removing the impact of noise is necessary to obtain positive performance, and setting a large filtering window is a workable alternative. Although waveforms for sincos-data are discontinuous according to Eqs. (13) to (16) , and despite Plant being a real dataset thus potentially complex, the impact of noise is not as large as in the biological data. Therefore, dLSTM outperformed methods in comparison when setting the filtering window to be only 1000.
Filtering window: 10,000
This section shows the results when setting the filtering window size to 10,000. According to Table 3 , dLSTM (10) worked better than the comparative methods for all datasets except for Plant, where dLSTM(2) showed the best performance. Because setting a large filtering window size in Step 3 effectively mitigates the impact of noise, the m-score values improved for every method and dataset pair. In real operations, we set the threshold and alarm if R(t) exceeds the threshold. Because there is a clear difference in R(t) between the normal and abnormal state, dLSTM is advantageous and the detection performance does not change significantly even when thresholds are slightly changed. We refer to a method as being robust if its performance does not significantly change when the threshold is slightly changed. Figures 18 and 19 compare the performances of the methods. These figures correspond to Table 3 . The behavior of R(t) is stable as compared with the case when the filtering window size is 1000, and dLSTM outperformed other methods in terms of m-score.
Our approach generally outperformed the comparative methods. As Tables 2 and 3 show, dLSTM(10) showed the Fig. 19 Anomaly score at each time after normalization (R(t)) using the reconstruction error setting the size of the filtering window l to be 10,000, for a sin-data, b sincos-data, c ECG, d Uwave, and e plant. The red line represents the time when the anomaly occurred (color figure online) best performance for 6 out of 10 measures, while either dLSTM(2) or dLSTM(10) showed the best performance for 8 out of 10 measures, when separately counting different values of l.
The effect of filtering window size
We next consider the effect of large value for the filtering window size. A large filtering window is helpful in removing the negative impact of noise, and anomaly score values are stable when the filtering window size is 10,000. Note that R(t) grows gradually after an anomaly, since we take the median of the latest l values of the prediction error.
One side effect of setting a large filtering window size is that it takes longer to increase the anomaly score. Except for the (e) Plant data, anomalies can be recognized within 1000 timestamps after their occurrence when setting the filtering window size to be 1000, because the anomaly score grows within this period. However, we cannot recognize changes in anomaly score indicated by the orange lines when setting the filtering window size to be 10,000.
Although the small filtering window size is helpful in promptly detecting anomalies, its performance can be high, depending on the threshold. This is because the m-score is small when the filtering window size is 1000, making it more sensitive to the threshold. To aim for stable operation and to reduce false-positive alarms, setting a large filtering window is a powerful option.
Evaluation of threshold robustness
This section quantitatively evaluates the threshold effects for anomaly score R(t). We prepared six performance measures: Fig. 20 Enlarged view of anomaly scores at each time after normalization using prediction error (R(t)). Left and right figures respectively correspond to filtering window l sizes of 1000 and 10,000 for a sin-data, b sincos-data, c ECG, d Uwave, and e plant. The red and orange lines respectively represent times when the anomaly occurred and 1000 timestamps after (color figure online) Fig. 21 Enlarged view of anomaly score at each time after normalization using reconstruction error (R(t)). The left and right figures correspond to setting the size of the filtering window l to 1000 and 10000, respectively. a sin-data, b sincos-data, c ECG, d Uwave, and e plant. The red and orange lines respectively represent times when the anomaly occurred and 1000 timestamps after (color figure online) We first varied the threshold from 0 to 100 and obtained the resulting values for Precision, Recall, and F-measure based on R(t) and the threshold. If R(t) exceeds the threshold, we classify the data at time t as abnormal. We regard an abnormal data point as a positive sample and a normal data point as a negative one. Under a small threshold, most data are classified as abnormal and the value of Recall is high. Figures 22, 23, 24 , 25, 26 and 27 show values for Precision, Recall, and F-measure setting the filtering window size as 1000 or 10,000 against the threshold. According to Figs. 22 and 23, a large filtering window size helps stabilize the performance of Precision by mitigating the impact of noise. The behavior of Precision is similar to that of other methods, and there are only small differences in performance. In contrast, Figs. 24, 25, 26 and 27 show that both of our proposed methods (dLSTM(2) and dLSTM(10)) produced high values for Recall and F-measure in most cases. For example, in Fig. 27e , dLSTM(10) performed best among all methods in terms of Fmeasure. If the threshold is between 5 and 10, the F-measure is over 0.9, supporting the results in Table 2 showing the effectiveness of our proposed methods. Since the F-measure considers the trade-off between Precision and Recall, it is an important practical indicator and our proposed method achieved the stable performance by varying threshold value.
We next introduce FPN and OP. FPN represents the number of timestamps exceeding the threshold for normal data within the observed dataset. A lower FPN value denotes fewer false positives, and OP represents how rapidly we detect anomalies. The definition of OP is the time period between the occurrence of an anomaly and the first time after the anomaly when the anomaly score exceeds the threshold in the observed data. A lower OP value denotes prompt anomaly detection. Let T 2 , t 1 , and C ∈ R respectively be the size of the observed dataset, the time when the anomaly happened, and the threshold. Mathematical definitions of FPN and OP are 
We varied the threshold from 3 to 99 and calculated mean FPN and OP values for each method and dataset. Tables 4, 5 Tables 4 and 6 show that either dLSTM(2) or dLSTM(10) detected anomalies in most cases, regardless of the size of the filtering window. Although the corresponding mean FPN values are larger than in the comparison methods (Tables 5 and 7) , the difference is at most about 110 (110.082 (Plant dSLTM(2)) −0.000 (Plant VAE)) and this value is significantly small considering the size of the normal data within the observed dataset (539289 = 1036835 − 49746). dLSTM thus promptly detects anomalies while maintaining a low false-positive rate for each filtering window size.
We next consider valid threshold ranges. CM is the margin between normal and abnormal data when 1% false positives and false negatives are allowed.
Let Percentile(x, q), t 1 , x ∈ R T 2 , and l respectively be the function to compute the q% percentile, the time when the anomaly occurred, the observed dataset with size T 2 , and the filtering window size. The definition of CM is CM = Percentile(x t 2 +l:T 2 , 1) − Percentile(x 1:t 1 −l , 99).
The method is robust against the threshold as the value of CM is large. If CM takes a negative value, it follows that it is impossible to maintain false positives and negatives below 1%, regardless of the threshold. Tables 8 and 9 summarize the CM for each method and dataset. Table 8 shows that all CM values are below 0 for ECG and Uwave when the filtering window size is 1000. It is thus impossible to set a proper threshold. This result also suggests that a large filtering window size is necessary. dLSTM showed the positive performance for other datasets. Focusing on Plant, only dLSTM(2) took a positive value and achieved acceptable levels (false positives and negative were both below 1%). dLSTM produced the best results when setting the filtering window size to 10,000. Therefore, dLSTM is superior in that it shows positive results in many cases, even when the threshold value is changed.
From the viewpoint of FPN, OP, and CM, dLSTM promptly detects anomalies while maintaining a low number of false positives, and its performance is robust against thresholds.
Computation time
This section considers computation times. We implemented all methods in Chainer and computed two computation times on a single GPU (Nvidia M40). The first computation time is that required for building the model for each iteration, corresponding to Step 1. The second computation time is that required to obtain the prediction (or reconstruction) error for each window size w, corresponding to Step 2. We respectively refer these as the "building time" and the "inference time." Table 10 summarizes the results when applying sin-data. For building times, methods that do not embed LSTM (CAE, SAE, and VAE) are computationally efficient. GPUs are inherently efficient at parallel processing. How- Fig. 25 Values for recall setting the filtering window l size to 10,000 ever, LSTM requires sequential processing of time-series data to perform back propagation, and GPUs are not suited to this task. This suggests that methods using LSTM, including dLSTM, are time-consuming. However, once we build a precise model, we can constantly utilize this model until an abnormality occurs. Creating accurate models is thus a top priority, even if creating accurate models takes a long time.
Next, we focus on the inference time. The table also shows that between dLSTM and other methods, differences in inference time are at most about five times. There is no need to perform back propagation to calculate the inference times.
Therefore, the performance of inference time for dLSTM did not decrease as much as compared with CAE, SAE, or VAE. Since the observed dataset is continuously acquired, processing speed is important. This poses no particular problem so long as the speed for obtaining the prediction error is faster than that needed to acquire the observed dataset. The proposed method can process data with w = 100 timestamps in 0.133 s, which is sufficient for manufacturing companies in most cases. 
Results on non-deep learning methods
The methods considered so far are based on deep learning. This section thus addresses a non-deep learning method. Online change point detection methods such as Change Finder [23] are widely used for anomaly detection. The AR model is embedded in this model to capture the behavior of time-series data. Figures 28 and 29 show the results of applying Change Finder to the Plant dataset. The values suggest that we cannot detect the occurrence of anomalies. One reason for this is that online methods such as Change Finder should activate only when the state of time-series data changes. In the problem setting, there was only one time when the state changed, corresponding to the time when the anomaly happened. In contrast, methods based on deep learning obtain anomaly scores that measure data deviation from the normal state. Therefore, these methods should continuously activate so long as the state remains abnormal following anomaly occurrence, making anomaly detection easy. Furthermore, AR models can capture only linear relations. Since real data contains noise and periodicity is not constant, real data is more varied. Figure 30 shows raw data and predic- tion error when a linear model ( y = W x + b) is applied to sincos-data. Comparing Fig. 30 with Figs. 9 and 10, the prediction error becomes too large to capture such complicated relationships using only linear transformations, this method is not suited to this problem setting.
Conclusions
In this paper, we proposed dLSTM as an anomaly detection method based on prediction error for time-series data. Time-series data are often corrupted by noise and have multimode, deteriorating the prediction error. It is thus difficult to correctly perform anomaly detection. The proposed method provides multiple prediction models with delayed prediction. Since we can delay the timing for obtaining predictive values until the corresponding measured values are acquired according to the particular problem setting for anomaly detection, we make use of measured values to select the most suited prediction model. Our approach provides multiple predicted value candidates in advance and selects that closest to the measured value as the predicted value. By using the measured values, we made prediction errors small and clearly indicated differences in anomaly scores for normal and abnormal states.
In experiments using artificial and real datasets, the proposed method performed well and was robust against thresholds. The proposed method can be flexibly combined with many other predictive models for time-series data.
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