Abstract: Social networks are gaining an increasing popularity on the internet and are becoming a critical media for business and marketing. Hence, it is important to identify the key users that may play a critical role as sources or targets of content dissemination. Existing approaches rely only on users social connections; however, considering a single kind of information does not guarantee satisfactory results for the identification of the key users. On the other hand, considering every possible user attribute is clearly unfeasible due to huge amount of heterogenous user information.
Introduction
The increasing importance of social networks in the context of the internet is testified by their growth in terms of users and shared contents. To understand the potential role of social networks, we may consider that two-thirds of the world's internet population visit a social network site weekly (NielsenWire, 2009) , and that Facebook has more than 600 millions of active users spanning throughout the world, according to the official site (http://www.facebook.com/press/info.php?statistics). Moreover, the amount of messages and content shared among social network users is growing at unprecedented rates. For example, YouTube recently reached an upload rate beyond 30 hours of video every minute (http://youtube-global.blogspot.com/2010/11/great-scott-over-35-hours-ofvideo.html), representing the largest video sharing site on the internet that accounts for approximately 60% of the videos watched online (Gill et al., 2007) . Similarly, Facebook is currently the largest network repository for images (http://technorati.com/blogging/ article/facebook-looking-to-improve-photo-tagging/), with Flickr being the second most important social network for photo sharing (http://techcrunch.com/2008/11/03/threebillion-photos-at-flickr/).
From a business point of view, the popularity of social networks represents a great opportunity to reach a large worldwide audience for marketing purposes, as it is testified by recent viral marketing campaigns and by brand-related social network user groups. To exploit the potential of social networks from this point of view, we need content dissemination strategies based on the effective identification of the key users for the dissemination activity. In this context, we identify two categories of key users in a social network:
• sources for content dissemination, that are the x% of the considered user population that will upload the resources receiving the highest number of views from other users • targets for content dissemination, that are the y% of the user population that will access the largest number of resources.
The current approach to identify sources and targets is to rely on information about the user connectivity within the social network, exploiting user attributes such as the number of incoming or outgoing links in the social network graph (de Valck et al., 2009; Kiss and Bichler, 2008; Bampo et al., 2008) . This approach only considers the social network structure, but it does not take into account that a user is typically described by several attributes, which can provide useful information about the user role in a social network. On the other hand, considering every possible attribute requires to cope with a huge set of data referring to millions of users, each described by several heterogeneous attributes (Krishnamurthy, 2009; Mislove et al., 2007) . The consequent risk of information overload must be addressed through novel techniques that select and combine a meaningful subset of user attributes. In particular, we need to discard attributes that may provide redundant or limited information, and to combine multiple heterogeneous attributes in order to effectively identify the key users.
The main contribution of this paper is the proposal of a novel quantitative methodology that can support social network analysis for identifying the key users. A qualifying point of our proposal is the use of principal component analysis (PCA) (Abdi and Williams, 2010) to select and combine user attributes into metrics that can be exploited for the user classification. To the best of our knowledge, this is the first study that proposes and evaluates a quantitative methodologies based on the PCA technique to cope with the problem of reducing the complexity of the data available for social network analysis.
As case studies, we apply the proposed methodology to the social component of the popular YouTube and Flickr sites, aiming to identify the users who may play a critical role as sources and targets for content dissemination in these networks. We evaluate the computational cost of the methodology to assess its feasibility in the context of large social networks. Furthermore, we validate the effectiveness of our proposal in the identification of the key users in the case of YouTube: specifically, we compare the results of our methodology in identifying source users with other approaches based just on user social links. The results show that our proposal can successfully identify more than 80% of the sources, while existing solutions are close to 65%. Furthermore, we demonstrate that the methodology allows us to identify the 5%of the considered YouTube population containing the users who will be responsible for uploading more than 95% of the most viewed videos.
The remaining of this paper is organised as follows. Section 2 presents the proposed methodology, describing how it can be applied to the context of social networks. Section 3 presents two case studies where we apply the proposed methodology to identify key users for content dissemination on the YouTube and Flickr sites. Section 4 validates the robustness and the effectiveness of the methodology in the identification of key users in the case of YouTube. Finally, Section 5 describes the related work, and Section 6 provides some concluding remarks.
Methodology
In this section, we describe the proposed quantitative methodology to identify key users in social networks starting from the set of user attributes, discussing the steps required and their computational complexity.
Methodology outline
To identify key users (i.e., sources and targets for content dissemination) in a social network, we should start by considering the information available about the users. A popular social networks may have tens of millions of participating users, each of them characterised by tens of attributes of different nature. The typical user information that may be collected from a social network may be divided into the following categories:
• Personal data: information on the user including age, nationality, language, job.
• Personal preferences: user preferences including tags and interests.
• Uploaded contents: information on contents uploaded by the user, including number of uploads and received visualisations.
• Activities: user activities including number of comments, ratings, marks as favourite.
• Content accesses: user accesses to the contents on the social network.
• Social links: user social relations. We should consider that social networks may be represented as directed graphs, where the users are the nodes and the social links are the edges. When a user invites in a social relation other users, he generates outgoing links; on the other hand, the invitations received by other users represent his incoming links. Finally, a social relation that has to be accepted by the invited user to be established determines a bidirectional link.
The large set of attributes that describe a user in a social network leads to a data overload from which it is unfeasible to extract useful information to classify users. Indeed, the set of attributes may contain data that do not add any useful contribution for the user classification. Moreover, we may have attributes showing common patterns; this means that these attributes give basically the same informative contribution about users and are, therefore, redundant.
To address these issues, we propose a methodology consisting of the following steps:
1 data collection of user attributes of interest 2 aggregation of user attributes with similar informative contribution to remove redundancies 3 definition of metrics as combination of the aggregated attributes 4 identification of the key users.
It is worth to note that the proposed methodology is carried out offline, with the last three steps of data processing occurring after the data collection.
Methodology steps description

Data collection
The first step consists in collecting user attributes from the social network to enable subsequent analysis. It is worth to note that when planning data collection, we must decide which attributes may be of interest. The proposed quantitative methodology, indeed, can be used to select and aggregate attributes from a very large set, however, collecting every possible user information from the social network can be a problem for multiple reasons. First, data collection of a large set of information can result in a huge amount of data to download from the network, with a negative impact on the time required for this task. Second, not every information about the user can be easily extracted from the social network: while some information, such as user social links, is easy to collect, for example, through APIs offered by the social network itself, other types of data require major effort for the development of the data collection tool, for example, due to the need to integrate a specific parser to retrieve information from the user web pages. Third, some information may pose privacy problems, in particular if related to personal data concerning the user. For these reasons, in our case studies, we limit the data collection to a subset of the possible information about users that we consider promising for the identification of sources and targets for data dissemination. In particular, we choose to omit personal information about the users. It is worth to note that, even if the data collection step may result in an amount of user information that is a subset of the globally available data on the social network, this reduction of the problem size is not sufficient to identify the key users: we may still have redundant or low-contributing attributes in the remaining set; moreover, we have to cope with multiple attributes that we need to combine into meaningful metrics to classify the users of the social network.
Attributes aggregation
The second step aims to aggregate the correlated attributes in order to remove data redundancies. To this aim, we exploit the PCA (Abdi and Williams, 2010) , that is a statistical data analysis techniques able to transform the original space of possibly correlated variables into a new space of uncorrelated dimensions. The PCA technique is very effective in the case of data with statistical properties that greatly differ among the variables, such as the social network user attributes. Moreover, the PCA is able to identify the attributes having the greatest variance values that will be dominant in the characterisation of the entire dataset and of the single dimensions, while the other attributes will be less significant. Finally, PCA identifies redundancy in case of data with a low intrinsic dimensionality, as it happens with social network user attributes that are likely to follow common patterns.
Other approaches for coping with redundant data exist, such as the independent component analysis (ICA) (Hyvärinen and Oja, 2000) . However, the ICA technique presents some indeterminacies, such as the permutation of the output dimensions and the undetermined signs of the components, that hinder its application to the context of key user identification in social networks. The permutation problem prevents us to identify which of the output dimensions preserve the maximum informative contribution and should be retained when reducing the data dimensionality, as it happens with PCA. The other issue of ICA is related to the signs of the coefficients used to map attributes into dimensions that have no significance since they may appear reversed.
For these reasons, we choose to apply the PCA technique for the second step of the methodology. In particular, we exploit the FastPCA implementation (Sharma and Paliwal, 2007) that is more efficient than conventional PCA in terms of computational cost.
Let p be the number of attributes of each user, n the number of users in the social network and X the n × p measurement matrix that is the input of the PCA technique. If considering X, each column i denotes the i th user attribute and each row j represents a user. We refer to individual columns of a matrix as X i and the matrix X can be written as (X 1 , X 2 , …, X p ). The PCA maps the original data onto a new set of axes, that are called dimensions, where each dimension is a linear combinations of the original attributes and has the property of pointing in the direction of maximum variation or energy (with respect to the Euclidean norm) remaining in the data.
Hence, PCA transforms the p attributes sets (
where a ij is the correlation value between the j th attribute and the i th dimension (Abdi and Williams, 2010) . A coefficient a ij that is close to +1 or -1 have the maximum impact on the dimension Z i , while a coefficient a ij close to 0 implies no impact. The transformation operated by PCA has two main properties:
• Z 1 contains the most information and Z p the least, that means
As a consequence of the first property, we can retain only the first q dimensions (with q << p), discarding the dimensions with the lowest variability, while conserving a large amount of information on the original dataset (Abrahao and Zhang, 2004) . To choose the number q of retained dimensions, there are several methods (Abdi and Williams, 2010) including the visual method, that can be based on the scree plot of the percentage of variation of each dimension or on the scree plot of the eigenvalue of each dimensions, and the Kaiser criterion, that takes into account the eigenvalue related to the dimensions.
Metric definition
The third step of the methodology aims to combine the aggregated attributes into metrics that can be exploited to classify the users. First of all, we need to determine which one(s) of the q retained dimensions are useful to detect key users within the social network. To determine the nature of the dimensions identified by the PCA, a possible approach is to associate each dimension to the user attributes having the major impact on it (SAS Software, 2008). As a low value for a coefficient a ij means that attribute X i has limited impact on dimension Z j , we observe that the attribute is not providing informative contribution to the dimension for the sake of the analysis. When PCA is applied to real world cases, the contribution to a dimension of attributes with low but non-null correlation values is typically treated as noise and thus removed. The choice of which attributes are to be evicted from each dimension may be based on a static threshold (SAS Software, 2008) or can be carried out by the selection of only one relevant dimension for each attribute (Jolliffe, 2002) . In our study, we follow the latter approach. The attributes are thus partitioned as follows: each attribute X i is associated to the dimension Z j that provides the highest correlation value for that attribute, that is j is selected so that a ij > a ik , 
where a ij is the correlation value obtained through PCA that corresponds to the weight used for the attribute aggregation.
Key user identification
The last step of the methodology is the identification of key users according to the metric identified in the previous step. For each metric , i Z * we rank the users and select the top fraction of users according to the ranked list. This set of users represents the key users for our analyses. Furthermore, we can analyse the relationship among the defined metrics using scatter plots showing the ranking of each user according to different metrics. This study allows us to verify if the sets of key users selected according to different metrics are overlapped or if they are disjoint, providing additional insight on the user population.
Computational complexity
We now evaluate the computational complexity of the proposed methodology in order to assess its feasibility for the analysis of large social networks. We recall that the methodology is applied as an offline analysis of the social network, with a first step of data collection, followed by three steps of data processing. For the analysis of the computational complexity of each methodology step, we consider that n is the number of users, p is the number of user attributes, and q the number of final metrics to classify the users.
1 Data collection: the computational complexity of this step cannot be exactly quantified because the time for data collection by means of crawling is typically affected by several factors, such as network problems or countermeasures used by social network providers, that are not directly correlated to the amount of data collected .
2 Attributes aggregation: this step applies the PCA to the set of user attributes, hence its cost depends on the computational complexity of the PCA technique, that is O(n 3 + n 2 ⋅ p) (Abdi and Williams, 2010) . However, the performance of this step may be greatly improved by exploiting less expensive implementations of the PCA. For our methodology, we exploit the FastPCA implementation, that reduces the computational complexity to O(n 2 ) (Sharma and Paliwal, 2007) .
3 Metric definition: this step defines a user metrics for each retained dimension as linear combinations of the aggregated attributes. This process involves for each user the computation of a linear combination of aggregated attributes, hence the computational complexity is O(n ⋅ q).
4 Key user identification: this step ranks the users according to each defined metric. Assuming to exploit an efficient sorting algorithm for ranking, such as the QuickSort algorithm, the computational complexity of this step is O(n ⋅ log n ⋅ q).
The computational complexity of each step of the methodology is summarised in Table 1 . As typically we have n >> p > q, the most critical parameter affecting the computational complexity of the methodology is the number of users n. We also observe that the attributes aggregation step is the most expensive part of the methodology from a computational point of view.
As the methodology is meant to be run offline, the computational cost of the methodology is not a critical factor for its application to real scenarios. However, our tests carried out on a quad-core processor Intel Core 2 Q9550 at 3.7 GHz and 4.0 GB of RAM show that even the most expensive step of the methodology can process dataset of almost 1 million users in a time that is close to 10 hours. This amount of time typically is significantly lower if compared to the time required for data collection that may be in the order of weeks. Table 1 Computational complexity of the methodology steps
Methodology step
Computational complexity
Case study: identification of source and target users in YouTube and Flickr
We now apply the proposed methodology to YouTube and Flickr networks with the goal to identify users who may play a critical role for marketing-oriented content dissemination. We recall that we are interested in identifying source users, who are likely to upload resources that will successfully propagate in the network, and target users, who are likely to be very active consumers of resources. We may define source users as the x% of the considered user population that will upload the resources receiving the highest number of views from other users. In a similar way, the target users may be defined as the y% of the user population that will access the largest number of resources. In our case study, we consider x = y = 20%. The choice of YouTube and Flickr is motivated by the growing amount of contents shared on these networks: Youtube exceeds a volume of more than 30 hours of video that are uploaded every minute of the day at the end of the 2010 decade, and Flickr contains over three billion photos. This impressive growth makes Youtube and Flickr interesting case studies for marketing-oriented social networks analysis, as testified by the increasing trend to exploit these networks to disseminate contents like film trailers and viral marketing advertisements.
In the following of this section, we describe the collection process of the user attributes for YouTube and Flickr, and the application of the proposed methodology to the collected user datasets.
Data collection
To collect the users' data, we crawl the social network graphs exploiting the public APIs provided by YouTube and Flickr. This approach is commonly used in literature, and gives us access to large datasets (Mislove et al., 2007) . For both social network graphs, the implemented crawler collects data about the users and their social links following a Snowball approach (Mislove et al., 2007) . Crawling starts from a list of randomly selected users. Then, for each step, the crawler explores the outgoing links of a not yet visited user to retrieve the list of his contacts that are added to the list of users to be visited in the next crawling step. Crawling was carried out in December 2009 for YouTube and in May 2011 for Flickr. The number of users, social links and user attributes collected is reported in Table 2 . Table 3 reports the user attributes (X 1 , …, X 11 ) obtained from YouTube and a short explanation of each of them. Additional attributes, mainly concerning personal information about the users, are not collected by crawler as they are not considered of interest for the purpose of selecting key users for marketing-oriented content dissemination.
The attributes in Table 3 represent two types of information: data about the user uploaded contents (uploads, views), activities (favourites), content accesses (downloads), and data about the user social links (subscribers, subscriptions and friends). It is worth to note that the subscribers to the user channel represent in YouTube the incoming links of the user; the subscriptions to channels of other users represent the outgoing links; the friends represent a bidirectional connection among two YouTube users. We note that there are two versions of the subscribers and subscriptions attributes, called crawl and total. The crawl version refers to the numbers obtained by counting the user links retrieved during the crawling operation, while the total version refers to summary information available on the home page of each visited user. Basically, the total attributes represent exact information offered by the YouTube site, while the list of links in the crawl versions may be truncated by the limitations of the YouTube APIs . The attributes (X 1 , …, X 9 ) collected for the Flickr users, with a short explanation, are shown in Table 4 . Also in this case, the choice of the attributes to collect does not include the user personal information. The data about the user social links include incoming and outgoing links, and the number of groups that are joined by the user. For the other categories of user attributes we have the number of favourite marks, uploads, comments, received views, received comments and received favourite marks. 
Data analysis on the YouTube network
We now apply the proposed methodology to the user data obtained from the crawling of YouTube in order to identify the key users for marketing-oriented analysis in a social network. The dataset obtained for YouTube consists of 11 attributes for nearly two million users. Due to the high number of attributes, it is not possible to use the dataset directly for the key user's identification. Hence, we proceed to apply the proposed quantitative methodology by giving the set of user attributes in input to the second step described in Section 2. It is worth to note that, since we work on heterogeneous data, we have to normalise the dataset to zero mean and unit variance, as suggested in Lakhina et al. (2004) , to provide a reliable aggregation of user attributes into dimensions. To aggregate the user attributes into a minimal number of dimensions, we use the visual method based on the scree plot considering the percentage of variance of each dimension. This method is widely used in different contexts (Lakhina et al., 2004; Abdi and Williams, 2010) because it provides reliable results and allows an easy and fast interpretation. We compute the percentages of variance of the dimensions and we sort them in decreasing order. This operation allows us to visualise the dimensions in order of significance and to ignore the dimensions with lower variability. Indeed, these ordered values often show a clear 'elbow' that separates the most important dimensions (characterised by higher percentage of variance) from the least important ones (that have lower values). In Figure 1 , we show the results of the scree plot of the percentage of variance related to dimensions ordered accordingly: the curve begins with a sharp decrease, and levels off after the third dimension. For this reason, we retain only the first three dimensions (Z 1 , Z 2 , Z 3 ) for describing the users of the YouTube network in the new data space obtained by the transformation of the attributes set. These dimensions accounted for 29%, 19%and 12%of the total variance, respectively, and explain 60%of the total variance of the data. Table 5 shows the correlation values between user attributes and the three dimensions previously identified. Higher correlation values correspond to stronger relationship between the user attribute and the considered dimension; on the contrary, lower is the correlation value, less is the impact of the attribute on the dimension. To define which dimension(s) may be exploited to identify the source and target users for marketing-oriented content dissemination, we need to associate each of the three dimensions to the user attributes with the highest correlation. To this purpose, we partition the user attributes: each attribute is associated to the dimension showing the highest correlation value (we mark the association with an italic font). Z 1 This dimension is characterised by high correlation with the number of subscribers to the user channel, views to the videos uploaded by the user and friendship relations; these aggregated attributes identify the characteristic of a user of being a potentially popular source of information that spreads content within the social network. It is worth to note that the aggregation of some user attributes in this dimension is consistent with existing results in literature. In particular, the correlation between the views to the user uploaded content and the subscribers, which suggests that a significant fraction of users navigation in social networks follows the so-called social links, has been proved in Lerman and Jones (2007) , and Lerman (2007) . Furthermore, we observe that the attributes related to the number of subscribers (crawl and total) are correctly assigned to the same dimension.
Z 2 This dimension is characterised by high correlation with the video downloads, subscriptions to other user channels, markings of content as favourites, video ratings and comments added by the user; these attributes characterise the user as an active consumer of contents, hence as a potential target from a marketing point of view. We observe that the two attributes related to the number of subscriptions (crawl and total) are aggregated into the same dimension, as already seen for the number of subscribers (crawl and total).
Z 3 This dimension is characterised by high correlation only with the number of videos uploaded by the user. This attribute characterises a user as a potential producer of contents within the social network, but without any insight on the future visibility and on the marketing potential of the supplied content. For this reason, in the rest of the analysis we will not consider this third dimension, but we focus on Z 1 and Z 2 , that allow us to identify preferential sources and targets for content dissemination.
In order to identify potential source and target users for marketing-oriented analysis in YouTube, we now proceed with the third step of the methodology that consists in combining the user attributes into two metrics, 1 Z * and 2 , Z * one for each of the first two dimensions, that we use to classify the users for our analysis. We compute these metrics as follows: To identify the users that represent the best sources for content dissemination, we consider the top fraction of users sorted according to the metric 1 . 
Data analysis on the Flickr network
We now apply the proposed methodology to the set of Flickr user attributes. After the normalisation of the dataset to obtain zero mean and unit variance, we execute the second step of the methodology. To select the minimal number of dimensions to retain, we analyse the values of the percentage of variance of all the dimensions that describe the Flickr user attributes. However, in this case the values are characterised by a slow decay that is not sufficient to isolate the most significant dimensions by using the visual method. For this reason, we exploit the Kaiser criterion that identifies the most important dimensions selecting only those characterised by eigenvalues > 1, as suggested in Abdi and Williams (2010) . In Table 6 , we report the eigenvalues of the dimensions related to the Flickr user attributes: we retain only the first four dimensions, (Z 1 , Z 2 , Z 3 , Z 4 ), that have eigenvalues > 1 and account together for the 78% of the total variance of the data. We now pass to the analysis of the user attributes associated to each dimension in order to determine which dimension(s) may be exploited to identify the source and target users within the Flickr user population.
Z 1 This dimension is highly correlated to incoming and outgoing links, groups and received views; the aggregated attributes characterise a user as a potentially popular source of information in the social network, because the uploaded contents are likely to receive a high number of views. As for YouTube, the correlation between the number of received views of the uploaded contents and the incoming links of the uploaders has been proved in literature (Lerman and Jones, 2007; Lerman, 2007) . Differently from YouTube, for Flickr this dimension includes also the number of outgoing links. This result is motivated by the different topological structure of the Flickr social graph, that show a high percentage of reciprocal links: 68% of the links are bidirectional, meaning that users with many incoming links are likely to have also many outgoing links, as shown in Cha et al. (2009) . Also the association of the groups attribute to this dimension finds a confirmation in a previous study in literature (Mislove et al., 2007) , showing that Flickr users with many outgoing links tend to be members of multiple groups.
Z This dimension is highly correlated to the number of received comments and received favourite marks; these attributes characterise a user as uploader of contents that are likely to receive other users' approval (received favourite marks) and attention (received comments). The existence of this dimension may appear counter-intuitive because it implies a low correlation between the associated attributes and the received number of views. However, this result is shown also in Cha et al. (2009) , and can be motivated by a twofold reason: first, leaving comments or marking photos as favourite takes more time than just viewing the photos; second, any web user can view a Flickr photo, but only registered and logged in users may leave comments and favourite-marks.
Z 3 This dimension is highly correlated to the number of favourite marks and comments done by the user; these attributes identify the characteristic of a user of being a consumer of contents, meaning that the user represents a potential targets for the content dissemination within the social network.
Z 4 This dimension is highly correlated to the amount of photos uploaded by the user; as in YouTube, it characterises the user as a potential producer of contents, but without any indication on their future visibility within the social network.
For the next step of the methodology, we focus only on dimensions Z 1 and Z 3 because the specific analysis of this case study aims to identify source and targets users within the social network. Based on the sets of user attributes (that is the 80-percentile of 3 Z * cumulative distribution) are the 20% of the social network population representing preferential targets for content dissemination. Figure 4 shows the scatter plot of the Flickr users sorted according to the metrics 1 Z * and 3 . Z * In the graph, we can distinguish the areas including best sources and targets for marketing-oriented content dissemination. The two areas on the top of the graph represent potentially good targets (high values for 3 ), Z * while the two areas represent preferential sources to disseminate contents (high values of 1 ). Z * Finally, the area in the rightmost top part represents the users that may be considered at the same time popular sources and good targets (high values for both 1 Z * and 3 ). Z *
Validation of the methodology
In this section, we validate the proposed methodology with respect to the following goals:
• the methodology is robust in determining the metrics for users' classification starting from different sample sets of users • the methodology is effective in the identification of the source users and outperforms existing solutions.
Robustness of the methodology
In large social networks with hundreds of million of users, the data collection step is unlikely to cover the entire population (Mislove et al., 2007) . It is then important to evaluate the robustness of the proposed methodology in order to guarantee that, even if applied to a subset of the whole user population, the resulting correlation values and user metrics have general validity and can be applied to different subsets of users. To this aim, we apply the second step of the methodology to different subsets of the initial dataset of 1,708,414 YouTube users, and we evaluate the robustness of the obtained results. We consider ten subsets, each consisting of the 10% of the global dataset of users randomly selected, with the purpose of evaluating differences in:
• partitioning of the aggregated user attributes into dimensions;
• computation of the correlation values between user attributes and dimensions. From the results of our experiment, we observe that the partition of user attributes into dimensions is identical for each considered subset. This means that the methodology is robust in identifying the attributes to be aggregated into the final metrics for user classification. To analyse the variation in the correlation values for the different considered subsets, we evaluate the standard deviation of the correlation values obtained for the ten subsets and the percentage error of their mean value with respect to the correlation values obtained for the global user dataset reported in Table 5 . Table 8 reports for each attribute the associated dimension, the corresponding correlation value (from Table 5 ), the coefficient of variation (that is the ratio of the standard deviation to the mean), and the percentage error (that is the ratio of the mean and the correlation value obtained for the global user dataset).
We observe that the coefficients of variation and the percentage errors are well below 10% for every user attribute. Moreover, if we consider the correlation values computed on the whole dataset, we note that higher is the correlation values, lower is the corresponding coefficient of variation and the percentage error. For example, for correlation values higher than 0.8 in Table 5 we have coefficients of variation under 2% and percentage error under 1%. This important result demonstrates that the second step of the methodology is robust in determining the correlation values for the attributes having major impact on the dimensions, even if a subset of randomly selected data is used instead of the whole dataset. 
Effectiveness of the methodology
We now evaluate the effectiveness of the proposed methodology for identifying the users that can be popular sources for content dissemination in YouTube. To this aim, we focus our analysis on the selection of the key users according to the metric 1 , Z * that in Section 3 we found to characterise users as preferential sources of information. We also compare our methodology with the state-of-the-art that selects the source users based on the number of their social incoming links. To evaluate whether the proposed methodology can effectively identify the most popular sources among the YouTube users, we need first to define which users are the actual most popular sources, on the basis of the views received by the content uploaded after the crawling of the user attributes. To this aim, we retrieve data about the videos uploaded by YouTube users in the first six months of 2010 (we recall that our crawling of user attributes was done in December 2009), and measure the number of views received by each video. The collection of the uploaded videos is limited to a subset of 6,000 users, randomly selected from the initial set, after having discarded not active users during the beginning of 2010. We retrieve data for 144,539 uploaded videos between January and June 2010.
We define the actual most popular sources as the x% of users who uploads the set of videos with most views. We measure the views received by each uploaded video as the number of daily views averaged on the video lifetime that is the number of days between the time it was uploaded and the end of June 2010. For each user, we consider the number of mean daily views that is the mean of the daily views of all the videos uploaded by that user. Then, to evaluate the effectiveness of the proposed methodology, we compare the set of actual most popular sources, identified by ranking the users according to the mean daily views, with the preferential sources, identified by ranking the users according to the 1 Z * metric. Then, we measure the overlap between the two sets of ranked users as a function of x. We also compare the effectiveness of our methodology with that of existing approaches, which rely only on the number of user social incoming links to determine whether the user may play a critical role as source of disseminated contents within the social network (de Valck et al., 2009; Kiss and Bichler, 2008; Bampo et al., 2008) . To this aim, we consider the preferential sources identified by ranking the users according to the decreasing number of incoming links, that in our analysis are represented by the user attributes subscribers crawl and subscribers total ( Table 9 reports the correlation values between the dimension Z 1 and the attributes representing the user incoming links). To provide additional insights, we also consider the identification of preferential sources according to the value of the metric Z 1 , defined in equation (1) on the basis of all the user attributes. Table 9 Correlation values between user incoming links and dimension Z 1
User attribute Dimension Z 1 X 1 Subscribers (crawl) 0.498245
We show in Figure 5 the overlap between the top x% of the users ranked by the mean daily views and by the values of the metrics 1 1 , , Z Z * and single user attributes subscribers total and subscribers crawl. Figure 5 shows that the metric 1 Z * allows us to better identify the source users for content dissemination with respect to the state-of-the-art: the top 10% of the users ranked by decreasing values of 1 Z * has an overlap closer to 80% with the top 10% users ranked by average daily views, while the percentage of overlap for the top 10% of users decreases to 65%if we rank the users for decreasing number of subscribers total, that is the user attribute considered by existing approaches. The performance of the Z 1 metric is better than that the state-of-the-art, but the overlap with the top 10% users ranked by average daily views remains in the order of 70%, that is significantly lower with respect to the overlap achieved through 1 . Z * This result confirms that the choice of selecting only the relevant attributes for each dimension, as done in formula 2, improves the effectiveness of the methodology. Then, if we observe the curve obtained by ranking the users according to decreasing number of subscribers crawl, we note that the percentage of overlap for the top 10% of users is significantly lower, close to 44%. This result can be explained by the following consideration: the subscriber crawl attribute is obtained from the output of the crawler, which tends to underestimate the number of subscribers due to the social network APIs, that force an upper bound on the number of returned social links for each user ; this effect is obviously more evident for the 15% of the users with the highest number of subscribers.
We now evaluate if the proposed methodology is able to identify the uploaders of the so-called hot contents that is the videos receiving the absolute highest number of views. Table 10 shows which percentage of the most viewed videos has been uploaded by the most popular sources according to the metric 1 , Z * while Table 11 presents the percentage of the most viewed videos in the case the most popular sources are ranked according to decreasing number of incoming links (subscribers total). If we observe the top-leftmost cell in Table 10 , we note that 59 of the 100 most viewed videos have been uploaded by the first 100 users ranked according to the 1 Z * metric obtained by our methodology (corresponding to 1.6% of the considered user population). Even more interesting, the first 300 users (corresponding to the 5% of the considered population) accounts for 96% of the most viewed videos. As we consider larger number of highly viewed videos (in the lower rows of the table), the conclusion obtained from the first row remains unchanged: the top 5% of the user population identified through our methodology is responsible for nearly 95% of the upload of the most viewed videos. This result can be explained by the following consideration. An analysis on the top 100 users identified through our methodology shows that many of the uploaders of the hot contents are broadcasting companies, where the attributes related to access to uploaded contents and incoming links far over-weights the contributions of any other attribute. On the other hand, a minority of the hot contents (in the order of 5% of the videos) is uploaded by users that are not among the most popular sources. The high number of views achieved by this content represents an anomaly with respect to the other videos uploaded by the same user. Table 11 shows results based on the number of incoming links. We observe that the percentages of videos uploaded by high-ranked users are lower than the corresponding values in Table 10 . This result confirms that the proposed methodology is more effective than existing approaches based only on the user social links for the identification of the source users. 
Related work
A large corpus of literature concerning social networks is available (Krishnamurthy, 2009 ). However, the research related to our proposal can fit in the following main areas: analysis of content propagation mechanisms in social networks, characterisation of social network users based on social network structure and on user behaviour. The research about content propagation mechanisms analyses multiple Web 2.0 systems with social interaction support, ranging from blogs to online social networks. For example, Leskovec et al. (2007) analyse viral-marketing issues in e-commerce sites exploiting collaborative filtering and social interactions among users, while Lerman and Galstyan (2008) study the voting mechanisms in the Digg network, evaluating the social cascades impact. Cha et al. (2008 Cha et al. ( , 2009 ) observe content propagation dynamics to understand how social network characteristics affect the evolution of content popularity. Finally, Szabo and Huberman (2010) analyse YouTube and Digg with the goal to predict the future popularity of content starting from a snapshot of the social network and its resources. Unlike existing studies, we address a different problem: to predict which users will upload the contents that are likely to reach a high visibility within the user population, and which users are likely to consume/access a high number of contents.
Characterisation of social network users is typically defined on the basis of the social network structure, considering attributes related to the users connectivity, such as the number of outgoing and incoming social links. Prior research suggests that users' connectivity plays a decisive role for the identification of the key users in social networks (de Valck et al., 2009; Kiss and Bichler, 2008; Bampo et al., 2008) . For example, the studies in de Valck et al. (2009) , and Kiss and Bichler (2008) demonstrate that well-connected users, i.e., users with many social links, are likely to play a critical role for the promotion of brands, products, and viral marketing campaigns. Other studies aim to identify the hubs in the social network graph, that are users with an exceedingly large number of social links, because they are characterised by a great potential for communications and interactions within the network (Bampo et al., 2008) . For example, Ahn et al. (2007) provide a comprehensive description of the characteristics of multiple social networks, such as Myspace, Orkut and Cyworld, with the purpose of identifying the hub users. Lerman and Jones (2007) consider the Flickr site and show the correlation between the number of incoming links of a user and the popularity of the uploaded images in terms of number of views. All these studies point out that the user connectivity based on the structural characteristics of the social network needs to be considered for the identification of the key users. Our proposal extends this research by providing a methodology that is not limited to the user connectivity, but is able to consider a larger set of user attributes that can be retrieved from social networks. This paper extends to multiple social networks a previous version of the methodology by the same authors . Moreover, it evaluates the computational complexity of the methodology demonstrating its feasibility for large social networks, and validates the effectiveness of the key user identification, including a quantitative comparison with existing approaches.
A different approach to characterise social network users is based on the analysis of user behaviour within the social network. The study in Valafar et al. (2009) concerns the Flickr network and analyses the attributes characterising the users behaviour in relation to the properties of the uploaded contents (e.g., popularity, aging patterns, etc.). Sousa et al. (2010) propose an analysis of user behaviour aiming to evaluate the contribution of social-based and topic-based behaviours when accessing contents. Other studies try to model the behaviour of social network users, such as Benevenuto et al. (2009a Benevenuto et al. ( , 2009b , where the user behaviour is described by means of a stochastic finite state automata. However, none of these studies provides insight on how the characterisation of user behaviour may be exploited to detect the key users in the social network.
Conclusions
Social networks are becoming an extremely popular media for content dissemination: the users population and the amount of content exchanged represent an interesting opportunity for marketing and advertisement. However, the number of social network users and of attributes describing them hinders the exploitation of the social networks potential. The need to collect huge amounts of data and the inherent complexity of analysing them to extract useful information require novel mechanisms to identify which users are relevant for the goals of the analysis.
We propose a quantitative methodology based on PCA that can identify key users in a social network starting from a dataset where each user is described by a large number of attributes. We apply this methodology to data crawled from YouTube and Flickr to demonstrate the applicability of our methodology in the identification of key users in a marketing context. Specifically, we identify source and target users for content dissemination. We evaluate the computational complexity and the robustness of the proposed methodology. A further qualifying point of our study is the evaluation of the effectiveness of the proposed methodology for the identification of the popular sources for content dissemination. Our experiments show that our proposal can successfully identify more than 80% of the sources, while existing solutions are close to 65%. Furthermore, we demonstrate that our PCA-based analysis allows us to identify the 5% of the considered YouTube population containing the users who will be responsible for uploading more than 95% of the most viewed videos.
