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Abstract—Learning is the important property of Back 
Propagation Network (BPN) and finding the suitable weights and 
thresholds during training in order to improve training time as 
well as achieve high accuracy.  Currently, data pre-processing 
such as dimension reduction input values and pre-training are 
the contributing factors in developing efficient techniques for 
reducing training time with high accuracy and initialization of 
the weights  is the important issue which is random and creates 
paradox, and leads to low accuracy with high training time. One 
good data preprocessing technique for accelerating BPN 
classification is dimension reduction technique but it has problem 
of missing data. In this paper, we study current pre-training 
techniques and new preprocessing technique called Potential 
Weight Linear Analysis (PWLA) which combines normalization, 
dimension reduction input values and pre-training. In PWLA, 
the first data preprocessing is performed for generating 
normalized input values and then applying them by pre-training 
technique in order to obtain the potential weights. After these 
phases, dimension of input values matrix will be reduced by using 
real potential weights. For experiment results XOR problem and 
three datasets, which are SPECT Heart, SPECTF Heart and 
Liver disorders (BUPA) will be evaluated. Our results, however, 
will show that the new technique of PWLA will change BPN to 
new Supervised Multi Layer Feed Forward Neural Network 
(SMFFNN) model with high accuracy in one epoch without 
training cycle. Also PWLA will be able to have power of non 
linear supervised and unsupervised dimension reduction 
property for applying by other supervised multi layer feed 
forward neural network model  in future work. 
Keywords-Preprocessing; Dimension reduction; Pre-training; 
Supervised Multi-layer Feed Forward Neural Network (SMFFNN); 
Training; Epoch 
I.  INTRODUCTION  
Back propagation network [35] uses a nonlinear supervised 
learning algorithm, which uses data to adjust the network's 
weights and thresholds for minimizing the error in its 
predictions on the training set. Training of BPN is considerably 
slow because biases and weights have to be updated in hidden 
layers each epoch of learning by weighted functions [26]. In 
Supervised Multi Layer Neural Network (SMNN) model, 
suitable data pre-processing techniques are necessary to find 
input values while pre-training techniques to find desirable 
weights that in turn will reduce the training process. Without 
preprocessing, the classification process will be very slow and 
it may not even complete [12]. Currently, data preprocessing 
specially dimension reduction and pre-training are main ideas 
in developing efficient techniques for fast BPN, high accuracy 
and reducing the training process [34, 14], but the problems in 
finding the suitable input values, weights and thresholds 
without using any random value are still remain [5, 1, 18, 12]. 
The current pre-training techniques generate suitable weights 
for reducing the training process but applying random values 
for initial weights [34,  4] and this will create paradox [39, 7]. 
This paper is organized as follows: To discuss and survey some 
related works in preprocessing techniques used in BPN and to 
compare them with new technique of PWLA. New 
preprocessing technique of PWLA is combination of 
normalization, dimension reduction and pre-training in BPN 
results in worthy input values, desirable process, and higher 
performance in both speed and accuracy. Finally, the 
experimental results and conclusion with future works are 
reported respectively. 
II. EXISTING TECHNIQUES FOR PREPROCESSING 
Pre-processing in real world environment focuses on data 
transformation, data reduction, and pre-training. Data 
transformation and normalization are two important aspects of 
pre-processing. Transformation data is codification of values 
of each row in input values matrix and changing them to one 
data. Data transformation often uses algebraic or statistical 
formulas. Data normalization data transforms one input value 
to another suitable data by distributing and scaling. Data 
reduction such as dimension reduction and data compression 
are applied minimizing the loss of information content. SMNN 
models such as Back-propagation Network (BPN) are able to 
identify information of each input based on its weight, hence 
increasing the processing speed [34]. Pre-training techniques 
reduce the training process through preparation of suitable 
weights. This is an active area of research in finding efficient 
technique of data pre-processing for fast back-propagation 
network with high accuracy [5, 1, 18, 12]. Currently, data pre-
processing and pre-training are the contributing factors in 
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 developing efficient techniques for fast SMNN processing at 
high accuracy and reduced training time [34, 14]. 
 
A. Data Preprocessing 
Several powerful data pre-processing functions on ordinal 
basis of improving efficiency will be discussed as latest 
methods in this study. These are mathematical and statistical 
functions to scale, filter, and pre-process the data. Changing the 
input data or initial conditions can immediately affect the 
classification accuracy in back-propagation network [5] and 
will be discussed as current methods in this study. 
 
1) MinMax as preprocessing: 
 Neal et al. explained about predicting the gold market 
including an experiment on scaling the input data [28]. 
MinMax technique will be used in BPN to transform and to 
scale the input values between 0 and 1 if the activation 
function is used the standard sigmoid and -1 to 1 for 
accelerating process [12, 31]. The technique of using Log 
(input value) is similar to MinMax for range [0..1). Another 
similar method is Sin( Radian(input value) ) between -pi  to pi  
where Radian(input value) be between 0 to pi [5]. 
Disadvantage of MinMax technique is lack of one special and 
unique class for each data [23]. 
 
2)   Dimension data reduction:  
Dimension data reduction method projects high 
dimensional data matrix to lower dimensional sub-matrix for 
effective data preprocessing. There are two types of reduction, 
which are supervised and unsupervised dimension reduction. 
The type of reduction is based on relationship of the 
dimension reduction to the dataset itself or to an integrated 
known feature. In supervised dimension reduction, suitable 
sub-matrix selects based on their scores, prediction accuracy, 
selection the number of necessary attributes, and computing 
the weights with a supervised classification model. 
Unsupervised dimension reduction maps high dimension 
matrix to lower dimension and creates new low dimension 
matrix considering just the data points. Dimension reduction 
techniques are also divided into linear and nonlinear methods 
based on consideration of various relations between 
parameters. In real world, data is non-linear; hence only 
nonlinear techniques are able handle them. Linear techniques 
consider linear subset of the high dimensional space, while 
nonlinear techniques assume more complex subset of the high 
dimensional space [34, 14]. We consider Principal Component 
Analysis (PCA) [17] because of its properties which will be 
explained in pre-training section and it is known as the best 
dimension reduction technique until now [34, 32, 3, 24]. PCA 
is a classical multivariate data analysis method that is useful in 
linear feature extraction and data compression [34, 32, 3, 24]. 
If the dimension of the input vectors be large, the components 
of the vectors are highly correlated (redundant). In this 
situation to reduce the dimension of the input vectors is useful. 
The assumption is most information in classification of high 
dimensional matrix has large variation. In PCA often are 
computed maximizing the variance in process environment for 
standardized linear process. The disadvantage of PCA is not to 
be able to find non linear relationship within input values; 
therefore these data will be lost. Linear Discriminant Analysis 
(LDA) is one dimension reduction technique based on solution 
of the eigenvalue problem on the product of scatter matrixes 
[9]. LDA computes maximizing the ratio of between-class 
distance to withinclass distance and sometimes singularity. 
LDA has three majors based on this singularity problem: 
regularized LDA, PCA+LDA [2] and LDA/GSVD [36, 16]. 
2003). These techniques use Singular Value Decomposition 
(SVD) [19] or Generalized Singular Value Decomposition 
(GSVD). QR is one of dimensional reduction techniques for 
solving standard eigen problems in general matrix [11]. QR 
reduces the matrix to quasi triangular by unitary similarity 
transformation. The time complexity of QR is much smaller 
than SVD method [33]. Another technique is LDA/QR which 
maximizes the separability between different classes by using 
QR Decomposition [37]. The main disadvantage of PCA and 
other dimension reduction techniques is missing input values. 
 
B. Pre-training 
Initialization of weights is the first critical step in training 
processing back-propagation networks (BPN). Training of 
BPN can be accelerated through a good initialization of 
weights during pre-training. To date, random numbers are 
used to initialize the weights [34, 4]. The number of epochs in 
training process depends on initial weights. In BPN, correct 
weights results in successful training. Otherwise, BPN may 
not obtain acceptable range of results and may halt during 
training. Training of BPN includes activation function in 
hidden layers for computing weights. Usually, initializations 
the weights in pre-training of BPN are random. Most papers 
do not report evaluation of speed and accuracy, only some 
comments about initializing of weights, network topology 
such as the number of layers and unknown practical nodes, if 
any. In turn, processing time depends on initial values of 
weights and biases, learning rate, as well as network topology 
[39, 7]. In the following sections, latest methods of pre-
training for BPN are discussed.  
 
1) MinMax:  
There are several initial weights methods which are current 
methods even now such as MinMax [39, 7]. In the methods of 
MinMax, initial weights is considered in domain of (-a, +a) 
which computed experimentally. SBPN is initialed random 
weights in domain [-0.05, 0.05]. There is an idea that 
initializing with large weights are important [15]. The input 
values are classified in three groups, the weights of the most 
important inputs initialized in [0.5, 1], the least important 
initialized with [0, 0.5] and the rest initialized with [0, 1]. The 
first two groups contain about one quarter of the total number 
input values and the other group about one half. Another good 
idea was introduced for initializing weight range in domain of 
[−0.77; 0.77] with fixed variance of 0.2 and obtained the best 
mean performance for multi layer perceptrons with one hidden 
layer [20]. The disadvantage of the method of MinMax is 
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 usage of initialization with random numbers which create 
critical in training. 
 
2) SCAWI:  
The method called Statistically Controlled Activation 
Weight Initialization (SCAWI) was introduced in [6]. They 
used the meaning of paralyzed neuron percentage (PNP) and 
concepted on testing how many times a neuron is in a 
completed situation with acceptable error. The formula of Wij 
input 
= 1.3 / (1+N input.V2)1/2 . rij  is for initializing weights W 
that V is the mean squared value of  the  inputs  and  rij  is  a  
random  number uniformly distributed in the range [-1,  +1]. 
This method was improved to Wij hidden = 1.3 / (1+0.3. N 
hidden)1/2 . rij for earning better result [8, 10]. The 
disadvantage of the method of SCAWI is using random 
numbers to put the formula and it is similar to MinMax 
method which has   critical in training.   
 
3) Multilayer auto-encoder networks as pre-training: 
Codification is one of five tasks types in neural network 
applications [13].  Multilayer encoders are feed-forward neural 
networks for training with odd number of hidden layers [34, 
4]. The feed forward neural network trains to minimize the 
mean squared error between the input and output by using 
sigmoid function. High dimension matrix can reduce to the 
low-dimensional by extracting the node values in the middle 
hidden layer. In addition Auto-encoder/Auto-Associative 
neural networks are neural networks which are trained to 
recall their inputs. When the neural network uses linear 
activation functions, auto-encoder processes are similar to 
PCA [22]. Sigmoid activation allows to the auto-encoder 
network to train a nonlinear mapping between the high-
dimensional and low-dimensional data matrix. After the pre-
training phase, the model is called “unfolded” to encode and 
decode that initially use the same weights. BPN can use for 
global fine-tuning phase through the whole auto-encoder to 
fine-tune the weights for optimization. For high number of 
multilayer auto-encoders connections BPN approaches are 
quite slowly. The auto-encoder network is unrolled and is fine 
tuned by a supervised model of BPN in the standard way. 
Since the 1980s, BPN has been obvious by deep auto-encoders 
and the initial weights were close enough to a good result. An 
auto-encoder processes very similar to PCA [22]. The main 
disadvantage of this method is due to the high number of 
multi-layer auto-encoders connections in BPN training 
process, resulting in slow performance. 
 
III.  POTENTIAL WEIGHTS LINEAR ANALYSIS (PWLA) 
In this study, we will compare current preprocessing 
techniques of BPN with new technique of Potential Weights 
Linear Analysis (PWLA). PWLA reduces training process of 
supervised multi layer neural network models. SMNN models 
such as BPN will change to new SMFFNN models by using 
real weights [30]. PWLA model recognizes high deviations of 
input values matrix from global mean similar to PCA and 
using the meaning of vector torque formula for new SMFFNN. 
These deviations cause more scores for their values. For data 
analyzing, the first PWLA normalizes input values as data 
preprocessing and then uses normalized values for pre-
training, at last reduces dimension of normalized input values 
by using their potential weights. Figure 1 illustrates the 
structure of Potential weight Linear Analyze preprocessing.  
 
 
 
 
Figure 1.  Structure of Potential weight Linear Analyze 
 
Each normalized value vector creates one vector torque ratio 
to global mean of matrix. They are evaluated together and they 
will reach to equilibrium. Figure 2 shows the example of the 
action for four vector torques, but all vectors create their own 
vector torques: 
 
 
Figure 2.  The action for four vector torques 
 
Ca, Cb, Cc, Cd are the vectors of values while Da, Db, Dc, Dd 
are the arms of vector torques of values. These arms are based 
on their distances from global mean point of matrix. The vector 
torque of Ca is Ca× Da, the vector torque of Cb is Cb× Db, the 
vector torque of Cc is Cc× Dc and the vector torque of Cd is Cd× 
Dd. In this study, the physical and mathematical meaning of 
vector torque is used, and is used in classification of instances. 
If two input vectors have much correlation together, they will 
create noise. When correlation is 1, this means that the two 
attributes are indeed one attribute and duplication exists in 
input values matrix. But the global mean moves to new 
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 location, hence after equivalence, the global mean take place as 
one constant at special point of axis of vector torques and the 
weight will distribute between two vectors. This situation can 
be between some or all input vectors of matrix. Therefore 
PWLA can solve noise problem. After illustration of weak and 
strong weights (arms), PWLA can omit weak weights and just 
enter strong weights to training process of SMFFNN model. 
This phase called dimension reduction of normalized values in 
PWLA. PWLA will be more effective by having dimension 
reduction technique. 
A. Phases of Weights Linear Analysis 
The input values can be every numeric type, range and 
measurement unit. Table I shows the input values matrix: 
 
TABLE I.  INPUT VALUES MATRIX 
 Attribute 1 Attribute 2  Attribute m 
Instance 1 X11 X12 … X1m 
Instance 2 X21 X22 … X2m 
… … … … … 
Instance n Xn1 Xn2 … Xnm 
 
If the dataset is large, there a high chance that the vector 
components are highly correlated (redundant). Even though 
the input values have correlation, hence the input is noisy; 
PWLA method is able to solve this problem. The covariance 
function returns the average of deviation products for each 
data value pair two attributes. There are three phases in 
implementing PWLA: 
 
1) Normalization:  
In this phase, normalized values as data pre-processing is 
considered. The technique of Min and Max is used. Each value 
is computed to find the ratio to average of all columns. Table 
II shows a rational distribution of information in each row. 
The table is used as normalized input values or input vectors. 
 
TABLE II.  NORMALIZING INPUT VALUES PHASE 
 Attribute 1 Attribute 2 …  Attribute m 
Instance 1 C11=X11 / 
Ave1 
C12=X11 / Ave2 … C1m=X1m / 
Avem 
Instance 2 C21=X21 / 
Ave1 
C22=X22 / Ave2 … C2m=X2m / 
Avem 
… … … … … 
Instance n Cn1=Xn1 / 
Ave1 
Cn2=Xn2 / Ave2 … Cnm=Xnm / 
Avem 
Average Ave1 Ave2 Ave… Avem 
 
2) Pre-training: 
In improving pre-training performance, potential weights 
are initialized. The first distribution of standard normalized 
values is computed. µ is mean of values vectors each row, and 
σ is standard deviation of values vectors each row. Znm is a 
standard normalized value and is computed based on formula 
below. 
Znm = ( Xnm – µm ) /σm 
 
Therefore, PWLA does not need to use any random 
number for initialization of potential real weights and input of 
pre-training phase is normalized input values. Table III shows 
horizontal evaluation of PWLA that is about pre-training. 
 
TABLE III.  HORIZONTAL EVALUATION OF PWLA 
 Attribute 1 Attribute 2 … Attribute m µ Σ 
Instance 1 Z11 Z12 … Z1m µ1 Σ 1 
Instance 2 Z21 Z22 … Z2m µ2 Σ 2 
… 
 
… … … … … … 
Instance n Zn1 Zn2 … Znm µm Σ m 
 
We explained the arms of value vectors are computed 
based on definition of deviation and distribution of standard 
normalization. Znm shows the distance of Cnm to mean its rows. 
Global mean is the center of vectors torques. The weights are 
arms in vectors torques. This definition of weight is based on 
statistical and mathematical definition of normalization 
distribution and vector torque. Wm is equivalent to ( |Z11|+|Z22|+|Z…|+|Znm| ) / n. |Znm| is absolute of normal value 
Znm. Hence, weight selection is not randomization. The 
weights may have thresholds but must be managed in hidden 
layer of new SMFFNN using the following equation. 
Wm = ( |Z11|+|Z22|+|Z…|+|Znm| ) / n 
 
3) Dimension reduction: 
In this phase, there are normalized values and potential real 
weights. The weights show deviations of input values matrix 
from global mean similar to PCA.  PWLA with having 
potential real weights can recognize high dimensional data 
matrix for effective data preprocessing. The suitable sub-
matrix of necessary attributes can be selected based on their 
potential weights. PWLA can map high dimension matrix to 
lower dimension matrix.  The strong weight causes high 
variance. If the dimension of the input vectors be large, the 
components of the vectors are highly correlated (redundant). 
PWLA can solve this problem in two ways. The first, after 
equivalence, the global mean take place as one constant at 
special point of axis of vector torques and the weights are 
distributed between vectors. In other way, it can solve 
redundancy by dimension reduction. This phase of PWLA can 
be performed in hidden layer during pruning. 
 
B) PWLA Algorithm:  
The algorithm of PWLA is shown in Figure 3. 
 
PWLA (D; L, W)                                      
Input: Database D, database of input values;          
Output: Matrix L, Normalized database of D; W, potential 
weights;          
Begin                                                                         
//Computing vertical evaluation: In this phase, the input 
values are translated.    
Let row number: n;                                                   
Let column number: m;                                             
Let copy of database D in Matrix n×m of L;            
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 Forall  columns of Matrix L  m do                            
      Forall  rows of Matrix L  n do          {                                 
      L(n,m)= L(n,m)/Average(column m);                       
      Matrix LTemp = copy of Matrix L;   }                        
//Computing horizontal evaluation: In second phase of 
procedure, the weight of each input value is computed.       
//Computing standard normalized values in row: 
Let µn = Mean of values vectors in row;                 
Let σn = Standard deviation of values vectors in row;     
Forall  columns of Matrix L  m do                            
      Forall  rows of Matrix L  n do                                  
      LTemp(n,m) = (LTemp(n,m) – µn ) /σn ;                    
// Computing arms of values vectors (Weights): 
Forall  columns of Matrix L  m do                            
Wm = (Average of Absolute (LTemp( column m)) ;   
Apply dimension reduction Matrix L  
Return Matrix L, potential weights W                           
 
Figure 3.  Algorithm of PWLA 
 
The time complexity of PWLA technique depends on the 
number of attributes p and the number of instances n. The 
technique of PWLA is linear and its time complexity will be 
O(pn). PWLA technique output dimension reduction of 
normalized input values and potential weights. New SMFFNN 
will process based on the algebraic consequence of vectors 
torques. The vectors torque Tnm = Cnm × Wm are the basis of the 
physical meaning of torque. Each torque T shows a real worth 
of each value between whole values in matrix. The algebraic 
consequence of vectors torques Šn is equivalent to Tn1 + T n2 + 
T +…+ Tnm. In each row, Šn is computed. The output will be 
classified based on Ši. Recall that BPN uses sigmoid activation 
function to transform actual output between domain [0, 1] and 
to compute error by using the derivative of the logistic 
function in order to compare actual output with true output. 
True output forms the basis of the class labels in a given 
training dataset.  
Here, PWLA computes potential weights and new 
SMFFNN computes desired output by using binary step 
function instead of sigmoid function as activation function. 
Also there is no need to compute error and the derivative of the 
logistic function for the purpose of comparison between actual 
output with true output. The output Šn are sorted and two stacks 
are created based on true output with class label 0 and class 
label 1. Thresholds are defined based on creation of Stack0 as 
Stack of Ij with condition of class label 0, Stack1 as Stack of Ij 
with condition of class label 1. Binary step function is applied 
to both stacks serving as threshold and generated desired output 
0 or 1. New SMFFNN applies PWLA similar to the simple 
neural network. The number of layers, nodes, weights, and 
thresholds in new SMFFNN using PWLA pre-processing is 
logically clear without presence of any random elements. New 
SMFFNN will classify input data by using output of PWLA, 
whereby there is one input layer with several input nodes, one 
hidden layer, and one output layer with one node. Hidden layer 
contains of weighted function ∑iWij Ii and Wij are potential 
weights from pre-training. Hidden layer is necessary for 
pruning or considering management opinions for weights 
optimization. In pruning, the input values with weak weights 
can be omitted because they have weak effect on desired 
output. In management strategies, the input values with weights 
bigger than middle weights perform effectively on desired 
output, therefore they can be optimized. The output node in 
output layer contains ∑jWjo Ij and Wjo=1 for computing desired 
output. Here, BPN exist only in one epoch during training 
processing without the need to compute bias and error in 
hidden layer. In evaluating the test set and predicting the class 
label, weights and thresholds are clear and class label of each 
instance can be predicted by binary step function. 
IV. EXPRIMENTAL RESULTS AND DISCUSSION 
All techniques have been implemented in Visual Basic 
version 6 and all performed on 1.662 GHz Pentium PC with 
1.536 GB of memory. Back-propagation network performed 
with configuration of 10 hidden units in one hidden layer, and 
1 output unit. We consider initial random weights in range of 
[-0.77, 0.77] for standard BPN in experiment results. We 
considered F-measure or balanced F-Score to compute average 
of accuracies test on 10 folds across [12]. The variables of F-
measure are as follow and based on weighting of recall and 
precision. Recall is the probability that a randomly selected 
relevant instance is recovered in a search, Precision is the 
probability that a randomly selected recovered instance is 
relevant.  
tp= true positive         ;       fp= false positive 
tn= true negative       ;        fn= false negative 
Recall= tp / tp+fn     ;       Precision= tp / tp+fp 
F= 2. (Precision. recall) / (precision+ recall) 
 
A) XOR problem: 
To illustrate the semantic and logic of the proposed 
technique and the new SMFFNN model, the problem of 
Exclusive-OR (XOR) is considered.  
X1  X2 = XOR(X) 
There are two logical attributes and four instances. 
Attribute characteristic is binary 0, 1. Usually XOR is used by 
multi-layers artificial neural networks. The analysis of XOR 
problem is illustrated in Table IV, together with its features 
and class label. 
 
TABLE IV.  THE FEATURES OF XOR 
 Attribute 1 Attribute 2 Class label of XOR 
Instance 1 0 0 0 
Instance 2 0 1 1 
Instance 3 1 0 1 
Instance 4 1 1 0 
  
Learning of new SMFFNN using PWLA takes one epoch 
without computing sigmoid function, training cycle, mean 
square error, and updating weights. Potential weights are 
obtain through PWLA and new SMFFNN model applies all 
them to compute thresholds and binary step function for 
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 generating desired output as well as predicting class label for 
XOR. The potential weights of attribute1 and attribute2 are the 
same (0.5) by using PWLA because the correlation between 
the values of attribute1 and attribute 2 is zero (ρ = 0). In this 
case, the output of new model shows the error is 0 and the 
outputs are the same class labels. Figure 4 illustrates result of 
new SMFFNN by using PWLA implementation. 
 
 
Figure 4.  Implementation of XOR problem by new SMFFNN using PWLA 
 
Training results are shown in The problem of XOR is 
implemented using PWLA and the new SMFFNN. The 
experimental results are compared with results from Standard 
BPN and Improved BPN [25, 38]. Table V shows comparison 
of speed and accuracy of XOR problem.  
 
TABLE V.  CLASSIFICATION OF THE XOR PROBLEM  
Classification model Number 
of epoch 
error 
New SMFFNN 
with PWLA 
1 - 
Improved BPN 3167 0.0001 
Standard BPN 7678 0.0001 
PCA+BPN 200 0.0002 
 
The result of New SMFFNN with PWLA is better than 
others. 
 
B) SPECT Heart: 
SPECT Heart is selected from UCI Irvine Machine 
Learning Database Repository [27] because the 
implementations of the neural network models on this dataset 
was remarkable since most conventional methods do not 
process well on these datasets [21]. The dataset of SPECT 
Heart contains diagnosing of cardiac Single Proton Emission 
Computed Tomography images. There are two classes: normal 
and abnormal. The database contains 267 SPECT image sets 
of patients features, 22 continuous feature patterns. The 
implementation of BPN and new SMFFNN models by using 
different preprocessing techniques are compared. The learning 
process of new SMFFNN using PWLA is performed in one 
epoch and the potential weights are generated by PWLA on 
SPECT Heart training dataset which are shown in Table VI. 
 
 
 
 
TABLE VI.  POTENTIAL WEIGHTS OF SPECT HEART (TRAINING DATASET) 
 
 
New SMFFNN considered the potential weights and 
obtained thresholds and then created two stacks for 0 and 1 
labels using binary step function. The potential weights of 
SPECT Heart have suitable distribution and are near together. 
Table VII shows stacks of thresholds for SPECT Heart by 
using new SMFFNN and PWLA. 
TABLE VII.  CREATED THRESHOLDS BY NEW SMFFNN USING PWLA ON 
SPECT HEART (TRAINING SET) 
 
 
The learning of BPN is performed in standard situation 
(SBPN), and by using PCA with 10 dimensions as 
preprocessing technique. Table VIII shows speed and accuracy 
of classification methods on SPECT Heart dataset. 
 
TABLE VIII.  COMPARISON OF CLASSIFICATION SPEED AND ACCURACY ON 
SPECT HEART DATASET 
 
 
In SPECT Heart, The accuracy of BPN by using PCA is 
73.3%, SBPN is 87%. New SMFFNN by using PWLA has 
higher accuracy to others which is 92% and by using PWLA 
with dimension reduction is 87%. We consider 11 attributes 
with high weights for dimension reduction of input values 
matrix. Figure 5 shows the chart of comparison accuracy of 
classification methods on SPECT Heart dataset. 
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Figure 5.  Comparison of classification accuracy on SPECT Heart dataset 
The accuracy of performance of new SMFFNN by using 
PWLA is better than other methods because it uses real 
potential weights, thresholds and does not work on random 
initialization. SBPN method performs on SPECT Heart 
training dataset in 25 epochs with 2.92 second CPU times. 
BPN by using PCA performs on SPECT Heart training dataset 
in 14 epochs with 1.08 second CPU. New SMFFNN by using 
PWLA in one epoch during 0.036 second processes on 
SPECTF Heart training dataset. New SMFFNN by using 
PWLA with dimension reduction in one epoch during 0.019 
second processes on SPECTF Heart training dataset which has 
higher speed to other methods. Comparison on speed of 
training process of the methods on SPECT Heart dataset is 
shown in Figure 6 as follow: 
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Figure 6.  Comparison of classification speed of BPN and new SMFFNN by 
using preprocessing techniques on SPECT Heart dataset 
 
C) SPECTF Heart: 
SPECTF Heart is selected from UCI Irvine Machine 
Learning Database Repository [27] because the 
implementations of the neural network models on these 
datasets were remarkable since most conventional methods do 
not process well on these datasets [21]. The dataset of 
SPECTF Heart contains diagnosing of cardiac Single Proton 
Emission Computed Tomography (SPECT) images. There are 
two classes: normal and abnormal. The database contains 267 
SPECT image sets of patients features, 44 continuous feature 
patterns.  
The implementation of BPN and new SMFFNN models by 
using different preprocessing techniques are compared. 
Learning for the new SMFFNN using PWLA is performed 
in only one epoch. Generated potential weights by PWLA on 
SPECTF HEART training dataset are shown in Table IX. 
 
TABLE IX.  POTENTIAL WEIGHTS OF SPECTF HEART (TRAINING 
DATASET) 
 
 
The potential weights don't have suitable distribution; 
therefore we can consider dimension reduction of input values 
based on weak weights. In here, we consider 14 attributes with 
high weights for dimension reduction technique. New 
SMFFNN considered these potential weights and obtained 
thresholds before it created two stacks for 0 and 1 labels using 
binary step function. Table X shows stacks of thresholds. 
 
TABLE X.  CREATED THRESHOLDS BY NEW SMFFNN USING PWLA ON 
SPECTF HEART (TRAINING SET) 
 
 
The learning of BPN is performed in standard situation 
(SBPN), and by using PCA with 10 dimensions as 
preprocessing technique. Table XI shows speed and accuracy 
of classification methods on SPECTF Heart dataset. 
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 TABLE XI.  COMPARISON OF CLASSIFICATION SPEED AND ACCURACY ON 
SPECTF HEART DATASET 
 
     
In SPECTF Heart, the accuracy of BPN by using PCA is 
75.1%, SBPN is 79% and new SMFFNN by using PWLA has 
higher accuracy to others which is 94% and by using PWLA 
with dimension reduction is 85%. We consider 14 attributes 
with high weights for dimension reduction of input values 
matrix. Figure 7 shows the charts of comparison accuracy of 
classification methods on SPECTF Heart dataset. 
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Figure 7.  Comparison of classification accuracy on SPECTF Heart dataset 
 
The accuracy of performance of new SMFFNN by using 
PWLA is better than other methods because it uses real 
potential weights, thresholds and does not work on random 
initialization. SBPN method performs on SPECTF Heart 
training dataset in 25 epochs with 4.98 second CPU times. 
BPN by using PCA performs on SPECTF Heart training 
dataset in 14 epochs with 1.6 second CPU times. New 
SMFFNN by using PWLA in one epoch during 0.061 second 
processes on SPECTF Heart training dataset. New SMFFNN 
by using PWLA with dimension reduction in one epoch during 
0.022 second processes on SPECTF Heart training dataset 
which has higher speed to other methods. Speed comparison 
of  models and techniques on SPECTF Heart dataset are 
shown in Figure 8.  
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Figure 8.  Comparison of classification speed of  BPN and new SMFFNN by 
using preprocessing techniques on SPECTF Heart dataset 
 
D) Liver disorders dataset (BUPA): 
Liver disorders dataset or BUPA Medical Research Ltd. 
database donated by Richard S. Forsyth is selected from UCI 
Irvine Machine Learning Database Repository [27]. The first 5 
variables are all blood tests which are thought to be sensitive 
to liver disorders that might arise from excessive alcohol 
consumption. Each line in the BUPA data file constitutes the 
record of a single male individual. Selector field used to split 
data into two sets. The database contains 345 attributes and 7 
instances. Learning for the new SMFFNN using PWLA is 
performed in only one epoch and the potential weights 
generated by PWLA on BUPA dataset is shown in Table XII. 
TABLE XII.  POTENTIAL WEIGHTS OF BUPA (TRAINING DATASET) 
 
 
New SMFFNN considered these potential weights and 
obtained thresholds before it created two stacks for 1 and 2 
labels using binary step function. Table XIII shows stacks of 
thresholds. 
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 TABLE XIII.  CREATED THRESHOLDS BY NEW SMFFNN USING PWLA ON 
BUPA (TRAINING SET) 
 
 
 
Table XIV shows average accuracy of classification 
methods on BUPA dataset. 
 
TABLE XIV.  COMPARISON OF CLASSIFICATION SPEED AND ACCURACY ON 
BUPA DATASET 
 
 
In BUPA, the accuracy of BPN by using SCAWI is 
60.90% [7], BPN by using PCA is 63.40% [29], SBPN is 
59.40% and BPN by using PWLA has higher accuracy to 
others that is 100%. Figure 9 shows the charts of comparison 
accuracy of classification methods on BUPA dataset. 
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Figure 9.  Comparison of classification accuracy on BUPA dataset 
 
The accuracy of performance of new SMFFNN by using 
PWLA is better than other methods and is 100% because it 
uses real potential weights, thresholds and does not work on 
random initialization. The BUPA classification result shows 
that selected attributes of this dataset are complete and 
SMFFNN model by using PWLA has highest accuracy.      
SBPN method performs on BUPA dataset in 1300 epochs. 
BPN by using PCA or SCAWI performs on BUPA dataset in 
200 epochs. New SMFFNN by using PWLA in one epoch 
processes on BUPA dataset that has higher speed than other 
methods.  
Speed comparison of  models and techniques on BUPA 
dataset are shown in Figures 10.  
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Figure 10.  Comparison of classification speed of BPN and new SMFFNN by 
using preprocessing techniques on BUPA dataset 
 
V.  CONCLUSION 
 
Currently, data pre-processing and pre-training techniques 
of BPN focus on reducing the training process and increasing 
classification accuracy. The main contribution of this paper is 
combination of normalization and dimension reduction as pre-
processing and new pre-training method for reducing training 
process with the discovery of SMFFNN model. BPN can 
change to new SMFFNN model and get the best result in 
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 speed and accuracy by using new preprocessing technique 
without gradient of mean square error function and updating 
weights in one epoch. Therefore, the proposed technique can 
solve the main problem of finding the suitable weights. The 
Exclusive-OR (XOR) problem is considered and solved for the 
purpose to validate the new model. During experiments, the 
new model was implemented and analyzed using Potential 
Weights Linear Analysis (PWLA). The combination of 
normalization, dimension reduction and new pre-training 
techniques shows that PWLA generated suitable input values 
and potential weights. This shows that PWLA serves as global 
mean and vectors torque formula to solve the problem. Three 
kinds of SPECT Heart, SPECTF Heart and Liver Disorders 
(BUPA) datasets from UCI Repository of Machine Learning 
are chosen to illustrate the strength of PWLA techniques. The 
results of BPN by using pre-processing techniques and new 
SMFFNN with application of PWLA showed significant 
improvement in speed and accuracy. The results show that 
robust and flexibility properties of new preprocessing 
technique for classification. For future work, we consider 
improved PWLA with non linear supervised and unsupervised 
dimension reduction property for applying by other supervised 
multi layer feed forward neural network models. 
 
REFERENCSES 
 
[1] Andonie, R. and Kovalerchuk, B. 2004. Neural Networks 
for Data Mining: Constrains and Open Problems. 
Computer Science Department Central Washington 
University, Ellensburg, USA. 
[2] Belhumeour, P.N., Hespanha, J.P. and Kriegman, D.J. 
1997. Eigenfaces vs, Fisherfaces: Recognition using class 
specific linear projection. IEEE Trans. Pattern Analysis 
and Machine Intelligence, 19(7):711–720. 
[3] Daffertshofer, A., Lamoth, C.J., Meijer, O.G. and Beek 
P.J. 2004. PCA in studying coordination and variability: a 
tutorial. Clin Biomech (Bristol, Avon).19:415-428. 
Decomposing input patterns to facilitate training. Proc 
World Congress on Neural Networks, V.III, 503-506. 
[4] DeMers, D. and Cottrell, G. 1993. Non-linear 
dimensionality reduction. In Advances in Neural 
Information Processing Systems, volume 5, pages 580–
587, San Mateo, CA, USA. Morgan Kaufmann. 
[5] Demuth, H., Beale, M. and Hagan, M. 2007. Neural 
Network Toolbox User’s GuideMatlab, The Mathworks , 
Accelerating the pace of engineering and science. 
[6] Drago, G.P. and Ridella, S. 1992. Statistically Controlled 
Activation Weight initialization (SCAWI). IEEE 
Transactions. on Neural Networks, vol. 3, no. 4, pp. 627-
631. 
[7] Fernández-Redondo, M. and Hernández-Espinosa C. 2001. 
Weight Initialization Methods for Multilayer feed 
forward. Universidad Jaume I, Campus de Riu Sec, 
Edificio TI, Departamento de Informática, 12080 
Castellón, Spain. ESANN'2001 proceedings - European 
Symposium on Artificial Neural Networks. Bruges 
(Belgium), 25-27 April 2001, D-Facto public., ISBN 2-
930307-01-3, pp. 119-124. 
[8] Fernandez-Redondo, M. and Hernandez-Espinosa, C. 
2000. A comparison among weight initialization methods 
for multilayer feedforward networks, Proceedings of the 
IEEE–INNS–ENNS International Joint Conference on 
Neural Networks, Vol. 4, Como, Italy, 2000, pp. 543–548. 
[9] Friedman, J. H. 1989. Regularized discriminant analysis. 
Journal of the American Statistical Association, 
84(405):165–175. 
[10] Funahash, K. 1989. On approximate realization of 
continuous mappings by neural networks, Neural 
Networks 2. 183–192. 
[11] Gentleman, W. M. and Kung, H. T. 1981. Matrix 
triangularization by systolic arrays. Proceedings of the 
SPIE Symposium , Real-time signal processing IV, 
298(IV). 
[12] Han, J. and Kamber, M. 2001. Data Mining: Concepts 
and Techniques. Simon Fraser University, Academic 
Press. 
[13] Hegland, M. 2003. Data Mining – Challenges, Models, 
Methods and Algorithms.  May 8. 
[14] Hinton, G.E. and Salakhutdinov, R.R. 2006. Reducing the 
Dimensionality of Data with Neural Networks. Materials 
and Methods. Figs. S1 to S5 Matlab Code. 
10.1126/science. 
1127647.June.www.sciencemag.org/cgi/content/full/313/
5786/504/DC1 
[15] Ho-Sub, Y., Chang-Seok, B. and Byung-Woo, M. 1995. 
Neural networks using modified initial connection 
strengths by the importance of feature elements. In 
Proceedings of International Joint Conf. on Systems, Man 
and Cybernetics, 1: 458-461. 
[16] Howland, P., Jeon, M. and Park, H. 2003. Structure 
preserving dimension reduction for clustered text data 
based on the generalized singular value decomposition. 
SIAM Journal on 
[17] Jolliffe, L.T. 1986. Principal Component Analysis. 
Springer-Verlag, New York. 
[18] Jolliffe, L.T. 2002. Principal Component Analysis. 
Springer. 2nd edition. 
[19] Kalman, B.L., Kwasny, S.C. and Abella A. 1993. 
[20] Keeni, K., Nakayama, K. and Shimodaira, H. 1999. A 
training scheme for pattern classifcation using multi-layer 
feed-forward neural networks. In Proceedings of 3rd 
International Conference on Computational Intelligence 
and Multimedia Applications, New Delhi, India, pp. 307–
311. 
[21] Kim, J.K. and Zhang, B.T. 2007. Evolving Hyper 
networks for Pattern Classification. In Proceedings of 
IEEE Congress on Evolutionary Computation. 
Page(s):1856 – 1862 Digital Object Identifier 
10.1109/CEC. 
[22] Lanckriet, G.R.G., Bartlett, P., Cristianini, N., Ghaoui, L. 
El and Jordan M. I. 2004. Learning the kernel matrix with 
semidefinite programming. Journal of Machine Learning 
Research, 5:27–72. 
[23] LeCun, Y., Bottou, L., Orr, G. and Muller, K. 1998. 
Efficient Back Prop. In Orr, G. B. and. Muller, K.-R., 
(Eds.), Neural Networks: Tricks of the trade, (G. Orr and 
Muller K., eds.). 
[24] Lindsay, S. 2002. A tutorial on Principal Components 
Analysis. February 26.  Unpublished. T.Z.1-4244-1340-
0/07/2007 IEEE. 
[http://www.ics.uci.edu/~mlearn/MLRepository.html] 
(IJCSIS) International Journal of Computer Science and Information Security 
Vol. 3, No. 1, July 2009
238
 [25] Mariyam, S. 2000. Higher Order Centralized Scale-
Invariants for Unconstrained Isolated Handwritten Digits. 
PhD. Thesis, University Putra Malaysia. 
[26] Mark, W.C. and Jude, W.S. 1999. Using Neural Networks 
for Data Mining. Computer Science Department, 
Carnegie Mellon University, University of Wisconsin-
Madison. Matrix Analysis and Applications, 2003, 
25(1):165-179. 
[27] Murphy, P.M. 1997. Repository of Machine Learning and 
Domain Theories. 
[http://archive.ics.uci.edu/ml/datasets/SPECTF+Heart]; 
[http://archive.ics.uci.edu/ml/datasets/SPECT+ Heart]; 
[http://archive.ics.uci.edu/ml/datasets/Liver+Disorders] 
[28] Neal, M.J., Goodacre, R. and Kell, D.B. 1994. The 
analysis of pyrolysis mass spectra using artificial neural 
networks. Individual input scaling leads to rapid learning. 
In Proceedings of the World Congress on Neural 
Networks. International Neural Network Society San 
Diego. 
[29] Perantonis, S.J. and Virvilis, V. (1999). Dimensionality 
reduction using a novel network based feature extraction 
method. In International Joint Conference on Neural 
Networks (IJCNN), volume 2, pages 1195–1198. 
[30] Roya, A., Norwati, M., Nasir, S. and Nematollah S. 
(2009). New Supervised Multi layer Feed Forward Neural 
Network model to accelerate classification with high 
accuracy, Accepted by European Journal of Scientific 
Research (EJSR), Vol. 33 Issue 1. 
[31] Russell, I.F. 2007. Neural Networks. Department of 
Computer Science. University of Hartford West Hartford, 
CT 06117. Journal of Undergraduate Mathematics and its 
Applications, Vol 14, No 1. 
[32] Shlens, J. 2005. A Tutorial on Principal Component 
Analysis. Unpublished, Version 2. 
[33] Stewart, G.W. 1998. Matrix Algorithms, Basic 
Decompositions,vol. 1, SIAM, Philadelphia, PA. 
[34] Van der Maaten, L.J.P., Postma, E., and van den Herik, H. 
2008. Dimensionality Reduction: A Comparative Review. 
MICC, Maastricht University, P.O. Box 616, 6200 MD 
Maastricht, The Netherlands. Preprint submitted to 
Elsevier, 11 January. 
[35] Werbos, P.J. 1974. PaulWerbos. Beyond Regression: New 
Tools for Prediction and Analysis in the Behavioral 
Sciences. PhD thesis, Committee on Applied 
Mathematics, Harvard University, Cambridge, MA, 
November 1974. 
[36] Ye, J., Janardan, R., Park, C.H. and Park, H. 2004. An 
optimization criterion for generalized discriminant 
analysis on undersampled problems. IEEE Trans. Pattern 
Analysis and Machine Intelligence, 26(8):982–994. 
[37] Ye, J., Li, Q., Xiong H., Park, H., Janardan, R. and 
Kumar, V. 2004. An Incremental Dimension Reduction 
Algorithm via QR Decomposition. The Tenth ACM 
SIGKDD International Conference on Knowledge 
Discovery and Data Mining, Seattle, WA, pp. 364-373, 
The Department of Computer Science & Engineering, 
University of Minnesota, Minneapolis, MN 55455, U.S.A. 
[38] Yim, T.K. 2005. An Improvement on Extended Kalman 
Filter for Neural Network Training. Master Thesis, 
University Putra Malaysia. 
[39] Zhang, X.M., Chen, Y.Q., Ansari, N. and Shi, Y.Q. 2003. 
Mini-max initialization for function Approximation. 
Department of Electrical & Computer Engineering, New 
Jersey Institute of Technology, Newark, NJ 07102, USA. 
Department of Computer Science and Engineering, 
Intelligent Information Processing Laboratory, Fudan 
University, People’s Republic of China. Accepted 31 
October 2003. 
AUTHORS PROFILE 
 
Dr. Prof. Md. Nasir bin Sulaiman is a lecturer in Computer 
Science in Faculty of Computer Science and 
Information Technology, UPM and as an 
Associate Professor since 2002. He obtained 
Ph. D in Neural Network Simulation from 
Loughborough University, U.K. in 1994. His 
research interests include intelligent 
computing, software agents and data mining. 
 
Dr. Norwati Mustapha is a lecturer in Computer Science in 
Faculty of Computer Science and 
Information Technology, UPM and head of 
department of Computer Science since 2005. 
She obtained Ph. D in Artificial Intelligence 
from UPM, Malaysia in 2005.  
 
Her research interests include intelligent computing and data 
mining. 
 
Roya Asadi received the Bachelor degree in Computer 
Software engineering from Electronical and 
Computer Engineering Faculty, Shahid 
Beheshti University and Computer Faculty 
of Data Processing Iran Co. (IBM), Tehran, 
Iran.  
 
She is a research student of Master of Computer science in 
database systems in UPM university of Malaysia. Her 
professional working experience includes 12 years of service 
as Senior Planning Expert 1. Her interests are in Intelligent 
Systems and Neural Network modeling. 
 
 
 
(IJCSIS) International Journal of Computer Science and Information Security 
Vol. 3, No. 1, July 2009
239
