This paper describes two techniques that improve throughput in an ad hoc network in the presence of nodes that agree to forward packets but fail to do so. To mitigate this problem, we propose categorizing nodes based upon their dynamically measured behavior. We use a watchdog that identifies misbehaving nodes and a patl~rater that helps routing protocols avoid these nodes. Through simulation we evaluate watchdog and pathrater using packet throughput, percentage of overhead (routing) transmissions, and the accuracy of misbehaving node detection. When used together in a network with moderate mobility, the two techniques increase throughput by 17% in the presence of 40% misbehaving nodes, while increasing the percentage of overhead transmissions from the standard routing protocol's 9% to 17%. During extreme mobility, watchdog and pathrater can increase network throughput by 27%, while increasing the overhead transmissions from the standard routing protocol's 12% to 24%.
INTRODUCTION
There will be tremendous growth over the next decade in the use of wireless communication, from satellite transmission into many homes to wireless personal area networks. As the cost of wireless access drops, wireless communications could replace wired in many settings. One advantage of wireless is the ability to transmit data among users in a common area while remaining mobile. However, the distance between participants is limited by the range of transmitters or their proximity to wireless access points. Ad hoc wireless networks mitigate this problem by allowing out of range nodes to route data through intermediate nodes.
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Ad hoc networks have a wide array of military and commercial applications. Ad hoc networks are ideal in situations where installing an infrastructure is not possible because the infrastructure is too expensive or too vulnerable, the network is too transient, or the infrastructure was destroyed. For example, nodes may be spread over too large an area for one base station and a second base station may be too expensive. An example of a vulnerable infrastructure is a military base station on a battlefield. Networks for wilderness expeditions and conferences may be transient if they exist for only a short period of time before dispersing or moving. Finally, if network infrastructure has been destroyed due to a disaster, an ad hoc wireless network could be used to coordinate relief efforts. Since DARPA's P R N E T [13] , the area of routing in ad hoc networks has been an open research topic.
Ad hoc networks maximize total network throughput by using all available nodes for routing and forwarding. Therefore, the more nodes that participate in packet routing, the greater the aggregate bandwidth, the shorter the possible routing paths, and the smaller the possibility of a network partition. However, a node may misbehave by agreeing to forward packets and then failing to do so, because it is overloaded, selfish, malicious, or broken. An overloaded node lacks the CPU cycles, buffer space or available network bandwidth to forward packets. A selfish node is unwilling to spend battery life, CPU cycles, or available network bandwidth to forward packets not of direct interest to it, even though it expects others to forward packets on its behalf. A malicious node launches a denial of service attack by dropping packets. A broken node might have a software fault that prevents it from forwarding packets.
Misbehaving nodes can be a significant problem. Our simulations show that if 10%-40% of the nodes in the network misbehave, then the average throughput degrades by 16%-32%. However, the worst case throughput experienced by any one node may be worse than the average, because nodes that try to route through a misbehaving node experience high loss while other nodes experience no loss. Thus, even a few misbehaving nodes can have a severe impact.
One solution to misbehaving nodes is to forward packets only through nodes that share an a priori trust relationship. A priori trust relationships are based on pre-existing relationships built outside of the context of the network (e.g. friendships, companies, and armies). The problems with relying on a priori trust-based forwarding are that 1) it requires key distribution, 2) trusted nodes may still be overloaded, 3) trusted nodes may still be broken, 4) trusted nodes may be compromised, and 5) untrusted nodes may be well behaved. It may not be possible to exchange keys used to authenticate trusted nodes outside of the ad hoc network before the conference or disaster that requires an ad hoc network. If keys are not distributed ahead of time, then enforcing a priori trust-based forwarding requires a secure channel for key exchanges within the ad hoc network for authentication. Even if keys can be exchanged, a trusted node's security may be compromised, or a trusted node may be overloaded or broken as mentioned above. Finally, although relying on a priori trust-based forwarding reduces the number of misbehaving nodes, it also excludes untrusted well behaved nodes whose presence could improve ad hoc network performance.
Another solution to misbehaving nodes is to attempt to forstall or isolate these nodes from within the actual routing protocol for the network. However, this would add significant complexity to protocols whose behavior must be very well defined. In fact, current versions of mature ad hoc routing algorithms, including DSR [12] , AODV [7] , TORA [5l, DSDV [19] , STAR [9] , and others [16] only detect if the receiver's network interface is accepting packets, but they otherwise assume that routing nodes do not misbehave. Although trusting all nodes to be well behaved increases the number of nodes available for routing, it also admits misbehaving nodes to the network.
In this paper we explore a different approach, and install extra facilities in the network to to detect and mitigate routing misbehavior. In this way, we can make only minimal changes to the underlying routing algorithm. We introduce two extensions to the Dynamic Source Routing algorithm (DSR) [12] to mitigate the effects of routing misbehavior: the watchdog and the pathratcr. The watchdog identifies misbehaving nodes, while the pathrater avoids routing packets through these nodes. When a node forwards a packet, the node's watchdog verifies that the next node in the path also forwards the packet. The watchdog does this by listening promiscuously to the next node's transmissions. If the next node does not forward the packet, then it is misbehaving. The pathrater uses this knowledge of misbehaving nodes to choose the network path that is most likely to deliver packets.
Using the ns network simulator [8] , we show that the two techniques increase throughput by 17% in the presence of up to 40% misbehaving nodes during moderate mobility, while increasing the ratio of overhead transmissions to data transmissions from the standard routing protocol's 9% to 17%. During extreme mobility, watchdog and pathrater can increase network throughput by 27%, while increasing the percentage of overhead transmissions from 12% to 24%. We describe mechanisms to reduce this overhead in Section 6.
The remainder of this paper is organized as follows. Section 2 specifies our assumptions about ad hoc networks and gives background information about DSR. Section 3 describes the watchdog and pathrater extensions. Section 4 describes the methodology we use in our simulations and the metrics we use to evaluate the results. We present these results in Section 5. Sections 6 and 7 present related work and future work, respectively. Finally, Section 8 concludes the paper.
ASSUMPTIONS AND BACKGROUND
This section outlines the assumptions we make regarding the properties of the physical and network layers of ad hoc networks and includes a brief description of DSR, the routing protocol we use.
Definitions
We use the term neighbor to refer to a node that is within wireless transmission range of another node. Likewise, neighborhood refers to all the nodes that are within wireless transmission range of a node.
Physical Layer Characteristics
Throughout this paper we assume bidirectional communication symmetry on every link between nodes. This means that if a node B is capable of receiving a message from a node A at time t, then node A could instead have received a message from node B at time L This assumption is often valid, since many wireless MAC layer protocols, including IEEE 802.11 and MACAW [2], require bidirectional communication for reliable transmission. The watchdog mechanism relies on bidirectional links.
In addition, we assume wireless interfaces that support promiscuous mode operation. Promiscuous mode means that if a node A is within range of a node B, it can overhear communications to and from B even if those communications do not directly involve A. Lucent Technologies' WaveLAN interfaces have this capability. While promiscuous mode is not appropriate for all ad hoc network scenarios (particularly some military scenarios) it is useful in other scenarios for improving routing protocol performance [12] .
Dynamic Source Routing (DSR)
DSR is an on-demand, source routing protocol. Every packet has a route path consisting of the addresses of nodes that have agreed to participate in routing the packet. The protocol is referred to as "on-demand" because route paths are discovered at the time a source sends a packet to a destination for which the source has no path.
We divide DSR into two main functions: route discovery and route maintenance. Figure 1 illustrates route discovery. Node S (the source) wishes to communicate with node D (the destination) but does not know any paths to D. S initiates a route discovery by broadcasting a ROUTE REQUEST packet to its neighbors that contains the destination address D. The neighbors in turn append their own addresses to the ROUTE REQUEST packet and rebroadcast it. This process continues until a ROUTE REQUEST packet reaches D. D must now send back a route reply packet to inform S of the discovered route.
Since the ROUTE REQUEST packet that reaches D contains a path from S to D, D may choose to use the reverse path to send back the reply (bidirectional links are required here) or to initiate a new route discovery back to S. Since there can be many routes from a source to a destination, a source may receive multiple route replies from a destination. DSR caches these routes in a route cache for future use.
The second main function in DSR is route maintenance, which handles link breaks. A link break occurs when two nodes on a path are no longer in transmission range. If an intermediate node detects a link break when forwarding a packet to the next node in the route path, it sends back a message to the source notifying it of that link break. The source must try another path or do a route discovery if it does not have another path.
3. WATCHDOG AND PATHRATER In this section we present the watchdog and the pathrater --tools for detecting and mitigating routing misbehavior. We also describe the limitations of these methods. Though we implement these tools on top of DSR, some of our concepts can be generalized to other source routing protocols. We note those concepts that can be generalized during our descriptions of the techniques.
3.1
Watchdog The watchdog method detects misbehaving nodes. We implement the watchdog by maintaining a buffer of recently sent packets and comparing each overheard packet with the packet in the buffer to see if there is a match. If so, the packet in the buffer is removed and forgotten by the watchdog, since it has been forwarded on. If a packet has remained in the buffer for longer than a certain timeout, the watchdog increments a failure tally for the node responsible for forwarding on the packet. If the tally exceeds a certain threshold bandwidth, it determines that the node is misbehaving and sends a message to the source notifying it of the misbehaving node.
The watchdog technique has advantages and weaknesses. DSR with the watchdog has the advantage that it can detect misbehavior at the forwarding level and not just the link level. Watchdog's weaknesses are that it might not detect a misbehaving node in the presence of 1) ambiguous collisions, 2) receiver collisions, 3) limited transmission power, 4) false misbehavior, 5) collusion, and 6) partial dropping.
The ambiguous collision problem prevents A from overhearing transmissions from B. As Figure 3 illustrates, a packet collision can occur at A while it is listening for B to forward on a packet. A does not know if the collision was caused by B forwarding on a packet as it should or if B never forwarded the packet and the collision was caused by other nodes in A's neighborhood. Because of this uncertainty, A should not immediately accuse B of misbehaving, but should instead continue to watch B over a period of time. If A repeatedly fails to detect B forwarding on packets, then A can assume that B is misbehaving.
In the receiver collision problem, node A can only tell whether B sends the packet to C, but it cannot tell if C receives it (Figure 4) . If a collision occurs at C when B first forwards the packet, A only sees B forwarding the packet and assumes that C successfully receives it. Thus, B could skip retransmitting the packet and leave A none the wiser. B could also purposefully cause the transmitted packet to collide at C by waiting until C is transmitting and then forwarding on the packet. In the first case, a node could be selfish and not want to waste power with retransmissions. In the latter case, the only reason B would have for taking the actions that it does is because it is malicious. B wastes battery power and CPU time, so it is not selfish. An overloaded node would not engage in this behavior either, since it wastes badly needed CPU time and bandwidth. Thus, this second case should be a rare occurrence.
Another problem can occur when nodes falsely report other nodes as misbehaving. A malicious node could attempt to partition the network by claiming that some nodes following it in the path are misbehaving. For instance, node A could report that node B is not forwarding packets when in fact it is. This will cause S to mark B as misbehaving when A is the culprit. This behavior, however, will be detected. Since A is passing messages on to B (as verified by S), then any acknowledgements from D to S will go through A to S, and S will wonder why it receives replies from D when supposedly B dropped packets in the forward direction. In addition, if A drops acknowledgements to hide them from S, then node B will detect this misbehavior and will report it to D.
Another problem is that a misbehaving node that can control its transmission power can circumvent the watchdog. A node could limit its transmission power such that the signal is strong enough to be overheard by the previous node but too weak to be received by the true recipient. This would require that the misbehaving node know the transmission power required to reach each of its neighboring nodes. Only a node with malicious intent would behave in this manner --selfish nodes have nothing to gain since battery power is wasted and overloaded nodes would not relieve any congestion by doing this.
Multiple nodes in collusion can mount a more sophisticated attack. For example, B and C from Figure 2 could collude to cause mischief. In this case, B forwards a packet to C but does not report to A when C drops the packet. Because of this limitation, it may be necessary to disallow two consecutive untrusted nodes in a routing path. In this paper, we only deal with the possibility of nodes acting alone. The harder problem of colluding nodes is being studied by Johnson at CMU [13] .
Finally, a node can circumvent the watchdog by dropping packets at a lower rate than the watchdog's configured minimum misbehavior threshold. Although the watchdog will not detect this node as misbehaving, this node is forced to forward at the threshold bandwidth. In this way the watchdog serves to enforce this minimum bandwidth.
The watchdog mechanism could be used to some degree to detect replay attacks but would require maintaining a great deal of state information at each node as it monitors its neighbors to ensure that they do not retransmit a packet that they have already forwarded. Also, if a collision has taken place at the receiving node, it would be neccesary and correct for a node to retransmit a packet, which may appear as a replay attack to the node acting as its watchdog. Therefore, detecting replay attacks would neither be an efficient nor an effective use of the watchdog mechanism.
For the watchdog to work properly, it must know where a packet should be in two hops. In our implementation, the watchdog has this information because DSR is a source routing protocol. If the watchdog does not have this information (for instance if it were implemented on top of a hop-by-hop routing protocol), then a malicious or broken node could broadcast the packet to a non-existant node and the watchdog would have no way of knowing. Because of this limitation, the watchdog works best on top of a source routing protocol.
Pathrater
The pathrater, run by each node in the network, combines knowledge of misbehaving nodes with link reliability data to pick the route most likely to be reliable. Each node maintains a rating for every other node it knows about in the network. It calculates a path metric by averaging the node ratings in the path. We choose this metric because it gives a comparison of the overall reliability of different paths and allows pathrater to emulate the shortest length path algorithm when no reliability information has been collected, as explained below. If there are multiple paths to the same destination, we choose the path with the highest metric. Note that this differs from standard DSR, which chooses the shortest path in the route cache. Further note that since the pathrater depends on knowing the exact path a packet has traversed, it must be implemented on top of a source routing protocol.
The pathrater assigns ratings to nodes according to the following algorithm. When a node in the network becomes known to the pathrater (through route discovery), the pathrater assigns it a "neutral" rating of 0.5. A node always rates itself with a 1.0. This ensures that when calculating path rates, if all other nodes are neutral nodes (rather than suspected misbehaving nodes), the pathrater picks the shortest length path. The pathrater increments the ratings of nodes on all actively used paths by 0.01 at periodic intervals of 200 ms. An actively used path is one on which the node has sent a packet within the previous rate increment interval. The maximum value a neutral node can attain is 0.8. We decrement a node's rating by 0.05 when we detect a link break during packet forwarding and the node becomes unreachable. The lower bound rating of a "neutral" node is 0.0. The pathrater does not modify the ratings of nodes that are not currently in active use.
We assign a special highly negative value, -100 in the simulations, to nodes suspected of misbehaving by the watchdog mechanism. When the pathrater calculates the path metric, negative path values indicate the existence of one or more suspected misbehaving nodes in the path. If a node is marked as misbehaving due to a temporary malfunction or incorrect accusation it would be preferrable if it were not permanently excluded from routing. Therefore nodes that have negative ratings should have their ratings slowly increased or set back to a non-negative value after a long timeout. This is not implemented in our simulations since the current simulation period is too short to reset a misbehaving node's rating. Section 5.3 discusses the effect on throughput of accusing well-behaving nodes.
When the pathrater learns that a node on a path that is in use misbehaves, and it cannot find a path free of misbehaving nodes, it sends out a ROUTE REQUEST if we have enabled an extension we call Send Route Request (SRR).
METHODOLOGY
In this section we describe our simulator, simulation parameters, and measured metrics.
We use a version of Berkeley's Network Simulator (ns) [8] that includes wireless extensions made by the CMU Monarch project. We also use a visualization tool from CMU called ad-hockey [25] 
Movement and Communication Patterns
The nodes communicate using 10 constant bit rate (CBR) node-to-node connections. Four nodes are sources for two connections each, and two nodes are sources for one connection each. Eight of the flow destinations receive only one flow and the ninth destination receives two flows. The communication pattern we use was developed by CMU [3] .
In all of our node movement scenarios, the nodes choose a destination and move in a straight line towards the destination at a speed uniformly distributed between 0 meters/second (m/s) and some maximum speed. This is called the random waypoint model [3]. We limit the maximum speed of a node to 20 m/s (10 m/s on average) and we set the run-time of the simulations to 200 seconds. Once the node reaches its destination, it waits for the pause time before choosing a random destination and repeating the process. We use pause times of 0 and 60 seconds. In addition we use two different variations of the initial node placement and movement patterns. By combining the two pause times with two movement patterns, we obtain four different mobility scenarios.
Misbehaving Nodes
Of the 50 nodes in the simulated network, some variable percentage of the nodes misbehave. In our simulations, a mis-behaving node is one that agrees to participate in forwarding packets (it appends its address into ROUTE REQUEST packets) but then indiscriminately drops all data packets that are routed through it.
We vary the percentage of the network comprised of misbehaving nodes from 0% to 40% in 5% increments. While a network with 40% misbehaving nodes may seem unrealistic, it is interesting to study the behavior of the algorithms in a more hostile environment than we hope to encounter in real life. We use Tcl's [17] built-in pseudo-random number generator to designate misbehaving nodes randomly. We use the same seed across the 0% to 40% variation of the misbehaving nodes parameter, which means that the group of misbehaving nodes in the 10% case is a superset of the group of misbehaving nodes in the 5% case. This ensures that the obstacles present in lower percentage misbehaving node runs are also present in higher percentage misbehaving node runs.
Metrics
We evaluate our extensions using the following three metrics:
Throughput: This is the percentage of sent data packets actually received by the intended destinations.
Overhead: This is the ratio of routing-related transmissions (ROUTE REQUEST, ROUTE REPLY, ROUTE ER-ROR, and watchdog) to data transmissions in a simulation. A transmission is one node either sending or forwarding a packet. For example, one packet being forwarded across 10 nodes would count as 10 transmissions. We count transmissions instead of packets because we want to compare routing-related transmissions to data transmissions, but some routing packets are more expensive to the network than other packets: ROUTE REQUEST packets are broadcast to all neighbors which in turn broadcast to all of their neighbors, causing a tree of packet transmissions. Unicast ROUTE RE-PLY, ROUTE ERROR, watchdog, and data packets only travel along a single path.
Effects of watchdog false positives on network throughput. False positives occur when the watchdog mechanism reports that a node is misbehaving when in fact it is not, for reasons discussed in Section 3. We study the impact of this on throughput.
SIMULATION RESULTS
In this section we present the results of our simulations. We focus on three metrics of evaluation: network throughput, routing overhead, and the effects of false positives on throughput.
We test the utility of various combinations of our extensions: watchdog (WD), pathrater (PR), and send (extra) route request (SRP~). We use the SRR extension to find new paths when all known paths include a suspected misbehaving node. Each of the following sections includes two graphs of simulation results for two separate pause times. The first graph is for a pause time of 0 (the nodes are in constant motion) and the second is for a pause time of 60 seconds before and in between node movement. We simulate two different node mobility patterns using four different pseudo-random number generator seeds. The seeds determine which nodes misbehave. We plot the average of the eight simulations.
Network Throughput
We graph four curves for network throughput: everything enabled, watchdog and pathrater enabled, only pathrater enabled, and everything disabled. We choose to graph both everything enabled and everything enabled except SRR, because we want to isolate performance gains or problems caused by extra route requests. Since the pathrater is not strictly a tool to be used for circumventing misbehaving nodes, we choose to include the graph where only pathrater is enabled to determine if it increases network throughput without any knowledge of suspected misbehaving nodes. We do not graph watchdog and St~ activated without pathrater, since without pathrater the information about misbehaving nodes would not be used for routing decisions. Figure 5 shows the total network throughput, calculated as the fraction of data packets generated that are received, versus the fraction of misbehaving nodes in the network for the combinations of extensions. In the case where the network contains no misbehaving nodes, all four curves achieve around 95% throughput. After the 0% misbehaving node case, the graphs diverge.
As expected, the simulations with all three extensions active perform the best by a considerable margin as misbehaving nodes are added to the network. The mechanisms increase the throughput by up to 27% compared to the basic protocol, maintaining a throughput greater than 80% for both pause times, even with 40% misbehaving nodes. the source node has no way of detecting the misbehaving node in its path to the destination, and so its transmission flow suffers total packet loss. Pathrater alone cannot detect a path with misbehaving nodes to decrement its rate (see Section 7).
One effect of the randomness of ns is that nodes may receive route replies to their route requests in a different order in one simulation than in another simulation with slightly varied parameters. This change can result in a node choosing a path with a misbehaving node in one run, but not choosing that path in a simulation with more misbehaving nodes in the network. This may actually result in slight increases in network throughput when the number of misbehaving nodes increases. For instance, this is noticeable in the pathrateronly curve of Figure 5 (b) where the throughput raises from 82% to 84% between 20% and 25% misbehaving nodes.
In both throughput graphs, the everything disabled curve and the pathrater only curves closely follow each other. From the graphs we conclude that the pathrater alone does not significantly affect performance. In Section 7 we suggest some improvements to the pathrater that may increase its utility in the absence of the other extensions.
Routing Overhead
For routing overhead, we graph four curves: everything on, pathrater and watchdog on, only watchdog on (watchdogonly), and everything off. Using the everything off graph as our basis for comparison, we graph the watchdog-only curve to find the overhead generated just by the watchdog when it sends notifications to senders. The watchdog and pathrater curve shows the overhead added by watchdog and pathrater but with pathrater's ability to send out extra route requests disabled. The everything on curve includes the overhead created by pathrater when sending out extra route requests. Figure 6 shows the amount of overhead incurred by activating the different routing extensions. The greatest effect on routing overhead results from using the SKI{ feature, which sends out route requests for a destination to which the only known routes include suspected misbehaving nodes. For 40% misbehaving nodes in the high mobility scenario, the overhead rises from 12% to 24% when SRR is activated in the pathrater. Any route requests generated by SRR will flood the network with ROUTE REQUEST and ROUTE REPLY packets, which greatly increase the overhead. Table 2 lists the maximum and minimum overhead for any of the simulations with all options enabled at 40% misbehaving nodes.
The watchdog mechanism itself only adds a very small amount of extra overhead as seen by comparing the watchdog-only graph with the all-disabled graph. Also, the added overhead is not affected by the increase in misbehaving nodes in the network. Using both the watchdog and pathrater mechanisms increases the throughput of the network by 16% at 40% misbehaving nodes with only 6% additional network overhead (see Figure 6 (a) ).
Though the overhead added by these extensions is significant, especially when pathrater sends out route requests to avoid misbehaving nodes, these extensions still improve net throughput. Therefore, the main concerns with high overhead involve issues such as increased battery usage on portables and PDAs. Since the largest factor accounting for the overhead is route requests, the overhead can be significantly reduced by optimizing the delay between pathrater sending out route requests and incorporating some of the approaches developed for mitigating route requests and broadcast storms in general [1, 4, 14].
5.3

Effects of False Detection
We compare simulations of the regular watchdog with a watchdog that does not report false positives. Figure 7 shows the network throughput lost by the watchdog incorrectly reporting well-behaved nodes. These results show that throughput is not appreciably affected by false positives and that they may even have beneficial side effects, as described below.
The similarity in throughput can be attributed to a few factors. First, the nodes incorrectly reported as misbehaving could have moved out of the previous node's listening range before forwarding on a packet. If these nodes move out of range frequently enough to warrant an accusation of misbehavior they may be unreliable due to their location, and the source would be better off routing around them. The fact that more false positives are reported in the 0 second pause time simulations as compared to the 60 second pause time simulations, as shown in Table 3 , supports this conclusion. Table 3 shows the average value of false positives reported by the simulation runs for each pause time and misbehaving node percentage.
Another factor that may account for the similar throughput of the watchdog's performance with and without false positives concerns one of the limitations of the watchdog. As described in Section 3, if a collision occurs while the watchdog is waiting for the next node to forward a packet, it may never overhear the packet being transmitted. If many collisions occur over time, the watchdog may incorrectly assume that the next node is misbehaving. However, if a node constantly experiences collisions, it may actually increase throughput to route packets around areas of high communication density.
Percent misbehaving nodes 0% [ 5% 10% 15% 20% 25% 30% 35% 40% 0 second pause time 1 3 1 1 0 2 1 8 2 . 8 9 0 . 3 6 6 . 5 7 5 . 5 6 0 . 8 6 7 . 5 3 1 . Yet another factor is that increased false positives will result in more paths including a suspected misbehaving node. The pathrater will then send out more route requests to the destination. This increases the overhead in the network, but it also provides the sending node with a fresher list of routes for its route cache.
RELATED WORK
To our knowledge, there is no previously published work on detection of routing misbehavior specific to ad hoc networks, although there is relevant work by Smith, Murthy and Garcia-Luna-Aceves on securing distance vector routing protocols from Byzantine routing failures [22] . In their work, they suggest countermeasures to secure routing messages and routing updates. This work may be applicable to ad hoc networks in that distance vector routing protocols, such as DSDV, have been proposed for ad hoc networks.
Zhou and Haas investigate distributed certificate authorities in ad hoc networks using threshold cryptography [27] . Zhou and Haas take the view that no one single node in an ad hoc network can be trusted due to low physical security and low availability. Therefore, using a single node to provide an important network-wide service, such as a certificate authority, is very risky. Threshold cryptography allows a certificate anthority's private key to be broken up into shares and distributed across multiple nodes. To sign a certificate, a subset of the nodes with private key shares must jointly collaborate. Thus, to mount a successful attack on the certificate authority, an intruder must compromise multiple nodes.
To further frustrate attack attempts over time, Zhou and Haas' scheme uses share refreshing. It is possible that over a long period of time enough share servers could be compromised to recover the certificate authority's secret key. Share refreshing allows uncompromised servers to compute a new private key periodically from the old private key's shares. This periodic refreshing means that an attacker must infiltrate a large number of nodes within a short time span to recover the certificate authority's secret key.
Stajano and Anderson [23] elucidate some of the security issues facing ad hoc networks and investigate ad hoc networks composed of low compute-power nodes such as home appliances, sensor networks, and PDAs where full public key cryptography may not be feasible. The authors develop a system in which a wireless device "imprints" itself on a master device, accepting a symmetric encryption key from the first device that sends it a key. After receiving that key, the slave device will not recognize any other device as a master except the device that originally sent it the key. The authors bring up an interesting denial of service attack: the battery drain attack. A misbehaving node can mount a denial-ofservice attack against another node by routing seemingly legitimate traffic through the node in an attempt to wear down the other node's batteries.
FUTURE WORK
This paper presents initial work in detecting misbehaving nodes and mitigating their performance impact in ad hoc wireless networks. In this section we describe some further ideas we would like to explore.
We plan on conducting more rigorous tests of the watchdog and pathrater parameters to determine optimal values to increase throughput in different situations. Currently we are experimenting with different watchdog thresholds for deciding when a node is misbehaving. Some of the variables to optimize for the pathrater include the rating increment and decrement amounts, the rate incrementing interval, and the delay between sending out route requests to decrease the overhead caused by this feature.
Our simulations use scenarios in which there are no a priori trust relationships, but we expect the performance of pathrater to increase when it can make use of explicitly trusted nodes. Trusted node lists are available in some ad hoc network scenarios, and we would like to analyze the performance of our routing extensions in these scenarios.
Currently the pathrater only decrements a node's rating when another node tries unsuccessfully to send to it or if the watchdog mechanism is active and determines that a node is misbehaving. Without the watchdog active, the pathrater cannot detect misbehaving nodes. An obvious enhancement would be to receive updates from a reliable transport layer, such as TCP, when ACKs fail to be received. This would allow the pathrater to detect bad paths and lower the nodes' ratings accordingly.
All the simulations presented in this paper use CBR data sources with no reliability requirements. Our next goal is to analyze how the routing extensions perform with TCP flows common to most network applications. Our focus would then change from measuring throughput, or dropped packets, to measuring the time to complete a reliable transmission, such as an F T P transfer. For these tests the modification to pathrater described above should improve performance significantly in the case where the watchdog is not active.
Finally, we would like to evaluate the watchdog and pathrater considering latency in addition to throughput.
CONCLUSION
Ad hoc networks are an increasingly promising area of research with practical applications, but they are vulnerable in many settings to nodes that misbehave when routing packets. For robust performance in an untrusted environment, it is necessary to resist such routing misbehavior.
In this paper we analyze two possible extensions to DSR to mitigate the effects of routing misbehavior in ad hoc networks -the watchdog and the pathrater. We show that the two techniques increase throughput by 17% in a network with moderate mobility, while increasing the ratio of overhead transmissions to data transmissions from the standard routing protocol's 9% to 17%. During extreme mobility, watchdog and pathrater can increase network throughput by 27%, while increasing the percentage of overhead transmissions from 12% to 24%.
These results show that we can gain the benefits of an increased number of routing nodes while minimizing the effects of misbehaving nodes. In addition we show that this can be done without a prior/trust or excessive overhead.
