One of the most recent constructions of quasi-random sequences is due to Niederreiter (1988) . "I~ese sequences, which possess the lowest known discrepancy of all such sequences, have not yet been implemented as practical computer code.
INTRODUCTION
Quasi-random sequences first appeared in the 1930's with the publication of the Van der Corput sequence (1935) followed by, amongst others, the Roth (1954) , Halton (1960) , Sobol' (1967) and Faure (1982) sequences. Niederreiter (1978 Niederreiter ( , 1987 Niederreiter ( , 1988 has recently published several papers on this and related topics. In particular he describes a construction (Niederreiter 1988 ) which produces sequences with the lowest known discrepancy bounds to date. However, the construction is described in general terms only.
Our construction theorem makes use of this general theory to give a specific algorithm and practical implementation.
Before describing this we give a brief outline of the main features of quasi-random sequences. A more detailed account is given by Niederreiter (1978) . Quasi-random sequences were specifically designed for the purpose of numerical quadrature for which they produce low error bounds. We may assume the numerical quadrature problem to be the evaluation of the I, s-dimensional integral, -s f(t)dt, where the integration is taken over the unit hypercube I s . Let x t, x v . . . , x N be a set of points distributed in the unit hypercube. Then the integral can be approximated by the quadrature formula, The variation will not be discussed further since the influences on the integration error are clearly independent from each other, and it is only the discrepancy which reflects the distribution of the points. A detailed discussion of the variation can be found in Niederreiter (1978) .
The discrepancy, a measure of good spacing or uniformity of the points x l . . . . . The lower the discrepancy the more uniformly the points are distributed.
A quasi-random sequence is designed to have low discrepancy. It is this feature of these sequences which makes their use appear attractive in areas other than numerical integration, such as discrete event simulation. A requirement in discrete event simulation is often that of independence amongst the input variables.
However, the low discrepancy of these sequences is due to a specific property known as the net property (Niederreiter 1987) , a result of which is that successive terms of the sequence will not be independent. Section 3 describes a method which overcomes this problem.
Since the Van de Corput sequence, quasi-random sequences have been developed with progressively lower discrepancies. A result by Halton (1960) shows that a sequence of N points in I s can be found for which
This provides a means by which sequences can be compared in the sense that each sequence will have a unique implied constant.
Successive improvements have been made since the Halton construction by Sobol' (1967) , Faure (1982) , Niederreiter (1987) and Niederreiter (1988) .
Halton's result impressively shows that a sequence can always be constructed that will do better asymptotically than crude Monte Carlo where the order of convergence is known to be only O[N-~.
However, by considering varying values of N for different dimensions, it becomes clear that for dimensions greater than 2, N has to become impractically large for most applications, before
Halton's result demonstrates the superiority of a quasi-random sequence compared to crude Monte Carlo. (e.g. for s=5, we need N--10 t2 before the methods are comparable.)
Since the application presented in this paper can be interpreted as a one-dimensional problem this feature of Halton's result is not significant in this case. However, many applications will be of higher dimension, and the crude Monte Carlo method may therefore appear preferable to a quasi-random sequence. It must be stressed however that Halton's result encompasses all definitions of discrepancy (see Niederreiter 1978) and therefore the upper bound on the discrepancy may not be the best possible in any given application. In practice quasi-random sequences may therefore perform considerably better than (1.2) suggests when N is still small. Provided therefore that the dimension is not too large it would seem that quasi-random sequences may be a worthwhile alternative to crude Monte Carlo. Fox (1986) has discussed this aspect using a selected integral and concludes that Sobol's method is preferable to Faure's for dimensions up to 6 but Faure's method is preferable for larger dimensions and that both are preferable to crude Monte Carlo.
The next section includes a description of the background to the construction of a quasi-random sequence as suggested by Niederreiter (1988) , and details of the implementation of the sequence. Section 3 discusses a practical application to the estimation of daily gas demand. The appendix contains computer listings of the subroutines required for the generator.
CONSTRUCTION OF THE SEQUENCE
Niederreiter (1988) describes general methods for constructing quasi-random sequences.
The following theorem gives theoretical details of how a specific sequence may be generated; it is based on the suggestions in §6 of that paper. 
Proof
The theorem is in essence a synopsis of an implementation outlined by Niederreiter (1988) . The sequence is defined in ajn (i) equation (4) This allows the Cjr (i) to be defined in terms of the V'S directly. We give this calculation explicitly in the theorem, except that we have replaced the (q+l) and u of equation (7) by ~ and q respectively. Table 1 ) are the smallest for all quasi-random sequences.
The appendix contains computer listings of the subroutines, written in Fortran 77, which are required to produce the generator.
There are 7 subroutines in total; NIEDPOLY is a data block NIEDGEN requires only an array input QUASI which on return from NIEDGEN contains one s-dimensional quasi-random vector. To initialise the generator one call to NIEDSETUP is required at the start of the program followed by repeated calls to NIEDGEN to produce the s-dimensional quasi-random vector.
NIEDTEST illustrates the simplicity of implementing the generator in a simulation program, i.e. the s-dimensional quasi-random vector is generated once for every call to NIEDGEN.
This in essence therefore replaces s calls to a pseudo-random number generator. However, the dimension and maximum number of calls to be made to the generator (though this maximum does not have to be reached) must be decided before the simulation.
Thus more care is required in planning the simulation. This of course should not be thought of as a disadvantage.
As implied by result (1.2) the dimension should be kept as small as possible, for maximum benefit to be gained from using a quasi-random sequence. Cheng and Davenport discuss the problem of dimensionality in the context of stratified sampling. However, methods proposed in that paper to reduce the dimensionality can equally well be applied to quasi-random sequences. We consider an application to the estimation of daily gas demand. This was described by Cheng (1984) in the context of applying the antithetic variate method, where details and further references concerning the model are given. We give only a brief outline.
The quantity of interest in the simulation is the cumulative daily gas demanded over 28 daily threshhold levels e k (k = 1 ..... 28) and can be defined as
The V k themselves will behave like the sum (1.1) used to estimate an integral,' and it would seem attractive to generate the ¢i from a quasi-random sequence rather than by crude Monte Carlo.
It should be stressed that, provided the ¢i can be regarded as being independent, there is no approximation in replacing crude
Monte Carlo by a quasi-random sequence. The above argument, which approximates the problem as the estimation of an integral, merely suggests that it is worthwhile replacing crude Monte Carlo by a quasi-random sequence when the d i are independent. Lack of independence between the d i will only weaken the variance reduction but will not invalidate the simulation. 
198.9
The stochastic input consists of a stream of normal random variates e i (i = 1 .... 365) which can be generated by the inverse distribution function method,
ei = F-~(X) , X ~ U(O,1).
For crude Monte Carlo, X is generated using a pseudo-random number generator. For the application of a quasi-random sequence, X is generated using the appropriate quasi-random number successive daily demands in a given year will be generated from every L'th number in the quasi-random sequence, thereby breaking the requirement that they be generated from mutually independent e i.
(Section 1 discusses briefly the dependence between terms of a quasi-random sequence). To overcome this problem, the xl(i), .... XL(i) are randomly permuted. It can be shown that this reduces the correlation to O(1/L) between pairs of X's. Thus, though we do not have complete independence, we have an approximation to it which is sufficiently accurate for practical applications such as this. To produce an estimate of the variability of the ~z k the simulation is replicated N times. 2,3,3,5,7,7,9,9,11,11,13,13,13,17,17,17 ,19,19,23,23,23,23,25,25,27,27,29,29,31,31 ,32,37,37,37,37,37,41,41, ,1) , I=i, 5)/5, 6, 7, 8, 9/ DATA (POLY(7, I) ,I=I,7)/7,8,9,10,11,12,13/ DATA (POLY(9,1),I=i,9)/9, 10, 11, 12, 13, 14, 15, 16, 17/ DATA (POLY(II, I), I=i, ii)/ii, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21/ DATA (POLY(13, 1), I=i, 14)/13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25 i , 171/ DATA (POLY(17, 1), I=I, 17)/17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29 i , 30, 31, 32, 33/ DATA (POLY(19, I), I=i, 19)/19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31 i , 32, 33, 34, 35, 36, 37/ DATA (POLY(23, 1), I=i, 23)/23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35 i , 36, 37, 38, 39, 40, 41, 42, 43, 44, 45/ DATA (POLY(25, I), I=i, 25)/25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37 i ~38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49/ DATA (POLY(27, 1), I=i, 27)/27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39 i , 40, 41, 42, 43, 44, 45, 46, 47, 48, 49~50, 51, 52 i , 537 DATA (POLY(29, I) , I=I, 29)/29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41 i , 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54 1 , 55, 56, 57/ DATA (POLY(31, I), I=i, 31)/31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43 I , 44, 45, 46, 47, 48, 49, 5D, 51, 52, 53, 54, 55, 56 I , 57, 58, 59, 60, 61/ DATA (POLY(32, I), I=i, 32)/32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44 i , 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57 i , 58, 59, 60, 61, 62, I), I=i, 37)/37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49 i , 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62 I , 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73/ DATA (POLY(41, 1), I=i, 41)/41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53 i , 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66 i , 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78 
