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Abstract. This paper presents a statistical diagnostic to inter-
pret the dynamics of nonlinear variability in models. It con-
sists in applying the Multichannel Singular Spectrum Anal-
ysis to the variability of a suitable equation of a dynamical
system. This method enables us to evaluate the sensitivity
of the oscillatory features of a physical model to tendencies
in its mathematical formulation. Hence, responses in ampli-
tude and frequency are determined in the phase space of the
model. The example of interannual variability of the tropical
Pacific climate through the analysis the Sea Surface Temper-
ature equation of a hybrid coupled model is used to illustrate
and validate the methodology.
1 Introduction
Statistical techniques have often been used as diagnostics of
climate dynamics on observations or simulations (von Storch
and Zwiers, 2001; Wilks, 1995). Ghil and Robertson (2000)
and Ghil et al. (2002), and others argue that the attractor of
climate systems can be decomposed into sets of possibly un-
stable limit cycles. This approach motivates the computation
of the spectral properties of climate variables, or fields of
variables, in order to reconstruct the dynamics of the sys-
tem (Ghil, 2002). The Singular Spectrum Analysis (SSA)
has become a standard tool for such analysis (Broomhead
and King, 1986; Vautard and Ghil, 1989; Elsner and Tsonis,
1991, 1996; Golyandina et al., 2001). Its multi-variate exten-
sion (MSSA), combined with principal component analysis
(PCA), allowed Plaut and Vautard (1994) to investigate the
spatio-temporal variability of the atmospheric circulation.
SSA is aimed at reconstructing the features of the attractor
of an ordinary differential equation (Broomhead and King,
1986). This analysis uses Takens’ method of delays to em-
bed the trajectory of the system into an ad hoc phase space.
This delay-embedding procedure is very useful in the case
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of low-dimensional systems, typically when their dimension
d≤3. But it is impractical in higher dimensions, which is
the case for the climate system. Hence, SSA helps find-
ing the few modes of the underlying dynamics by decom-
posing their variance onto an orthogonal base of oscillators.
Its properties were investigated for random processes (Allen
and Smith, 1996) and nonstationnary processes (Yiou et al.,
2000), which often occur in geosciences.
Multi-Channel SSA (MSSA) is an extension of SSA to de-
scribe the behavior of evolutive partial differential equations.
In this case, each spatial dimension is called a “channel”.
MSSA takes advantage of the delay embedding procedure to
obtain a similar formulation as SSA, albeit with larger ma-
trices. MSSA is hence appropriate for the study of climate
fields, as demonstrated by Plaut and Vautard (1994).
One of the applications of SSA or MSSA is to project the
observed trajectory of the analyzed system onto one of the
prominent limit cycles of its attractor. This allows heuris-
tic interpretations of the dynamics of the system. The main
caveat of this interpretation is that the observations have to
be generated by a deterministic dynamical system, which is a
rather strong assumption in the case of some climate observa-
tions. Otherwise, SSA can be assimilated as a data adaptive
bandpass filter. However, by directly applying the same filter
to a closed physical equation, it is possible to achieve phys-
ical consistency to the diagnosed variability. Models easily
offer closed equations and can be analysed in this way.
The goal of this paper is to apply MSSA to actual equa-
tions of climate dynamics in order to derive the oscillatory
properties of their solutions. We investigate cases of per-
turbed system and the impact on the cyclic features of its
attractor. We choose the example of the El-Nin˜o - Southern
Oscillation (ENSO) phenomenon to illustrate the power of
our approach.
Section 2 is devoted to basic formulation of SSA, and its
application to an oscillating dynamical system. Section 3
treats an application of this tool to the equations of a simple
model of ENSO. Conclusions appear in Sect. 4.
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2 Methodology
2.1 The analysis method
MSSA combines the classical principal component analy-
sis (PCA, Preisendorfer, 1988; Wilks, 1995; von Storch and
Zwiers, 2001) to reduce the phase space dimension, and
SSA. This analysis is the multivariate extension of SSA and
can also be seen as the temporal extension on the Empirical
Orthogonal Functions (EOFs) of PCA (Plaut and Vautard,
1994).
Using the same formalism as Plaut and Vautard (1994),
we consider a spatio-temporal field {X`i}, ` being the spatial
index (1≤`≤L) and i the discrete temporal index (1≤i≤N ).
The principal component (PC) decomposition {ak} of the
field X`i on an orthonormal basis of spatial EOFs {Ek} can
be written as:
X`i =
L∑
k=1
aki E
k
` . (1)
In the same way, we can write the SSA expansion of a single
channel series {xi} on the temporal EOFs basis:
xi+j =
M∑
k=1
aki E
k
j , (2)
M being the key parameter (the “window”) of the method.
Recombining the two equations, we obtain for the MSSA the
decomposition on space-time EOFs {Ekj` } (1≤j≤M):
X`i+j =
L∑
k=1
aki E
k
j` . (3)
The EOFs are the eigenvectors of the block-Toeplitz cross-
covariance matrix T of X:
T E = 3E , (4)
where 3 are the eigenvalues of T, and
(T``′)jj ′ = 1
N − |j − j ′|
N−|j−j ′|∑
i=1
X`iX`′i+j−j ′ (5)
where `′ and j ′ refer to similar indexes to ` and j previously
defined ((T``′)jj ′ is the lag covariance of X between posi-
tion ` and `′, with a lag of j−j ′). Each mode given by the
MSSA has specific spatial, spectral, and propagative proper-
ties. MSSA has been used for extracting regular oscillations
from short noisy time series. Pairs of modes, with similar
variance and timescale, have been shown to account for reg-
ular oscillatory patterns (Vautard and Ghil, 1989).
This decomposition can be extended to any linear combi-
nation of the field X`i . Suppose that C is a linear operator
such as C`(Xi)=0 operating on ` and for each given time i.
Hence one or more linear dependencies between the chan-
nels of X can be introduced. Applying C to the eigen Eq. (4)
for the kth component and using Eqs. (3) and (5) gives:
M∑
j ′=1
1
N − |j − j ′|
L∑
l′=1
N−|j−j ′|∑
i=1
Ek
`′j ′X`′iC`(Xi+j−j ′)
= λkC`(Ekj ) .
Therefore, since X verifies the linear constraint C, the space-
time EOFs are also solutions of: C`(Ekj )=0 for all j and k.
Here, C acts only on the spatial dimension of E. The kth
mode Xk (L×N) can be reconstructed using the definition
of Plaut and Vautard (1994). The initial field X is recovered
by summing all the reconstructed components. The latter are
also subjected to the constraint C:
C`(Xki ) = 0 . (6)
These properties are also valid for all eigenproblems using
covariance matrices.
In the simplest case, C refers to a summation on the various
terms of an equation at one spatial point. For instance, let8`i
(1≤`≤6) be the mass flux at time i through the `th edge of
an oceanic cubic box. Then
6∑
`=1
8`i = 0 , ∀i, (7)
because of constant mass conservation. In this particular
case, C is just the sum over the channels of 8. Then, all
the resulting components 8k satisfy the mass conservation.
This mathematical method, derived from MSSA, works as
a constraint that is physically coherent. In order to keep a
physical significance, the analyzed space-time field must be
suitably chosen before being filtered by the diagnostic tool.
An example of the methodology is delineated in Sect. 3.
2.2 Perturbation of a signal
In this section, we present a way to interpret dynamically the
statistical modes given by the MSSA of an equation. The in-
terpretation is based on an estimate of the first order response
an academic signal is perturbed in its phase space.
2.2.1 Definition of an idealized dynamical system
We start from an oscillatory signal S with an amplitude A
and a period T :
S = Aei(ωt+φ) (8)
where ω=2pi/T .
The variability of S is driven by physical processes (e.g.
advection, diffusion, forcing. . . ). Let us assume that the rate
of variation of S can be represented by a sum of tendency
terms which also have oscillatory signatures:
dS
dt
= S˙ ≡
∑
k
ake
iϕkei(ωt+φ) (9)
where ak represents the strength of the kth tendency and ϕk
its phase relative to the main signal (S). This differential
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equation is assumed to contain the physics driving the vari-
ations of S. We investigate the effect of perturbations of the
right hand side of Eq. (9) on the behavior of S.
Figure 1 schematizes the oscillation and the contributions
of one and the sum of all tendencies at t=0. The oscillation
is assumed stationary at the first order and describe here a
circle, so the sum of the tendency contributions is naturally
tangential to this circle.
2.2.2 Solving the perturbed system
All along the cycle we apply a small perturbation of the
`th tendency term that slightly increases or decreases the
strength of the associated process, which corresponds to the
following transformation:
a` → a`(1 + ) with  small. (10)
In a linearized context, the perturbation may be considered
as a small change in the background advection affecting only
one advective tendency. The objective is to estimate the im-
pact of this small perturbation. For simplification and with-
out loss of generality, we assume that the phase φ is zero. Let
S ′` be the resulting perturbed signal. Its time derivative is:
S˙ ′` = iωS′ + P` , (11)
where the perturbation function P is added to the derivative
of Eq. (8). By continuity, P`=O(), because S ′` becomes
the unperturbed solution when  → 0. Thus we can assume
that the system preserves its internal dynamical equilibrium.
Therefore, if the amplitude and/or period of the system are
perturbed by multiplicative factors (like in Eq. 10), then the
amplitude and period of each tendency vary accordingly (see
Eq. 9). So we choose to take a perturbation function that is
proportional to the perturbed signal S′, with p the complex
proportionality coefficient:
P` = p`S ′` (12)
and with
P` = a`eiϕ` = p`A , at t = 0 (13)
we obtain
S˙ ′` =
(
iω + a`
A
eiϕ`
)
S ′` . (14)
We search a solution with the following form, with all sub-
scripts ` removed for clarity:
S′ = A′e(γ ′+iω′)t+φ′ . (15)
Deriving Eq. (15) and by analogy with Eq. (14), we ob-
tain the two parameters involved in the time evolution of the
solution:γ
′ = a
A
cosϕ ,
ω′ = ω + a
A
sinϕ .
(16)
A
8(t)
ϕ`
a`
S
S˙
∑
k ake
iϕk8
Fig. 1. Cycle of the oscillation S in the phase space. Also shown,
the `th tendency (a`eiϕ` ) and the total tendency at a particular time.
If the perturbation is applied at t=0 and with φ=0 for sim-
plicity, we obtain the two equations:{<(S′) = A′ cosφ′ = A ,
<(S˙′) = A′(γ ′ω cosφ′ − ω′ sinϕ′) = a sinϕ, (17)
where < is the real part of a complex number. We deduce the
last two parameters of the solution of Eq. (15):
A′ = A
cosφ′
,
tanφ′ = cosϕ
ωA
a
+ sinϕ .
(18)
These two parameters can induce an initial phase shift and
affect the amplitude. A more general case is obtained when
the perturbation does not start when the initial signal is max-
imal. If  is small, φ′ remains close to zero, and A′ close
to A. Their effect is small and constant, contrary to the two
other parameters (γ ′ and ω′) whose effect on the cycle grows
in time until an equilibration is reached due to the weak non-
linearities.
2.2.3 Impact on the amplitude and frequency
In general, the signal is not a simple oscillation with constant
amplitude and period. Here we evaluate at the first order their
respective tendency according to the perturbation parameters
ϕ and .
Figure 2 is an example of perturbed cycle after a time cor-
responding to the period. By using the expression of γ ′ in
Eq. (16), we deduce the first order gain in amplitude, as indi-
cated in the figure.
The only term modulating the amplitude of the perturbed
cycle is γ ′ (see Eq. 16) which represents the growing rate of
S′. It is proportional to the strength of the perturbation and to
the radial component a cosϕ of the tendency term on which
it is applied.
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A+  a`T cos(ϕ`)
T + a`T 22piA
( cosϕ`
2pi − sinϕ`
)
Fig. 2. The perturbed oscillatory regime computed with an idealized
numerical model.
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Fig. 3. Regions defining a positive and a negative impact of a ten-
dency term of the amplitude of the cycle: if ϕ`>pi/2 it is a decrease,
otherwise it is an increase.
This result is illustrated in Fig. 1: when the tendency is
oriented outside of the circle, it basically tends to increase
the radius of the cycle. The growth rate of the amplitude is
given by:
A˙ = a cos(ϕ) . (19)
The impact of a perturbed tendency term on the amplitude
of the trajectory is illustrated in Fig. 3.
The response of the period of the oscillation to the pertur-
bation is driven by a direct and an indirect effect, which can
compete with one another.
The direct effect is found in the expression of the modified
frequency of the cycle ω′ (see Eq. 16) and is proportional
to the tangential component of the tendency term on which
the perturbation is applied. When the term is oriented in the
same direction as the evolution of the trajectory (counter-
clockwise on Fig. 4) and is enhanced, the signal goes from
one phase to an other in a quicker way, thus the period de-
creases.
The indirect effect is due to a modulated amplitude of the
cycle that can influence the transition time between extrema
T ′, defined as the “pseudo period” of the perturbed cycle. In
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Fig. 4. Same as Fig. 3 but for the period of the cycle. In addition,
it is shown that the impact is not purely dependent on the phase ϕ
but on its value with respect to ϕc: if ϕ`∈[ϕc, pi+ϕc] the period is
decreased, else it is increased.
order to evaluate it, we compute this time by finding when
the cycle reaches a maximum near t=T . It is the solution of:
S˙′(t + δt) = A′(γ ′ + iω′)e(γ ′+iω′)(t+δt)+φ′ = 0 . (20)
The growth rate of the period is defined by T˙=δT /T at a
particular time t'T . We deduce it at the first order from the
solution of Eq. (16):
T˙ = aT
2piA
(cosϕ
2pi
− sinϕ
)
. (21)
The corresponding gain in amplitude after a time t∼T is
shown in Fig. 2. The RHS of Eq. (21) contains two term
in competition, to control the sign of the derivative T˙ . When
ϕ is larger than a critical value of ϕc, the period decreases.
If ϕ<ϕc, T increases. This is schematized in Fig. 3 where
the limit in the phase space between a positive and a negative
impact on the period is shown. We find from Eq. (21) the
critical angle ϕc separating the two regions:
ϕc = arctan(1/2pi) ' 9◦. (22)
Hence, one need to take to compare ϕ to ϕc for interpreta-
tions in the phase space.
3 Physical application
In this part, we apply our theoretical results on a concrete
case. The idea is to use a numerical model, to suitably
perturb one of its equations in several experiments, and to
describe the observed relationship between the characteris-
tics of the perturbation and the way in which the signal is
changed.
3.1 The climate model
This application focuses on the impact of physical
parametrization on the El Nin˜o/Southern Oscillation (ENSO)
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variability patterns. We use a hybrid coupled model of the
tropical Pacific and Atlantic oceans. This model is composed
of an intermediate complexity ocean model coupled to a sim-
ple statistical atmospheric model. This model exhibits spon-
taneous oscillations in the tropical Pacific which are related
to ENSO variability. The objective of this section is illustrate
our methodology on the dynamics of this model of interme-
diate complexity.
The ocean model configuration is that of Zhang et al.
(2005). The linear dynamical part is inspired from the modal
model (McCreary, 1981). In our formulation, a varying back-
ground stratification is used for the vertical modes decompo-
sition (Keenlyside and Kleeman, 2002). Ten modes are used
to compute the linear dynamics, and the remaining modes
are integrated over two surface layers to diagnose the Ekman
dynamics. The first layer is the mixed layer with a depth H
(constant in time) computed using a stability criterion and the
mean temperatures and salinities from Levitus (1982). The
base of the second layer is fixed at depth H2 of 125 m. Non
linear terms are integrated over the first two layers to cor-
rect the linear dynamics. The thermodynamical model is an
anomaly model forced by the dynamical part, and described
by the following equation
∂T ′
∂t
= −u′ ∂T
∂x
− (u+ u′)∂T
′
∂x
− v′ ∂T
∂y
− (v + v′)∂T
′
∂v
[(w + w′)M(−w − w′)− wM(−w)] (T e − T )
H
−(w + w′)M(−w − w′) (T
′
e − T ′)
H
− αT ′
+κh
H
∇h · (∇hT ′)+ 2κv
H(H +H2) (T
′
e − T ′) (23)
where T and Te refer to the sea surface temperature (SST)
and subsurface temperature, M is the Heaviside function, α
the damping coefficient for the sea-air heat flux, κh and κv the
horizontal and vertical diffusion coefficients. The primes de-
note anomalies and overbars refer to the climatological fields.
The dynamical climatology is computed using a forcing cli-
matology from the National Center of Environmental Predic-
tion (NCEP) (Kalnay et al., 1996). The observed SST clima-
tology is given by Reynolds et al. (2002). The subsurface
temperature T ′e anomalies are derived from the sea surface
height anomalies using a statistical relationship, and the cli-
matology Te is computed from 20◦C isotherm depth with an
empirical formula (see Zhang et al., 2005). The zonal resolu-
tion of the model is of 2◦. The meridional resolution ranges
from 0.5◦ at the equator to 3◦ at the meridional boundaries.
The statistical atmospheric model is first built by an inde-
pendant EOFs analysis of SST and wind stress anomalies.
A regression matrix is then computed between the first four
PCs of SST and the first two PCs of wind stress. To deduce
wind stress from SST anomalies, the model projects wind
stres anomalies onto the SST EOFs of the model, projects
the resulting SST coefficients onto the regression matrix to
compute the wind stress coefficients, and multiplies them by
the wind stress EOFs of the model.
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Fig. 5. Averaged SST anomaly in the [150◦ W:120◦ W, 2◦ S:2◦ N]
box along the 19 year simulation (upper panel). Anomaly of the
coupled model at a particular time during year 1994 (lower panel),
and box limits (in blue).
We performed 9 19 year simulations (1 control simula-
tion and 8 sensitivity experiments), analyzing only the last
17 years. Figure 5 shows the typical pattern and ampli-
tude of the simulated SST. A central Pacific box [150◦ W :
120◦ W, 2◦ S : 2◦ N] is used to compute an index character-
izing the SST evolution. This same box delimits the region
where the perturbation is applied. The variability yields a
∼4 year oscillation with a realistic pattern (Fig. 5).
3.2 Application to the SST equation
The SST Equation (23) is used in our sensitivity study for
two reasons. First, the SST is generally chosen as the ref-
erence variable for all ENSO modelling studies (Stockdale
et al., 1998), and second, this equation is one of the three
components of the coupled system, so the basic variability
will be affected if a perturbation occurs. The filtering pro-
cess consists first in reducing the number of the degrees of
freedom (to 10) by applying a time EOF (T-EOFs) decom-
position, before using the MSSA with a window parameter
M=96 (months). This filter is applied to the equation with
its terms grouped in the following way:
T˙ ′ = u.T ′x + u′.T x + u′.T ′x + (u′.T ′x)′ + (v.Ty)′ + (w.Tz)′
+ diffusion +Qsurf , (24)
where (u′.T ′x)′ is the nonlinear zonal advection anomalies,
and Qsurf is the air-sea flux. The analysis is performed in
the equatorial box defined in Fig. 5. In this region, anomalies
are important and the ocean–atmosphere coupling is very ef-
ficient (Stockdale et al., 1998). For consistency with Eqs. (8)
and (9), the SST itself is introduced in the analysis. A factor
(1t=1 month corresponding to the sampling interval) is ap-
plied to the tendencies for physical homogeneity and avoid
numerical problems. Figure 6 shows how the tendency terms
can be noisy, even with regular variability.
Therefore, MSSA appears very useful especially when
analyzing more realistic models, and the methodology
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Fig. 6. The initial total tendency (∂T ′/∂t , black) and its first re-
constructed MSSA pair of modes (red), averaged over the box as in
Fig. 5.
used here has an advantage over the simple regressions of
Da Costa and Vautard (1997) for extracting tendencies.
There are two possible coordinate systems to display the
phase space:
– A variable of the system and its multiple derivatives,
members of a high order equation. We used this rep-
resentation until now because it is useful when dealing
with both physical and dynamical systems.
– Multiple variables of the system, members of a set of
low order interrelated equations. In the current statisti-
cal context, the modes extracted with MSSA become
the variables, (e.g. Da Costa and Vautard (1997) and
Wang and Wang (2000), or Hsieh and Tang (1998) in
a nonlinear context with more modes). Then, an os-
cillation can be represented in a space in two dimen-
sions using the associated pair of modes. In the case of
a harmonic oscillation, PCs and ST-EOFs are in phase
quadrature (Plaut and Vautard, 1994).
We chose the second approach because it uses direct products
of the analysis and the axis are homogeneous. For a simple
representation of the main cyclic signal (i.e. the SST), only
the pair of ST-PCs (for a particular oscillation) is needed.
However, in order to distinguish the role of each tendency,
ST-EOFs are needed and will provide a signal for each of
term. Practically, these ST-EOFs are projected against the
T-EOFs to go back from the reduced space (10 d-o-f) to real
physical space. The resulting field has a time length equal to
those of the ST-EOFs, that is the window parameter length
(M). The space-time signal of each tendency is then spa-
tially averaged for the two reconstructed ST-EOFs, and their
coordinates ([a, ϕ]), in the referential defined by radial and
orthoradial coordinates of the main signal ([A,8]), are then
estimated and averaged all along time (so along the cycle).
We obtain a representation similar to that of Fig. 1.
Using the method on the SST equation, four dominant
terms are found and displayed in Fig. 7:
– The air-sea flux [Qsurf ] is the heat dissipation and acts
as a damping: it only has a negative radial component
as expected because it is linearly opposed to the SST
anomaly. However, since this term is strong and ori-
ented in the region where a negative impact on the pe-
riod is expected (see Fig. 4), it may not act as a simple
Qsurf
u′.T x
u.T ′x
(v.Tx)
′
radial
axisϕc
t
Fig. 7. Schematic view of the dynamic equilibrium resulting from
of the analysis of the SST Eq. (24) in the Equatorial box. Only the
four dominant terms are displayed. The thin solid line represents
the critical axis separating positive and negative contributions to the
period (see Fig. 4). This equilibrium is invariant all along the cycle.
damping but also contribute to lower the period of the
averaged cycle (so the period of the cycle is decreased).
When decreasing SST anomalies in such way, the differ-
ence of temperature between extremes is also decreased
and it simply takes less time, for example, to transit
from an El Nin˜o state to a La Nin˜a state.
– The anomalous zonal advection of background temper-
ature [u′.T x] tends to increase the amplitude of the cy-
cle, but also slightly accelerates it. Such precursor and
amplificator role for this term due to equatorial waves is
well known (Kessler and McPhaden, 1995; Picaut et al.,
1997; Boulanger and Menkes, 1999). Basically, dur-
ing a positive event, the westward zonal current (South
Equatorial Current – SEC) is weaker in the center of the
basin due to weaker trade winds. Thus, an anomalous
eastward current advects hot waters inside the box of
Fig. 5 from the west. In addition to the direct effect of
winds, a part of this anomalous advection, that is due
to waves excited during the previous negative event and
reflected on the west coast, acts in an opposite way. This
reflected signal is already active when SST is maximal
inside the box. Consequently it helps to transit to the
next cold event and more generally tends to decrease
the period of the cycle.
– The meridional anomalous advection [(v.Ty)′] also has
a positive impact on the amplitude and a negative con-
tribution to the period. Since this term is averaged in the
±2◦ of latitude band, it is coherent with the “recharge
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oscillator” mechanism proposed by Jin (1997), where
the meridional advective term is crucial for the transi-
tion between extremes (Battisti, 1988; Yu and Mechoso,
2001). This term combines the variability of equatorial
divergence due to changes in the trades winds (positive
impact), and the extra-equatorial advection of anoma-
lous SST (also a positive contributor since our model
shows important SST anomalies slightly off the equator
near the box of Fig. 5 during extremes). In addition, ac-
cording to the “recharge oscillator” concept, during pos-
itive events an increased heat storage along the equator
due to anomalous convergence progressively deepens
the thermocline and reduces the mean zonal SST gra-
dients. This effect acts against the ocean-atmosphere
coupling and helps the system to transit to a negative
event (and the period becomes shorter).
– The background zonal advection of anomalous temper-
ature [u.T ′x] has a positive impact on the amplitude and
increases the period. Taking into account ϕc, the impact
of this term on the period may be particularly efficient.
Therefore, is appears as a “passive term”, contributing
to the growth of SST anomalies but constantly lagging
them and working against the termination of the event
(Boulanger and Menkes, 2001). During a positive event
in the equatorial box of Fig. 5, the background SEC ad-
vects SST anomalies that are maximal east of the box
and then increases SST inside. However, during the on-
set of a positive event, SST anomaly is maximal at the
west end of the box, then the SEC slows down the heat-
ing inside the box by advective cold anomalies (the pe-
riod is increased).
– Our analysis of the total vertical advective (not shown
here because mainly active eastward to this box) con-
firms its contribution to the growth of the anomalies
as show by McPhaden et al. (1998) and Neelin et al.
(1998). First, anomalies of trade winds modulate the di-
vergence in the east and create SST anomalies. Second,
subsurface temperature anomalies due to changes in the
wind forcing and the thermocline depth are advected to-
ward the surface in the east by the mean upwelling. The
box of Fig. 5 is only weakly affected by these processes
because it is situated in the center of the basin.
Despite the approximations of the model (especially the at-
mospheric component), the physical properties deduced by
this statistical analysis are coherent with what is known of
ENSO dynamics in the literature (cited in this section).
In order to verify the dynamical meaning of these statisti-
cal results, a perturbation is artificially applied to these four
terms in the SST equation when the model is running. We ap-
ply a perturbation to the terms of the SST equation when the
model is running to test the stability of the oscillatory proper-
ties detected in the model. It consists in increasing the terms
with by a constant coefficient (1+) in Eq. (10) over the re-
gion of Fig. 5 with different values (0.8, 1.2), resulting in two
experiments for each tendency term. The results are shown
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Fig. 8. Results of the perturbation experiments on the u′.T x , u.T ′x ,
(v.Ty)
′ and Qsurf terms: impact on the amplitude (a) and on the
period (b). The differences have been evaluated after four complete
cycles.
in Fig. 8. We find that the system responds as predicted by
the statistical analyses. For example, the perturbation of the
anomalous meridional advective term [(v.Ty)′] creates a cy-
cle with a shorter period (∼−1.9 month) and greater ampli-
tude (∼+0.2◦C). A similar comparison is valid at the first
order for the other terms at work. Therefore, the statistical
indicators can be interpreted as dynamical indicators.
The two zonal advective terms, u′.T x and u.T ′x , have their
respective period and amplitude contribution slightly under-
estimated. This can be explained by taking into account the
effect of the second pair of modes (oscillation). Figure 5
shows that the SST oscillation is not perfectly sinusoidal, be-
cause of nonlinear effects. MSSA reacts to these nonlineari-
ties by introducing weak secondary pair of modes, that repre-
sent the same dynamical mode as before. Compared with the
first one, this secondary oscillation shows a positive contri-
bution to the period for the u′.T x term and a negative contri-
bution to the amplitude for the u.T ′x term. These differences
explain the slight discrepancies between the statistical esti-
mations and the numerical results. This remark shows that,
even if recent developments seem able to merge linear modes
in a nonlinear one (Hsieh, 2004), linear decompositions may
be still useful to diagnose the basic dynamics.
More general conclusions are now possible. For example,
if a change in the internal parameters or the external forcing
of the model slightly increases the mean zonal current in the
studied box, the period of the oscillation will decrease due
to u.T ′x . This can be partly compensated by a change in the
mean meridional and vertical currents. This can modify will
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be also affected, and the period especially through the v.T ′y
term included in (v.Ty)′.
The quantitative responses in amplitude and period to a lo-
cal perturbation for a particular oscillation are not the same.
An oscillation is identified by its spatio-temporal structure
and a particular period. Thus, if period of an oscillation is
locally affected it must also be globally affected since the
period is the same everywhere. However, nothing forces the
oscillation to globally adjust itself to a local change in the
amplitude. Then the local amplitude may be more easily af-
fected than the period. Such constraint in the period induces
a constant phase lag between the local signal and the oscil-
lation elsewhere, which can be viewed as phase locking. A
shortening of the period should be typically associated with a
local positive lag (advance) with respect to the global signal.
3.3 More complex cases
In more realistic configurations, it is expected to have pertur-
bations on variables in space and even in time, affecting mul-
tiple tendencies at the same time. The solution is to stay at
the first order, treat each tendency separately and then com-
bine them. In other words, it consists in computing the per-
turbation term a`eiϕ for each affected tendency and sum all
these vectors: the MSSA will provide the distribution of a
and ϕ, and the expected change in the mean state due to the
perturbation (normalized to this mean state) the distribution
of . Finally ϕ is deduced from the integrated perturbation
impact:
 a eiϕ =
∑
`
∑
p
∫
pa`e
iϕ` ds /
∫
ds (25)
where p is the perturbation index (for example associated
to the change in background zonal current or in background
zonal gradient of SST), ` is the tendency index, ds the in-
finitesimal surface element integrated over the region of in-
terest. So, like before, ϕ and a give the key to predict how
the system will change in terms of amplitude and period.
4 Conclusions
In this paper, we propose and validate a statistical methodol-
ogy that give access to dynamical information about a quasi-
linear variability. The MSSA is applied to a closed equation,
representative of the studied phenomenon. All the resulting
modes verify the equation, and the impact of their tenden-
cies on the period and the amplitude of the variability may
be estimated using particular diagnostics. The methodology
tested on a hybrid coupled model of ENSO to obtain the sen-
sitivity of the cyclic features to perturbations in the physical
parameterizations of the model.
A simplified oscillatory model of one component of a sys-
tem can be built using our approach. The analysis gives a first
order approximation of the effect of suppressing a particular
(typically small) term on the mean amplitude and period of
the variability. For example, it expected that removing two
terms that are approximately opposed in the phase space rep-
resentation will not change variability, whereas the physics
will be different. Thus, our approach gives a synthetic infor-
mation about the internal dynamics of the model.
In this way, the information obtained from a given model
may used to predict the first order changes in the variability
in response to a perturbation of the system. Such perturba-
tion are typically due to a change in the internal parameters
(including the specified background for an anomaly model)
or the external forcing of the model. Raynaud (2000) used
this approach to compare the ENSO-like variability of three
simulations of coupled ocean general circulation model, dif-
fering only the formulation of the lateral ocean diffusion.
One part of the differences were explained by indirect effects
through subtle modifications of the background state (slow
adjustments of the model). The other part of the differences
was due to direct effects of the diffusion terms on the vari-
ability. Therefore, our statistical diagnostics avoid making
too many cpu expensive sensitivity studies, or at least to help
planning them.
The synthetic oscillatory model given by our methodology
may be built for example to compare the dynamics of two
different regions of same model (for example the equatorial
variability of the Atlantic and Pacific oceans), or different
epochs (last glacial maximum, global warming state). The
oscillatory model would be also useful for comparisons be-
tween different models. For example, such comparison may
concern two complex models built in a different way but sup-
posed to simulate the same variability. A term-to-term com-
parison of the physical tendencies in the phase space (see in
Sect. 3.2) would help to explain the differences in the vari-
ability of the two models. This approach is also interest-
ing for comparing complex and simple models. The analysis
of complex model could give the qualitative and quantitative
role of the terms that were neglected in a simple model. The
comparison would help to make the link in terms of internal
dynamics between a complex “realistic” model (where ad-
vanced statistical methods help to filter huge amount of data)
and a more understandable simple “toy” model.
Due to weak nonlinearities in a physical system and the
presence of a noisy forcing or a strong seasonal cycle, the
variability is generally represented by the sum of a few
modes. With our methodology, we can linearly combine the
identified modes to obtain the time variations of the system.
Many climate phenomena (especially involving the ocean)
yield dominant modes in the frequency domain (Bjerknes,
1964; White and Peterson, 1996; McPhaden et al., 1998).
Thus, our methodology is appropriate for the study of their
weakly nonlinear variability.
However, it should be kept in mind that, like with any sta-
tistical tool, an a priori knowledge of the dynamics is neces-
sary before processing so that the methodology is used in a
more consistent way: the methodology just renders the path
between dynamics and statistics easier and useful.
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