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Abstract
Software compiles and therefore is characterized by a
parseable grammar. Natural language text rarely conforms
to prescriptive grammars and therefore is much harder to
parse. Mining parseable structures is easier than mining
less structured entities. Therefore, most work on mining
repositories focuses on software, not natural language text.
Here, we report experiments with mining natural language
text (requirements documents) suggesting that: (a) mining
natural language is not too diﬃcult, so (b) software repos
itories should routinely be augmented with all the natural
language text used to develop that software.
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• Problems with using non-textual methods;
• The importance of early life cycle artifacts;
• The mining of software repositories with an emphasis
on natural language text; and
• Results from work that we have performed thus far on
mining of textual artifacts.
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• The kinds of text seen in software;

Text in Software Engineering

Textual artifacts associated with software can roughly
be partitioned into two large categories:
1. Text produced during the initial development and then
maintained, such as requirements, design speciﬁca
tions, user manuals and comments in the code;

Introduction

“I have seen the future of software engineering, and it
is......Text?”
Much of the work done in the past has focused on the
mining of software repositories that contain structured, eas
ily parseable artifacts. Even when non-structured artifacts
existed (or portions of structured artifacts that were nonstructured), researchers ignored them. These items tended
to be ”exclusions from consideration” in research papers.
We argue that these non-structured artifacts are rich
in semantic information that cannot be extracted from
the nice-to-parse syntactic structures such as source code.
Much useful information can be obtained by treating text
as software, or at least, as part of the software repository,
and by developing techniques for its eﬃcient mining.
To date, we have found that information retrieval (IR)
methods can be used to support the processing of textual
software artifacts. Speciﬁcally, these methods can be used
to facilitate the tracing of software artifacts to each other
(such as tracing design elements to requirements). We have
found that we can generate candidate links in an automated
fashion faster than humans; we can retrieve more true links
than humans; and we can allow the analyst to participate
in the process in a limited way and realize vast results im
provements [10, 11].
In this paper, we discuss:
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2. Text produced after the software is ﬁelded, such as
problem reports, reviews, messages posted to on-line
software user group forums, modiﬁcation requests, etc.
Both categories of artifacts can help us analyze software
itself, although diﬀerent approaches may be employed. In
this paper, we discuss how lifecycle development documents
can be used to mine traceability information for Indepen
dent Validation & Veriﬁcation (IV&V) analysts and how
artifacts (e.g., textual interface requirements) can be used
to study and predict software faults.
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If not text..

One way to assess our proposal would be to assess what
can be learned from alternative representations. In the soft
ware veriﬁcation world, reasoning about two represenations
are common: formal models and static code measures.
A formal model has two parts: a system model and a
properties model. The system model describes how the pro
gram can change the values of variables while the properties
model describes global invariants that must be maintained
when the system executes. Often, a temporal logic1 is used
1 Temporal

logic is classical logic augmented with some tem
poral operators such as �X (always X is true); ♦X (eventually

X is true); �X (X is true at the next time point); X Y (X is
true until Y is true).

to express the properties model. Modern model checkers
such as SPIN [15] search the systems model for a method
of proving the negation of the properties model. The cost
of formal modeling includes the writing cost, the running
cost, and the rewriting costs. The writing cost has two com
ponents. Firstly, there is a short supply of analysts skilled
in creating temporal logic models. Secondly, even when an
alysts with the right skills are available, the writing process
is time-consuming.
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Possibility

Another signiﬁcant cost of formal modeling is the run
ning cost of model checking. A rigorous analysis of formal
properties implies a full-scale search through the systems
model. This space can be too large to explore, even on to
day’s fast machines. Much of the research into formal mod
eling focuses on how to reduce this running cost of model
checking. Various techniques have been explored but none
are panaceas. For example, optimisations based on clus
tering (e.g. [3]) generally fail for tightly connected models.
Consequently, in the general case, classic formal methods
do not reduce the eﬀort of testing a system. However, for
the kernel of mission-critical or safety-critical systems, the
large cost of formal methods is often justiﬁed.

Barry Boehm’s seminal work in software engineering eco
nomics convinced us that faults found early in the lifecycle
are less expensive and time consuming to correct [2]. We
have worked as practitioners and researchers in the area of
veriﬁcation and validation for over twenty years, and we
have seen this conﬁrmed many times. In fact, we are con
vinced that faults found early in the lifecycle can serve as
predictors of faults that will be found later in the lifecycle.
We further believe that textual analysis can assist. For ex
ample, an unsatisﬁed high level requirement (one that does
not have design elements to satisfy it) may lead to a missing
capability in the as-built software product.
Evidence of such fault links (the relationship of one fault
to another) was presented by Hayes and Oﬀutt [9, 12, 13].
Speciﬁcally, high-level interface requirements (textual) were
examined using a technique called input validation analysis.
Faults in the interface requirements were identiﬁed as well
as potential faults (ambiguities, for example). Test cases
were generated on the basis of these early life cycle faults.
The test cases were then executed on the as-built software
and 13% of these revealed later life cycle faults in the deliv
ered product. Hayes postulated that these early life cycle
faults were late life cycle predictors for two reasons: devel
opers tend to make the same kinds of mistakes, regardless
of the life cycle phase; and faults do not get repaired early
in the life cycle and are detected later (latent defects) [9].
Knowing that faults caught early in the life cycle are
easier and less costly to repair AND can assist us in pre
dicting and discovering later life cycle faults is a call to
action. We should fully explore techniques that allow us to
analyze early lifecycle artifacts for such faults. We should
not be dissuaded from our duty by the existence of textual
narrative in these early artifacts.

So, what can we do if we add text to software reposi
tories? Here, we discuss two diﬀerent problems that can
be addressed in such a manner: fault analysis and require
ments tracing.

4.1

At the other end of the spectrum from model-rich formal
modeling are defect measures based on syntactic static code
measures such as the Halstead [7] or Mccabe [18] metrics.
Such static code measures are a weak primary method of
ﬁnding errors. Such metrics are collected on a module-by
module basis. Hence, they know neither: (a)how often that
module will be called, nor (b)the severity of the problem
resulting from the module failing, nor (c)the connections
from this module to other modules.
However, static code measures are adequate secondary
detectors that can audit the results of primary methods.
Elsewhere, we have shown that such detectors are stable
across multiple projects and can be selected such that they
have a very low probability of false alarms [19].
Nevertheless, the current situation is as follows. Com
plex comprehension methods such as formal modeling can
be too complex for many applications. Simpler methods
such as static code measures may only be suitable for aug
menting other methods. In neither case do we possess meth
ods that are both very insightful and widely applicable. We
are hence motivated to work on other methods.

4.2

Fault Analysis

Requirements Tracing

Requirements tracing, a bane of Independent Veriﬁca
tion & Validation (IV& V) analysts, is a prolonged, tedious,
but incredibly important task of making sure that all initial
software requirements have been adequately reﬂected in the
design speciﬁcations for the software, and, eventually, in the
code. Traditional approaches to requirements tracing ivolve
repeatedly going through hardcopies of requirements doc
uments, building and manually maintaining spreadsheets,
or, at best, using requirements management tools that al
low manual assignment of keywords to requirements and
use simple keyword matching algorithms to ﬁnd candiate
links. Such procedures reﬂect the nature of the task: re
quirements documents are written in natural, if somewhat

This understanding has been demonstrated by several
other researchers including Di Lucca, Di Penta and Gradara
[5], who have examined the problem of classifying, via a va
riety of diﬀerent algorithms, textual maintenance requests
into eight categories. Their best result, using support vec
tor machines (SVM) [16], was 84% accuracy. Lee and
Bryant [17] examined the problem of formalizing natural
language requirements speciﬁcations unsing Natural Lan
guage Processing (NLP) techniques. Thus, we observe that
in recent years, information retrieval and text mining meth
ods are starting to be applied to adress Software Engineer
ing problems.
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Method
STP
Analyst+STP
TF-IDF
TF-IDF+ Feedback
TF-IDF+ Feedback+Filter
TF-IDF+ Thesaurus
TF-IDF+ Thesaurus + Feedback
TF-IDF+ Thesaurus + Feedback + Filter

more bureaucratically formal, language. So far, human cog
nitive powers are unmatched in detecting correspondence
between two (or more) text fragments: requirements and
design elements, for example.
The only reason why, up to this day, such procedures are
still employed is the relatively small size of the documents
under consideration for the requirements tracing task. Even
then, large projects have thousands of requirements and,
potentially, tens of thousands of design elements: approach
ing the limits of what IV& V analysts are prepared to suﬀer
through without extra help.
At the same time, in the core of the requirements trac
ing task, lies a problem well-known to computer scientists
and, in fact, well-studied by them: given a document col
lection, and a document (query) ﬁnd all such documents in
the collection that are similar (relevant) to it. This problem,
addressed by decades of intensive research in Information
Retrieval (IR), is becoming ubiquitous, at the very least
for those of us who use Internet on a daily basis. And our
ability to search for, and ﬁnd, information in the pits of the
World Wide Web only attests to the success of Information
Retrieval in dealing with this problem.
Thus, we have reached the conclusion that by taking the
low level requirements (design elements) to be the docu
ment collection, and by treating high level requirements as
queries, we can use the vast array of IR algorithms (see [1]
for the starting point) to produce lists of candidate links
for the requirements traceability matrix. Our preliminary
experiments, reported in [10, 11] showed that:

LSI
LSI
LSI
LSI

(10
(10
(40
(40

dim,
dim,
dim,
dim,

0.32
0.32
0.92
0.92

coverage)
coverage)+ Thesaurus
coverage)
coverage)+ Thesaurus

Precision
38.80%
46.15%
11.3%
18.6%
60.9%
12.2%
18.1%%
39.5%
73.8%
5%
5%
5%
5%

Recall
63.41%
43.9%
57.3%
76.2%
59.5%
64.2%
83.3%
80.9%
73.8%
90.4%
92.85%
80.95%
85.71%

Table 1. Using information retrieval to trace
requirements.

recall, the percentage of all true links retrieved, and preci
sion, the percentage of true links in the answer set. Recall
measures coverage, while precision measures signal-to-noise
ratio. The top two rows in Table 1 show the precision and
recall obtained from a commercial requirements manage
ment tool, SuperTracePlus (STP) [8, 20], and from a senior
analyst working with the output of the SuperTracePlus on
a simple test set consisting of 19 high-level and 49 lowlevel requirements. The remaining rows show how diﬀerent
methods that we have implemented in RETRO fare on the
same test. TF-IDF is a standard [1] IR method that com
putes similarity between documents as the cosine of the
angle between their vector representations. This method
has been enhanced with user feedback [1], various ﬁltering
techniques [11], and a simple thesaurus [11]. LSI stands for
“Latent Semantic Indexing”, a dimension reduction tech
nique that proved to work very well on small document
collections [4].
In each row we report the best, in our opinion, combi
nation of recall and precision that was obtained during the
experiments (for TF-IDF+Thesaurus+Feedback+Filter we
report two diﬀerent results achieved). As can seen from the
table, most of the methods tested within RETRO consis
tently outperform humans and STP in recall. At the same
time, these methods trail in precision, a feat that can be cor
rected by the use of ﬁltering techniques at the price of some
decrease in recall. In general, our ﬁndings today show that
there is signiﬁcant potential in the use of well-established
IR methods for analyzing textual artifacts.

• automated means of generating candidate links work
much faster than humans (even when humans are as
sisted by existing requirements management software);
• automated means of generating candidate links
retrieve more true links than the human ana
lyst/requirements management software combination;
• automated means of generating cadidate links tend
to report more false positives than human ana
lyst/requirements management software combination;
• analyst participation in the process, as the validator
of the candidate links, is still important.
Following this work, we have implemented additional IR
algorithms, and incorporated user feedback analysis into
the system, making the requirements tracing process in
teractive again and giving human analysts the last word
in determination of the links. At the same time, feedback
analysis has shown the ability to improve signiﬁcantly both
the recall (percentage of true links found) and precision (the
measure of the signal-to-noise ratio in the list of candidate
links), especially when combined with techniques for ﬁlter
ing outputs produced by our IR methods [11]. This lead to
creation of RETRO (REquirements Tracing On-target), a
standalone, IR-based requirements tracing tool for IV& V
analysts [11].
In Table 1, we brieﬂy summarize RETRO’s achievements
to date. The two main metrics of success of an IR task that
are applicable to the requirements tracing problem itself are
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But What’s the Price?

All things considered, textual artifacts are less wellunderstood than code. It stands to reason that the analysis
of such artifacts must be conducted with more complicated
algorithms, than the analysis, even mining, of code alone.
At the same time, we should also be prepared for the taste
of failure: not all methods of text analysis will work in our
settings. Our experience with the use of IR algorithms for
requirements tracing lead us to discover the following spe
ciﬁc features of mining software-related text:
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1940s − machine language

1950s − assembly language
1960s−70s − high−level
language

2xxx? − natural language
2000s − model−based development

1990 − formal specification language
1980s − object−oriented language

Figure 1. The Artifact Pendulum Swings from Structure to Less Structure.
• domain size: traditional IR algorithms represent doc
uments as vectors of keyword weights. Such method
ology works very well when the document collection is
large enough to approximate the real use of diﬀerent
terms in English. Thus, the methods of determining
the importance of a keyword for a document that work
extremely well when there are billions of documents in
the collection, at times, have strange eﬀects when the
number of documents is in tens or hundreds.

analyst. Very low precision, makes automated candi
date link generation useless, however, while our goal is
always 100% recall, precision of even 40%–50% is ex
cellent (analyst has to examine about one false positive
per true link) as it drastically reduces human eﬀort as
compared to the manual process.
All of this leads to the observation that while we should
attempt to take as much advantage of already designed in
formation retrieval, text mining and/or natural language
processing methods, we should also be ready to: (a) ac
cept unapplicability of some of them to speciﬁc problems,
and (b) not only adopt but adapt them to the needs and
features of these problems.

• document size: traditional IR algorithms assume that
the individual documents contain signiﬁcant text.
Most of traditional test collections for IR algorithms
[14] use documents that have on average more than
one hundred words. At the same time, it is not un
usual for a requirement to consist of one or two simple
sentences. That is to say, the fewer the words in the
document, the fewer keywords detected.
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Conclusion

One could argue that the software engineering artifact
pendulum has been swinging from more formal, structured
and parseable means of describing software to more textbased ever since the inception of the discipline. As can be
seen in Figure 1, the beginning of it all was the pleasantto-parse machine language (top left). Wise pioneers of our
ﬁeld realized that the price was too high for the poor human
programmers, and came up with assembly language. . . and
the pendulum came into motion. High-level procedural lan
guages that came next attempted to record the algorithm
rather than its direct execution by the computer. Assem
bly command abbreviations were replaced with keywords,
control structures and identiﬁers of (practically) arbitrary
length. Then, in the 1980s, we decided that an even higher
level of abstraction was needed: the ability for developers
to think of things in terms of objects.
All this high level thinking, however, had not been lead
ing to drastically better software. In fact, requirements
were just as poorly speciﬁed by software engineers using
UML and use cases and other ”texty” artifacts that came
along with object oriented techniques.
The next step (the pendulum starts going up) lead to
formal speciﬁcation languages. The potential of these lan
guages cannot be denied. The ability to parse such ar
tifacts and even use speciﬁcation provers to ensure that

• incomplete vocabulary: requirements documents are,
very often, written in a very speciﬁc lingo. Combined
with the relatively small number of requirements, it
makes the vocabularly of the entire collection, both
high- and low- level requirements, incomplete, and
sometimes, diﬀerent from the traditional English usage
vocabularly (in terms of frequency of use of words).
Thus, some words, that are treated as almost stop
words2 elsewhere, may suddenly give the appearance
of very important keywords, only because they are
used in only one or two requirements.
• recall vs. precision: typically, both recall and precision
are equally important. However, their roles are dras
tically diﬀerent in requirements tracing tasks. Recall
appears to us as more important as, at the end of the
day all matching requirement pairs must be found.
Precision plays a role of a “ﬁlter”: it determines how
many false positives will be examined by the human
2 Stopwords are words that are not considered to be keywords:
articles, prepositions, pronouns, modal verbs, and some common
verbs and nouns (such as “be”, “get”, “thing”, “stuﬀ”). In addi
tion, special collections of documents may have extra stopwords,
e.g., “software” is a stopword in a collection of Software Engi
neering papers.
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source code implements a formal speciﬁcation is powerful
indeed. Formal methods promise automatic veriﬁcation and
automatic generation of demonstrably correct code. How
ever, the experience with such tools to date is not positive.
Ph.D.-level mathematical skills may be required to spec
ify the knowledge required for such tools [21]. Commercial
practitioners may lack either the required training or the
required time needed for such speciﬁcation.
So the pendulum continues to rise. Other researchers
have argued for lightweight modeling languages with formal
semantics (e.g. [6]). Here, we propose something diﬀerent.
After decades of research, we have evidence that mere text
can be more useful than previously believed. Our recom
mendation is that when repositories are built, we should
always include all available text artifacts.
Text mining from software engineering text is a high
risk, high return adventure. The translation steps from
high level artifacts, such as concept documents and high
level requirements statements, to low level implementation,
such as source code, inject a tremendous amount of vari
ance into the ﬁnal artifacts. At the same time, it is precisely
this variance that hurts software development process, es
pecially the validation and veriﬁcation part of it. Thus, we
maintain that achieving a better understanding of how text
turns into code will lead to improved software.
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