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Umetna inteligenca v bioinženirstvu 
Povzetek: V času razcveta informacijske tehnologije in velike količine podatkov 
algoritmi strojnega učenja predstavljajo možno rešitev za številne inženirske izzive. 
Diplomsko delo vsebuje pregled osnov umetne inteligence in zadnjih prebojev pri njeni 
implementaciji v bioinženirstvu, ki zajema iskanje potencialnih zdravil, pripravo 
biokatalizatorjev, optimizacijo in avtomatizacijo reakcij ter industrijskih bioprocesov. 
 





Artificial intelligence in bioengineering 
Abstract: In the age of the information technology boom and big data, machine learning 
algorithms represent a possible solution to many engineering challenges. The diploma 
thesis includes a review of the basics of artificial intelligence and the latest breakthroughs 
in the implementation of it into bioengineering, including the search for potential drug 
candidates, preparation of biocatalysts, optimization and automation of reactions and 
industrial bioprocesses.  
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Seznam uporabljenih kratic 
ADP aproksimacijsko dinamično programiranje (ang. approximate dynamic 
programming) 
AI umetna inteligenca (ang. artificial intelligence) 
CRISPR gruče enakomerno prekinjenih kratkih palindromnih ponovitev (ang. 
clustered regularly interspaced short palindromic repeats) 
DNA deoksiribonukleinska kislina (ang. deoxyribonucleic acid) 
DoE načrtovanje eksperimentov (ang. design-of-experiments) 
FDA Uprava ZDA za hrano in zdravila (ang. U.S. Food and drug 
administration) 
GRU utežena rekurenčna enota (ang. gated recurrent unit) 
HPLC visokozmogljivostna tekočinska kromatografija (ang. high performance 
liquid chromatography) 
ILC metoda iterativnega učenja (ang. iterative learning control) 
IR infrardeča (ang. infrared) 
LC-MS tekočinska kromatografija-masna spektrometrija (ang. liquid 
chromatography-mass spectrometry) 
LSTM dolgo-kratkoročna spominska celica (ang. long short-term memory) 
MPC modelno prediktivno vodenje (ang. model predictive control) 
MS masna spektrometrija (ang. mass spectrometry) 
NLP procesiranje naravnega jezika (ang. natural language processing) 
NMR jedrska magnetna resonanca (ang. nuclear magnetic resonance) 




OVAT spreminjanja enega parametra naenkrat (ang. one-variable-at-a-time) 
QSAR kvantitativno razmerje med strukturo in aktivnostjo (ang. quantitative 
structure–activity relationship) 
QSPR kvantitativno razmerje med strukturo in lastnostmi (ang. quantitative 
structure–property relationship) 
RNA ribonukleinska kislina (ang. ribonucleic acid) 
RSM metodologija odzivnih površin (ang. response surface methodology) 
RTO optimizacija v realnem času (ang. real time optimization) 
SMILES (ang. simplified molecular-input line-entry system) 
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1 Pregled literature 
1.1 Osnove umetne inteligence 
1.1.1 Analogija med strojnim in biološkim učenjem 
Človeštvo je že od začetka razvoja civilizacije iskalo pripomočke za opravljanje raznih 
opravil, kar je privedlo do odkritja številnih orodij, strojev in računalnika. Kljub razvoju 
informacijske tehnologije pa je inteligenca še vedno predstavljala glavno razliko med 
stroji in ljudmi. Človek uporablja svoja čutila za zbiranje in interpretacijo informacij iz 
okolice in se na njih temu primerno odzove. Stroji pa v nasprotju s človekom po naravi 
niso inteligentni in nimajo sposobnosti analize informacij in odziva na njih. Zametki 
umetne inteligence segajo v sredino 20. stoletja, ko sta leta 1943 Warren McCulloch in 
Walter Pitts predstavila prvi model umetne nevronske mreže. Od tedaj se je področje 
umetne inteligence (ang. artificial intelligence, AI) začelo postopoma razvijati [1].  
Trenutne raziskave na področju umetne inteligence se osredotočajo na strojni vid in sluh, 
obdelavo naravnega jezika, procesiranje slik, kognitivno računanje itd. Te metode 
izkoriščajo zajemanje podatkov preko pripomočkov, ki so podobni človeškim čutilom in 
njihovo analizo s programi, zasnovanimi na algoritmih strojnega učenja [1].  
V 60-ih letih prejšnjega stoletja so se začeli prvi eksperimenti z računalniškimi 
simulacijami celotnih kemijskih procesov. Začetki implementacije umetne inteligence v 
kemijsko inženirskih raziskavah pa segajo v 80-ta leta prejšnjega stoletja. Zaradi omejitev 
umetne inteligence v tem obdobju, tehnologija ni bila v pravi meri aplicirana [2].  
1.1.2 Vrste in algoritmi strojnega učenja 
Pojem strojnega učenja zajema metode, ki omogočajo strojem učenje brez njihovega 
eksplicitnega programiranja in spada v vejo umetne inteligence. Obstajajo štiri splošne 
metode strojnega učenja: nadzorovano, nenadzorovano, polnadzorovano in 
spodbujevalno učenje. Cilj teh metod je omogočiti strojem sposobnost napovedovanja, 
izvajanja grozdenja, izvlečenja pravil asociacij in sklepanja odločitev glede na dani obseg 
podatkov [1].  
Strojno učenje je po naravi skupek različnih področij znanosti in na splošno velja za 
stičišče računalništva in statistike. Med sorodna področja sodijo še podatkovne baze, 
podatkovno rudarjenje, prepoznavanje vzorcev itd. Cilj strojnega učenja je zgraditi 
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model, ki na vhodu prejme podatke, jih ustrezno interpretira in ustvari želen rezultat. V 
nekaterih primerih je delovanje modelov strojnega učenja intuitivno razumljivo, v ostalih 
pa se ta vede kot črna skrinjica (ang. black box). Model je lahko razumljiv kot 
aproksimacija procesa, ki ga želi stroj posnemati [1].  
Nadzorovano učenje 
Pri nadzorovanem učenju (ang. supervised learning) je cilj sklepanje funkcije iz označene 
učne množice podatkov. Učni podatki vsebujejo vhodni vektor X in izhodni vektor Y, pri 
čemer slednji vsebuje oznake. Oznaka v vektorju Y je razlaga ustreznega vhodnega 
vektorja X, skupaj pa tvorita primerek za učenje. Učna množica podatkov je tako zgrajena 
iz večjega števila primerkov učnih podatkov [1].  
Učenje se imenuje nadzorovano, ker nadzornik že poda oznako v vektorju Y, se pravi da 
računalniku ni treba sklepati kakšna je oznaka. Nadzornik je pogostokrat človek, lahko 
pa je tudi računalnik, ki pri zajemu podatkov te že zna klasificirati. Človeška klasifikacija 
podatkov je dražja, ampak je delež napak, ki jih pri istem procesu lahko računalnik naredi 
večji in to predstavlja superiornost človeške sodbe [1].  
Pod pojem nadzorovanega učenja uvrščamo dve kategoriji algoritmov: regresijo in 
klasifikacijo [1].  
Nenadzorovano učenje 
Pri nenadzorovanem učenju (ang. unsupervised learning) je odsoten nadzornik učne 
množice podatkov oziroma v tem primeru obstaja samo vhodni vektor X. Ideja tega 
načina učenja je iskati skrite vzorce v vhodnih podatkih. Obstaja lahko več razlogov zakaj 
vhodni podatki nimajo oznake, glavna med njimi sta primanjkovanje sredstev za ročno 
označevanje ali pa inherentna narava podatkov samih. V dobi številnih naprav za zbiranje 
podatkov velika količina podatkov (ang. big data) predstavlja potencial za odkrivanje 
smiselnih vzorcev v njih [1].  
  




Polnadzorovano učenje (ang. semi-supervised learning) izkorišča učno množico 
podatkov, ki je kombinacija označenih in neoznačenih podatkov. Kombinacija teh 
podatkov je uporabljena za generiranje smiselnega modela za označevanje podatkov. V 
večini primerov so neoznačeni podatki v prebitku, označeni pa pičli. Cilj polnadzorovane 
klasifikacije je naučiti model, ki bo v prihodnosti predvidel oznake neoznačenih podatkov 
bolje kot model, ki je generiran izključno z označenimi podatki [1].  
Spodbujevalno učenje 
Metode spodbujevalnega učenja (ang. reinforcement learning) ciljajo na opažanja, ki so 
pridobljena pri interakciji z okolico, da bi sprejela dejanja, ki bi povečala nagrado ali pa 
zmanjšala tveganje. Pri spodbujevalnem učenju igrajo pomembno vlogo inteligentni 
programi oz. agenti (ang. agents) [1].  
1.1.3 Metode priprave podatkov za strojno učenje 
Preden so podatki lahko analizirani, morajo biti organizirani v primerni obliki. Surovi 
podatki so v nekaterih primerih lahko nestrukturirani in neurejeni, zato jih je navadno 
potrebno v iterativnem procesu manipulacije spremeniti v bolj uporabno obliko. Celoten 
proces priprave podatkov je sestavljen iz naslednjih korakov [3]:  
1. Profiliranje podatkov 
2. Čiščenje podatkov 
3. Integracija in transformacija podatkov 
Vsak sistem ima svoje specifične zahteve, kako naj bi bili podatki predstavljeni pred 
analizo, kar zagotovijo transformacije podatkov. Iz surovih podatkov je za nekatere 
analitske namene prav tako potrebno izvleči relevantne informacije. Ker je delovanje 
vsakega netrivialnega modela strojnega učenja močno odvisno od vhodnih podatkov, je 
priprava podatkov časovno najbolj intenziven proces [3]. 
Profiliranje podatkov 
V procesu profiliranja se izvaja pregled že obstoječih podatkov, ocenjevanje njihove 
primernosti za želeno nalogo in preučevanje izvedljivosti zbiranja novih podatkov. V tem 
procesu je potrebno predvideti ali so podatki primerni za dosego dobrih rezultatov 
modelov strojnega učenja in če je teh dovolj [3]. 
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Velikokrat so podatki slabe kakovosti in jih je zato potrebno temeljito pregledati. 
Avtomatski sistemi za zajem podatkov so lahko nepredvidljivi in nenatančni, saj gre tu 
velikokrat za zastarelo ali pa nepravilno delujočo merilno opremo. Če so podatki vneseni 
ročno, pa je dejavnik za povzročeno napako lahko človeški [3]. 
Čiščenje podatkov 
Kjer se v podatkih nahajajo anomalije ali šum, je zaželeno da se odstrani ubežnike in 
druge sumljive točke [3].  
Čiščenje podatkov je definirano kot proces zaznavanja in popravljanja (tudi 
odstranjevanja) pokvarjenih ali netočnih zapisov iz seta zapisov, tabele ali podatkovne 
baze. Temelji iz naslednjih korakov [3]:  
1. Iskanje in identifikacija napak v podatkih, kot so nepopolnost, napačnost, 
nenatančnost in irelevantnost 
2. Čiščenje in popravljanje napak z zamenjavo, modifikacijo ali izbrisom podatkov 
3. Dokumentiranje primerkov in tipov napak 
4. Meritev in preverba, če proces čiščenja ustreza določeni toleranci uporabnika 
glede čistosti 
Transformacije podatkov 
Večkrat je potrebno podatke transformirati iz ene reprezentacije v drugo. Razlogi za to 
ležijo v naslednjem [3]:  
1. Generacija simetričnih porazdelitev iz nesimetričnih 
2. Transformacije lahko zagotovijo boljšo vizualizacijo podatkov, katerih točke se 
nahajajo tesno skupaj relativno od nekaj ubežnikov 
3. Podatki so za dosego boljše interpretacije transformirani 
4. Transformacije so pogostokrat uporabljene za izboljšanje kompatibilnosti 
podatkov s predpostavkami, ki temeljijo na procesu matematičnega modeliranja 
Normalizacija se uporablja za transformacijo surovih podatkov v obliko, ki je bolj 
primerna za analizo in modeliranje ter se osredotoča na normiranje podatkov na osnovi 
razpona in distribucije. Med takšni metodi spadata npr. min-max normalizacija in 
normalizacija z-vrednosti [3]. 
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Linearna transformacija ohrani linearno zvezo med podatki. Vse linearne transformacije 
sledijo standardni linearni regresiji za linearno transformacijo spremenljivk. Veliko 
število transformacij pa je nelinearnih. Nelinearna transformacija spremeni (zviša ali 
zniža) razmerje med spremenljivkami in posledično korelacije med njimi [3].  
Pomembne so tudi transformacije nominalnih vrednosti v numerične. Če se v podatkih 
nahajajo vrednosti, ki niso numerične, jih je potrebno pretvoriti v numerično obliko. To 
še posebno velja za modele, ki sprejemajo samo numerične vrednosti npr. umetne 
nevronske mreže [3].  
Dimenzijsko reduciranje 
Dimenzijsko reduciranje se uporablja, ko je na voljo visoko-dimenzionalen set podatkov. 
Veliko modelov strojnega učenja ima težave s procesiranjem visoko-dimenzionalnih 
podatkov, zato je zaželena njihova projekcija na nižje dimenzije. Popularen algoritem, ki 
deluje po principu dimenzijskega reduciranja je npr. analiza glavnih komponent (ang. 
principal component analysis) [3].  
1.1.4 Globoko učenje 
Algoritmi globokega učenja temeljijo na umetnih nevronskih mrežah (ang. artificial 
neural networks, ANNs) in po zgradbi ter delovanju predstavljajo analogijo bioloških 
nevronskih mrež. Njihova naloga je oceniti oziroma aproksimirati funkcije s translacijo 
velikega števila vhodnih podatkov v tarčni izhod. Umetne nevronske mreže so zgrajene 
iz večjega števila plasti nevronov. Vsak nevron kot vhod prejme izhodno vrednost 
nevrona iz prejšnje plasti in jo preslika z neko nelinearno funkcijo. Na koncu mreže se 
nahaja izhodna plast, katere izhod predstavlja napoved za določen cilj [4]. 
  




Slika 1: a.) Shema usmerjene nevronske mreže z eno skrito plastjo 
(vsak nevron je označen s krogom) b.) Shema globoke nevronske 
mreže (prirejeno po [4]) 
Učenje nevronskih mrež poteka z uglaševanjem parametrov med samim procesom. V ta 
namen je predstavljen utežni parameter (ang. weight parameter) vsakega nevrona, ki se 
med procesom učenja optimizira z namenom minimizacije napake napovedane vrednosti. 
Vpeljana je tudi vrednost pristranskosti (ang. bias value), ki predstavlja vrednost izhoda 
nevrona v primeru odsotnosti vhoda. Za učenje nevronske mreže so lahko podatki v učni 
množici podatkov iterirani večkrat skozi mrežo, pri čemer se vsaka iteracija imenuje 
epoha. Z uporabo več kot ene skrite plasti je potrebno določiti, kako pripisovati napako 
in narediti določene popravke utežnim parametrom in vrednostim pristranskosti v smeri 
od izhodne do vhodne plasti nevronske mreže v procesu vzvratnega razširjanja (ang. 
backpropagation). Med tem procesom je uporabljen algoritem gradientnega spusta (ang. 
gradient descent). Deluje tako, da išče minimum napake, ki jih povzročijo posamezni 
nevroni pri generiranju ustreznega izhoda [4].  
Glavna slabost nevronskih mrež z vzvratnim razširjanjem je ta, da postanejo signali napak 
bolj razpršeni, ko prehaja signal med skritimi plastmi. Razlog za to leži v tem, da je med 
prehajanjem signala skozi mrežo vse večje število nevronov oziroma utežnih parametrov 
povezanih s to napako. Zaradi tega je bilo do nedavnega težko učiti nevronske mreže z 
višjim številom skritih plasti, saj so te potrebovale več časa za konvergiranje in 
povzročale pojav prekomernega prileganja (ang. overfitting), največkrat pa so bile 
težavne izhodne plasti. Za reševanje tega problema in posledičnega izboljšanja učenja 
nevronskih mrež so bili razviti različni algoritmi [4].  




Slika 2: Shema mehanizma učenja modela nevronske mreže z vzvratnim 
razširjanjem (prirejeno po [5]) 
Rekurentne nevronske mreže (ang. recurrent neural networks) so v najpreprostejši obliki 
modifikacija usmerjenih nevronskih mrež, pri čemer vsak nevron, ki se nahaja v skritih 
plasteh, sprejme dodaten vhod iz izhoda prejšnje iteracije modela. Takšna oblika 
nevronskih mrež je učinkovita pri prepoznavanju vzorcev v sekvenčnih podatkih, zato se 
uporablja v aplikacijah za obdelavo naravnega jezika (ang. natural language processing, 
NLP). Nekatere zasnove rekurentnih nevronskih mrež vsebujejo tudi dolgo-kratkoročne 
spominske celice (ang. long short-term memory, LSTM) ali utežene rekurenčne enote 
(ang. gated recurrent unit, GRU) [4,6].  
Poleg omenjenih nevronskih mrež, obstaja še vrsta drugih zasnov, kot so npr. 
konvolucijske nevronske mreže in avtokodirniki [4]. 




Slika 3: a.) Shema konvolucijske nevronske mreže, b.) Shema rekurentne 
nevronske mreže, c.) Shema avtokodirnika (prirejeno po [4]) 
1.1.5 Umetna inteligenca in načrtovanje eksperimentov  
Načrtovanje eksperimentov (ang. design-of-experiments, DoE) je pristop, ki v empirični 
model, ki povezuje odzive procesnih količin na različne faktorje, vključuje sistematičen 
in učinkovit pregled večjega števila spremenljivk hkrati. Načrtovanje eksperimentov se 
uporablja za minimizacijo relativne variance pri oceni parametrov modela, kateremu sledi 
statistična analiza za odstranjevanje dejanskih vrednosti iz različnih napak, ki se nahajajo 
v sistemu [7].  
Tradicionalno sta bila modeliranje in optimizacija bioprocesov izvedena z uporabo 
spreminjanja enega parametra naenkrat (ang. one-variable-at-a-time, OVAT), faktorske 
zasnove eksperimentov ali metodologije odzivnih površin (ang. response surface 
methodology, RSM). Nekatere od teh metod so bile ekstenzivno v uporabi, tako da so 
njihove omejitve že dobro poznane. Metoda OVAT na primer ne upošteva interakcijskega 
efekta parametrov na proces in lahko popolnoma zgreši optimalen set točk. Prav tako je 
iskanje optimuma neizvedljivo v omejenem setu eksperimentov. Faktorska zasnova 
eksperimentov je bila prikazana kot neprivlačna metoda, ker je časovno in računsko 
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potratna v primeru visokega števila faktorjev. Metoda RSM pa zanemari »manj 
pomembne« parametre, zaradi omejenega znanja o možnih interakcijskih efektih teh na 
bioproces. Umetna inteligenca predstavlja obetavno metodo za načrtovanje in 
optimizacijo bioprocesov. V zadnjem desetletju so bile umetne nevronske mreže 
aplicirane pri zasnovi multivariantnih nelinearnih modelov. Učinkovite so pri zasnovi 
modela bioprocesa, brez preliminarnega znanja o kinetiki in metabolnih fluksih, ki se 
odvijajo v celicah in njihovi okolici [5].  
1.1.6 Umetna inteligenca in bioinformatika 
Tehnologije, kot so sekvenciranje genov, čiščenje in kvantifikacija proteinov ter masna 
spektrometrija postajajo vedno bolj visokozmogljivostne in tako omogočajo razvoj nove 
informacijske dobe za biološke sisteme. Nastajajoče podatkovne baze različnih novih ved 
na tem področju (-omik) vsebujejo enormne količine informacij v povezavi s stanji 
celičnih populacij, ki obsegajo tako genotip kot tudi fenotip. Analiza teh podatkov in 
njihova uporaba v modelih strojnega učenja lahko odkrije do sedaj še neznane povezave 
in pripomore k novim odkritjem [8].  
Genomika 
Tehnologija v genomiki se je skozi čas, zahvaljujoč napredni tehnologiji, močno 
razvijala, in sicer z začetki v projektih sekvenciranja DNA organizmov do trenutnih 
sekvenciranj in resekvenciranj celotnih genomov z izredno nizkimi stroški. Uporaba 
tehnik podatkovnega rudarjenja in algoritmov strojnega učenja ima na tem področju 
vlogo anotacije genov, napovedovanja ključnih skupkov genov, iskanja novih metabolnih 
poti in polimorfne analize za direktne in evolucijske inženirske pristope. Analiza 
podatkov v genomskih podatkovnih bazah se osredotoča predvsem na aspekte poravnave 
in funkcionalne anotacije, kot tudi zmanjšanja računskega napora pri teh kalkulacijah. 
Podatki so zbrani v podatkovnih bazah, kot je npr. Genomes Online Database (GOLD). 
GOLD vsebuje podatke o sekvencah in metapodatkih več sto tisoč različnih organizmov 
in projektov sekvenciranja [8].  
Transkriptomika 
Kvantifikacija ravni RNA transkriptov (transkriptomika) je informativna glede celičnih 
odzivov in učinkovitosti na zelo pogojno specifičen način. Kot pri genomski tehnologiji 
sta se natančnost in strošek močno spremenila iz zgodnjih let tehnologije DNA 
mikromrež do nove generacije eksperimentov sekvenciranja RNA (RNA-seq), ki lahko 
preučujejo tako celotne kot kratke RNA elemente v celici. Glavni izzivi obdelave 
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transkriptomskih podatkovnih setov vključujejo: poravnave sekvence, ocene številčnosti 
transkriptov in komparativno analizo. Gene Expression Omnibus (GEO) je eden izmed 
večjih repozitorijev podatkov transkriptomskih setov [8].  
Proteomika 
Napredki v tehniki masne spektrometrije so omogočili razvoj področja proteomike od 
identifikacije proteinov na mikromrežah do univerzalne de novo identifikacije in 
kvantifikacije proteinov. Glavni izzivi analize proteomskih podatkov vključujejo 
identifikacijo proteina in njegovo kvantifikacijo. Največje repozitorije podatkov 
predstavljajo PRoteomics IDEntifications (PRIDE), The Global Proteome Machine, 
PeptideAtlas in UniProt [8]. 
Metabolomika 
Kvantifikacija metabolnih profilov majhnih molekul znotraj celice zagotavlja metodo za 
raziskovanje dejanskih reakcijskih substratov v metabolizmu. Študije so pokazale, da je 
metabolom bolj kvantitativno podvržen okoljskim in genetskim motnjam, kot pa 
transkriptom ali proteom. Izzivi z metabolomsko analizo vključujejo identifikacijo 
želenih metabolitov v primeru netarčne metabolomike in posledično njihovo 
kvantifikacijo. Eden izmed največjih repozitorijev metabolomskih podatkov predstavlja 
MetaboLights, ki poleg surovih podatkov in metapodatkov vključuje tudi protokole in 
publikacije za metabolomske raziskave [8].  
Fluksomika 
Termin fluksomika se nanaša na raziskave metabolnih hitrosti znotraj celice. Do zdaj je 
C13 označevanje celičnih virov ogljika, kateremu sledi masna ali NMR spektroskopska 
analiza, omogočalo raziskovanje porazdelitve ogljika znotraj celice. Za raziskave 
fluksoma so potrebni programski pripomočki, ki procesirajo obsežne podatke o izotopih 
in pripomočki za izračun metabolnih fluksov. Eden izmed repozitorijev za C13-
fluksomiko je npr. CeCaFDB, ki se nahaja na spletu [8].  
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1.2 Aplikacije umetne inteligence v bioinženirstvu 
 
Biologija je bila v drugi polovici 20. stoletja transformirana iz opisne znanosti v 
načrtovalno znanost. Ta transformacija je bila posledica kombinacije odkritja DNA kot 
repozitorija genetske informacije in rekombinantne DNA kot učinkovitega načina za 
spreminjanje genskega zapisa. Posledični prihod genetskega inženiringa in sintezne 
biologije kot učinkovitih pripomočkov za inženiring bioloških celic je omogočil veliko 
uspešnih aplikacij, od proizvodnje obnovljivih biogoriv in osnovnih ter finih kemikalij, 
do aplikacij v zdravstvu in farmaciji. Učinkovita zasnova bioloških sistemov pa je težavna 
zaradi nezmožnosti napovedovanja njihovega obnašanja. Zaradi napredkov v sintezi 
DNA je inženiring sprememb hitrejši kot kadarkoli doslej. Novi pripomočki in metode, 
kot je npr. CRISPR, omogočajo genetsko modifikacijo, ki je revolucionirala zmožnost in 
vivo modifikacije DNA. Splošno gledano je v zapisu DNA modelnih sistemov enostavno 
narediti določene spremembe, ampak je običajno nato težavno predvideti vpliv teh 
sprememb na obnašanje celic. Sočasno je na voljo eksponentno naraščajoče število 
podatkov funkcionalne genomike za namen ugotavljanja fenotipa nastalega organizma, 
saj se število transkriptomskih podatkov vsakih sedem mesecev podvoji, 
visokozmogljivostni poteki dela pa za proteomiko in metabolomiko postajajo vedno bolj 
dostopni. Posledično miniaturizacija teh tehnik in progresivna avtomatizacija 
laboratorijskega dela skozi mikropretočne sisteme predstavlja prihodnost, v kateri analiza 
podatkov predstavlja najbolj zamuden korak v procesu raziskovanja. Žal pa dostopnost 
podatkov ne vodi vedno do boljše zmožnosti napovedovanja bioloških sistemov. Proces 
spreminjanja podatkov za dosego določenega cilja je daleč od tega, da bi bil trivialen. 
Matematično modeliranje zagotavlja sistematični način za učinkovito uporabo podatkov 
v napovedi obnašanja inženirskih sistemov. Posledično se računska biologija predvsem 
osredotoča na obsežno modeliranje dinamičnih sistemov za napoved fenotipa iz genotipa. 
To področje je še dokaj nerazvito in ne more zagotavljati napovedi z visoko natančnostjo, 
kar je v nasprotnem primeru lahko vidno na drugih inženirskih področjih [9].  
1.2.1 Iskanje potencialnih zdravil 
Glavni cilj raziskovanja zdravil je zasnova in transport selektivnih spojin v posamezne 
biološke tarče. Na splošno je vloženo veliko časa in denarja za spreminjanje nove 
obetavne spojine v zdravilo. Vezava zdravil je ekstremno selektiven proces, saj je odvisen 
od oblike, velikosti, sestave, kot tudi fizikalno-kemijskih lastnosti molekule zdravila in 
tarčne molekule. Metodologija uporabljena za zasnovo novih zdravil se čez čas 
konstantno spreminja. V začetni fazi je raziskovanje zdravil osredotočeno na zmanjšanje 
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števila potencialnih kandidatov za zdravilo, kar je bilo že rešeno s številnimi računskimi 
pristopi [10].  
Na farmakološko aktivnost potencialnih zdravil vplivajo štiri bistveni procesi: absorpcija, 
distribucija, presnova in izločanje (ADME). Farmacevtska industrija je z leti zbrala 
eksperimentalne lastnosti ADME mnogih spojin, ki so bile nato uporabljene za 
napovedovanje lastnosti ADME novih spojin. Ključni izziv napovedovanja ADME 
lastnosti z uporabo umetnih nevronskih mrež je ta, da so za razliko od slik, ki jih lahko 
predstavimo kot podatkovno mrežo s fiksno velikostjo, molekulske konformacije po 
navadi predstavljene z grafom. Ta strukturirana oblika se med molekulami razlikuje, kar 
pa predstavlja velik problem pri mnogih algoritmih učenja, ki pričakujejo homogene 
vhodne podatke. Za lajšanje te težave je bilo razvitih več metod. Prejšnje raziskave so se 
osredotočale predvsem na preoblikovanje strukture grafa molekul v molekulske 
deskriptorje fiksne velikosti. Druga priljubljena metoda pa je uporaba molekulskih 
prstnih odtisov. Ta metoda kodira sosednje okolje težkih atomov v spojini v označen 
celoštevilčni identifikator, ki ustreza edinstveni podstrukturi spojine. S to metodo je 
spojina opisana kot bitni niz s fiksno dolžino, pri čemer vsak bit prikazuje, ali je v spojini 
prisotna določena podstruktura. Takšna predstavitev, ki temelji na prstnih odtisih, 
omogoča učenje strukturiranih molekulskih grafov. Uporaba metode prstnih odtisov pa 
ima svoje slabosti, in sicer zasnova teh potrebuje velik prostor, kar lahko privede do 
njihove maloštevilnosti. Problem predstavljajo tudi informacije, ki jih kodirajo prstni 
odtisi, saj vsebujejo šum [11].  
Zaradi izjemno hitrega pojava bakterij, ki so odporne na antibiotike, je odkrivanje novih 
potencialnih antibiotikov nujno potrebno. Zgodovinsko so bili antibiotiki raziskani skozi 
presejanje mikrobov, ki se nahajajo v zemlji oziroma njihovih sekundarnih metabolitov, 
ki imajo potencial zaviranja patogenov. Poleg tega so se čez leta razvijali tudi delno 
sintetični, kot tudi popolnoma sintetični antibiotiki. Raziskovanje antibiotikov je v 
zadnjih letih postalo izredno težko, predvsem zaradi dereplikacijskega problema, kjer se 
odkrivajo že znane molekule. Zaradi tega novejše metode iskanja potencialnih 
antibiotikov zajemajo presejanje večjega števila spojin (zgornja limita 105 do 106), kar pa 
je zamudno in večkrat pripelje do slabih rezultatov. Možno rešitev za ta problem 
predstavlja umetna inteligenca. Stokes in sod. [12] so zasnovali model umetne nevronske 
mreže, ki se je učil na FDA-odobreni podatkovni bazi spojin z znano sposobnostjo 
inhibicije E. coli. Ta model je nato v podatkovni bazi ZINC15 med več kot 107 milijoni 
različnih spojin iskal primerne kandidate za nadaljnje presejanje [12].  
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1.2.2 Priprava biokatalizatorjev 
Metabolni inženiring 
Metabolni inženiring cilja h genetski spremembi metabolizma z namenom transformacije 
organizmov v mikroskopske kemijske tovarne, ki so primerne za različne vrste aplikacij. 
V zadnjem desetletju sta napredek v sintezi DNA in porast merjenja podatkov na 
področjih biologije doprinesla k izboljšanju hitrosti in uspešnosti metabolnega 
inženirstva. Izboljšanje znanja na tem področju je privedlo tudi do perspektive 
sistemskega nivoja metabolizma, ki je utelešen na področju sistemskega metabolnega 
inženirstva. Z uporabo te paradigme so podatki na sistemski ravni uporabljeni za vodenje 
zasnove na celičnem nivoju in razumevanju globlje ležečih mehanizmov v celici. 
Napoved vpliva celo majhnih genetskih sprememb v kompleksni in prepleteni metabolni 
mreži je težaven izziv. Pri spopadu s tem problemom se je področje zanašalo na razne 
večstopenjske modele in ogrodja za napoved želenih posredovanj in sprememb. Tudi 
izven področja metabolnega inženirstva so lahko ti modeli striktno 
mehanistični/hipotezni in temeljijo na izrabi podatkov ali pa predstavljajo nek hibrid teh 
dveh pristopov. Znotraj področja metabolnega inženirstva potrebujejo hipotezni modeli 
predhodno znanje povezano z identiteto posameznih reakcij, kemijskimi intermediati in 
katalizirajočimi encimi nastopajočimi v metabolnih poteh. Med najbolj popularne 
posvojene hipotezne modele sodijo tehnike analize tokovnih bilanc. Ti modeli na nivoju 
genoma so bili uporabljeni za optimizacijo fenotipsko izvlečene ciljne funkcije, ob 
upoštevanju stehiometrije, masnih in energijskih bilanc ter termodinamike. Izdelava teh 
modelov je težavna kljub dovolj velikemu številu podatkov. Alternativo mehanističnim 
modelom predstavljajo modeli, ki temeljijo na izrabi podatkov in so zasnovani na 
algoritmih strojnega učenja [8].  
Določitev idealne metabolne poti za proizvodnjo določene tarčne molekule, je glede na 
možno število encimskih tarč, kompleksen problem. Proces ročnega iskanja, ki obsega 
pregled literature in genomskih podatkovnih baz, je časovno zahteven. Najbolj primerna 
metoda za reševanje tega problema je odkrivanje in identifikacija metabolnih poti skozi 
uporabo metod podatkovnega rudarjenja in algoritmov strojnega učenja. Strojno učenje 
se lahko uporablja za ugotavljanje in zmanjševanje počasnih procesov v metabolnih 
poteh, optimizacija ravni encimske ekspresije hitrostno limitirajočih procesov z genetsko 
manipulacijo pa tako izboljša proizvodnjo ciljne molekule. Ker je število možnih 
potencialnih genskih tarč in kombinacij veliko, je posledično velik tudi optimizacijski 
prostor. Trenutne inženirske strategije so večinoma sestavljene iz iterativnega poskušanja 
in potrebujejo izgradnjo ter posledično in vivo presejanje velikih knjižnic. Kljub temu 
genetske tarče niso vedno znane, zato je potrebna implementacija algoritmov strojnega 
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učenja za njihovo identifikacijo. Poleg identifikacije lahko metode, ki temeljijo na izrabi 
podatkov, določajo točni odmerek za določene gene. Napovedovanje fenotipskega odziva 
na genetsko ali okoljsko motnjo je tudi eden izmed osrednjih ciljev metabolnega 
inženirstva. V tem kontekstu je prisotno zbiranje celičnih stanj pod določenim setom 
pogojev in s pomočjo strojnega učenja uporabljeno za identifikacijo prisotnih trendov. 
Ena izmed bolj prisotnih aplikacij je determinacija želenih biomarkerjev, metabolni 
profili pa so bili uporabljeni za pridobitev funkcije prej nekarakteriziranih genov [8].  
 
Slika 4: a.) Napovedovanje metabolnih poti v organizmu s pomočjo genomskih 
anotacij, b.) De novo zasnova metabolnih poti (prirejeno po [8])  
Umetna inteligenca lahko igra vlogo tudi pri de novo zasnovi metabolnih poti. Pomembna 
komponenta de novo zasnove metabolnih poti je izbira gostiteljskega organizma. Za ta 
proces je potrebno znanje o metabolnih reakcijah in mrežah prisotnih v organizmu, kar 
lahko izluščimo iz genomskih anotacij, ki omogočajo napoved začetka genov in določanja 
njihove funkcije. Uporaba algoritmov strojnega učenja lahko nadomesti časovno potratno 
ročno delo, s tem da avtomatizira proces genomske anotacije in anotacije metabolnega 
potenciala. V tem smislu so algoritmi genomske anotacije zasnovani za lažja opravila, 
npr. za klasifikacijo aktivno prepisanih genomskih področij ali pa bolj kompleksna 
opravila, npr. za napovedovanje genomskih področij, ki so odgovorna za dano metabolno 
pot. Čeprav so ti modeli zelo uporabni v primerih, ko je na voljo dovolj podatkov, pa 
aplikacije v metabolnem inženirstvu pogostokrat obravnavajo nemodelne organizme, za 
katere ni na voljo veliko anotacijskih podatkov. Izbor encimov je izredno pomemben za 
inženiring metabolnih poti. Identifikacija encimske sekvence za želeno metabolno 
reakcijo (t.i. retrobiosintetični pristop) je kompleksen problem, za katerega je potrebno 
preučevanje in obravnava reakcij na atomarnem nivoju. Ta pravila se lahko pridobijo iz 
reakcijskih podatkovnih baz, ročno glede na biokemijsko znanje, ali pa s pristopi 
podatkovnega rudarjenja [8].  




Inženiring encimov je postopek prilagajanja novih biokatalizatorjev z izboljšanimi 
lastnostmi s spreminjanjem sekvence aminokislin. Kljub ogromno možnim spremembam, 
je ta postopek že pripeljal do izjemnih rezultatov v zasnovi novih encimov in optimizaciji 
encimov za kemijsko in farmacevtsko biosintezo, regenerativno medicino, proizvodnjo 
hrane, biorazgradnjo odpadkov in biosenzoriko. Tipični nameni inženiringa encimov so 
izboljšanje katalitske aktivnosti, specifičnosti substratov, enantioselektivnosti, 
termodinamske stabilnosti, stabilnosti v so-topilih, izražanju in topnosti. Dva pristopa, ki 
sta se vzpostavila za inženiring encimov, sta racionalna zasnova in usmerjena evolucija. 
Prvi pristop je zasnovan na strukturni analizi in matematičnem modeliranju encimov z 
upoštevanjem fizikalno-kemijskih lastnosti aminokislin in simulaciji njihovih interakcij 
z okoljem. Drugi pristop pa privzame načela naravne evolucije z uporabo mutageneze za 
iterativno proizvodnjo knjižnic mutantov, ki so nato presejani z namenom najdbe različic 
encimov s primernimi lastnostmi. Omenjena pristopa se lahko dopolnjujeta in beležita 
izjemne rezultate, je pa za njuno uspešno izvedbo potrebno veliko računske moči in 
eksperimentalnega dela. Strojno učenje predstavlja tretji potencialen pristop k zasnovi 
novih encimov in je začel pridobivati pozornost raziskovalcev v zadnjih desetletjih. Za 
razliko od modelnih zasnov, ta temelji na izrabi podatkov, tako da identificira vzorce v 
obstoječih podatkih in napoveduje lastnosti v do sedaj nevidenih ampak podobnih 
podatkih. Modeli strojnega učenja pa so lahko uporabljeni tudi kot komplement prej 
omenjenima metodama. Objavljenih je bilo že kar nekaj raziskav, ki opisujejo njihovo 
uporabo na tem področju. Do sedaj opisane aplikacije zajemajo napovedovanje topnosti 
proteinov, stabilnosti encimov po mutacijah, funkcije encimov in njihovih mehanizmov 
ter uporabo različnih algoritmov grozdenja za hitro anotacijo funkcionalnih sekvenc. 
Glavna prednost uporabe algoritmov strojnega učenja v inženiringu encimov je, da lahko 
po učenju v trenutku naredijo napovedi za nove podatke. Največja slabost takšnih 
modelov pa je ta, da za učinkovito delovanje potrebujejo kakovostne podatke. Velika 
raznolikost encimskih mehanizmov, reakcij in eksperimentalnih pogojev predstavlja 
glavni izziv pri uporabi strojnega učenja v zasnovi encimov, ravno zaradi potrebe po 
strogem nadzoru kakovosti podatkov, standardizaciji njihove oblike in pomanjkanju 
homogenih učnih množic podatkov, kot tudi počasnem pridobivanju podatkov za namen 
testiranja modelov. Problem predstavlja tudi slaba zmožnost interpretacije in primerjave 
modelov. Nekatere sodobne tehnike, kot so npr. sekvenciranje naslednje generacije, 
visokozmogljivostno presejanje in mikrofluidika, predstavljajo hitrejše zajemanje 
visokokakovostnih podatkov. Z izboljšanjem kakovosti in števila podatkov pa te lahko 
izrabijo bolj kompleksni algoritmi, kot so npr. umetne nevronske mreže. Zasnova 
interpretativnih modelov bo v prihodnosti doprinesla k razumevanju molekularnih 
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mehanizmov in posledično bolj jasne percepcije na razmerje med strukturo in 
funkcionalnostjo encimov [13].  
Komplement encimskemu inženiringu predstavljajo tudi simulacije molekulske 
dinamike. Ena izmed prvih uporab umetne inteligence v kemiji je bila prav ekstrakcija 
površin energijskih potencialov iz kvantno-mehanskih izračunov za učinkovito izvedbo 
teh simulacij. Strojno učenje prav tako vpliva na analizo in simulacijo trajektorij (ang. 
trajectories), določanje optimalnih reakcijskih koordinat, oceno površin proste energije, 
itd. Strojno učenje je tudi primerno za generiranje vzorcev iz ravnotežne porazdelitve 
molekulskega sistema, brez uporabe molekulske dinamike, npr. z uporabo 
Boltzmannovih generatorjev (ang. Boltzmann generators). Vzporedno z zasnovo 
atomskega polja sil so bile metode strojnega učenja uporabljene tudi za pridobitev bolj 
grobih modelov, ki bi lahko bili aplicirani za raziskave večjih sistemov (biomolekul) in 
daljših časovnih razponov z reduciranimi računalniškimi viri. Grobi modeli (ang. coarse 
grained) preslikajo skupine atomov v efektivno-interaktivne skupke (ang. beads) in med 
skupke pripišejo efektivno energijsko funkcijo za poskus reprodukcije lastnosti sistema. 
Ciljno so lahko usmerjene različne lastnosti, uporabljene pa so različne strategije za 
oblikovanje teh modelov npr. z začetkom pri modeliranju atomističnih simulacij, pri 
eksperimentalnih podatkih ali uveljavitvi splošnih pravil [14,15]. 
Napoved lastnosti topil 
Napovedovanje lastnosti topil je nadvse pomembno za izbiro procesu primernega topila. 
Topilo mora imeti takšne lastnosti, da ne zavira hitrosti (bio)kemijskih reakcij, je varno 
za okolje in sam proces, kot tudi ekonomično. Ker so biomolekule stabilne samo v 
določenih fizioloških pogojih, je izbira topila ključen korak pri zasnovi bioprocesa. 
Za napovedovanje kemijskih lastnosti, ki niso enostavno izračunane s fizikalnimi 
metodami ali metodami, katere temeljijo na strogih pravilih, se za korelacijo med 
strukturo in aktivnostjo oziroma lastnostjo kemijskih spojin uporablja moderno in silico 
modeliranje. Metode, ki temeljijo na tem principu, se imenujejo QSAR/QSPR modeli. 
Kot njihov vhod se uporabljajo molekulski deskriptorji, ki so sofisticirani opisi kemijske 
strukture in so funkcije, ki so zasnovane na fizikalno-kemijskih lastnostih. Do nedavnega 
je bilo zasnovanih več kot 5000 molekulskih deskriptorjev. Poleg tega so bili zasnovani 
tudi molekulski prstni odtisi, ki zagotovijo opis specifičnega dela kemijske strukture. 
Strojno učenje je bilo za napoved kemijskih lastnosti prvič uporabljeno v 80-ih letih 
prejšnjega stoletja, kot vhodni podatki pa so bili uporabljeni molekulski deskriptorji in 
prstni odtisi. Nedavno so bile zasnovane nevronske mreže, ki se za to aplikacijo odrežejo 
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podobno ali pa boljše od tradicionalnih algoritmov strojnega učenja in kot vhod 
uporabljajo SMILES vrstični zapis [6].  
1.2.3 Optimizacija in avtomatizacija sinteze  
Razvoj novih (bio)kemijskih reakcij je težavna, kompleksna in cenovno potratna naloga. 
Tradicionalno se procesni kemiki zanašajo na intuicijo in izkušnje pri navigaciji 
reakcijskih pogojev in izbire topila, čeprav so različne DoE metodologije vedno bolj v 
uporabi, predvsem v razvojnih laboratorijih procesne industrije. Načrtovanje 
eksperimentov, ki temelji na Bayesovi optimizaciji, se je nedavno pojavilo kot 
potencialna metoda optimizacije procesov. Statistični algoritmi, ki so v uporabi, imajo 
sposobnost hitrega učenja obnašanja kompleksnih reakcij in optimiziranja želenih 
rezultatov z modulacijo procesnih pogojev, kot so npr. temperatura, reakcijski čas in 
vhodne koncentracije. Ta pristop deluje dobro v primeru kontinuirnih spremenljivk, 
ampak ne tako v primeru diskretnih, kot so npr. izbira katalizatorja, substrata ali topila in 
igrajo ključno vlogo pri optimizaciji reakcij. Do nedavnega diskretne spremenljivke niso 
bile vključene v samo-optimizacijska programska ogrodja ali pa so bile brez fizikalne 
reprezentacije. Zaradi težavnosti reprezentacije diskretnih spremenljivk, kot tudi 
prekletstva dimenzionalnosti (ang. the curse of dimensionality), so brez uporabe dragih 
metod visokozmogljivostnega presejanja obravnavane algoritmično zahtevno. 
Potencialna rešitev je uporaba molekulskih deskriptorjev, za uvedbo fizikalno 
pomenljivih kontinuirnih spremenljivk, ki povezujejo diskretne. Amar in sod. [16] so 
zasnovali nov hibridni mehanistični-AI model za racionalno izbiro topila. Metoda 
vključuje fizikalno pomenljive deskriptorje topila z algoritmom, zasnovanim na 
Gaussovem procesu, ki je privedel do hitre identifikacije obetavnih topil za reakcijo 
asimetrične hidrogenacije in obenem prehitel vse tiste intuitivno izbrane na podlagi 
konverzije in diastereomernega presežka. Z optimizacijo je znanstvenikom uspelo 
identificirati optimalne pogoje in uspešno raziskati idejo o uporabi mešanih topil za 
pridobitev obsega eksperimentalnega prostora, kar je nemogoče z uporabo čistih topil. Ta 
pristop potrebuje veliko število podatkov in je bil dopolnjen z nadomestnim statistično-
napovednim modelom. Kot nadomestni model bi lahko bil uporabljen tudi ustrezen 
mehanistični model. Raziskovalci so predvideli, da se bo povezovanje med kemijskimi 
informacijami in podatkovno intenzivnimi algoritmi v prihodnosti še podkrepilo, kar bo 
omogočalo kemikom, da s posvojitvijo učinkovitega avtomatiziranega poteka dela v 
razvoju procesov prihranijo čas in vire [16].  
Neoptimizirani procesi so dragi in neučinkoviti glede na čas in porabljene reagente. 
Kemiki pogosto optimizirajo procese tako, da spremenijo en sam eksperimentalni pogoj, 
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druge pa fiksirajo. Takšen način dela pogosto zgreši optimalne pogoje. Drugi način je 
izčrpno iskanje prostora kombinacij reakcijskih pogojev s šaržno kemijo. Čeprav ima ta 
pristop boljše možnosti za iskanje globalno-optimalnega stanja pa je zamuden in drag. 
Učinkovit okvir za optimizacijo kemijskih reakcij je zelo pomemben, tako za akademske 
raziskave kot za industrijsko proizvodnjo. V preteklosti je bilo implementiranih že več 
različnih uporab avtomatskih algoritmov za optimizacijo reakcij. McMullen in sod. [17] 
so uporabili simplex algoritem za optimizacijo reakcij v mikroreaktorjih in optimizirali 
Suzuki-Miyaura reakcijo, Parrot in sod. [18] pa so uporabili simplex algoritem za 
optimizacijo reakcij eterifikacije v superkritičnem CO2 [19].
  
Umetna inteligenca in biotehnološke aplikacije v mikrofluidiki 
V zadnjih dveh desetletjih se je področje mikrofluidike zaradi izkoriščanja majhnih 
volumnov vzorcev, kratkih reakcijskih časov in paralelizacije ter manipulacije tekočin na 
vzorcem ustreznih nivojih, izkazalo kot primerno za hiter razvoj in intenziviranje 
biotehnoloških procesov. Mikrofluidna tehnologija je zaradi številnih prednosti, kot so 
izjemno učinkovit prenos toplote in snovi ter izjemen nadzor nad procesi, revolucionirala 
tudi pristope v biološkem in biomedicinskem raziskovanju. Med bolj opisane aplikacije 
sodijo pomnoževanje in sekvenciranje DNA in RNA, analiza posameznih celic, 
odkrivanje rezistence na antibiotike in iskanje novih zdravil. Tehnologija mikrofluidike 
je izkazala sposobnost ujetja in manipulacije posameznih celic za sortiranje celic in 
pretočno citometrijo, analizo mase in volumna, določanje fenotipa in fuzijo celic. 
Področje pa ponuja tudi številne priložnosti in izzive za bolj uspešno implementacijo 
biokatalize v industriji. Ultravisokozmogljivostno presejanje z uporabo kapljic, dobljenih 
v mikrofluidnih napravah, omogoča izjemen prihranek časa, visoko občutljivost in nizko 
porabo reagentov. Kljub številnim prednostim pa je bila mikrofluidna tehnologija z 
namenom razvoja biokatalitskih procesov implementirana mnogo kasneje kot v kemijskih 
procesih. Posvojitev miniaturnih naprav za razvoj različnih korakov biokatalitskih 
procesov je zadnja desetletja v porastu, v literaturi pa je bilo na mikro nivoju opisano že 
mnogo novih encimskih procesov [20,21]. 
Ker pri mikrofluidnih procesih nastaja veliko število podatkov, predstavlja njihova 
analiza velik izziv za raziskovalce, zato je uporaba raznih računalniških metod, kot so 
algoritmi strojnega učenja, nepogrešljiva. Kljub temu, da se bo večina aplikacij globokega 
učenja v prihodnosti osredotočala na post-eksperimentalno analizo podatkov, pa ima 
globoko učenje potencial za zasnovo mikrofluidnih sistemov in njihovega nadzora med 
eksperimenti. Uporaba tradicionalnih algoritmov strojnega učenja je doprinesla k 
številnim izboljšavam v mikrofluidni tehnologiji, npr. v analiznih metodah. Nedavno pa 
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so bile opisane tudi aplikacije globokega učenja v mikrofluidiki. Na primer, podjetje 
Zymergen nadzoruje tisoče vzporednih mikrotitrskih eksperimentov z mikrobnimi 
kulturami, kjer so odločitve o tem, kaj se vbrizga in kdaj, opravljene avtonomno z umetno 
inteligenco. Poleg optimizacije kultivacije pa predstavlja kvantificiranje odziva 
kompleksnih sistemov na različne stresorje še eno potencialno aplikacijo. Nguyen in sod. 
[22] so z uporabo difuzije plinov v aerogelu preučevali vlogo različnih stresorjev 
(temperature, svetlobe, hranil in različnih polutantov) na rast mikroalg. Lambert in sod. 
[23] pa so zasnovali kemotaksni test za preučevanje bakterijskih populacij, z 
omogočanjem kompleksnih reakcij na organizmom ustreznih nivojih. Ostale trenutno 
opisane aplikacije globokega učenja v mikrofluidiki zajemajo klasifikacijo celic s 
pretočno citometrijo, procesiranje signalov, zasnovo mikrofluidnih kanalov, 
segmentacijo celic in »base calling« DNA [20].  
 
Slika 5: Trenutno opisane biotehnološke aplikacije globokega učenja v 
mikrofluidiki (prirejeno po [20]) 
Avtomatizacija sinteze 
Robotska avtomatizacija je prihodnost kemije in kemijske industrije. Uporaba metod 
robotike in strojnega učenja je trenutno v porastu z namenom iskanja novih kemijskih 
transformacij, sinteze novih organskih spojin in optimizacije več procesnih parametrov 
hkrati. Optimizacija reakcij je težavna, saj je površina optimizacijskih odzivov 
pogostokrat nelinearna in hkrati obstaja mnogo optimizacijskih ciljev, kot so npr. 
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izkoristek reakcije, ekonomičnost procesa, vsebovanost nečistoč in okoljski vpliv. 
Sposobnost izvedbe učinkovite in avtomatizirane večkriterijske optimizacije predstavlja 
napredek pri razvoju novih kemijskih procesov. Eksperimentalni sistemi s sklenjeno 
zanko so se nedavno pojavili kot močno orodje za optimizacijo procesnih pogojev in kot 
potencialna platforma za raziskave. Ta metodologija je bila sprva uporabljena samo na 
zaporednih eksperimentih in s podatki pridobljenimi iz prejšnjih eksperimentov. Tukaj so 
lahko sofisticirani statistični algoritmi sposobni zasnovati eksperimente in minimizirati 
njihovo število, potrebno za optimizacijo. Zaenkrat omejitev predstavlja pomanjkanje 
analiznih metod, ki bi omogočale spremljanje kakovosti produktov med samim procesom. 
To bi bilo lahko rešeno z razvojem poceni in učinkovitih in-line LC-MS in NMR tehnik. 
Robotske eksperimentalne platforme, ki so na voljo na trgu, so že boljše od tistega, kar 
se trenutno, zaradi omejitev v analitskih inštrumentih in DoE algoritmih, lahko uporablja 
v sistemih s sklenjeno zanko. Omejitev predstavlja tudi neuporaba a priori poznavanja 
kemijskih sistemov pri načrtovanju eksperimentov. Te sedanje omejitve so že v 
obravnavi, tako da se bo področje tehnologije avtomatizacije molekularnih sistemov 
nedvomno v nekaj letih močno razvilo [24,25].  
Do sedaj je bila avtomatizacija sinteze majhnih molekul omejena na en sam razred 
reakcije, ki omejuje njegovo splošno univerzalnost. Takšna primera sta npr. iterativna 
sinteza N-metiliminodiacetskega (MIDA) boronata ali pa sinteza ogljikovih hidratov s 
pomočjo encimov. Poleg tega avtomatizirana sinteza (v velikem številu primerov) 
potrebuje optimizacijo reakcijskih izkoristkov. Ker optimizacija reakcijskih pogojev 
potrebuje povratno zanko iz robotskega sistema, so bili predstavljeni različni detektorji 
za spremljanje napredka reakcij. Med njih spadajo NMR, IR, ramanska in UV-VIS 
spektroskopija, masna spektrometrija in HPLC kromatografija. Zbrani podatki so nato 
vstavljeni v optimizacijski algoritem za preiskovanje (v mnogih primerih) visoko-
dimenzionalnega prostora parametrov. Bédard in sod. [26] so predstavili avtomatiziran 
pretočni sistem za optimizacijo različnih tipov kemijskih reakcij, vključno z Buchwald-
Hartwig aminacijo, Suzuki-Miyaura reakcijo pripajanja, nukleofilno aromatsko 
substitucijo, Horner-Wadsworth-Emmons olefinacijo in fotoredoks katalizo. Platforma bi 
bila lahko prilagojena za katerokoli želeno opravilo s pritrditvijo raznih modulov na 
platformo. Robotski pristopi ravno tako omogočajo hitrejše raziskovanje kemijskega 
prostora. Obetavno je visokozmogljivostno eksperimentiranje (ang. high-throughput 
experimentation), ker lahko opravi na tisoče reakcij na dan in tako priskrbi zadostno 
količino podatkov za učenje modelov strojnega učenja. Perera in sod. [27] so predstavili 
pretočno platformo za nanomolarno presejanje Suzuki-Miyaura reakcij, ki je zmožna 
presejanja več kot 1500 reakcij v 24 urah [28].  
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Grizou in sod. [29] so zasnovali robotskega asistenta, ki učinkovito razišče kompleksni 
kemijski sistem izhajajočih fenomenov protoceličnih kapljic. Avtomatska sinteza bi lahko 
prav tako izkoriščala retrosintezno analizo za načrtovanje sinteznih poti tarčnih molekul. 
Obstaja mnogo pristopov za avtomatizirano retrosintezo. Segler in sod. [30] so razvili 
obetavno metodo, ki uporablja drevesno preiskovanje Monte Carlo in simbolično umetno 
inteligenco. V tem modelu so bile uporabljene nevronske mreže, ki so se učile na 12,4 
milijona enostopenjskih reakcij objavljenih v Reaxys podatkovni bazi. Sistem je 
omogočal raziskovanje skoraj dvakratnega števila molekul in 30-krat hitreje kot 
tradicionalna računalniška metoda iskanja, ki temelji na izvlečenih pravilih in ročno 
zasnovani hevristiki. Omenjena metoda je omogočala hitrejšo in bolj učinkovito 
retrosintezno analizo kot katerakoli druga znana metoda. V praksi deluje tako, da 
retrosintezni modul generira ustrezno sintezno kodo za tarčno molekulo, katera je nato 
prenesena v robotsko platformo in izvedena. Optimizacijski modul lahko celoten proces 
optimizira s pridobitvijo povratne informacije robota [28].  
Chemputer je ena izmed modularnih platform za šaržno organsko sintezo in predstavlja 
alternativo sodobni laboratorijski sintezi. Abstrakcija organske sinteze je strnjena v štiri 
ključne korake: reakcijo, obdelavo, izolacijo in čiščenje. Ti koraki so lahko povezani s 
fizičnimi operacijami avtomatske robotske platforme. Programski nadzor nad strojno 
opremo omogoči kombinacijo individualnih osnovnih operacij v večstopenjski organski 
sintezi. Za programiranje platforme je bil zasnovan Chempiler, ki deluje tako, da strojni 
opremi posreduje nizkonivojska navodila. Tako je možno izvajati različne sinteze brez 
rekonfiguracije platforme, v primeru da so prisotni ustrezni moduli. Izkoristek sinteze 
treh zdravil z nizko molekulsko maso je bil primerljiv z laboratorijskim [28].  
Dragone in sod. [31] so predstavili pretočni sistem za navigacijo mreže organskih reakcij 
z uporabo infrardeče spektroskopije kot povratne zanke. Sistem je bil sposoben 
avtonomno izbrati najbolj reaktivne začetne spojine glede na spremembo IR spektra med 
začetnimi materiali in produkti. Kot nadgradnja tega sistema je bila zasnovana robotska 
platforma za avtonomno iskanje kemijskega prostora s tremi on-line analitičnimi 
inštrumenti (IR, NMR in MS). Platforma je delovala v sklenjeni zanki z algoritmom 
strojnega učenja. Algoritem je predlagal najbolj obetavne reakcije, ki so bile nato 
avtomatsko izvedene in analizirane v sami platformi. Rezultati vsakega eksperimenta so 
bili avtomatsko interpretirani, podatki pa so bili uporabljeni za nadgradnjo modela. 
Uporaba strojnega učenja je omogočala avtonomno iskanje v kemijskem prostoru, česar 
rezultat je bilo odkritje štirih novih kemijskih transformacij. V nekem drugem primeru so 
Moosavi in sod. [32] zasnovali programsko ogrodje, ki za izboljšanje strategij sinteze 
izkorišča uspele in neuspele eksperimente. To je bilo doseženo z implementacijo 
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avtomatizacije in strojnega učenja z namenom zajetja kemijske intuicije pri sintezi 
kovinsko organskih spojin [28].  
Kljub temu, da so bili zgoraj opisani koncepti uporabljeni samo za kemijsko sintezo, bo 
v prihodnosti umetna inteligenca nedvomno uporabljena tudi za avtomatizacijo 
biokemijske sinteze in optimizacije takih reakcij. 
1.2.4 Optimizacija industrijskih bioprocesov 
Veliko pozornosti je bilo v preteklosti namenjeno zasnovi bioprocesov, pri katerih bi 
nastajale čiste in trajnostne alternative osnovnim kemikalijam in fosilnim gorivom. 
Delovanje bioprocesov temelji na izkoriščanju mikroorganizmov za sintezo osnovnih 
kemikalij in visokocenovnih produktov z uporabo različnih surovin. V primerjavi s 
tradicionalnimi kemijskimi procesi so bioprocesi, zaradi zapletenega razmerja med 
metabolnimi reakcijskimi mrežami in fluidno dinamiko kulture mikroorganizmov, bolj 
kompleksni. Posledično imajo ti procesi spremenljivo delovanje in stohastično obnašanje, 
zaradi česar jih je težko optimizirati. Težko je tudi zasnovati mehanistični model za 
simulacijo visokotonažnih (ang. large-scale) biosistemov, kar privede do tega, da se 
simulirani sistemi po navadi obnašajo drugače kot realni. Razlog za stohastičnost 
visokotonažnih bioprocesov leži tudi v občutljivosti bioloških metabolnih poti pri 
majhnih spremembah v pogojih obratovanja. Zaradi tega je razvoj nadzornih in 
optimizacijskih strategij bioprocesov še vedno težaven [33].  
Optimizacija gojišča 
Za industrijski proces gojenja je sestava gojišča izrednega pomena in vpliva na obliko, 
koncentracijo in izkoristek produkta določene kulture. Zaradi tega je optimizacija gojišča 
ena izmed glavnih skrbi pri maksimizaciji profita. Za vsak bioprodukt je potrebno izdelati 
primerne strategije za celovito in podrobno karakterizacijo procesa, ki bodo nato 
determinirale najbolj relevantne procesne parametre in vplivale na končni izkoristek ter 
posledično na ekonomiko procesa. Tradicionalno so se uporabljali DoE modeli, kot sta 
npr. OFAT in RSM. Zadnja leta so nevronske mreže pridobile pozornost raziskovalcev 
za namen optimizacije gojišča bioprocesa [34].  
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Optimizacija mikrobioloških kultur v bioreaktorju 
Možnost inženirstva celic na genetskem nivoju je omogočila raziskovalcem uporabljati 
biološke organizme za opravljanje mnogih funkcij, kot je npr. produkcija biogoriv, 
farmacevtikov in procesiranje odpadkov. Skupnosti, ki jih sestavljajo različne vrste celic, 
so se v nekaterih primerih, kot je npr. proizvodnja biogoriv, izkazale kot bolj produktivne 
od monokultur, obenem pa pomagajo znižati problem metabolnega bremena, ki nastane 
pri vzpostavitvi velikega metabolnega fluksa znotraj celic. Zaradi teh razlogov bodo so-
kulture igrale pomembno vlogo v napredku bioprocesov. Vendar pa vzdrževanje so-
kulture predstavlja tudi svoje izzive. Princip tekmovalne izključitve navaja, da bo v 
primeru, ko več populacij tekmuje za posamezen omejujoč vir, posamezna populacija z 
najboljšo sposobnostjo preživetja druge gnala do izumrtja. Dokazano je bilo, da v idealnih 
pogojih v kemostatu, kjer različne populacije tekmujejo za posamezen substrat, za 
nedoločen čas preživi največ ena populacija. Dodaten izziv, zaradi interakcij med njimi, 
predstavlja tudi napovedovanje dolgoročnega obnašanja različnih so-kultur. Večje kot je 
število različnih kultur, večji izziv je zagotoviti stabilnost sistema. V preteklosti so bile 
metode nadzorovanja populacij so-kultur vgrajene genetsko v same celice, npr. z uporabo 
sistema plenilec-plen ali vzajemnosti. Procesi kot so horizontalni prenos genov in 
mutacija lahko težko zagotovijo dolgoročno genetsko stabilnost, kar pomeni da postanejo 
metode genetskega nadzora skozi čas manj efektivne. Še en potencialni problem 
predstavlja zvišano metabolno breme na celico, ki je posledica kontrolnih genov in lahko 
pusti manj virov za rast in proizvodnjo uporabnih produktov. Te slabosti so lahko 
odpravljene s strogim nadzorom okolja, kar je dominanten pristop v industriji. Do sedaj 
uveljavljene tehnike zajemajo proporcionalno-integralno-diferencialne regulatorje (ang. 
proportional-integral-derivative controllers), modelno prediktivno vodenje ali zasnove 
posebnih zakonov s povratno zanko. Treloar in sod. [35] so uporabili spodbujevalno 
učenje z namenom vodenja so-kultur v kontinuirnih bioreaktorjih. Povratna informacija 
agenta spodbujevalnega učenja je bila uporabljena za vzdrževanje populacije na tarčnem 
nivoju. Rezultati so pokazali, da se je agent sposoben naučiti nadzora nad bioreaktorskem 
sistemu v običajnem epizodnem načinu in je dovolj robusten za različne začetne pogoje 
in ciljno nastavljene točke. Opisano metodo so nato primerjali s proporcionalno-
integralnim nadzorom in rezultati so pokazali, da je bolj primerna v situacijah z redkim 
vzorčenjem. Agent se je sposoben naučiti dobre strategije v 24-urnem eksperimentu. Na 
koncu je bilo demonstrirano, da je s spodbujevalnim učenjem možno optimizirati 
produktivnosti iz direktnega opazovanja mikrobne populacije, kar bi bilo s tradicionalnim 
proporcionalno-integralnim nadzorom možno samo z matematičnim modelom sistema ali 
pa dodatnimi podatki pridobljenimi z on-line senzorji [35].  
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Modeli digitalnih dvojčkov 
V zadnjih letih se je začel uveljavljati nov pristop optimizacije procesov, imenovan 
digitalni dvojček (ang. digital twin). Pri tem pristopu gre za zasnovo t.i. pametnih 
procesov, ki se učijo iz podatkov z namenom napovedovanja optimalnih stanj in se hkrati 
nadzorujejo, da ostanejo v optimalnem prostoru. Ti pametni procesi se odvijajo in silico 
in bodo v prihodnosti lahko sprogramirani tako, da bodo komunicirali med seboj z 
namenom nadzora logistike in oskrbovalne verige ter posledično minimiziranja stroškov 
in povečanja produktivnosti. Premik paradigme v bioproizvodnji bo eksponentno 
izboljšal fleksibilnost in robustnost procesov, ki bodo rezultirali v varnejši, bolj učinkoviti 
in cenovno ugodnejši proizvodnji. Samo jedro te paradigme pa predstavlja digitalna 
transformacija, ki jo omogoča razvoj modelov digitalnih dvojčkov. Modeli digitalnih 
dvojčkov so virtualni ekvivalenti fizičnih procesov in omogočajo napovedno proizvodnjo 
ter lahko analizirajo, optimizirajo, napovedujejo in nadzorujejo fizikalne procese v 
realnem času. Na digitalno transformacijo bioprocesov vplivata dva dejavnika. Zaradi 
napredka v miniaturizaciji in visokozmogljivostnih metodah presejanja celičnih kultur je 
potreben razvoj učinkovitih metod analize podatkov. Prav tako pa transformacija 
biofarmacevtske industrije proti bolj personaliziranim zdravilom zahteva visoko 
fleksibilne, učinkovite in robustne proizvodnje procese. Največja pomanjkljivost 
eksperimentalnih pristopov leži predvsem v tem, da ti ne morejo napovedati efekta 
sprememb v mediju celičnih kultur, strategije hranjenja ali pa procesnih parametrov na 
celično gostoto in produktivnost samega procesa. Veliko časa in truda je porabljenega za 
optimizacijo procesov, četudi je potencial optimizacije slabo predvidljiv. Optimizacija 
procesa celičnih kultur pa ima tudi veliko ciljev, ki so lahko med seboj neodvisni. Večkrat 
pri takih procesih nastopa kompromis med produktivnostjo, celično gostoto in kakovostjo 
produkta. Skupaj te izzivi spremenijo optimizacijo procesa v kompleksen problem, ki ima 
visoko-dimenzionalen prostor možnih zasnov. Tradicionalni pristopi niso sposobni 
raziskati tega prostora v celoti in posledično vodijo do suboptimalnih in nerobustnih 
procesov. Modeli digitalnih dvojčkov lahko izvajajo virtualne eksperimente in med 
zasnovo procesov nudijo kritično podporo pri odločanju. Podjetje Insilico je razvilo 
model digitalnega dvojčka, ki je zgrajen iz treh osnovnih gradnikov. Prvi je model 
polšaržnega ali perfuzijskega procesa, ki računa za dinamiko in koncentracije 
zunajceličnih komponent. Drugi je model biokemijskih poti na nivoju genoma in 
zagotavlja mehanistični temelj za simulacijo celičnega metabolizma z oceno 
znotrajceličnih metabolnih fluksov. Tretji je model umetne nevronske mreže, ki se nauči 
kinetike med koncentracijami zunajceličnih komponent in procesnimi parametri, ki ne 
morejo biti razloženi mehanistično, npr. pH, temperature, koncentracije vitaminov in 
kovin v sledovih [36].  




Slika 6: Shema delovanja Insilico digitalnega dvojčka (prirejeno po [36]) 
Optimizacija bioprocesov s spodbujevalnim učenjem 
Ena izmed potencialnih uporab je tudi implementacija spodbujevalnega učenja za 
optimizacijo bioprocesov. Petsagkourakis in sod. [33] so uporabili metodo policy 
gradient, kot alternativo trenutno obstoječim metodam. Dve glavni veji sta bili v 
preteklosti zasnovani za reševanje težav dinamične optimizacije z uporabo 
spodbujevalnega učenja. Prva veja se imenuje dinamično programiranje (ang. dynamic 
programming). Dinamično programiranje temelji na Hamilton-Jacobi-Bellman enačbi, 
katere rešitev postane trdovratna za majhne sisteme z nelinearno dinamiko in 
kontinuirnimi stanji ter dejanji nadzora. Zaradi tega so raziskovalci za pridobitev 
približnih rešitev teh problemov uporabili aproksimacijsko dinamično programiranje. 
Druga veja temelji na uporabi metode policy gradient, ki direktno pridobi strategijo za 
maksimizacijo želenega indeksa uspešnosti. Ta pristop je zelo primeren za obravnavo 
problemov, kjer sta prostora stanj in nadzora kontinuirna. Glede na to, da so kemijski 
inženirji vedno imeli opravka s kompleksnimi in negotovimi sistemi, je bilo v preteklosti 
implementiranih več različnih pristopov za njihovo reševanje: metoda iterativnega učenja 
(ang. iterative learning control, ILC), optimizacija v realnem času (ang. real time 
optimization, RTO), modelno prediktivno vodenje (ang. model predicitve control, MPC) 
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in aproksimacijsko dinamično programiranje (ang. approximate dynamic programming, 
ADP). Spodbujevalno učenje je v zadnjem času pridobilo znatno zanimanje za nadzor 
kemijskih procesov, ADP strategije pa so bile uporabljene npr. za optimizacijo procesov 
v polšaržnih reaktorjih. Policy gradient metode se zanašajo na parametrizirano 
strategijsko funkcijo, ki vrne dejanje pri danem stanju sistema in setu intrinzičnih 
parametrov strategije. V primeru stohastičnih strategij funkcija strategije vrne parametre, 
ki definirajo verjetnostno porazdelitev vseh možnih dejanj. Rekurentne nevronske mreže 
so bile v preteklosti uporabljene bodisi kot nadomestni model za procesno dinamiko ali 
pa za parametrizacijo agenta [33].  
Optimizacija proizvodnje biogoriv 
Proizvodnja biogoriv je potencialna alternativa izrabi virov fosilnih goriv. Zasnova takih 
alternativ lahko premaga trenutno energijsko krizo in obenem zagotovi čist vir energije 
za boj proti globalnemu segrevanju. Med trenutno potencialna biogoriva spadajo 
bioetanol, biodizel, biovodik, bioplin in tehnologije gorivnih celic kot so npr. mikrobne 
gorivne ali elektrolizne celice. Modeliranje in optimizacija procesov proizvodnje biogoriv 
prispeva k razumevanju vpliva procesnih vhodov z namenom dosega optimalnega 
izkoristka in hitrosti proizvodnje. Za optimizacijo izkoristka proizvodnje biogoriv je bilo 
uporabljenih več različnih algoritmov, npr. RSM metoda. Algoritmi umetne inteligence 
so učinkoviti pri modeliranju produkcije biogoriv in so bili že večkrat uspešno 
implementirani, kar so Sewsynker-Sukai in sod. [5] temeljito opisali v njihovem 
preglednem članku. V nedavni raziskavi, ki sta jo opravila Betiku in Taiwo [37], je bil 
raziskan efekt koncentracije škrobnega hidrolizata iz Artocarpus altilis (ang. breadfruit 
starch hydrolysate), hidravličnega retencijskega časa in vrednosti pH na proizvodnjo 
bioetanola z uporabo umetne nevronske mreže in RSM metode. Rezultati so pokazali, da 
ima modeliranje z umetno nevronsko mrežo boljšo natančnost v primerjavi z RSM 
metodo. Implementacija teh modelov bo lahko v prihodnosti doprinesla k znižanju 
stroškov kot tudi časa pri zasnovi procesov [5]. 
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Optimizacija konfiguracij fotobioreaktorjev  
Določitev optimalnih konfiguracij fotobioreaktorjev in delovnih pogojev je ključnega 
pomena za industrializacijo pridobivanja biološko obnovljivih virov iz mikroalg. 
Največje težave pri komercializaciji teh procesov povzroča zmanjšanje intenzivnosti 
svetlobe zaradi celične absorpcije in sipanja v mehurčkih, za kar so bili zasnovani številni 
različni tipi fotobioreaktorjev. Raziskave so pokazale, da je kultivacija biomase odvisna 
predvsem od dveh obratovalnih pogojev: strižnih sil in mešanja medija. Kljub temu, da 
boljše mešanje vodi k boljši razpršenosti svetlobe v mediju, pa lahko povzroča strižne 
sile, ki vodijo do celične smrti. Tradicionalen pristop k reševanju problema je bilo 
preizkušanje številnih zasnov integriranih mehanističnih modelov, ki združujejo 
računalniško dinamiko tekočin in kinetično modeliranje. Vendar ta pristop predstavlja 
računsko neobvladljivost in numerične nestabilnosti pri simuliranju velikih sistemov in 
tako povzroča časovno intenzivne računalniške napore in neučinkovitost pri matematični 
optimizaciji. Del Rio-Chanona in sod. [38] so zasnovali inovativno nadomestno metodo 
za modeliranje, ki temelji na izrabi velikega števila podatkov z izkoriščanjem 
najsodobnejših metod globokega učenja in tako občutno skrajša čas modeliranja. Metoda 
je zgrajena na simuliranih rezultatih mehanističnega modela, za učenje sofisticiranih 
hidrodinamičnih in biokemijskih kinetičnih mehanizmov, ki je nato s hibridnim 
algoritmom za stohastično optimizacijo uporabljen za raziskovanje še netestiranih 
procesov in iskanje optimalnih rešitev. Preizkušanje modela je pokazalo, da ima 
primerljivo natančnost z mehanističnim modelom. Poleg tega je bila implementirana 
večkriterijska optimizacija za generiranje Pareto optimalne fronte, ki služi pri odločanju 
in izboljša aplikacijo modela pri modeliranju in optimizaciji kompleksnih bioloških 
sistemov [38].  
Optimizacija separacijskih procesov 
Separacijska tehnologija je ključna v kemijskih procesih in je tesno povezana s 
kakovostjo in ekonomičnostjo kemijskih produktov. Prednosti in slabosti v uporabljeni 
zasnovi separacijskih procesov lahko neposredno vplivajo na kakovost produkta in 
učinkovitost procesa. V kemijski separacijski tehnologiji, tradicionalne oblike simulacij 
težko naredijo preboj, zato ima uporaba umetne inteligence na tem področju velik 
potencial. Izbira primerne metode separacije je ena izmed nedavno opisanih aplikacij 
umetne inteligence v optimizaciji separacijskih procesov. Kong in sod. [2] so zasnovali 
model, ki napove primerno separacijsko metodo, separacijski agent in separacijsko 
napravo za dan separacijski problem. Lahko naredi tudi ločene točke razvrščanja za 
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problem separacije, poda začetni separacijski proces in avtonomno izvaja nastavitev ter 
optimizacijo postopka separacije [2].  
Čiščenje biofarmacevtskih učinkovin je področje velikega interesa za raziskovanje v 
akademski in industrijski sferi. Te učinkovine morajo dosegati zelo visoke čistosti, kar 
predstavlja pritisk na razvoj bolj učinkovitega zaključnega procesa. Ekonomski vpliv 
zaključnih procesov je v splošnem odvisen od količine kemikalij, proizvedenih v 
pripravljalnem procesu. To nakazuje na potrebo po boljših razvojnih in optimizacijskih 
pristopih. Eden izmed načinov za dosego tega je uporaba detajlnih mehanističnih 
modelov zasnovanih na osnovnih principih. Trenutno so ti modeli razširjeno uporabljeni 
za simulacijo in zasnovo kromatografskih kolon in omogočajo hitro raziskovanje možnih 
zasnov specifične enote. Pretekle študije so se osredotočale na povezovanje takšnih 
kromatografskih modelov in optimizaciji nastalih sekvenc. V nedavnih študijah je bilo to 
izvedeno s simultano uporabo mehanističnega modela in modela umetne nevronske 
mreže. Takšen pristop je odprl vrata za reševanje bolj kompleksnih optimizacijskih 
problemov. Slaba stran teh raziskav pa je bila osredotočenost samo na kromatografske 
kolone, brez vključitve ultra/diafiltracijskih enot, ki so lahko postavljene med 
kromatografskimi kolonami za prilagoditev puferskih pogojev. Pirrung in sod. [39] so 
predstavili izboljšan pristop za razvoj in optimizacijo separacije monoklonskih protiteles 
iz očiščene celične žetve. Glavna izboljšava je predvsem vključitev ultra- in 
diafiltracijskih enot. Za vključitev novih osnovnih operacij v optimizacijskem procesu je 
najprej treba razviti mehanistični model, ki opisuje te osnovne operacije. Nato so 
determinirani vhodni parametri novega modela in izvedena je optimizacija ustreznih enot, 
ki določi katere spremenljivke morajo biti upoštevane v nadaljnji optimizaciji. Za 
ultra/diafiltracijsko enoto je bilo ugotovljeno, da sta ključni samo dve spremenljivki: 
trajanje celotnega filtracijskega koraka in trajanje ultrafiltracijskega koraka. Avtorji 
poudarjajo, da v ta pristop ni bilo vključeno odstranjevanje virusov, DNA in 
endotoksinov, kar predstavlja prostor za napredek v prihodnosti [39].   




Umetna inteligenca spreminja mnoga področja znanosti in tehnologije ter nudi rešitev za 
številne sodobne izzive, kar vključuje tudi razumevanje delovanja bioloških sistemov. Z 
razmahom umetne inteligence v 21. stoletju in razvojem številnih novih oblik globokega 
učenja oziroma umetnih nevronskih mrež, so se te izkazale za velik potencial na področju 
bioinformatike. Aplikacija umetne inteligence v bioinformatiki pa predstavlja le eno 
izmed mnogih potencialnih področij uporabe umetne inteligence v bioinženirstvu. 
Umetna inteligenca je prav tako uporabna za iskanje potencialnih zdravil, pripravo 
biokatalizatorjev, optimizacijo reakcij in njihovo avtomatizacijo, kot tudi optimizacijo 
bioprocesov. S povečevanjem računske moči, razvojem novih algoritmov strojnega 
učenja in razvojem kvantnih računalnikov, lahko v prihodnosti področje pridobi še večjo 
pozornost raziskovalcev, kot tudi nove potencialne uporabe. 
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