We determine the lower bound on the dimension of linear spaces of Toeplitz matrices which guarantees that it contains a matrix with rank at least equal to a specified number r. We also give elementary proofs of theorems of Gerstenhaber concerning the dimension of linear spaces of nilpotent matrices. Our proofs exhibit and exploit a combinatorial structure of these linear spaces.
THEOREM 1.1. If W is a subspace of d//,[C](F) with dim(W)>~ dr_ 1 (C) + 1, then W contains a matrix A with rank(A) >/r.
The combinatorial bound on the dimension in the statement of Theorem 1.1 is clearly the smallest bound that guarantees the existence of a matrix of rank at least equal to r.
If C is the matrix of all l's, then dr_l(C)=(r-1)n, which gives Flanders' bound.
If the field F has more than n elements, then Meshulam [10] also obtained the best possible bound on the dimension of a space W of symmetric matrices in dg n (F) which guaramees the existence of a matrix in W of rank r or greater.
The above results suggest considering special classes of matrix spaces and determining bounds on dimension that will ensure the existence of a matrix with rank at least equal to a specified number r. The classes we consider are spaces of Toeplitz matrices, circulant matrices, and nilpotent matrices.
In a series of five papers Gerstenhaber [3] [4] [5] [6] [7] thoroughly investigated linear varieties of nilpotent matrices. In the first of these he proved that if F has at least n elements, then dim(W) <~ n(n -1 )/2 (1) and if equality holds, then there is a nonsingular matrix U in all, (F) which simultaneously triangularizes all matrices in W. Sere2kin [12 3 obtained the inequality (1) with no restriction on the size of F. Mathes, Omladi~, and Radjavi [8] gave another and simpler proof of the inequality (1). Gerstenhaber's investigations culminated in [7] in a major theorem concerning dimensions of linear spaces of nilpotent matrices which generalizes the inequality (1) . The proof of this theorem is partially couched in the language of algebraic geometry and makes use of results proved in papers [3, 5, 6] . Let W be a linear space of matrices in ~ggn(F) and let A1, A2, ..., Am be a basis of W. Let a = al, a2 ..... a,2 be a listing of the n 2 positions (i,j) (i,j= 1, 2, ..., n) in some order. We may think of a matrix of order n as an n2-tuple taken in the order specified by a and then think of A1, A2 .... , Am as an m xn 2 matrix X~(A~, A2, ..., Am). We may then perform Gaussian elimination on Xo(A~, A2 ..... Am), resulting in a matrix X~(B1, B2 .... , Bm). Each matrix Bi has an entry equal to 1 which is a leading 1 of X~(B1, B2, ..., Bin) , and we call that 1 the leading 1 of Bi. Let the leading 1 of B i be in position ak,, where kl <k2 < ... <km. Since W is a linear space, the matrices B1, B2 ..... Bm belong to W and indeed are a basis. We say that the matrices B~, B2, ..., Bm are obtained from A~, A2 ..... Am by Gaussian elimination in the order a. The (0, 1 )-matrix ~o of order n with l's exactly in the positions akl, -.., akin is called a character&tic matrix of the space W relative to the ordering a (and to the chosen basis of W). The number of l's of ~ equals the dimension of W.
Using Gaussian elimination we give a self-contained and elementary proof of Gerstenhaber's general theorem. The technique we use can be summarized as follows. We start with an arbitrary basis of a matrix space W. An elimination ordering a is chosen which depends on the type of matrix space being considered. The elimination ordering and the type of matrix space impose restrictions on the positions of the leading l's in the basis of W obtained by Gaussian elimination, that is, impose a combinatorial structure on the characteristic matrix ~o. It is this combinatorial structure that we exploit in order to obtain the dimension bounds. The choice of elimination ordering is crucial in this technique. In his proof of Flanders' theorem Meshulam used Gaussian elimination in the lexicographic order. For the spaces we consider the lexicographic order does not give the combinatorial structure of ~ that we need. For instance, let W be a space of nilpotent matrices. In the ordering a that we use in the proof of Lemma 3.2 no leading 1 occurs on the main diagonal of N~. This property is not shared by all orderings, for example, the lexicographic ordering applied to the matrix space of dimension 1 spanned by
We conclude this introduction by mentioning that the problem of determining the largest dimension of a linear space W of matrices A in JCtn (F) such that for A ¢ O, the rank of A equals a constant k has been considered. Beasley and Laffey [1] and Meshulam [11] (for the real field) proved that if the field F has a least k + 1 elements then dim(W) ~ n. Whether or not this bound can be attained depends in general on the field. For instance, if F is the complex field and k=n, then Westwick [-13] proved that dim(W) ~< 1.
TOEPLITZ MATRIX SPACES
Let k be an integer with -m+l<~k~n-1 and let A=[aa] be a matrix of size m x n. The kth-diagonal of A is the set of positions (i,j) of A for which j-i = k. The matrix A is a Toeplitz matrix provided that it is constant on each of its 2n-1 diagonals, that is, provided there exist scalars c_n+l, ..., c 1, Co, cl ..... cn_l such that aij=cj_ i for all i andj with 1 ~<i, j ~ n. The set of all Toeplitz matrices in ~, (F) forms a linear space of dimension 2n -1. We determine the smallest dimension of a linear space of Toeplitz matrices which ensures the existence of a matrix whose rank is at least a specified number. The linear space of all Toeplitz matrices of order n whose kth diagonal is zero for all k with -n + 1 ~< k ~< n -r + 1 has dimension r and does not contain a matrix of rank greater than r. | Remark. It follows from the above proof that if all the l's of ~ occur in the first row, then the conclusions of Theorem 2.1 hold without any restriction on the size of the field F. 
... , p). If dim(W) >>, r, then W contains a matrix A with rank(A)/> r.
Proof First suppose that p = 2. Consider an elimination ordering which begins with a Toeplitz ordering for the first diagonal block followed by a Toeplitz ordering for the second diagonal block. We apply Gaussian elimination to a basis of W. Let B i be the last matrix obtained which has a leading 1 in a position (1, k~-rl + 1) of the first row of its first diagonal block B] and let Bj be the last matrix obtained which has a leading 1 in a position (1, k2-r2 + 1) of the first row of its second diagonal block B~. The matrix B] has a nonsingular triangular matrix of order r~ in its upper right hand corner. The matrix Bj has first diagonal block equal to O and its second diagonal block B~ has a nonsingular triangular matrix of order r2 in its upper right hand corner. If max{r~, r2} ~>r, then either B1 or Bj has rank at least r. Suppose that max{rl, r2} <r. Since dim(W)~>r, we have rl + r2/> r. Arguing as in the proof of Theorem 2.1, there is an x in F such that rank (Bi + xBj)>I r. Induction and a similar argument prove the corollary for any p > 2. I
A circulant matrix is a Toeplitz matrix whose entry on the kth diagonal equals its entry on the (-n+k)th diagonal. The circulant matrices in J/f~ (F) form a linear space of dimension n. Assume that the characteristic of F is not a divisor of n. Let ~ be a primitive n th root of unity in an extension field E of F. Then the eigenvalues of P are the n distinct roots of unity ~k (1 ~< k<~n). There exists a nonsingular matrix U in ~#,(E) such that
U-iPU=diag(1, ~, ~2 ..... ~ 1).
The eigenvalues of the circulant f(P) are f(~) (1 ~< k ~< n) and U-if(p) U is a diagonal matrix. These observations furnish an alternative proof of Corollary 2.3 if the characteristic of F does not divide n. Indeed they show that if W is a linear space of matrices in JC/n (F) which are polynomials in a diagonalizable matrix B and if dim W>~ r, then W contains a matrix A with rank(A) ~> r.
Let F be any field for which x n-1 factors into linear and quadratic polynomials in Fix]. We now use the above ideas to show that there exist spaces of circulants of dimension r which contain no matrix of rank greater than r. Since x-1 is a factor of x n-1 there exists a polynomial q(x) in Fix] of degree n -r which is a divisor of x n -1. The linear space W of all matrices f(P) where f(x) is a polynomial in F[x] having q(x) as a factor has dimension r (since x n -1 is the minimum polynomial of P) and does not contain a matrix of rank greater than r. Now let B be a matrix in JC/n(F) and assume that F contains the eigenvalues of B. There exists a matrix U in JCZn(F) such that U-1BU is in Jordan canonical form T. A polynomial in T is a direct sum of upper triangular Toeplitz matrices. Hence if F has at least r elements it follows from Corollary 2.2 that a linear space of polynomials in B of dimension at least r contains a matrix of rank at least r. 
p=l l<~p<q<~k
The rows and columns of C' are both partitioned by r/ and we simultaneously permute the rows and columns of C' in terms of this partition as follows. We first choose the last row of each block, which gives us cl rows, then the next to last row of each block, which gives us an additional c2 rows, and so forth, until finally we choose the remaining c~ rows. We choose the columns in the same order. The matrix obtained is C r. It follows that W' is a linear space of nilpotent matrices such that the Jordan partition of W' is 7 and the dimension of W' equals the dimension of W. In particular we conclude that 2 n2--
i=l p=l
l<.p<q<~k
It follows from Theorem 3.1 and the above discussion that the following holds: If ~ and fl are partitions of n with a ~ fl then the maximum dimension of a nilpotent linear space whose Jordan partition is ~ is less than or equal to the maximum dimension of a nilpotent space whose Jordan partition is fl, provided the field is large enough.
A
(0, 1)-matrix A = [ao.] of order n is called anti-symmetric provided a~ + aji equals 0 or 1 for all i and j. An anti-symmetric matrix contains only O's on its main diagonal and has at most n(n-1)/2 l's. The first lemma is
Gerstenhaber's first theorem (for any field), which is used in the proof of Theorem 3.1. We give a proof based on Gaussian elimination by defining an ordering for which the characteristic matrix is anti-symmetric. It is the most elementary proof known to us. 
LEMMA 3.3. Let W be a linear space of nilpotent matrices in Jgn (F). If F is sufficiently large, then the following hold: (i) There exists a matrix Q in W such that jp(Q)=jp(W).
(
ii) Let 2 be a transcendental element over F. Then for all A in W, jp(Q -2A) = jp(Q).
Proof Let p be the largest index of a matrix in W and let 
Proof There exists a nonsingular matrix
Since F has at least n + 1 elements, we may replace 2 by 2 -a for some a in F in order to conclude that Co = C(0) is invertible. Taking 2 = 0 in (8) we see that Co commutes with Q and this implies that we may assume that Co=L Comparing the coefficients of 2 and then of )~2 in (8) we obtain the commutator relations A = QCa -C~ Q and AC~ = QC2 -C2 Q.
We now take P equal to C~ and by elementary calculations obtain the trace relations in ( where A pq is a matrix of size r/p × r/q. We define an ordering of the positions within the blocks A pq. First we take the diagonals in the order nq-1 ..... 0 ..... --rip + 1 and order the positions in each diagonal as follows: (i) (p < q) all from top to bottom; (ii) (p = q) from top to bottom until and including the zeroth diagonall then from bottom to top; (iii) (p>q) all from bottom to top. We now order the blocks. First we take the blocks on and above the main diagonal of blocks by considering the columns of blocks from right to left and within each such column, from top down to the main diagonal. Then we take the blocks below the main diagonal by considering the rows of blocks from top to bottom and within each such row from right to left. We have now specified an ordering a of all the n 2 positions. Let B 1 .... , B m be the basis of W obtained from A1 ..... Am by Gaussian elimination in the order a and let ~ = ~o be the resulting characteristic matrix. We assume that M is partitioned into blocks ~Pq (1 <~p, q<~k) in the same manner as the matrices of W. We prove that the inequality (2) 
We assume that P is partitioned into blocks prs (1 ~< r, S ~< k) in the same manner as the matrices in W. By (9) Hence one of these traces is not zero, and because RQ=QR this contradicts Lemma 3.4. Therefore the (j, i+ 1) entry of ~up is 0, and (f) holds.
Suppose that there is a basis matrix B, with its leading 1 in position (np,j) of block B, pq, where 1 ~p < q ~<k. Let R be the block matrix whose only nonzero block is R qp all of whose diagonals contain only O's except for diagonal np-j+ 1, which contains only l's. Using the structure of B, as given in (c) we have trace(BtR)= 1, contradicting Lemma 3.4 since R commutes with Q. Hence (g) the blocks of N strictly above the main diagonal have only O's in their last row.
In a similar way one shows that (h) the blocks of ~ strictly below the main diagonal have only O's in their first column.
We now complete the proof of (b). Let p < q and consider the sum K= ~pq_~. ~qpT. By (e), K is a (0, 1)-matrix. Suppose some column e of K contains only l's. By (g) the first 1 of e comes from ~Pq and by (h) the last 1 of e comes from ~qpT. Suppose that the last 1 in e that comes from ~qpT occurs in row i. Then np ~> i i> 2 and the 1 in row i-1 of c~ comes from NPq, contradicting (f). Thus each column of K contains a 0, and hence (b) holds.
Since dim(W) equals the number of l's of ~, it follows from (a) and (b) that np (n, -1)
p=l l<~p<q<~k By (6) the right hand side of (10) equals
~(n2--i~l C2i)
and hence (2) holds. ] Proof Let t/= (k, ..., k, I) be the partition of n with 0 ~< l < k. Then the Jordan partition of each matrix in W, and hence the Jordan partition of W, is majorized by z. The conjugate of r/equals y and hence (12) follows from Theorem 3.1. II
