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DESIGN AND PROCEDURES OF ACCURACY TESTS 
8.1 Introduction 
The purpose of this series of tests is to establish the 
inherent metric accuracy of the Seasat SAR imagery in the three main 
forms which are available to users, i.e. survey optically processed, 
precision optically processed and digitally processed images. The tests 
have been made by first establishing a test field of well defined control 
points whose terrain coordinates have been derived from medium-scale 
topographic maps. The image coordinates of the same points have then 
been measured on the SAR images and transformed into the corresponding 
terrain values using various alternative coordinate transformation 
procedures. Certain of these points have been llsed as the control 
points on which the computation of the transformation parameters has 
been based, while others have been used as check points to enable an 
assessment of the overall accuracy of the imagery and the efficiency of 
the different transformations to be made. Comparisons of the known 
terrain coordinates and the transformed image coordinates will give 
residual values in pOSition over the whole terrain field. These allow 
various statistical tests to be carried out, resulting in the derivation 
of various indicators of the geometrical accuracy of the imagery and of 
the efficiency of the algorithm used for processing. A number of 
different control point patterns were tested with varying numbers and 
distribution of control points with a view to establishing the most 
suitable density and arrangement to achieve a given accuracy in the final 
results. 
Due to the sheer volume of computational work involved in the 
transformations of large numbers of measured test points, the statistical 
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analyses of the residual errors and the plotting of these errors with a 
view to establishing their distribution and character, a suite of 
computer programs has been written by the author. These have taken a 
long time to develop and check but, without them, the programme of 
tes~of metric accuracy could not have been carried out. Once developed, 
they will. be available for the testing of other remote sensing imagery 
and not only SAR data. 
8.2 Test Areas and Materials 
Three areas were selected for the purpose of testing the 
Seasat SAR imagery. These were located as follows:-
(i) along the banks of the River Tay in Scotland, including 
the cities of Dundee and Perth and the area of South 
Angus and North Fife; 
(ii) in East Anglia; and 
(iii) in South-western Wales around the port of Milford Haven. 
Each of the selected areas is of a different topographic character to 
the others so that a wide variety of conditions would be encountered. 
Not only would this be useful from the metric point of view, but it would 
also allow interpretative tests to be devised to establish the degree to 
which the Seasat SAR imagery can supply information for the compilation 
and revision of topographic maps. 
8.2.1 River Tay Test Area 
The image covers an area approximately 48 x 36 km in extent, 
from 02°43.0 1 to 030 38.4 1W in longitude and from 56°0.2 1 to 56°33.1 1 N 
in latitude (Fig 8.1). The terrain in this area is very varied with 
some large urban areas (Dundee, Perth and several smaller towns), a 
considerable area of flat and undulating ground, and some quite hilly 
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Fig 8.1 Geographic boundary of the Ri verray test area 
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areas. The topographic relief ranges from sea level to around 350 
metres. There is a considerable area of agricultural land, a number 
of large forests and smaller woods and certain expanses of moorland. 
Also the estuary of the River Tay produced islands, sand and mud banks, 
bridges, etc, all of which added to the variety of objects available in 
this test area. 
The SAR imagery was acquired on 19th August 1978 at 06.40.44 
from orbit 762 of Seasat. The imagery from this orbit was supplied in 
the form of a negative transparency 120 em long by 24 cm wide. It 
contains two sub-swaths, each of 70 mm width and at a scale of 1:685,000 
in ground range. The test area lies in the first sub-swath of this 
imagery. Positive film transparencies of this area were produced on 
stable polyester material at 1:250,000 scale (i.e. at approximately 
2.75 times enlargement) using a Philips PCS130 70 mm enlarger installed 
in the Department of Geography. This was done for both the survey 
processed (Fig 8.2) and precision processed (Fig 8.3) images of the area 
originally produced on the ERIM tilted-plane optical correlator. 
8.2.2 East Anglia Test Area 
The East Anglia test area is covered by a three-look image 
----------
also obtained from Seas at orbit 762. The image covers an area of 
15 x 30 km from 00oS9.6'W to OOo30.1'E in longitude and from 52°41.0' to 
S205S.8'N in latitude (Fig 8.4). The area is rather flat, with topo-
graphic relief ranging from sea level to around 90 metres. Basically, 
it is a very highly developed agricultural area with few towns of any 
size, the most striking man-made objects being two large military air-
fields. The digital processing gave a pixel spacing of 12 m and a 
nominal resolution of 20 metres. 









Fig 8 . 4a Geographic boundary of East Anglia test area 
N 
Grid origin 
Grid orientation (Y- axis) 
Image parameters: 
-29 . 2 from true North 
Xmax. = +15 kIn, Xmin. = - 15 km 
Ymax. = +7 . 5 km, 'Imin. = - 7.5 kIn 
pixel size = 12m x 12m 
Azimuth resolution = 20 m 
Fig 8 . 4b Processing details of East Anglia SEASAT-A image 
(source RAE, Farnborough) 
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The image (Fig 8.5) had been processed digitally by the R.A.E. 
Experimental SAR Processing Facility (ESPF) as described in section 
5.2.3.1 and was supplied in the form of a positive film transparency at 
approximately 1:lS0,000 scale produced by the Linoscan 204D precision 
raster drum plotter of R.A.E. 
8.2.3 Milford Haven Test Area 
The Milford Haven test area covers a 40 x 38 km area, from 
040 45.Z'W to OSoZO.OW in longitude and from 510 33.l'N in latitude 
(Fig 8.6). The area is very hilly with topography ranging from sea 
level to a height of around 800 m. There is relatively little developed 
agricultural land and few cultural features appear on the image. The 
image (Fig 8.7) was acquired on orbit 791 and, like the East Anglia 
image, it had also been processed digitally as a three-look image as 
part of the test program of the R.A-E. ESPF. 
8.3 Selection of Ground Control Points 
Many difficulties, some of them rather unexpected, were 
experienced in the selection of suitable control points for the tests of 
metric accuracy. These arise from the lack of certainty as to the 
exact positions of those features shown on the SAR images which were 
well defined on the map. 
Road intersections are a natural and obvious type of feature 
to use in the testing of small-scale imagery. Yet they proved singu-
larly difficult and elusive to identify~h conviction and, where a 
number af intersections were located in a certain area, it was difficult 
to decide which one actually appeared on the image. Sometimes, there 
was a lack of resolution and contrast so that the road disappeared for 
a stretch. Much depended on the orientation of the road with respect 





Fig 8.6a The geographic boundary of Milford Haven test area 
Grid origin 
o 
Rotation of Y-axis from true North = -2.431 
Image parameters: 
Xmax. = 20 km, Xmin. = -20 km. 
Ymax. = 20 km, Ymin. = -18 km. 
pixel size = 20m x 20m 
Fig 8.6b Processing details of Milford Haven SEASAT-A image 
(source RAE, Farnborough) 





to the satellite track and the direction of the SAR beam. For example, 
rather twisting roads running transverse to the satellite track were 
easily confused with small streams. As a result of this experience, road 
intersections were avoided wherever possible and only a few definite 
and unambiguous examples were used. 
The use of water features posed similar problems. Isolated 
lakes were mostly visible on the SAR imagery but their boundaries were 
very difficult to define exactly. Some lakes exhibited unusual 
characteristics due presumably to the prevailing weather conditions, 
especially wind, altering the back-scattering of the emitted signal. 
In coastal areas, sand banks often showed up prominently in an unexpected 
manner causing a great deal of uncertainty as to the position of the 
coast itself and where exactly a river enters a lake or an estuary. 
Rivers and streams were often ill-defined and discontinuous on the SAR 
image. 
Wooded areas also exhibited their own special series of 
signatures, often confusing in nature. Sometimes, the image showed up 
as a very light area, indicating a strong return signal. This may be 
due to the type of trees, but it appears to be due also to the location 
and orientation of the forest with respect to the satellite antenna at 
the time of imaging. It would seem that, if a wood or forest lies on 
a slope dipping towards the antenna, a large amount of the incident 
microwave energy is returned. However, other wooded areas appear very 
dark, i.e. they exhibit little reflection. This may be due to the 
type of tree dominant in the forest though, sometimes, such an area was 
situated on a slope dipping away from the antenna. 
For all these reasons, the ground control points selected for 
geometric testing were largely restricted to objects such as the centres 
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of small lakes and the corners of forests, plantations or woods. Only 
on rare occasions were road intersections or the junctions of two rivers 
used for the purpose. A further consequence of the difficulties 
described above was that on all images the pattern of identified ground 
control was sometimes rather irregular in its distributiono Within 
these limitations, the actual control points used on all strips were 
selected on the basis of being well-identified on both the SAR image and 
the map, reasonably well-distributed over the entire area of the image, 
and forming a mainly regular pattern so that the check points were 
located between the control points. In this way, the effects of the 
transformation in terms of the residual errors could be fully determined. 
8.4 Measurement of Coordinates of Ground Control Points 
The four areas selected for the test have plenty of topographic 
' .. --""" 
map coverage at a variety of scales (from 1:10,000 to 1:250,000). After 
preliminary inspection of the SAR images, it was decided to use medium-
scale Ordnance Survey maps at 1:50,000 and 1:63,360 scale to derive 
terrain coordinates of the identified points. The accuracy with which 
coordinates could be scaled off appeared to be well in excess of that 
likely to be present in the Seasat SAR images. A distance of 1 mm on 
a map at 1:50,000 scale is equivalent to 50 metres on the ground. If 
the measuring accuracy on the map is 0.2 to 0.3 rom, this is equivalent 
to 10 to 17 metres in ground terms. 
Each map was stretched out on a long smooth table with a flat 
surface. Each control or check point required to be coordinated is 
located on the map in the gross sense by the National Grid square in 
which it falls. By using a set square and an accurate scale (microrule), 
the distances in metres from each of the two grid lines to the actual 
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con~rol or check point were measured and added to the grid line values. 
Since the actual measurements were carried out over very short distances, 
this procedure should minimize any possible effects of paper deformation 
in the actual map sheet. 
8.4.1 River Tay Test Area 
(i) Thirty two ground points were originally identified on 
the survey-processed image. Ten of these were intended for use as 
control points, giving a control density of approximately one point per 
170 square kilometres. 
(ii) On the precision-processed image, thirty six points were 
identified, thirteen of which were intended for use as ground control 
points. This gives a control density of about one point per 130 square 
kilometres. 
East Anslia Test Area 
By contrast with the River Tay area, it proved much easier to 
find suitable control and check points on the digitally processed image 
of East Anglia. Thus a total of 105. points were identified; thirty of 
these were chosen at the outset to serve as ground control points for 
the adjustment. This gives rise to a control density of one point per 
fifteen square kilometres. 
Milford Haven Test Area 
Forty seven paints were identified on the digitally processed 
image of Milford Haven, eighteen of which were used as control points. 
A control density of one point per 85 square kilometres was therefore 
established. 
The O.S. map used for the River Tay area was last revised in 
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1969, while those for East Anglia and Milford Haven were last revised 
in 1969 and 1974 respectively. 
8.5 Measurement of Image Coordinates 
The image coordinates of the control and check points located 
in all~test areas were measured using a Houston Hi-Pad tablet 
digitizer. This is an absolutely encoded digitizer with its grid 
positioning wires built into the tablet surface (Fig 8.8 ). The latter 
is translucent which allowed for back lighting of the SAR film trans-
parencies over a light table. Normally, the coordinate origin can be 
located at any desired point on the tablet using the cursor to define 
it. However, in the examples used in the Department, the origin has 
been fixed at the bottom left corner of the active surface of the 
digitizer to allow all measured image coordinates to be positive. The 
measurements were made with the tablet in point mode, which is of 
course the only suitable mode for measuring the coordinates of discrete 
points. In this mode, measurements and recording occurs only when the 
cursor button is pressed. The x and y coordinates are continuously 
displayed on an LCD display which is connected to the output interface 
of the tablet. 
The resolution of the instrument is of the order of 0.1 mm. 
To use an instrument of a higher resolution appeared to be unnecessary 
since. the nominal best resolution of the actual images used in the 
experiment was of the order of 20 to 30 metres while the actual 
resolution was considerably poorer on the 1:250,000 scale image of the 
Milford Haven and River Tay areas. Thus the 0.1 mm (100 ~) resolution 
of the digitizer corresponds to 25 ~etres on the ground which is of the 
same order as the very best resolution of the Seasat SAR images. Thus 
the use of the Hi-Pad digitizer as the image coordinate measuring device 
seems justified. 
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Fig 8 . 8 The Hipad Digitizer 
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The image coordinates of the control and check points were 
measured for each of the four test images using the Hi-Pad. Each 
point was measured twice independently and the mean calculated for each 
point. All the measurements were made using the 3X magnification of 
the instrument cursor. This magnification value seems to be an 
appropriate one, given the resolution and other characteristics of the 
Seasat SAR images. 
The precision of measurement was then calculated via the 
differences of the observed values from the mean of the points measured. 
This ranged from mx = t 33 ~ for the East Anglian image to t 50 ~ for 
the survey-processed River Tay image and from my = t 36 ~ for the East 
+ Anglian image to - 56 ~ for the precision processed River Tay image. 
This may be regarded as a satisfactory result considering the many 
problems encountered in picking out the ground control points and the 
actual resolution of the imagery and the accuracy of the measuring 
instrument. 
8.6 Coordinate Transformations 
Three different transformation algorithms have been used to 
convert the image coordinates of the measured points into the corres-
ponding terrain values. In each case, the appropriate transformation 
parameters have been computed from the comparison of the image coordinates 
and the corresponding terrain coordinates of the control points. 
(i) Linear Conformal Transformation 
The first of these transformations is the simple four-term 
linear conformal (or stmilarity) transformation comprising a scale 
change, a rotation and two independent translations. This transform-
ation has the form: 
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N = ax + by + c and ") 
J 
-.- - .... 8.1 
E = bx - ay + d 
where N Northings of the point in the terrain system; 
E = Eastings of the point in the terrain system; 
x,y = measured image coordinates of the point; 
and a,b,c,d = transformation parameters. 
In effect, this transformation does not change the basic 
relationship between image points. If the identification and measure-
ment of the control points have been carried out well, the results 
obtained from this transformation show the geometric fidelity of the 
imagery in its original state. 
This simple transformation can be applied in either of two 
modes. The first is to base the whole computation on the parameters 
obtained using two widely separated points on the SAR image. This is 
the minimum number of ground control points required to compute the 
four transformation parameters. These can then be used to compute the 
terrain coordinates of the remaining measured points and to determine 
the residual errors in the check points. This procedure has obvious 
limitations since any small error in measuring one of the two control 
points affects the values of the four parameters. 
Therefore it is more sensible and usual to base the computation 
of the transformation parameters on a larger number of ground control 
points favourably distributed over the image area and to use a ~ 
squares technique to obtain their most probable values. This technique 
is of course more refined, since it calculates the optimum values of 
the transformation parameters based on a large number of control points. 
These parameters are then used to calculate the coordinates of the 
control and check points. Comparison of the known terrain coordinates 
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with the transformed values allows the errors to be calculated for 
each point. From these, the accuracy of the imagery can be determined 
by computing the root mean square errors (r.s.m.e. values) in the X and 
Y directions for both the control and check points. 
The use of this transformation allows one to judge the effect 
of using more ground control points to cause an improvement in the 
accuracy of the direct image-map transformation which mathematically 
rectifies the image. In this way, one can establish the optimum 
number of control points which have to be provided for the rectification. 
(ii) Affine Transformation 
The second algorithm is a six-term affine transformation. 
Here, in addition to the two translations and the general rotation, 
two discrete scale factors are applied separately in the X and Y 
directions. Furthermore, one of the coordinate axes may be rotated 
by itself to account for the non-orthogonality of the axes o Certain 
of the obvious distortions present in SAR images such as the differential 
scale between the X and Y directions will be eliminated or reduced by 
using this particular transformation. 
As employed in this series of tests, the transformation has 
not been uniquely programmed but is obtained by truncating the higher 
order terms in the polynomial transformation which will be mentioned 
below. In this respect it is simply the first three linear terms in 
both the X and Y directions. A minimum of three points is required to 
implement this transformation. As usual, the least squares method of 
adjustment may be employed to determine the parameters when more than 
this minimum number of points is available, as indeed is the case in 
this present work. 
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(iii) Polynomial Transformation 
The third and most important transformation used in the tests 
is the polynomial transformation. 
The actual form of polynomial employed in the tests is based 
on the analysis performed in Chapter Six and which resulted in the 
follOWing eight-term polynomials:-
2 X = nO + nIx + nzy + n3xy + n4x l- ----
J 
- 8.2 
These equations-attempt to correct further for the errors in the image 
left after the initial correction of systematic errors such as Earth 
curvature, atmospheric refraction, Earth rotation, range walk and 
synthetic beam pOinting error applied during the image data processing. 
As in the previous two transformations, the parameters are determined 
from a large number of ground control points using the least squares 
adjustment technique. 
8.7 Computer Programs 
A large amount of repetitive computation work is involved in 
the test procedures described above - in the determination of the 
transformation parameters; the transformation of all the measured 
Unage points into the terrain coordinate system; the computation of 
the residual errors and their statistical analysis; the plotting of 
these errors in graphical form; etc. Since this had to be carried 
out using the three different transformations for each of the four 
test areas, the sheer volume of processing demanded the use of computer 
techniques. Since no suitable programs were available in the 
Department, these had to be written by the present author. These took 
a considerable tUne to WTite, de-bug and test. 
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These transformation programs were:-
(i) LlNCON, which employed the simple linear conformal transformation 
described above, including a version which allowed the implementation 
of the least squares technique when more than the minimum number of 
control points were available; and 
(ii) ~, which was based on the polynomial transformation technique 
discussed above. Again this was implemented using the least squares 
adjustment technique. 
Both of these progr~ were WTitten in BASIC and implemented 
on the large lCL 2976 mainframe computer of the University of Glasgow. 
This machine has a very large (4 megabyte) core store and operates under 
the standard VME/B operating system. The machine can be accessed using 
VDU or teletype terminals located in the Department or in the University 
Computer Centre. 
An additional program, PLOTIR, was WTitten to allow the 
plotting of the vector errors in position at control and check points 
after transformation to provide a graphical representation of these 
errors. This program was written in FORTRAN IV in order to make use 
of the standard plotting routines of the GHOST graphics package 
available on the ICL 2976 machine. The actual plotting was carried 
out on the CIL Economist 2 plotter available in the University Computer 
Centre. 
8.8 Description of the Computer Programs 
8.8.1 ProBjram LINCON 
8.8.1.1 Definition of Variables 
DO Planimetric errors in the control points; 
01 Planimetric errors in the check points; 








RMSEs in Northings and Eastings at the control points; 
A BASIC language statement for defining a variable function; 
Residual errors in the check points in the X-direction; 
Matrix of the designation numbers of check points; 
Residual errors in the check points in the Y-direction; 
Residual errors in Northings in the control points after 
transformation; 
X,Y Northings and Eastings respectively; 
Z2 Residual errors in Eastings in the control points after 
transformation. 
8.8.1.2 Definition of Arrays 
The same letters have been employed in these definitions as 
have been used in the explanation of least squares adjustment procedures 
given in Appendix It A" • 
A Coefficient matrix of transformation parameters for control 
points; 
B Transpose matrix of A(= AT); 
C Matrix of transformation parameters to allow conversion from 








Matrix used in the least squares adjustment procedure (please 
see Appendix It A":-
Cofactor matrix, equal to unity in this case; 
Coefficient matrix of transformation parameters for check 
points (equivalent to matrix A in this case); 
Matrix of residual errors at the check points; 
The matrix formed by the product H*C; 
Array of the ground coordinates of the control points; 
The matrix formed by N inversed; 
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N Matrix used in the least squares adjustment procedure (please 
T ·1 
see Appendix "A": N = A GA ••••••• A. 7); 
P Vector matrix for the designation numbers of the check points; 
Q Vector matrix for the designation numbers of the control 
points; 
T The matrix of the ground coordinates of the check points; 
W The matrix formed by the product A*C equal to the array of 
transformed ground coordinates of the control points. 
8.8.1.3 Explanation of Program LINCON 
The program is listed in Fig 8.9. As indicated in the listing, 
the program has been broken up into a number of blocks to assist the 
explanation of the sequence of operations carried out by the program. 
Block 1. In this first block, the, arrays required for input date are 
dimensioned. 
Block 2. The input array A (m,4) comprises the coordinates of the 
control points which act as the coefficients of the unknown transform-
ation parameters. The first and second columns of this array are the 
image coordinate values, while the third and fourth columns are the 
coefficients of the two translations,i.e.either 1 or O. This data is 
input by the operator in sequential order:- x - coordinate; y - coord-
inate; 1; 0 (or 0, 1 as the case may be) using the computer terminal. 
Any error in the input data can be edited us ing the t'erminal before 
computation begins. Once this data has been entered and checked, the 
program reads in the input array A, transposes it to form array B (=AT) 
and then computes array N (= ATG-lA) which is needed for the least 
squares adjustment. -1 It then inverses N to obtain array M (=N ) needed 






(0009)70 REH BY THE- ~_T'1UIIMRES TECHNIDUE IE SOLVING THE SYSTEM 
(0010'80, REH V=AU-UIIHERE X IS THE HATRlX OF THE UNKNOUNS 
(0011'90 MAT READ A 
(0012)100 REM A IS THE MATRIX DF COEFFICIENTS OF THE TRANSFORMATION PARA"ETERS 
(0013)105 REM FOR CONTROL POINTS 
(0014'270 KAT B=TRN(A' 
(0015'280 RE" B IS THE TRANSPOSE KATRIX OF A 
(0016'290 KAT N=B*A 
(0017'300 KAT "=INV(N) 
(0018)310 MAT READ L 
(0019)320 REK L 15 THE KATRIX OF CONTROL POINTS X tOORDS IN METRES 
(0020) 450 "AT F=B*L 
COHTIMUE(Y OR H)' 
(00211 460 REK COMPUTATION OF UNKNOUN TRANSFORMATION PARA"ETERS BEGINS 
(0022' 470 MAT C=M*F 
. (0023) 480 REM C IS THE KATRIX OF TRANSFORMATION PARAMETERS FROM IMAGE TO MAP 




(0027'505 KAT PRINT C 
(0028'520 KAT READ H 
. (0029'530 REK H IS THE HATRIX OF COEFFICIENTS OF TRANSFORHATJOH PARAMETERS 
(0030'535 REM FOR CHECK POINTS 
(0031'920 HAT J=H*C 
(0032)930 HAT READ T 
(0033)9.0 REH T IS THE MATRIX OF CHECK POINTS HAP COORDS 
(003.'1160 REM COMPUTATION OF CHECK POINTS RESIDUALS BEGINS 
(003S'"70 MAT I=J-T 
(0036'1180 REH I IS THE HATRIX OF RESIDUALS IN CHECK POINTS 
(0037)1190 HAT U=A*C 
(0038)1210 tlA1 U=\I-l 
{OQ~~)'«O RE~ U IS ~A'RI~ OF RESIDUALS I~ CO~TROl ~ l~lS 
(00.0) 2'0 PRINTHPT Nou.uN(ff)N."E(H)u.uDNtH)".uDE(M)","DO(H)H 
CONTTNUE(Y O~ N)? 
(0041 \1253 PRINT 
10042\1255 REM DO IS THE RESIDUAL PLANIMETRIC ERROR IN CONTROL POINTS 
(0043)1260 ~AT READP 
(0044)1270 REM P IS THE HATRIX OF CHECK POINTS DESIGNATION NUMBERS 
{0045)1340 MAT READ Q 
(0046)1350 REM Q IS THE ~ATRII OF CONTROL POINTS DESIGNATION NIIMRFRS 
1004711380 PRINT"ACCURACY OF CONTROL POINTS" 
(0048)1385 PRINT 
{0049)1390 PRINT 
(0050'1400 FOR H=1 TO Nl STH 2 
(0051 )1410 Zl=Q{FNY(N) ,1) 
(0052\1420 D£FFNYIN)=(H+l)/2 
(0053)1422 Z3=! (FNUIN).I) 
(0054\1425 DEFFN~IN)=N+l 
(0055)1430 Z2=U{FND(N),I) 
(00561 1440 DEFFNDIN1=N+l 
(005711444 DO=SGRIU(N,I)#2+Z2H2) 
(0058)14~0 PRIHT ZI,LIN,I).ZJ,UIN.I).Z2,INT(DOt.SOI 
(005911460 NEXT N 
(0060)1470 REM RH5E OF CONTROL POINTS 
CONTINUEIY OR HI? 
(0061 )1480 S4=0 
(0062"490 55=0 





(0068)1560 NEXT L 
(006')1570 H4=54/(HI/2) 
1007011580 H5=55/(HI/2) 
(0071)1590 PRINT"HEAN IN METRES IN X COORDS RESIDUALS=";H4 
(0072)1600 
(0073)1610 PRINT"MEAN IN METRES OF Y COORDS RESIDUALS=";"5 
(0074)1620 S6=0 
(0075)1630 S7=0 





CONTINUE(Y OR HI? 
(0081',700 S6=S6t~2 
(0082)1710 S7=S7+W5 




(ooa7> 1750 PRINT"RKSE IN X COORDS Of CONTROL POINTS=";D6 
(0088)1760 




(0093)1790 PRINT"ACCURACY OF CHECK POINTS" 
(0094',820 PRINT"PT NO","N(")","E(Hl","DNIH''',"DEIH)","DIIHI" 






CONTIHUE(Y OR H)? 
(0101',870 DEfFNS(K)=K+l 
10102' 1880 Dl=SOR(T2**2+I(K,I'**21 
(0103'1890 PRINT Tl,T(K,I',T4,I(K,I',T2,INT(DI+,50' 
(0104',900 NEXT K 
(0105,i910 RE" COKPUTATION OF RHSE 
(0106',920 51 =0 
(010711930 52=0 
(0108) 1950 FOR L=1 TO HZ STEP 2 
(0109)1960 T3=I(FNZ(L',I) 
(0110)1970 DEFFHZ(L)=L+I 
(0111)1980 SI=S1+ABSI I (L ,I» 
(0112)1990 S2=S2+ABS(T3) 




(0117) 2030 PRINT"~EAN IN X COOR[IS RESTTHIAI S=";Ml 
(0118)2040 
(0119)2050 PRINT"MEAN IN , [OORDS RESIDUAI.5=";M2 
(0120)2060 53=0 
CONTINUE(Y OR N)? 
(0121)2070 54=0 







(0129)2160 NEXT U 
(0130)2170 D2=SORIS3/N6) 
(013112180 D3=SGR{S4/N6) 
(013212190 PRINT"RHSE IN I COORDIHATES=":D2 
{0131)2200 


















Next, the operator inputs in sequential order the coordinates 
(Northing followed by Easting) of each of the control points used for 
the determination of the transformation parameters. This forms the 
T -1 input array L (m,l) used to compute array F (= A G L). The trans-
formation parameters are then computed and stored in array C. 
Block 3. The operator next enters the image coordinates of the check 
points in the form:- x - coordinate; y - coordinate; 1; 0 (or 0, 1) 
in the same manner as was done for the input array A in Block 2. This 
data forms the input array H (n,l) which comprises the coefficients of 
the transformation parameters required to compute the coordinates of 
the check points. Array J which comprises the ground coordinates of 
the check points is then obtained by multiplying array H by array C 
containing the transformation parameters already obtained in Block 2. 
Next, the operator enters the given ground coordinates of the 
check points in the order Northing followed by Easting to form the 
input array T (n,l) which is then read into the computer memory and 
subtracted from array J containing the transformed image coordinates of 
the same points to give the values of the residual errors in the check 
points. These are stored in array I. Similarly, the residual errors 
in the control points themselves are computed by subtraction of array H 
from array W, the results being stored in array U. 
Block 4. This prints out the words "Point Number"; "N(m)" which is 
the Northings in metres of a control point; "E(m)", which is the 
Easting of a control point; "DX in metres", which is the residual 
error in the Northings of a control point; "DY in metres", which is 
the residual error in the Eastings of a control point; and "Do in 
metres", which is the vector error in planimetry. All of these 
headings are set out in tabular form under which the actual numerical 
values of the residual errors will be listed. 
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Block 5. The operator first enters the designation numbers of the 
check points and the control points which comprise the input arrays 
P and Q respectively. Once formed, these two arrays are stored in the 
computer memory. 
Block 6. In this block, the number of each control point from array Q 
above is printed out, followed by its Northings in metres, its Eastings 
in metres, its residual errors in Northings, Eastings and planimetry in 
the tabular form already set out in Block 4 above. 
Block 7. Next, the root mean square errors (RMSE) of the residual 
errors in the control points are computed. 
Block 8. In this block, the headings to be used for the listings of the 
RMSEs in the X and Y directions for the control points are printed out. 
Block 9. This short block simply prints the headings for the table 
showing the residual errors in the individual check points in the same 
manner as has been done for the control points in Block 4. 
Block 10. This particular block writes out the individual residual 
errors in the coordinates of the check points. 
Block 11. Finally, this block computes the RMSEs in the X and Y 
directions and in planimetry for all the check points and prints them 
out in the same manner as was carried out for the control points in 
Blocks 7 and 8 above. 
8.8.1.5. Detailed explanation of the Program 
Statement No. Comments 
10 and 15 
20 and 25 
40 and 50 
60 - 80 
Name of Program. 
Number of coordinate values for control points (Nl ) 
and check pOints (N2) respectively. 
Dimensions of arrays. 
Purpose of the program. 
·8.8.1.4 
Reed. ~ tltmtnt 
il\ 0. rrCL'j A 
C o"'Ftl' ClrY'lljS 
B. N cl"d M 
Rc~ 0.1\ il,tnn\t 
i " Q.ITG.~ L 
Co~pu.te o.rTG.~S 
F o.Nl. c 
R ta..c:l OJ\ elc.,-,c"t 
l l'\ o.rr~ H 
OJ\. Co", 'f""tt. 
ti,,,,tni i" ~TraJj J 
Recu1 0.." elem~t 





Flow Dlo9ro."D tpr program Ll NCQN 
Con'l~tt 0. r.-.1 iau.4L 
~rro" lU,I) 
Co1'l'\pu.k anfl,mtnt 
i" o.rro...~ W 
COtnFit. o.rrOJj 
U 
~cu i l'\ o.~s 
pCLncl. 0 
1'1=1 
W,.;t« Q.r\ tltmt"t in 
Q, L(IJ ,I), %'3 ,U(N,I) 
o.T\d "bS · 




NO N :. 1'1+2 
207 
tG) 
'D~tt.nni"~ A I, W.,.itL t",xt u(l,I) . 
t 
Co~~ S4 
o."d S5 - \J-r.t~ t~lf t 
l: ("U_I) NO L: L+2 
7 K",I 
'itS 
\oJ rite tu1: Dftermine 
TI Q.l'\d T2. 
+ 
S, = fJ 
57. ~ (o"""-Ftt 1)1 
t . 
8:1 Pri"r o~1: Ch.~k. 




OW2. and W~ 
1<" N'l-I NO K., "+2 
t ? 
S6. S,,+ W2. '{u 
S1- S1+ W5 
W..;t. tui 
S: I'll_I NO B= 8+2. 








'53. 531' \oJ) 
'Deit.rmc"ne T3 S'f .. Sl++W4-
t NO UcN~_ 1 U .. Ul'Z 
SI' 51-+ ABS(Hl,J)) ? 
52:S2+ASS(r(L,I}) 
,{fj 
(o""Ft~ "02. , 1>3 
L. N:1- 1 NO L " L+2 t 
7 
'ifS \J ,.;t.. to t 
C 0'1'1"\ Fit t-\ \ a."d t 







U .. I 
t 
"'Dc~i "Q T~ 
t 





100 and 105 












540 - 890 
920 
930 
950 - 1130 
1170 
1190 - 1210 




Read array Ao 
Explain array A. 
Comments 
Input data for array Ao 
Transpose array A to obtain array B. 
Explain array B. 
Multiply array B by array A to obtain array N. 
Inverse array N to obtain array M. 
Read input array L. 
Explain array L. 
Input data of array L. 
Compute array F by multiplying array B by array L. 
Multiply array M by array F to get array C. 
Print out transformation matrix C. 
Read data for input array H. 
Input data for array H. 
Obtain array J by multiplying array H by array Co 
Read data for input array To 
Input data for array T. 
Compute array of residual errors in the check points 
by subtracting array T from array J. 
Compute array W from which array U of residual errors 
in control points can be obtained by subtracting 
array L from array Wo 
Print text as shown to prepare for the table of 
residual errors in the control points. 
Read input array P. 
Explain array P. 
Statement No. 
1280 - 1310 
1340 
1350 
1360 - 1370 
1400 - 1460 
1470 - 1740 
1750 - 1770 
1790 - 1820 
1830 - 1900 
1910 2180 
2190 - 2210 
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Comments 
Input data for array P. 
Read input array Q. 
Explain array Q. 
Input data for array Q. 
Print out the individual control point number and 
its residual errors in the X- and Y-directions and 
the resulting planimetric error. 
Compute mean errors and RMSEs for the control points. 
Print out the RMSEs in Northings and Eastings for the 
control points. 
Print headers for the table of the residual errors in 
the individual check points. 
Print out the residual errors in the check points. 
Compute the mean errors and RMSEs in Northings and 
Eastings of the check points. 
Print out the values of the RMSEs for check points. 
8.8.1.6 Program and Sample Input and Output Listings 
Fig 8.9 is the actual listing of the program LINCON while a 
sample of input data to the program is given in Fig 8~O with the 
corresponding output data in Fig 8.11. 
8.8.2 Program POLY 
This program was written in such a manner that the x-coordinates 
and y-coordinates were computed and transformed as two quite separate 
operations (originally termed X-POLY and Y-POLY). This solution was 
adopted with the idea that various alternative polynomials could be 
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MEASURED IHAGE COORDINATES OF THE CHECK POINTS 
PT NO X(HM 
36.2 
-27.7 
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46.6 
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41 68. J 
-83.3 
42 69.6 









































































PRESS RETURN TO CONTINUE 
81 9 
-94.1 
















































































































































































GROUND COORDINATES OF THE CHECK POINTS 
PT. NO NORTHING5 




























































































RETURN TO CONTINUE 







































































































































































































































































































































































this did not have to be implemented. Thus, in retrospect, the 
separate computation of each set of coordinates now appears as a clumsy 
and much less efficient procedure computationally than one where the 
two sets of coordinates would have been transformed at the same time. 
While the solution of separate computation of the X and Y coordinates is 
less efficient from the computational point of view, the final results 
are identical to those which would result from the use of the alternative 
and more efficient procedure. 
8.8.2.1 Definition of Variables 
D3 RMSE in Northings (Eastings) at the check points; 
D4 RMSE in the Northings (Eastings) at the control points; 
DO Vector error at the control points; 
01 Vector error at the check points; 
I(u,l) Residual errors in Northings (Eastings) at the check points 
after transformation; 
o(a,l) Residual errors in Northings in the control points after the 
trans forma tion; 
X(m),Y(m) Image coordinates of measured points. 
8.8.2.2 Definition of Arrays 
As in the previous program LINCON, the same letters have been 
used as have been used in Appendix "An in the explanation of the least 
squares procedure. 
A Array of coefficients of the polynomial transformation para-
meters from the image coordinate system to the terrain system 
for the control points; 
B 
C 
Transpose matrix of Aj 




Array comprising x- and y-image coordinates of all measured 
points; 
Array used in the least squares adjustment procedure 
(= ATG-1L,i.e. BG-1L_ see equation A.7, Appendix "Art); 
G Cofactor matrix used in the least squares procedure (= unity 
in this case); 
H Array of coefficients of polynomial transformation parameters 
for check points; 
I Array of residual errors at the check points; 
J Array of transformed ground coordinates of check points (= H*C)j 
L Array comprising the Northings (Eastings) of the control points; 
M Inverse matrix of array N; 
( T -1 BG-lA N Array used in the least squares procedure = A G A,i.e. 
in this case -see equation A.7 in Appendix "A"); 
p Array comprising the designation numbers of all measured points 
on the image; 
T Array comprising the Northings (Eastings) of the check points; 
U Array of residual errors in Northings (Eastings) at the 
control points; 
W Array of transformed ground coordinates (Northings or Eastings) 
of control points (= A*C); 
X(m6),Y(m6) Arrays comprising image x- and y-coordinates respectively. 
There are two additional arrays. The first is Array D (m,2) 
which comprises the Eastings values and the residual errors in these 
Eastings for control points. The second is Array Q (n,2) which 
comprises the Eastings and the residual errors in these Eastings for 
check points. These two arrays are computed separately by program POLY 
and are merely introduced here as data to allow the computation of the 
residual vector errors at both the control and check points (i.e9 DO and Dl)~ 
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8.8.2.3 Explanation of the Program 
The program is listed in Fig 8.12. As in the case of program 
LINCON, this program has also broken up into various blocks to make it 
easy to explain the sequence of operations performed by the program. 
Block 1. Gives the name and function of the program. 
Block 2. Gives the number of control points (M4 = 28), the check 
point (MS = 71) and the total number of points (99) used in the 
particular computations. 
Block 3. Dimensions all the arrays to be used in the computations. 
Block 4. In this block, the operator begins by inputting the image 
coordinates (x and y) of all the measured points in a sequential order. 
Once these are input, a small FOR-NEXT loop reads the input data ~n 
pairs, i.e. the x and y image coordinates for each increment of the 
loop. This allows array E (M6,2) (M6 = M4+M5) to be formed. This 
comprises the image coordinates of all the measured points, and which 
is later used to form arrays A and H for the control points and check 
points respectively. 
Block 5. Here the operator starts by inputting the designation numbers 
of all measured image points. Once this is complete, the data is 
read into array P, in the order control points first, followed by the 
check points. 
Block 6. This particular block is an explanatory one, giving some 
details about the technique and function of the program. 
Block 7. In this block, the matrix A of the coefficients of the poly-
nomial transformation parameters is formed inside a FOR-NEXT loop from 
array E. The.eight columns which are created by the loop consist of 
2233· 1, X, y, '0/, x, x y, x and x y respecti,vely for each control point. 
These are 1, E(l,l), E(r,2), E(I,1)*E(I,2), E(I,1)**2, (E(I,1)**2*E(I,2», 
PULLOUTS 
PO .. ~.liIIJP u.N ...........,. 
'. "': ,." £.'~' . 
~SO RU)'x llll , Y<") 
tEll XI") IIIID VOl) liRE lIIA&E COORDINATES OF IILL IIEASURED POINTS 
(0013)70 EIII,I)"'XC"; 








••• ,v',v n .. n, If 1'.,3 
,aXi Z\i4X 119 IIIPin '-
ttOl')1tO RE" 114 CONTROlI'OlNTS AND ItS CHECK POINTS ARE USED 
100201120 REIr THE fIRST 114 POIlITS IN ARRI\Y P ARE CHOSEN AS CONTROL POINTS 
COIUIIUi<Y OR Nln" .. 








10022,);7'0 liP BY TIlE l~AST SQUARES TECHNIQUE IE: SOLVING THE SYSTEII .~ 
(0023)7 0 Ell Y"Ad-l liHUE X JS THE "URIX OF THE U"KNOIINS . 







(0031)850 AII,7)=EII,I) •• 3 
(0032)860 A(I,8)=/E(I,I)**3).E(I,2) 
(00331870 NEXT 1 
(0034)880 REIt A IS THE ARRAY OF COEFFICIENTS FOR THE TRAMSFORKATION PARAMETRES 
(0035)885 REII FROII IIIAGE SYSTE" TO "AP 5Y5TE" FOR CONT 
(0037)900 REM B IS THE TRANSPOSE "ATRIX OF A 
(0038)910 IIAT N='.A 
-cGmTIrnf1it-II";INV(Ni- ---- ---- -
I.Q40)130 KAT REAP L 
CONTINUE(Y OR N).Y 
(00411940 REH L IS THE MATRIX OF CONTROL POINTS COORDS IN HETRES 
IQ042) 990 HAT F,D*L 
(0043)1000 REM COHrUTATION OF UNKNOUNS BEGINS 
(004411010 HAT C=M'F 
(0045)1020 REM C IS THE ARRAY OF TRANSFORMATIDN PARAMETERS 
(0046)1022 PRINT·VECTOR MATRIX OF POLYNOMIAL TRANSFORMATION PARA"ETERS" 
(004711023 PRINT 
(004811025 HAT PRINT C 









(0058)1120 NEXT H 
(0059)1130 REM H IS THE MATRIX OF COEFFICIENTS OF TRANSFOR~ATION PARAMETERS FOR 
(0060)1135 REM CHEeN P31N1S 
CONTINUE(Y OR N)'Y 
(0061)1140 MAT JoH*C 
(0062)1150 MAT REAli T 
(0063)1160 REM 1 IS MATRIX OF CHECK POINTS TERRAIN COORDS 
(0064)1251 HAl ~£RD D 
. (0065)1258 HAT READ a 
I (0066)1259 REH D 15 THE ARRAY CO~PRISIHG THE EASTINGS AND RESIDUAL ERRORS IN I (0067)1260 RE~ THESE fASTING FOR ALL CONTROL POINTS,U IS THE CORRESPONDING 
I (0068)1261 REM ARRA' FOR CHECK POINTS 
(0069)1270 REH COMPUTATION OF CHECK POINTS RESIDUALS BEGINS 
(0070)1280 MAT I=J-T 
(0071)1290 REM I IS THE HATRIX OF RESIDUALS IN CHECK POINTS 
(0072)!300 MAT U·A" 
(0073)1320 MAT U'~-L 
(0074)1000 R£~ U IS MAfRIX Of RES;~UAlS IN CONTROL PGIN,S 
(0075)1340 PRINT"ACCURACY OF CONTI:OL PUINTb' 
(0076)1350 ?RINT 
(0077)1360 PRINT"PT HO.·.·N(M)"."E(H)·.·DN(M)·.·DE(MI·,"DO(M)· 
(0Q7Sm70rmr A·l TO M 
(0079)1380 DOoSQR(U(A.l)*.2+D(A,2)**2) 
(0080)1385 PRINT P(A.l),L(A,1),D(A.ll,U(A.l),D(A.2);;DO 
CONTINUE(Y OR HI.Y 
(0081 )1400 NEXT A 
(0092) 141 \) PRINT 'R£SaUALSlNCONTROL -POINTSA5S1ANDARD DEVIATION· 
1008311420 
(0084)1430 51'0 
(0085) H35 52'0 
(0086)1440 FOR K'1 TO M4 
(0087)1450 Sl=Sl+AJSIU(K,I) 
{OOBS}1455 S2=S2+ABS(DtK,2) 
(0089)1460 HEXT K 
(009011470 "2·51/"4 
(0091)1475 M9'S2/"4 
(0092)1480 PRI~T'MEAN ERROR IN NORTHINGS OF CONTROL POINTS.·;ft2 
(0093)1485 PRINT·MEAN ERROR IN EASTINGS··;MP 
(0094)1490 Tl'O 
(0095) 1 495 "=0 





CONTINUEIY OR N)'Y 
(0101)1530 NEXT H 





(0107)1570 PRINT"R~5E AT NORTHINGS OF CONTROL P01"T5'";D4 
(0108)1575 P~INT·RMSE AT EASTING5 OF CONTROL POINTS··;D9 
(0109)1580 PRINT 
(01101"1585 PRINT 
(0111)1590 PRINT'ACCURACY OF CHECK POINTS" 
(0112)1595 PRINT 
(0113)1600 PRINT ·PT HO.·,"N(II)·,·E(ft)·,"DN(H)·,"DE(M)·,·Bl(nl" 
(0114)1620 FOR J0 1 iO AS 
(0115)1625 Dl'SGR(I(J,1)"2+Q(J,2)"2) 
(O~t6~1630 P~INT P(JtM4.1 I.TIJ,11,O(J.1 ),J(J,1 ),Q(J,2);n1 
(0: 1711640 NEXT J 
(0118)1650 RE" COMPUTATIUN OF RM5E IN CffEC~OINIS ~I"' 
(0119>1660 S=O 
(0120)1665 58·0 
CONTINUE(Y OR H)'Y 
(0121)167C FOR L=l TO HS 
(0122)1680 S.S+ABS(I(L,1 II 
(0123)1685 S8·S8+ABS(O(L,2) 
(0124)1690 NEXT L 
(0 I is) 1700 H!:S/I'5 
(0126)1705 "8 0 S8/"5 
(0127)1710 PRINT"MEAN ERROR IN NORTHIN6S fOR CHECK POINTS.";Ml 
(0128)1715 PRINT·MEAN ERROR IN EASTING FOR CHECK POINTS'·;"8 
(0129)1720 T=O 
(0130)1725 T8'O 
(0131 >1730 FOR Uo l TO "5 
(0132)1740 Ul o(Ml-ABS(I(U,1»)**2 
(0133)1745 UB=(~B-ABS(G(U,2»)*'2 
(0134) 17S0 T'T+Ul 
(0135)1755 T8.1S+US 
(013611760 NEXT U 
(0137)1770 D3 0 SGR(T/M5) 
(0138)1775 D8=SQR(T8IMS) 
(0139)1790 REM n3 IS TKE COMPUTED RMSE IN NORTHINGS AT CHECK POINTS 
(0140)1820 PRINT"RMSE OF CHECK POINTS NORTHIN6S AFTER POLYNOMIAL FIT" 
CONTINUE(Y OR H)'Y 
" 
(0141)1830 PRINT·AND LEAST SQUARES INTERPOLATIONo";D3 






























E(I,1)**3, (E(I,1)**3)*E(I,2) respectively. 
Block 8. First of all, array A is transposed to give array B. Next, 
-1 
arrays N (= BG A) and M (=INV~)required in the least squares adjust-
ment procedure are then computed. 
Block 9. In this block, the operator begins by inputting the values 
of the Northings (or Eastings) of the control points in sequential 
order. These are then read into array L which is used to compute 
array F (= B*L). The vector matrix of the polynomial transformation 
parameters C is then computed (C = M*F) and printed out. 
Block 10. Here, the array H comprising the coefficients of the poly-
nomial transformation parameters required to compute the coordinates 
of the check points, is formed inside a FOR-NEXT loop using array E 
in the same manner as for control points in Block 7 above. Once this 
loop is exhausted, array J of the transformed ground coordinates of 
the check points is computed (J = H*C). 
Block 11. As is the case in Block 9, in this block, the operator 
begins by inputting the Northings (Eastings) of all check points 
sequentially. When this is completed, the data is read into array T. 
This allows the program to compute array I (= J-T) of the residual errors 
in the check points later in Block 13. 
Block 12. In this block, the array D containing the Eastings and the residua 
e~ars m ~t~gs of control points is read in the computer memory. This 
data was obtained by Program POLY separatelyo 
Next, the Eastings followed by the residual errors in Eastings 
for each check point in Array Q is then read into the computer memory. 
The purpose of so doing is to merge the Easting data with the corres-
ponding data obtained in the Northing direction stored in Arrays T and 
I. This will produce a unified output giving the Northing and Easting 
information for each control and check point. 
230 
8 .8.2.4 Flow Diagram for Program POLY 
S~l't 
Pn';'± out c"",l-nt 
po," t No" ;ts Cot1fds, 1--_-+-_-, 
a"lfJ ,ls rtSiduJ ~rr6fS 
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Pn' .... t <Nt d.fcl ft'1 ..i NO" 
;tj C'omdi r\4 to Cll'\d. ',t, 
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NO 
CO"'f"'i~ m«" ~~ 




Block 13. actually computes the residual errors in Northings of the 
check points (see Block 11). These are placed in Array I. 
Block 14. In this block, array W containing the transformed coordinates 
of the control points is computed (W=A*C). This allows the computation of 
array U which gives the residual errors in Northings at the control points 
(U=W-L) 
Block 15. This block simply prints out the headings under which the 
output for control points will be set out. 
Block 16. The block prints out the pOint number, its Northings, 
Eastings and the residual errors ~N~) for each control point. 
Block 17. Next, the mean errors and RMSEs at the control points are 
computed. 
Block 18. Prints out the headings under which the output for check 
points will be set out in the same manner as has been done for the 
control points in Block 15. 
Block 19. Prints out the point number, its Northings, Eastings and 
residual errors (DN and DE) for each check point. 
Block 20. The block computes the mean errors and RMSEs at the check 
points. 
8.8.2.5 Detailed Explanation of Program 
Statement No. 
10 & 15 
20 - 27 
30 - 37 
40 - 90 
530 - 540 
700 - 770 
780 - 870 
Comments 
Giv~name and function of the program. 
Defines the number of control and check points used 
in the computations. 
Dimensions all the arrays. 
A loop reading the input x,y data (arrays X(99), 1(99» 
and forms array E from it. 
Reads the input array P. 
Explains the function and technique of the program. 
Computes array A from array E. 
Statement No. 




















1300 - 1330 
1340 - 1360 
1370 - 1400 
1410 - 1570 
1580 - 1600 
1620 - 1640 
233 
Comments 
Explains array A. 
Transposes array A to obtain array B. 
Explains array B. 
Multiplies B by A to give array N. 
Inverses N to produce M. 
Reads the input array L. 
Explains L. 
Computes array F. 
Computes array C. 
Prints the text as shown. 
Prints the array C. 
Computes array H. 
Explains array H. 
Computes array J. 
Reads in the input matrix T. 
Explains T. 
Computes array I. 
Explains I. 
Computes arrays Wand U. 
Prints the text as shown to prepare for the output 
for the control points in a table. 
Prints out point No., Northing, Easting, DN, DE and 
vector error for each control pOint. 
Computes mean errors and RMSEs for control points. 
Prints text shown to prepare to set out output data 
in a table for check points. 
Prints point No., Northing, Easting, DN, DE and the 
resulting vector error for each check point. 
234 
Comments Statement No. 
1650 - 1830 Computes the mean errors and RMSEs for each check 
point. 
List of program and Sample of Output Data 
Fig 8.12 is a listing of the program POLY together with a 
sample of input (Fig 8.13) and output data (Fig 8.14). To obtain the 
sample of output data, the data computed by program POLY in the Y-direction 
was merged inside the computer core with the corresponding data from 
the X-di.rection. The merged data was then output as a single data set. 
8.8.3 Program PLOTIR 
This program plots the residual errors at all the test points 
( including the control points and the check pOints). This plot 
takes place after the transformation of the image coordinates of the 
measured points into terrain coordinates and their comparison with the 
given terrain coordinates of these points. By offering a graphical 
presentation of the results, it is possible to detect any tendency 
towards systematic errors over the whole or part of the image and, in 
this way, help the analysis of the effectiveness of different procedures 
as revealed by the extent and distribution of the residual errors. 
8.8.3.1 Definition of Variables 
N Number of points to be plotted. 
8.8.3.2 Definition of Arrays 
M Array containing the designation numbers of the test points, 
their terrain coordinates and the residual errors at these 
points. 
PULLOUTS 
Fig 8 13 SamP Ir.-t Data to PIagram POLY 
MEASURED IMAGE COORDINATES OF ALL PDINTS 
(AI MEASURED IMAGE COORDINATES OF THE CONTROL POINTS 
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GROUND COORDINATES OF THE CONTROL POINTS 
PT NO. NORTHINGS(M) EASTINGS(M) 
























































































GROUND COORDINATES OF THE CHECK POINTS 













































I V I 1 ~9. 1 111. 8 
~ 02 133.6· 134.3 
103 124.9 189.4 
104 130.9 183.6 
105 120.6 178.5 
GROUND COORDINATES OF THE CONTROL POINTS 
(I PT NO. NORTHINGS(M) EASTlNGS(M) PRESS RETURN TO CONTINUE 
" 320~126 582000 0 
4 319890 577418 
8 326729 587919 
12 319285 57~i798 
13 322691 573253 
15 316760 576729 
17 316146 578659 
18 313646 575792 
o. 
co 318377 581497 
27 320279 586425 
29 323855 589507 
30 328507 595380 
35 325190 580836 
37 328523 575855 
38 336336 592887 
40 329539 578101 
49 331120 580032 
54 331577 5824?5 
PRESS RETURN TO CONTINUE 
57 334051 581339 
59 330396 585292 
64 332190 588425 
I 
69 334912 587893 
71 337158 587108 
I 72 337596 587678 
82 325788 568040 
84 328725 573275 
86 324100 576185 
99 316170 578210 
GROUND COORDINATES OF THE CHECK POINTS 
PI. NO. NORTHINGS(M) EASTlNGS(M) 
319545 577760 
2 319513 578868 
< 336325 591965 J 
6 336079 592475 
PRESS RETURN TO CDNTINUE 
, 328589 593722 , 
9 327925 594672 
10 319406 576292 
11 318634 577-425 
14 318722 576330 
16 317032 578070 
19 319507 582494 
20 319741 582171 
22 318361 580323 
23 319361 579849 
24 320364 584153 
0< 
.t...J 319634 584507 
26 320228 585076 
28 323349 5884,)9 
" 325602 585418 0, 
32 32434'1 584855 
33 324165 583368 
34 323836 580836 
36 328428 576646 
PRESS RE1URN TO CONTINUE 
31 329437 ~;.16722 
41 329108 5.17634 
42 330215 577101 
43 33180, 57?B~\~ 
44 330925 578139 
-45 330615 578748 
46 330545 579209 
47 330361 580 \ 27 
48 330925 ::'80'57;:) 
'50 331691 580324 
52 331143 581843 
53 331456 582.206 
55 332177 581808 
56 333152 580684 
58 333333 582387 
60 330917 535950 
61 331406 586592 
62 332330 585722 
63 332051 587399 
PRESS RETURN TO CONTINUE 
65 332735 587716 
66 332925 586672 
67 333317 586425 
68 334127 587507 
70 335735 588016 
74 328333 578269 
~~ 5 331190 579304 
76 331824 585824 
77 318127 577862 
78 317045 578250 
79 329110 514725 
eo 324275 569875 
81 325800 569065 
83 326560 '569660 0, 
0' 325360 575100 
88 325725 572825 
89 3240::0 5732()O 
9" 
." 327375 597575 
93 332505 597470 
PRESS RETURN TO CONTINUE 
94 338055 590850 
96 335000 589469 
97 336241 592317 
9S 314228 576130 
100 317760 576849 
1 01 324152 588792 
10i 324982 ~;83798 
103 331158 578349 
'104 330963 579602 
105 329539 578691 
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B Array containing the designation numbers of the test points, 
their terrain coordinates and the scaled residual errors 
required for plotting. 
8.8.3.3 Explanation of Program PLOTIR 
Block 1. This gives the name of the program and explains its function. 
Block 2. This block dimensions the arrays M (S,m) and B(5,m) where m 
is the number of test points to be plotted. 
Block 3. In this block, the number of points whose vector errors are 
to be plotted is read. 
Block 4. Reads the elements of the integer array M from a standard 
data file in which the five columns are as follows: Point Number; 
Northings; Eastings; Residual error in Northings; and Residual error 
in Eastings respectively. (See input data sample attached.) 
Block 5. Derives the real array B from the integer array M by scaling 
the residual errors in Northings and Eastingso 
Block 6. This block calls the appropriate GHOST routines to prepare 
for the plotting. 
Block 7. Plots and writes the designation number of each point in its 
correct planimetric position. 
Block 8. 
Block 9. 
Plots the vector errors for all points. 
Calls the GHOST routine GREND to end the plotting. 
8.8.3.5 Detailed description of Program 
Statement No. Comments 
I 
Z - 5 
6 - 7 
8 - 9 
Procedure of program 
Explains the function and input of program 
Dimensions the arrays 
Reads the number of points to be plotted and the 
corresponding format; 
8.a.J.4 
K= ~. M (It,13) 
B(~,l3)= K. 
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Flow Diagram of the Program PlDTlR 
Colt GHOST rOu.tiR 
to ~PC'" fo.- pJotf,' 'j 
C.I ,..-l",_ti"e 
PoINT h, molt< 
p~ nc; 1 to 0. f"'i" i 




Statement No. Comments 
10 - 11 Reads the array Mj and the corresponding format; 
12 - 28 Derives the real array B from the integer array M; 
29 - 44 Calls certain GHOST routines to prepare for plotting; 
45 - 48 Plots the point numbers in their correct planimetric 
positions ; 
48 - 52 Plots vector errors 
53 Calls the subroutine GREND to end plotting 
54 - 55 End of the program. 
8.8.3.6 Listing of Program 
Fig 8.15 is a Listing of the program PLOTIR. Fig 8.16 is a 
sample input data for the program and Fig 8.17 is a sample output data 
from program PLOTIR. 
8.9 Conclusion 
The test work carried out in this study could never have been 
achieved without the availability of a digital computer. The time and 
effort involved in developing, debugging, testing and running the 
programs for purpose were considerable. 
---~ 
Since they are the author's 
first programs they are less well designed than those written by an 
experienced programmer. Undoubtedly, they could be made more efficient 
and quicker in performance. However, this would have resulted in the 
expenditure of much more time and effort than was available during the 
present study. Nevertheless since they appeared to be effective, a 
serious a.ttempt has been made in the preceding pages to document them 
thoroughly so that they may be utilized by other experimenters. 
Certainly the present author has gained much experience in this 
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Fig8.15 listing of Program PLOTIR 
PROGRAM PLOTIR 
THE PROGRAM PLOTS RESIDUALS ERRORS OBTAINED FROM TAY RIVER SURVEY 
PROC~SSED AREA 
ARRAY M COMPRISES TjE rCORPJNAT~S OF P[ INTS.THl )OINTS,NUMYERS & 
THE RESIDUALS 
l i-lTt: In.: i\ -MC~J • ~ OT~J 
REAL IH~. Ill. 
REAlI( 5.1 00) N 
FORMAT(I \ 
R E AT.! r5,ITOTl" 
FORMAT(12,1~,I6,1X,I6.1X,I4,1X,I5) 
DG no 1;;; 1 ,fi 









(0021) DO 150 13=lrt~ 
{0022) K=8*M(4,I3) 
(0023) B(4,I3)=K 
(00241 150 CONTINUE 
(0025) DO 160 14=l,~ 
(0026) L=B*M(5,I4) 
(0027) B(S,I4)=L 
(0028) 160 CONTINUE 
(0027) CALL PAPER(l.) 
(0010) CALL PSPACE(0.10,O.7S,O.10,O.?5) 
(0031) CALL MAP(b90000 .• 735000.,305000.,350000.) 
(0032) CALL SCALES 
(0033) CALL BORDER 
(0034) CALL ITALIC(O) 
(0035) CALL PLACE(12,3) 
(0036) CALL TYP~CS('VECTOR ~AP OF POSlflDN ERRORS OF RIVER TAY AR~A',47) 
(0037) CALL CTRMAG(5l 
(0038) CALL IT~LIC(0) 
(0039) CALL PLACEI12,2) 
(0040) CALL TYPECSC'MAP SCALE 1/250000,~ECTOR SCALE 1/20000',39) 













CALL PLACE< 12,1> 
CALL TYPECS{~AFTER LINEAR CONFORMAL',22) 
CALL CTRMAG(S) 
DO 170 I5=1,N 
J::B(I,IS) 
CALL PL8TNIIBi2 I5),BI3,IS),J) 
170 CONTI HUE 
no 180 16=I.N 
CALL POINT(B(2,I6),B(J,I6» 
CALL LINE(D(4,I6),B(5,I6» 
(0052) 180 CONT NLC 


























(0002)01 711300 346531 -003 -0935 
(0003 )02 700356 345359 - 104 00022 
(0004)05 728863 338856 0357 -1613 
(0005)06 718669 31968B - 047 -0256 
(0006)09 712115 330485 -137 - 0287 
(0007)10 705300 3312 75 - 305 - 001 3 
(0003)96 729348 314234 - 136 - 1011 
(0009)03 701656 349219 0200 -0 2 9~ 
(0010)04 726350 339~38 0317 - 1446 
(0011 lOB 710025 328455 -098 - 0103 
(0012)11 706725 336200 -385 - 0380 
(0013)13 721638 312728 023 - 0135 
(0014)14 718500 317475 -076 - 0140 
(0015)18 716570 326019 -213 - 0302 
(0016)20 700725 347425 - 013 - OO~5 
(0017)21 702550 339350 - laO 00081 
(0018)22 706025 341300 - 135 - 0453 
(0019)91 721843 307729 0087 - 0054 
(0020)16 699525 34918 1 0000 00000 
(0021)92 722691 305716 0000 00000 
(0022) Htt 
room*~tN D ~ * 
:> 
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Fill 8.17 So~1e Output Dato from progrom PlOTIR 
VECTCI~~ 
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RESULTS OF ACCURACY TESTS 
9.1 Results from the River Tay Test Area 
It Soon became apparent from the results of the accuracy tests 
on the River Tay area that, in spite of the care taken in the selection 
of the control and check points (see Section 8.3), quite a number had 
been poorly identified. This showed up in the shape of very large 
residual errors in these points after transformation. Out of the 
thirty ~o identified points on the survey-optically processed image of 
the River Tay test area, only twenty gave good or acceptable results in 
terms of their residual errors. Thus 37.51. of the points originally 
selected for test purposes had to be rejected. The final distribution 
of the points used in the test is shown on Fig 9.1. Nine were used as 
control paints, the remaining eleven points being employed as check 
points. 
On the precision processed imagery of the same area, twenty 
two points proved to be.acceptable for the accuracy analysis. Ten were 
used as control points and the remaining twelve as check points. The 
final distribution of the control and check points is shown on Fig 9.2. 
9.1.1 Overall Results from the Survey Processed Dnage 
Table 9.1 summarises the results obtained from the tests of 
the survey processed image of the River Tay test area. The r.m.s.e. of 
the residual errors obtained at the control and check pOints was first 
computed using the polynomial transformation with the full eight terms. 
These terms were then dropped one by one in order to judge their 
significance for the along-track and cross-track coordinate accuracies. 
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TABLE 9.1 RESULTS OF SURVEY-PROCESSED IMAGE - RIVER TAY TEST AREA 
No. of Control Points (n=9) Check Points (n = 11) 
terms in 
poly- °X(m) 0y(m) 0p(m) °X(m) O'y(m) O'p(m) 
nomial 
8 7 34 35 75 43 87 
7 12 27 30 80 44 91 
6 83 III 139 68 60 91 
5 69 86 110 70 72 100 
4 67 78 103 70 71 100 
3 58 75 95 88 78 118 
, 
~ e 97 271 288 132 226 262 
e 0 
.......... 
~ 0 ~ c:: (n=2) Q) ~ 0 115 480 494 c:: cu .... 
- -
.... 0 "" ... 
-...:IUE-<cu 
TABLE 9.2 RESULTS OF PRECISION-PROCESSED IMAGE - RIVER TAY TEST AREA 
No. of Control Points (n=10) Check Points (n = 12) 
terms in 
poly-
O'X(m) O'y(m) O'p(m) O'X(m) O'y(m) O'p(m) nomial 
. 
8 26 90 94 79 74 108 
7 59 105 120 173 110 205 
6 51 103 115 172 156 232 
5 81 147 168 67 86 109 
4 79 126 149 63 84 105 
3 69 124 142 63. 86 107 
, 134 517 534 240 247 344 
.-4 s 
~ ::; 
... "" .... ~ 0 rn c:: 
Q) .... s:: 0 (n-2) 148 474 497 c::c::cu .... 
- -.... 0"" ... 
-...:IUE-<(\I 
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when the full polynomial was used. This is true for both the X and Y 
directions. With the full polynomial having all eight terms, the r.m.s.e. 
values in the X and Y directions were ~ 7 m and ~ 34 m respectively, 
giving rise to a vector error of only t 35 m. When the eighth term 
was removed, the resulting values using the remaining seven terms were 
O'x = ~ 12 m and 0y = i" 27 m with a vector positional error of t 30 m. 
There is, however, a sudden and dramatic drop in the accuracy 
of fit at the control points when these rwo highest-order terms are 
truncated. The error in the X-direction rose to ! 83 m while that in 
the Y-direction was ~ III m. Curiously, the use of the five-term 
polynomial seemed to produce better results than those produced with 
the six-term polynomial. Thus, the errors reduced to ! 69 m and : 86 m 
respectively when the sixth term was removed. Then a plateau appears 
to have been reached, since elimination of the fifth and fourth terms 
seemed to have no serious effect on the accuracy. When the polynomial 
was restricted to the three linear terms only (i.e. to the affine 
transformation case), the r.m.s.e. became! 58 m in the X-direction and 
+ + 
- 75 m in the Y-direction, with a positional accuracy of - 95 m. 
At the check points, the best planimetric accuracies were 
again obtained when the highest-order terms were retained in the poly-
nomial. However, the accuracy encountered at these check points was 
overall much lower (2.S to 3x) than that achieved at the control points. 
In particular, the results in the X-coordinate direction were strikingly 
poorer. With the subsequent elimination of the two highest order 
polynomial terms, the vector error ( ! 91 m ) remained the same though 
the ratio between the X and Y errors altered from 2:1 to nearly equal 
with the use of the six-term polynomial. As further terms were 
dropped, there are further slight deteriorations in the r.m.s.e. values 
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encountered at the check points. The planimetric error (op) in the 
check points finally increased to ! 118 m when the polynomial is 
restricted to three te~, i.e. to the affine transformation case. 
The simple linear conformal transformation using only two 
well-defined and widely separated points for the computation of the 
+ transformation parameters gave positional accuracies of - 115 m and 
+ 
- 480 m in the along-track and cross-track directions respectively. 
The resulting positional error in this case is of the order of t 494 m. 
This indicates the existence of substantial errors in scale in the 
cross-track direction for the survey processed image. 
When a larger number of points - nine (giving seven redundancies) 
was used for the determination of the transformation parameters, the 
along-track accuracy improved slightly to ! 97 m and the cross-track 
+ accuracy to - 271 m for control points. At the check points, there 
+ was a substantial improvement in the Y-direction (i.e. from - 480 m to 
+ 
- 226 m) while a slight degradation in accuracy occurred in the X-
direction (from! 115 m to ! 132 m). The corresponding positional 
errors improved to ! 288 m at the control points and t 262 m at the 
check points with the use of the large number of control points. 
Overall Results from the Precision Processed Image 
Table 9.2 presents the accuracies achieved with the tests 
carried out on the precision processed image of the River Tay area. 
Regarding the fit to the control points, as with the survey 
processed image, the best results were obtained (both in X and Y 
directions) when the three highest degree terms are present in the 
polynomial solution. When all eight terms are employed, the r.m.s.e. 
+ + + 
values at the control points were - 26 m, - 90 m and - 94 m in X, Y and 
plan reSRectively. Elimination of the eighth term Sharply reduced the 
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+ + + accuracy to - 59 m, - 105 m and - 120 m respectively. Further elimin-
ation of the seventh term did not alter the results significantly. 
However, when the sixth, seventh and eighth terms are all truncated 
leaving only five terms, the errors increased markedly to ! 81 m in the 
X-direction, and to ! 147 m in the Y-direction corresponding to ! 168 m 
in planimetry. Curiously, the accuracy started to improve again when 
the polynomial solution was restricted to four terms and three terms 
(i.e. to an affine transformation). 
At the check points, the use of the full eight term polynomial 
gave the following r.m.s.e. values:- . + ~X = - 79 m; + ify = - 74 mj and 
+ 
op = - 108 m. Surprisingly, a sudden two-fold drop in accuracy 
occurred when the eighth term was removed. In the X-direction, the 
+ + accuracy dropped from - 79 m to - 173 m and in the Y-direction from 
+ 74 m to t 110 m, giving rise to a drop in positional accuracy from 
+ + 
- 108 m to - 405 m. Elimination of the seventh term resulting in the 
restriction of the polynomial to six terms only did not alter this 
situation significantly. However, a sudden and significant improvement 
in accuracy took place when the sixth, seventh and eighth terms were 
truncated. + + The X-accuracy improved from - 172 m to - 67 m and the 
Y-accuracy from T 156 m to T 86 m giving rise to a position r.m.s.e. 
improvement from t 232 m to ! 109 m. 
Further elimination of the fifth and fourth terms seemed to 
have no effect on the r.m.s.e. values at the check points. Even when 
the polynomial is restricted to three terms, corresponding to an affine 
transformation, virtually the same results were obtained as when the 
polynomial has five terms. 
The simple linear conformal transformation based on only two 
well-defined control points gave the following results:- + aX = - 148 m; 
+ + 
cry = - 474 m; and op = - 497 m. With the use of ten control points 
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and a least squares adjustment, the simple linear conformal transform-
ation gave considerably smaller values in the overall planimetric 
accuracy. 
Detailed Analysis of Results from the Survey Processed ]mage 
Besides the overall impression given by the summary tables, 
all the individual vector errors at each control point and check point 
have been plotted out graphically for each transformation applied to 
the measured data using the PLOTIR program. This allows a much more 
effective analysis of the error patterns than simple tabular listing 
of the individual residual errors, since the distribution, direction 
and extent of these errors can be appreciated readily and any systematic 
pattern to these errors can be discerned. 
Figs 9.3 to 9.9 are the plotted residual positional errors at 
both the control points'(shown in red) and the check points (shown in 
black) after the various transformation solutions have been applied to 
the survey processed image of the River Tay area. 
~ can be seen from Fig 9.3, substantial residual errors 
occurred at most of the test points after the application of the simple 
linear Conformal transformation. The largest components of these 
errors lie in the along-track direction. Since this type of transform-
ation merely relates the radar image to the terrain without any geometric 
rectification, this suggests that large differential scale errors are 
present in this image. Since the affine transformation caters for 
the removal of any differential scaling between the along-track and 
cross-track directiOns, inspection of Fig 9.4, which represents the 
residual errors after the application of the affine transformation, 
further confirms the presence of substantial scale differences between 
the two directions in this survey processed image. Obviously, the 
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Heights of Points (metres) above Mean-Sea-LeveL 
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Fig 9.7 
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errors present in Fig 9.4 are quite considerably smaller than those in 
Fig 9.3 and furthermore, the main component of the remaining errors has 
been changed in direction to across-track (either inwards or outwards) 
after the application of the affine transformation. 
Inspection of Fig 9.4 shows that most of these residual errors 
are again of a systematic nature. From the overlay placed over 
Fig 9.4, it will be seen that the average ground height of the points 
on this image is of the order of 75 m so that half of the points lie 
above this level while the others lie below it. Further inspection of 
Fig 9.4 and its overlay shows that the majority of points lying below 
the 75 m level have vector errors pOinting outwards in the cross-track 
direction while the points having heights above this level have vector 
errors pointing iawards in the cross-track direction. This clearly 
points to the effect of the terrain topography on the overall accuracy 
of this image. There appears to be a strong correlation between the 
accuracy of individual points as measured on the survey processed 
imagery and their topographic heights. From inspection of the further 
series of diagrams (Figs 9.5 to 9.9), it is apparent that the use of 
polynomials of varying degrees removes the effects of topography to a 
considerable extent, provided always that a suitable density of well-
distributed control points is available for the determination of the 
transformation parameters. The most effective of all are those poly-
nomials which have the highest number of terms - as can be seen. from 
inspection of Figs 9.8 and 9.9. In these, the pattern of residual 
errors is quite random. Taking into account the relatively unsophisti-
cated method of optical processing by which this survey processed image 
has been produced, and the rather poor resolution, the results of 
applying a geometric rectification through the use of polynomial 
transformations can be regarded as satisfactory. 
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Detailed Analysis of Results from the Precision Processed Image 
The vector plots of the positional errors obtained after testing 
this image are shown as Figs 9.10 to 9.16. A very similar sequence to 
that of the survey-processed image can be traced. After the application 
of the simple linear conformal transformation (Fig 9.10), relatively 
large residual errors still remained at most points. Most of these 
errors appeared to have substantial components lying either in the 
direction of the satellite track or at right angles to it. When an 
affine transformation was applied, the errors were again substantially 
reduced (Fig 9.11) and most of the individual errors still present in 
the image were oriented in the direction perpendicular to that of the 
satellite track. Again, this points to the occurrence of differential 
scale errors in the original unrectified image and their effective 
removal through the application of the affine transformation. An 
overlay which shows the heights of the individual test points has been 
placed on top of Fig 9.11. The average height of the test points is 
of the order of 73 m. Inspecting Fig 9.11, it can be seen that the 
majority of these points lying below this level again have positional 
vector errors pointing away from the antenna in the cross-track 
direction while those points with elevations higher than this value 
have vectors pointing towards the satellite, as would be expected from 
relief layover. This is again an indication of the effects of the 
ground topography on the accuracy of the positions of the test points. 
Further inspection of Figs 9.12 and 9.13 reveals that the 
test points still exhibit the same systematic pattern of residual 
errors in the cross-track direction after the application of the four-
term and five-term polynomial transformations. Examination of Figs 
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Fig 9 .13 
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term, the seven-term and the eight-term polynomial solutions, the 
overall extent of the residual errors is reduced considerably, although 
quite a number of the test points still retain the systematic pattern 
of errors in the cross-track direction. 
9.2 Results from the East Anglia Test Area 
The digital processing carried out by the RAE resulted in a 
noticeably higher resolution and quality of the East Anglian image as 
compared with the two optically processed images of the River Tay test 
area. This factor, combined with the much larger number of points 
exhibiting a definite and interpretible character, allowed a far greater 
number of points (105) to be identified for accuracy testing. Of these, 
no less than 99 were retained after initial testing. Twenty-eight of 
these points were used as control points for the determination ~f the 
transformation parameters, leaving seventy-one points available for 
use as check pOints. The distribution of these points is shown in 
Fig 9.17. 
As before, Table. 9.3 summarises the root mean square errors 
(r.m.s.e. values) of the discrepancies at the control and check points 
in metres at the ground scale. The table is largely self-explanatory, 
but some brief comments may be made about the results. The discrepancies 
at the control pOints were small overall. In the X-direction, there 
was a small inSignificant range in the residual values of only four 
metres between the results using different combinations of polynomial 
terms. In the lateral (Y) direction, there is a slight but perceptible 
rise in the error values as successive terms were truncated. When the 
polynomial was restricted to three or four terms, the cross-track 
accuracy had reduced by less than half a resolution element where one 
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TABLE 9.3 RESULTS OF DIGITALLY PROCESSED IMAGE OF THE EAST ANGLLA 
TEST AREA 
Number of Control Points (n=28) Check Points (n=71) terms in 
polynomial 
°X(m) 0y(m) 0p(m) °X(m) O"y(m) 0p(m) 
8 23 26 35 26 26 37 
7 24 25 35 25 26 36 
6 25 28 38 28 29 40 
5 27 29 40 27 27 38 
4 26 36 44 28 32 43 
3 25 35 43 28 31 42 






36 38 52 
-
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this digitally processed, imagery. The vector'planimetric error ranged 
+ + from - 35 m to - 44 m. Even when using the simple linear conformal 
transformation, the residual errors at the control points were of the 
same order as those using three Or four terms. 
At the check points, again the along-track accuracy remained 
nearly the same for every case tested and so did the across-track 
accuracy. The planimetric point accuracy ranged from ~ 36 m with the 
polynomial having seven or eight terms to ~ 43 m with the polynomial 
restricted to three terms only. As the table shows, the errors at the 
check pOints hardly varied at all from those which were obtained at the 
corresponding group of control points. 
Detailed Analysis of Results from the East Anglia Digitally 
Processed ]mage 
Figs 9.18 to 9.24 are the vector diagrams of the individual 
errors obtained after applying the series of polynomial transformations 
to the test points of the East Anglian image. It should be noted 
that,since the overall magnitude of these errors is smaller, the scale 
at which they have been represented is five times larger (1:7,000 scale 
versus 1:35,000) than the scale used to represent the errors on the 
River Tay images. 
As can be seen from the diagrams, for each solution, the 
magnitudes of the residual errors at all points are small but continuously 
and slowly reducing as the degree of the polynomial transformation 
increases. Starting with Fig 9.18 which represents a linear conformal 
transformation, although most of the errors point in the cross-track 
direction (either inwards or outwards), these errors are relatively 
higher in magnitude than those obtained in the other solutions. 
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obtained after the application of the affine transformation, shows that 
the magnitudes of the errors are smaller compared with those obtained 
after the linear conformal transformation. This indicates that a 
very small residual error in scale was present in the image after the 
application of the linear conformal transformation solution. However 
the most obvious and striking pattern of errors present after applying 
the affine transformation is that they point almost uniformly in the 
across-track direction of the image, either outwards or inwards. This 
clearly indicates the presence of a systematic error present allover 
the image area. 
Inspection of the overlay on top of Fig 9.18 enables one to 
identify those image points which lie at levels either above or below 
the average terrain elevation of 55 metres. Most points with 
elevations less than 55 m have vector errors pointing away from the 
satellite track (e.g. points no. 10, 12, 18, 98, 1, 28, 29, 7, 9, 30, 
etc) • Similarly most of those points (e.g. 64, 66, 69, 74, etc) which 
lie at elevations greater than 55 m have their vector errors pointing 
towards the satellite antenna, which once again highlights the effect 
of topographic relief on this image. Therefore, although the overall 
magnitude of the residual errors is small, the effects of relief 
displacement appear to be present and are significant in this image 
just as they were in the River Tay area examples. 
However, one characteristic which proved very worrying when 
the pattern of the residual errors was plotted out after the application 
of the affine transformation, was that there appears to be a slight but 
discernible lack of compensation of the scale in the cross-track 
direction. This may be seen by inspecting the pattern of the errors 
present in the control points (marked in red) in Fig 9.19. Those 
I 
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lying in the western half of the image are virtually all pointing to 
the left, i.e. south-westwards from the mid line of the image. 
Similarly, the pattern of errors present at those control pOints located 
in the eastern half of the image point to the right, i.e. north-eastwards 
from the mid line - though to a lesser extent. This pattern cannot be 
explained entirely by the topographic heights of these control points, 
which therefore called into question the effectiveness or the correctness 
of the author's transformation program. 
A considerable time was spent on checking the input data, the 
program, etc, but no errors were discovered. Furthermore, a completely 
independent check of the computation was applied through the use of a 
general purpose least-squares solution of simultaneous equations written 
in ALGOL by Mr. Methley of the Department of Geography. When the same 
input data was used in this program, the solution gave values for the 
six parameters (no' n l , n2, mo' ml and m2) of the affine transformation 
which are identical to those obtained by the author's program in BASIC. 
The results from program POLY and from Mr. Methley's program are 
included as Figs 9.25 and 9.26 respectively. The figuresJfor the 
individual e~r~rs, the transformation parameters, the r.m.s.e. values, 
~-tc, are identica1. 
A similar check was made using the data for the Milford Haven 
test area (see later) since a similar pattern was visible in the 
plotted results there too. The magnitude of this error pattern is 
really quite small but it does in fact appear throughout the solutions 
no matter which polynomial is applied. 
and its source are not apparent. 
The reasons for this tendency 
Inspecting the rest of the diagrams for the East Anglian area 
(Figs 9.20 to 9.24), one notices that there is a slow but continuous 
RUN Fig 9.25 Results obtained from Program POLY 
$ RADAR. TEST 09 DEC 81 20:56:45 








ACCURACY OF CONTROL POINTS 
PT NO. N(H) E(M) 
PRESS RETURN TO CONTINUE 
3 320526 582000 
4 319890 577418 
8 326729 587919 
12 319265 575790 
13 322691 5732~3 
15 316760 576729 
17 316146 5786~,9 
18 313646 515l9 2. 
21 318377 581497 
27 320279 586425 
29 323855 58950 7 
30 328507 :'J95 . HIO 
35 325190 580836 
37 3285 23 515B~~ 
38 336336 59 28u7 
40 329:J39 ~78101 
49 331120 580032 
S4 3J 1577 ::'8:-'475 
<; 7 '1 1 ,. h L 1 , r-, 1 7 .,. t i 
nIHil) 
-24 . 2063 
8.44751 
21. 2225 
29 . 6982 
-26 . 2835 
-46 .0 301 
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r1<tSSRfrURN- I'O c"ONTINUE- --~----
r ~: 59 \ .' 330396 535292 
64 332190 588425 
69 334912 587893 





72 337596 587678 17.8133 
82 325788 ' 568040 52.9405 
84 328725 5732 75 '-52 .8009 
86 324100 576185 - 48.2367 
99 316170 578210 - 16.711 
RESIDUALS IN CO~TROL POINTS AS STANDARD DEVIATION 
MEAN ERROR IN NORTHINGS OF CONTROL POINTS= 28.3392 
MEAN ERROR IN EASTINGS= 41.1812 
RMSE AT NORTHINGS OF CONTROL POINTS: 25.1505 
HMSE AT EASTINGS OF CONTROL POINTS: 35.2647 
ACCURACY OF CHECK POINTS 
PT ~O. N(M) 
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+3Y-'---"--~ - 329"f3T---"'- - "576722 11.280(, 7.56163 14 " ~1 329108 577634 ' 
-59 .568,2 
-69.3458 91 42 3B215 577101 
-93.6889 
-4 .9 7039 94 43 331805 5n8::i~ 
-25.2626 22 .6977 34 44 330925 578139 
-93 . 2085 
-65 . 749 114 45 330615 578?48 
- 13.6066 
-70 .44 89 "'1 , <-46 330545 579209 
-31.7106 
-34 . 977 47 47 330361 580127 
-55 .9116 
-10.2516 "'7 oJ, 4B 330925 580570 
-56. 1282 17.7202 59 50 331691 580824 - 10.27 ~8 
- 10.6887 15 52 331143 561843 
-62 .5144 
-67 .5645 92 53 331456 582206 
-4 .43 288 
-13.6828 14 55 332177 581808 39.9175 40.1429 57 56 333152 580684 2.25991 41.1954 41 58 333333 582387 14.3358 4B.7823 51 PRESS RETURN TO CONTINUE 
60 330912 585950 
-49.3837 
-17.9915 53 61 331406 586592 
-28 .3335 
-17 .1 279 33 62 332330 585722 
-61.306 1 
-11.5924 62 63 332051 587399 ' 
-42.8357 27 . 548 51 65 332735 587716 145.531 3.52697 146 66 332925 586672 0.604632 14.3383 14 67 333317 586425 
-3 .14013 15.2't45 16 
N 
o.D 
68 334127 587507 
-38.6737 10.8724 40 
-I:'-70 335735 588016 33.0189 40.9365 53 74 328333 578269 
-51.7162 
-59.4098 79 .,.- 331190 579304 
-53.0339 21.0298 "7 ' oJ oJ, 76 33182 4 585824 
-43.0126 
-51 .1 719 057 77 318127 577862 
-37.8278 
-29.8324 48 78 317045 578250 
-31 .1 253 
-35 . 799 47 79 329110 5?4725 
-21.7046 
-23 .21 3!'i 32 80 324275 569875 24 .577 125.16 4 128 81 325800 569065 11.863 135.11 :. 136 83 326560 569660 
- 25.7:328 122.044 125 87 32:3360 575100 
-74 . 2151 91.1779 118 PRESS RETURN TO CONTINUE 
88 325725 ~l2a:!5 
-39.4301 68.2651 n 89 324050 573200 
-41.5175 69.0405 81 92 327375 597575 
-5.36697 
-69.9H6 70 93 332505 597470 10.476 
-1.64963 11 94 338055 590850 
-0 . 721547 22.8331 23 96 335000 589469 30.6328 24.7478 39 97 336241 592317 
- 4:';. !i97 
- 1.41121 46 98 314228 576330 105.657 23.0368 1013 100 317760 ~76fH9 -~O.8J84 
-27 . 2979 58 1 111 ,"} ~ 1 c- ~) L- rt'} ',"J'..o (tl.: ~ a~ '" n {, -:c "!~ . , 
--·ni·2--~· 324982 583798 -6.08944 
103 331158 578349 22.9862 
104 330963 579602 -28.5316 
105 329539 573691 - 67.0942 
MEAN IN METRES OF CHECK POINTS RESIDUALS= 35.B478 
RMSE OF CHECK POINTS AFTER POLYNOMIAL FIT 
AND LEAST SQUARES INTERPOLATION= 27.6145 
RHSE IN THE EASTINGS OF CHECK POINTS= 30.8455 
PRESS RETURN TO CONTINUE 
MEASURED IMAGE COORDINATES OF ALL POINTS 
I 
MEASURED IMAGE COORDINAfES OF THE CONTROL POINTS 
POINT NO. X(MH) YUHI) 
3 107.1 115.5 
4 79.2 128.5 
8 163 .. 3 129.5 
12 68.3 130.3 
13 65 . 4 159.4 
15 63.5 113.1 
17 72 .1 102 . . ~ 
18 48.5 99 
21 96.5 105. I 
PRESS RETURN TO CONTINUE 
?"7 
-I 131.4 93. 2 29 162.1 107.4 30 2q.3 11 2.5 35 116.9 146.5 
37 101.2 183.9 38 225.& 165. 8 
40 117.3 181. 1 
49 134.3 182. 3 
54 149.7 176. 7 1:-, 
.I I 15 2.4 194. 3 
59 161.8 159. ?5 64 185.5 158. 7 
69 19 2. 5 176 
71 1 96.3 191. 5 
7'; 20 1.1 192. , I" 
O. 




-4 2·. 8~33 51 




77 o'i.tl \04.':' 
PRESS RETURN TO CONTINUE 
MEASURED IMAGE COORDINATES OF fHE .CHECK POINTS 
POINT NUMBER X (111) Y (1111> 
1 79.5 125.2 
'l 85 121 L 
5 221.2 169.1 
6 222.? 165.6 
7 203.5 119.1 
9 206.2 111.7 
10 71.3 129.7 
11 74.4 121. " 14 68.3 125.9 
16 72.2 109.3 
19 106.4 108 
20 105.6 110.8 
'i'l 
Li.. 89.6 109.4 
23 90.4 116.7 
24 11 B. 3 106.9 
PRESS RETURN TO CONTINUE 
N 
\0 
'le-LJ 117.8 101.5 '" 
26 123.4 102.9 
2B 154.1 108.5 
31 144.7 132.5 
32 137.1 I '")"") ' ; LJ • L. 
33 128.3 131.1 
34 112.3 133.8 
36 105.1 179. '1 
39 109.5 135.4 
41 112.8 
. 180.1 
42 114 187.9 
43 124.4 194.5 
44 122.1 183.4 45 124.7 184.9 
46 127.2 18~.6 
47 13 t. 8 179 
48 136.5 119.5 
50 140.7 183 .3 
"'1 JL 144 176.4 
~RESS RETURN TO CONTINUE 
53 147.7 I -n 
.', 4 31Y890 577418 8 J26129 587919 
, ~ '1 7 , . 11 &. -of". ,~r, 
':;6 145.5 192 58 155.9 186.9 60 166.8 160.1 61 172.3 lbO.7 
62 170.6 lb8.? 
63 179.4 161.2 
65 184.2 165.1 
66 118.5 169.1 
67 178.5 172.2 
68 187.4 172 .. 7 
70 196.5 180.3 
74 113.7 173.4 
75 130.3 185.6 
16 169.2 165.9 
7-Ii 74.9 116.8 
78 73.2 109.3 
79 96.7 190.7 
PRESS RETURN TO CONTINUE 
80 52.8 180.5 
81 53.7 192 
83 59.6 194 
87 85.8 167.3 N 
-.0 88 74.2 177.9 
...... 89 70.3 167 
92 219.9 98.3 
93 238. '2 127.7 
94 220.7 183.1 
96 202 170.9 
97 '1"')'" '1 L .... I...L 167.3 
98 53 100.8 
100 67.8 118.3 
101 159.1 111.8 
102 133.6 134.3 
103 124.9 189.4 
104 130.9 183.6 
105 120.6 178.5 
I'RESS RETURN TO CONTI/WE 
GROUND COORDINATES OF THE CONTROL POINTS 
PT NO. NOHHINGS(MI EASTINGS(Nl 
3 320526 582000 
4 319890 577418 











































































GROUND COORDINATES OF THE CHECK POINTS 
PI. NO. NORTHINGSIM) EASTINGS(M) 
1 319545 












































'It: 319634 584501 .:.-J 26 320228 585076 28 323349 588469 31 325b02 585418 32 324349 584855 
PRESS RETURN TO CONTINUE 
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44 330925 578139 
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46 3'30545 579209 47 330361 S80ln 
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c" 331143 58184.3 -J.:. 53 331456 582206 
r", 332177 581808 
N 
JJ 
56 333152 580684 
'" 
'" 
58 333333 58238;' 
60 330912 585950 
PRESS RETURN TO CONTINUE 
61 331406 586592 
62 332330 585722 
63 332051 587399 
65 332735 587716 
66 332925 5866n 
67 333317 536425 
68 334127 587507 
70 335735 588016 
74 328333 578269 
"7'" 
' -J 331190 579304 
76 331824 585824 
"7"7 318127 577862 ' , 
713 317045 578250 
n 327110 574125 
80 324275 569375 
81 325800 569065 
R3 326560 5690560 
87 375360 575100 
88 323/25 ~7/82.'5 




































RUN Fig 9,26 Results Obtained from Mr. Methley's Program 
• SEAsAT.BDFH 06 HAl 82 22:20:50 
VECTOR "ATRI! OF POLINO"IAL TRANSFOR"ATIOH PARA"ETERS 
ACCURACY OF CONTROL POINTS 






















































































































8,1, 124 \ 00 5751 B5 ~A8. ':'4::;8 
9~ 316170 ,)78210 -1t..71.~1 
REs~r;:IALS I~ C[)NTROL f.'DINTS AS ST~~rIAR:D DEVIATll)tl 
HfAN FRROR 1N NDRTHINGS OF CONTROL POI~TS' 28.J40' 
Hf." ERROR IN EASTIN~B' 41.1807 
PHS! AT HORTHINBS Of CONTROL POT"T6. 15.14B3 
R"5' AT EAsTINBI OF CONTROL POINTS· 35.2653 
ACCIIRAC' OF CHECK POINTS 
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104 330963 579602 
105 3295317 573.~91 
MEAN IN HETREs OF CHECK POINTS RESIDUALS= 
RHSf OF CHEC~ POINTS .FTER POLYNOMIAL FIT 
AND LEAST SQUARES INTERPOLATION= 27.6148 










































































RMSE IN THE EASTINGS OF CHECK POINTS· 30.8447 
ME.SURED IMAGE COORDINATES OF ALL POINTS 



























































































MEASURED I"AGE COORDINATE~ OF THE CHECK POINTS 
POINT NUMBER X(HM) 
1 19.~ 
1 8~ 
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GROUND COORDINATES OF THE CHECK POINTS 
PT. NO. NORTHINGS(K) EASTINGSIH) 
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decrease in the overall magnitude of the vector errors, although most 
points still exhibited the systematic nature of their individual errors. 
This suggests that the use of the polynomials does compensate partially 
for the effect of topography on this type of digitally processed SAR 
imagery. 
In essence, therefore, although the relief displacement errors 
are generally small on this digitally processed image of a fairly flat 
piece of terrain, there is strong evidence to suggest that the varia-
tions in terrain elevation are still the major source of error 
affecting the geometric accuracy of this particular image. 
9.3 Results from the Milford Haven Test Area 
On the digitally processed image of Milford Haven test area, 
47 points were first identified. Of these, 45 were retained after 
initial testing. Eighteen of these points were used as the control 
points on which the computation of the transformation parameters was 
based. The remaining 27 points were employed as check points. The 
final distribution of these points is shown on Fig 9.27. A summary 
of the results obtained from the geometrical test of the digitally 
processed image of this area is presented in Table 9.4. At the 
ground control points, the full eight terms of the polynomial provided 
r.m.s.e. values as follows:- + crx = - 74 m; 
+ cry = - 85 m; and crp = ! 113 m. 
With the subsequent truncation of terms,the r.m.s.e. values then decrease 
gradually but slowly and rather insignificantly in both the X and the Y 
direc tions. The best results were obtained when the polynomial was 
restricted to represent an affine transformation. 
At the check points, the r.m.s.e. values in both the X and the 
Y directions remain virtually the same irrespective of the number of 
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Fig 9.27 Control distribution pattern on Mi l ford 5aven test area i ma ge 
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TABLE 9.4 RESULTS OF THE DIGITALLY PROCESSED IMAGE OF THE MILFORD 
HAVEN AREA 
Number of Control Points (n=18) Check Points (n=27) terms in 
polynomial 
C1 .j.m) O'y(m) C1 p(m) C1 .j.m) 0' y(m) 0' p(m) 
8 74 85 113 79 86 ll7 
7 70 81 107 79 86 117 
6 66 79 103 80 86 118 
5 68 73 100 81 88 120 
4 62 70 94 79 88 118 
3 57 70 90 82 89 121 
Linear 






128 132 184 
-
313 
polynomial, therefore, performed as well as the eight-term polynomial 
transforma tion. The simple linear conformal transformation, based on 
+ (] = - 128 mo X ' the use of only two well-defined points gave:- (] = ±" 132m y 
and a corresponding planimetric + error (op) of - 184 m. However, when 
this transformation was applied in its least squares form with 16 
redundant pOints, the values of the errors were as follows:- Ox = 
t 72 + + m; Oy = - 77 m; and op = - 105 m for the control points; and 
op = ! 135 m for the check points. As would be expected, the plani-
metric accuracy of this image was improved considerably for both the 
control and the check points when the redundant points are available 
for the determination of the transformation parameters. 
Comparing the overall results for the Milford Haven area with 
the results for the other digitally processed image of East Anglia 
given in Table 9.3, they are very poor - almost exactly three times 
larger on average for each transformation tested. While this is very 
disappointing, the reasons for the very different results appear to lie 
in the totally different topographic character of each of the two 
areas - the East Anglian area being fairly flat and the area around 
Milford Haven being quite mountainous. This became apparent when the 
detailed analYSis of the results was undertaken below. 
9.3.1 Detailed Analysis of Results obtained from the Milford Haven Area 
Figs 9.28 to 9.34 are the vector diagrams of the individual 
positional errors of the control points and the check points obtained 
after application of the various polynomial transformations to the measured 
numerical coordinates of the test points on the image of the Milford Haven 
area. It should be noted that, because of the much larger errors 
present in this image, the' scale of their representation is much 
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smaller than for the East Anglia test area. Thorough inspection of 
these figures discloses that, although the patterns of the errors 
present in some very few points (e.g. points number 4, 13, 14, etc) are 
fairly random in character from one solution to another, the error 
patterns present in the majority of the points are consistent and 
systematic in character irrespective of the transformation applied to 
them. As is very clear from all the diagrams, the vector plots point 
markedly in the cross-track direction of the satellite. 
Some of the test points lie below the average ground height of 
95 m while many others lie above it. Placing the overlay on each of 
the series of figures, it can be observed that in most cases, those 
pOints lying below the average terrain height (e.g. points 15, 16, 17, 
etc) have vector errors pointing outward from the satellite track, while 
those above the average terrain height (e.g. points 10, 31, 19, 21, etc) 
have vector errors pointing towards the satellite track. This is 
consistent with the effects of relief layover or displacement. 
However, some other points (e.g. 6, 7, 8, 9, etc) did not 
adhere to this pattern. Although these have elevation values well 
below that of the average terrain, their plotted vector errors still 
point in the direction towards rather than away from the satellite 
track as would be expected from considerations of their topographic 
elevations. However, since this area has few well-defined cultural 
features and since the effect of radar shadowing (due to high ground) 
is always present, these factors may well have resulted in certain of 
these points being not positively or well identified on the imagery. 
This is certainly a usual difficulty with radar imagery which has posed 
many problems to the few investigators who have also worked in this 
field (e.g. see Deane 1980, Leberl et al 1980). 
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Taking into account the poor resolution of the imagery and 
the mountainous nature of the area, the size and characteristics of the 
vector errors obtained from this test appear to be explicable. 
9.4 Discussion of the Results from th Areas 
9.4.1 Comparison of the Results from the Optically Processed Images 
(i) Clearly, the results of testing the survey optically processed 
image showed its superiority over the precision processed image in 
terms of its geometrical accuracy. both before and after the application 
of the geometric rectification procedures. This is apparent from both 
the overall magnitude and the patterns of the individual vector errors. 
This is somewhat surprising in view of the fact that the two images 
cover the same area, were processed in the same optical processor at 
ERIM and that a larger number of ground control poi~ts were available 
for the testing of the precision processed image. Thus the planimetric 
+ accuracy (~p) at the control points ranged from slightly better ( - 35 m) 
than a resolution element i.e. at sub-pixel level to more than two times 
( ! 139 m ) the resolution element for the survey processed image. The 
corresponding values for the precision processed image were ~ 90 m and 
+ 
- 147 m respectively. At the check points, the planimetric accuracy 
ranged from more than a resolution element ( : 87 m ) to more than twice 
the resolution ( ! 118 m ) for the survey processed image while the 
corresponding figures were: 105 m and ~ 232 m for the precision 
processed image. The effects of the ropography and elevation of 
individual test points above and below the average terrain level were 
apparent in both images, but these affected both images more or less 
equally. 
(ii) It is apparent that both two optically processed images fit 
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quite poorly to the ground after the simple linear conformal transform-
ation. This shows that the basic geometric fidelity of each of the 
two optically processed images analysed in this study was rather low in 
the original, uncorrected state as delivered to the user. 
(iii) For both optical processing methods, the application of an 
affine transformation gives much superior results to those of a simple 
linear conformal transformation in the process of relating orbital 
radar images to the ground. This is because affine transformation 
employs two different scale correction terms in the directions of the 
satellite track and that normal to it. This effectively eliminates 
the differential scale errorS present in the original image as a result 
of the optical processing, as is clear from the patterns shown in Figs 
9.3 and 9.4 for the survey processed image and Figs 9.10 and 9.11 for 
the precision processed image. An obvious point to make is that the 
application of this affine correction could readily be made in the 
optical processor with evident benefit to the users from the geometric 
point of view. 
(iv) For both the survey optically processed and the precision 
optically processed images, provided that a sufficient number of wel~ 
placed control points are available, the highest order terms of the 
correction polynomial are effective in both reducing the magnitude of 
the errors and in rendering their patterns somewhat more random. 
(v) Relief displacement or layover appears to make a significant 
contribution to the magnitude of the discrepancies as observed at the 
test points on both images. This is noticeable from the vector plots 
of th~ errors which are well correlated both-with cross-track direction 
of the image and with the heights above or below the average terrain 
level on both the survey and the precision processed images. 
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9.4.2 Discussion of the Results from the Digitally Processed Images 
The results obtained from the East Anglian image are much 
superior in both qualitative and quantitative terms to those obtained 
from both the optically processed images and from the digitally 
processed Milford Haven image. The reasons may include:-
(i) Image interpretability and target detection on the River Tay 
and Milford Haven images were rather difficult as compared with the 
East Anglian image. This may be due to the effect of radar shadowing 
and the lack of sufficient tonal variations due to the shortage of 
definite cultural features appearing on these images ,both of which had 
substantial areas of hilly and moorland. In turn, this would result 
in a lack of positive identification in a number of the features being 
used as test points. In making comparisons between the two digitally 
processed images, it should be remembered also that differences between 
the two images will also result from differences in the orbital and 
processing parameters and values, since the two images were selected 
from two completely different satellite orbits. 
(ii) Turning specifically to the Milford Haven image, the effect of 
relief displacement is obviously much greater than on the East Anglian 
image. This can be perceived from a comparison of the magnitude and 
pattern of the vector errors in all the plots for the two test areas. 
(iii) Due to lack of well-defined planimetric detail on the Milford 
Haven image, the number of ground co~trol points available for rectification 
was significantly less than on the East Anglian image. This also added 
to the difficulties since the computed values of the transformation 
parameters were less likely to be well determined as compared with the 
situation where a larger number of ground control points is available. 
However, this is a much less significant point than the effects of 
topography and interpretation discussed above. 
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(iv) For both digitally processed images, even taking into account 
the effects of topography, there still seems to be some kind of 
systematic pattern in the residual errors at the test points which is 
so far unexplained. 
9.4.3 Comparison of Optically and Digitally Processed Dnages 
Comparing the overall results from both the optically and 
digitally processed images, it is noticeable that, while the optically 
processed images fit quite poorly to the ground after the linear 
conformal transformation, with the two digitally processed images this 
simple type of transformation produces results which are not too 
different from those obtained from the other more complex polynomial 
transformations, including those with the highest degree terms. This 
confirms what has been mentioned in Section 3.6, that digital processing 
techniques have the advantages of increased flexibility in handling 
geometric and radiometric corrections, in controlling image sidelobes 
and in producing a better quality image. 
While the highest order polynomial solutions offer little 
advantage over an affine transformation on the two digitally processed 
images, these polynomials do provide far superior results than 
the affine transformation for ·the optically processed images as far as 
geometric accuracy is concerned. Furthermore, while the application 
of these highest order polynomials resulted in the patterns of the 
residual errors being fairly random on the optically processed images, 
this is actually not generally the case with the two digitally processed 
images. In spite of much effort on the part of the present writer, 
small systematic effects could not be eliminated on the two digitally 
processed images. 
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9.5 Comparison with Other Tests of Geometric Accuracy of Seasat 
SAR Imagery 
The only published work of a similar nature to that of the 
present project is that of Leberl (1980) carried out at the Technical 
University of Graz in Austria. The lack of other results may stem 
from anyone or a combination of the following reasons:-
(i) The very disappointing resolution of the Seasat SAR images 
even when produced by digital processing is a highly 
( ii) 
inhibiting factor. The nominal resolution of 20 to 30 metres 
has certainly not been realized for most areas: indeed, the 
resolution of digitally processed Landsat MSS and RBV imagery 
of much poorer nominal resolution (79 m in the case of the MSS) 
over the test areas is obviously superior to that of the 
Seas at SAR. Thus experimenters are inhibited from putting 
effort into the testing of this obviously fuzzy imagery which 
is extremely difficult to interpret and therefore to use as a 
basis for mapping. The problems encountered in the present 
test in getting a suitable number of individual test points 
are a pointer to the image quality. 
The early failure of the satellite could also be a reason for 
the apparent lack of interest, but in fact, because of the 
all-weather capability of the SAR, a great deal of coverage 
has been obtained over North America and Western Europe where 
most of the laboratories interested in mapping from remote 
sensing imagery are located. However, a more inhibiting 
factor has been the great delay in the supply of imagery for 
experimentation, especially digitally processed imagery. It 
has taken a great deal of time, energy and expense to provide 
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even the rather limited number of images available from the 
R.A.E. and D.F.V.L.R. facilities. 
The methodology used by Leberl in his tests follows the 
general lines followed in this present study though with a smaller 
number of transformations which were limited to the simpler linear 
forms as follows:-
Leberl 
(i) Linear Conformal (E=a+bx+cYj and) 
( ) 
(N=d-cx+by ) 














...... 2 parameter as used 
in present tests. 
. . . . . . not used • 
••••••• 3 parameter affine as 
used in present tests. 
••••••• 4-parameter as used 
in present tests. 
(v) Moving average interpolative method ••••••• not used. 
where the point to be interpolated 
is considered a new point so that 
its interpolated coordinates can be 
evaluated against map values. 
The area used by Leberl for his tests is that of the Lmperial Valley 
adjacent to the Salton Sea in the far south west of the United States 
near the Mexican border. The area consists of a large block of 
irrigated fields set in a semi-desert area. The pattern of large 
rectangular fields coupled with the almost flat character of the 
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terrain makes it near ideal for test purposes. Maps at scales of 1:250,000, 
1:62,500 and 1:24,000 were available for the selection and the measure-
ment of coordinates of the control points. From the diagram in Leber1's 
paper about 50 points were used in his tests. The image coordinates 
of the points were measured using a monocomparator. The results of 
his tests of geometric accuracy expressed in r.m.s.e. values were as 
follows :-
Optically Processed Digitally Processed (by JoPoL.) 
Transformation (Jx(m) (Jy(m) (J p(m) (Jim) O'y(m) (J p(m) 
Moving Average 120 113 165 170 208 269 
Bilinear 8-
parameter 220 349 413 155 188 244 
Linear 6-
parameter . 284 241 372 119 198 231 
Linear 5-
parameter 292 243 380 535 222 579 
Linear 
Conformal 300 273 406 502 574 763 
It would appear that Leberl has used all the available 
measured points as control points, since no distinction between control 
and check points is made in his paper. Making a comparison of his 
results for the digitally processed image of the Salton Sea area 
(produced by J.P.L.) with those of the present study for the relatively 
flat East Anglian area (produced by R.A.E.), the following results are 
obtained. (It should be noted that the order of terms used in this table 
- 8 parameter, 7 parameter, etc. - are those used previously in the 




°X(m) 0y(m) 0p(m) °X(m) 0y(m) 0p(m) , 
a-parameter 23 26 35 
, 
! 
7-parameter 24 25 35 i I 
i 
6-parame ter 25 28 38 j I 
5-parameter 27 29 40 I , I Moving Average 1 170 208 269 j 
I 
4-parameter 26 36 44 I 155 188 244 
3-parameter 25 35 43 119 198 231 
Leberl's 
5-parameter 535 222 579 
2-parameter 26 38 46 502 574 763 
There is such a wide discrepancy in the results as to virtually defy 
comparison. However, the first point to be made is that the R.A.E. 
digitally processed image appears to have been processed to much higher 
standards geometrically than the J.PoL. image. This is shown by the 
very small improvement in the results obtained when an affine (3-
parameter) and a bi-linear (4-parameter) transformations are applied, 
as compared with those achieved with the simple linear conformal (2-
parameter) transformation. By contrast, there is dramatic improvement 
in the rom.s.e. values obtained by Leberl when using the affine and 
bi-linear transformations over those obtained with the linear conformal 
transformation which points to large residual differential scale errors 
between the X and y directions in the Salton,Sea image. 
Even when this affine scale error is eliminated, there still 
remains the obvious point that the r.m.s.e. values obtained with the 




Anglian image for the same transformations. The possibility of gross 
error in either the East Anglian data or measurements has been 
considered by the present author, but after an exhaustive check no such 
errors came to light. Further comparison of two such different sets 
of results seems quite pointless. 
In his report, Leberl mentions the difficulties experienced in 
the selection and accurate identification of features which could be 
used as control points and gives some excellent illustrations of these 
difficulties. This parallels the present author's experiences in all 
the test imagery. Leberl.also makes the observation that, although 
there is a great difference in quality between the optically and 
digitally processed images, the accuracies obtained with each are 
nearly equal. Apparently those points which could be identified in 
both images could be measured equally well. The advantage of the 
digitally processed image is that more points could be identified and 
measured than on the optically processed image - again a similar 
experience to that in the present study. 
It is of course possible to make comparisons with previous 
geometric tests of airborne side-looking radar (SLR) imagery discussed 
in Chapter VII. However, in view of the fact that these have utilised 
such different systems with resolutions, look-angles, processing methods, 
terrain, ground control, etc, that are so very different to those of 
the present study, comparisons of this kind would be close to meaning-
less. However, the single point can be made that, for the East Anglian 
area where topographic effects were minimal, the results obtained 
+ (~X = ~y = - 26 m) are comparable to the very best obtained by an 
airborne SAR - those of Derenyi (1975) over the Pheonix test area using 
+ + the GEMS-IOOO system where ~X= - 30 m and ~y= - 28 m were obtained. 
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9.6 An Assessment of the Geometric Accuracy of Seasat SAR Imagery 
for Planimetric Mapping at Small Scales 
A matter of some interest to the Topographic Mapping Community 
is to assess the scales at which mapping from Seasat SAR imagery might 
be attempted from the standpoint of the geometric accuracy as revealed 
by the present tests. A convenient set of standards to use in such 
an assessment is the NATO specifications for topographic mapping. For 
maps at 1:600,000 scale and larger, the planimetric accuracy for class A 
maps is given as O'p = t 0.3 mm (Petrie, 1974). On this basis, the 
required accuracies over the whole range of map scales from 1:50,000 to 
1:600,000 scale are plotted in Fig 9.35. At 1:100,000 scale, the O'p 
value is t 30 m; at ~150,000 scale, O'p = t 45 m; at 1:250,000 scale, 
0p = 1" 75 m; 
0' p = 1" 150 m. 
+ at 1:300,000 scale, O'p = - 90 m; and at 1:500,000 scale, 
It can be seen that, for flat ground and a dense network of 
control (as represented by the East Anglia area), and using the trans-
formation techniques described above, the geometrical accuracy of the 
SAR imagery is compatible with mapping at the scale of 1:150,000. 
However, when there is considerable relief present (as represented by 
the River Tay and Milford Haven images), the geometric accuracy attainable 
with the Seasat SAR imagery is markedly lower and lies in the scale 
range 1:350,000 to 1:500,000 depending on the extent and character of 
the relief; the density and distribution of the available control 
points. and the transformation procedure employed. Thus, in purely 
geometric terms, the Seasat SAR imagery definitely has some possibilities 
for small-scale topographic mapping. 
However; the discussion of the accuracy side cannot be 

































1/50,000 1/150,000 1/250,000 1/350,000 1/450,000 1/550,000 1/650,000 
Map scale 
Fig 9.35 Planimetric detail accuracy at different scales 
(Petrie, 1974) 
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and,in particular, the detection and interpretability of the objects 
present on the terrain which need to be mapped o The difficulties 
encountered by the present author in the selection, identification and 
measurement of the ground control points were extremely sobering in 
this respect. Therefore, the next area of research in the present 
study was to investigate in a systematic manner the suitability of the 
Seasat SAR images from the interpretational point of viewo This has 
been carried out and the results are presented in Chapter Xl 
Since the other major finding of the geometric tests was 
the considerable effects of relief on the accuracy of the imagery, it 
was decided to explore methods of compensating for these effects on the 
basis of continuous plotting. The attempts to do this employing 
digital monoplotting techniques are described in Chapter X • 
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CHAPTER X 
DIGITAL MONOPLOTTING FROM SEASAT SAR IMAGERY 
10.1 Introduction 
As the name implies, digital monoplotting entails the measure-
ment of the image coordinates of a single image and their transformation 
and rectification to ground coordinates. As applied to conventional 
photogrammetric work, the method usually requires a knowledge of the 
exterior orientation parameters of the photograph (derived from space-
resection or aerial triangulation) and the ground relief (obtained from 
a digital terrain model (DTM». This concept of utilizing a DTM for 
the digital planimetric mapping of terrain features from single conven-
tional photographs has been the subject of research and development at 
only a few institutes, notably at the I.ToC. in the Neterhlands (Makarovic, 
1973, Besenicar, 1976a,b) and at the various military mapping research 
laboratories in the United States, i.e. the Rome Air Development C~nter 
(RADC) and the Engineer Topographic Laboratories (EoToL.}o The 
primary aim of all these efforts has been the development of a system 
which can be utilized for map revision - for cadastral and topographic 
mapping respectively. 
Basically, a digital monoplotting system consists of three 
compon~nts (Fig 10.1). These are: 
(1) a measuring unit which generates image (x,y) 
coordinates in digital form, e.g. a monocomparator 
or a cartographic digitizer; 
(ii) a digital computer; and 
(iii) a digitally-controlled x/v plotting device 










J automatic ~raftin~ machine(e. g . incremental ff-line options pen plotter) 
Fig 10.1 Atypical digital monoplotting system structure 
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Such a digital monoplotting system can be operated either on-line or 
off-line. While the on-line mode of operation has the advantage of 
immediate availability of the final product in digital or graphical 
analogue form, it may however have operational disadvantages in terms 
of programming and computational requirements, computer constraints, 
etc. Provided that immediate (i.e. real-time) results are not required, 
the off-line mode has much to offer in terms of somewhat more relaxed 
requirements on the computing side. 
Since it appears unlikely that, in those countries with good 
topographic map coverage, SLR imagery will be used for basic topographic 
mapping, interest is likely to be concentrated on map revision, i.e. on 
the updating of existing maps. Given the geometrical characteristics 
of SLR imagery which almost invariably is monoscopic in character, the 
concept of digital monoplotting from SLR images is one which needs to 
be fully investigated for this application. 
investigation are reported in this chapter. 
The results of such an 
In particular, experimental 
work has been carried out to produce and update line-maps using 
individual Seasat SAR images. The procedures which have been followed, 
the programs which have been written and developed and the results 
obtained are described in detail. 
10.2 Digital Monoplotting Systems 
An early example of a digitally-based rectification system 
designed to plot detail from single images is the Bendix Line-Rectifier. 
Two different models of this instrument, the LR-l (Forrest and Hattaway, 
1968) and the LR-2 (Forrest, 1972), have been produced for the U.S. Navy. 
Each has a tracing device which allows the measurement of points, 
features, lines, etc. on a photograph on a point-to-point basis. On 
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the LR-l this measuring device comprises a two-arm arrangement which 
measures the distance and angle, i.e. the polar coordinates, of each 
point. These are converted to rectangular coordinates. On the LR-2, 
the measuring/tracing device is a Bendix Datagrid tablet digitizer 
with a translucent surface which measures rectangular coordinates 
directly. 
Empirical rectification procedures similar to those of optical 
rectification were employed on the LR-l using electronic analogue 
computers. The orientation parameters were dialed into the device. 
Once this had been done, the path traced out by the measuring device 
was rectified, scaled and plotted using an analogue-based x/y plotter. 
On the LR-2 device, digital technology and procedures were introduced 
to give improved accuracy, greater range and simplified operation 
(Forrest, 1972). A specially-built hard-wired digital computer 
carried out the rectification on a point-to-point basis, the final 
plotting being carried out on a digitally-driven x/y coordinatograph. 
Forrest (1972) mentions specifically that the instruments were designed 
to accommodate infrared lines can and SLR imagery as well as frame and 
panoramic photography. However, the effect of terrain relief is not 
accOunted for so that the generated terrain coordinates of image 
features will still contain errors of relief displacement. Still, it 
will be apparent that, apart from this feature, the LR-l and LR-2 
instruments contain all the other elements required for a digital 
monoplotting system. 
Another extremely interesting and wefl-executed development 
in this field has been that carried out at the Rome Air Development 
Center (~) of the U.S.A.F. (Hall, 1974). Various digital mono-
plotting techniques were implemented, based on the use of a calma 303 
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cross-slide digitizer and a Concord Cartographic Digitizer Plotter 
(CDP) attached to a PDP-9 computer. 
The input data to the system are the digitized measurements 
made on the photograph. From the comparison of the measured image and 
the known terrain coordinates of the control points, the camera 
orientation parameters are computed using space resection. A DTM is 
also generated from existing topographic material, e.g. by tracing 
contours on maps and interpolating the heights into the rectangular 
array of the DTM. To obtain the height of any other pOint, a further 
interpolation is carried out based on the DTM elevations. Thus, if a 
feature has to be plotted from a new photograph to update the existing 
map, then as it is traced on the photograph, its position is continually 
rectified for tilt and relief using the camera orientation parameters 
and the height interpolated from the DTM. The result is a tape 
containing digital information on the new cartographic features which 
can be processed and edited interactively on the CDP device prior to 
its final plotting. While the software used in this system was 
designed specifically to handle reconnaissance panoramic. photography, 
the general concept could be applied also to frame photography. 
Obviously, it represented an advanced and sophisticated implementation 
of the digital monoplotting technique at an early date. 
In the ~., the digital monoplotting concept was applied 
by Besenicar (1976b), the principal aUn being the investigation of 
the possibility of revising cadastral maps from aerial photographs. 
The input data are again the digitized measurements of the cadastral 
features required to be updated made on the photograph with ad-Mac 
digitizer. The orientation parameters of the camera at the moment 
of exposure are computed using space resection and the photo and 
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terrain coordinates of the control points. A dense and homogeneous 
square grid DTM from which the heigh~ of the measured cadastral 
features are to be interpolated, is formed from the digitized contour 
lines on the existing topographic map of the area. Thus, a measured 
point on the photograph is transformed to the terrain system using the 
orientation parameters and the interpolated heights of the terrain 
point which are related to one another through the use of the col linearity 
transformation. 
The actual process seems to be somewhat complex. The height 
of the particular point can be interpolated from the DTM by first 
entering an initial approximate height which allows the generation of 
the initial (X,Y) coordinates of the point. These are used to re-
define the point in the DTM. This allows the interpolation of a mor~ 
accurate height value from which another set of planimetric coordinates 
(X,Y) are generated. Thus an iterative process takes place in which 
the difference be~een any two successive sets of planimetric coordin-
ates (X,Y) can be compared with a pre-set value or threshold to decide 
whether the point has been satisfactorily rectified or not. If the 
difference exceeds the threshold value, another iteration of the process 
takes place. This procedure is carried out for all measured points 
as an off-line process. The resulting set of coordinate values can 
then be plotted out using an automatic drafting machine. 
The extension of the digital monoplotting concept to remote 
sensing imagery was first carried out by Raytheon Autometric, under 
contract to the U.S.A.E.T.L. The outcome was a procedure which could 
perform digital rectification of side-looking radar imagery taken with 
the AN/APQ-152 (TOPO II) X-band imaging radar system (Greve and Cooney, 
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1974). The test imagery was flown with simultaneous HIRAN tracking 
and the operation of a laser altimeter to give the air station 
coordinates of a series of positions along the flight track together 
with the coordinates of specific range marks generated on the SLR 
strip image. A series of transformations were performed to convert 
the measured image coordinates into the terrain system after the 
flight path had been modelled using piece-wise polynomials to enable 
interpolation between the individual HIRAN-fixed positions. The DTM 
was represented by a rectangular grid of spot heights at 250m interval. 
The terrain itself was modelled by a simple polynomial of the 
form h = a
o 
+ alx + a2y + a3x2 + a4y2 based on a five-point control 
pattern in the space of a cross. The solution for terrain inter-
section was accomplished by solving simultaneously, through linear-
~::tiO:h:-:a:::T:::::i::esf:ll~::x:~~a:i;::::p)2 + (ZI-ZP)~" 
(ii) the SLR beam yaw conditiorucosQ = Vx(XI-Xp) + Vy(YI-Yp) + 
Vz(ZI-Zp); and 
(iii) the DTM interpolation:h 
where XI' YI , ZI represent the position of the aircraft; 
v ,V ,V 
x y z are the velocity vector components; 
xp, Yp' Zp are the ground coordinates of a point P; 
Q is the yaw angle of the radar beam; 
S slant range to ground point P; and 
h is the mathematical surface representing the terrain. 
After the rectification had been completed, a tape was produced which 
made the data available in digital form which was used to drive an x/y 
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plotter for graphical output or for entry of the data to a digital 
mapping system. 
The method is extremely complex and wholly dependent on the 
special circumstances of the test in which the aircraft positions 
and velocity and the time and range marks on the SLR imagery were all 
available. With most SLR imagery, this type and range of auxiliary 
information is Simply not available (as indeed is the situation with 
the Seasat SAR data). 
10.3 Digital Monoplotting Procedure for Seasat SAR Lmagery 
In the case of conventional aerial photography, the X and Y 
terrain coordinates of a point on the photograph are related to the 
x and y photo coordinates by the collinearity equations. (6.12). 
However, as discussed in Chapter VI, since SLR imagery is geometrically 
quite different in character, these equations cannot be used here. 
If the position and attitude of the SLR sensor are available and the 
image contains range and time marks, then the procedure for digital 
monoplotting of the Seasat SAR images could have been similar to 
that followed by Greve and Cooney (1974) described above. However, 
this information was not available nor were the values of the imaging 
~arameters of equation 10.1 available for Seasat. Thus an alternative 
approach had to be developed for digital monoplotting from Seasat SAR 
imagery. 
With this method, the digital image data is first transformed 
into the terrain system using the polynomial equations 8.2, namely:-
2 2 3 3 
X = no + nIx + nzy + n3xy + n4x + nS~ y + n6 x + ~x y; and 
2 2 3 3 Y = mo + mIx + mzy + m3xy + m4x + mSx y + m6x + m7x y. 
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In a single radar image, these transformed coordinates must contain 
certain planimetric errors due to changes in the topographic relief. 
The error at each point is given by equation 6.28,i.e. 
-Hh S = Sg (the (-) sign is for points above average ground level) 
where H = the flying height; 
h = the height of a point above the average ground level; and 
Sg = the ground range measured from the ground track to the 
point in question. 
So, if the value of the ground range (Sg) is available and a value 
for the height (h) of the point can be derived from a DTM, then, 
knowing the average flying height (H), the correction for the relief 
error can be computed. This can be resolved into its easting and 
northing components if the angle between the flight direction and the 
National Grid is known. This will result in corrected planimetric 
coordinates for each measured point with the relief displacement 
errors either eliminated or considerably reduced. 
Measurement and Transformation of the Contour Data to form 
a DTM. 
The DTM has to be generated from an existing topographic map 
of the area in question at a suitable scale. For this particular 
experiment, the East Anglian test area was used since, of the three 
test areas available, it had the largest number of interpretible and 
plottable features available. 
The first step in the process of generating the DTM was the 
measurement of the contour lines shown on the existing 1:63,360 
Ordnance Survey (0.5.) topographic map of the area. This operation 
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was carried out on the large-format 3611 x 48" (92 cm x 122 cm) GTCO 
cartographic digitizer belonging to the Department of Geography 
(Fig 10.2). This device has a resolution or least count of 0.1 mm 
and is equipped with a dot matrix coordinate display and a keyboard 
for the entry of header codes, height values or other information. 
For this particular operation, the GTCO digitizer was interfaced to 
a Lear Siegler ADM-3A video terminal which allowed the display and 
checking of coordinates and header codes and to an MFE2500 digital 
cassette drive which acted as the data recorder for the storage of 
the digitized contour data (Fig 10.2). 
First of all, the corner points of the area of the map to 
be digitized were measured on the GTCO digitizer. Comparison of 
their digitizer coordinates and the corresponding map coordinates 
generated the transformation parameters which could be used to 
transform all the measured planimetric data to the terrain system. 
Next, a series of points located along each of the contour lines 
were measured in point mode using a sampling interval of 2-3 mm 
between points to form the basic input data for the construction of 
the DTM. The actual value of each measured contour was input 
using the menu technique, i.e. each was aSSigned a height value 
corresponding to its position (or coordinate value) in a series of 
boxes located outside the area of the map being digitized. On 
completion of the digitizing of the contours, the positions of all 
the pOints lying on the digitized contour lines were transformed to 
the map system using the already determined "transformation parameters. 
In most DTMs, the next stage is the interpolation of the actual 
DTM heights from the measured contour values such that the DTM 
values form a regular square, rectangular or triangular grid which 
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Fig 10.2 The GTCO Cartographic digitizer with its display unit 
connected to an ~ data recorder and a 'IDU (the contour 
map is on top of the active surface of the digitizer) 
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is often a prior condition of the DTM. This has not been carried 
out on this occasion. Instead, the measured pOints lying along 
the contours actually form the basic DTM itself and do not correspond 
to Some pre-determined pattern. Such an arrangement is usually 
termed a string DTM. This cuts out the requirement for the inter-
polation of a DTM from the contour information but at the cost of 
more complex search and interpolation routines when direct inter-
polation of the height of a specific location from the string DTM 
is required for the purposes of rectification. 
10.3.2 Measurement and Transformation of S1& ]mage Data 
A positive film transparency of the digitally processed East 
Anglian image was first mounted on the 11" x 11" (28 em x 28 em) format 
Houston Hi-Pad digitizer which has a translucent surface and could 
be back-lit. The Lear Siegler ADM-3A video terminal and the MFE2500 
digital cassette drive were again attached to the digitizer for the 
display and logging of the coordinate data respectively. A prior 
interpretation of all the image features to be plotted in the northern 
half of the test area was carried out with the help of the topographic 
map of the area and a 4x enlarged print of the image. The inter-
preted features were then measured and recorded in digital form, 
suitable header codes for feature identification being introduced 
during the digitizing. 
As already mentioned above, the measured digital image 
coordinate data could then be transformed into the corresponding 
terrain values. The transformation parameters of equations 8.2 
were derived from the comparison of image and terrain coordinates 
of 12 control points using Program POLY. The result of this stage 
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is that now both the DTM data and the measured image data are 
expressed in terms of terrain, ~.e. National Grid) coordinates. 
10.3.3 Rectification of Measured SLR Image Data 
The next stage is to generate corrected planimetric coordinates 
for the features measured on the SLR imagery by applying the height 
values interpolated from the DTM and correcting for relief displace-
mente For each image point, a corresponding height value is inter-
polated. Different algorithms exist for interpolating the height 
values for specific locations from DTMs, e.g. see Leberl (1975d). 
Allam (1978), Leberl (197Sd) and Masry et al (1977) have come to the 
general conclusion that simple linear interpolation is quite suitable 
for nearly flat areabj the weighted arithmetic mean method suits 
areas of moderate relief; bi-linear interpolation usually suits hilly 
terrain; while higher order polynomial interpolation may be appro-
priate in areas having considerable relief. From this experience 
gained elsewhere, the weighted arithmetic mean method would be 
expected to give satisfactory results for height interpolation in 
this area of moderate relief and has therefore been adopted in the 
present study. 
(i) 
The actual procedure is as follows:-
The transformed image point P. is first located horizontally 
J 
within the DTM and a search zone of radius Rc = 500 m around this 
point is defined so that all the measured DTM points lying within 
this zone may be identified (Fig 10.3). 
(ii) Leg gi (i = 1,N) be the N points of the DTM with known 
elevation values h. that lie within this zone. 
~ 
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____ ~~~TM pOints with known 
~~----,-~,- elevations 
Fig 10.3 Height interpolation from a D~ file 
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(iii) If the horizontal distance between g. and P. is. designated 
1 J 
by Dij , then the elevation of point Pj can be obtained by the weighted 
arithmetic mean interpolation method as set out in equation 7.2. 
This is carried out for all N points. If it is required to speed 
up the interpolation process, N can be limited to the 3 or 4 points 
nearest to P .• 
J 
Once the interpolated height of the measured image point Pj 
has been determined, it is then used to compute the value of the 
relief displacement error (procedure HeAL in Program FREeT) using 
the average ground elevation (procedure HAVERAGE in Program FREeT) 
and the angle between the Grid North and the across-track direction 
(THETA) which is a given parameter. This is repeated for all the 
measured image points to be plotted on the map. The final result 
of this operation is a file containing the X and Y terrain coord in-
ates of all the digitized image features corrected for terrain relief. 
This file then serves as input to the plotting program to generate 
the planimetric line map. This is executed by a plotting program 
(PLOTTER) which calls the appropriate GHOST routines from the Iel 
2976 mainframe machine and controls the plotting on a CIl incremental 
drum plotter. 
10.4 Description of the Software 
In this section, the suite of computer programs developed 
specifically for the purpose of digital monoplotting from Seasat SAR 
imagery will be described in detail. There are three such programs, 
all written in FORTRAN IV computer language. These have been 
compiled and run using the FORTRAN Fl compiler of the ICl 2976 
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mainframe computer of the Glasgow University Computing Service. 
These programs are:-
(i) Program DTM: which produces terrain coordinates from the 
measured coordinate data of the contours; 
(ii) Program FRECT: A feature rectification program which 
merges the measured image data, the image-to-terrain trans-
formation parameters and the DTM in order to generate terrain 
coordinates with reduced relief displacement errors; and 
(iii) Program PLOTTER: This program provides instructions for 
the automatic plotting of the rectified coordinate data and 
the generation of the digital map of the area. 
10.4.1 Program DTM 
This program is designed to compute the terrain (National Grid) 
coordinate values of all the points' lying along the contours which 
have been measured on the map using the digitizer, thus forming the 
string DTM. It utilizes transformation parameters determined in a 
prior operation using Program POLY. 
10.4.1.1 Definition of Variables 




X31, Y3l ) 
) 
X46, Y46 ) 
) 
X6l, Y6l ) 
) 
X76, Y76 ) 
) 
X9l, Y9l ) 
Digitizer (x,y) coordinates of a point on the map; 
Transformed Eastings value of a point; 
Elevation of a point above O.S. Datum; 
Number of digitized points on the map; 
Digitizer planimetric coordinates of all points 
measured on the map whose contour values are 
31 m, 46 m, 61 m, 76 m and 91 m (100, 150, 200, 
250 and 300 ft) respectively. 
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Tl, T2, •••• , T6 The six affine transformation parameters (as 






Definition of Arrays 
Array comprising the digitizer (x,y) coordinates of all 
points measured along the map contours together with the 
five headers (corresponding to the five contour values 
actually encountered in the East Anglian test area); 
Array comprising the Eastings, Northings and elevation 
values which form the DTM of the area. NoBo m = (n-5) 
since there are five headers in array Gl corresponding to 
the five measured contours. 
Explanation of the Program 
The program is listed in Fig 10.4. The program listing has 
been divided into a number of blocks to aid the explanation of the 
successive operations which it performs. 
Block 1. In this initial block, the procedure of the program is 
given and the arrays Gl and G2 are dimensioned. 
Block 2. This block is of an explanatory nature. It explains 
the purpose of arrays Gl and G2 and provides the information that 
the next block comprises the values of the parameters required for 
the transformation from digitizer to terrain coordinates. 
Block 3. In this block, the values of the six parameters allowing 
an affine transformation between the digitizer coordinate system 
and the map system are given. These have been computee separately 
in a prior operation using program POLY of Section 8.8.2. The 
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G2(2,J-J)=T4TT5 t X/b+T6*Y76 
2(3,J-3)=76.00 
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block also gives the number of records that have been digitized, in 
this particular case, N = 903. 
Block 4. In this block, the array GI (2,n) is read into the 
computer memory from channel 5 using the format specified in statement 
100. 
Block 5. This block explains the difference in size between the 
arrays GI and G2. 
Block 6. This block begins by assigning the value of j = 1 to the 
first digitized record and gives it the local coordinates X31, Y31 
since it has an elevation value of 31 m. It then checks whether 
these coordinates have values x = 1013.3 rom and y = 948.7 mm (which 
in this particular case, correspond to the starting values of a 
contour elevation value of 46 m and not 31 m). If this is not true, 
the program proceeds to transform the digitizer coordinates (i.e. 
X31, Y31) of this point into their terrain values using the transform-
ation parameters already given. On completion of this operation, 
the program then stores these values together with the contour value 
of 31 m into array G2. It then increases the value of j by 1 and 
control is transferred to statement 110 for the next point and the 
same operation is repeated. If on the other hand, X31, 131 are 
equal to 1013.3 mm and 948.7 mm (which are the header values of 
contour elevation of 46 ~), control is transferred to statement 120 
which means that the function of this block has now been exhausted 
and the program proceeds to Block 7. 
Block 7. This block first checks whether the value of N (= 903 
in this case) has been reached or not. If not, it increases the 
value of j it received from Block 6 by 1 and then executes the same 
set of operations as in Block 6 but on this occasion for all the 
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points with the elevation value of 46 m. This continues until the 
value x = 895.9 mm and y = 949.8 mm (corresponding to contour values 
of 61 m) is reached, in which case the program jumps to Block 8. 
Blocks 8, 9, 10. The function of each of these Blocks is similar 
to that of Blocks 6 and 7 except that each carries out its operations 
on all points with elevation values of 61, 76 and 91 m respectively. 
Block 11. This writes out array G2 into a pre-created data file in 
the format specified in statement 180. 
Block 12. This ends the execution of the program. 
10.4.1.4 Detailed Explanation of the Program 
Line Number Comments 
1 Procedure of the Program. 
2 Dimensions arrays. 
3-7 Explai~arrays Gl and G2 and comments on the 
transformation parameters. 
8-14 Givesthe values of the parameters used in the actual 






Reads in array G1 in the specified format. 
Comments on the sizes of arrays Gl and G2. 
Put j • 1 for the first data point. 
Transforms all those digitized points with contour 
elevation value of 31 m to terrain values and stores 
the transformed coordinates together with the elevation 
value of 31 m for each point in array G2 until all 
points with elevations = 31 m are transformed. 





of 46 m (lines 29-37); 61 m (lines 38-46); 76 m (lines 
47-55) and 91 m (lines 56-64) into terrain values and 
stores the transformed coordinates, together with the 
corresponding elevation values for each point, in array 
G2 until all points with elevations = 46, 61, 76 and 91 m 
have been transformed. 
The array G2 (3,M) co~prising the X, Y, Z coordinates 
of points (i.e. the DTM) is written in the specified 
format. 
Ends the execution of the program. 
Program and Sample Input and Output Listings 
Fig 10.4 is the actual listing of the Program DTM supplemented 
by the flow diagram Fig 10.4.1. A sample of input data to the 
program is given in Fig 10.5 with a corresponding sample output data 
in Fig 10.6. 
10.4.2 Program FREeT 
This is the feature rectification program which transforms 
the digitized image coordinate data into the terrain system and then 
applies the necessary geometric corrections for relief displacement 
to the transformed data using the height values interpolated from 
the string DTM data generated by the previous Program DTM. In the 
same manner as the previous DTM program, the set of parameter values 
reqUired for the image to terrain coordinate transformation are 
determined in a preliminary operation using Program POLY. 
10.4.2.1 Definition of Variables 
.+ 
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FiR 10.5 Sample Input Data to Prosxam DTM 
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Digitizer x-coordinate of point j; 
Digitizer y-coordinate of point j; 
Unrectified Eastings value of a point after transformation; 
Unrectified Northings value of a point after transformation; 
Rectified Eastings value of point j; 
Rectified Northings value of point j; 
Eastings of a point m in the DTM; 
Northings of a point m in the OTM; 
Height of a point as derived from the DTM; 
Calculated height of a point with respect to the 
average ground height; 
Height of a point with respect to the O.S. Datum; 
A counter which limits the number of points to be used 
in the height interpolation process to 4; 
Variables used in the process of height interpolation. 
10.4.2.2 
A(2,a) 
Definition of Arrays 
D(2,a) 
Array comprising the measured image (x,y) coordinates 
of features and the corresponding feature identification 
codes (headers); 
Array containing Eastings and Northings of the trans-
formed image coordinates before the application of the 
relief displacement correction, and the corresponding 
headers (untransformed); 
DRECT(2,a) Array containing the rectified coordinates of the 
G2(3,M) 
transformed points and the headers required for plotting 
this data. 
Array containing XYZ DTM data. 
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10.4.2.3 Explanation of Program FRECT 
The program listing (see Fig 10.7) has again been divided 
into blocks so as to facilitate the explanation of the sequence of 
operations whtch it performs. 
Block 1. This initial block gives the title of the program. 
Block 2. This block dimensions the arrays A, D, DRECT and G2 used 
in the computations. 
Block 3. This particular block outlines the function of the program. 
Block 4. The x,y digitizer coordinates of the image points are read 
and input through channel 5. These are then stored in a data file in 
the format specified in statement 100 of line 8. 
Block 5. This gives the number of pairs of coordinates in array A 
and the number of coordinate triplets in array G2 (see block 9 later). 
Block 6. This sixth block simply lists the values of the sixteen 
transformation parameters which are to be used for the transformation 
of the digitizer coordinates into the terrain system - no' nl , •••• , 
n7 being the transformation parameters in the Easting direction and 
mo' ml , •••• , m7 the corresponding transformation parameters in the 
Northing direction. 
Block 7. In this block, the maximum and minimum coordinate limits 
of the DTM are given in orde~ to check whether the digitized points 
fall within these limits. 
Block 8. This particular block gives the values of (i) the 
multiplying constant C9 (= satellite orbital- altitude (H) divided· 
by the average satellite ground track distance Sg to the centre of 
h 800 t e swath in this case, 292.2 ) which is to be used for the calcu-
lation of relief displacement errors; (ii) the average terrain 
PULLOUTS 
.-,",,~' ", --""-''',,'-'' ,,~,"~, ""-'''-'-'''''","",:' 
.. . . ". . .'c c~., 
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(0002) REAL AC2,63'1),DI2.63'1),DRECTC2 •. 63'1).G2(!L898) (2) 
(0003)C THE PROGRAM FIRST TRANSFORMS THE I"AGE DATA TO TERRAIN USING A 
(0004)C POLYNOMIAL TRANSFORMATION,THEN THIS TRANSFORHED DATA IS HERGED 
(0005)C UITH ANOTHER SET OF DATA OBTAINED FROH A DTH 
(0006)C TO PRODUCE AN OUTPUT UITH REDUCED RELIEF DISPLACEMENT ERRORS 
(~~) . - READ(S;lOO) A 
(0008) 100 FORHAT(2X,FS.l,1X,FS.l) 
(000-9) 11=639 
(0010) 12=898 










































INPUTlfUL1IPLYING CONSTANT C9=H/Y 
C9=2.737 
INPUT AVERAGE TERRAIN HEIGHT OF THE AREA 
HAVERAGE=60.0 
INPUT ANGLE 9ETYEEN ACROSS-TRACK DIRECTION AND GRID NORTH 
THETA=163.5/1BO.O)*J.f429 
READ OTM IlATA 
(0040) R£AD(I,f40) 62 

















































CONTI HUE (y 







DO 180 J= 1 , I 1 
IFIAII,J).LT.0.0.OR.AI2,J).LT.O.O) Goro 160 
PI =NO+N1*A( 1, J) +N2*A I 2, J) +N3*AI 1, J )oA I 2, J) +N4*A (1 ,J) **2 
P2=N50(All,J)o'2 0AI2,J»+N60All,J)003+N7 0(All,J)0030AI2,J» 
D(I.J)= P1+P2 
P3=HO+HloA( 1 ,J) +HZoA( 2 ,J) +H30A( 1 ,J )OA( 2, J)+H4oAI 1 ,J)U2 




CHECK IF POINT OUTSIDE DTH DOHAIN 




DO 170 "=1,12 
IF(KCOUNT.GT.4) GOTO 175 
DIST=SQRTIIX-G2(I,H»oo2+IY-G212,M»"2) 
IFIDIST.GT.500.0) GOTO 170 
OR N)oy 
KCOUNT=KCOUNTtl 
SUH1=SUH1+G213,M)/DTST •• ? 
SUH2=SUH2+1/DIST.*2 
CONTINUE 
IFISUM1.EO.0.O.OR.SlIH2.EQ.0.0) GOTO 200 
HP=SUM1/SUH2 
CALCULATE ELEVATION OF POINT UITH REFERENCE TO AVERAGE TERRAIN HT. 
HCAL=IHP-HAVERAGE) 









DRECT (1 ,J) =999999.99 
DRECT(2,J)=999999.99 
GOTO 180 

















'" ..... o 
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elevation of the area concerned (= 60 m for this test area); and 
(iii) the angle (THETA) between the across-track direction of the 
satellite and Grid North to allow the relief displacement errors 
(which are essentially in the cross-track direction of the satellite) 
to be resolved into their Easting and Northing components. 
Block 9. In this block, the string DTM data is read from a data 
file into the computer memory through channel number 1. Once this 
is complete, the data is stored in array G2 for use in Block 10. 
Block 10. This large block consists of two DO loops which actually 
transform the digitizer coordinates into the terrain coordinate 
system, carry out the corrections for relief displacement and then 
apply them to the transformed coordinates to produce the final set 
of terrain coordinates with reduced relief displacement errors. 
The block starts by transforming the first point from the digitizer 
(x,y) coordinate system into the terrain system using the given 
transformation parameters from the prior operation of program POLY. 
These transformed coordinates D(l,j), D(2,j) are then assigned values 
X and Y respectively and a check is applied as to whether they lie 
within the defined ltmits of the DTM. If a particular point does 
not, then the program simply rejects it and proceeds to the next 
point to be transformed. If, however, a point lies within the 
limits of the DTM, preparation is made to rectify its coordinates by 
eliminating the error arising from relief displacement (lines 54, 55 
and 56). The file of DTM data is searched to establish points 
which lie in the neighbourhood of the transformed point that can be 
used for the interpolation of the height of this particular point. 
As will be seen from line 60, the DTM point is used for the purpose 
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if it lies within a radius of 500 m from the point requiring 
rectification. If the number of such points reaches 4, then the 
search for further points may be stopped. 
Next, the interpolation and calculation of the height of the 
point requiring rectification is carried out, followed by the com-
putation of the corrections to the Eastings and the Northings arising 
from relief displacement. These are then applied to the transformed 
coordinates (X, Y).of the point and the results stored in array 
DRECT (l,a). The program can then proceed to the next pair of 
digitizer coordinates. If one or both of the coordinates to be 
transformed happen to be negative (which indicates that the next set 
of (x,y) coordinates belong to another feature which had been 
digitized) then the program does not transform these coordinates 
but simply replaces them in arrays D and DRECT by 999999.99 and 
999999.99 in order to make them conform to the output data format 
(line 85). The program then proceeds to the next pair of digitizer 
coordinates. This continues until all the digitizer coordinates 
are exhausted. 
Block 11. This block writes out, in the specified format, the 
rectified terrain coordinates and the feature identification codes 
stored in array DRECT to a pre-created data file where they will be 






Detailed Explanation of the Program 
Comments 
The title of the program. 
Dimensions the arrays A, D, DRECT, G2. 
Comments on the function of the pLogram. 
374 
7-8 Reads array A and gives details of its format. 










number of DTM points (898). 
Gives the image-to-terrain transformation parameters 
already computed by PROGRAM POLY. 
Gives the limits of the DTM in terms of its Easting 
and Northing values. 
H Gives the multiplying constant ( C9 = Sg = 2.737); the 
average ground height (h = 60 m) and the angle (THETA) 
between the across-track direction of the flight and 
the Grid North. 
Reads the string DTM data in a format as specified. 
Transforms the image coordinates of a point to its 
terrain value. 
Assigns X and Y to the transformed coordinates. 
Checks whether the transformed point lies outside the 
DTM domain. 
Sets the initial values to prepare for the height 
interpolation from the string DTM data. 
Computes Q.h. and 
1 1 
65 If there is no point lying in the neighbourhood of the 
transformed point then it is accepted as it is (this 
did not actually happen in this experiment). 
66 Computes the final interpolated height. 
67-68 Calculates the elevation of the point with respect to 
the average terrain elevation. 









the relief error is calculated using the appropriate 
formulae and applied to the transformed coordinates. 
If the point is ~ the average terrain height, then 
the relief displacement error is calculated using the 
appropriate formulae and applied to the transformed 
terrain coordinates. 
Put D(l,j) = DRECT(l,j) = 999999.99 and D(2,j) = DRECT(2,j) 
= 999999.99 in order to conform to the output format 
of statement 190. 
If the point cannot be rectified (i.e. there are no 
nearby DTM points) then store it in array DRECT. N.B. 
This did not actually happen in this experiment. 
Continues the rectification. 
Writes out array DRECT in the previously specified 
format. 
Ends the execution of the program. 
Listing of Program and Sample of Input and Output Data 
Fig 10.7 is the listing and Fig 10.7.1 the flow diagram 
of the Program FRECT. A sample of input data to the program is 
included as Fig 10.8 together with the corresponding output data 
(Fig 10.9). 
10.4.3 Program PLOTTER 
It was not possible to use the previous PLOTIR program which 
plotted out the individual vector errors resulting from the accuracy 
tests, since the digital monoplotting procedure involved the 
continuous plotting of line features. Thus, this program plots the 
CONTAINS 
PULLOUTS 
Fig 10.7.1 Flow ChaJ:t for Program FRECT 376 
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CONTINU E(Y OR N)? 
Fig 10 . 8 Sample Input Data to Program FREeT 
Header indicating the start of a new feature 










(0 001) 582262.90 333688 . 30 
(0002) 582405 . 30 333372 . 30 
(0003) 582596.90 333457 . 70 
(0004) 582490.50 333743.70 
(0005) 582319.30 333653 . 40 
(0006) 999999 . 99 999999.99 
(0007) 581321.20 333006.50 
(0008) 581519.10 333025.80 
(0009) 581753.60 332787.40 
(0010) 581848.30 332917.00 
(0011) 581955.00332913.80 
(0012) 582094.60 332913.70 
(0013) 582184.00 332881.90 
(0014) 582337.80 332802.60 
(0015) 582262.10 332755.30 
(0016) 581871.10 332738.30 
(0017) 581947.30 312558.40 
(0018) 582034.80 332472.90 
(0019) 582010.80 332370.60 
(0020) 581836.20 332314.00 
CONTINUE(Y OR N)'Y 
(002') 581784.10 332596.40 
(0022) 581616.10 332613.70 
(0023) 58'552.60 332801.50 
(0024) 581293.60 332796.40 
(00251 581262.90 332987.40 
(0026) 581396.80 333053.90 
(0027) 581552.20 J13028 . 90 
(0028) 581739.60 332866. 30 
(0029) 581747.50 332853.70 
(0030) ~ 81 7 9 J.l0 332864.RO 
(00 31) 999999 . 99999999.99 
(0032) 581353.10 33411~.90 
(0033) 581249.40 333944.'0 
(0034) 581437.10 333781.80 
(0035) 5ijl~36.20 333932.70 
(0036) ~B1161.10 334103.JO 
(?017) 999Y9Y.99 999999.99 
~H06~) . JO ~J324'.40 
)~-,.,")~ .... f;) "!.~~"l.~'A .'A~ 
IUU4m ~aD:;87 .7D 331088. 
CONTINUE'Y OR N,'Y 
(0041) ~80537.JO 333057.10 
(0042) 580547.90 333011.40 
(0043) ~80497.30 332979.80 
(00441 580478.10 332897.90 
(0045) 580486.10 3326~8.70 
(0046) 580552.30 332665.00 
(0047) 580445.20 332668.10 
(0048) ~80456.80 332762.60 
(00491 ~~0329.20 332770.40 
(0050) 580312.40 332882.10 
(00~1) 579973.00 332863 . 30 
(0052) 579951.50 332954.40 
(00~3) 580447.60 333088.60 
(0054) 580485.60 333112.30 
(OO~~) ~80446.60 333175.10 
(0056) 580623.40 333285.90 
(00~7) 999999.99 999999.99 
(~058) 580842.70 331886.30 
(0059) 581084.70 331862.60 
(00601 581093.70 331763.50 
cONTINUEIY OR N)'Y 
(0061) 580834 . 30 331758.90 
(0062) 580881.60 331823 . 30 
(0063) 999999 . 99 999999.99 
(0064) 581153.80 331835.80 
(0065) 581159.70 331769.80 
(0066) 581376.40 331730.30 
(0067) 581425.60 331848.20 
(0068) 581155.60 331889.30 
(0069) 999999.99 999999.99 
(0070) 57753 4. 00 331009 .90 
(0071) 577624 . 10 331008 .80 
(0072) 577576.40 330752.10 
(0073) 577810. 40 330693 . 00 
(0074) 578030 . 60 330874 . 80 
(0075) 578181.70 330998.70 
(0076) 578092.80 330999 . 00 
(0077) 578139.90 331202.30 
(0078) 578068.70 331230.60 
(0079) 578028. 40 331154.70 
(0080) 577928.80 331254 . 50 
CONTINUE(Y OR N)1Y 
(0081) 577803 . 00 331339.50 
(0082) 577722.30 331188 . 00 
(0083) 577550.60 330984 . 30 
(0084) 999999.99 999999.99 
(0085) 576930.20 331111.90 
(0086) 577194.40 331064.70 
(0087) 577092.10 330919 . 40 
(0088) 576932.00 330972.00 
(0089) 576890.40 331090.20 
(0090) 999999.99 999999.99 
(0091) 577849.70 33227 1.30 
(0092) 577869.30 331848.60 
(0093) 577578.10 331856.90 
(0094) 577564.50 332213.60 
(0095) 577797.30332241.40 
(0096) 999999.99 999999.99 
(0097) ~76174.90 328971.40 
(009R) 576541.90 328826.60 
(0099) 576366.10 328436.90 
(0100) 577354.70 327843.00 
rOHTIHUE(Y OR H)?Y 
(0101) 577~89.80 327958.80 
(01021 577652.60 327865.80 
(0103) 577334.60 327693.80 
(01041 575914.00 328574.60 
(0105) 576229.90 329021.60 
(0106) 999999.99 999999.99 
(0107) 576305.40 328989.80 
(0108) 577263.30 328754.80 
(0109) 577256.10 32R713.10 
(0110) 577389.40 328645.80 
(0111) ~77395.30 328480.30 
(0112) 577531.40 328226.30 
(0113) 577479.40 328173.60 
(0114) 577~20.40 327932.~0 
(011~) 999999.99 999999.99 
(01161 576462.40 329414.60 
(0117) ~7BO'7.JO 3'9128.80 
(0118) ~78265.80 129554.80 
(0119) 578221.90 329673.40 
(0120) 578573.10 329976.70 
rONTINUE(Y OR HI'Y 
(0121) 57R506.70 330025.30 
(0122) 578245.30 329776.20 
(0123) 578152.90 329809.90 
(0124) 578064.90 329918.10 
(0125) 578052.80 330018.30 
(0126) 577914.20 330150.10 
(0127) 577895.80 33Q424.10 
(0128) 577883.60 330470.10 
(0129) 577880.60 330557.10 
(0130) 577880.60 330557.10 
(0131) 5778'7.90330626.60 
(0112) 57767~.90 330544.00 
(0133) 577692.80 330518.20 
(0134) 577777.10 330443.10 
(0135) 577780.30 330356 . 10 
(0136) 577735.30 330043.90 
(0137) 577756.00 329768.60 
(0138) 576705.40 329717.~0 
(0139) 576739.~0 329480.80 
(0140) 576455 . 00 329557 .60 
COHTINUE(Y OR H)'Y 
(0141) 999999.99 999999.99 
(0142) 577514.60 329624.50 
(01~3) 577777 . 40 329655.10 
(0144) 577829.10 329~68.80 
(0145) 577813.90 329277.50 
(01.6) 577785.60 329186 . 90 
(0147) 577562.10 329178 . 60 
(0148) 577533.20 329435.60 
(0149) 577520 . 00 329482.30 
(0150) 577426.20 329517 . 30 
(0151) 577510.50 329603.90 
(0152) 577680.30 329614.80 
(0153) 999999.99 999999.99 
(0154) 578093.70 329629 . 80 
(0155) 578131.60 329707 . 10 
(0156) 578161.00 329580.80 
(0157) 578072.80 329581.10 
(0158) 578055.90 329606.80 
(0159) 999999.99 999999.99 
(0160) 576441.90 329365.80 
CONTIHUE(Y OR N)' 
RpA n pT' 
'" (» ..,. 
~ 
V> 




image coordinates of all the digitized features after they have been 
transformed to the terrain system and rectified to eliminate the 
effect of relief displacement using the method described in Section 11.3.3 
The type and characteristics of the plotter used for this task are the 
same as those mentioned previously in Section 8.7. 
Definition of Variables 
A(l,j), A(2,j) Eastings and Northings (respectively) of the 
point j which is to be plotted; 
10.4.3.2 
A(2,m) 
Number of records in the file which contains the 
data to be plotted. 
Definition of Arrays 
Array containing the rectified terrain coordinates 
of the area. 
10.4.3.3 Explanation of the Program 
Block 1. This block gives the title of the program. 
Block 2. This block explains the function of the program. 
Block 3. In this block, the array A containing the data to be 
plotted is dimensioned. 
Block 4. This fourth block gives the number of records in the data 
file containing the points to be plotted and the number of headers or 
feature identification codes (coordinates 999999.99, 999999.99 in 
this case). 
Block 5. Reads array A in the special format specified in statement 
100. 
Block 6. This block calls the appropriate GHOSt subroutines to 
prepare the plotter for plotting the data. 
-
387 
Block 7. This block calls GHOST subroutines to actually perform the 
plotting of the features; moving the pen to the start of a new 
feature whenever the values X = 999999.99 and Y = 999999.99 are 
encountered. 
Block 8. Calls the GHOST subroutine GREND to end plotting after the 
list of coordinate data has been exhausted. 
Block 9. This block ends the execution of the program. 
10.4.3.4 Detailed Explanation of Program 
Line No. Comments 
1 Title of the program. 
2-4 Explains the function of the program. 
5 Dimensions array A. 
6 Gives the number of points to be used in the plotting 
operation. 
7-8 Reads array A and defines its format. 
9-18 Calls the appropriate GHOST routines to prepare the 







Calls GHOST routine POSITN to place the pen at the 
initial point. 
Initializes the plotter by setting I = 2. 
Calls the GHOST routines necessary to plot the features. 
Calls GHOST subroutine GREND to end plotting. 
Ends the execution of the program. 
Listing of Program PLOTTER 
Fig 10.10 is the listing of the Program PLOTTER supplemented 
by Fig 10.10.1 which is a flow diagram of the program. Fig 10.9 is 
Fig 10.10 Listing of Program PLOTTBR 
(0001) PfWGRAM RA[lARMAF' 
(0002)C 
(0003)C 
i :)00 q ) r. 
TOrtaT TEfifiAJN COllfW1NATE5 OF FAin OF rA:Jr Ar!GUAfrfAilF AFTER 
CORREcrTNG THEM FROM THE EFFECT OF HUH {lTBF'LACFNHJf 
[;110';1 r,Oil J r j~rc. AR t IISI·II Hili PlOTT I rlG 
( (lO(I~,) rif. A l A ( ~~ , ,) ,\ ? ) 
(0006) N=6JV 
10(07) REAu(~,100) A 
(ODOR) ~oo FOkMAT(lX,F9 . 2, IX ,~9.2) 
(OOO 'I)C Ud LING PIOTfING ROUTINES 
(DOlO) r.A1L PAPER(I) 
(0011) CAll P5PACE(0.1 ,().9:'i ,() . l,O. 9~') 
1001 '2) I:AII MAP I ~,nO()o., ~,9,!()00 . , .rno oo. ,~4'/O OO. ) 
(0013) CAl. I SCALES 
(0014) CALL HORDER 
IU01~) CAll ITAlJC(O) 
(0016) CALL PLACE(10,3) 
( 001 7l CAL l T 'ff' F C S ( .' n 1 G IT r, I I Y f' I. (1 J H Ii r\ t1 p. , 2 ·.n 
(001f1) CAli I'TRtjA(j(~) 
(0019) CA li pnSIflllAil,l),ti( :',I)} 
!(020) (-2 
co tIT HUlE <Y Il f.: Ill'r Y 
(0071) 10~ X=All. [) 
(002?) Y=AI2,1) 
(0023) lFlt.FO.9Y9999 . 9Y.HIlD .f .rO .999 9Q7.v9) GOrO 110 
(0024) IF(I.EO.N) GOTO 120 
(0025) CALL JOINIX,Y) 
(0026) 1=1+1 
(002/) GOTO 105 
(0028) 110 CAl.l POSITN(A(1 ,It 1 ),AI2,I+I)) 
(0029) 1=1+1 
(0030) 80TO 10~ 
loo:.n) l?O C ~: t. Ij ~iFrnl 
(0031) - - 'nOF' 
(0033) FNn 














Fig 10 . 10 . 1 Flow Chart of Program PL0T~ 
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a sample of the input data to the program while Fig 10.13a is a 
sample output map using the program PLOTTER. 
10.5 Results of Digital Monoplotting Experiment 
As an initial check on the effectiveness of the rectification 
process, the planimetric coordinates of the twelve control points used 
for the determination of the transformation parameters have been 
computed before and after rectification of the relief displacement 
errors. The resulting errors (as compared with the given values) 
are shown in the computer output listing as Fig 10 .11. The vector 
plots of these errors at the twelve points before and after rectifi-
cation are given in Figs 1O .• IZa and 1O.lZb respectively. M can be 
seen, the r.m.s.e. in the X~direction improved very slightly from 
+ + aX = -15 to ax = -11 m. However, in the Y-direction, the improvement 
is more noticeable, i.e. from ay = !'Z8 m to ay = !'18 m. It can also 
be seen from the vector plots that while the rectification did 
reduce the magnitude of the errors due to the topographic relief, 
substantial residual errors remained, still displaying the character-
istic pointing in the cross-track direction visible in all the 
accuracy tests carried out with the Seasat SAR imagery. These 
findings may be viewed as being rather disappointing in view of the 
very large amount of effort and time that has been spent in attempting 
further rectification using digital monoplotting techniques. It is 
indeed difficult to account for the substantial residual systematic 
errors which these plots display. 
The main object of the experiment was the production of a 
rectified planimetric map from the Seasat SAR imagery. This is 
included as Fig IO.13a, while Fig IO.13b is the map resulting from 
391 
plotting the unrectified data, i.e. without the application of the 
relief displacement corrections. The two maps have been plotted 
at the scale of 1:63,360 for comparison with the existing 0.5. 
topographic map of the area (Fig lO.13c). 
Comparison of the plot of the unrectified data (Fig lO.13b) 
with the 0.5. topographic map (Fig 10.13c) shows that it does not 
fit the map too well. In particular, features such as the Al48 main 
road and the lower part of the Roman Road (designated by "all) are 
in places well off target while most of the plotted woodlands do not 
register exactly with the map. The same remarks may be applied to 
the Sculthorpe Airport (though to a lesser extent), the Deer Park 
and most of the minor roads which have been interpreted, digitized 
and plotted, e.g. that at the top right of the plot designed by "bll. 
Comparison of the plot produced from the rectified data 
against the map reveals that overall there is only a slightly better 
fit of this plot to the map than that produced with the unrectified 
data. When comparing this plot with that produced from the 
unrectified data, it will be seen that the differences between the 
two plots are not substantial nor readily apparent due to the small 
scale at which the map has been plotted. However, that the 
rectification did actually take place can be seen from the comparison 
of the listings of the coordinates of part of Bunker's Hill forest 
and of Chantrey Hill forest before and after rectification (Fig 10.14). 
Substantial corrections - typically of the order of 15 to 25 metres -
have been effected, corresponding to 0.25 to 0.4 mm at the map scale. 
However, these do not show up as marked differences between the two 
plots and they would need representation at much larger scales for 
the changes to be readily seen. In fact, as will be seen below, 
RU N Fig 10 . 11 Discrepancies at control points before and after application of 
the relief displacement error . 
* SEASAT.TRANSB 05 FEB 82 18:09:53 PT. NO EASTINGSCMl NORTHING2CM) DE (/0 flNOI) D I (M) 
40 578101 329539 
-20.1633 
-26.6284 33 57 581339 334051 2.93158 
-32.0219 
.52 59 5R5292 330396 13.6694 '-40, ~i331 42 69 58/893 3~4912 13.1895 
-16.35Bl 21 72 58767B 317596 
-2.21845 2.45493 3 .~6 576646· 328428 3.51712 6.3628 43 5778~5 331805 3.91659 1 • .545213 4 46 579209 330545 19.2566 26.lJO!) 32 47 580127 330361 
-27.0059 
-5.211325 27 53 582206 331456 9.25193 44 . J:~B 45 6" 586672 332925 
-25.2391 39.369.5 46 74 57H269 328333 9.08006 
-0,457047 9 Vol 
-.D 
RMSE IN X DIRECTION BEFORE RECTIFICATION= 14.6038 
N 
PRESS RETURN TO CONTINUE 
RMSE IN Y DIRECTION BEFORE RECTIFICATION= 27.7522 
RESIDUAL ERRORS AT CONTROL POINTS AFTER RECTIFICATION 
'OINT NO EASTINGS(M) NORTHINGS(M) DE (ti) ntH M) D2CM) 
40 578101 329539 
-21.42.36 
-29.2682 36 5l 5B 1339 334051 1.6912'9 
-34.4627 34 59 585292 3303'16 12.4292 
-22.9/3 26 69 5B7893 3~4912 5.5147 7.5192 72 587678 337596 6.46356 19.53311 20 36 576646 328428 2.27(,84 3. '-12295 8 43 577855 331605 
-1.04455 
-8.41411 8 46 579209 33054'5 1B,0163 4_:?906 
'. R 47 580127 330361 
-8.241.2 
-7.6,)B09 11 53 !'i82t06 331451. 
-14.:)135 
-2.01907 14 66 586672 332925 '6.-1794 16.9295 18 74 5/8269 32fl33.3 
'2.08252 
-12,4157 12 PR~SS RE7URN TO GONTINU~ 
'MSt AT CONTROL POINTS AFTE~ Rf-GTIfICATIOtHX-DIRC.)= 11.2421 
RKSl AT CONTROL POINTS AFTER RErTIFIC. IN Y DIRECTION= 17.5083 
• .581 SECONDS US~D 18:10:47 
.. ~ .-: 
RUN 
. Fig 10 .ll.:niscrepan~tes at control point. before and' after appl;ication of 
. the relief displacsment error. 
* SEAS~T. TRANSB 05 FEB 82 18:09:53 
PT. NO EASTIHGS(H) tWRTHING2(H) DE (M) PN(H) D 1 (M) 
40 578101 329539 
-20.1833 
-26.8284 33 57 ' 581339 334051 2.93158 
-32.0229 32 59 585292 330396 13.6694 
-40.5331 42 69 ) : 587893 334912 13.1895 
-16.3581 21 72 '., 58767, 337~96 
-2.21845 2.45493 3 36 576646 ' 328428 3.51712 6.3628 7 43 577855 331805 3.91659 1.34528 4 H 519209 330545 19.2566 26.7305 32 47 580127 330361 
-27.0059 
-5.21825 27 53 :j 582206 331456 9.25193 44.338 45 60 .~ 586672 332925 
-25.2391 39.3693 46 74 c 578269 328333 9.08006 
-0.457047 9 c RHSE IN X DIRECTION BEFORE RECTIFICATION= 14.6038 
PRESS. RETURN TO CONTINUE 
RMSEflo/ Y DIRECTION BEFORE RECTIFICATION= 27.7522 
RESIDUAL ERRORS AT CONTROL POINTS AFTER RECTIFICATION 
" 
", 
POINT NO EASTINGS(H) NORTHINGS(M) DE(H) DN(H) D2(M) 
40 578101 329539 
-21.4236 
-29.2682 36 57 581339 334051 1.69129 
-34.4627 34 59 585292 330396 12.4292 
-22.973 26 69 " . 587893 334912 5.5147 7.5592 9 72 ') 587678 337596 ,6.46356 19.5339 20 36 576646 328428 2.27684 3.92295 8 43 577855 331805 
-1.04455 
-8.41411 8 46 579209 330545 lB.016J 4.2906 IS 47 ' ; 580127 330361 
-8.2462 
-7.65809 11 53 '" 582206 331456 
-14.3135 
-?O1907 14 66 " 586672 332925 "6.4794 16.9295 18 H ~ 578269 328333 
-2.08252 
-12.4157 12 PRrSS R TURN TO CONTINUE 
RHSE AT CONTROL POINTS AFTER RECTIFICATION(X-DIRC.)= 11.2421 
RHSE AT CONTROL POINTS AFTER RECfTFIC. IN Y DIRECTION= 17.50B3 




















Fig lO .12a 
VECTOR MAP OF POSITION 















Fig l O. 12b 
VECTOR MAP OF POSITION 
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the corrections resulting from the rectification were, in many cases, 
swamped by the errors resulting from wrong identification and 
measurement of the plotted boundaries. 
Turning to specific classes of well defined features on this 
plot:-
(i) The fit is relatively good for most of the plotted wooded areas. 
However, due to the difficulties encountered in the interpretation 
and delineation of the exact boundaries of the woodlands, the plotting 
of these features is not consistently good as can be seen from the 
many minor misfits of the wooded areas. 
(ii) Some minor ~ such as that crossing the Big Wood forest, 
that passing to the east of it and that crossing the Deer Park 
(designated by c, d, and e respectively) do fit the 0.5 0 map quite 
well. This is rather unexpected since all of these roads run 
roughly in the cross-track direction. On the other hand, as with 
the plot produced with the unrectified data, the A148 main road which 
runs -approximately at right angle to the flight track is still 
displaced out-of-position along most of its plotted parts, compared 
with all the other features on the plot. Thus, there is little 
doubt that this main road has been wrongly identified and consequently 
wrongly measured and plotted, even though the image which was actually 
plotted appeared to be quite convincing as a road. 
(iii) The fit of the Sculthorpe Airport on this plot is reasonably 
good. Even the small blocks of buildings situated inside the air-
field seem to conform to the details shown on the 0.5. 1:63,360 scale 
map. 
(iv) The limits of the built-up areas such ~s the village of East 
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Rudham in the centre bottom of the map have not been plotted correctly 
or completely, the reason being that around this type of village there 
are a number of blocks of houses scattered in the country-side which 
also give bright returns. Thus during measurement, it was difficult 
to delineate the exact boundary of the village, and so only the 
centre of the village, where a coherent and consistent set of returns 
occur, has been delimited. However, it is also possible that the 
size of the village may have changed considerably over the time lag 
between the compilation of the map (1969) and the acquisition of the 
imagery (1978). This tends to be confirmed by a further comparison 
of the plotted map with the recently revised 1:50,000 scale 0.5. map 
of the area. 
Overall, it may be concluded that the technique adopted in 
this experiment to remove the effect of relief displacement errors 
from the Seasat SAR image data onlj:~rov~~ -~he fi(~~ig~~, and 
it appears that the difficulties experienced with interpretation are 
those of paramount importance in the process of digital monoplotting 
of the Seasat SAR images. . In particular, the roads of many different 
types which would provide the main framework of linear features on 
which the rest of the detailed plotting could be based proved to be 
singularly difficult to deal with. In many cases, the road image 
I appeared to depart from the correct position in an unexpected manner 
and even prior knowledge of the orientation and location of a 
particular road would sometimes not help in correctly identifying 
and plotting it on the image as in the c~se of the Al48 main road 
mentioned above. 
Wooded areas pose their own special set of problems, though 
of a lesser magnitude than those associated with the roads. The 
) 
403 
main difficulties associated with the digital monoplotting of wooded 
areas in the test image appear to stem from the fact that the types 
of trees dominant in some wooded areas produce relatively weak radar 
energy returns which makes them difficult to detect and interpret 
and hence to measure them with any confidence even though they are 
well depicted on the map. 
Human settlements can be relatively easy to plot if sufficient 
image contrast exists. However, it is not always possible to plot 
individual blocks of houses; instead, a small settlement of possibly 
100 m to 200 m in extent can be plotted as a single cluster which is 
not necessarily a defect on a relatively small-scale ·topographic map. 
10.6 Conclusions and Recommendations of the Test 
The present digital monoplotting experiment from Seasat SAR 
imagery was initiated in support of topographic mapping from side-
looking orbital radar imagery. In particular, map revision was seen 
as an obvious application of the technique. The resul ts are 
undoubtedly disappointing but since the scope and extent of the 
present test have been rather limited, the corresponding results must 
be viewed with this in mind. It must be said however that initial 
attempts to plot the digitally processed image of the Milford Haven 
! 
I test area using the same technique were even more disappointing .than 
that of the East Anglian image due to the sheer lack of topographic 
detail which could be identified with any certainty. 
Turning back to the East Anglian image, although individual 
well-defined image features did show some improvement in their 
overall positional accuracy after the application of the relief 
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displacement errors, the plotted detail certainly did not fit the 
ground as well as had been hoped for and many features required for 
inclusion in a topographic map have not been detected or plotted. 
Hence, one may conclude tentatively that the problems associated with 
digital monoplotting from SAR imagery are mainly associated with the 
detection and identification of image features rather than those of a 
geometric nature. These problems may lead to many gross errors 
being perpetrated in the measurement stage. 
However, a more positive point towards digital monoplotting 
from radar imagery is that, even with its limitations, it may be of 
importance in the cloud-bound areas of the developing world, though, 
in these circumstances, a disadvantage is the need for advanced 
technology in the form of computers, digitizers, plotters etc, and of 
skilled personnel to implement the method. However, since this 
experiment is one of the first attempts to produce original line maps 
from satellite SAR images, further experiments of this type should be 
carried out over different types of terrain in various parts of the 
world to reach firm conclusions regarding the potential of digital 




INTERPRETATION OF SEASAT SAR IMAGERY FOR TOPOGRAPHIC MAPPING 
11.1 Introduction 
It has already been seen in the previous two chapters that the 
efforts to establish the effectiveness and accuracy of the various 
procedures devised for rectification of the Seasat SAR imagery were 
severely constrained by the difficulties encountered in the detection 
and interpretation of the objects known to be present on the terrain 
and which should have been visible on the SAR image. No measurements, 
whether of individual point images as carried out in the tests of 
geometric accuracy or of continuous line plotting as attempted in the 
digital mo~plotting experiment, can take place without some degree of 
interpretation, however secondary a function this might be. However, 
the sheer paucity of well-defined points experienced in the geometric 
accuracy tests, especially with the optically-processed images, and the 
obvious omissions, gaps and errors present in the plot produced as a 
result of the monoplotting experiment bring the matter of the inter-
pretability of the Seasat SAR images to the fore. Therefore in this 
Chapter an attempt has been made to establish what can be discerned on 
the Seasat SAR imagery using the details required for standard small-
scale topographic mapping as the yardstick for the study. 
It will already have become apparent that, since a SAR image 
and a conventional aerial photograph are prod~ced by entirelyd:fferent . 
sensors in terms of their wavelengths, methods of operation, geometry, 
etc, the appearance of the same piece of ground will be entirely 
different on the two images. What appears on the one image may not 
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appear on the other. Since the photographic interpretation process 
itself and the results likely to be produced from the interpretation of 
photographs at a given scale are very well known and established, while 
that of SAR imagery is unfamiliar, the main factors influencing SAR 
image interpretation will first be outlined. This is followed by an 
account of the actual experiments carried out on the four test images 
available to the author to establish what can (and cannot) be detected 
and interpreted on the Seasat SAR images in terms of topographic detail. 
11.2 Factors Influencing Interpretability of SLR Images 
Apart from the interpreter's own abilities and aptitudes, there 
are two main groups of factors which affect the interpretability of the 
image. These arise from: 
(i) the radar system geometry; and 
(ii) the back-scattering characteristics of the terrain and of the 
objects present on it. 
11.2.1 Radar System Geometry 
For the purpose of interpretation of SLR imagery, the most 
important geometrical parameters are: (i) the SLR system resolution; 
(ii) the direction in which the imaging is taking place; and (iii) 
the general characteristics of the terrain surface itself with respect 
to the incident energy of the SLR pulse. 
(i) Radar Resolution: The detailed discussion regarding along-track 
and cross-track resolution of SLR images has already been given in 
Section 2.4 and neeqs no repetition here except to emphasize its 
fundamental importance in image interpreta~ion. Wavelength is of 
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particular importance with the shorter wavelengths offering superior 
resolution. Obviously, objects with dimensions less than a resolution 
element will be very difficult to detect and identify on the SLR image. 
(ii) Direction of Lmaging: The distinction between along-track and 
cross-track resolution also raises the matter of the precise direction 
in which the imaging takes place and the resolution which results from 
this. Obviously, an object may be resolved when it is illuminated 
from one direction but not when illuminated from another depending on 
whether it is lying in the along-track or cross-track direction. 
Another aspect of the orientation of the object with respect to the 
imaging beam is that certain objects, e.g. an embankment or a line of 
trees, may well give a strong reflection when located roughly parallel 
to the flight direction but a weak or negligible return if oriented in 
any other direction. These are most important factors, in that the 
detection and interpretation of individual features on SLR images is to 
a certain extent arbitrary and a matter of sheer chance in a manner 
which is not experienced in the interpretation of conventional photo-
graphic images or those produced by other remote sensing devices. 
(iii) Geometrical Characteristics of the Terrain Surface: As mentioned 
in Section 6.3.1.2, radar layover is a function of the height of the 
object being imaged and the radar elevation angle. Furthermore, it is 
also a function of the terrain slope y (Fig 11.1). The incidence 
angle between the direction at which the SLR pulse strikes an object 
or surface and the normal to the surface imag~d is also important in 
defining the conditions for the extent of the back-scatter and reflect-
ivity of the incident pulse. Furthermore, the actual layover resulting 




Fig 11.1 Effect of elevation angle and terrain slope on 
radar layover. 
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render features virtually uninterpretable especially in areas of 
mountainous terrain. 
11.2.2 Back-Scattering Characteristics 
The var~ations in the degree of reflection of the incident SLR 
pulse towards the antenna considerably influence the appearance of a 
certain target on a radar image and hence its detectability and inter-
pretability. The actual backscatter which will be present is a 
function of both the system parameters and the terrain and object 
characteristics and of their interaction with one another. 
(i) Surface Roughness: According to the Rayleigh Criterion, a surface 
imaged by an SLR is considered to be smooth in terms of the transmitted 




h - surface roughness; r 
~ = radar wavelength; and 
~ = angle of incidence. 
Thus the general rule is that the rougher the surface is as compared 
with the wavelength, the more energy will be reflected to the antenna. 
One may note that, for an X-band (~= 3 cm) SLR, many features on the 
terrain will appear rough whil~ for an L-band (~= 25 cm) radar, 
relatively speaking, fewer features will appear rough on the radar image. 
It will be obvious too that the term surface roughness is concerned with 
very small features such as leaves, twigs, gr.avel, sand, etc, which are 
measured in centimetres and tens of centimetres rather than the topographic 
relief, e.g. hills, valleys, ridges, etc, whose dimensions are measured 
in hundreds of metres. 
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Normally several different categories of surface roughness may 
be distinguished. Specular reflection takes place when the surface is 
smooth, in which case, reflection follows Snell's Law by which the angle 
of reflectance is equal and opposite to the angle of incidence of the 
radar energy (Fig 11.2a). Virtually all the energy is reflected away 
from the antenna and the surface thus appears totally black on the 
image, i.e. it is a void. Surfaces which are predominantly specular 
are still water, paved roads, airfield runways, concrete surfaces, 'etc. 
Such surfaces give very low radar returns, except when they present a 
surface normal to the incident radar energy (Fig 11.2b) when a very 
strong return signal is produced which appears as a very bright image. 
Also if a series of smooth surfaces combine to form a corner 
reflector, e.g. a combination of buildings or walls or a complex 
structure such as a bridge or pylon, then again a strong return signal 
will be produced. Towns and villages in particular exhibit many 
such reflectors at SLR wavelengths. 
If, on the other hand, a surface has irregularities comparable 
with the wavelength, energy will be reflected in a quite different 
manner usually referred to as diffuse or scattered reflection (Fig Il.2c). 
Surfaces which produce scattered reflection are woodlands, forests, 
crops, parks, etc. The reflected energy will produce an image of 
intermediate brightness, its actual appearance being dependent on the 
proportion of the incident energy back-scattered to the antenna. This 
in turn will depend on the characteristics of the object itself and the 
degree of surface roughness which it exhibits~ 
The influence of the SLR wavelength already discussed above 
will also extend to include the degree of surface penetration. In 

























penetration and the stronger will be the effect of the sub-surface 
characteristics on the returning signal. 
(ii) Dielectric Constant: The electrical properties of a surface as 
expressed in the dielectric constant (defined as the ratio between 
electric flux density in an object to that in a vacuum for the same 
electric field) critically affect radar return and SLR image inter-
pretation. These properties are strongly dependent on water content 
so that the dielectric constant varies almost linearly with the moisture 
content. Thus in general terms, reflection is least with a surface 
with low moisture content while an increased moisture content leads to 
a marked reflectivity in the surface (Deane, 1973). Having said this, 
one must -also remark that it appears very difficult to quantify or 
measure the dielectric properties of a surface and very little work of 
a definite nature has appeared in the literature so far. 
(iii) Polarization: SLR imaging systems normally transmit horizont-
ally plane-polarized electromagnetic radiation. When this radiation 
hits the terrain, part of it is depolarized and rotated to varying 
degrees depending on the nature of the reflecting object. The horizontal 
and vertical components of this reflected energy may be received 
separately using two different antennae. If the horizontal component 
of tbe radiation is picked up, i.e. the received energy has the same 
polarization as the transmitted pulse, then the reSUlting image is 
deSignated as HH. If; however, the vertically polarised component of 
the reflected radiation is received, the image so formed is designated 
by HV. Investigations of multi-polarized radar images, e.g. by 
Lewis et al (1969), Moore et a1 (1971), have indicated that the 
simultaneous use of horizontally and vertically polarized images is 
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very useful in carrying out successful image interpretation of vege-
tation,rock formations, etc. However, the Seasat SAR is a single 
polarization (HH) system, so it is not possible to investigate whether 
or not the interpretation of two cross-polarized images would be of advantag~ 
(iv) Radar Side-lobe Banding: This is a well-known phenomenon often 
encountered on SLR images. It is normally fpund in the near range part 
of an SLR image where it takes the form of a pattern of light and dark 
bands trending parallel to the flight line. These are the result of 
the returns from the subsidiary pulses emitted by the radar set called 
Side-lobes. Since their strength is a function of the two-way 
travelling distance, thus weakening with range, this accounts for their 
occurrence at the near range parts of the image where ranges are 
shorter. With airborne SLR imagery, interpretation is often ·hindered 
by these side-lobe effects. For satellite-borne radars, side-lobe 
banding can be expected to be very small because of the much greater 
operating ranges involved. 
11.3 Elements of SLR Image Interpretation 
As will have been apparent from the preceding discussion, the 
SLR image of a specific area will inevitably be very different in 
appearance from the corresponding aerial photographic image of the same 
area taken by a conventional photogrammetric or reconnaissance camera. 
Thus the normal experiences and procedures derived from photographic 
interpretation will often have limited applic~tion to the interpretation 
of SLR images. It may be useful to review the usual set of factors -
size, shape, shadow, tone, pattern, site (or location) and orientation -
listed as important in aerial photographic interpretation and attempt 
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to assess their relevance to the particular case of SLR imagery. 
(i) ~: As with aerial photographic images, the size of an object 
on an SLR image is an important clue as to an object's identity. By 
measuring the dimensions of an unknown object on a radar image, the 
interpreter can frequently eliminate from consideration certain 
possibilities as to the character of the objects imaged. In the context 
of SLR, the size of an object should normally be greater than the 
nominal image resolution for it to be detected and identified, although 
of COurse corner reflectors of a smaller dimension may give such a 
great reflectivity as to be visible. It should also be noted that 
measurements on the radar image may only be fruitful if large inherent 
geometric distortions are removed at a preliminary stage in processing. 
(ii) Shape: Shape relates to the general form, configuration or 
outline of an individual object and, as such, these characteristics are 
just as important in recognizing objects on an SLR image as they are on 
photographic images. However, the direction from which the radar looks 
at an object can greatly affect the shape of that object recorded on the 
SLR image. Thus the shape may well be falsified or misleading in that 
certain features of the object may be visible or prominent on the image 
while others will not be present, solely due to the orientation of the 
object with respect to the imaging direction of the SLR set itself. 
As a result, it is not always easy to visualize how a particular ground 
object will be represented on the SLR image and to make allowances for 
the distortion in shape which will result from the inconsistences in 
the signals back-scattered to the receiver arising from this effect. 
(iii) !22!: As with photographic images, objects will often be 
distinguished by the differing tones or intensities appearing on the 
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SLR image. These are produced by the varying amounts of energy 
reflected to the antenna from the objects. As discussed in Section 
11.2.2, the amount of back-scattered energy depends, among other 
factors, on the properties of a specific object, e.g. its composition 
(i.e. the material from which it is made), its surface roughness, its 
dielectric properties, its orientation with respect to the antenna at 
the time of imaging, etc. These are factors which are not always 
apparent to the interpreter who may find it difficult to take account 
of their effect in a particular set of circumstances even when their 
general influence or characteristics are known. 
(iv) Pattern: is the spatial arrangement of the components of an 
image, e.g. man-made features may often exhibit a systematic pattern. 
SLR image patterns are very important for geologists and geomorphologists 
(Waite et aI, 1971) but care has to be taken since the ~ystematic 
pattern visible on a specific SLR image may result wholly or partly 
from the relationship of certain features to the imaging direction of 
the SLR system. Thus caution has to be exercised in basing inter-
·pretation on the patterns visible on a specific image. In view of 
these limitations, the detection or presence of patterns may not be as 
important in the context of radar image interpretation for topographic 
mapping as it is in aerial photography. 
(v) Shadow: The presence of this characteristic may help interpre-
tation, for it may show the shape of an object. For example, shadow 
shapes may allow the interpreter to infer information ahout the actual 
land forms present in the· area and the relative terrain relief. 
However, in the context of an SLR image, it should be remembered that 
the shadows occurring on SLR images are in fact total voids in the 
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image whereas, on a photographic image, detail may still be discerned 
in the shadow areas. These image voids are of course a major 
difficulty in interpreting or mapping an SLR image for which there is 
no cure whatsoever. 
(vi) Site (or location): The location of an object with respect to 
the surrounding terrain features is of course a most helpful item to 
employ in the detection and interpretation of a certain feature on an 
SLR image. Indeed, such were the difficulties experienced in inter-
preting the Seasat SAR images that, in many cases, it was only the 
knowledge gained from existing maps or other information that objects 
were located in a particular place which allowed them to be detected 
and interpreted. Without this locational information, the interpre-
tation would have been still poorer and even more difficult than it 
was. This is a major defect in the use of SLR imagery especially if 
original topographic mapping is being contemplated and the collateral 
information in the shape of existing maps, photographs, etc, is not 
available." 
11.4 Interpretation of Seasat SAR Lmagery for Topographic Mapping Purposes 
Having introduced the basic elements of SLR interpretation and 
the various factors which are likely to be involved in the process, it 
is now possible to see how the interaction of these factors affected the 
interpretation of the Seasat SAR images which were available to the 
author and had previously been used for the geometric tests described 
earlier in Chapters VIII and IX. These were the optically processed 
images which cover the area around the River Tay and the towns of Dundee 
and Perth in Scotland and the two digitally processed images, the one 
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covering parts of East Anglia in England and the other covering parts 
of Pembrokeshire in Southern Wales. The interpretation of the SLR 
images has been carried out on the basis of these two forms of pro-
cessing. Each will be discussed separately and the results summarized 
by two tables given at the end of the chapter. However, it should be 
noted that the results of the interpretation set out in this chapter 
are not oriented towards the needs of specialized field scientists 
interested in mapping particular aspects of geology, forestry, 
vegetation, soil, land forms, hydrology, etc, since the present author 
does not have the reference level required for such studies. Instead, 
the studies have been concentrated on the basic question as to whether 
objects can be detected and identified on an SLR image in the context 
of the detail required for the construction of topographic maps at 
medium to small scales. 
Interpretation of the Optically Processed Dnages 
Interpretation of the two optically processed images of the 
River Tay area was carried out by viewing the image monoscopically 
through a mirror stereoscope equipped with large aperture 3X magnification 
oculars or using a 2X magnifying glass. In view of the difficulties 
experienced in viewing the SLR images which exhibited a great deal of 
background clutter or noise under quite moderate magnification, the 3X 
and 2X magnifications used seemed quite appropriate. Collateral 
information used to assist the interpretation was provided in the form 
of a 4X enlargement print of each image and the 1:63,360 scale 0.5 •. map 
of the area. 
The main features of interest from the point of viewing of 
compiling or revising a topographic map of the area were inspected in 
turn with the following results:-
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11.4.1.1 Man-Made Features 
(a) Roads and Highways: These are smooth man-made features which, 
generally speaking, should exhibit largely specular reflections. Thus 
they should show up as dark straight or curved line features on the SLR 
image. On the O.S. 1:63,360 topographical map serie~ the roads are 
classified into many categories - motorways (M-class), trunk and main 
roads (A-class), secondary roads (B-class), roads with 14 ft or over 
of metalling, roads with 14 ft or under of metalling, minor roads and 
gravel paths. Each of these categories is well depicted on the map 
by using different symbols and colours. Attempts to detect and 
interpret these various categories of roads on the optically processed 
images of the River Tay test area gave the following resu1ts:-
(i) Motorways: Only very occasionally can even a very small portion 
of a motorway be detected on the SLR image, and even then, only when 
the motorway runs parallel to the flight line would it be possible to 
recognize it even with collateral information. In the situations when 
a motorway is oriented in a direction which is not parallel to the 
flight line, it is impossible to detect it on the SLR image as is the 
case with the M90 motorway lying between Perth and Loch Leven. This 
is compounded by the fact that this area is quite hilly which may have 
resulted in parts of the motorway being lost in the radar shadows. 
(ii) Trunk and Main Roads: As is the case with the motorways, very 
few of these are visible. Only when they happen to lie in the direction 
parallel or nearly parallel to the flight line do small sections appear 
and these are very difficult to discern against the background clutter 
which is such a strong feature of these optically processed images. 
When sections of them do appear, it is utterly impossible to classify 
them in terms of being a motorway, a trunk or a minor road. 
Fig 11 . 3 Topographic map of the River Tay test area 
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Fig 11. 4 Features detected on the River Tay image 
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(iii) Roads with 14 ft Metalling: These are much smaller in size than 
the roads falling in the previous two categories and again very few of 
them can be detected and recognized. Their detection and recognition 
OCcurs occasionally more especially when they are running in a direction 
parallel to the satellite ground track but only with the help of an 
existing map. However, generally speaking, most of these roads are 
simply not visible on the SAR image. 
(iv) Minor Roads: As would be expected, the detection of these 
features is extremely difficult on this type of imagery. Only a very 
small portion of a minor road running close to the coast between 
Kilconquhar and Earlsferry can be detected and identified. 
(v) Gravel Paths: Quite a number of these features exist on this test 
area but they are of a very small dimension and none are visible on 
these two optically processed images. 
In summary, one can say that a road of whatever category will 
sometimes show up on the image but only if it is located roughly parallel 
to the direction of flight. It is not, however, possible to decide 
into which category the detected road belongs. 
(b) Railway Lines: These features are classified on the O.S. 1:63,360 
scale map as multiple or single track lines. Quite a number of examples 
from each category are present on this test area. A few small isolated 
portions of both multiple and single-track railway lines can be detected 
and identified on the image wherever they run parallel or nearly parallel 
to the satellite track (Fig 11.4). However, whenever they substantially 
change their orientation from being near-parallel with respect to the 
satellite ground traCk, they almost invariably cease to be visible. 
As a single notable exception, the single-line railway running along 
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the east coast of Fife between Buckhaven and Anstruther can be detected 
for some kilometres of its length even though it runs in a direction 
roughly normal to the satellite track. The special circumstances 
permitting this to be visible are not apparent or known to the present 
author. It should also be noted that even if a railway line is 
detected and identified (in this respect, the long gradual curves aid 
in discriminating it from a road), it is not possible to classify it 
as single- or multiple-track. 
(c) Bridges: There are five major bridges in this test area shown in 
the O.S. 1:63,360 scale map of the area. Three are located on the 
River Tay joining the two parts of the town of Perth, while the other 
two are the famous road and rail bridges crossing the Firth of Tay 
between Fife and Dundee. The three bridges in Perth are only just 
visible but only with prior knowledge of their position from the map. 
The very long Dundee bridges are very clearly visible (Fig 11.4). 
However, the numerous small bridges present in the area, located at the 
intersections of railway lines or motorways and at river crossings 
cannot be detected at all. 
(d) Built-up Areas: These comprise the towns and villages of which 
many are present in this test area. Because the buildings may combine 
to act as good corner reflectors, most built.up areas, e.g. Dundee, 
Perth, Kirkcaldy, Cupar, etc, show up as very bright but ill-defined 
patches on the images. Even very small villages comprising a few 
houses can often be detected and identified with the help of a map 
though the image is rather amorphous and ill·defined and it is difficult 
to imagine that the information can be used for topographic mapping. 
In particular, though the presence of the built·up area can be identified 
it will be extremely difficult to define accurately the boundaries of a 
settlement. 
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(e) Airfields: There are three airfields in this area. One at 
Scone near Perth; the second at Riverside (Dundee Airport) and the 
third is a disused military airport at Errol. The Scone airfield 
near Perth has grass runways which cannot be seen. Errol is a disused 
military airfield whose runways can be seen with considerable difficulty 
and only after consultation of the map. Dundee's airfield is com-
pletely missing, although the overall grass area in which it is located 
shows up clearly. 
(f) Power Lines: Many of these features exist in the test area and 
are shown on the 1:63,360 scale map. However, it is extremely 
difficult to detect a powerline without the help of the map and even 
then only when it runs parallel to. the flight line. Again, virtually 
all of the power lines running in or near the direction normal to the 
satellite track are not visible, especially in the lower (southern) 
part of the images where, due to the many cultural features present, 
the lack of sufficient contrast did not allow power lines to be detected. 
11.4.1.2 Hydrological Features 
(a) Rivers: Because of their specular reflection, large rivers such 
as the Rivers Tay, Earn and Almond are very easily recognized with their 
very dark tones and gently twisting pattern and can be traced for the 
whole of their lengths on the image (Fig 11.4). However, the River 
Eden, although it is as wide as the River Almond, is hardly visible, 
even though it flows for a substantial part of its course through very 
flat flood plain areas. It may be noted again that its general 
orientation is at right angles to the flight line. The numerous 
other smaller rivers (e.g. the so-called burns) are very difficult to 




The largest lake in the test area is Loch Leven. It is 
indeed visible but contrary to what might be expected, it exhibits a 
medium grey tone especially at its boundary (Fig 11.4). The possible 
explanations are that, at the time of imaging, the wind might have been 
strong enough to cause waves on the surface of the Loch so that scattered 
reflection occurred instead of the specular reflection which would take 
place if the water surface had been calm. On the other hand, two much 
smaller lakes - Kilconquhar Loch and Lindores Loch - present in the 
eastern part of the image can easily be recognized by their very dark 
tones which contrast well with the bright surroundings of the woodlands 
located near them. It is however rather difficult to identify small 
lakes where they are surrounded by flattish terrain giving rather 
similar return signals. 
(c) Reservoirs: These will of course be difficult to discriminate 
from the small lakes present in the area. Where a reservoir is 
surrounded by medium or high return features such as a forest or a 
woodland, it can be rather easily detected and identified on the image. 
It shows up as a very dark patch with a sharp boundary, e.g. Cameron 
Reservoir near St. Andre~ (Fig 11.4). When the area surrounding a 
reservOir consists of fairly flat terrain often covered with grass as 
in the case of Carris ton Reservoir near Markinch, it is then difficult 
to detect and identify. Also the series of reservoirs - Balla, Harperless, 
Hall, Arnott, etc. - located in the Lomond Hills are completely missing. 
(d) Islands: The detection and identification of an island seems 
to depend on its ·s ize, surface cover and the condi tion of the surround-
ing water at the time of imaging. There are two islands in Loch Leven 
(Fig 11.4), one being approximately ten times the size of the other. 
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The small one is quite visible while the bigger one is completely 
missing. The reason for this appears to be that the small island has 
forest cover which gave medium intensity returns, thus rendering it 
visible against the relatively dark surroundings of the water. The 
bigger island seems to have been covered by grass or other low vege-
tation which has similar reflecting properties to those of the surrounding 
water. 
(e) Shore-line: The general outline of the shoreline can be 
detected and identified but accurate tracing of the shoreline is 
extremely difficult. This is particularly true in the Firth of Tay 
where mud and sand banks make it very difficult to delineate the 
land/water boundary in the estuary area. 
Vegetational Features 
The various types of vegetation present on these two images are 
the woodlands, orchards, ornamental grounds and bracken and heath, all 
of which are well depicted on the map. 
(a) Woodlands: Large woodlands or forests show up strikingly well 
on these images, e.g. the series of woods around Ladybank and Muirward 
Wood north of Perth (Fig 11.4). They almost always produce medium 
bright or grey tones and can be identified from this characteristic 
(Fig 11 •. 4). However, on the two test images, many small woodlands could 
not be detected or identified at all, which suggests that they may 
contain deciduous trees with poorer reflecting properties than the 
larger forests which are frequently planted with coniferous trees. 
Another characteristic is that they do not· contrast well with the 
surrounding features especially where located in or close to hilly and 
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built-up areas which may give rather similar tonal intensities and 
patterns. In such cases, the lack of contrast compared with these 
major features causes the wooded area to disappear completely. 
(b) Orchards: 
images. 
cannot be detected at all on these optically produced 
(c) Ornamental Grounds: Some of the parks present on this area can 
be detected but only with great difficulty and only with the help of 
the map, an example being the Scone Park near Perth. 
(d) Bracken and Heath: These features cannot be detected without the 
help of a map. Even then, their boundaries are very difficult to 
define and delineate and those so determined could not be used in the 
compilation of a topographic map. 
11.4.1.4 Landforms 
These elements include mountains, hills, valleys and other 
relief features which show up clearly on SLR images, e.g. mountainous 
areas can be recognized by their rather bright returns and their faces 
leaning forward towards the radar antenna, e.g. the Ochil or Lomond Hills 
in Fig ll.~ However, although the presence of such features is 
readily apparent, it is impossible to accurately define these features 
for the purpose of topographic mapping. 
11.4.2 Interpretation of the Digitally Processed Images 
The interpretation of the two digitally processed images has 
been carried out using the same simple devices and techniques used for 
the interpretation of the two optically processed images. A 4X 




























Fig 11.6 Features detected on the East Anglian i mage 
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again available for each area as collateral information sources. An 
important point regarding the interpretation of the digitally pro-
cessed images is that they suffered less severely from the background 
clutter which is such a feature of the optically processed images. 
This allowed a greater enlargement of the image to be used for the 
interpretation and reduced somewhat the difficulties of detecting 
objects examined by the interpreter. 
experienced to a considerable degree. 
11.4.2.1 Man-Made Features 
(a) Roads and Highways 
However, clutter is still 
(i) Motorways: No motorways exist on either image. 
(ii) Trunk and Main Roads: A number of these exist on the East 
Anglian test area. Th~ Al48 which runs roughly at right angles to the 
satellite track seems to be visible for some short parts of its length 
on the image (Fig 11.6). The small part of the AI067 which runs 
nearly normal to the flight line and which passes through the Coxford 
Wood is also visible, but the rest of the road is completely absent. 
Also the whole of the Al065 running south-west from Fakenham and 
approximately at right angles to the flight line is missing. 
On the Milford Haven image, nearly all the main roads run normal 
to the satellite path and none of them can be detected on the image. 
(iii) Minor Roads: There are only two classified roads of this 
type (the 81145 and the 81464) present on the Eas t Anglian image, and 
these cannot be detected at all. Regarding-other minor roads, it is 
only possible to detect them where they pass an area displaying medium 
reflecting properties so that suitable tonal variations are generated. 
This does in fact take place with the road crossing the Big Wood forest; 
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the road passing to the east of the Houghton Park and the one to the 
north of it (Figs 11.5 and 11.6), even when the road in question runs 
in a direction normal to that of the flight ground track. The Roman 
road, which is classified as a minor road on the map, stands out 
exceptionally clearly showing very bri"ght returns. The reason for 
this unexpected appearance may be due to the fact that the road has 
a metal fence or banks parallel to the flight direction which act as 
excellent reflectors resulting in these bright returns. 
On the Milford Haven image, the B4320 is visible and can be 
identified and so are some parts of the B4319, possibly because they 
traverse an area containing medium return features which allows good 
tonal variations to be obtained. However, the B4341 and the B4327 
are not visible at all. This comes as no surprise since they both 
traverse an area of considerable topographic relief with few definite 
features. Also it is probable that some parts are indeed lost in the 
substantial radar shadows present in the area. On the Milford Haven 
image, none of the unclassified minor roads could be detected. 
(iv) Gravel Paths: Taking both digitally processed images, the 
only gravel path that can be detected is the one crossing the Big Wood 
in the East Anglian image which results in a break in the tree cover. 
The rest are completely missing. 
(b) Railway Lines: Two single-track railway lines cross the East 
Anglian test area, the one running east-west and the other north-south. 
Some portions of each of these two lines are detectable and can be 
identified. However, wherever the railway line crosses a populate9 
area or runs in a direction transverse to the satellite track it becomes 
difficult to detect even with prior knowledge of its position derived 






















Fig ll . ? Features detected on the Milford Haven image 
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On the Milford Haven test area, only a single railway line 
exists - crossing the area from Milford Haven to Havenford West from 
South to North. Over parts of its length the line can be detected 
but with much difficulty. However, when the railway runs near to and 
parallel to a heavily vegetated river, it is very difficult to detect. 
In other areas, it is simply absent. 
(c) Bridges: There is only one main bridge in the East Anglian test 
area, that carrying the railway across the River Wensum near the town 
of Fakenham. This bridge is not visible at all, possibly because it 
has been lost in the strong returns from the town and the woodlands 
surrounding it. 
On the Milford Haven test area, a recently completed long 
bridge over Milford Haven connecting the towns of Pembroke Dock and 
Neyland can be clearly seen. However, the short railway bridge over 
River Pembroke near the town of Pembroke is completely absent on the 
image, apparently resulting from the fact that there are not enough 
tonal variations. 
(d) Built-up Areas: As usual, these appear as large very bright 
patches on the imagery which, with the help of the existing map, can 
eaSily be recognized and interpreted. On the two digitally processed 
images, the boundaries of these features can be defined relatively 
better than on the optically processed images of the River Tay area but 
still with considerable uncertainty as to the exact limits of the built-
up area. However, once agai~if a built-up area is surrounded by or 
located adjacent to a woodland, it will be difficult to define its 
boundaries. 
In the Milford Haven image, the two strongest reflecting areas 
are the two large oil refineries located on either side of Milford Haven, 
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no doubt due to the high reflectance produced by the refinery plant. 
Equally striking are the large buoys and lighthouses located in the 
channel of the Haven itself which are relatively small point objects 
but with a reflectance seen against the relatively poor reflectance of 
the surrounding water. 
(e) Airfields: There are four military airfields on the East 
Anglian test area, two of which are currently disused. Two stand out 
most clearly in all circumstances, the runways being very visible, e.g. 
Sculthorpe and West Rudham airfields (Fig 11.6). The two disused 
airfields are much less distinct, e.g. that to the east of Great 
Massingham. 
On the Milford Haven area, there are five airfields some of which 
have also been disused for some time. Three of these are clearly 
visible and can be identified and interpreted - particularly the large 
Brawdy military airfield (Fig 11.7a,b).The other two which are located 
in the south near Dale can also be detected but only with the help of 
the map. 
(f) Power Lines: In the East Anglian image there is a complete 
absence of images of power lines. 
On the Milford Haven area, only a short portion of the main power 
line can be detected and even then only after consultation of the map. 
It is difficult to account for this lack of response in these areas. 
Hydrological Features 
(a) Rivers: On the East Anglian area, there are three major rivers, 
none of which can be identified on the image. Not even the 60 m wide 
River Wensum can be traced. Along the area where it should appear, a 
broad grey band can be detected (Fig 11.6) which suggests that its banks 
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are heavily vegetated thus masking the actual river. On the Milford 
Haven image, again most rivers can only be located in the most general 
way via the presence of the grey band produced by the trees on their 
banks. Most other smaller rivers cannot be detected at all. 
(b) ~: 00 both the two digitally processed images, lakes can 
only be identified if they are surrounded by woodlands or forests, 
otherwise they are extremely difficult to detect and identify. 
(c) Reservoirs: These are difficult to detect on both images, e.g. 
the prominent reservoir between East and West Raynham is completely 
absent. 
(d) Islands: There are no ~slands on the East Anglian test area, 
but on the Milford Haven Unage, where they are large in extent and 
are surrounded by sea rather than a lake, the presence of islands 
such as,Skomer and Skokholm Islands can easily be identified (Fig 
1l.7a,b).However, as with the optically processed images, the actual 
boundaries or limits of these islands are difficult to define 
accurately, possibly due to the prevailing conditions of the sea at 
the time of imaging. 
(e) Shore-lines: It is relatively easier to define the shoreline 
on the digitally processed image of Milford Haven then on the two 
optically processed images of the River Tay area. This may be due 
to the higher image resolution, but probably more important is the 
fact that the water is deep and close to the shoreline thus elimin-
ating the difficulties experienced with the sand and mud banks in 
the estuary area of the Firth of Tay. 
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11.4.2.3 Vegetational Features 
(a) Woodlands: As with the optically processed images, large 
woOdlands such as the Big Wood, Coxwood, West Rudham Common and East 
Common on the East Anglian image (Fig 11.6) can easily be recognized, 
interpreted and mapped. However, successful interpretation of a 
woodland seems to depend also on the actual types of trees contained 
in a specific forest or woodland. This is apparent from the fact 
that some very large woodlands cannot easily be detected on the image 
without the help of the map, for example Helhouton Common appears a 
very mottled image of intermediate brightness. However, some very 
small forests can also be recognized on the image with their very 
bright tones. 
On the Milford Haven image, there are virtually no forests 
present on the area. The only large wood - Benton Wood - is clearly 
visible as a mottled image. 
(b) Orchards: Again, these features cannot be mapped on either 
of these digitally processed images. 
(c) Ornamental Grounds: Some very large parks such as the Houghton 
Park on the East Anglia ·area appear as a mottled image and can be 
recognized without much difficulty, but one should note that this 
was only possible when the park is surrounded by extensive areas of 
low grass-covered terrain which give a good tonal contrast which 
allowed the park to be picked out. Other large parks such as 
Raynham Park and Cranmer Park are completely missing and cannot be 
identified on the image probably because they are surrounded by 
mainly wooded areas. 
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(d) Bracken and Heath: Again, these are very difficult to 
delineate without the help of the map. They show up as dark grey 
lineations which are usually difficult to differentiate uniquely. 
11.4.2.4 Land forms: Hilly areas and wide valleys can be recog-
nized on the Milford Haven image, and can give some impression about 
relative terrain relief, but as with the River Tay area, no actual 
definitive mapping of the type needed for a topographic map can be 
undertaken. 
11.5 Conclusion 
Table 11.1 summarizes the interpretation results set out in 
this chapter. However these tables need to be supplemented by some 
additional comments. With linear man-made features such as roads, 
railways, power lines, etc, the orientation of an individual feature 
with respect to the flight direction is, in many cases, Unportant if 
not decisive in detecting and identifying it. In particular, 
linear features running parallel or near-parallel to the satellite 
TABLE 11.1 SUMMARY TABLE FOR THE DETECTABILITY OF FEATURES ON SEASAT SAR IMAGES 
Elements shown on map Optically processed images of the 
(1:63,360 scale) River Tay Test Area 
Detected Recognized Remarks 
on image on image 
(1) Communication Lines 
:1 Roads and Highways * or:i..entation Railway Lines * very important 
Bridges ~ .", large bridges only 
, 
Gravel Paths x x 
(2) Man-Made Features 
















Woodland ./ ./ 
Orchards x x 
Ornamental Grounds 
* * 
Bracken and Heath x x 
(5) Landforms 
* * 
cannot be mapped 
~-- - - -
~ 
= Yes 
= No x 
* 
= Sometimes 
Digitally processed images of East 
Anglia and Milford Haven 
Detected Recognized Remarks 
on image on image 
., 
































track are often relatively easier to detect and identify. All of 
this makes for marked inconsistencies in terms of those features 
falling within a particular class and their actual detection and 
inclusion in the map. With regard to hydrographic features, their 
detection and identification on SAR imagery seems to be greatly 
affected by the amount of contrast available between a particular 
feature and those features on the terrain surrounding it. Thus if 
a lake falls in an area surrounded by woodlands which have medium 
reflectivity of the microwave energy, this lake will be visible on 
the radar image. In other situations, it may be quite absent. 
The detection, identification and classification of vegetated 
areas is apparently governed by the size and type of trees or vege-
tation present in a particular forest or woodland. If the trees 
constituting such a forest or a woodland are of a type that has good 
reflecting properties of the incident microwave energy, then the 
forest will be visible. 
Although the general outlines of the landforms, especially 
those of the mountains, hills, ridges and valleys, are sometimes 
clear and information about terrain relief can be inferred from this, 
it is really not possible to map these features ·in any meaningful way 
from a single radar image. 
Finally some remarks must be made as to how frustrating and 
time-consuming the work of detecting, identifying and classifying 
objects on the present type of satellite SAR imagery can be. Yet 
in spite of the effort involved, the results are often unsatisfactory 
especially in terms of their completeness. A particular feature of 
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the Seasat SAR imagery which causes great difficulty in interpretation 
is the background clutter present in all the images, but especially 
in the optically processed examples. In this respect, the digitally 
processed images were much superior so aiding the interpretation 
considerably. However, even with these digitally processed images, 
the clutter is still quite troublesome and one must hope for much 
improvement in this respect in future if progress is to be made in 
mapping from satellite SAR images. 
In conclusion, the particular point on which a heavy emphasis 
should be laid is that the direction of viewing of the SAR system is 
often decisive in deciding whether an object will appear on the image 
or not. Thus there is a certain arbitrariness as to the content of 
the SAR image which is not found in other types of imagery used for 
mapping. Since this is a fundamental matter for which a solution 
is at present not in sight it may be said that this is probably the 
limiting factor in conducting mapping operations from SAR imagery at 
the present time and for the foreseeable future. 
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CHAPTER XII 
CONCLUSIONS AND RECOMMENDATIONS 
12.1 General Conclusions 
Since the results of the individual experiments have been 
discussed in detail in the previous chapters, it is not necessary to 
repeat these in this concluding chapter. However, it is quite appro-
priate to attempt to draw some general conclusions regarding the poss-
ibilities of topographic mapping from satellite SAR data based on the 
research work reported on in this dissertation. 
(1) The first point is that the results obtained during the tests of 
geomet=ic~l accuracy confirm the fact that the planimetric accuracy 
attainable from the satellite SAR imagery available at the present 
time falls substantially below that of conventional photographic images 
and is not compatible with the accuracy specifications of any but the 
smallest scale topographic maps. However, the accuracy obtained 
depends significantly on the method of proceSSing the SAR data (i.e. 
whether optical or digital processing) actually used in the production 
of the SAR imagery available to the user. 
Nevertheless, it is indeed possible to extract metric 
information of an accuracy·standard sufficient for the purposes of 
many developing countries which would allow the production of maps at 
scales of 1:250,000 and smaller. This is very important for certain 
regions of the world where continuous cloud cover is a major impediment 
to basic topographic mapping. However, the major problem would then 
be that the implementation of mapping from satellite SAR imagery would 
439 
require a difficult and expensive transfer of sophisticated technology 
from the advanced countries to the developing world, especially those 
concerned with SAR data reception and processing and with the subsequent 
stages of rectification using digital methods and the final hard-copy 
production. This could of course be carried out elsewhere as at present, 
but this would have considerable disadvantages from the point of view 
of the countries being mapped. 
(2) The analysis of the inherent geometric distortions occurring in 
SAR imagery has shown that these distortions can be modelled and 
corrected for mathematically using polynomials in such a manner as to 
eliminate or substantially reduce the errors present in an individual 
image. However, of special importance to the question of mapping from 
single radar images are the geometric distortions produced by the 
variations in the topography of the area imaged by the SAR system. 
The particular solution of this problem adopted in the present work -
that of employing digital monoplotting techniques - shows a certain 
promise but the degree of success actually achieved was limited by the 
difficulties encountered in the detection, identification and inter-
pretation of the features recorded by the SAR system. 
(3) This leads immediately to the root of the problem being 
experienced with the satellite SAR imagery which is currently available -
that of deficiencies in image quality. The results obtained from the 
interpretation of the Seasat SAR imagery carried out in this project show 
that there are grave deficiencies in this particular aspect of the 
imagery. Partly these originate from the constraints in imaging 
direction which are inherent .in all SLR imaging and give rise to the 
rather arbitrary series of responses ~hich are a feature of all·SLR 
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images. However, partly they appear to result from the special 
circllmftances of operating a~ SAR system from a satellite. In 
partic~lar. the background clutter which is a feature of both the 
optically and the digitally processed images is a deterrent to any 
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type of mapping of other than major features. The source of this 
major defect is not obvious - whether it stems from the use of a 
discontinuous aperture with SAR can at present only be a speculation. 
But its removal during processing is quite essential if mapping from 
a satellite SAR system is to be fully effective. 
It is noticeable that this defect is far less apparent 
in aircraft SAR imagery as evidenced in the image (Fig 12.1) taken 
with Goodyear GEMS-lOOO over the Phoenix area and used in the I.S.P. 
accuracy tests (Konecny, 1974) discussed in Section 7.5. !twill be 
noticed that, while the nominal resolution of the Seasat SAR is 25 
metres and that of the GEMS-IOOD is 15 metres, there is a vast dis-




Even with an improved quality of the image, the user/mapper 
must be aware of the special characteristics of the SAR images as 
exemplified by the variations in the occurrence of images of linear , 
features resulting from their orientation relative to the flight 
direction of the SAR system. This will always cause inconsistencies 
both ia the detail available for basic topographic mapping purposes 
and in' that which needs to be detected for the purposes of map revision, 
which 1s of special interest to more highly developed countries with 
adequate existing map cover. 
12.2 Recommendations for Further Future Work 




























varying degrees of Unportance and priority still exist in the develop-
ment of methods of mapping from satellite SAR imagery. 
(1) In the first instance, there is an almost total lack of inform-
ation about the geometric aspects of the SAR instrument itself. If 
mapping from satellite SAR imagery is to be contemplated on a regular 
baSis, then it will be necessary to determine the necessary calibration 
parameters both initially during manufacture and regularly on an 
operational basis thereafter. The latter will become possible if 
the SAR device is launched and recovered from the Space Shuttle vehicle 
as indeed has been the case with the satellite SAR carried on the 
latest two proving flights of the Space Shuttle Columbia. Further-
more, the use of satellite SAR imagery for mapping would be assisted 
greatly' if the information on the attitude and position of Lhe sensor 
itself was made available to the users. This would allow the 
development of more rigorous analytical techniques with which to carry 
out the necessary rectification rather than the interpolative methods 
which are forced on the user, given the present lack of this information. 
(2) Some of the limitations and uncertainties encountered in the 
experimental work carried out in this present work arise from the la~k 
of a large test field of suitably signalized points with accurately 
known positions. Any future researchers into this subject are 
recommended to invest in such a field of reflectors since it would 
eliminate many of the ambiguities and difficulties which arose from 
the use of poorly-defined natural points such as road intersections, 
river junctions, etc. The use of such .a field of targetted control 
points would make it possible to judge the effectiveness of particular 
rectification procedures without the additional uncertainties arising 
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from the difficulties in accurately locating and measuring the control 
points. The construction and maintenance of the reflectors would 
undoubtedly cost a considerable sum of money, but only a minute 
fraction of that involved in the construction, maintenance and 
operation of a SAR mapping system, while the benefits could be great. 
(3) The vector plots of the residual errors obtained throughout the 
series of tests carried out by the author displayed a highly 
systematic pattern in the cross-track direction. This was apparent 
even after application of polynomial corrections and those for known 
relief displacement. Since the reasons for these residual errors are 
not apparent, further work is recommended to find the source of these 
errors. 
(4) The shortcomings in the Seasat SAR image quality have already 
been discussed above. It was evident that basic topographic mapping 
would be utterly impossible without the collateral information 
available to the present author in the fo~ of existing maps. The 
use of this material is justified in a research project but obviously 
it will not be available in a real mapping operation. Hopefully, the 
image quality of satellite SAR images will be improved but, even if 
this takes place, there is a real need for an increased knowledge 
and appreciation of the different forms that the images of specific 
objects may take and further experiments and experience is required 
if mapping is to be attempted on a regular basis. In particular, a 
more complete knowledge and appreciation of the different terrain 
and system parameters and their interaction and effects on the radar 
back-scatter from the various objects to be mapped is necessary if 
the maximum information is to be acquired from the SAR image for 
mapping purposes. 
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The suggestions made above that further research is 
necessary may be viewed as an inevitable conclusion from any research 
work. The disappointment with the results of some of the research 
work undertaken in this present project must however be tempered by 
the knowledge that the Seasat SAR was an experimental system and that 
it was the first spaceborne 5LR system whose data was available for 
civilian investigators. Improved SAR devices will certainly appear 
in future. Indeed, as this chapter is written, the first images 
from the Shuttle SAR systems have just been printed in the technical 
press and undoubtedly these will have made use of the experience 
gained with the Seasat system. Furthermore, it is expected that the 
European Space lab will eventually carry a SAR on board the Shuttle as 
a prelUninary to the incorporation of such a device in the E.R.S. 
(European Resources Satellite) expected to be launched in the second 
half of this decade. Thus the results obtained in this present research 
and the recommendations made for further future work will be a contri-
bution towards a better understanding of the possibilities of 
satellite-borne SAR systems for the purpose of topographic mapping. 
12.3 A Final Note 
To conclude this study on a personal note, the author has 
benefitted greatly from the knowledge and skills acquired from carrying 
out this research work. For example, the author had not undertaken 
any serious computer programming before commencing this study. 
However, he has been able to make full use of the extensive facilities 
available in the Glasgow University Computing Service and has been able 
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to develop several relatively large and complex programs for his work 
in two different high-level computer languages. As a result, the 
techniques of devising suitable algorithms and of writing the appro-
priate computer programs to solve such algorithms have been thoroughly 
grasped. 
However, the main benefit to the author has been the opening 
of the whole field of SLR mapping to him including data processing; 
image analYSiS, interpretation and measurements; the provision of 
control and test data; and the utilization of modern digitizers for 
image coordinate measurements. Furthermore, the digital monoplotting 
technique with its accompanying requirements for data processing, the 
preparation of a DTM and the plotting of the final digital map is still 
another area in which the author had no previous background prior to 
undertaking this project. 
Thus besides the theoretical analyses carried out by the 
author, the experimental work carried out in the course of this research 
project has been invaluable in providing advanced training and experience 
in photogrammetry, remote sensing and computing. This will undoubtedly 
be of great benefit to the author's future career and hopefully this 
will in turn be of direct usefulness to his own country and to the 
University of Khartoum which have supported him in this research project. 
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A.l Least Squares Adjustment Using Observation Equations 
A.l.l Definitions 
( i) Mathematical Model: This is defined as a theoretical system or 
an abstract concept by which one describes a physical situation or a 
set of events. Such a description is not necessarily meant to be 
complete or exhaustive, but to relate only to those aspects or properties 
that are under consideration (Mikhail, 1976). 
(ii) Observation: The term "observation" (or measurement) is often 
used in practice to refer to both the operation or process itself, as 
well as the actual outcome of such operation. 
A.l.2 Procedure and Derivation 
Relating the n observations as functions of the minimum number 
of the unknown variables (m), then 
m = (n- r) 
where r = the number of redundant observations. 
Let the linearized form of these equations be of the form: 
x = AX + Ao •••••••••••••••••••••••• 
where x the vector of unknown adjusted observations (nxl); 
A • the coefficient matrix of the unknown variable (nxm)i 
x = the vector of unknown variables (mxl); and 
Ao = the vector of constants. 
Equation A.l can be expressed in another form, as 
(x + v) - A(X +.~X) + Ao •.••.•••• 
o 0 




v • the unknown corrections to the observed values (or residual 
errors after adjustment); 
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x • approx~te values for the unknown variables Xj and o 
~ • the unknown corrections to the approximate values Xo. 
Re-arranging the terms, the observation equations become: 
v - A.t.X - (x - AX - A ) o 0 0 
or v = A 6X - L •••••••••••••••••••••••• (A.3) 
where L = the new vector of constants. 
Now, imposing the least squares condition, 
T -1 E m v G v = minimum, 
where G is the cofactor matrix of observed quantities. 
One may write this as: 
E = (A4K - L)TG-l(AAX - L) 
_ (t.XTAT _ LT)G-l(A.t.X - L) 
_ (t.XTATG- l _ LTG-l)(A.t.X - L) 
= 6XTATG- 1AAX _ LTG-IA.t.X _ t.XTATC-1L + LTG- l t •• (A.4) 
aE For E to be minimum, equate the quantities 11X' 
1 
oE 




• . . 
• • 
aE 
aAxn to zero. 
o 
•••••••••••••••••• 
Equation A.5 may be written in the following -form: 
where N =- ATG-1Aj 
F __ ATG-IL 
N.6X = F ••••••••••••••••••• 
.........•..•..•.••..•... 
aE 





Equation ~6 is the set of normal equations (of which there are of course 
as many equations as unknowns). The unknowns themselves may be found 
from: 
•••••••••••••••••••••••• (A.8) 
Equations A.7 and A.8 are those programmed and used in the 
present study. 
A.2 Application of the Least Squares Adjustment Method to the Polynomial 
Transformation used in the Present Study 
When implementing these equations, one starts from equation A.3 
where the observation equations are first formed. For the polynomial 
transformation, these equations take the form: 




-[1 v Y 
These equations .can be written as follows: 
































In matrix notation, this can be ~itten in the form of 
equa tion A. 3: 
v = A.flX - L •••••••••••••••••• 
where A= coefficient of knowos; 
v .. the vector of residual errors; and 
AX- the vector of unknowns; and 
L ~ the vector of known coordinates. 
(A.IO) 
Equation AelO includes a pair of observation equations that 
arise for each point of known coordinates in both the X and the Y 
d i rec tions • Obviously for each direction, eight such points are 
necessary and sufficient to compute the eight unknown parameters. 
Whenever more than eight points are given, a least squares adjustment 
becomes necessary. The general situation in this case is to consider 
both x and y as observations .• 
Using the least squares adjustment technique, as mentioned 
above, the matrix of the unknowns 4K can be computed from equation A.IO, 
where 
ax .. N-lF 
N ~ ATG-1A; 
AT • transpose matrix of A; 
G = cofactor matrix of observed quantities; and 
If x and yare considered as uncorrelated and of equal measure-
ment precision, then G- l = I (unity) (e.g. see Mikhail, 1976; Moffit 
and Mikhail, 1980). This condition is assumed throughout the program 
and no attempt has been made to assign any weights or weighting 
functions to the observed quantities. 
This assumption has been adopted since there is no evidence 
that a certain observation is more reliable than the others. 
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Having established the transformation parameters, the computer 
program can then calculate the transformed terrain coordinates at the 
control points. Comparison of these computed values with the given 
coordinate values for these points allows the computation of the 
individual residual errors at each point. From these, the root mean 
square error (r.m.s.e.) may be derived by using the formula: 
JEVV = (n-u) 
where or - r.m.s.e. at the control points; 
v - residual error (or discrepancy) at a control point; 
n - number of control points used; and 
u - mintmum number of control points required, to solve 
the system of equations. 
The program can then proceed to compute the transformed 
coordinates of the check points, from which the individual residual 
errors and the r.m.s.e. values may be deduced in a similar manner to 
that above using the formula: 
where 
Oc 
oc = r.m.s.e. at the check points; 
v = residual error (or discrepancy) at a check point; and 
n = the number of the check points used. 
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