Longitudinal dispersion coefficient is a key parameter in determining the distribution of pollution concentration; especially in temporally time varying source cases after that full cross sectional mixing has occurred. Several studies have been carried out to present simple formulas for its prediction. However, they may not always result in accurate prediction due to the complexity of the phenomena. In this study, M5´ model tree was used to develop a new model for prediction of the longitudinal dispersion coefficient. The main advantages of the model trees are that they (a) provide transparent formulas and offer more insight into the obtained formulas and (b) are more convenient to develop and employ compared to other soft computing methods.
INTRODUCTION
In rivers, longitudinal dispersion becomes the predominant mechanism in mixing of the tracer by several orders of magnitude when cross sectional mixing is complete; leading to the elimination of any further concentration gradient (Fischer et al. 1979 ). The dispersion coefficient plays an important role in the spill modeling, design of water intakes, outfall and treatment plants and is representative of the intensity of the mixing in rivers (Deng et al. 2002) . Hence, accurate estimation of the longitudinal dispersion coefficient is of a great importance for both engineers and scientists. Direct estimation (by experimental means) of the dispersion coefficient needs expensive and time consuming tracer studies. As a result, demand for a coefficient prediction tool still exists. Estimation of the longitudinal dispersion coefficient has been received considerable attention for a long period of time (e.g. Fischer et al. 1979; Liu 1977; Seo and Cheong 1998; Guymer 1998; Kashefipour and Falconer 2002; Shucksmith et al. 2010) . It is still a challenging task to quantify this coefficient since various governing parameters cause complexity in the mixing process. Consequently, introducing mathematical expressions for the dispersion coefficient becomes problematic. Considering that river reaches may vary in condition; one formula may not produce accurate dispersion coefficients. However, this approach is a quite common practice in hydraulic engineering (Rowiński et al. 2005) .
When a tracer is introduced to a channel, the shape of tracer cloud is largely affected by velocity variations across the channel. Taylor (1954) suggested that the transverse shear velocity and transverse mixing become in equilibrium after a certain timescale at some point downstream.
Beyond this point, Fickian diffusion equation can be used to model the tracer cloud concentration. The following simplified 1-D advection-dispersion equation was derived using Fickian's law for a uniform channel:
where C is the cross-sectional average concentration (kg/m 3 ), U is the cross-sectional average velocity (m/s), x is the direction of the mean flow, t is the time (s), and K x is the longitudinal dispersion coefficient (m 2 /s). There is no guarantee for the equilibrium to be established in natural streams. However, equation (1) can adequately illustrate important features of tracer profiles in laboratory and river channels (Rutherford 1994) .
Various experimental studies have explored different aspects of the longitudinal dispersion (e.g. Fukuoka and Sayre 1973; Guymer 1998; Murphy et al. 2007 ). Moreover, regression and dimensional based analysis along with data-driven methods have been employed for the prediction of the dispersion coefficients which have a wide range of variations (e.g. Seo and Cheong 1998; Kashefipour and Falconer 2002; Sahay 2011) . More details are provided in the following section.
The main purpose of this study is to employ M5´ algorithm (Wang and Witten 1997) to develop a transparent model for prediction of the longitudinal dispersion coefficient. M5´ model tree is a new soft computing method that provides understandable formulas, which allow users to have more insight in the physics of the phenomena (Etemad-Shahidi and Bonakdar 2009).
Rainfall-runoff modeling (Solomatine 2003) , flood forecasting (Solomatine and Xue 2004) , sediment transport (Bhattacharya and Solomatine 2005) and wave prediction (Etemad-Shahidi and Mahjoobi 2009) , are examples of successful model tree applications. This method has not been used for prediction of the dispersion coefficient. In this paper, a comprehensive field data set consisting of 149 field measurements extracted from the literature is used for model 4 development. The performance of the developed model is then compared with those of previous ones using statistical error measures.
PREVIOUS WORKS
In rivers, a range of variables affect the longitudinal dispersion coefficient. The most important ones are: the density, viscosity, channel width, flow depth, mean velocity, shear velocity, bed slope, bed roughness, horizontal stream curvature (sinuosity) and bed shape factor (Seo and Cheong 1998; Guymer 1998) . Most of the previous efforts have been devoted to develop a formula for the estimation of K x using easily measurable parameters such as mean velocity and depth. An overview of these investigations is given first and then a brief report of other affecting parameters (such as sinuosity, vegetation, etc.) and soft computing methods used for the prediction of K x is provided. 
where H is the depth of flow and U * is the bed shear velocity. The transverse variation in the velocity profile was not considered in deriving equation (2). This may lead to underestimated predictions since in most natural channels, the transverse shear is more important than the vertical one. Fischer (1967) used the lateral velocity profile instead of the vertical velocity profile and developed the following integral equation:
in which A is the cross-sectional area, W is the channel width, h=h(y) is the local flow depth, u΄ is the deviation of the velocity from the cross-sectional mean velocity and ε t is the transverse turbulent diffusion coefficient. This equation shows that K x is inversely related to ε t . In narrow and deep rivers, ε t is high and hence, K x becomes low. By contrast in relatively wide rivers, the transverse variation of velocity is large and K x will be higher (Rutherford 1994) .
Having difficulties in using the integral form and unavailability of detailed transverse velocity profile, Fischer (1975) 
Where ε t0 is the dimensionless transverse mixing coefficient. Although their model is limited to straight-uniform streams with W/H greater than 10, they showed that it is superior to the model of Seo and Cheong (1998) in predicting the K x . However, the model of Deng et al. (2001) has a disadvantage of the complexity caused by the approximation methods for triple numerical integration with a set of regression equations (Rowiński et al. 2005) .
Using 81 sets of field data in USA, Kashefipour and Falconer (2002) They also found out that the average computed ratio of (K x /HU * ) obtained from Seo and Cheong's (1998) formula and theirs were 1508 and 887 respectively while the corresponding average measured ratios was 1045. Hence, they combined equations (8) and (10) According to their analysis, model of Fischer (1975) and Koussis and Rodrigues-Mirasol (1998) both overestimate the longitudinal dispersion coefficient. They proposed that for open channel flows with W/H greater and less than 50, equation (10) and (11) can be used for practical applications, respectively.
In a more fundamental study, Papadimitrakis and Orphanos (2004) stated that the dispersion processes depend on both transverse and vertical velocity profiles, and their relative importance depends on the W/H ratio. They divided W/H values into three regions and studied each region individually. Various combinations of parameters derived from river geometry and velocity data were tested, and an empirical expression was proposed for different ranges of the W/H ratios. Seo and Baek (2004) 
They mentioned that expressions given by Seo and Cheong (1998) , Deng et al. (2001) and Kashefipour and Falconer (2002) 
in which Q is the flow discharge. According to this study, equation (13) may have limited predictive capacity for fast-flowing mountainous streams or the streams with a very low flow discharge rate.
Along with these studies, there are some investigations focusing on other influential parameters. For instance, Fukouka and Syre (1973) experimentally investigated the effect of sinuosity in a laboratory flume with various bending conditions. They found that in these cases, the dispersion coefficient is larger and the initial convective period is shorter than those of equivalent straight channel. The effect of this parameter was also investigated by other researchers (e.g. Rutherford 1994; Guymer 1998 , Boxall et al. 2003 Boxall and Guymer 2007; 9 Bashitialshaaer et al. 2011) . Effects of other factors such as vegetation, dead zones and hydraulic structures have been studied as well: Nepf et al. (1997) found that the longitudinal dispersion coefficient was decreased in the presence of vegetation while Shucksmith et al. (2010) noticed an increase in the longitudinal mixing in submerged conditions. Valentine and Wood (1977) conducted a numerical modeling to study two-dimensional flow with regular dead zones. They observed that dead zones not only increase the rate of dispersion but also delay the occurrence of 
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The data sets used in this study were the collection of different data sets measured in different rivers (Fischer 1968; Yotsukura et al. 1970; McQuivey and Keffer 1974; Nordin and Sabol 1974; Rutherford 1994; Graf 1995) . By considering the published data sets, 149 distinctive data records were selected which are presented in Appendix A. The data sets contain geometric and hydraulic characteristics including channel width, channel depth, average velocity, shear velocity and longitudinal dispersion coefficient. The histograms of K x , W/H and U/U * are illustrated in Fig. 1 .
Approximately, 80 % of K x values are less than 100 m 2 s -1 , the expected maximum value of K x in natural rivers (Chapra 1997) . The histogram of W/H implies that the studied cases varied from narrow rivers (W/H<10) to very wide rivers (W/H>100). U/U * , defined as the friction term (Seo and Cheong 1998) , can be interpreted as hydrodynamic characteristics of the river bed. In other words, the wide range of U/U * in Fig values. Besides, software and hardware errors are inevitable in measuring hydraulic characteristics of a river (Rutherford 1994) .
Model Tree
The main concept of model tree approach is the process of dividing complex problems into smaller ones (Bhattacharya et al. 2007 ). Hence, Model tree (MT) can be regarded as a robust method for classification and prediction, which is more understandable than ANN (Jung et al. 2010) . In fact, model tree (MT) combines the conventional decision tree with linear regression equation at the leaves (Wang and Witten, 1997) . M5 algorithm, initially introduced by Quinlan (1992) , is one of the most commonly approaches of MTs. Two main processes are considered in 11 the algorithm: building the tree and deriving the knowledge from it. The first process involves dividing the input parameter space into smaller sub-space for which a multiple regression model is assigned. The scheme is like an inverted tree in which the root is on top while the leaves are at the bottom. In the second process, a data record is introduced into the root of the tree. Fig. 2 illustrates splitting the space for building a tree and eliciting knowledge from the structure.
The record finds its way down by passing through the nodes. Nodes in the tree represent testing the particular parameter. This testing process involves comparing the given parameter with a constant value. These nodes are arranged based on the dividing condition of the first process (the process of building the tree). Finally, related prediction of the introduced record is obtained when a leaf is reached, and it is recognized as an output. Indeed, that record is classified on the basis of the class appointed to that leaf.
M5 algorithm was later improved as M5´ algorithm by Wang and Witten (1997) . The new version is more robust, produces simpler trees and can deal with enumerated and missing values.
Generally, M5´ consists of three steps: building, pruning and smoothing the tree. M5´ is a recursive algorithm that constructs the regression tree by splitting the space using standard deviation reduction (SDR) factor:
in which T is the set of the data points before splitting, T i is the data point that results from splitting the space and fall into one sub-space according to the chosen splitting parameter and sd is the standard deviation (Wang and Witten 1997) . Standard deviation is considered as an error measure for the data points which fall into a one sub-space. M5´ model tree tests different 12 splitting points for all input parameters. For each sub-space, standard deviation is calculated and then compared with that of data records before dividing the space into smaller ones. When a value of the input parameters maximizes the expected error reduction, it is selected as the splitting point (node). This process (splitting) is repeated for every sub-space. The splitting process is brought to an end when a standard deviation reduction is less than 5% or a few data points remain in a sub-domain. After being built, tree calculates a linear multiple regression model for each sub-space using the input parameters.
As the tree grows, the accuracy of the model increases uniformly for training set. Consequently, over-fitting may be inevitable while the tree is being built. Hence, pruning plays an important role in this step. Pruning is the process of merging some of the lower sub-trees into one node to avoid generating too accurate and over-fitted trees. In pruning, the prediction of expected error at each node for the test data is used. The average absolute difference between the predicted value and the actual output is calculated for each of the training sets that reach the node. To prevent underestimating the expected error for new data, the output value is multiplied by (n+ )/(n-)
where n is the number of training data points that reach to the node and is the number of input parameters that represent the output value at that node. The leaf (or sub-space) can be pruned if the predicted error is lower than the expected one (Witten and Frank 2005) .
The last step is the regularization process to compensate sharp discontinuities, which may happen between adjacent linear models in the leaves after the tree is being pruned. In this step, models built in each sup-space calculate the predicted value. That value is then modified along the route back to the root of the tree on top (first splitting point) by smoothing it at each node.
The predicted value by the leaf model is combined with that of linear one for each node (Quinlan 1992 ).
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MODELING AND RESULT
As discussed previously (See PREVIOUS WORKS), different parameters can affect longitudinal dispersion coefficient. Considering available data in this study, the effects of some parameters such as vegetation, dead zones and hydraulic structures cannot be investigated.
However, we assume that the studied cases here can be representatives of average conditions, which may occur in natural environments. So, the following term relates remaining affecting
where ρ is the fluid density, µ is the viscosity, S f is the bed shape factor and σ is the sinuosity.
According to Seo and Cheong (1998) , bed shape factor and sinuosity represent the vertical and lateral irregularities respectively.
As mentioned earlier, using dimensional analysis, equation (15) 
in which K x /HU * is the dimensionless dispersion coefficient and ρHU/µ is the Reynolds number.
Since the flow in natural rivers is usually turbulent, the effect of Reynolds number is negligible and can be ignored. The effects of channel slope and roughness can be reflected in terms of U * and U/ U * respectively and can be excluded.
Because of the complexity of obtaining σ and also the limited number of available data for this parameter, it has been omitted in most of the previous studies. However, some investigators 14 commented on the effect of σ. Sahay (2011), Tayfur and Singh (2005) and Rowiński et al. (2005) stated that the inclusion of σ in the input vector of the ANN models improves the accuracy of prediction. On the contrary, Tayfur (2006) stated that there is no strong dependence between K x and σ. In fact, our study has also confirmed the former finding. In this study, σ was reported in about 40% of the whole measurements. Hence, σ was excluded from the input parameters of the model tree at the first step to simplify the problem.
S f values are not reported in the data sets, and hence it was not possible to use it. This parameter is not easily collected from natural streams, and its corresponding effect can be included in the term U/ U * (Seo and Cheong 1998) . However, Deng et al (2001) introduced an expression named channel shape parameter as β=ln (W/H). β might be able to reflect the vertical irregularities as the bed shape factor. As seen later, one of the inputs of our model is log (W/H), which corresponds to β. Hence equation (16) Since, model trees ordinarily can only produce linear relationships, the model was developed with log (inputs) and log (output) to obtain a nonlinear relationship. Furthermore, most of the 15 data-driven approaches perform well while dealing with the data with nearly uniform or normal distributions (Pyle 1992) . It can be easily inferred from Fig. 3 Taking logarithms of equation (18), the following linear formula can be derived:
To develop the model, test and train technique was used. This is a common technique in learning algorithms on a data set (Mahjoobi et al. 2008) . In this method, a data set is randomly divided into two subsets, train and test. The train data set is used to train the model, and then the model is tested (verified) using the test data set. In this study, 119 data records were used for training while the remaining ones were used for testing the model. The statistics of the parameters used for training the model are listed in Liu's (1977) , respectively. In brief, it was concluded that the obtained formulas are in good agreement with the engineering sense and previous findings.
The performance of the developed model was evaluated against those of other existing models by using error measures such as discrepancy ratio (DR) (White et al. 1973) , mean of absolute error (ME) and root mean square (RMS). These parameters are defined as: If DR is equal to zero, there will be an exact matching between the measured and predicted values. Otherwise, there is either an overestimation (DR>0) or underestimation (DR<0).
Accuracy is defined as the percentage of DR values, which fall between -0.3 to 0.3 (Seo and Cheong 1998; Kashefipour and Falconer 2002) . The performance of each model can also be determined by comparing the calculated values of ME, RMS with zero. The closer the values to zero, the more accurate the model will be.
Error measures of previous models and the developed one are presented in Table 2 . The results in the last two rows of Table 2 show that the errors of the developed model for testing data as well as all data are nearly the same. Although Elder's (1959) Fischer's model (1975) is the least satisfactory after Elder (1959) . As seen, all the error measures of the developed model show improvement in prediction of the longitudinal dispersion coefficient. The MT has the accuracy of 63%, the highest one among others. The nearest value of the accuracy to that of MT belongs to Liu (1977) Table 5 , the slope of the regression line of MT is close to 1 and it has the highest CC.
Some more information was gained by the introduction of model tree equations. Information such as the splitting point and its value and the values of the exponent of the input parameters helped us to include σ parameter for the cases in which it was reported. Considering equations 21-a, 21-b and the splitting point, the data set was divided into two sub sets. For each sub set, the effect of σ was considered to be a power function ( 8.36
These equations show that K x is directly related to the sinuosity which is in line with the previous findings of Fukouka and Syre (1973) and Bashitialshaaer et al. (2011) . Interestingly, the performance of the modified equations was improved when including sinuosity. Table 5 summarizes error measures of equations 21 and 25 for both ranges and also for all data with reported σ values. It is found that the accuracy of new equations accounting for σ was enhanced especially for the lower range of W/H. It is noteworthy that the power of σ depends on the W/H ratios. As inferred from eq. 25, the sinuosity has a greater effect on the lower W/H ratios than in the higher ones. This is in good agreement with engineering sense since in narrow rivers, mixing is more influenced by the river curvatures. 
CONCLUSION
In this study, M5´ model tree was used to predict the longitudinal dispersion coefficient in natural streams. The model was developed using 149 field data records consisting of hydraulic and geometrical characteristics. Because of the limited number of reported values of σ, it was decided to develop the equations without σ in the first step. Based on previous studies and trial and error, W/H and U/U * along with (K x /HU * ) were used as inputs and output of the model tree, respectively. Two formulas were generated and the splitting parameter was W/H, which is an important parameter in dispersion mechanism. The performance of the new model was evaluated, and the results were compared with those of existing formulas using different error measures. The developed model outperformed others in terms of accuracy. Effect of σ was considered then and the results showed improvement in the predictions of the dispersion coefficient. The suggested models seem to be safely applicable in hydraulic and environmental studies such as design of outfalls or evaluating risks from spills of hazardous contaminants.
NOTATION
The following symbols are used in this paper: 
