The design of sheet pile walls by lower bound limit analysis is considered. The design problem involves the determination of the necessary yield moment of the wall, the wall depth and the anchor force such that the structure is able to sustain the given loads. This problem is formulated as a nonlinear programming problem where the yield moment of the wall is minimized subject to equilibrium and yield conditions. The finite element discretization used enables exact fulfillment of these conditions and thus, according to the lower bound theorem, the solutions are safe.
Introduction
Limit analysis has been used for decades in civil and mechanical engineering practice as a means of analyzing structures of materials which with reasonable accuracy can be described as being rigid-perfectly plastic. Such materials include steel, concrete and soils. Traditionally, most attention has been given to the problem which consists of determining the ultimate magnitude of a given set of loads acting on a structure with a given geometry. This problem is relevant when determining e.g. the necessary extrusion pressure in metal forming problems, when evaluating the bearing capacity of reinforced concrete slabs or the stability of slopes, and generally, whenever all information about the structure, except for the ultimate magnitude of the load set, is known. However, in the design of structures the situation is the opposite. Here the loads are known whereas the necessary dimensions, boundary conditions, material strengths, etc. must be determined in such a way that the structure is able to sustain the given loads. Thus, limit analysis embraces two different scenarios, one where everything except the maximal permissible load intensity is known, and one where all that is known is the load intensity.
In the following we consider the latter of these problems with particular reference to the design of sheet pile walls. The example problem which we will return to in Section 7 is sketched in Fig. 1 . Given the weight of the soil and the relevant strength parameters, for the Mohr-Coulomb criterion the cohesion and the angle of friction, the task is to determine the necessary yield moment of the wall, the anchor force, and the depth of the wall.
Problem formulation
The theorems of limit analysis provide powerful tools for the design and analysis of a wide variety of structures. Originally, hand calculations were used, and numerous methods have been developed. Although based on a common foundation, namely the limit theorems, these methods usually take quite different forms depending on the particular problem in question.
With the development of the modern computer it has become possible to generalize the hand calculation methods in terms of methods suited for large numerical computations. As with most hand calculation methods the numerical computations are based on either the upper or the lower bound theorem, and are carried out as optimizations.
Whereas the problem of determining the ultimate magnitude of a given load set has received considerable attention less work has been devoted to the complementary problem of determining the necessary structural strength given the loads. However, in our opinion, this is in fact the problem in which the power of limit analysis comes to its full right, and most clearly outperforms incremental elasto-plastic analysis. An example of this is the design of reinforced concrete slabs. Here the material strength if governed by the two orthogonal layers of reinforcement at the top and bottom of the slab, and thus, the design of such a structure requires the determination of four independent strength parameters. This problem has previously been treated numerically by among others Damkilde and Høyer [1] , Krenk et al. [2] , Damkilde and Krenk [3] , and Krabbenhoft and Damkilde [4] . Also reinforced concrete structures loaded in their own plane have been considered, Poulsen and Damkilde [5] .
Whereas the upper bound method is usually preferred in hand calculations the lower bound method has some obvious advantages when it comes to numerical computations. One of the most significant of these is the ease with which the method is generalized to include all the common structural elements known from elastic analysis. This generalization comes about by adopting the well-known finite element concept. In contrast to most elastic finite element formulations the elements are stress based rather then displacement based. With the stresses as the variables a set of equilibrium equations can be formulated. Additionally, a set of relevant yield conditions are imposed, and the task then consists of minimizing or maximizing some function subject to these conditions. In load optimization the quantity to be maximized is the magnitude of the load set, whereas in material optimization some function representing the overall cost of the structure is minimized. If all equilibrium, boundary, and yield conditions are satisfied the resulting solution is safe, which is of course another desirable feature.
An important aspect of computational limit analysis is the efficiency of the optimization algorithm. Whereas the simplex method was popular in many of the earlier works, other much more efficient methods have recently been developed, see e.g. Borges et al. [6] , Lyamin [7] and Krabbenhoft and Damkilde [8] . The common feature of these algorithms is that linear as well as nonlinear constraints can be included in the optimization problem. Furthermore, the number of iterations required, typically 20-50, is largely independent of the problem size, and since each iteration requires more or less the same as the solution of an equivalent system of elastic finite element equations, problems containing tens of thousands of variables can be solved in a matter of a few minutes.
Lower bound method-load optimization
Using the lower bound theorem for load optimization the aim is to find a stress distribution which maximizes the intensity of a predefined set of external loads. The stress distribution must be statically admissible, i.e. all equilibrium equations and yield conditions must be fulfilled. For a discrete structure the equilibrium equations can be written in matrix notation as
Here E is an equilibrium matrix of n columns and m rows, r is a vector containing the n stress parameters, and the external load consists of a constant part R c and a part R proportional to a scalar load parameter a. Usually the number of stress variables exceeds the number of equilibrium equations corresponding to the structure being statically indeterminate. As in all finite element procedures the equilibrium matrix and the load vectors are assembled from local element contributions, see Damkilde and Høyer [1] . To prevent violation of the yield criteria an additional set of restrictions must be included. These can be written as
where l are predefined strength parameters. These restrictions will for all but the simplest structures be of a nonlinear nature, but can usually be linearized in a straight-forward manner. With these two sets of constraints, linear equilibrium equations and nonlinear yield criteria inequalities, the lower bound load optimization problem can be written as
Lower bound method-material optimization
In material optimization the external loads are known and the aim is again to find an optimal stress distribution, but now such that the overall cost of the structure is minimized. As a measure of the cost a weighted sum of the strength parameters appearing in the yield criterion is often used. This problem can be written as
where w is a vector of weighting factors. The objective function can of course be supplemented with other relevant quantities such as a weighted sum of certain boundary stresses if the objective is to reduce the cost of supports. Furthermore, the material optimization problem is readily extended to include multiple load cases, see Damkilde and Høyer [1] .
Sheet pile wall design
As mentioned earlier the quantities to be determined in the design of sheet pile walls are the necessary yield moment, the anchor force and the wall depth. In principle an optimization problem minimizing a weighted sum of these quantities could be formulated. However, from a numerical point of view, the solution to such a problem, which is most likely non-convex, would be extremely difficult. Furthermore, the choice of weighting factors is not particularly obvious. To simplify matters we propose a two-phase method. In the first phase the yield moment of each wall segment is an independent design variable, and the sum of yield moments is then minimized. This gives a good estimate of the necessary wall depth since yield moments approximately equal to zero will be chosen below the necessary depth. The second phase then consists of determining the necessary yield moment given the wall depth, this time with one common design variable for all wall segments.
In the computations anchors are included by allowing for a shear stress discontinuity in the wall in the anchorage point, and the anchor force is then determined a posteriori on the basis of equilibrium.
Finite element discretization
The finite element discretization must be performed to allow for three different types of equilibrium equations to be satisfied. Equilibrium of a soil element is described by
where c is the downward directed unit weight of the soil, and x and y define a usual Cartesian coordinate system as shown in Fig. 1 . The sheet pile wall must satisfy both transverse and longitudinal equilibrium, i.e. where p and q are transverse and longitudinal line loads respectively. Thus, the types of finite elements needed are plate elements for (5) and (6), beam elements for (7) and truss elements for (8) . In the following we adopt the elements used by Poulsen and Damkilde [5] for the analysis of reinforced concrete structures. These elements allow for the equilibrium equations to be satisfied exactly such that true lower bound solutions can be obtained.
Plate element
The plate element, shown in Fig. 2 , enables a linear variation of the stresses. In contrast to most displacement finite element formulations the variables, in this case the stresses, are ascribed to the local nodes of the individual elements rather than to the nodes of the global mesh. The discontinuous stress fields that may appear as a result of this discretization are rendered statically admissible by requiring continuity in the normal and shear forces across element interfaces, see Fig.  2 . Since the stress variation is linear these conditions must be imposed in two points along each element interface.
The stress distributions are interpolated by means of area coordinates n j as
Using the differentiation rules for area coordinates the equilibrium equations (5) and (6) can be written as
where A is the triangle area, t the thickness, and a j = x j+1 À x jÀ1 , b j = y j+1 À y jÀ1 , where j = 1, 2, 3 refers to the nodes numbers.
With the sign convention shown in Fig. 2 the normal and shear forces are given by
where l k is the length of side k. The value of b, 1 or 2, refers to the beginning and end of each side respectively. These shear and normal stresses are used to enforce equilibrium across element interfaces as well as to couple the plate element with the beam and truss elements.
Truss element
The normal stress distribution in the sheet pile wall is modeled by means of truss elements. The truss elements are coupled to the plate elements via the shear stress distributions along the sides of the plate elements as shown in Fig. 3 . Since the shear stress distribution along the plate edges is linear a quadratic interpolation of the normal force in the truss element is needed in order to satisfy (8) exactly. Thus, the normal force is interpolated as
where s 2 [0; 1] is shown in Fig. 3 . The equilibrium equation (8) can then be written as
where l is the length of the element. In addition to these equilibrium conditions, force equilibrium in each node is imposed.
Beam element
Whereas the truss element couples with the plate edge shear stresses, the beam element couples with the normal stresses. Thus, in order to enable exact fulfillment of (7) a cubic moment interpolation is necessary. Using the notation defined previously the equilibrium equation (7) can be written in discrete form as 
Again, conditions ensuring nodal equilibrium must be imposed. This is done by requiring moment and force equilibrium in each node, where the two nodal force equilibrium equations consist of contributions from both the truss normal force and the beam shear force.
The shear forces at each end of the element are given by
Total equilibrium
The total equilibrium system for a general platebeam-truss system comprises the global and local equilibrium equations as well as coupling conditions connecting the different types of elements. The total system can be written as Hereĉ,p,q are prescribed plate body loads, transverse beam loads and longitudinal truss loads respectively, andr, c M and b P are prescribed plate edge stresses, nodal beam moments and beam-truss nodal forces respectively. The global equilibrium equations correspond to (5)-(8) whereas the local equilibrium conditions ensure continuity between plate elements and moment and force equilibrium in each node of the beam-truss system. Furthermore, the plate edge shear and normal forces couple with the beam and truss elements respectively. In a more compact form the full equilibrium system can be written as
In addition to these equilibrium conditions it may also be necessary to include equilibrium inequalities. For the sheet pile wall, for example, a downward directed resulting normal force is required. Also, inequalities are needed in specifying the roughness of the wall, i.e. the magnitude of the shear that can be transferred between plate and truss elements. Similarly to (17) a general set of equations describing these conditions can be written as
Yield conditions
As is common practice in geotechnical analysis of cohesive-frictional soils we assume yielding to be governed by the Mohr-Coulomb yield criterion. Using this criterion in plane strain the stresses must satisfy
where c is the cohesion and / is the angle of friction.
The general yield criterion for a beam subjected to a combination of normal force and moment can be written as
where f y is the yield strength. Generally, f, g and k depend on the geometry of the cross section. For rectangular cross sections a commonly used criterion is
where M 0 and N 0 are the plastic moments and normal forces respectively. However, in sheet pile wall design the strength of the wall is usually assumed to be given solely by the bending strength, i.e. the moments are limited by
In the following this criterion is used. It should be emphasized that the optimization method used to solve the lower bound material optimization problem is by no means restricted to the above yield criteria. Alternative criteria, e.g. the DruckerPrager criterion for the soil, are easily implemented.
Formulation of design optimization problem
As already discussed the design strategy consists of first minimizing the sum of the wall yield moments with each wall segment being assigned an independent design parameter. This problem can be written as
Here the functions f (r) define the Mohr-Coulomb criterion imposed in each plate stress point, e is a vector of ones and M 0 is a vector containing the design yield moments. The solution to this optimization problem gives a good indication of the necessary wall depth as yield moments approximately equal to zero will be found below the necessary depth. Next, with the wall depth known, the phase two problem then consists of finding the necessary yield moment with all wall segments being assigned a common design parameter. This problem is written as
Solution of optimization problem
The solution of the optimization problem is realized by employing an interior point algorithm which has proven to be very efficient with respect to the load optimization problem, Krabbenhoft and Damkilde [8] . Since the material optimization problem is very similar in structure-linear objective, nonlinear equalities and linear equalities-a similar efficiency should be expected in the case of material optimization. In the following the solution algorithm is outlined with reference to the general material optimization problem (4).
The inequalities are first converted into equalities by addition of positively restricted slack variables s. Next, these slack variables are included into the objective via a logarithmic barrier function such that no explicit reference to the positivity of the slack variables is needed. The modified problem is then
where q k is a parameter which should be reduced as the solution is approached.
The Lagrangian of (26) is given by
where m and k are Lagrange multipliers. Since (26) is a convex program by virtue of the yield conditions being convex and all other restrictions linear, the solution to the optimization problem can be found by solving the first order Kuhn-Tucker conditions, see e.g. Nash and Sofer [9] , which state that the first order derivatives of the Lagrangian should vanish at the optimum. This leads to the following conditions
f ðr,lÞ þ s ¼ 0 ð31Þ
together with the positivity requirements on s and k.
Duality between upper and lower bound methods
The duality between the upper and lower bound theorems of plasticity has an analogy in the duality theory of mathematical programming. With a problem origi-nally formulated as a minimization problem one can construct a dual maximization problem with the same objective value as the original problem, but with the variables being different in each problem. In the framework of discrete limit analysis this means that from a problem originally formulated as lower bound it is possible to construct the corresponding approximate upper bound problem. In load optimization this duality property has a clear physical interpretation since the upper and lower bound problems can be formulated independently of each other and then by means of duality shown to be equivalent.
However, when it comes to material optimization the natural starting point for formulating the problem is the lower bound theorem whereas an upper bound material optimization problem can only be formulated indirectly. Considering the lower bound problem (25) a linearization can be obtained by replacing the nonlinear inequalities by their first order Taylor expansion around points (r*, l*) lying on the yield surface, i.e.
where the last equality comes about by the fact that f(r*, l*) = 0. The linearized material optimization problem is then
The dual to this problem is, see e.g. [9] ,
This is the upper bound material optimization problem. The displacements at collapse (velocities) are contained in the vector m and k contains the plastic multipliers. The quantity to be minimized is the external work minus some constant contribution from the internal work while the magnitude of the total internal work is limited. As in the upper bound load optimization problem compatibility between displacements and strains is required. These constraints correspond to the optimality conditions (29) and (28) respectively. The optimality conditions (31) and (32) correspond to the yield and equilibrium restrictions stated in the original lower bound material optimization problem (25). The conditions linking the variables of the two problems are expressed by the complementary slackness conditions (30) which, by the use of (28) and (29) and (31) and (32), are easily shown to be equivalent to requiring that the difference between the objectives in (25) and (35) vanishes.
It is a rather peculiar fact that the material strengths do not enter directly into the upper bound material optimization problem, but rather must be determined as the dual variables to this problem. This seems to exclude the upper bound material optimization problem from practical use, since e.g. additional requirements on the design variables cannot be imposed directly but only through duality. The duality between the two problem is, however, useful in determining the displacements at collapse. This will be utilized in the following. For further details on upper/lower bound duality we refer to Krenk et al. [2] and Krabbenhoft and Damkilde [8] .
The algorithm starts at an initial solution (r
) from which an initial barrier parameter is computed as
where p is the number of inequality constraints. The algorithm then proceeds by computing an increment and finally the variables are updated such that s and k remain positive throughout the iterations. At the beginning of each iteration the barrier parameter q k is reduced according to (39) or similar rules.
Further details on the practical implementation of the algorithm can be found in Krabbenhoft and Damkilde [8] .
Detecting infeasibility
If the wall depth, estimated on the basis of the phase one problem (23), is not sufficient a situation where there is no solution to the phase two problem (24) will occur. This may cause severe numerical problems in the optimization algorithm since convergence will never be obtained and the algorithm thus never terminated. To avoid this situation we impose a slightly different set of equilibrium equations and at the same time alter the objective function such that the resulting problem can be written as
As seen the equilibrium equations need not be satisfied and thus, a solution should always exist. To force the equilibrium equations to be satisfied if at all possible, equilibrium violations are punished in the objective function by some large number L. Other methods of detecting infeasibility may also be used, see e.g. Nash and Sofer [9] .
Examples
In the following we consider the sheet pile wall shown in Fig. 1 with c = 18 kN/m above level 6.00 m and c = 10 kN/m below. In the entire domain the strength parameters of the soil are c 0 = 0 and / 0 = 30°corre-sponding to sand. Both rough and smooth cantilever and anchored walls are considered. First the problem of determining the necessary yield moment given the wall depth is solved and secondly the procedure for determining the wall depth as well as the necessary yield moment is illustrated.
Determination of necessary yield moment
Four different walls are considered. All walls have first been designed by Brinch HansenÕs method [10] giving the necessary yield moment, wall depth and anchor force, if any. The wall depth thus determined is then used in the lower bound computations where the aim is to determine the necessary yield moment. In Brinch HansenÕs method a rupture figure corresponding to an probable failure mode of the wall is postulated. This rupture figure can consist of straight lines and circles and the stress distribution can then be determined by integration of Kö tterÕs equation. To simplify the computations Brinch Hansen introduced the equivalent earth pressure coefficients. As an approximation linear pressure distributions were assumed which, strictly speaking, is only valid in the case of zone rupture. Moreover, some of the rupture figures used are not statically admissible and circular rupture lines are only kinematically admissible in the case of / = 0. Thus, the solutions obtained by the method are neither true upper or lower bounds.
Cantilever walls
The results for the cantilever walls are shown in Table 1 . As seen the agreement with Brinch HansenÕs method is rather good. For the rough wall the lower bound method predicts a necessary yield moment which is approximately 3% larger than what Brinch HansenÕs method suggests, while for the smooth wall the auto- Table 1 Necessary yield moments (kN m/m) for cantilever walls mated lower bound method predicts a slightly lower yield moment than the hand calculation method. The velocity fields derived by means of duality are shown in Fig. 4(a) and (b) . As expected the velocities define a P-rupture for the rough wall and an R-rupture for the smooth wall. On the active side the angle between the rupture lines and the ground should be 45°+ //2 = 60°a nd on the passive side 45°À //2 = 30°. This is fulfilled to within the accuracy with which we can measure.
Anchored walls
An anchor is now placed at level 7.00 m. This dramatically reduces the necessary yield moment as well as the wall depth. The results are shown in Table 2 .
Again the necessary lower bound yield moments follow those of Brinch Hansen with the latter being approximately 5-8% larger than those predicted by the former method. The anchor forces, however, deviate significantly with the lower bound method suggesting forces up to 40% larger than those of Brinch Hansen. The velocity fields are shown in Fig. 5(a) and (b) . With respect to the corresponding rupture figures it is interesting to note that for walls with yield hinges Brinch Hansen assumed that each wall segment defines an independent rupture figure. For both the rough and the smooth wall traces of two different rupture figures can be seen. For the rough wall the segment below the yield hinge defines a P-rupture while for the smooth wall an R-rupture occurs. For the wall segment above the yield hinge the corresponding rupture figure is harder to categorize. However, the triangular area at the top right of both figures suggests a figure similar to that of AaR-rupture.
Determination of wall depth and yield moment
In this section the complete design problem is considered. As an example the smooth cantilever wall from the previous example is taken. In the phase one problem where each yield moment is optimized independently we estimate a necessary depth of 12 m. This results in the moment distribution shown in Fig. 6(a) . A zoom of the conditions near the point where the moment becomes zero is shown in Fig. 6(b) . As can be seen the moment first becomes zero at around À8.9 m. A good, estimate of the necessary wall depth is therefore 9.00 m. This value is then used in the phase two problem where it is confirmed that the depth is indeed sufficient. The necessary yield moment is found to be 983 kN m/m compared to 982 kN m/m in the first analysis, whereas the wall depth has been reduced by 0.6 m.
In the phase one problem each yield moment is weighted identically. A more realistic weighting, however, would be to increase the weighting factors with the depth such that the cost of ramming would be included directly into the objective. Also the position of the anchor may be taken as a variable, again with the cost increasing as the depth increases.
Sheet pile wall in layered soil
A more practical example as sketched in Fig. 7 is now considered. The wall is assumed rough and the strength parameters of the soil under drained conditions are given in Table 3 . Below the water level the reduced soil weight c 0 = c m À c w is used. The design of the wall proceeds by estimating a necessary minimum wall depth by a phase-one procedure as described in the previous section. Next, this estimate is confirmed by a minimization of the necessary yield moment of the wall. By this procedure the necessary minimum depth has been found to be close to d w = 1.75 m. The corresponding yield moment and anchor forces were found to be M = 244 kN m/m and A = 446 kN/m respectively. The moment and earth pressure distributions are shown in Fig. 8 . As expected the moment attains its negative maximum at the anchorage point whereas the positive maximum appears around level À7.0 m. The correspondence between the location of this point and velocity field shown in Fig.  9 is good. Here, a rotation about the anchorage point and the presence of a yield hinge at around level À7.0 m are clearly visible. As for the earth pressure distribution a rather non-smooth variation can be observed. This has also been observed for other configurations and also for finer meshes than the one used in the present computation. This may indicate that the results are rather insensitive to the precise variation of earth pressure, i.e. that the computed minimum is quite flat. This is also supported by the iteration counts which are generally somewhat higher than for most other problems with less flat optima. Thus, whereas typical load bearing capacity problems usually require 20-40 iterations, the problems considered here often require 80-100 iterations.
Conclusions
The design of sheet pile walls has been considered from a limit analysis material optimization point of view. Both smooth and rough cantilever and anchored walls have been treated. The obtained results have been compared to the classic method of Brinch Hansen and good agreement is generally found. In contrast to this method, however, the present method results in lower bound solutions, i.e. designs which are safe.
In the paper a design procedure where the primary objective is the minimization of the wall yield moment has been developed. However, it is of course entirely possible to construct interaction charts, e.g. with the wall depth and yield moment as variables. This ensures a high degree of flexibility in the design procedure as the combination of the wall depth and the yield moment, which under a particular set of practical constraints are optimal, can be easily chosen on the basis of such charts. 
