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Gaussian Approximations for Maxima of Random
Vectors under (2 + ι)-th Moments
Qiang Sun∗
Abstract
We derive a Gaussian approximation result for the maximum of a sum of random
vectors under (2 + ι)-th moments. Our main theorem is abstract and nonasymptotic,
and can be applied to a variety of statistical learning problems. The proof uses the
Lindeberg telescopic sum device along with some other newly developed technical
results.
keywords Gaussian Approximation, Maxima.
1 Introduction and Main Result
We derive a Gaussian approximation result for maxima of sums of high dimensional ran-
dom vectors under (2 + ι)-th moments for some 0 ≤ ι ≤ 1. This complements the re-
sults of Chernozhukov et al. (2014) which require third moment condition; see Theorem
4.1 therein. Later, Chernozhukov et al. (2017) provided high-dimensional central limit and
bootstrap theorems for sparsely convex sets. Our derivation utilizes the Lindeberg tele-
scopic sum device along with some other newly developed technical results.
Let X1, . . . , Xn be independent random vectors in R
d with mean zero and finite (2+ ι)-th
moments, that is, E(Xi j) = 0 and E
(
|Xi j|
2+ι) < ∞, for some 0 ≤ ι ≤ 1. Let Σ ≡ E(XiXTi ).
Consider the statistic Z = max1≤ j≤d
∑n
i=1 Xi j. Let Y1, . . . , Yn be independent random vectors
in Rd with Yi ∼ N(0,Σ). For 0 ≤ ι ≤ 1 and γ, q > 0 such that γδ > 1, let
Ln(γ, δ, ι) = min
{
γ2δ−1E
(
max
j
∑∣∣∣Xi j∣∣∣3 +max
j
∑∣∣∣Yi j∣∣∣3), γ 4+2ι3 δ− 2+ι3
n∑
i=1
Ci(2 + ι)
}
, (1.1)
where Ci(q) = E
(
max1≤ j≤d |Xi j|
q
+max1≤ j≤d |Yi j|
q
)
. Let “.” stand for “≤” up to a universal
constant. Our main result follows.
Theorem 1.1. For any positive scalers δ, γ such that δγ > 1 and ε = γδ exp{−(γ2δ2−1)/2} <
1, there exists a random variable Z†
d
=max1≤ j≤d
∑n
i=1 Yi j such that
P
(
|Z − Z†| ≥ cγ + 3δ
)
.
ε + Ln(γ, δ, ι)
1 − ε
.
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Proof of Theorem 1.1. The proof of this theorem exploits the smooth approximations for
the nonsmooth max and indicator functions, and the device of Lindeberg’s telescopic sum
Lindeberg (1922). Because Xi j’s only have bounded (2+ ι)-th moments, the Gaussian com-
parison inequalities developed previously (Chernozhukov et al., 2014) can not be applied,
at least not immediately. The key technical difference is Lemma 2.1, where we uses the
device of Lindeberg’s telescopic sum.
The rest of the proof follows from that in Chernozhukov et al. (2014). We outline it here
for completeness. We start by using a version of Strassen’s theorem to prove Theorem 1.1,
i.e. Lemma 4.1 in Chernozhukov et al. (2014). Using this lemma, the conclusion follows
immediately if we can prove that for every Borel subset A of R,
P
(
Z ∈ A
)
− P
(
Z† ∈ Acγ+3δ
)
≤
ε + Ln(γ, δ, ι)
1 − ε
. (1.2)
We shall fix any Borel subset A of R throughout the proof. The first two steps are
standard, which involve smooth approximations to the non-smooth maps as discussed pre-
viously. We first approximate the non-smooth map Rd 7→ R : x 7→ max1≤ j≤d x j by the
smooth function ψγ : R
d 7→ R defined by ψγ(x) = γ
−1 log
( ∑d
j=1 e
γx j
)
for x ∈ Rd. By
elementary calculations, we have for any x = (x1, . . . , xd)
T,
max
1≤ j≤d
x j ≤ ψγ(x) ≤ max
1≤ j≤d
x j + cγ, (1.3)
where cγ = γ
−1 log d. Similarly, let S n =
∑n
i=1 Xi and S
†
n =
∑n
i=1 Yi, the Gaussian analogue
of S n. Then
P
(
Z ∈ A
)
≤ P
(
ψγ(S n) ∈ A
cγ
)
= E
[
1Acγ {ψγ(S n)}
]
.
Then we approximate the indicator function t 7→ 1A(t) by a smooth function. We utilize
the following lemma, which is taken from Chernozhukov et al. (2014) and can be traced
back to Pollard (2002).
Lemma 1.2. Let γ > 0 and δ > γ−1. For every Borel subset A of R, there exists a smooth
function g : R 7→ R such that ‖g′‖∞ ≤ δ
−1, ‖g′′‖∞ ≤ Cδ
−1γ, ‖g′′′‖∞ ≤ Cδ
−1γ2 and
(1 − ε)1A(t) ≤ g(t) ≤ ε + (1 − ε)1A3δ(t) for all t ∈ R,
where C > 0 is an absolute constant and ε = ε(γ, δ) = γδ exp{−(γ2δ2 − 1)/2} < 1.
We take a suitable function g as justified in Lemma 1.2 to the set Acγ and obtain
E[1Acγ {ψγ(S n)}] ≤ (1 − ε)
−1
E{g ◦ ψγ(S n)}.
For simplicity, we write f = g ◦ ψγ, i.e., f (x) = g(ψγ(x)) for x ∈ R. Then, it suffices
to compare E{ f (S n)} and E{ f (S
†
n)} using the smoothness of f . If we can establish the
following inequality,
∣∣∣E f (S n) − E f (S †n)∣∣∣ . Ln(γ, δ, ι), (1.4)
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which is provided in the Lemma 2.1. Then, applying Lemma 1.2 again, it follows
P
(
Z ∈ A
)
− P
(
Z† ∈ Acγ+3δ
)
≤ E
[
1Acγ {ψγ(S n)}
]
− P
(
Z† ∈ Acγ+3δ
)
≤ (1 − ε)−1E f (S n) − P
(
Z† ∈ Acγ+3δ
)
.
E f (S
†
n)
1 − ε
− P
(
Z† ∈ Acγ+3δ
)
+
Ln(γ, δ, ι)
1 − ε
≤
ε + Ln(γ, δ, ι)
1 − ε
,
where we used the property of the smooth approximation ψγ in the last inequality. There-
fore, we only need to prove (1.4). This completes the proof. 
2 Statement and Proof of Lemma 2.1
Lemma 2.1. Recall the definitions for f , S n and S
†
n in the proof of Lemma 1.1. Then, for
any 0 ≤ ι ≤ 1, we have
|E f (S n) − E f (S
†
n)| ≤ Ln(γ, δ, ι),
where Ln(γ, δ, ι) is defined in (1.1).
Proof of Lemma 2.1. We use the device of Lindeberg’s telescopic sum (Lindeberg, 1922)
to prove this lemma. Let Ti =
∑i−1
k=1 Yk +
∑n
k=i Xk, with T1 =
∑n
k=1 Xk. Then, we write
E f (S n) − E f (S
†
n) as a telescopic sum:
E f (S n) − E f (S
†
n) =
n∑
i=1
E f (Ti) − E f (Ti+1).
In order to bound the left-hand side in the above identity, we instead bound the telescopic
sum. Let ∆i = Ti − Ti+1 and Li =
∑i−1
k=1 Yk +
∑n
k=i+1 Xk. We use ∇ f to denote the derivative,
and ∇2 f = (∂ jk f )1≤ j,k≤p the Hessian. f (Vi) − f (Vi+1) can be decomposed as follows:
f (Ti) − f (Ti+1) = (Ti − Ti+1)
T∇ f (Li)︸                 ︷︷                 ︸
Ii
+
1
2
XTi ∇
2 f (Li)Xi −
1
2
YTi ∇
2 f (Li)Yi︸                                  ︷︷                                  ︸
IIi
+Ri, (2.1)
where Ri is the remainder term such that Ri = f (Ti) − f (Ti+1) − Ii − IIi.
Let R =
∑n
i=1 Ri, I =
∑n
i=1 Ii, and II =
∑n
i=1 IIi. Then E f (S n)−E f (S
†
n) = EI+EII+ER.
In what follows, we bound the expectation of terms I, II, and Ri respectively. Starting with
I, because Ti − Ti+1 = Xi − Yi, which is independent of Li, we have
EI = E
n∑
i=1
Ii =
n∑
i=1
{E(Ti − Ti+1)}
T
E{∇ f (Li)} = 0.
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For II, the expectation of II can be bounded by
EII = E

n∑
i=1
∑
j,k
2−1∂ jk f (Li)(Xi jXik − Yi jYik)

= 2−1
n∑
i=1
∑
j,k
E
{
∂ jk f (Li)
}
E
{
Xi jXik − Yi jYik
}
(Xi, Yi ⊥ Li)
= 0. (E{Xi jXik} = E{Yi jYik})
In the following lemma, we give an upper bound for the expectation of R.
Lemma 2.2. Let f (x) : Rd 7→ R be defined as in Theorem 1.1. Then we must have
ER . Ln(γ, δ, ι).
Proof of Lemma 2.2. Recall the definition of R =
∑n
i=1 Ri. Let θ be a uniform distributed
random variable over [0, 1], independent of all other random variables. Using the third
order Taylor approximation for multivariate functions, we obtain
Ri =
{
f (Ti) − f (Li)
}
−
{
f (Ti+1) − f (Li)
}
− Ii − IIi
= 6−1Eθ

∑
j,k,ℓ
(1 + θ)2Xi jXikXiℓ∂ jkℓ f (Li + θXi)

+ 6−1Eθ

∑
j,k,ℓ
(1 + θ)2Yi jYikYiℓ∂ jkℓ f (Li + θYi)
 ,
where the first and second-order terms canceled out. Therefore, ER can be bounded as
ER = 6−1E

n∑
i=1
∑
j,k,ℓ
(1 + θ)2Xi jXikXiℓ∂ jkℓ f (Li + θXi)

+ 6−1E

n∑
i=1
∑
j,k,ℓ
(1 + θ)2Yi jYikYiℓ∂ jkℓ f (Li + θYi)

≤ 6−1E

∑
j,k,ℓ
‖∂ jkℓ f ‖∞max
j,k,ℓ
∑∣∣∣Xi jXikXiℓ∣∣∣

+ 6−1E

∑
j,k,ℓ
‖∂ jkℓ f ‖∞max
j,k,ℓ
∑∣∣∣Yi jYikYiℓ∣∣∣

= A + B. (2.2)
Now we bound A and B respectively. We start with A. Following elementary calculations
along with Lemma 1.2, we obtain
d∑
j,k,ℓ
∣∣∣∂ jkℓ f (x)∣∣∣ ≤ ‖g′′′‖∞ + 6γ‖g′′‖∞ + 6γ2‖g′‖∞ ≤ (7C + 6)γ2δ−1 . γ2δ−1.
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which, combined with equation (2.2), yields
A ≤
1
6
(7C + 6)γ2δ−1E
{
max
j,k,ℓ
∑∣∣∣Xi jXikXiℓ∣∣∣
}
. γ2δ−1E
{
max
j,k,ℓ
∑∣∣∣Xi jXikXiℓ∣∣∣
}
. γ2δ−1E
{
max
j
∑∣∣∣Xi j∣∣∣3
}
. (2.3)
Similarly,
B . γ2δ−1E
{
max
j
∑∣∣∣Yi j∣∣∣3
}
. (2.4)
Now using the fact that 0 ≤ f (x) ≤ 1 and EI = EII = 0, we obtain
ER = E f (S n) − E f (S
†
n) − EI − EII ≤ 1. (2.5)
Putting the upper bounds (2.3), (2.4), and (2.5) together yields
ER . min
{
1, γ2δ−1E
{
max
j
∑∣∣∣Xi j∣∣∣3} + γ2δ−1E{max
j
∑∣∣∣Yi j∣∣∣3}
}
.
Using the fact that Ri = f (Ti) − f (Ti+1) − Ii − IIi and in a similar argument, we shall obtain
ERi . γ
−1δ−1Emin
{
γδ + γ
(
max
1≤ j≤d
|Xi j| + max
1≤ j≤d
|Yi j|
)
+ γ2
(
max
1≤ j≤d
|Xi j|
2
+ max
1≤ j≤d
|Yi j|
2
)
, γ3
(
max
1≤ j≤d
|Xi j|
3
+ max
1≤ j≤d
|Yi j|
3
)}
.
We need the following lemma, which enables the relaxation of the moment conditions.
Lemma 2.3. Let a ≥ 1 and x ≥ 0. For any 0 ≤ ι ≤ 1, we have
min
{
a + x + x2, x3
}
≤ 3a(1−ι)/3x2+ι.
Proof of Lemma 2.3. Using the fact that a > 1 and splitting the support of x, we obtain
min
{
a + x + x2, x3
}
≤ 3min
{
a ∨ x ∨ x2, x3
}
≤ 3
(
min
{
a, x3
}
1
(
x ≤ 1
)
+min
{
a, x3
}
1
(
1 < x ≤ a1/3
)
+min
{
a, x3
}
1
(
a1/3 < x ≤ a1/2
)
+min
{
x2, x3
}
1
(
x > a1/2
))
≤ 3a(1−ι)/3x2+ι.

Applying Lemma 2.3 with x = γmax(|Xi j |, |Yi j|), we obtain
ERi . γ
(4+2ι)/3δ−(2+ι)/3Ci(2 + ι),
where Ci(2+ι) = E
(
max1≤ j≤d |Xi j|
2+ι
+max1≤ j≤d |Yi j|
2+ι). Combining two different bounds
together yields Lemma 2.2. 

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