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The aim of this paper is to introduce new sequences which extend the classical sequence
convergent to the Euler–Mascheroni constant. Some new techniques for obtaining faster
converging sequences of Euler–Mascheroni type are given. We show how these sequences
can be combined with the harmonic sequence to improve the rate of convergence.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
One of the most famous sequences studied in analysis is
γn = 1+ 12 + · · · +
1
n
− ln n, n ≥ 1,
whose limit, denoted here by
γ = 0.5772156649015328 . . . , (1.1)
is known as the Euler–Mascheroni constant.
It was first discovered in 1735 by the Swiss mathematician Leonhard Euler (1707–1783) who used the notation C , while
the notation γ was introduced in 1790 by the Italian mathematician Lorenzo Mascheroni (1750–1800).
The value (1.1) of γ with 16 decimals had already been calculated by Euler in 1781; then Mascheroni gave an estimation
for γ with 32 decimals, although only the first 19 decimals were correct. For details, [1,2] can be consulted.
Some facts concerning the rate of convergence of the sequence (γn)n≥1 are stated in [3–7]. More precisely, the following
estimates were established:
1
2n+ 1 < γn − γ <
1
2n
[4,5]
1
2n+ 25
< γn − γ < 1
2n+ 13
[6]
1
2n+ 2γ−11−γ
≤ γn − γ < 1
2n+ 13
[3]
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(the constants (2γ − 1)/(1− γ ) and 1/3 are sharp). A simple idea for replacing the argument of the logarithm leads to the
following faster converging sequence:
Rn = 1+ 12 + · · · +
1
n
− ln
(
n+ 1
2
)
,
with
1
24(n+ 1)2 < Rn − γ <
1
24n2
[8].
In the basic monograph [2], for every real number a > 0, the sequence
γn(a) = 1a +
1
a+ 1 + · · · +
1
a+ n− 1 − ln
a+ n− 1
a
was introduced. The sequence (γn(a))n≥1 is convergent to a limit denoted as γ (a). The real numbers γ (a) are also called
generalizations of the Euler–Mascheroni constant, since (γn(1))n≥1 is the sequence (γn)n≥1 and, consequently, γ (1) = γ .
We concentrate in this paper on sequences converging faster towards the (generalized) Euler–Mascheroni constant. We
continue the ideas from [8,2] to define new generalized Euler–Mascheroni sequences, mainly by modifying the terms of the
harmonic series.
In this sense, for every b ≥ 0 and sequence (an)n≥1 ⊂ (−1,∞), we introduce the sequence
µn = 11+ a1 +
1
2+ a2 + · · · +
1
n+ an − ln (n+ b) .
If b = 0 or b = 1/2 and an = 0, then the sequences (γn)n≥1 and (Rn)n≥1, respectively, are obtained, while in the case of the
constant sequence an = a− 1, with b = a− 1, it results that µn = γn(a)+ ln a.
Finally, we define the new sequences
un = γn + 12ζn(2), vn = γn +
1
2
ζn(2)+ 13ζn(3)
with superior rates of convergence n−2 and n−3, respectively, and
wn = Rn + 112ζn(3), zn = Rn +
1
12
ζn(3)+ 180ζn (5) ,
with the rates of convergence n−4 and n−6, respectively (ζn(α) =∑nk=1 k−α is the harmonic sequence).
An important tool for computing the rate of convergence is the following result, also known as the Stolz lemma, case
0/0; see e.g. [9].
Lemma 1.1. Let (an)n≥1 and (bn)n≥1 be two sequences of real numbers with the following properties:
(i) limn→∞ an = limn→∞ bn = 0;
(ii) the sequence (bn)n≥1 is strictly decreasing;
(iii) there exists limn→∞
an−an−1
bn−bn−1 = l ∈ R.
Then there exist limits of the sequences
(
an
bn
)
n≥1
and limn→∞ anbn = l.
Avariant of this lemmawas also used in [10–14] to construct asymptotic expansions associatedwith some approximation
formulas, or to accelerate some convergences.
2. A general Euler–Mascheroni sequence
The sequence (µn)n≥1 is convergent only for certain sequences (an)n≥1, as we can see from the following:
Theorem 2.1. (i) If there exists α ∈ (0, 1) and a rank n0 ∈ N such that
0 < an ≤ nα, for every n ≥ n0,
then the sequence (µn)n≥1 is convergent.
(ii) If there exists β ∈ (0, 1] and a rank n0 ∈ N such that
an ≥ n
lnβ n
, for every n ≥ n0,
then the sequence (µn)n≥1 is divergent.
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Proof. The idea is to insert the (convergent) sequence (γn)n≥1. We have
γn − µn = ln n+ bn +
n∑
k=1
ak
k(k+ ak) ,
so the sequence (µn)n≥1 is convergent if and only if the series
∞∑
n=1
an
n(n+ an) (2.1)
is convergent.
(i) As the general term of the series (2.1) is non-decreasing with respect to an, for every n ≥ n0, we have
an
n(n+ an) ≤
nα
n(n+ nα) ≤
1
n2−α
.
Hence the series (2.1) is convergent for α ∈ (0, 1).
(ii) Here, for every n ≥ n0 sufficiently large, we have
an
n(n+ an) ≥
n
lnβ n
n
(
n+ n
lnβ n
) = 1
n+ n lnβ n ≥
1
2n lnβ n
.
By the condensing test, the series
∑∞
n=1
1
n lnβ n
is divergent, so the series (2.1) is also divergent. 
Further we concentrate on finding profitable sequences (an)n≥1 which produce sequences (µn)n≥1 converging fast to
their limit µ.
More precisely, we wish to find non-zero limits of the form
l = lim
n→∞ n
k(µn − µ) = lim
n→∞
µn − µ
1
nk
,
where the result becomes better as the integer k becomes larger. In order to use Lemma 1.1, we associate with it the limit
lim
n→∞
µn − µn−1
1
nk
− 1
(n−1)k
= −1
k
lim
n→∞ n
k+1
(
1
n+ an − ln
n+ b
n− 1+ b
)
. (2.2)
The idea is to develop in a power series the logarithm from inside the brackets. Using the Maple software, we can
immediately deduce that
ln
n+ b
n− 1+ b =
1
n
−
(
1
2
− b
)
1
n2
+
(
b2 − b+ 1
3
)
1
n3
−
(
b3 − 3
2
b2 + b− 1
4
)
1
n4
+
(
b4 − 2b3 + 2b2 − b+ 1
5
)
1
n5
+ O
(
1
n6
)
. (2.3)
Remark that for the generalized DeTemple sequence
dn = 1+ 12 + · · · +
1
n
− ln(n+ b) (2.4)
we have
dn − dn−1 = 1n − ln
n+ b
n− 1+ b
=
(
1
2
− b
)
1
n2
−
(
b2 − b+ 1
3
)
1
n3
+ O
(
1
n4
)
. (2.5)
Now, if we wish to have fast convergence for the sequence (dn)n≥1, then the term containing 1/n2 must vanish, so the value
b = 1/2 is the best choice of the constant b > 0. In this case, (dn)n≥1 becomes (Rn)n≥1 and we rewrite (2.5) in the form
Rn − Rn−1 = 1n − ln
n+ 12
n− 12
= − 1
12n3
+ O
(
1
n4
)
,
while in case b = 0, we have
γn − γn−1 = 12n2 + O
(
1
n3
)
.
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From here, using Lemma 1.1, we obtain the well-known rate of convergence
lim
n→∞ n
2 (Rn − γ ) = 124 .
Any other choice of the value b > 0 produces a sequence (dn)n≥1 whose rate of convergence is n−1.
3. The case b = 0 for the sequence µn
For the sake of simplicity, we will consider first the sequence
µn = 11+ a1 +
1
2+ a2 + · · · +
1
n+ an − ln n.
Using (2.3), we obtain
µn − µn−1 = 1n+ an − ln
n
n− 1
= 1
n+ an −
1
n
− 1
2n2
− 1
3n3
− 1
4n4
+ O
(
1
n5
)
. (3.1)
Our ideas allow us to define faster converging sequences of Euler–Mascheroni type. First, let us choose the sequence (an)n≥1
such that
1
n+ an −
1
n
− 1
2n2
= 0, so an = − n2n+ 1 .
In this case,
µn − µn−1 = − 13n3 −
1
4n4
+ O
(
1
n5
)
(3.2)
and we can state the following:
Theorem 3.1. If we denote by u the limit of the sequence
un =
n∑
k=1
2k+ 1
2k2
− ln n,
then
lim
n→∞ n
2(un − u) = 16 .
Proof. According to Lemma 1.1, and then using (3.2), we have
lim
n→∞ n
2(un − u) = lim
n→∞
un − u
1
n2
= lim
n→∞
(un − u)− (un−1 − u)
1
n2
− 1
(n−1)2
= −1
2
lim
n→∞ n
3
(
− 1
3n3
− 1
4n4
+ O
(
1
n5
))
= 1
6
. 
The process can continue in a similar way, in the sense that by following (3.1), we can choose the sequence (an)n≥1 such that
1
n+ an −
1
n
− 1
2n2
− 1
3n3
= 0, so an = − 3n
2 + 2n
6n2 + 3n+ 2 .
Thus (3.1) becomes
µn − µn−1 = − 14n4 + O
(
1
n5
)
.
Theorem 3.2. If we denote by v the limit of the sequence
vn =
n∑
k=1
6k2 + 3k+ 2
6k3
− ln n,
then
lim
n→∞ n
3(vn − v) = 112 .
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Proof. According to Lemma 1.1, and then using (3.1), we have
lim
n→∞ n
3(vn − v) = lim
n→∞
vn − v
1
n3
= lim
n→∞
(vn − v)− (vn−1 − v)
1
n3
− 1
(n−1)3
= −1
3
lim
n→∞ n
4
(
− 1
4n4
+ O
(
1
n5
))
= 1
12
. 
4. The case b = 1/2 for the sequence µn
Next, if consider b = 1/2, we obtain
µn = 11+ a1 +
1
2+ a2 + · · · +
1
n+ an − ln
(
n+ 1
2
)
and faster converging sequences can be defined.
We have
µn − µn−1 = 1n+ an − ln
n+ 12
n− 12
= 1
n+ an −
1
n
− 1
12n3
− 1
80n5
− 1
448n7
+ O
(
1
n9
)
. (4.1)
First, let us choose the sequence (an)n≥1 such that
1
n+ an −
1
n
− 1
12n3
= 0, so an = − n12n2 + 1 .
In this case,
µn − µn−1 = − 180n5 −
1
448n7
+ O
(
1
n9
)
(4.2)
and we can state the following
Theorem 4.1. If we denote byw the limit of the sequence
wn =
n∑
k=1
12k2 + 1
12k3
− ln
(
n+ 1
2
)
,
then
lim
n→∞ n
4(wn − w) = 1320 .
Proof. According to Lemma 1.1, and then using (4.2), we have
lim
n→∞ n
4(wn − w) = lim
n→∞
wn − w
1
n4
= lim
n→∞
(wn − w)− (wn−1 − w)
1
n4
− 1
(n−1)4
= −1
4
lim
n→∞ n
5
(
− 1
80n5
− 1
448n7
+ O
(
1
n9
))
= 1
320
. 
The process can continue in a similar way, in the sense that we can choose the sequence (an)n≥1 such that
1
n+ an −
1
n
− 1
12n3
− 1
80n5
= 0, so an = − 20n
4 + 3n
240n4 + 20n2 + 3 .
Thus (4.1) becomes
µn − µn−1 = − 1448n7 + O
(
1
n9
)
. (4.3)
Theorem 4.2. If we denote by z the limit of the sequence
zn =
n∑
k=1
240k4 + 20k2 + 3
240k5
− ln
(
n+ 1
2
)
,
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then
lim
n→∞ n
6(zn − z) = 12688 .
Proof. According to Lemma 1.1, and then using (4.3), we have
lim
n→∞ n
6(zn − z) = lim
n→∞
zn − z
1
n6
= lim
n→∞
(zn − z)− (zn−1 − z)
1
n6
− 1
(n−1)6
= −1
6
lim
n→∞ n
7
(
− 1
448n7
+ O
(
1
n9
))
= 1
2688
. 
5. Concluding remarks
If we look carefully at Theorems 3.1, 3.2, 4.1 and 4.2, we can see that the sequences defined are related to the harmonic
sequences
ζn(α) =
n∑
k=1
1
kα
.
If α > 1, then (ζn(α))n≥1 converges to a limit denoted by ζ (α) (the so defined function ζ is now called the Riemann zeta-
function). It is known that
lim
n→∞ n
α−1 (ζ (α)− ζn(α)) = 1
α − 1 ,
and thus the sequence (ζn(α))n≥1 converges as n1−α .
We tabulate in the table below the conclusions of Theorems 3.1, 3.2, 4.1 and 4.2.
Sequence Limit Convergence rate
un = γn + 12ζn(2) γ + pi
2
12 n
−2
vn = γn + 12ζn(2)+ 13ζn(3) γ + pi
2
12 + 13ζ (3) n−3
wn = Rn + 112ζn(3) γ + 112ζ (3) n−4
zn = Rn + 112ζn(3)+ 180ζn(5) γ + 112ζ (3)+ 180ζ (5) n−6
As we can see, by combining the sequences (γn)n≥1 and (Rn)n≥1 convergent to γ with the harmonic series (ζn(α))n≥1, new,
faster convergences are obtained.
For example, (Rn)n≥2 and (ζn(3))n≥1 have the convergence rate n−2, the sequence (ζn(5))n≥1 has the convergence rate
n−4, while the sequence (zn)n≥1 has a superior n−6 convergence speed.
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