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Abstract
Union of Subspaces (UoS) is a popular model to describe the underlying low-
dimensional structure of data. The fine details of UoS structure can be described in
terms of canonical angles (also known as principal angles) between subspaces, which is
a well-known characterization for relative subspace positions. In this paper, we prove
that random projection with the so-called Johnson-Lindenstrauss (JL) property approx-
imately preserves canonical angles between subspaces with overwhelming probability.
This result indicates that random projection approximately preserves the UoS struc-
ture. Inspired by this result, we propose a framework of Compressed Subspace Learn-
ing (CSL), which enables to extract useful information from the UoS structure of data
in a greatly reduced dimension. We demonstrate the effectiveness of CSL in various
subspace-related tasks such as subspace visualization, active subspace detection, and
subspace clustering.
Keywords: Dimensionality reduction, random projection, Union of Subspaces,
canonical angles, Johnson-Lindenstrauss property
1 Introduction
Many data analysis tasks in machine learning and data mining deal with real-world data
that are presented in high-dimensional spaces, which often brings prohibitively high compu-
tational complexity. Attempting to resolve this problem led data scientists to the discovery
that many high-dimensional real-world data sets possess some low-dimensional structure
that makes them easier to handle. Various models have been proposed to describe such
structures, among which the Union of Subspaces (UoS) model is a popular one. It as-
sumes that in a data set with high ambient dimension, the data points actually lie on a
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few low-dimensional linear subspaces. This model has successfully characterized the in-
trinsic low-dimensional structure of many data sets, including face images from multiple
individuals, marker trajectories from multiple rigid objectives, hyperspectral images, and
gene expression data (Elhamifar and Vidal, 2009, 2013; Mcwilliams and Montana, 2014;
Zhai et al., 2017).
The task of subspace learning1 is then to extract useful information from UoS structure
of data. For example, subspace clustering seeks to simultaneously segment data with the
same underlying structure and estimate the latent low-dimensional subspaces, active sub-
space detection assigns category labels to newly-encountered data points by identifying the
subspace they lie in, subspace visualization helps to discover the correlation and irregularity
in a data set, like outliers distributing in the whole space. Many algorithms of the above
subspace learning tasks have been proposed. The performance of these algorithms has been
found closely related to the concept of subspace structure2 (Wang and Xu, 2016; Heckel
et al., 2017; Meng et al., 2018; Lodhi and Bajwa, 2018).
There is, however, a natural question that gets unnoticed in the design of these classical
algorithms, to cite Donoho (2006), “why go to so much effort to acquire all the data when
most of what we get will be thrown away?” In our case, this translates to the following:
since UoS structure involves only a collection of low-dimensional subspaces that cost much
less to describe than the original high-dimensional representation of all data points, why
do we go to so much effort to process the redundant high-dimensional representation? This
motivates us to propose in this paper the framework of Compressed Subspace Learning
(CSL), which significantly reduces the sampling and processing complexity of subspace
learning by utilizing random projection to map the original data to a space with dimension
O(d), where d is the maximal dimension of underlying subspaces in UoS model. At most
interesting applications, d is indeed extremely low compared with the ambient dimension
of the data (Wang and Xu, 2016). It is obvious that this bound cannot be improved: a
d-dimensional subspace cannot be embedded in a space with dimension less than d, thus
there is no way to preserve the UoS structure if the data is to be mapped into a space with
dimension less than d.
To analytically characterize the impact exerted by random projection on UoS struc-
ture, we restrict our attention to a class of random projections with so-called Johnson-
Lindenstrauss (JL) property (Foucart and Rauhut, 2013). This choice is advantageous in
that JL property is a strong concentration property yet satisfied by a very wide range of ran-
dom matrices, such as Gaussian matrices, Bernoulli matrices, other sub-Gaussian matrices,
1Here the subspace learning has a different meaning from it is in some other literatures.
2Here subspace structure is a rough concept describing relative subspace positions. It may represent
affinity, subspace distances, and canonical angles between subspaces.
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and some matrices with fascinating fast algorithms. For such random projection we prove
that the UoS structure, described in terms of canonical angles, is approximately preserved
after being projected onto a space of dimension O(d). We call this property Canonical
Angle Preserving (CAP) property. CAP property forms the theoretical foundation of our
CSL framework. We test the performance preserving property of our framework on sev-
eral subspace-related tasks, including subspace visualization, active subspace detection, and
subspace clustering.
1.1 Random Projection and Its Structure Preserving Property
Among numerous dimensionality reduction methods, linear methods are widely used in
practice for their simple geometric interpretations and computational efficiency. The most
famous one in this category may be Principal Component Analysis (PCA), which projects
the original data onto a low-dimensional space such that the dimensionality-reduced training
data has the maximized variance. Random projection is another famous family of linear
methods, which reduces the dimension of original data by multiplying it with a fat random
matrix. Random projection has the advantage of high computational efficiency and being
data-free.
More technically speaking, random projection uses a randomly generated matrix to map
the original high-dimensional data in RN to a low-dimensional space Rn, n < N . It is, of
course, impossible to undertake a comprehensive study on all types of random projections,
and practice indicates there are only a few random matrices that are interesting enough
to be used for random projection. Typical examples include Gaussian matrices, Bernoulli
matrices, other sub-Gaussian matrices, partial Fourier matrices, and partial Hadamard ma-
trices. Though many previous works on random projection and random matrix theory focus
on sub-Gaussian matrices, structured random matrices like partial Fourier matrices and par-
tial Hadamard matrices are also important due to computational convenience. In fact, the
computational complexity of random projection is O(Nn) for sub-Gaussian matrices, and
O(N logN) for partial Fourier matrices and partial Hadamard matrices. Note that the
O(Nn) complexity is at the same level with PCA, while the O(N logN) complexity is close
to optimal since computing the dimensionality-reduced image of a generic N -dimensional
vector requires at least O(N) time (to read the input).
It turns out that there is a systematic scheme to treat most of the aforementioned
random matrices via JL property, most notably the ones with fast algorithms (Foucart and
Rauhut, 2013; Xu et al., 2019). We will study under this scheme the distortion of subspace
structure brought by random projection.
The investigation of distortion on subspace structure induced by random projection
3
JL Lemma RIP for sparse signals
RIP for signals in subspaces RIP for signals in manifolds 
subspace RIP canonical angle preserving property (this work)
Figure 1: JL Lemma, RIP for sparse signals, RIP for signals in subspaces, RIP for signals in
manifolds, subspace RIP, and canonical angle preserving property. Notation f , Φ denotes
the linear map and random projection from RN to Rn, respectively, n < N . Notation
xi and Xi denotes the point and d-dimensional subspace in Euclidean space, respectively.
Notation dκ denotes the projection Frobenius-norm distance, and θk, ψk denotes the k-th
canonical angle before and after random projection, respectively, k = 1, · · · , d.
fits into the long history of researches on structure preserving property of random pro-
jection. Figure 1 depicts some results in this vein. The story begins with the classical
Johnson-Lindenstrauss Lemma, which considers the structure of point sets in Euclidean
space described by pairwise distance. JL Lemma states that for any a set S consisting of
L points in Euclidean space RN , there is a map f : RN → Rn where n = O(ε−2 logL),
such that all pairwise Euclidean distances in S are preserved up to a factor of (1± ε). This
result is originally proved by choosing f to be Gaussian random projection (Johnson and
Lindenstrauss, 1984). JL Lemma has now become a fundamental lemma in the theory of
machine learning. Another notion related to JL Lemma is the classical Restricted Isometry
Property (RIP) for sparse signals, which states that all sparse vectors in RN with sparsity no
more than k can be embedded into O(k log(N/k)) dimensions with the pairwise Euclidean
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distances preserved up to (1±ε2k) (Cande`s, 2008; Baraniuk et al., 2008). It has been proved
that sub-Gaussian random matrices and some sparse random matrices satisfy RIP for sparse
signals with probability 1− e−O(n) (Cande`s, 2006; Eftekhari et al., 2015). This conclusion
has remarkably fascinated the researches in compressed sensing. More researches show that
sub-Gaussian random matrices are able to preserve some other low-dimensional structures,
for instance, pairwise distance of data points on subspaces and manifolds (Dirksen, 2016).
These results are named as RIP for signals in subspaces and manifolds.
In the recent decade, the powerful UoS model leads to a new point of view that the
structure of many real-world data sets is in fact the structure of a collection of subspaces
where the data points reside (Eldar and Mishali, 2009; Zhu et al., 2014). In spite of the
extensive study in the literature on the distance preserving property for data points, it was
not clear whether random projection preserves the distance or more refined structure of sub-
spaces until the emergence of Li and Gu (2018) and Li et al. (2018). In these two papers it
is proved that Gaussian random projection can approximately preserve the affinity between
two subspaces. These two papers also proved that the so-called projection Frobenius-norm
distance of subspaces are approximately preserved and named this property subspace RIP.
More precisely, in Li et al. (2018) it is stated that any L given subspaces with dimensions
at most d can be embedded by Gaussian random matrices into O(max{d, logL, log(1/δ)})
dimensions with probability 1− δ, such that their pairwise projection Frobenius-norm dis-
tances are preserved up to a factor of (1± ε).
Subspace structure plays an essential role in many algorithms based on UoS model.
For example, it has been proved that subspace affinity or canonical angles influence the
performance of subspace clustering algorithms, including Sparse Subspace Clustering (SSC)
in Elhamifar and Vidal (2013), thresholding-based subspace clustering (TSC) in Heckel and
Bo¨lcskei (2015), and SSC via Orthogonal Matching Pursuit (SSC-OMP) in Dyer et al.
(2013) and You et al. (2016). When applying these algorithms on dimensionality-reduced
data sets, subspace structure preserving property turns out to be a useful tool in analyzing
their performance (Meng et al., 2018).
1.2 Canonical Angles
It is well-known that subspace structure is perfectly described by canonical angles, also
known as principal angles (Jordan, 1875; Wong, 1967). These are a sequence of acute
angles that provide a complete characterization of the relative subspace positions in the
following sense:
Theorem 1. (Wong, 1967) If the canonical angles between subspaces S1,S2 are identi-
cal with the canonical angles between subspaces S ′1,S ′2, then there exists an orthogonal
5
transform T such that TS1 = S ′1, TS2 = S ′2.
It is thus obvious that any other quantity describing relative subspace positions is a func-
tion of canonical angles, for example, the affinity between two subspaces (Soltanolkotabi and
Candes, 2012), any notion of rotation-invariant subspace distance, including the aforemen-
tioned projection Frobenius-norm distance and the widely-used geodesic distance (Ye and
Lim, 2016), other definitions of subspace angles, including product angle (Miao and Ben-
Israel, 1992, 1996), Friedrichs angle, and Dixmier angle (Deutsch, 1995). See Appendix A
for a discussion on different definitions of subspace distance, and the advantage of canonical
angles over these subspace distances in characterizing relative subspace positions.
1.3 Contributions
This work first studies the distortion of canonical angles induced by random projection
with JL property. To be precise, it is proved that for any L given subspaces with dimen-
sions at most d, they can be mapped to a low-dimensional space Rn with each canonical
angle preserved up to (1 ± ε) with probability 1 − δ. The requirement on dimension n
is given by n = O(ε−2 max{d, logL, log(1/δ)}). This result indicates that each canonical
angle is approximately preserved by random projection with JL property, and thus is called
canonical angle preserving (CAP) property. As canonical angles best characterize the rela-
tive subspace positions, CAP property implies that subspace structure also remains almost
unchanged after dimensionality reduction. Based on CAP property, some other important
concepts on subspace structure, such as various notions of subspace distance, are also proven
to be almost invariant.
With CAP property as the theoretical foundation, we propose the Compressed Sub-
space Learning (CSL) framework, which enables to process data in a space with reduced
dimension that is much lower than the ambient dimension without deteriorating the perfor-
mance. We verify the effectiveness of this framework on three concrete subspace-learning
tasks, namely subspace visualization, active subspace detection, and subspace clustering.
The experiments and theoretical analyses show that the performance of all of these three
algorithms are almost preserved. Another observation on subspace clustering is that apply-
ing CSL framework successfully circumvents the curse of dimensionality for it significantly
reduces the dimension of the data by JL random projection. Considering that CAP prop-
erty is independent of algorithms, we infer that CSL is a universally effective framework for
subspace-related tasks.
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1.4 Organization and Notations
The rest of this paper is organized as follows. In Section 2, definitions and basic properties
about canonical angles and JL property are provided. In Section 3, we precisely state our
main theoretical result, i.e., CAP property, and use it to establish a general subspace RIP.
With these theoretical results as foundation, we formulate the CSL framework in Section 4,
and give some description. Section 5 is devoted to a full proof of CAP property. In Section 6,
we empirically show the effectiveness of CSL framework on three subspace-related tasks.
The corresponding performance analysis are deferred to appendix. Finally, in Section 7 we
conclude the paper.
Throughout this paper, bold upper and lower case letters are used to denote matrices
and vectors, respectively. Notation V T denotes the transposition of matrix V . Notation
‖v‖ denotes the `2-norm of vector v. σk(V ) denotes the k-th singular value of matrix V
in descending order. Letters in calligraphy denote subspaces, such as X , Y and S. The
orthogonal complement of subspace S is denoted by S⊥. The projection of vector v onto
subspace S is denoted as PS(v). The (k − 1)-dimensional unit sphere is denoted by Sk−1.
2 Preliminary
We now give the precise definition of canonical angles discussed in Section 1.2 as below.
Definition 1. (Gala´ntai and Hegedu˝s, 2006) Assume there are two subspaces X1, X2 with
dimensions d1 ≤ d2. There are d1 canonical angles θ1, · · · , θd1 between them, which are
recursively defined as
cos θk = max
x1∈X1
max
x2∈X2
xT1 x2
‖x1‖‖x2‖ =:
xT1,kx2,k
‖x1,k‖‖x2,k‖ , k = 1, · · · , d1,
where the maximization is with the constraints xTl xli = 0, i = 1, · · · , k − 1, l = 1, 2. The
vectors (x1,k,x2,k) are the corresponding pairs of principal vectors, k = 1, · · · , d1.
Clearly 0 ≤ θ1 ≤ · · · ≤ θd1 ≤ pi/2. We remark that canonical angles are uniquely
defined, while principal vectors are not.
An alternative definition of canonical angles and principal vectors via singular values is
stated as below, which is equivalent to Definition 1.
Lemma 1. (Bjo¨rck and Golub, 1973) Let Xl ∈ Rm×dl be an orthonormal basis for the
subspace Xl with dimension dl, l = 1, 2 and suppose d1 ≤ d2. If we apply singular decom-
position on XT1 X2 and get the thin SVD X
T
1 X2 = Q1ΣQ
T
2 , where Σ = diag(σ1, · · · , σd1)
with σ1 ≥ · · · ≥ σd1 . Then the cosine of the k-th canonical angle θk between X1, X2 is
defined as
cos θk = σk, ∀1 ≤ k ≤ d1.
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Columns of X1Q1 and X2Q2 are principal vectors.
It follows from Lemma 1 that
cos θ1 = max
x1∈X1
‖x1‖=1
‖PX2(x1)‖ , (1)
cos θd1 = min
x1∈X1
‖x1‖=1
‖PX2(x1)‖ . (2)
Another key concept in the statement of our main result is JL property, which is defined
as below.
Definition 2. (Foucart and Rauhut, 2013) A random matrix Φ ∈ Rn×N is said to satisfy
Johnson-Lindenstrauss property, if there exists some constant c > 0, such that for any
ε ∈ (0, 1/2) and for any x ∈ RN ,
P
(∣∣∣‖Φx‖2 − ‖x‖2∣∣∣ > ε ‖x‖2) ≤ 2e−cε2n.
JL property is a mild condition satisfied by many random matrices, e.g., sub-Gaussian
random matrices, partial Fourier matrices, and partial Hadamard matrices. In addition,
Xu et al. (2019) asserts that JL property is implied by classical RIP for sparse signals
with sufficiently small restricted isometry constant. Random projection with JL property
is called JL random projection in this paper.
Remark 1. Our analysis is based on the assumption that the dimension of a low-dimensional
subspace Xl remains unchanged after random projection. For any random matrix with JL
property, this assumption is true with probability at least 1− e−O(n) (Xu et al., 2019). In
some special cases, such as for Gaussian random matrices, this assumption holds almost
surely. We will use this assumption implicitly in all theorems in this paper.
3 Subspace Structure Preserving Property of JL random
projection
In this section, we will address our main problem, i.e., the distortion of subspace structure,
or equivalently, canonical angles, induced by JL random projection. Based on this result,
we establish a general subspace RIP that works for any notion of subspace distance. In
addition, we compare our results with some well-known conclusions including JL Lemma
and some other similar works.
3.1 Main Result
Our main result, i.e., canonical angle preserving property of JL random projection, is stated
in the following theorem.
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Theorem 2. Suppose Φ ∈ Rn×N is a random matrix with Johnson-Lindenstrauss property,
n < N . Suppose X1, · · · ,XL ⊂ RN are L subspaces with dimensions d1, · · · , dL ≤ d. Denote
by Yl ⊂ Rn the image of Xl under Φ, l = 1, · · · , L. The k-th canonical angle between Xi, Xj ,
and Yi, Yj is denoted as θi,jk and ψi,jk , respectively. There exist positive universal constants
c1, c2, such that for any 1 ≤ i, j ≤ L, any ε ∈ (0, 1/2), and any n > c1ε−2 max{d, logL},
with probability at least 1− e−c2ε2n, we have
(1− ε) θi,jk ≤ ψi,jk ≤ (1 + ε) θi,jk , ∀1 ≤ k ≤ min{di, dj}. (3)
Proof. The proof is postponed to Section 5.
According to Theorem 2, when n = O(ε−2 max{d, logL}), each canonical angle be-
tween any two subspaces changes only by a small portion less than ε, with overwhelming
probability 1−e−c2ε2n. Thus we call Theorem 2 canonical angle preserving (CAP) property.
As an application of the powerful Theorem 2, we give a very short proof of a more
general version of subspace RIP in Xu et al. (2019).
Theorem 3. Under the same setting as Theorem 2, there exist positive universal constants
c1, c2, such that for any 1 ≤ i, j ≤ L, any ε ∈ (0, 1/2), and any n > c1ε−2 max{d, logL},
with probability at least 1− e−c2ε2n, we have
(1− ε)D(Xi,Xj) ≤ D(Yi,Yj) ≤ (1 + ε)D(Xi,Xj), ∀di ≤ dj ,
provided that subspace distance D(·, ·) can be written as a Lipschitz continuous function of
the canonical angles θi,j := [θi,j1 , · · · , θi,jdi ]T between these two subspaces, and
lim inf
θ→0
f(θ)
‖θ‖ > 0. (4)
In particular, if f is continuously differentiable, f ′(0) ≥ 0 and f ′(0) 6= 0, i.e., any entry of
f ′(0) is non-negative and at least one entry is positive, then f satisfies the above conditions.
Proof. Without loss of generality, we consider two subspaces X1, X2. Denote the k-th
canonical angle between X1, X2 and Y1, Y2, respectively, as θk and ψk. According to
Theorem 2, we have
‖ψ − θ‖ ≤ ε ‖θ‖ .
Noticing that f is Lipschitz continuous, we have
|f(ψ)− f(θ)|
f(θ)
≤ ‖f‖Lip ‖ψ − θ‖
f(θ)
≤ ‖f‖Lip ‖θ‖
f(θ)
ε,
where ‖f‖Lip denotes the Lipschitz constant of f . It suffices to show that ‖θ‖f(θ) is bounded,
which follows easily from lim infθ→0
f(θ)
‖θ‖ > 0 and the continuity of f .
9
Remark 2. We have discussed the invariant property of some concepts about subspace
structure, namely, canonical angles and subspace distances. In the study of subspace clus-
tering, another concept about subspace structure, the so-called affinity, was proposed in
Soltanolkotabi and Candes (2012). The best known result on the invariance of affinity is
recently presented in Xu et al. (2019), which is also an easy consequence of CAP property.
3.2 Related Works
The statement of Theorem 2 resembles that of JL Lemma, which is a fundamental and
valuable tool in the study of dimensionality reduction. It states that for any set of finite
data points in a high-dimensional Euclidean space, they can be mapped to a low-dimensional
space with all pairwise distances almost preserved. The precise form of JL Lemma reads as
follows.
Lemma 2. (Johnson and Lindenstrauss, 1984) For any set V of L points in RN , there exists
a map f : RN → Rn, n < N , such that for all x1, x2 ∈ V,
(1− ε) ‖x1 − x2‖2 ≤ ‖f(x1)− f(x2)‖2 ≤ (1 + ε) ‖x1 − x2‖2 ,
if n is a positive integer satisfying n ≥ 4 logL/(ε2/2− ε3/3), where ε ∈ (0, 1) is a constant.
We observe that the reduced dimension n required by Theorem 2 coincides with the
requirement in JL Lemma. For the special case d = 1 in Theorem 2, subspace reduces to a
pair of data points lying on unit sphere, and the required n = O(ε−2 logL) coincides with
that in JL Lemma.
Another well-known notion related to JL Lemma is RIP for sparse signals, which char-
acterizes the ability of random projection to preserve pairwise Euclidean distance between
sparse signals. Though similar in form, our conclusion differs in many aspects from JL
Lemma and RIP, and is not a trivial extension of them. First, Theorem 2 investigates sub-
spaces in Euclidean space instead of points, which makes it a valuable tool in the analysis of
UoS model. In addition, Theorem 2 focuses on canonical angles, which better characterize
relative subspace positions than any notion of subspace distance. Furthermore, our proof
deviates from that of JL Lemma and RIP for sparse signals, and no existing RIP for point
sets are invoked in the proof.
As an extension of the RIP for sparse signals, subspace RIP has been proposed by Li and
Gu (2018). The most recent and general result in this vein is presented in Xu et al. (2019),
which proves that JL random projection approximately preserves the projection Frobenius-
norm distance between subspaces. This result can not be easily extended to other subspace
distance definitions. The reason is that Xu et al. (2019) studies this problem by dealing
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with subspace affinity as a whole, which is a function of projection Frobenius-norm distance,
but has no such relationship with other subspace distance definitions.
To study subspace RIP in a systematic way, our previous works Jiao et al. (2017, 2018)
study the canonical angles preserving property of Gaussian random projection. However,
the requirement on the reduced dimension n in the result of Jiao et al. (2017) is polynomial
in the failing probability δ, which is not as rigourous as the exponential relationship in this
work. In addition, all these results are restricted to Gaussian case, while the result in this
paper works for a wider class of random matrices, including partial Fourier matrices which
are more useful in practice.
There are some other works that are similar to our work in form. Eftekhari and Wakin
(2017) relates to this work in studying the distortion of the largest canonical angle between
two tangent subspaces on the manifold, induced by a linear near-isometry map. It discov-
ers the relationship between such distortion and some geometric attributes of the manifold
(Proposition 5). The distortion in this work only depends only on the original canonical
angle and failing probability. Besides, we study each canonical angle rather than only the
largest one. Frankl and Maehara (1990) and Absil et al. (2006) study the distribution of
canonical angles between random subspaces. In both of these works, randomness exists in
the subspace itself. While in this work, it is in the process of projection, and thus charac-
terize the ability of this dimensionality reduction method to preserve subspace structure.
Finally, we remark that Dirksen (2016) is easily mistaken for subspace RIP. In fact, the
target of analysis in Dirksen (2016) is the data points lying on union of subspaces, but not
subspace itself.
4 Compressed Subspace Learning: A Framework
4.1 Description of CSL Framework
With the CAP property of JL random projection established, we are now in the position
to formulate the aforementioned Compressed Subspace Learning framework, which is done
in Algorithm 1. Note that the use of partial Fourier matrices there is not essential. We
can replaced it with any random matrices with JL property according to the application
scenarios. For example, when the original data with dimension N is sparse or the reduced
dimension is much smaller than logN , we can use unstructured random matrices, includ-
ing Gaussian and Bernoulli matrices, which are more computational efficient than partial
Fourier matrices in this case. As long as the random matrices satisfy JL property, Theo-
rem 2 indicates that in Step I the dimension of data can be compressed to O(d) without
destructing the UoS structure. Thus, applying UoS-based algorithm A on compressed data
11
Algorithm 1 The Framework for Compressed Subspace Learning
Input: Original data set {xi}i=1,2,···,xi ∈ RN ;
The dimension after compression n, n < N ;
A selected UoS-based learning algorithm A.
Output: Information {oi}i=1,2,··· extracted from the input data set.
Step I. Applying random projection with partial Fourier matrices
1. Multiplying each entry of xi by a Rademacher random variable and getting
the sign-randomized version x˜i of data xi, i = 1, 2, · · · ,
2. Computing the fast Fourier transformation xˆi of the sign-randomized data x˜i,
i = 1, 2, · · · .
3. Randomly sampling n rows from xˆi and constructing the compressed data
yi ∈ Rn, i = 1, 2, · · · .
Step II. Conducting the selected algorithm on the compressed data
{oi}i=1,2,··· = A ({yi}i=1,2,···).
will yield as good performance as applying it on original data without compression. This
helps to circumvent the curse of dimensionality. Note that in some case, the compression
step in CSL framework is not explicitly done after acquiring the data, but rather be done
by undersampling at the time of data-acquisition where we acquire much less features of
data than available. Such cases are encountered, for instance, in compressive radar imaging
(Baraniuk and Steeghs, 2007). The CSL framework also works well for such cases. Some
concrete applications of this framework are presented in Section 6.
4.2 Related Works
In many problems, e.g., `2-regression and support vector machine (SVM) problem, the
performance of certain type of random projection as a dimensionality reduction method
has been studied. For `2 regression problem x
∗ = arg minx ‖b−Ax‖, it is proved that
uniform sampling approximately preserves the least square solution x∗ (Drineas et al.,
2006). The requirement on the reduced dimension n in terms of approximation error ε and
failing probability δ is n = O(M2ε−2 log(1/δ)). In the study of SVM, Shi et al. (2012)
discovers the almost invariant property of margin after Gaussian random projection, and
gives the condition on the reduced dimension n in terms of the margin distortion ε and
failing probability δ as n = O(ε−2 log(1/δ)). Paul et al. (2013) considers more types of
random projection, including some of those with structured random matrices. Different
from previous works, our study is not constrained to specific algorithms. For example,
12
the framework presented in Algorithm 1 is able to subsume three very different algorithms
handling different problems presented in Section 6. Such universality is made possible only
by the powerful mathematical engine of CAP property. With this powerful engine, it is
possible to adopt the CSL framework to handle many other subspace-related problems and
give a performance analysis.
5 The Proof of Theorem 2
5.1 Reducing to the case L = 2
This part is standard. Assume the conclusion of Theorem 2 is true for L = 2. For general
L, it follows from this special case that (3) holds with probability at least 1− L(L−1)2 e−c2ε
2n,
given that n > c1ε
−2d. Thus for n > 2
c2ε2
log(L(L − 1)) and n > c1ε−2d, inequality (3)
holds with probability at least 1− e−c2ε2n/2. The conclusion follows by adjusting the values
of c1 and c2.
5.2 A Two-sided Bound of sinψk
We begin by giving sinψk a two-sided bound which is easier to handle.
Lemma 3. Under the same setting as Theorem 2, assume the k-th principal vectors between
X1 and X2 are given by u1,k ∈ X1 and u2,k ∈ X2. Denote ϕ1,k,k as the largest canonical
angle between subspace Y1,1:k := span{Φu1,1, · · · ,Φu1,k} and Y2. Denote ϕk,d1,1 as the
smallest canonical angle between subspace Y1,k:d1 := span{Φu1,k, · · · ,Φu1,d1} and Y2. The
sine of the k-th projected canonical angle ψk between the projected subspaces Y1 and Y2 is
bounded by
sinϕk,d1,1 ≤ sinψk ≤ sinϕ1,k,k.
According to the definition of canonical angles, dealing with the largest canonical angle
ϕ1,k,k or the smallest canonical angle ϕk,d1,1 is much easier than dealing with the k-th
canonical angle ψk. The reason is that ψk is recursively defined and it relies on k pairs
of principal vectors. While the calculation of ϕ1,k,k and ϕk,d1,1 only involves solving a
maximization or minimization problem shown in (1) and (2). Thus the bound provided in
Lemma 3 is much easier to handle than sinψk.
Proof. The proof of Lemma 3 is an application of von Neumann min-max theorem.
We first establish the relationship between sinψk and sinϕ1,k,k. Denote Vi as the or-
thonormal basis of Yi, i = 1, 2. We calculate sinψk via von Neumann min-max theorem as
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below.
sin2 ψk = 1− σ2k
(
V T2 V1
)
= 1− max
Sk−1⊂Rd1
min
x∈Sk−1
∥∥V T2 V1x∥∥2 , ∀1 ≤ k ≤ d1. (5)
Denote the orthonormal basis of the k-dimensional subspace spanned by Sk−1 asQ ∈ Rd1×k.
We have {V1x : x ∈ Sk−1} = {y : y ∈ C(V1Q), ‖y‖ = 1}, where C(V1Q) denotes the column
space of matrix V1Q. Replacing V1x with y in (5), we have
sin2 ψk = 1− max
Q∈Rd1×k
min
‖y‖=1
y∈C(V1Q)
∥∥V T2 y∥∥2 , ∀1 ≤ k ≤ d1.
Noticing that
∥∥V T2 y∥∥ is the norm of the projection of y onto Y2, and the norm of y equals
1, we can further simplify the above expression as
sin2 ψk = 1− max
Q∈Rd1×k
min
‖y‖=1
y∈C(V1Q)
‖PY2(y)‖2
= min
Q∈Rd1×k
max
‖y‖=1
y∈C(V1Q)
∥∥∥PY⊥2 (y)∥∥∥2 . (6)
Now the RHS of (6) is the projection norm of some unit vector. By taking Q as
Qu :=
[
V T1 a1,1, · · · ,V T1 a1,k
]
, and plugging (1), we have
sin2 ψk ≤ max‖y‖=1
y∈C(V1Qu)
∥∥∥PY⊥2 (y)∥∥∥2
= max
‖y‖=1
y∈Y1,1:k
∥∥∥PY⊥2 (y)∥∥∥2
= sin2 ϕ1,k,k. (7)
It is the turn of sinϕk,d1,1. We need to discover its connection with sinψk. To this end,
we derive step by step the counterparts of (5), (6), and (7) as
sin2 ψk = 1− σ2k
(
V T2 V1
)
= 1− min
Sd1−k⊂Rd1
max
x∈Sd1−k
∥∥V T2 V1x∥∥2
= max
Q∈Rd1×(d1−k+1)
min
‖y‖=1
y∈C(V1Q)
∥∥∥PY⊥2 (y)∥∥∥2
≥ min
‖y‖=1
y∈C(V1Ql)
∥∥∥PY⊥2 (y)∥∥∥2
= min
‖y‖=1
y∈Y1,k:d1
∥∥∥PY⊥2 (y)∥∥∥2
= sin2 ϕk,d1,1, ∀1 ≤ k ≤ d1, (8)
where Ql := [V
T
1 a1,k, · · · ,V T1 a1,d1 ], and equation (8) uses the relationship between the
projection norm and the smallest canonical angle shown in (2).
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5.3 Proof of the Canonical Angle Sine Preserving Property
In this subsection, we will prove the following lemma based on Lemma 3.
Lemma 4. Under the same setting as Theorem 2, there exist positive universal constants
c1, c2, such that for any 1 ≤ i, j ≤ L, any ε ∈ (0, 1/2), and any n > c1ε−2 max{d, logL},
with probability at least 1− e−c2ε2n, we have
(1− ε) sin θi,jk ≤ sinψi,jk ≤ (1 + ε) sin θi,jk , ∀1 ≤ k ≤ min{di, dj}. (9)
Thanks to the proof in Section 5.1, it suffices to consider canonical angles between two
subspaces X1, X2. For convenience, we omit the superscript and denote the k-th original
(resp. projected) canonical angle as θk (resp. ψk).
There are d1 canonical angles with the assumption d1 ≤ d2. We will prove that the k-th
canonical angle satisfies (9). With a similar argument in Section 5.1, this would suffice to
show that (9) holds simultaneously for all k.
Therefore, we only need to consider the k-th canonical angle, where k is an integer in
[1, d1]. According to Lemma 3, we only need to prove
P (sinϕ1,k,k ≤ (1 + ε) sin θk) ≥ 1− e−c2ε2n, (10)
P (sinϕk,d1,1 ≥ (1− ε) sin θk) ≥ 1− e−c2ε
2n. (11)
We will complete these in the following two parts. We will follow the notations ui,k,
Y1,1:k, Y1,k:d1 , ϕ1,k,k and ϕk,d1,1 in Lemma 3. We further denote Ui := [ui,1, · · · ,ui,di ] as an
orthonormal basis for the original subspace Xi, and Ai := ΦUi as a basis for the projected
subspace Yi, where the k-th column ai,k is obtained by ai,k := Φui,k, k = 1, · · · , di, i = 1, 2.
5.3.1 Proof of (10)
According to (1) both sinϕ1,k,k and sin θk can be written as the solution of a maximum
problem as below.
sin2 ϕ1,k,k = max
x∈Sk−1
∥∥∥∥PY⊥2
(
A1,1:kx
‖A1,1:kx‖
)∥∥∥∥2 ,
sin2 θk = max
x∈Sk−1
∥∥∥PX⊥2 (U1,1:kx)∥∥∥2 ,
where A1,1:k := [a1,1, · · · ,a1,k] and U1,1:k := [u1,1, · · · ,u1,k]. Then
sin2 ϕ1,k,k − sin2 θk = max
x∈Sk−1
∥∥∥∥PY⊥2
(
A1,1:kx
‖A1,1:kx‖
)∥∥∥∥2 − sin2 θk
≤ max
x∈Sk−1
[∥∥∥∥PY⊥2
(
A1,1:kx
‖A1,1:kx‖
)∥∥∥∥2 − ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
]
. (12)
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The RHS of (12) involves the maximum over the whole sphere Sk−1, which can be handled
by a standard entropy argument (Appendix F). We may take an ε-net of the unit sphere.
Then it suffices to consider any given x, and use union bound to complete proof.
Here we need to invoke the following lemma about the perturbation on orthonormal
basis.
Lemma 5. (Xu et al. (2019), Lemma 6) Suppose U is an N × d matrix with orthonormal
columns, i.e., UTU = Id. Let Φ be an n×N random matrix with JL property. Then there
exist positive universal constants c1, c2, such that for any ε < (0, 1/2), any n > c1ε
−2d, we
have
P (1− ε < σd(ΦU) ≤ σ1(ΦU) < 1 + ε) ≥ 1− e−c2ε2n.
Plugging σk(A1,1:k) ≥ (1− ε) into (12), we have
sin2 ϕ1,k,k − sin2 θk ≤ max
x∈Sk−1
[
(1− ε)−2
∥∥∥PY⊥2 (A1,1:kx)∥∥∥2 − ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
]
. (13)
Notice that the RHS of (13) is equal to
xT
(
(1− ε)−2AT1,1:kPY⊥2 (A1,1:k)−U
T
1,1:kPX⊥2 (U1,1:k)
)
x.
Following a standard covering argument (Appendix F), we can evaluate the RHS of (13)
by calculating on a 14 -net N .
sin2 ϕ1,k,k − sin2 θk ≤ 2 max
x∈N
[∣∣∣∣(1− ε)−2 ∥∥∥PY⊥2 (A1,1:kx)∥∥∥2 − ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
∣∣∣∣] . (14)
Now it suffices to bound the maximum of the last quantity over the 14 -net N . We only
need to consider the upper bound of the bracket expression for any given x ∈ N . Noticing
that A1,1:kx = ΦU1,1:kx is compressed from U1,1:kx, the bracket expression is similar to
the distortion on PX⊥2 (U1,1:kx) induced by JL random projection, which is given by the
following Lemma.
Lemma 6. (Xu et al. (2019), Lemma 2) Suppose Φ is a random matrix with JL property.
Suppose x1, X2 are respectively a vector and a d-dimensional subspace of RN . Denote
y1 := Φx1/ ‖Φx1‖ and Y2 as the projection of X2 with Φ. Then there exist positive
universal constants c1, c2, such that for any ε ∈ (0, 1/2) and any n > c1ε−2d, we have∣∣∣∣∥∥∥PY⊥2 (y1)∥∥∥2 − ∥∥∥PX⊥2 (x1)∥∥∥2
∣∣∣∣ ≤ ε ∥∥∥PX⊥2 (x1)∥∥∥2
with probability at least 1− e−c2ε2n.
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To use Lemma 6, we need to reformulate (14) as below.∣∣∣∣(1− ε)−2 ∥∥∥PY⊥2 (A1,1:kx)∥∥∥2 − ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
∣∣∣∣
= ‖A1,1:kx‖2
∣∣∣∣∣(1− ε)−2
∥∥∥∥PY⊥2
(
A1,1:kx
‖A1,1:kx‖
)∥∥∥∥2 − ‖A1,1:kx‖−2 ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
∣∣∣∣∣
≤(1 + ε)2
∣∣∣∣∣(1− ε)−2
∥∥∥∥PY⊥2
(
A1,1:kx
‖A1,1:kx‖
)∥∥∥∥2 − ‖A1,1:kx‖−2 ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
∣∣∣∣∣ . (15)
Now we can invoke Lemma 6 and get∣∣∣∣∣(1− ε)−2
∥∥∥∥PY⊥2
(
A1,1:kx
‖A1,1:kx‖
)∥∥∥∥2 − ‖A1,1:kx‖−2 ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
∣∣∣∣∣
≤ (1− ε)−2
∣∣∣∣∣
∥∥∥∥PY⊥2
(
A1,1:kx
‖A1,1:kx‖
)∥∥∥∥2 − ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
∣∣∣∣∣
+
∣∣∣(1− ε)−2 − ‖A1,1:kx‖−2∣∣∣ ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2 (16)
<4ε
∥∥∥PX⊥2 (U1,1:kx)∥∥∥2 + 8ε ∥∥∥PX⊥2 (U1,1:kx)∥∥∥2
=12ε sin2 θk, (17)
where ε < 1/2 is used implicitly.
Thus, for any ε ∈ (0, 1/2), with probability at least 1− 9de−c2ε2n, we have
sin2 ϕ1,k,k − sin2 θk ≤ 2 · 9
4
· 12ε sin2 θk.
Redefining c1 := max{c1, 2 log 9/c2}, c2 := (c2 − log 9/c1)/542, we have (10) hold.
5.3.2 Proof of (11)
In this proof, we follow the same approach as Section 5.3.1. According to (2), we have
sin2 ϕk,d1,1 = min
x∈Sd1−k
∥∥∥PY⊥2 (A1,k:d1x)∥∥∥2
‖A1,k:d1x‖2
,
sin2 θk = min
x∈Sd1−k
∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2 ,
17
where A1,k:d1 := [a1,k, · · · ,a1,d1 ] and U1,k:d1 := [u1,k, · · · ,u1,d1 ]. Then we could derive the
counterpart of (12), (13), (14), and (15) as below.
sin2 ϕk,d1,1 − sin2 θk ≥ min
x∈Sd1−k
[∥∥∥∥PY⊥2
(
A1,k:d1x
‖A1,k:d1x‖
)∥∥∥∥2 − ∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2
]
= − max
x∈Sd1−k
[∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2 −
∥∥∥∥PY⊥2
(
A1,k:d1x
‖A1,k:d1x‖
)∥∥∥∥2
]
≥ − max
x∈Sd1−k
[∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2 − (1 + ε)−2 ∥∥∥PY⊥2 (A1,k:d1x)∥∥∥2
]
≥ −2 max
x∈N
∣∣∣∣∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2 − (1 + ε)−2 ∥∥∥PY⊥2 (A1,k:d1x)∥∥∥2
∣∣∣∣
≥ −2 (1 + ε)2 max
x∈N
∣∣∣∣∣∣∣
∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2
‖A1,k:d1x‖2
− (1 + ε)−2
∥∥∥∥PY⊥2
(
A1,k:d1x
‖A1,k:d1x‖
)∥∥∥∥2
∣∣∣∣∣∣∣ ,
where N here denotes the 14 -net of unit sphere Sd1−k.
Now we consider each given x ∈ N . We could derive the counterpart of (16) and (17)
as below ∣∣∣∣∣∣∣
∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2
‖A1,k:d1x‖2
− (1 + ε)−2
∥∥∥∥PY⊥2
(
A1,k:d1x
‖A1,k:d1x‖
)∥∥∥∥2
∣∣∣∣∣∣∣
≤ ((1− ε)−2 − (1 + ε)−2) ∥∥∥PX⊥2 (U1,k:d1x)∥∥∥2 + (1 + ε)−2 ∥∥∥PX⊥2 (U1,k:d1x1)∥∥∥2 ε
≤9ε sin2 θk.
Following the same argument as the end of Section 5.3.1, we could complete the proof.
5.4 Proof of Theorem 2
According to Section 5.1, it suffices to prove Theorem 2 with L = 2. For convenience,
we also use θk (resp. ψk) instead of θ
1,2
k (resp. ψ
1,2
k ) to denote the k-th original (resp.
projected) canonical angle. Then we only need to prove
(1− ε) θk ≤ ψk ≤ (1 + ε) θk, ∀1 ≤ k ≤ d1. (18)
According to Lemma 4, for any δ ∈ (0, 1/2), there exist positive universal constants c1,
c2, such that for any n > c1δ
−2d, with probability at least 1− e−c2δ2n, we have
(1− δ) sin θk ≤ sinψk ≤ (1 + δ) sin θk.
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We consider two cases: θk ∈ [0, pi/4] and θk ∈ [pi/4, pi/2]. When θk ∈ [0, pi/4], we have
|ψk − θk| ≤ |arcsin ((1± δ) sin θk)− arcsin (sin θk)|
≤ δ sin θk√
1− ξ2k
,
where (1− δ) sin θk < ξk < (1 + δ) sin θk. Assume δ ≤ 1/3, we have
|ψk − θk| ≤ δ sin θk√
1− (1 + δ)2 sin2 θk
≤ δ sin θk√
1− (4/3)2 sin2 θk
≤ 3δθk.
When θk ∈ [pi/4, pi/2], considering that the function arcsin is uniformly continuous
within interval [1/2, 1], for any  ∈ (0, 1/2), there exists constant δ > 0, such that for any
|sinψk − sin θk| < δ, we have
|θk − ψk| ≤ θk.
Redefining ε := max{, 3δ}, we can get (18).
One should note that in the second case, i.e., θk ∈ [pi/4, pi/2], we fail to prove the reduced
dimension n = O(ε−2). To get this conclusion, we need to first prove∣∣cos2 ψk − cos2 θk∣∣ ≤ C1ε cos θk + C2ε2,
and then use the arccos function to get this result. Since the proof is similar with that of
Lemma 4, we postpone it to Appendix B.
6 Compressed Subspace Learning: Applications
In this section, we will show instances of the CSL framework proposed in Section 4 on
three subspace-related tasks, namely, subspace visualization, active subspace detection,
and subspace clustering. Through the instances on the first two tasks, we validate the
performance preserving property of JL random projection. The related theoretical analyses
are deferred to appendix. For subspace clustering, some of its algorithms suffer from the
high computational complexity. We empirically verify that JL random projection can not
only approximately preserve the clustering accuracy, but also significantly reduce the time
consumption. For convenience, we call the algorithm with JL random projection as the
compressed version, such as compressed subspace clustering.
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6.1 Data sets
We will use the following two real-wold data sets to test the performance of CSL framework.
YaleB Face data set consists of frontal face images of 38 human subjects under 64
different illumination conditions. The size of images is 192 × 168. We reshape each image
to a vector of 32256 dimensions. It is assumed that images of the same subject lie in a 9-
dimensional subspace (Wang and Xu, 2016). For convenience, in the following experiments,
we randomly select 4 subjects to analyze their face images.
Webb Spam Corpus 2006 data set is a collection of approximately 350, 000 spam
web pages, which are divided into two categories. The feature, extracted following the
way provided by LIBSVM3, is a 16 million-dimensional sparse vector. In the following
experiments, we uniformly sample 1000 data points within each category, and model them
with UoS. Specifically, we assume that data points belonging to the same category lie in
a 10-dimensional subspace4. We remark that applying some subspace learning algorithms,
e.g., subspace clustering, on this data set directly is infeasible for extremely high ambient
dimension. Under such circumstance, dimensionality reduction is not only beneficial, but
also necessary.
Considering that data in Webb Spam Corpus 2006 data set is sparse, we use Bernoulli
random matrices instead of partial Fourier matrices in Step I in Algorithm 1 to improve the
computational efficiency. While for YaleB Face data set, the data within it is dense, thus
partial Fourier matrices is used.
6.2 Compressed Subspace Visualization
Data visualization is an effective way to help people understand high-dimensional data.
Different from 3-dimensional space, data in high-dimensional space can not be depicted
directly, which brings difficulty in the direct understanding. Data visualization tries to
represent data in a visual context to help people quickly capture the main relationship
between data points, and acquire enough information.
Subspace visualization is designed for UoS model. One method proposed in Shen et al.
(2018) is based on canonical angles, and thus called angle-based subspace visualization.
As its name suggests, the visualization result is determined by canonical angles, which
can be approximately preserved after JL random projection. Thus the compressed angle-
based subspace visualization algorithm designed as per CSL framework is likely to yield a
very similar result with what original algorithm yields. We verify this on two real-world
3https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/binary.html
4The dimension of subspace is assumed to be ten because the energy for these two categories on the first
10 principal components account for 79.1% and 67.7%, which is large enough.
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Figure 2: Compressed angle-based subspace visualization results under different reduced
dimensions n on (a) YaleB Face data set and (b) Webb Spam Corpus 2006 data set. Different
colors represent various categories.
data sets, i.e., YaleB Face data set and Webb Spam Corpus 2006 data set, with partial
Fourier matrices and Bernoulli matrices, respectively. The experimental results are shown
in Figure 2(a) and (b). The implementation details and performance analysis are postponed
to Appendix C.1.
According to Figure 2(a), the visualization result changes very slightly with the reduced
dimension as long as the compression ratio exceeds 1E−1.5. This indicates that proper
compression does not bring great distortion to the visualization result. Similar phenom-
ena are observed in Figure 2(b). Even when compression ratio is as low as 1E−4.5, the
application of JL random projection is still safe.
6.3 Compressed Active Subspace Detection
Active subspace detection refers to identifying which subspace the observed data belongs
to with all candidate subspaces known. This problem is often encountered in radar target
detection, user detection in wireless network, and image-based verification of employees
(Lodhi and Bajwa, 2018). A typical algorithm is the Maximum Likelihood (ML) for active
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Figure 3: The error rate of compressed ML method under different reduced dimensions n
on (a) YaleB Face data set and (b) Webb Spam Corpus 2006 data set. The results have
been averaged over 50 random trials for (a) and 5 random trials for (b).
subspace detection, the performance of which, measured by detection error rate, is proven
to be closely related to canonical angles (Lodhi and Bajwa, 2018). Thus it is likely that
the compressed ML method for active subspace detection, which is designed as per the CSL
framework, can keep almost the same error rate as the ML algorithm without compression.
The implementation details and the performance analysis of the compressed version are
deferred to Appendix C.2.
We apply compressed ML for active subspace detection on two real-world data sets,
where YaleB Face data set is compressed by partial Fourier matrices and Webb Spam
Corpus 2006 data set is compressed by Bernoulli matrices. The experimental results are
shown in Figure 3(a) and (b). It is observed that the compressed ML for active subspace
detection allows for compression ratio as low as n/N = 1E−2 and 1E−4 on these two data
sets, respectively. In other words, the detection accuracy is kept at a very low level as
long as the compression ratio is higher than this number. This verifies the performance
preserving property of JL random projection.
6.4 Compressed Subspace Clustering
Subspace clustering seeks to find clusters in different subspaces within a data set. Many
algorithms are proposed to solve this problem, and Sparse Subspace Clustering (SSC) is one
of the most popular methods for its high accuracy. However, this method also undergoes
the high computational complexity when data dimension is high.
To handle this problem, we design the compressed SSC according to CSL framework,
and test its performance on two real-world data sets. Again YaleB Face data set and
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Figure 4: The error rate and running time of compressed Sparse Subspace Clustering under
different reduced dimensions n on (a) YaleB Face data set and (b) Webb Spam Corpus 2006
data set. The results have been averaged over 10 random trials for (a) and 5 random trials
for (b).
Webb Spam Corpus 2006 data set are compressed by partial Fourier matrices and Bernoulli
matrices, respectively. The experimental results are shown in Figure 4(a) and (b). It is
observed that with the decrease of compression ratio, the running time drops greatly, while
the low error rate is kept. This demonstrates the power of CSL framework in reducing
the computational complexity without deteriorating the performance when the original
subspace learning algorithms suffers from the curse of dimensionality.
We conclude this section with a final remark that the subspace clustering algorithm stud-
ied here has been widely investigated. Mao and Gu (2014) and Wang et al. (2015) adopt
random projections as dimensionality reduction methods, and apply subspace clustering on
the compressed data set to reduce computational burden. Heckel et al. (2017) analyzes the
performance of SSC, TSC, and SSC-OMP when applied to compressed data set, under the
assumption that the random matrices have RIP for points on union of subspaces. Meng
et al. (2018) proposes a general framework capable of analyzing the performance of vari-
ous compressed subspace clustering algorithms, as long as the random matrix has affinity
preserving property. In this work, Theorem 3 indicates that JL random projection approx-
imately preserves subspace affinity. By using this theorem in conjunction with the analysis
in Meng et al. (2018), we can provide theoretical performance guarantee for the compressed
sparse subspace clustering algorithm presented in this section.
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7 Conclusion
In this work, we unveiled the subspace structure preserving property of JL random projec-
tion. Here the subspace structure is described in terms of canonical angles, which have
the best characterization of relative subspace positions. Specifically, it is proved that
for a finite collection of L subspaces, with probability 1 − δ, each canonical angle be-
tween any two subspaces is preserved up to (1 ± ε) when the dimension is reduced to
n = O(ε−2 max{d, logL, log(1/δ)}). This main theoretical result is called CAP property.
Based on this result, we established a general subspace RIP, which describes the ability to
preserve subspace distance of JL random projection. We say it is general because it works
for almost arbitrary notion of subspace distance.
Inspired by the above theoretical discovery, we proposed the CSL framework. This
framework enables to process data lying on UoS in a space with dimension much lower than
the ambient dimension of the data. This was achieved by safely mapping the data to a space
with dimension in the same order of subspace dimensions, which is generally much lower
than the ambient dimension, via JL random projection. We empirically verified that on
subspace clustering algorithms which suffer from the curse of dimensionality, CSL framework
can successfully reduce the time consumption without deteriorating the performance. The
theoretical foundation of this framework is given by CAP property. Based on this theory,
we proved the performance preserving property of CSL framework on two other subspace
learning tasks, namely subspace visualization and active subspace detection. Considering
that our theory is not constrained to specific algorithms, the extension to other subspace
learning tasks is possible.
A Canonical Angles and Subspace Distances
We have emphasized that canonical angles better characterize the relative subspace positions
than projection Frobenius-norm distance, and any other subspace distances. We take the
following example to support this. Considering the three two-dimensional subspaces in R4,
S1 :=span (e1, e2) ,
S2 :=span (e1, e3) ,
S3 :=span (e1 + e3, e2 + e4) ,
where ei for all i = 1, 2, 3, 4 is the standard basis. It is obvious that the relative position
between S1 and S2 differs from that between S1 and S3, for that S1 and S2 intersect, while
S1 and S3 do not. Such difference can be visualized by projecting the unit circle in S2 and
S3 onto S1, as shown in Figure 5. However, such difference cannot be reflected by projection
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Figure 5: The projection of unit circles in S2 and S3 onto subspace S1. The x- and y-axis
represents the projection onto two base vectors of S1, i.e., e1, e2, respectively.
Frobenius-norm distance dκ, which is defined as below.
dκ(X1,X2) :=
∥∥U1UT1 −U1UT2 ∥∥2F ,
where Ui denotes an orthonormal basis for subspace Xi, for i = 1, 2. According to this
definition, we can verify that the projection Frobenius-norm distance equals to 1 whether
when we measure S1 and S2 or S1 and S3. The difference in subspace relative position is
not unveiled. Other notions of subspace distance have similar problems.
The advantage of canonical angles in the ability to describe relative subspace positions is
also shown by the fact that any notion of rotation-invariant subspace distance is a function
of canonical angles. Rotation-invariant is a natural requirement for distances and is widely
satisfied. We present a list of well-known notions of subspace distance and their dependence
on canonical angles in Table 1, where d denotes the dimension of subspaces X1, X2, and
θ1 ≤ · · · ≤ θd denote the canonical angles. The extension of some notions of distance are
listed in Table 2 for subspaces with different dimensions d1 < d2 (Ye and Lim, 2016).
Due to the powerful characterization of canonical angles, the analyses on the distortion
of the above subspace distances are unified by CAP property. It is provable that all notions
of distance in Table 1 and 2 are Lipschitz continuous and satisfy (4). By Theorem 3, all of
these distances are approximately preserved by JL random projection.
It is sometimes useful to have different notions of subspace distance for specific applica-
tions. The projection Frobenius-norm distance is also called chordal distance. It is widely
used in the subspace quantization problem appearing in the precoding of multiple-antenna
wireless systems (Love and Heath, 2005a). The Fubini-Study distance is also investigated
in this problem (Love and Heath, 2005b). The Grassmann distance is the geodesic distance
when viewing subspaces as points on the Grassmannian manifold, i.e., it can be locally
interpreted as the shortest length of all curves between the two measured subspaces on
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Table 1: Some definitions of distance between subspaces
projection F-norm dκ0 (X1,X2) :=
(∑d
k=1 sin
2 θk
)1/2
Fubini-Study dφ0 (X1,X2) := cos−1
(∏d
k=1 cos θk
)
Grassmann dG0 (X1,X2) :=
(∑d
k=1 θ
2
k
)1/2
Binet-Cauchy dβ0 (X1,X2) :=
(
1−∏dk=1 cos2 θk)1/2
Procrustes dρ0 (X1,X2) := 2
(∑d
k=1 sin
2 (θk/2)
)1/2
Asimov dα0 (X1,X2) := θd
Spectral dσ0 (X1,X2) := 2 sin (θd/2)
Projection dpi0 (X1,X2) := sin θd
Table 2: Some generalized definitions of distance on subspace with different dimensions
projection F-norm dκ (X1,X2) :=
(
(d2 − d1)/2 +
∑d1
k=1 sin
2 θk
)1/2
Grassmann dG (X1,X2) :=
(
(d2 − d1)pi2/4 +
∑d1
k=1 θ
2
k
)1/2
Procrustes dρ (X1,X2) :=
(
d2 − d1 + 2
∑d1
k=1 sin
2 (θk/2)
)1/2
manifold. It can be used to assess the convergence of the Riemann-Newton method (Ab-
sil et al., 2004). Both Binet-Cauchy and the projection Frobenius-norm distance are used
in some subspace learning algorithms for the positive definiteness of the kernel they are
induced from (Hamm and Lee, 2008). Definitions determined by single canonical angle,
such as the Asimov distance, the spectral distance, and the projection distance, share the
advantage of being more robust to noise.
B Supplement for the Proof of Theorem 2
To establish n = O(ε−2) for θ ∈ [pi/4, pi/2], we will first prove∣∣cos2 ψk − cos2 θk∣∣ ≤ C1ε cos θk + C2ε2, (19)
where C1, C2 are universal constants, and then derive the relationship between n and ε.
To prove (19), according to Lemma 3, it suffices to prove
P
(
cos2 ϕ1,k,k − cos2 θk ≤ C1ε cos θk + C2ε2
) ≥ 1− e−c2ε2n,
P
(
cos2 θk − cos2 ϕk,d1,1 ≤ C1ε cos θk + C2ε2
) ≥ 1− e−c2ε2n.
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Proofs of these two inequalities are similar with the argument in Section 5.3.1 and 5.3.2.
Readers only need to replace Lemma 6 with the following lemma implied in Xu et al. (2019).
Lemma 7. Suppose Φ is a random matrix with JL property. Suppose x1, X2 are respec-
tively a vector and a d-dimensional subspace in RN . Denote y1 := Φx1/ ‖Φx1‖ and Y2 as
the projection of X2 with Φ. Then there exist positive universal constants c1, c2, for any
ε ∈ (0, 1/2) and any n > c1ε−2d, we have∣∣∣‖PY2(y1)‖2 − ‖PX2(x1)‖2∣∣∣ ≤ C1ε ‖PX2(x1)‖+ C2ε2
with probability at least 1− e−c2ε2n.
Proof. The proof follows from Xu et al. (2019), Lemma 2.
According to (19), when cos θk ≤ ε, we could immediately get
|cosψk − cos θk| ≤ C0ε (20)
with probability at least 1 − e−c2ε2n, where C0 is a positive universal constant. When
cos θk > ε, we have
|cosψk − cos θk| =
∣∣cos2 ψk − cos2 θk∣∣
cosψk + cos θk
≤ C1ε+ C2ε. (21)
From (20) and (21), recalling that θ ∈ [pi/4, pi/2], we could prove
ψk − θk ≤ Cεθk,
where C is a positive universal constant and thus n = O(ε−2).
C Supplement for Section 6
In this section, we will introduce implementation details of two compressed algorithms,
namely compressed angle-based subspace visualization and compressed ML for active sub-
space detection, and theoretically analyze their performance distortion. Throughout this
section, we denote the number of samples as M .
C.1 Compressed Subspace Visualization
We first review the angle-based subspace visualization algorithm proposed in Shen et al.
(2018). It takes data points x1, · · · ,xM as input, which lie on L subspaces X1, · · · ,XL. The
labels of data and the bases of L subspaces are assumed to be known. The algorithm first
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constructs a dissimilarity matrix D, and then embeds the data into a 2- or 3-dimensional
space via MDS. The dissimilarity matrix D := (Di,j)i,j is defined as below.
DSV(xi,xj) =
 sin
2 θi,j , xi,xj lie in the same subspace;(
v sin θi,j + umink(sin θ˜
i,k + sin θ˜j,k)
)2
, otherwise;
(22)
where θi,j denotes the canonical angle between xi and xj , and θ˜
i,k denotes the canoni-
cal angle between xi and Xk. u,v denote two algorithmic parameters, which balance the
term sin θi,j and mink(sin θ˜
i,k + sin θ˜j,k). The second step MDS is completed by applying
eigenvalue decomposition on double-centered distance matrix
B := −1
2
HDH, (23)
and obtain eigenvectors v1,v2 (or v1,v2,v3) corresponding to the largest two (or three)
eigenvalues λ1 ≥ λ2 (or λ1 ≥ λ2 ≥ λ3), where H := I − 1/M11T is the centering matrix
and 1 ∈ RM denotes all-ones vector. The output coordinate matrix is denoted by C =
[λ
1/2
1 v1, λ
1/2
2 v2] (or C = [λ
1/2
1 v1, λ
1/2
2 v2, λ
1/2
3 v3]).
According to Algorithm 1, we design compressed angle-based subspace visualization
algorithm as below.
Definition 3. There are three steps to implement compressed angle-based subspace visu-
alization algorithm. 1. Projecting data xi ∈ RN with a partial Fourier matrix and getting
the projected data yi. 2. Calculating dissimilarity matrix Dˆ by using yi. 3. Applying MDS
and returning output coordinate matrix Cˆ.
The following theorem states the error introduced by replacing D with Dˆ.
Theorem 4. Suppose there are M data points in RN , lying on L subspaces with dimensions
no more than d. The dissimilarity matrix constructed according to (22) is denoted as
D ∈ RM×M . The output coordinate matrix is denoted as C ∈ RM×2. After applying
random projection with partial Fourier matrices, we get M compressed data points in Rn.
The corresponding dissimilarity matrix and coordinate matrix is denoted as Dˆ and Cˆ,
respectively. Assume the eigenvalue of double-centered matrix B defined in (23) satisfies
λ1 > λ2 > λ3 ≥ · · · ≥ λM .5 For any ε ∈ (0, 1), there exist two positive universal constants
c1, c2, such that for any n ≥ c1ε−2 max{d, log(M+L)}, with probability at least 1−e−c2ε2n,
we have ∥∥∥Cˆ −C∥∥∥2
F
≤ 2 ‖D‖F ε+
4 ‖D‖2F λ1
(λ1 − λ2)2 ε
2 +
4 ‖D‖2F λ2
min{(λ1 − λ2)2, (λ2 − λ3)2}ε
2. (24)
5The condition that λ1 6= λ2 6= λ3 is necessary. The reason is that if there exist repeated eigenvalues, the
visualization result is not unique. In this case, measuring the distortion caused by JL random projection
becomes ill-defined.
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Proof. The proof is postponed to Appendix D.
By (24), we have ‖Cˆ−C‖2F ≤ 2‖D‖F ε+o(ε). When ε is small, the error in visualization
caused by JL random projection is also small.
Remark 3. The case considered in Theorem 4 is that data points are visualized in a two
dimensional plot. When we visualize data points in a three dimensional plot, i.e., take
the eigenvectors of B corresponding to the largest three eigenvalues in MDS step, the
visualization error will further increase by
‖D‖F ε+
4 ‖D‖2F λ3
min{(λ2 − λ3)2, (λ3 − λ4)2}ε
2,
under the assumption that λ3 > λ4.
C.2 Compressed Active Subspace Detection
Active subspace detection can be mathematically written as the following hypothesis prob-
lem.
Hi : x = Uis+ n,
where Ui denotes the orthonormal basis for the i-th subspace Xi with dimension d, and n
denotes the additive Gaussian white noise. Denote PHi(·) as the probability conditioned
on hypothesis Hi, and H¯i as the event that hypothesis Hi is accepted. Assume that the a
prior probability of each hypothesis is the same. Then 1L
∑L
i=1
(
1− PHi(H¯i)
)
is defined as
the error rate, which is what we are interested in.
The Maximum Likelihood (ML) method for active subspace detection we are concerned
follows that
i¯ := arg max
1≤i≤L
∥∥UTi x∥∥ . (25)
To analyze the performance of the detector given by (25), we first give the definition of
affinity in terms of canonical angles, and then show how affinity influences the detection
error rate.
Definition 4. (Soltanolkotabi and Candes, 2012) The affinity aff(X1,X2) between sub-
spaces X1 and X2 with dimension d is defined as below.
aff2(X1,X2) =
d∑
k=1
cos2 θk,
where θk denotes the k-th canonical angle.
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For ease of use, we assume the covariance matrix of noise to be any positive definite
matrix, and analyze the performance of detector (25).
Lemma 8. Assume that s follows Gaussian distribution N (0, 1/dI), and noise n follows
Gaussian distribution N (0, 1/dRn). Denote the maximum eigenvalue of Rn as δ. Denote
the affinity between subspace Xi and Xj as affij . Then the correct probability of the detector
(25) is given by
PHi(H¯i) ≥ 1− 4
∑
j 6=i
e−C(affij ,δ)d, (26)
where
C (affij , δ) :=
1
8
·
((
1− aff2ij/d− δ
)
/ (1 + δ)− 8/d)2
4 +
(
1− aff2ij/d− δ
)
/ (1 + δ)− 8/d. (27)
Proof. The proof is postponed to Appendix E.
We design the compressed ML method for active subspace detection following Algo-
rithm 1 as below.
Definition 5. There are two steps to implement compressed ML method for active sub-
space detection. 1. Projecting data x ∈ RN with partial Fourier matrices and getting
the compressed data y. 2. Calculating i¯ := arg max1≤i≤L
∥∥V Ti y∥∥, where Vi denotes the
orthonormal basis of the i-th compressed subspace.
What follows is the performance analysis of compressed ML for active subspace detec-
tion.
Theorem 5. Under the same setting as Lemma 8, when we apply compressed ML method
for active subspace detection, for any ε ∈ (0, 1/2), there exist positive universal constants
c1, c2, such that for any n > c1ε
−2 max{d, logL}, the correct probability satisfies
PHi(H¯i) ≥ 1− 4
∑
j 6=i
e−C(aˆffij ,δˆ)d − e−c2ε2n, (28)
where C(·, ·) is defined in (27), and
aˆff
2
ij : = aff
2
ij(1 + ε),
δˆ : = δ(1 + ε)2 + ε2.
Proof. After projection, we have y = Φx = ΦUis+ Φn. The singular decomposition gives
ΦUi = ViΛiQ
T
i , then we have
y = ViΛiQ
T
i s = ViQ
T
i s+ Vi(Λi − I)QTi s.
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Denote y¯ := ViQ
T
i s and w := Vi(Λi − I)QTi s+ Φn, we have y = y¯ +w. In the first item
below, we will show that y¯ can be regarded as a signal uniformly distributed within the
i-th projected subspace Yi. While in the second item, we will show that with probability at
least 1 − e−cε2n, w can be regarded as Gaussian noise whose covariance matrix satisfying
λmax(U
T
i RwUi) ≤ δ(1 + ε)2 + ε2.
1) Noticing that Vi is an orthonormal basis for Yi, we have y¯ ∈ Yi. Its projection onto
Yi is V Ti y¯ = QTi s ∼ N (0, 1/diI).
2) The covariance matrix of noise n is 1/dVi(Λi − I)2V Ti + 1/dΦTRnΦ. According
to Lemma 5, and noticing that the diagonal entries of Λi are singular values of matrix
ΦUi, we have λmax(U
T
i RwUi) ≤ ε2 + δ(1 + ε)2 with probability at least 1 − e−c2ε
2n for
any n > c1ε
−2 max{d, logL}, where c1, c2 are two positive universal constants. Then the
compressed setting is similar to the noisy setting, whose correct probability is shown in
(26). According to Theorem 2, canonical angles between Yi, Yj satisfy ψi,jk ≥ (1 − ε)θi,jk
with overwhelming probability. Replacing θi,jk with (1 − ε)θi,jk in (26), we complete the
proof.
Comparing (26) and (28), it is clear that as long as the reduced dimension n satisfies
n > c1ε
−2 max{d, logL}, JL random projection will not bring great degradation to the
correct probability PHi(H¯i) for i = 1, · · · , L.
D Proof of Theorem 4
Denote the eigenvectors of double-centered dissimilarity matrix B defined in (23) as v1, · · · ,
vM , corresponding to eigenvalues λ1 > λ2 ≥ λ3 ≥ · · · ≥ λM . Denote the first two eigenvec-
tors and eigenvalues of matrix Bˆ := −1/2HDˆH as vˆ1, vˆ2 and λˆ1, λˆ2, respectively. Then
we have ∥∥∥C − Cˆ∥∥∥2
F
=
2∑
i=1
∥∥∥λ1/2i vi − λˆ1/2i vˆi∥∥∥2
=
2∑
i=1
∥∥∥λ1/2i vi − λ1/2i vˆi + λ1/2i vˆi − λˆ1/2i vˆi∥∥∥2
≤
2∑
i=1
(
2
∥∥∥λ1/2i vi − λ1/2i vˆi∥∥∥2 + 2(λ1/2i − λˆ1/2i )2)
≤
2∑
i=1
(
2λi ‖vi − vˆi‖2 + 2
∣∣∣λi − λˆi∣∣∣) . (29)
Next we need to use the following lemma about the perturbation theory of matrix eigen-
values and eigenvectors.
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Lemma 9. (simplified from Yu et al. (2014), Theorem 2) Assume matricesA, Aˆ ∈ Rn×n are
symmetric, with eigenvalues λ1 ≥ · · · ≥ λn and λˆ1 ≥ · · · ≥ λˆn, respectively. Fix 1 ≤ i ≤ n
and assume that λi−1 > λi > λi+1, where λ0 :=∞ and λn+1 := −∞. Let vi and vˆi be the
vectors satisfying Avi = λivi and Aˆvˆi = λˆivˆi, respectively, and v
T
i vˆi ≥ 0. Then
sin〈vi, vˆi〉 ≤
2
∥∥∥Aˆ−A∥∥∥
F
min{λi−1 − λi, λi − λi+1}
and ∣∣∣λˆi − λi∣∣∣ ≤ ∥∥∥Aˆ−A∥∥∥
F
,
where 〈vi, vˆi〉 denotes the angle between vi and vˆi.
Denote
E := Bˆ −B = −1
2
H
(
Dˆ −D
)
H
as the error of centered dissimilarity matrix caused by random projection. According to
Lemma 9, we have for i = 1, 2,
‖vi − vˆi‖2 ≤ 2 sin2〈vi, vˆi〉 ≤ 8 ‖E‖
2
F
min{(λi−1 − λi)2, (λi − λi+1)2} , (30)∣∣∣λˆi − λi∣∣∣ ≤ ‖E‖F . (31)
Now we further simplify the F-norm of E. Considering that matrix H is a projection
matrix with spectral norm no more than 1, we have
‖E‖F ≤
1
2
∥∥∥Dˆ −D∥∥∥
F
.
According to Lemma 4, for any n ≥ c1ε−2 max{d, log(M + L)}, with probability at least
1− e−c2ε2n, we have ∥∥∥Dˆ −D∥∥∥
F
≤ ‖D‖F ε,
and thus
‖E‖F ≤
1
2
‖D‖F ε. (32)
Plugging (30), (31), and (32) into (29), we get (24) and complete the proof.
E Proof of Lemma 8
For any j 6= i, denote the principal vectors in Xj for the subspaces pair Xi and Xj as U˜j .
According to the process of ML method, we have
1− PHi(H¯i) ≤
∑
j 6=i
P
(∥∥∥U˜Ti Uis+ U˜Ti n∥∥∥2 − ∥∥∥U˜Tj Uis+ U˜Tj n∥∥∥2 < 0)
=
∑
j 6=i
P
(∥∥∥s˜+ U˜Ti n∥∥∥2 − ∥∥∥Λij s˜+ U˜Tj n∥∥∥2 < 0) ,
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where s˜ := U˜Ti Uis is the rotation of s and it still follows distribution N (0, 1/dI). Now it
suffices to prove the following inequalities
P
(∥∥∥s˜+ U˜Ti n∥∥∥2 − 1 < −τ) < 2e−C˜(τ,δ)d,
P
(∥∥∥Λij s˜+ U˜Tj n∥∥∥2 −
(
aff2ij
d
+ δ
)
> τ
)
< 2e−C˜(τ,δ)d,
where
C˜(τ, δ) : =
(τ/(1 + δ)− 4/d)2
4 (2 + τ/ (1 + δ)− 4/d) ,
τ : =
1
2
(
1− aff
2
ij
d
− δ
)
.
This can be immediately obtained from the following lemma by noticing that σ1(I+Rn) ≤
1 + δ.
Lemma 10. Assume a ∈ Rd and its i-th entry aii.i.d.∼ N (0, 1/d). Then for 0 ≤ λ1 ≤ · · · ≤
λd ≤ 1, for any τ > 0, we have
P
(∣∣∣∣∣
d∑
i=1
λ2i a
2
i −
∑d
i=1 λ
2
i
d
∣∣∣∣∣ > τ
)
< 2 exp
(
d
4
· (τ − 4/d)
2
2 + τ − 4/d
)
.
Proof. Let
f(a) =
√∑d
i=1
λ2i a
2
i ,
then by calculation
‖∇f(a)‖ =
√√√√∑di=1 λ4i a2i∑d
i=1 λ
2
i a
2
i
≤ 1.
Hence, f(a) is 1-Lipschitz and according to the concentration in Gauss space ((Ledoux,
2001), or see Proposition 5.34 in Vershynin (2010)), we have
P
(√∑d
i=1
λ2i a
2
i − E
√∑d
i=1
λ2i a
2
i > t
)
< e−
dt2
2 .
Take f(x) = −
√∑d
i=1 λ
2
ix
2
i , then similarly
P
(√∑d
i=1
λ2i a
2
i − E
√∑d
i=1
λ2i a
2
i < −t
)
< e−
dt2
2 .
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Moreover,
(
E
√∑d
i=1 λ
2
i a
2
i
)2
≤ E∑di=1 λ2i a2i = ∑di=1 λ2id and(
E
√∑d
i=1
λ2i a
2
i
)2
=E
d∑
i=1
λ2i a
2
i −Var
(√∑d
i=1
λ2i a
2
i
)
=
∑d
i=1 λ
2
i
d
−
∫
t
t2dP
(∣∣∣∣∣
√∑d
i=1
λ2i a
2
i − E
√∑d
i=1
λ2i a
2
i
∣∣∣∣∣ < t
)
=
∑d
i=1 λ
2
i
d
−
∫
t
2tP
(∣∣∣∣∣
√∑d
i=1
λ2i a
2
i − E
√∑d
i=1
λ2i a
2
i
∣∣∣∣∣ > t
)
dt
≥
∑d
i=1 λ
2
i − 4
d
.
Taking square, we have
P
∣∣∣∣∣
d∑
i=1
λ2i a
2
i −
∑
i λ
2
i
d
∣∣∣∣∣ > 2t
√∑d
i=1 λ
2
i
d
+ t2 +
4
d
 < 2e− dt22 .
By defining
τ := 2t
√∑d
i=1 λ
2
i
d
+ t2 +
4
d
,
we complete the proof.
F Covering Arguments
A convenient tool to discretize compact sets are nets. In our proof, we will only need to
discretize the unit Euclidean sphere in the definition of `2-norm. Let us recall a general
definition of the ε-net.
Definition 6. (Vershynin, 2010) An ε-net in a totally bounded metric space (X, d) is a
finite subset N of X such that for any x ∈ X we have
min
z∈N
d(x, z) < ε.
The metric entropy of X is a function N(X, ε) defined as the minimum cardinality of an
ε-net of X.
The metric entropy of the Euclidean unit ball can be easily bounded as follows.
Lemma 11. (Foucart and Rauhut (2013), Proposition C.3) Let Bn be the unit ball in Rn.
Then
N(Bn, ε) ≤
(
1 +
2
ε
)n
.
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ε- net allows us to evaluate the spectral norm of a square matrix A by only investigating
a discrete set.
Lemma 12. (Vershynin, 2010) Suppose N is a 14 -net of Sn−1. Let A be an n× n matrix.
We have
max
x∈Sn−1
∣∣xTAx∣∣ ≤ 2 max
x∈N
∣∣xTAx∣∣ .
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