Abstract. We generalize the Tamari lattice by extending the notions of 231-avoiding permutations, noncrossing set partitions, and nonnesting set partitions to parabolic quotients of the symmetric group S n . We show bijectively that these three objects are equinumerous. We show how to extend these constructions to parabolic quotients of any finite Coxeter group. The main ingredient is a certain aligned condition of inversion sets; a concept which can in fact be generalized to any reduced expression of any element in any (not necessarily finite) Coxeter group.
1. Introduction 1.1. Parabolic Tamari Lattices. The Tamari lattice T n was introduced by D. Tamari as a partial order encoding the associativity of the Catalan-many binary bracketings of a word of length n + 1 [30] . The weak order Weak(S n ) on the group of permutations S n is the oriented Cayley graph of S n , using the generating set of adjacent transpositions S. Rephrasing slightly, A. Björner and M. Wachs realized T n as a sublattice of Weak(S n ) by considering the subset S n (231) ⊆ S n of 231-avoiding permutations, whose inversions sets they characterize as "compressed" [7, Section 9] . N. Reading extended this result by noting that T n was a lattice quotient of Weak(S n ) [22] .
We generalize the Tamari lattice from the symmetric group to its parabolic quotients. Any J ⊆ S defines the parabolic quotient S
Further Generalizations.
The key idea in the definition of parabolic alignment is a certain forcing of inversions with respect to the root order of a particular reduced expression for the longest element in the parabolic quotient. In the last part of this article we generalize this idea to any reduced expression of any element of any (not necessarily finite) Coxeter group. This generalization comes at the price of losing the lattice property.
1.5. Outline of the Paper. This article is structured as follows. We recall the basic notions for the symmetric group and its parabolic quotients in Section 2. In Section 3 we define (J, 231)-avoiding permutations and characterize them in terms of their inversion sets. We prove Theorem 1.1 in Section 3.4. Sections 4 and 5 introduce noncrossing partitions and nonnesting partitions for parabolic quotients of the symmetric group, and culminate in the proof of Theorem 1.2. Section 6 is concerned with the generalization of 231-avoiding permutations, noncrossing and nonnesting partitions to parabolic quotients of arbitrary finite Coxeter groups. We also propose a definition of a parabolic Coxeter-Catalan number for the coincidental types at the end of Section 6.6. In Section 6.7 we generalize the definition of alignment to any reduced expression of any element in any (not-necessarily finite) Coxeter group.
The Symmetric Group
In this section, we recall the definitions of weak order, 231-avoiding permutations, and parabolic quotients of the symmetric group.
Weak Order.
The symmetric group S n is the group of permutations of [n] := {1, 2, . . . , n}. Let S := {s 1 , s 2 , . . . , s n−1 } denote the set of adjacent transpositions of S n , i.e. s i := (i, i+1) for i ∈ [n − 1]. It is well known that S n is isomorphic to the Coxeter group A n−1 , and so admits a presentation of the form (1) S n = S | s where e denotes the identity permutation. We may specify a permutation w ∈ S n using one-line notation: w = w 1 w 2 . . . w n , where w i = w(i) for i ∈ [n]. Its inversion set is defined by inv(w) = (i, j) | 1 ≤ i < j ≤ n and w i > w j .
The (left) weak order is the partial order on S n defined by u ≤ S v if and only if inv(u) ⊆ inv(v); and we denote by Weak(S n ) the partially ordered set (S n , ≤ S ).
The cover relations of Weak(S n ) are relations u ≤ S v such that inv(v) \ inv(u) = (i, j) with v i = v j + 1. We usually write u ⋖ S v in such a case. The poset Weak(S n ) is a lattice [5, Theorem 3.2.1], so that any two elements have a greatest lower bound and a least upper bound. In particular, there is a unique maximal element w • in Weak(S n ) whose one-line notation is w • = n(n − 1) . . . 1. We refer the reader to [5, Section 3] for more background on the weak order, in the broader context of Coxeter groups. A permutation w ∈ S n is 231-avoiding if there exists no triple i < j < k such that w k < w i < w j . Let S n (231) denote the set of 231-avoiding permutations of S n . Lemma 9.8 in [7] implies that the 231-avoiding permutations can be characterized by their inversion sets. More precisely, w ∈ S n is 231-avoiding if and only if its inversion set is compressed, i.e. if i < j < k and (i, k) ∈ inv(w), then (i, j) ∈ inv(w).
Remark 2.1. Let w ∈ S n and choose i < j < k. It is immediate to verify that whenever (i, k) ∈ inv(w), then we also have (i, j) ∈ inv(w) or (j, k) ∈ inv(w) (or both). We may interpret the property that inv(w) is compressed as stating that inv(w) is aligned with respect to the lexicographic order on all transpositions. This perspective foreshadows N. Reading's definition of aligned elements in a Coxeter group [23, Section 4] . We generalize this notion in Definitions 6.2 and 6.12.
The next result identifies the Tamari lattice T n as the subposet of the weak order on S n induced by the 231-avoiding permutations. The reader may take this as the definition of T n . , where the {s 2 },231 -avoiding permutations have been shaded in gray. Notice that the longest permutation 4|23|1 is not 231-avoiding, since it contains the subsequence 231. However, since the 2 and the 3 lie in the same {s 2 }-region, this sequence does not form an {s 2 },231 -pattern.
The following Proposition 3.4 shows that Definition 3.2 is a generalization of 231-avoiding permutations by showing that S ∅ n (231) = S n (231). Proposition 3.4. If w ∈ S n has a 231-pattern, then there exist indices i < j < k such that w k < w i < w j and w i = w k + 1. Consequently, S ∅ n (231) = S n (231). Proof. Let i < j < k be indices such that w k < w i < w j , and choose them in such a way that w i − w k is minimal. We claim that in this case w i = w k + 1. Assume the opposite. Then there is some
which again contradicts the choice of (i, j, k). Remark 3.5. After an extended abstract of this paper appeared in [18] , R. Proctor and M. Willis gave a different definition of parabolic pattern avoidance [19] . More precisely, if R = {j 1 , j 2 , . . . , j r }, then they say that w ∈ S and w k are exchanged. In particular, we have inv(w) = inv(u) ∪ (i, k) . By the induction hypothesis, there exists some u ′ ∈ S J n such that inv(u ′ ) is the unique maximal J-compressed inversion set that is contained in inv(u). We claim that w ′ = u ′ .
In order to prove this claim, we choose some element v ∈ S J n such that inv(v) is J-compressed and inv(v) ⊆ inv(w). By construction, we have (i, j) / ∈ inv(w), and hence We have the following relations:
, which is a contradiction.) We now distinguish five cases:
It follows that w i > w e , and (E) implies w e < w k . Lemma 3.1 implies that k and e lie in different J-regions. 
and we proceed by induction on v e
If f < i and they do not lie in the same J-region, then we can consider the triple ( f , i, d ′ ), and obtain a contradiction by induction, since
If f > i and they do not lie in the same J-region, then we can consider the triple (e ′ , i, f ), and obtain a contradiction by induction, since
and i lie in the same J-region, then we have f < i. We can consider the triple ( f , j, d ′ ), and obtain a contradiction by induction,
We have thus shown that (i, k) / ∈ inv(v), which implies inv(v) ⊆ inv(u). By the induction assumption it follows that inv(v) ⊆ inv(u ′ ), which proves w ′ = u ′ .
Using Lemma 3.7, we may reformulate Lemma 3.8: for every w ∈ S is depicted in Figure 1 . Observe that the maximal element w is 2|14|3. In certain special cases-for example, when J = ∅ or for certain J = S \ {s}-we do obtain sublattices. 
then either i 1 and j 1 lie in the same J-region or i 2 and j 1 lie in the same J-region.
then i 1 and j 1 lie in different J-regions.
We denote the set of all J-noncrossing set partitions of [n] by NC J n . If J = ∅, then we recover the classical noncrossing set partitions. We now introduce a combinatorial model for the J-noncrossing partitions. We draw n dots, labeled by the numbers 1, 2, . . . , n, on a straight line, and highlight the J-regions by grouping the corresponding dots together. For any bump (i, j) in P ∈ NC J n , we draw an arc connecting the dots corresponding to i and j, respectively, that passes below all dots corresponding to indices k > i that lie in the same J-region as i, and above all other dots between i and j. See the bottom left of Figure 2 for an illustration.
Using this combinatorial model for NC J n , we now prove the following theorem.
Theorem 4.2. For n > 0 and J ⊆ S, there is a bijection S
Proof. Let w ∈ S J n (231). We construct a set partition P of [n] by associating a bump (i, j) with every descent (i, j) ∈ des(w). If (i, j) is a bump of P, then (i, j) ∈ des(w), and Lemma 3.1 implies that i and j lie in different J-regions. This establishes condition (NC1). Suppose (i 1 , i 2 ) and (j 1 , j 2 ) are two different bumps of P with i 1 < j 1 < i 2 < j 2 , but neither i 1 , j 1 nor i 2 , j 1 are in the same J-region. 1 , it follows that w j 1 < w i 2 , and then (j 1 , i 2 , j 2 ) is a (J,231)-pattern in w, which is a contradiction. Hence (NC2) is satisfied. Finally, suppose that (i 1 , i 2 ) and (j 1 , j 2 ) are two different bumps of P with i 1 < j 1 < j 2 < i 2 such that i 1 and j 1 are in the same J-region. Lemma 3.1 implies w i 1 < w j 1 . It follows that (i 1 , j 1 , i 2 ) is a (J,231)-pattern in w, which is a contradiction. Hence (NC3) is satisfied, and so P ∈ NC J n . Conversely, let P ∈ NC J n . We construct a permutation w ∈ S J n (231) where every bump (i, j) of P corresponds to a descent (i, j) ∈ des(w). We proceed by induction on n, with the case n = 1 being trivial. Suppose that for any n ′ < n we can construct a (J ′ ,231)-avoiding permutation of S LetP be the unique part of P containing 1, and writeP = {i 1 , i 2 , . . . , i r }, i.e. i 1 = 1. We want to have w i 1 = w i 2 + 1 = · · · = w i r + (r − 1), and seek the smallest possible value of w i 1 . Let j ∈ [n] lie in the same J-region as i k for some k ∈ {2, 3, . . . , r} such that i k−1 < j < i k . Since we want to obtain a permutation in S J n (231), Lemma 3.1 forces w j < w i k . Suppose there are t 1 such indices. Now let j ∈ [n] lie in a different J-region than i k for some k ∈ {2, 3, . . . , r} such that
Hence we only consider those j with w j < w i k , and suppose that there are t 2 such indices. It follows that the smallest possible value for w i 1 is r + t 1 + t 2 . Put another way, we count the vertices lying below any arc ofP, as well as the vertices lying below any arc that starts in the same J-region, but to the left of some element inP (including endpoints).
If we removeP from P, then we obtain two smaller partitions from the remaining parts. The indices that contribute to the computation of w i 1 above are put into a left partition P l , and the remaining indices are put into a right partition P r , where we keep all bumps. Both P l and P r can be seen as parabolic noncrossing set partitions of [n l ] and [n r ], respectively, where n l , n r < n. By induction we can create (J-231)-avoiding permutations w (l) and w (r) from these partitions. Now we obtain the value w j for j / ∈P as follows. If j ∈ P l , then w j = w
Since all bumps in P occur only between elements inP, in P l , or in P r , it follows that w ∈ S J n (231).
given by the bumps (2, 9), (3, 10) , (6, 8) . This partition is displayed at the bottom of the left panel of Figure 2 . Since no bump starts in 1, we obtain w 1 = 1, and the corresponding right partition is the restriction of P to {2, 3, . . . , 10}. Here we haveP = {2, 9}, and the elements below the arc (2, 9) are 2, 5, 6, 7, 8, 9, (this is because 3 and 4 lie in the same J-region as 2, and the arc (2, 9) thus passes below 3 and 4). Hence we obtain w 2 = 7 and w 9 = 6. The corresponding left partition is P l = {5}, {6, 8}, {7} and the corresponding right partition is P r = {3, 10}, {4} . By induction, we conclude that w (l) = 1 3 | 4 | 2 and w (r) = 2 3 | 1. We fashion them together to form the permutation w = 1 7 9 10 | 2 4 | 5 | 3 6 | 8, which is indeed contained in S J 10 (231). By construction, (2, 9), (3, 10) , (6, 8) are the descents of w, and are precisely the bumps of P.
Remark 4.4. When restricted to the (J,231)-sortable elements, one can check that the bijection of Theorem 4.2 is identical to the bijection given in [26] between elements of the symmetric group and certain noncrossing arc diagrams. Theorem 4.2 was discovered independently, and appeared in [31] .
Parabolic Nonnesting Partitions
The nonnesting set partitions are a second important subset of the set partitions of [n] . Nonnesting set partitions are characterized as not containing two bumps (i 1 , i 2 ) and (j 1 , j 2 ) such that i 1 < j 1 < j 2 < i 2 . These were introduced by A. Postnikov uniformly for all crystallographic Coxeter groups as order ideals in the corresponding root poset [27, Remark 2] . It turns out that (for any crystallographic Coxeter group) noncrossing and nonnesting partitions are equinumerous. Moreover, they are also equidistributed by part size [3] . We introduce the following generalization. , and we can construct a J \ {s k 1 } -noncrossing set partition of {k 1 + 1, k 1 + 2, . . . , n} by induction. Now we choose all those columns in piece A that either lie outside the order filter generated by s k 2 , . . . , s k r or that have an element of I in piece B directly below them. (We thus pick the columns of A that are "supported" by B.)
Let l 1 , l 2 , . . . , l r denote the column labels from the inductive step of the part of B that supports A. Any bump starting in {1, 2, . . . , k 1 } can end either in {k 1 + 1, k 1 + 2, . . . , k 2 } or in {l 1 , l 2 , . . . , l r }, in order not to cross any existing bumps. We label the transpositions in the chosen part of A as follows: The labels corresponding to the minimal transpositions that are not in I within these chosen columns then yield the remaining bumps. By construction, the resulting partition is J-noncrossing. The inverse map is constructed by temporarily forgetting about the bumps from the first J-region, and then using the smaller J-noncrossing partition to construct the B piece of the order ideal inductively. From there, we can again identify the "supported" columns in the A piece, and the bumps starting in the first Jregion then give the remaining elements of the order ideal. 
Generalization to Coxeter Groups
In recent years, 231-avoiding permutations, noncrossing set partitions, and nonnesting set partitions have each been generalized from the symmetric group to finite Coxeter groups-see [24] , [4, 8] , and [27, Remark 2], respectively. These generalizations allow for further parametrization by a Coxeter element (a product of the simple reflections in some order). In this section, we describe a generalization of our parabolic versions of these objects in a similar fashion. 6.1. Coxeter Groups. We first recall some background on Coxeter groups. For more details see [5, 13] Since S generates W, every w ∈ W can be written as a product of the elements in S. A reduced expression for w is such a product of minimal length, and this length is called the Coxeter length of w; denoted by ℓ S (w). The (right) weak order on W is the partial order ≤ S defined by u ≤ S v if and only if ℓ S (v) = ℓ S (u) + ℓ S (u −1 v). We write Weak(W) for the partially ordered set (W, ≤ S ).
Remark 6.1. In Section 2.1 we defined a left weak order on the symmetric group S n , which may be generalized to Coxeter groups via the condition ℓ S (v) = ℓ S (u) + ℓ S (vu −1 ). The map w → w −1 is a poset isomorphism from left to right weak order, so that the results from Section 3 could be phrased equally well in terms of right weak order. (1) and (3), we see that the symmetric group with the generating set of all adjacent transpositions forms a Coxeter system, and the reflections are all conjugates of the adjacent transpositions. We use this correspondence to generalize the notion of an inversion from the symmetric group to all Coxeter groups. A (left) inversion of W is a reflection t ∈ T such that ℓ S (tw) < ℓ S (w). The set of all inversions of w is denoted by inv(w). Analogously to the symmetric group, we can give an equivalent definition of the weak order by setting u ≤ S v if and only if inv(u) ⊆ inv(v) [5, Proposition 3.1.3] .
We want to emphasize a special subset of the inversions. A cover reflection of w is an inversion t ∈ inv(w) such that there exists some s ∈ S with tw = ws. The name comes from the fact that multiplying some element by a simple reflection produces a cover relation in the weak order, and the cover reflection is then the conjugate of this simple reflection by the larger element in this cover. The set of cover reflections of w is denoted by cov(w). Now fix a reduced expression w = a 1 a 2 · · · a k . The inversion sequence of w is the sequence r 1 , r 2 , . . . , r k , where
It is clear by construction that inv(w) = {r 1 , r 2 , . . . , r k }. Observe, however, that the inversion sequence equips inv(w) with a linear order; the inversion order r 1 < r 2 < · · · < r k . This order will be denoted by Inv(w).
Since the elements of T geometrically act as reflections on a Euclidean vector space, we can associate two normal vectors to the corresponding reflecting hyperplane. The collection of all these normal vectors is a root system of W, and it can be decomposed into positive and negative roots. It follows that there is a bijection from T to the set Φ + of all positive roots. Given α ∈ Φ + , let t α ∈ T be the corresponding reflection. It follows from [10, Lemma 4.1(d)] that whenever we have a reflection t aα+bβ ∈ inv(w) for some α, β ∈ Φ + and some positive integers a, b, then at least one of t α and t β are in inv(w) as well. We refer the interested reader to [13] for more background on the geometric realization of Coxeter groups.
Finally, we recall the existence of some special, well-behaved reduced expressions for any element of W. A Coxeter element of (W, S) is an element that has a reduced expression which is a permutation of all simple reflections. Fix such a Coxeter element c ∈ W. Clearly, any reduced expression of w ∈ W appears as a subword of the half-infinite word c ∞ (which is the infinite concatenation of a fixed reduced expression for c). The c-sorting word of w is the reduced expression for w which appears leftmost in c ∞ , and will be denoted by w(c).
Aligned Elements for Parabolic Quotients.
In [23, Section 4] , N. Reading defined a notion of c-alignment for the elements of a finite Coxeter group W with respect to some Coxeter element c ∈ W. More precisely, an element w of W is c-aligned if whenever we have t α < t aα+bβ < t β in the inversion order Inv(w • (c)), where α, β ∈ Φ + and a, b are positive integers, then t aα+bβ ∈ inv(w) implies t α ∈ inv(w). For W = S n and c = s 1 s 2 · · · s n−1 the linear Coxeter element, the c-aligned elements are precisely the 231-avoiding permutations.
We now propose a definition of c-aligned elements for parabolic quotients.
Definition 6.2. Let (W, S) be a finite Coxeter system, let J ⊆ S, and let c ∈ W be a Coxeter element. An element w ∈ W J is (W J , c)-aligned if, whenever we have
, where α, β ∈ Φ + and a, b are positive integers, then t aα+bβ ∈ cov(w) implies t α ∈ inv(w).
We denote the set of all (W J , c)-aligned elements of W by Align(W J , c).
There is a subtlety in Definition 6.2-we only require the root t aα+bβ to correspond to a cover reflection of w, rather than to an arbitrary inversion. It was shown in [22, Lemma 5.5] and follows from [23, Lemmas 4.9 and 4.11] that our parabolic aligned condition for J = ∅ is indeed equivalent to the original aligned condition for Coxeter groups of type A, B, and D. This equivalence is trivial for the dihedral groups, and it was checked by computer for the groups H 3 , H 4 , and F 4 . The remaining exceptional groups E 6 , E 7 , and E 8 have not been checked by computer. See also [31, Remark 5.1.8].
The following lemma states that our parabolic pattern avoidance condition from Definition 3.2 is equivalent to Definition 6. Proof. By definition, cover reflections of w ∈ S n correspond to descents of w −1 so that Definition 6.2 agrees with Definition 3.6 after taking inverses. Lemma 3.7 then implies that w ∈ S There is yet another family of combinatorial objects that seems to fit nicely into the presented framework. Let (W, S) be a finite Coxeter system, let Q be a word on the alphabet S, and let w ∈ W. The subword complex SW(Q, w) is the pure simplicial complex whose facets are the subwords Q − P such that P is a reduced expression for w [14] . For our purpose, the following subword complex shall be emphasized. Since SW(W J , c) is a subword complex, there is a natural poset structure on its facets. More generally, let F, F ′ be two facets of a subword complex SW(Q, w) such that F − {i} = F ′ − {j} for some i ∈ F, and some j ∈ F ′ . If i < j, then we call F → F ′ a flip, and the facets of SW(Q, w) together with the set of flips forms an acyclic graph, and therefore its transitive closure is a poset, the flip poset of SW(Q, w) [ 
