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Abstract
This paper shows that the logarithm of the number of solutions of a random planted
k-SAT formula concentrates around a deterministic n-independent threshold. Specifically,
if F ∗k (α, n) is a random k-SAT formula on n variables, with clause density α and with a
uniformly drawn planted solution, there exists a function φk(·) such that, besides for some
α in a set of Lesbegue measure zero, we have 1n logZ(F
∗
k (α, n))→ φk(α) in probability,
where Z(F ) is the number of solutions of the formula F . This settles a problem left
open in Abbe-Montanari RANDOM 2013, where the concentration is obtained only for
the expected logarithm over the clause distribution. The result is also extended to a
more general class of random planted CSPs; in particular, it is shown that the number of
pre-images for the Goldreich one-way function model concentrates for some choices of the
predicates.
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1 Introduction
This paper investigates concentration phenomena for the number of solutions in random
planted random constraint satisfaction problems (CSPs) and the Goldreich one-way function
candidate.
A large body of works have studied phase transition phenomena for satisfiability in
random CSPs. For uniform1 models, the probability of being satisfiable often tends to
a step function as n tends to infinity, jumping from 1 to 0 when the constraint density
crosses a critical threshold. For random k-XORSAT the existence of such a critical threshold
is proved [21, 23, 25, 46]. For random 2-SAT, the threshold is proved in [17, 22, 33]. For
random k-SAT, k ≥ 3, the existence of an n-dependent threshold is proved in [31], and
the satisfiability threshold conjecture states that this threshold is n-independent for all k.
Recently, the conjecture was settled for k large enough [24], while upper and lower bounds are
known to match up to a term that is of relative order k 2−k as k increases [11, 18]. Moreover,
phase transition phenomena were also studied for a broad family of other CSPs, see for
example [10,11,44] and references therein.
The counting problem for random formulas has also received attention recently. In [4],
a concentration result is obtained for the number of solutions: at a fixed clause density α,
the number of solutions of a random 2-SAT formula concentrates in the logarithmic scale
to a deterministic n-independent threshold for almost every α. This result is extended for
k ≥ 3 for all clause densities having an UNSAT probability decaying fast enough (with a
mild logarithmic decay being enough), which is conjectured to take place up to the SAT
threshold. This result is obtained in two parts. First, as was shown earlier in [2, 6], the
property that a random k-SAT formula has a number of solution bounded by 2nφ, for a
fixed φ, has a phase transition with an n-dependent threshold, proved a` la Friedgut. This is
then turned into a concentration result for the number of solutions in [4] by showing that
the limit for 1nE log(1 + Z(F )) exists, where Z(F ) is the number of solutions of the random
formula. Observe that this gives an n-independent threshold for the concentration. The key
tool in establishing this limit is the interpolation method, first introduced in [37] for the
Sherrington-Kirkpatrick model, and subsequently generalized and extended in [4,15,28,29,45].
Note however that the use of “1+” in the logarithm above (to obtain a well defined quantity)
is responsible for the difficulty in obtaining the concentration for all clause densities when
k ≥ 3.
In this paper, we consider CSPs that have a planted solution and study the counting
problem for random ensembles. Planted CSPs are a rich ground for studying combinatorial
optimization problems motivated by ‘real-world’ applications, such as in coding theory,
community detection, or cryptography, where a solution typically does exist but where the
problem is to identify how many other solutions are there, or how hard is it to recover
the planted solution. Planted ensembles were investigated in [5,8,9,14,38,39], and at high
density in [12, 19, 27], and relationships between planted random CSPs and their non-planted
counterparts in the satisfiable phase were studied in [5, 42,48].
It was shown recently in [3] that for a broad class of random planted CSPs, the logarithm
of the number of solution concentrates to an n-independent deterministic threshold for almost
every clause density. In particular, this covers k-SAT for all k’s. Hence, the planting allows
to circumvent the issues of establishing the limit of the log-partition function, since the latter
is well defined due to the planting (no need for the “1+” term discussed above). However, the
planting also introduces asymmetry in the model, which lead [3] to a weaker concentration
result: the concentration is obtained with respect to the graph ensemble but is taken in
expectation over the clause distribution.
1The model may have a fixed but uniform number of constraints, or a Binomial or equivalent form.
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Let us explain this nuance more precisely for random k-SAT. A random planted formula
is defined in this case by drawing first a random uniform solution x0, and independently, a
random 3-hypergraph G = ([n], E) at a fixed edge density. The random clauses are then
defined for each edge e ∈ E(G) by drawing a negation pattern se uniformly at random within
the set of negations patterns that preserve x0 as a planted solution. Specifically, the clause
for edge e is defined by y[e] 6= se (where y[e] is an assignment of literals to the variables
associated with e). Note that this is indeed equivalent to requiring that the OR of the
variables in y[e] negated with the pattern xe is 1. Consider now
φn :=
1
n
log(Z(F (0))),
where F (0) is the random planted formula. In [1], it is shown that Esφn, the expectation
of φn taken over the variables s = {se}e∈E(G), concentrates in probability (with respect
to the drawing of G) to a deterministic n-independent value.2 It was left open to obtain
concentration with respect to the drawing of s as well. In particular, the martingale argument
used in [1] fails in this case, since the fluctuations are not bounded, and the application of
Friedgut’s theorem is mitigated by the lack of symmetry caused by the planting.
We resolve in this paper the above problem left open in [1] and show that for almost every
α, there exists an n-independent value φ(α) such that
1
n
log(Z(F (0)))→ φ(α) in probability,
closing the concentration problem. The main tool is based on Bourgain’s result from the
appendix of [31]. The result is then generalized to a broad class of planted CSPs, and a new
a application to Goldreich’s one way function [36] is investigated.
The Goldreich one-way function candidate is defined from a k-hypergraph G on n vertices
and m hyperedges and a fixed predicate function χ : {0, 1}k → {0, 1}. The function takes an
input x ∈ {0, 1}n and, evaluating χ at each of the m k-tuples selected by the hyperedges
of G, produces an output in {0, 1}m. In [36], G is proposed to be drawn at random with
an edge density m/n, and the choice of predicates is further discussed in [16]. Note that
both m = ω(n) and m = Θ(n) are potential candidates [16, 36]. Defining the rate of the
one-way function by m/n, it is interesting to understand for what rates (in addition to what
predicates) is the function possibly one-way, in particular, for the case of m/n = α constant.
A natural approach would be to relate this question to the structure of the solution space of
the underlying CSP, starting with its size, and hypothetically with the condensation [20,41]
and freezing of the solution clusters [47] phenomena.3 In particular, the function φ(·) is
expected to have a kink at the condensation threshold for various CSPs [43], and this may
indicate a behavioral changes for the hardness of the one-way function. In this paper, we
investigate the most basic question towards such considerations: does the function φ even
exist? Namely, does the normalized logarithm of the number of pre-images concentrates for
some/all predicates?
We answer this question by the affirmative for a certain class of predicates. Interestingly, it
is not obvious that this class of predicates overlaps with the class of predicates that precludes
the non-hardness conditions introduced in [16] for large clause densities. We hence leave an
open problem: can one obtain concentration and hardness at the same time, or is hardness
related to the non-concentration? We believe that the former is true and that our proof
2Note that the variables s = {se}e∈E(G) depend on the planted assignment. For a deterministic kernel Q,
this means in expectation over the planted assignment.
3In the non-planted models, these phenomena have been associated with computational barriers for
satisfiability.
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technique stumbles on technicalities, but we cannot resolve this argument.
2 Models
2.1 CSPs arising from satisfiability problems
We first describe a class of constraint satisfaction problems. Let V = {v1, . . . , vn} be a set of
Boolean variables, and fix an integer k ≥ 2. An instance F of a CSP consists of a k-uniform
multi-hypergraph (V,E) (that is, all edges have cardinality k and we allow parallel edges),
and a family of clause functions χe : {0, 1}k → {0, 1} for each e ∈ E. A k-clause comprises
an edge e and its corresponding function χe. We’ll sometimes call F a formula. The form of
the clause function depends on the type of satisfiability problem we are interested in (for the
moment, SAT, NAESAT or XORSAT). Let y[V ] denote an assignment y1, . . . , yn of Boolean
values to the variables in V , and y[e] its restriction to the k variables in e. By χe(y[e]) we
mean the result of evaluating χe on the k values in some fixed order (for the moment, the
actual choice of ordering of variables in edges isn’t important but it will be when we consider
certain planted models in Section 4.2.) This model naturally captures familiar satisfiability
problems:
• in k-SAT, we have χe(y[e]) = 1 ⇐⇒ y[e] 6= xe where xe ∈ {0, 1}k represents a
particular forbidden pattern,
• in k-NAESAT, we have χe(y[e]) = 1 ⇐⇒ y[e] /∈ {xe, xe} where xe is the result of
flipping each component of xe,
• in k-XORSAT, we have χe(y[e]) = 1 ⇐⇒ ⊕iyi = xe where now xe ∈ {0, 1}.
An assignment which satisfies all clauses in F is called a satisfying assignment (or solution)
for F . Let Ck(n) be the set of all possible k-clauses on V and write N = |Ck(n)|; in k-SAT
for example we have N =
(
n
k
)
2k. We use the binomial model for a random CSP with clause
density α ∈ [0, N/n], and draw a random formula G as follows: 4
• include in G each clause in Ck(n) with probability p = αn/N . (1)
Let G(n, α) denote a formula obtained by this process. The formula G(n, α) can be viewed
as a random element of {0, 1}N , drawn according to the product measure µp. 5 That is, for
each x ∈ {0, 1}N we have µp(x) := P[G(n, α) = x] = p|x|(1− p)N−|x| (where |x| denotes the
number of nonzero components). Now consider a procedure to sample a planted CSP F .
• Sample v0 ∈ {0, 1}n uniformly at random. (2)
• Then include in F each k-clause which is satisfied by v0 independently with probability
p = αn/N .
We use the notation F (n, α) to denote a formula obtained by this process. By construction
such a formula is always satisfied by the assignment vi = v
0
i ; the vector v
0 is known as the
planted solution. Let Z(F ) denote the cardinality of the set of assignments to v1, . . . , vn
which satisfy F . Notice that we always have Z(F (n, α) ≥ 1 by construction. Again we
4One could also consider the uniform model, wherein G(n, α) is chosen uniformly from those vectors
x ∈ {0, 1}N with |x| = αn, where αn/N = p. The models are essentially equivalent, and we mostly focus here
on the binomial model.
5To see the correspondance, identify each of the N components with a clause and set it to 1 if and only if
the clause is present in the formula.
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view F (n, α) as an element of {0, 1}N but observe that the distribution in this case satisfies
µp(F ) = P[F (n, α) = F ] = Z(F )2n p
|F |(1− p)(nk)(2k−1)−|F | so µp is not a product measure here.
2.2 CSPs arising from Goldreich’s one-way function candidate
The CSPs introduced in the previous section have clause functions taking a few specific
forms. In these examples a satisfying variable assignment y[V ] satisfies χe(y[e]) = 1, ∀e, and
the clause functions on individual edges are independent of one another. Our concentration
results can be extended to a related class of CSPs which are related to Goldreich’s proposed
one-way function [34]. The idea is that we can consider CSPs with arbitrary clause functions
if the clauses on different edges are related in a specific way.
In [34] Goldreich proposed a candidate one-way function family which exploits the difficulty
of recovering a solution to a form of planted CSP. 6 Goldreich’s original proposition was that
the following function f is one-way. As always we work with the variable set V = {v1, . . . , vn}.
• Select a predicate χ : {0, 1}k → {0, 1} uniformly at random from the set of all such
Boolean functions.
• Draw a sparse Erdo˝s-Re´nyi k-uniform multi-hypergraph (V,E) with m edges e1, . . . , em.
• f : {0, 1}n → {0, 1}m is the function with f(x)i = χ(x[ei]), i.e. the ith output bit is the
result of evaluating φ on the k (ordered) values assigned to the edge ei.
More precisely, Goldreich conjectured that f is one-way in the setting where k = O(log n)
and m = n, and the graph is a sufficiently good expander, for most choices of the predicate χ
which is randomly selected and hard-wired into f .
With this in mind we can define a class of planted CSPs generated by the following
procedure.
• Select a predicate χ : {0, 1}k → {0, 1}.
• Sample v0 ∈ {0, 1}n uniformly at random. (3)
• Then include in F each k-clause of the form e with χ(y[e]) = χ(v0[e]),
with probability p = αn/N .
Here the edges are ordered subsets of V , and so N =
(
n
k
)
k!.
3 Overview of results
Recall that for is a CSP formula F (planted or not) we denote by Z(F ) the number of
satisfying assignments for F . If φ ∈ [0, 1] we write Qn(α, φ) := P[Z(F (n, α)) < 2nφ].
3.1 Concentration of the number of solutions of planted satisfiability CSPs
Our main result is the following theorem, which states that for fixed α ≥ 0 the logarithm of
the number of solutions of a random planted formula concentrates, closing the problem left
open in [4]. Note that this clears the concentration problem in its most general form: the
exponent of the number of solutions of a random planted SAT formula can be asymptotically
predicted with an n-independent value and for any k ≥ 2 (small or large). The only part that
could be further generalized is the fact that the result does not hold for a countable set of
6One-way functions are important objects in cryptography and complexity theory. Intuitively these are
functions that are computationally easy to evaluate, but hard to invert. For a thorough discussion see [35], [34].
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“bad” α’s, but it is unclear whether this is a technicality or not. The formal result reads as
follows.
Theorem 1. For every k ≥ 2, there exist a countable set D and a function φs : [0, α∗]→ [0, 1]
such that for every α /∈ D and every  > 0,
lim
n→∞Qn(α, φs(α)− ) = 0
lim
n→∞Qn(α, φs(α) + ) = 1
In [3], it was shown that this quantity concentrates when the expectation is taken over
the clause distribution. We use this result in the proof of Theorem 1.
Theorem 2. [3] For every k ≥ 2, for every α ∈ [0, α∗] the sequence
ψn(α) :=
1
n
E[logZ(F (n, α))]
converges almost surely to a limit φs(α).
As an intermediate step toward Theorem 1, we will prove that for fixed φ ∈ [0, 1] there
is a sharp threshold density for the property of having fewer than 2nφ solutions (we define
these terms in Section 4.1). First, in Section 4.2 we prove the following n-dependent sharp
threshold.
Lemma 3. For every k ≥ 2 and for every φ ∈ [0, 1) there exists a sequence {αn(φ)}n∈Z>0
such that for every  > 0,
lim
n→∞Qn(αn(φ)− , φ) = 0
lim
n→∞Qn(αn(φ) + , φ) = 1.
In fact, we prove Lemma 3 for a larger class of planted CSPs, namely those which arise
from Goldreich’s one-way function candidate [34]. This allows us to deduce the analogous
statement of Theorem 1 for certain instances of these CSPs, as well as an n-dependent version
of it in general.
In Section A we combine Lemma 3 with Theorem 2 using a technique from [4] to show
that the sequence αn(φ) converges.
Theorem 4. For every k ≥ 2, there exist a countable set C and a function φs : [0, α∗)→ [0, 1]
such that for each φ ∈ φs([0,∞)) there exists αs(φ) such that for each  > 0,
lim
n→∞Qn(αs(φ)− , φ) = 0
and
lim
n→∞Qn(αs(φ) + , φ) = 1
We deduce Theorem 1 from Theorem 4 in Section A.
3.2 Concentration of the number of solutions of CSPs from Goldreich’s
one-way function candidates
We now present concentration results for the number of solutions of the CSPs arising from
Goldreich’s one-way function candidates described in Section 2.2.
If one considers the logarithm of the number of solutions of the one-way function candidate
determined by a random graph G, a predicate χ and a uniform input, and takes the average
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over the input distribution, it is possible to obtain the following concentration result. Note
that this gives a stronger concentration notion, i.e., almost sure and for every α, and imposes
no restriction on the choice of χ. However, it provides a n-dependent threshold and requires
averaging over the input distribution.
Lemma 5. Let F (n, α) be a formula drawn as in (3) Then for every k ≥ 2, there exist a
function φns : [0, α
∗] → [0, 1], namely φns = EG,v0 logZ(F (n, α)), such that for every α > 0
and every  > 0, the following holds almost surely
lim
n→∞(Ev0 logZ(F (n, α))− EG,v0 logZ(F (n, α))) = 0.
The proof is found in Appendix Section B.
We can dispose of the dependence of φs on n and on the averaging of the input in the
previous theorem for certain choices of χ. We simply need to remark that Theorem 2 was
in fact shown in [4] to hold for planted formulas F (n, α) which satisfy a certain convexity
hypothesis (let’s call it H for now), then the proof of the following theorem follows that of
Theorem 1 exactly as in Section A. To this end, in the Appendix Section C we prove the
analogue of Lemma 3 for these CSPs. This allows us to deduce the analogous statement of
Theorem 1 for certain instances of these CSPs.
We say that a predicate χ : {0, 1}k → {0, 1} is balanced if it evaluates to 1 on exactly half
of the inputs and we say χ is antisymmetric if χ(x) = 1− χ(x) for some x ∈ {0, 1}k.
Theorem 6. Let F (n, α) be a formula drawn as in 3, with a predicate χ which is antisymmetric
and satisfies Hypothesis H. Then for every k ≥ 2, there exist a countable set D and a function
φs : [0, α
∗]→ [0, 1] such that for every α /∈ D and every  > 0,
lim
n→∞Qn(α, φs(α)− ) = 0
lim
n→∞Qn(α, φs(α) + ) = 1
The hypothesis H, stated in terms of χ is as follows.
Definition 1. Let M1({0, 1}k) denote the space of probability measures on {0, 1}k. Let ` ≥ 1.
Define Γ : M1({0, 1}k)→ R by
ν 7→ Γ`(ν) = 1
2
∑
u(1),...,u(`)∈{0,1}k
χ(u(1))=···=χ(u(`))
k∏
i=1
ν(u
(1)
i , . . . , u
(`)
i )
Hypothesis H. For each ` ≥ 1, the operator Γ is convex in ν.
Bogdanov and Qiao showed in [16] that for many choices of χ, Goldreich’s function can
be inverted with high probability when m is larger than n by a sufficiently large constant
factor. In particular any χ which is not balanced or whose output correlates with one or two
bits of the input is a bad choice when m = Dn for sufficiently large constant D. Their result
suggests that if we want the resulting function to be one-way then we may want χ to be
balanced and not correlated with any bit or pair of bits of the input, but it is unclear whether
these would be necessary in the regime m = n, the one Goldreich originally suggested.
Strictly speaking, the restriction to antisymmetric χ in Theorem 6 does not seem necessary.
It is a technical condition which arises in the proof of Lemma 3. We have verified using a
computer search that when k ≤ 5 no antisymmetric function satisfies the balance properties
along with Hypothesis H but it remains unclear to us whether such a function can exist in
general.
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4 An overview of the proofs
The main element in our proofs is Lemma 3, whose proof we give in this section. From there,
obtaining Theorem 1 and its analogues is a straightforward argument given in the Appendix
Section A.
4.1 Sharp thresholds and Bourgain’s theorem
Before proceeding to the proof of Lemma 3, we briefly give a bit of background material
on sharp thresholds. A subset An ⊆ {0, 1}N is called a property, and we say it is nontrivial
if An ⊂ {0, 1}N . Property An is monotone increasing (or simply monotone) if for every
x ∈ A and x ⊆ y we have y ∈ A. (Containment of formulas is defined in the natural way,
namely x ⊆ y iff every nonzero component of x is also nonzero in y.) We may drop the
subscript n when it is unambiguous or unnecessary. A property is symmetric if there is a
transitive permutation group under which it is invariant. For example, in (unplanted) SAT,
the property of being unsatisfiable is monotone and symmetric.
In this section and the next it is convenient to make a slight abuse of notation, and
write F (n, p) in place of F (n, α) to stress that clauses are included in F (n, α) according
to binomial (p = αn/N) distribution. For a monotone property An ⊂ {0, 1}N , write
µp(An) =
∑
x∈An µp(x) = P[F (n, p) ∈ An]. It’s not difficult to show that if A is a nontrivial
property then µp(A) is a strictly increasing and continuous function of p. For γ ∈ (0, 1), let
pn(γ) be the value which (uniquely) satisfies µpn(γ)(A) = γ. We say that pˆn is a threshold
probability if
lim
n→∞P[F (n, p) ∈ A] = {
1 if pn  pˆn
0 if pn  pˆn
where the notation pn  pˆn indicates that pˆnpn → 0 as n diverges.
We make a distinction between properties exhibiting a very rapid transition versus those
with a more gradual one. Formally, we say that A has a sharp threshold if for every γ ∈ (0, 1)
there exists pγ = pγ(n) such that P[F (n, pγ) ∈ A] = γ, and such that for every δ > 0,
lim
n→∞P[F (n, p) ∈ A] = {
1 : if p(n) ≥ (1 + δ)pγ(n)
0 : if p(n) ≤ (1− δ)pγ(n)
Equivalently, for τ ∈ (0, 1) define p0, p1, pc such that µ(p0) = τ , µ(p1) = 1 − τ and
µ(pc) =
1
2 . The property A has a sharp threshold if the ratio p1−p0pc tends to 0. The threshold
is coarse if this ratio is bounded away from 0, i.e. if there exists some constant C such that
for some γ ∈ (0, 1) we have pγ dµp(A)dp |p=pγ < C. Friedgut and Kalai (see [32]) showed that in
this case it must be true that pγ = o(1).
A crucial contribution to the theory of sharp thresholds is due to Friedgut, in the form of
a general existence theorem for sharp thresholds (see [30], [31]). Roughly, the theorem asserts
that if a monotone symmetric property has a coarse threshold, then it can be approximated
by the property of containing a small fixed subgraph. We omit the statement of Friedgut’s
theorem since it does not apply in our setting; introducing a planted solution does away with
the symmetry in the properties we are interested in. Fortunately in the appendix to [31],
Bourgain gave an analogue of Friedgut’s result to nonsymmetric properties as follows. This is
the theorem we will need to apply.
Theorem 7 (Bourgain [31]). (See also [40]) Let An ⊂ {0, 1}N be a monotone property, and
C > 0 constant. Suppose µp is the product measure on {0, 1}N , i.e. µp(x) = p|x|(1−p)N−|x| for
every x. Assume that there exists γ ∈ (0, 1) such that µpγ (An) = γ and pγ dµp(An)dp |p=pγ < C
and p = o(1). Then there exists δ = δ(C) > 0 such that either
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1. µp(x ∈ {0, 1}n : x contains x′ ∈ An of size |x′| ≤ 10C) > δ, or
2. there exists x′ /∈ An of size |x′| ≤ 10C such that the conditional probability satisfies
µp(x ∈ An|x′ ⊂ x) > γ + δ.
Friedgut’s theorem and Theorem 7 provide a framework for finding sharp thresholds that
has been widely exploited. These theorems typically allow one to prove the existence of a
sharp threshold whose value depends on n, whereas in many cases the threshold is believed to
converge. Friedgut’s original application was to show that satisfiability for k-SAT has a sharp
threshold. He also used the theorem to prove that in hypergraphs, the property of having a
perfect matching, as well as 2-colourability have sharp thresholds. With Achlioptas in [7]
they proved that k-colourability of graphs (for fixed k) has a sharp threshold. Krivelevich
and Nachmias in [40] showed the same for list-colourability of bipartite graphs. Their proof
uses a neat combinatorial trick (due to Alon) of combining Theorem 7 with a theorem of
Erdo˝s and Simonovits. We use a similar approach in the next section. A comprehensive
survey of applications of Friedgut’s theorem can be found in [30].
4.2 An n-dependent sharp threshold for planted CSPs
Here, we prove Lemma 3. For a fixed φ > 0, we are interested in the property Aφ(= Aφn) =
{F ∈ {0, 1}N ;Z(F ) < 2φn}. Clearly, Aφ is monotone increasing. We will show that it has a
sharp (n-dependent) threshold. As before, let Aφ = {F ∈ {0, 1}N ;Z(F ) < 2φn}, and now let
F = F (n, p) denote a CSP obtained as in (2). (We explain how the proof can be adjusted to
handle F (n, p) as in (3) in the Appendix Section C.) Lemma 3 can be restated as follows.
Lemma 8. For a fixed k and φ > 0, the property Aφ has a sharp threshold.
To prove Lemma 8 we will apply Bourgain’s Theorem (Theorem 7). In the distribution of
F (n, p), we do not have the assumption on µp in the hypothesis of Theorem 7. To overcome
this difficulty we need to consider fixed plantings, and observe that conditioning on the
random choice of v0 doesn’t change the probability of the property Aφ. By total probability,
P[F (n, p) ∈ Aφ] =
∑
v∈{0,1}n
P[F (n, p) ∈ Aφ|v0 = v]P[v0 = v].
Further, for any v ∈ {0, 1}n, the conditional probability satisfies
P[F (n, p) ∈ Aφ|v0 = v] = P[F (n, p) ∈ Aφ|v0 = 0n]
since the number of satisfying assignments is unchanged by swapping a variable with its
negation.
Therefore, if we let F 0(n, p) denote a formula obtained by independently including each k-
clause which is satisfied by v0 = 0n with probability p, we have P[F (n, p) ∈ Aφ] = P[F 0(n, p) ∈
Aφ]. So to prove Lemma 8 it is enough to show that Aφ has a sharp threshold when 0n is the
planted solution. Now, the space we are working in is {0, 1}N ′ , where N ′ = (nk)(2k − 1), and
indeed µp(F ) = p
|F |(1− p)N ′−|F |. For the remainder of the proof, this will be the assumed
setting.
We now proceed to prove the sharp threshold. The idea is to assume for a contradiction
that Aφ has a coarse threshold, and apply Bourgain’s theorem. We closely follow arguments
found in [40] and [6]. Roughly, Bourgain’s theorem implies the existence of some fixed small
formula x′ whose appearance in a random formula increases the probability of having property
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Aφ by a positive amount. Note that Aφ, while not symmetric, is invariant under relabelings
of the variable set (i.e. automorphisms of {v1, . . . , vn,¬v1, . . . ,¬vn} which map {v1, . . . , vn}
to itself and ¬vi to the negation of the image of vi, for each i). This property is sometimes
called permutation symmetry. Thus, containing a random (relabeled) copy of x′ has the same
effect on the probability of having Aφ. On the other hand, the assumption that the threshold
is coarse implies that adding a large number of random clauses does not drastically change
the probability of belonging to Aφ. We will see that with the addition of a sufficient number
of random clauses we can simulate the addition of x′.
Proof of Theorem 8. Suppose for a contradiction that Aφ has a coarse threshold. Then there
exist γ, pγ = o(1) and C as in Theorem 7, and so one of the two cases in its conclusion must
hold.
Case 1: µp(x ∈ {0, 1}n : x contains x′ ∈ Aφ of size |x′| ≤ 10C) > δ.
If the size of a formula x′ is ≤ 10C, then its clauses involve at most 10Ck variables. Since
x′ ∈ Aφ, and it is satisfied by v0, assigning the planted value to the variables appearing in
x′ and arbitrary values to the other variables yields a satisfying assignment. It follows that
Z(x′) ≥ 2n−10Ck > 2φn for large enough n, so x′ /∈ Aφ. This proves that Case 1 cannot occur.
Case 2: there exists x′ /∈ Aφ of size |x′| ≤ 10C such that the conditional probability satisfies
µpγ (x ∈ Aφ|x′ ⊂ x) > γ + δ.
Clearly x′ is satisfied by v0. Denote by t ≤ 10Ck the number of variables appearing in x′.
Without loss of generality, assume these variables are v1, . . . , vt. For a t-tuple v = (vi1 , . . . , vit)
of distinct variables, we write x′(v) to denote the result of relabeling each variable vj in x′ to
vij . Since Aφ has permutation symmetry, it follows that for any t-tuple v, the conditional
probability satisfies µp(x ∈ A|x(v) ⊂ x) > γ+δ. We write x∗ to mean the result of taking x(v)
after drawing a uniformly random t-tuple v. In other words, if a random formula F 0(n, pγ) is
drawn, the union F 0(n, pγ) ∪ x∗ belongs to Aφ with probability at least γ + δ.
Now, since pγ
dµp(Aφ)
dp |p=pγ < C it follows that limε→∞
µpγ+εpγ (Aφ)−µpγ (Aφ)
εpγ
< C. Thus,
for some ε we have µpγ+εpγ (Aφ) < γ + δ2 . Further, (by a standard two-round exposure
argument) choosing a formula F 0(n, pγ + εpγ) is equivalent to choosing formulae F
0(n, pγ)
and F 0(n, ε′pγ) for some ε′ and taking their union. Note that ε, ε′ don’t depend on n, since
C does not.
Denote by x∗ a random copy of x′ drawn as above. Then the above tells us that
P[F 0(n, pγ) ∪ x∗ ∈ Aφ] > γ + δ
while
P[F 0(n, pγ) ∪ F 0(n, ε′pγ) ∈ Aφ] < γ + δ2 .
It follows that for some formula H0 ∈ {0, 1}N we have
P[H0 ∪ x∗ ∈ Aφ]− P[H0 ∪ F 0(n, ε′pγ) ∈ Aφ] > δ2 (4)
Clearly, H0 /∈ Aφ. Let’s say that a t-tuple of distinct variables v = (vi1 , . . . , vit) ∈
{v1, . . . , vn}t is bad if Z(H0 ∪ x(v)) < 2φn. It follows that at least a δ2 fraction of all
(
n
t
)
t!
t-tuples are bad. Let T be the set of bad tuples. We need the following theorem of Erdo˝s
and Simonovits [26].
Theorem 9 (Erdo˝s and Simonovits). Let k, t be positive integers and 0 ≤ γ ≤ 1. There
exists γ′ > 0 such that for sufficiently large n, if T ⊂ [n]t is such that |T | > γnt then with
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probability at least γ′ a random choice of t disjoint k-tuples X1, . . . Xt from [n] satisfies that
every t-tuple (x1, . . . , xt) with xi ∈ Xi is bad. We say that X1, . . . , Xt is T -complete.
We will obtain a contradiction from Theorem 9. Basically, we will ensure that with high
probability, adding F 0(n, ε′p) to H0 implies adding clauses C1, . . . , Ct, where each clause Ci
forces some variable to be set to its planted value, and the set of k-tuples of variables in the
clauses is T -complete.
Consider drawing t random clauses. Applying Theorem 9 with γ = δ2 we find some γ
′
for which the t k-clauses are T -complete with probability at least γ′. Given that they are
T -complete, the probability that they are each of the form χe(vi1 . . . vik) 6= 1k (in k-SAT or
k-NAESAT case, or of the form χe(vi1 . . . vik) 6= k mod 2 in the k-XORSAT case) is 2−kt.
Observe that each clause forces some variable to take the value 0, except in k-XORSAT when
k is even and the clause forces some variable to take the value 1.
We claim that adding t such clauses to H0 yields a formula with < k
t2φn satisfying
assignments. Indeed, suppose we have a satisfying assignment. Then at least one variable,
say ci, from each of the Ci must be set to 0 (1 in the even k-XORSAT case). This is at least
as restrictive as containing x((c1, . . . , ct)), since x(0
t) is satisfied (and in the even k-XORSAT
case, therefore x(1t) is also satisfied ). But (c1, . . . , ct) is a bad tuple so there are fewer than
2φn ways to extend these to the remaining variables to get a satisfying assignment for H0.
With high probability, F (ε′pγ) has Θ(ε′pγ
(
n
k
)
(2k − 1)) → ∞ clauses. So if we draw
F 0(n, ε′pγ) the probability that the clauses added don’t include t clauses which force a 0
variable as above is at most about (1− γ′2−kt)ε′pγ(nk)(2k−1)/t, which we can make as small as we
like as n→∞. In particular, we can assume it is smaller than δ2 . In the event that F 0(n, ε′pγ)
does include these t clauses C1, . . . , Ct, consider a satisfying assignment of H0 ∪ C1 . . . Ct.
The probability that it satisfies a randomly chosen k-clause is (1− 2−k). Therefore, in this
case the expected value of Z(H0 ∪ F 0(n, ε′pγ)) is at most kt2φn(1− 2−k)|F 0(n,ε′pγ)|−t < 2φn
with high probability. Applying Markov’s inequality, we can ensure that with probability
greater than 1− δ2 , the formula H0 ∪ F 0(n, ε′pγ) ∈ Aφ, contradicting (4). This proves Case 2
cannot occur and completes the proof of the lemma.
5 Open problems
As mentioned in the introduction, it is not obvious that the conditions on the predicate χ
used to obtain concentration (see Definition 1) are compatible with the conditions ruling out
easily invertible functions [16]. The bottleneck here seems to be Hypothesis H, which at a
high-level, translates the sub-additivity of the logarithm of the number of solutions (used
to obtain concentration) into a local convexity property of the predicate χ. If the convexity
property were in fact necessary, then this would be in conflict with the choice of predicates
that seem to avoid the undesirable balanceness properties, making the problem curiously
tensed between concentration and hardness. It would hence be interesting to show that this
a limitation of our current proof technique, unless concentration has anything to do with
hardness.
Another interesting question would be to obtain convergence rates for the convergence in
probability. We obtain an exponential rate in Theorem 5 using martingale arguments, but
this does not apply to our results relying on Bourgain.
Finally, the results in this paper are about the most basic properties of the solution space,
namely, it cardinality. It would be interesting to understand rigorously finer properties of the
solution space for planted models to deduce proper choices of the rate and predicates for the
Goldreich one-way function.
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A Freezing the threshold
In this section we prove Theorem 4. The proof essentially follows arguments in [4], but we
give it here for completeness.
Proof of Theorem 4. For α ∈ [0, α∗], let φs(α) denote the limit of the sequence ψn(α) =
1
nE[logZ(F (n, α))] which converges almost surely by Theorem 2.
Let φ0 = φs(α0) for some α0. In view of Lemma 3 it is enough to show that the sequence
αn(φ0) obtained there converges (unless φ0 takes one of countably many values). Suppose
that it does not. Let
α0 = lim inf
n→∞ αn(φ0)
and
α0 = lim sup
n→∞
αn(φ0).
By assumption α0 and α0 disagree. Then we can choose increasing sequences {mi}∞i=1 and
{ni}∞i=1 such that
lim
i→∞
αmi(φ0) = α0
and
lim
i→∞
αni(φ0) = α0.
Let α0 ≤ α ≤ α0. Then for sufficiently large i there exists  > 0 such that
Qmi(α, φ0) ≤ Qmi(αmi(φ0)− , φ0)→ 0 as i→∞
and
Qni(α, φ0) ≥ Qni(αni(φ0) + , φ0)→ 1 as i→∞.
Moreover since α ≥ 0 we have
Qmi(α, φ0) = P
[
Z(F (mi, α)) < 2
miφ0 ] = P[ 1mi logZ(F (mi, α)) < φ0
]
and so we have
lim
i→∞
E
[
1
mi
logZ(F (mi, α))
]
≥ φ0
i.e.
φs(α) ≥ φ0,
since the above expectation ψn(α) converges to φs(α). A similar argument shows that
lim
i→∞
E
[
1
ni
logZ(F (ni, α))
]
≤ φ0
and so
φs(α) ≤ φ0.
It follows that the function φs is constant on (α0, α0). Since φs is non-increasing on [0,∞)
it follows from Froda’s theorem that there are countably many values φ0 for which αn(φ0)
does not converge. This completes the proof.
We are now all set to prove our main theorem, which we restate now for convenience.
Theorem. For every k ≥ 2, there exist a countable set D and a function φs : R≥0 → [0, 1]
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such that for every α /∈ D and every  > 0,
lim
n→∞Qn(α, φs(α)− ) = 0
lim
n→∞Qn(α, φs(α)− ) = 0
Proof of Theorem 1. Let φs be the function obtained in Lemma 3, and let D denote the (count-
able) set of its discontinuities. Assume α ∈ [0, α∗]\D, and let φs(α) = limn→∞ 1nE[logZ(F (n, α))]
as in Theorem 2.
Lemma 3 implies that for some countable C, the limit A(φ) = limn→∞ αn(φ) exists for
each φ ∈ φs([0, α∗]) \ C. Thus, there exists some ′ <  such that for φ∗ := φs(α)− ′ we have
αn(φ
∗) converges to a limit A(φ∗) > α. Therefore, there exists δ > 0 such that
Qn(α, φs(α)− ) ≤ Qn(α, φ∗) ≤ Qn(αn(φ∗)− δ, φ∗)→ 0.
It follows that Qn(α, φs(α) − ) → 0 as n → ∞. A symmetric argument shows that
Qn(α, φs(α) + )→ 1 as n→∞. This completes the proof.
B Proof of Theorem 5
Finally we now give the proof of Theorem 5.
Proof of Theorem 5. We consider the model of (3) for the Goldreich one-way function candi-
date. Let us denote by X a uniformly drawn input in {0, 1}n and by G a random hypergraph
of fixed density. The output of the Goldreich one-way function candidate is the vector
Y (X,G) = {χ(X[e])}e∈E(G). We denote the number of pre-images of this output by Z(X,G).
In what follows, we show that the random variable L(G) := EX logZ(X,G) concentrates
around its expectation EGL(G), which depends on n.
For that purpose, we show that for any that ε > 0,
PG{|L(G)− EGL(G)| ≥ nε} ≤ 2e−nε2/2, (5)
which implies that |L(G)/n−EGL(G)/n| converges almost surely to 0 from the Borel-Cantelli
Lemma. The above inequality results from a standard application of the Azuma-Hoeffding
inequality [13], as used in [1] for more general models. Since the graph is Erdos-Renyi, we
consider equivalently the edges to be drawn uniformly at random (conditioning on the number
of edges in the graph). We need to show that, if e is an edge picked uniformly at random and
G ∪ e is the augmented graph, the increment L(G)− L(G ∪ e) is bounded. In fact,
L(G)− L(G ∪ e) = EX log Z(X,G)
Z(X,G ∪ e) (6)
≤ logEX Z(X,G)
Z(X,G ∪ e) (7)
= − logEXEU |X1(χ(X[e]) = χ(U [e])) (8)
where U is a random vector uniformly drawn among all vectors u ∈ {0, 1}n such that the
output of u is the same as the output of X on the one-way function defined by G and χ. Note
that X and U are not independent but exchangeable, i.e., they are independent conditionally
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on their common output Y . Therefore
EXEU |X1(χ(X[e]) = χ(U [e])) = EX,U1(χ(X[e]) = χ(U [e])) (9)
= EX[e],U [e]1(χ(X[e]) = χ(U [e])) (10)
=
∑
y
EX[e],U [e]|Y=y1(χ(X[e]) = χ(U [e]))P{Y = y} (11)
=
∑
y
(P{S0|Y = y}2 + P{S1|Y = y}2)P{Y = y} (12)
where P{Si|Y = y} is the probability that X[e] belongs to χ−1(i) given that Y = y, for i = 0, 1.
Since P{S0|Y = y}+ P{S1|Y = y} = 1, we have P{S0|Y = y}2 + P{S1|Y = y}2 ≥ 1/2, hence∑
y
(P{S0|Y = y}2 + P{S1|Y = y}2)P{Y = y} ≥ 1/2, (13)
and (8) is upper-bounded by log(2) = 1.
C A sharp n and χ-dependent threshold for CSPs from Gol-
dreich’s functions
To prove Lemma 8 for a Goldreich random CSP as in (3) we need only make a slight
modification to the proof in Section 4.2. First, to put ourselves in the setting where we have a
product measure we fix the predicate χ (we do not need to fix the planted solution as we did
above). This implies that the threshold we obtain may depend on both n and χ. As before,
let Aφ = {F ∈ {0, 1}N ;Z(F ) < 2φn}, and now let F = F (n, p) denote a CSP obtained as
in (3), with χ fixed and denote by v0 the planted solution. The space we are working in is
{0, 1}N , where N = 2(nk), and indeed µp(F ) = p|F |(1− p)N−|F |.
Lemma 3 can be restated as follows.
Lemma 10. For a fixed k and φ > 0, the property Aφ has a sharp threshold.
The only place in which the proof of Lemma 10 differs from the proof of Lemma 8 is in
the application of Theorem 9, but we give the details for completeness.
Proof of Theorem 10. Suppose for a contradiction that Aφ has a coarse threshold. Then
there exist γ, pγ = o(1) and C as in Theorem 7, and so one of the two cases in its conclusion
must hold.
Case 1: µp(x ∈ {0, 1}n : x contains x′ ∈ Aφ of size |x′| ≤ 10C) > δ.
If the size of a formula x′ is ≤ 10C, then its clauses involve at most 10Ck variables. Since
x′ ∈ Aφ, and it is satisfied by v0, assigning the planted value to the variables appearing in
x′ and arbitrary values to the other variables yields a satisfying assignment. It follows that
Z(x′) ≥ 2n−10Ck > 2φn for large enough n, so x′ /∈ Aφ. This proves that Case 1 cannot occur.
Case 2: there exists x′ /∈ Aφ of size |x′| ≤ 10C such that the conditional probability satisfies
µpγ (x ∈ Aφ|x′ ⊂ x) > γ + δ.
Clearly x′ is satisfied by v0. Denote by t ≤ 10Ck the number of variables appearing in x′.
Without loss of generality, assume these variables are v1, . . . , vt. For a t-tuple v = (vi1 , . . . , vit)
of distinct variables, we write x′(v) to denote the result of relabeling each variable vj in x′ to
vij . Since Aφ has permutation symmetry, it follows that for any t-tuple v, the conditional
probability satisfies µp(x ∈ A|x(v) ⊂ x) > γ+δ. We write x∗ to mean the result of taking x(v)
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after drawing a uniformly random t-tuple v. In other words, if a random formula F 0(n, pγ) is
drawn, the union F 0(n, pγ) ∪ x∗ belongs to Aφ with probability at least γ + δ.
Now, since pγ
dµp(Aφ)
dp |p=pγ < C it follows that limε→∞
µpγ+εpγ (Aφ)−µpγ (Aφ)
εpγ
< C. Thus,
for some ε we have µpγ+εpγ (Aφ) < γ + δ2 . Further, (by a standard two-round exposure
argument) choosing a formula F 0(n, pγ + εpγ) is equivalent to choosing formulae F
0(n, pγ)
and F 0(n, ε′pγ) for some ε′ and taking their union. Note that ε, ε′ don’t depend on n, since
C does not.
Denote by x∗ a random copy of x′ drawn as above. Then the above tells us that
P[F 0(n, pγ) ∪ x∗ ∈ Aφ] > γ + δ
while
P[F 0(n, pγ) ∪ F 0(n, ε′pγ) ∈ Aφ] < γ + δ2 .
It follows that for some formula H0 ∈ {0, 1}N we have
P[H0 ∪ x∗ ∈ Aφ]− P[H0 ∪ F 0(n, ε′pγ) ∈ Aφ] > δ2 (14)
Clearly, H0 /∈ Aφ. Let’s say that a t-tuple of distinct variables v = (vi1 , . . . , vit) ∈
{v1, . . . , vn}t is bad if Z(H0 ∪ x(v)) < 2φn. It follows that at least a δ2 fraction of all
(
n
t
)
t!
t-tuples are bad. Let T be the set of bad tuples. We need Erdo˝s and Simonovits’ Theorem 9
again.
We will ensure that with high probability, adding F 0(n, ε′p) to H0 implies adding clauses
C1, . . . , Ct, where each clause Ci forces some variable to be set to its planted value, and the
set of k-tuples of variables in the clauses is T -complete.
Consider drawing t random clauses. Applying Theorem 9 with γ = δ2 we find some γ
′
for which the t k-clauses are T -complete with probability at least γ′. Given that they are
T -complete, the probability that they are each of the form χ(vi1 . . . vik) = χ(v
0
i1
. . . v0ik) By
the antisymmetry of chi, each such clause forces some variable to take the planted value.
We claim that adding t such clauses to H0 yields a formula with < k
t2φn satisfying
assignments. Indeed, suppose we have a satisfying assignment. Then at least one variable,
say ci, from each of the Ci must be set to the planted value c
0
i . But (c1, . . . , ct) is a bad tuple
so there are fewer than 2φn ways to extend these to the remaining variables to get a satisfying
assignment for H0.
With high probability, F (ε′pγ) has Θ(ε′pγ
(
n
k
)
(2k − 1)) → ∞ clauses. So if we draw
F 0(n, ε′pγ) the probability that the clauses added don’t include t clauses which force a 0
variable as above is at most about (1− γ′2−kt)ε′pγ(nk)(2k−1)/t, which we can make as small as we
like as n→∞. In particular, we can assume it is smaller than δ2 . In the event that F 0(n, ε′pγ)
does include these t clauses C1, . . . , Ct, consider a satisfying assignment of H0 ∪ C1 . . . Ct.
The probability that it satisfies a randomly chosen k-clause is (1− 2−k). Therefore, in this
case the expected value of Z(H0 ∪ F 0(n, ε′pγ)) is at most kt2φn(1− 2−k)|F 0(n,ε′pγ)|−t < 2φn
with high probability. Applying Markov’s inequality, we can ensure that with probability
greater than 1− δ2 , the formula H0 ∪ F 0(n, ε′pγ) ∈ Aφ, contradicting (14). This proves Case
2 cannot occur and completes the proof of the lemma.
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