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A set of n points sampled from a common distribution F, is partitioned into k 3 2 
groups that maximize the between group sum of squares. The asymptotic normality 
of the vector of probabilities of lying in each group and the vector of group means 
is known under the condition that a particular function, depending on F, has a 
nonsingular Hessian. This condition is not met by the double exponential distribu- 
tion with k=2. However, in this case it is shown that limiting distribution for the 
probability is b sign(W) m and for the two means it is ai sign( W) m, where 
W- N(0, 1) and b, a,, and a2 are constants. The rate of convergence is n’14 and the 
joint asymptotic disstribution for the two means is concentrated on the line x = y. 
A general theory is then developed for distributions with singular Hessians. It is 
shown that the projection of the probability vector onto some sequence of 
subspaces will have normal limiting distribution and that the rate of convergence 
is n”*. Further, a sufficient condition is given to assure that the probability vector 
and vector of group means have limiting distributions, and the possible limiting 
distributions under this condition are characterized. The convergence is slower than 
n m . 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
The clearest formulation of the k-mean clustering procedure is in terms 
of the minimization of the within group sum of squares. Let F be a prob- 
ability distribution function on R with a finite second moment. For k> 1 
and a = (a,, a,, . . . . a,), let 
W(a) = I ,r$n, (x - d2 dF(x). 
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Let cc = (h, p2, . . . . pk) be a vector, unique up to a permutation of indices, 
satisfying 
W(p) = inf W(a). 
a 
For k = 1, p = pL1 = j x dI;(x) is the ordinary mean. For k 2 2 one may use 
p to partition R into k groups or clusters. The points in each group are 
those closer to some pi than to any other. In turn, pi is the conditional 
mean of the group. For k > 2, p is known as the cluster center vector. 
Denote the ith cluster by Ci and let 
i = 1, 2, . . . . k - 1. 
The split point vector is defined by p= (pl, p2, . . . . pk- 1). 
Let X1, X2, . . . . X,, be a sample from F. The natural estimator of p is a 
vector p, which minimizes 
IV,(a) = l/n i min (Xi- aj)2. 
i=l 14iGk 
Denote the points in the sample closer to pin than to any other component 
of p, by C,. One estimates p by p,, which has components 
j=l m=l 
i = 1, 2, . . . . k - 1, 
where Z(A) is the indicator of the set A. This estimation procedure is called 
the method of k-mean clustering [4]. For the practical aspects of this 
estimation problem see Hartigan [S] and Jain and Dubes [7]. 
Hartigan [6] and Pollard [ 111 have given conditions on F to assure the 
asymptotic normality of n”*(p, - p) and n1’2(p, - JL), respectively. (In addi- 
tion, Hartigan [6] has shown that p,, is a weak consistent estimator of p 
and Pollard [9, lo] has established the strong consistency of p,. Pollard’s 
[9-111 results hold for multivariate observations as well.) One of these 
conditions is that the Hessian (that is, the matrix of second-order partial 
derivatives) of W(a) is nonsingular at p. 
The present study was motivated by the observation that, when F is a 
double exponential distribution function and k = 2, the Hessian is singular 
while all other conditions of the weak limit theorems are met. This raises 
the natural question, do weak limits exist for the estimators in this case, 
and if so, what are they? The answer is yes and it is shown in Section 3 
that the limiting distributions are non-Gaussian. Specifically, 
n ‘j4( p,, - p) * b sign( IV) m 
ASYMPTOTICSOF ~-MEAN CLUSTERING 275 
and 
n1’4( Pjn - Pj) * uj skn( W) Jlwl, j= 1,2, 
where W-N(0, 1) and b,al, and a2 are constants. Further, the joint 
asymptotic distribution of the standardized cluster centers is shown to 
concentrate on the line x = y in the x - y plane. 
The next logical step is to take what is learned from the study of the 
double exponential distribution and develop a theory for distributions with 
singular Hessians and k arbitrary but fixed. This is the second part of the 
work reported here. The asymptotic theory was found to be far richer in 
general than in the nonsingular case. If the Hessian is singular then at each 
point t, RkP1 splits into two orthogonal subspaces W’“‘(t), which is one- 
dimensional for t near p, and Wcf)(t). It is found that the projection of 
p, - p into Wcr)(p,*) (for some point p,* near p) converges to a multivariate 
normal distribution at an n”* rate. However, the weak limit of pn -p is 
governed by its projection into W’“‘(p,*), which converges slower, if at 
all, to a limiting distribution. A suflicient condition is given to assure the 
existence of a real sequence {a,] and a random variable X such that 
an(pn - p) 9 iYe’“’ and a,,(~, - p) * XMe’“)(p), where e(“)(p) E W(“)(p), 
IleCs’(p)II = 1, and M is a k x (k- 1) matrix. In addition, all limiting 
distributions possible under the sufficient conditions are classified. 
Like the k-mean procedure many estimation procedures including 
M-estimation are based on finding the extremum of some criterion func- 
tion. The condition of a nonsingular Hessian of the population criterion 
function is used to assure asymptotic normality in the theory of these 
estimation procedures. For example, maximum likelihood estimation 
assumes that the information function is nonsingular. The present study 
provides a method of investigation in the absence of the nonsingularity 
condition and it illustrates the consequences of the failure of the condition, 
The paper is organized as follows. Section 2 contains some preliminary 
results and assumptions used throughout the paper. The weak limit 
theorem for the double exponential with k= 2 is presented in Section 3. 
The limit theorem for arbitrary k is given in Section 4. Appendix A 
contains the proofs of the preliminary lemmas presented in Section 2 and 
a proposition that is stated in Section 4. Finally, two variance-covariance 
matrices which appear in various result throughout the paper are given in 
Appendix B. 
2. ASSUMPTIONS AND PRELIMINARY RESULTS 
An alternate formulation based on the maximization of the between 
group sums of squares, rather than the minimization of the within group 
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sum of squares, is better suited to the problems considered here. To discuss 
this formulation some notation is needed. For any distribution function G, 
define the quantile function by 
G-‘(p) = inf{x: G(x) > p}, O<p<l. (1) 
Let Vk= {tERkP1 :O<t,<l,< ... <tk--2<tk--l<1}, t,,=O, and t,=l. 
Let F be a distribution function with finite first moment and let the 
components of p(t, k) E Rk be given by 
pj(t,k)=(tj-tjpl)-’ ‘/ s F-‘(u) du, tEVk,j=l,2 ,..., k. (2) 
'j-1 
The function 
B(t,k)= 5 (ti-tj-1)Clr(t,k)12--2 
j=l 
(3) 
defined on Vk is called the split function, where p = j: F-‘(u) du. For t in 
the boundary of V,, let B(t, k) = B( v, m), where (m - 1) is the number of 
distinct components of t which are different from zero or unity and v E V, 
is the (m - 1)-dimensional vector of these components. If none of the com- 
ponents differ from zero or unity, then B(t, k) is taken as zero. If F has 
finite second moment this definition of B on the boundary assures that it 
is continuous on the closure of Vk. Suppose that B(t, k) has unique maxi- 
mum at PE V,. If F has finite second moment, then it can be shown that 
p and p(p, k) are the split point vector and cluster center vector, which were 
defined in the Introduction. Let F,, be the empirical distribution function of 
a sample of size n from F. Define p,(t, k) E R“ with components 
ujJt,k)=(tj-tjpl)-’ ‘I 
s 
F;‘(u) du, tEVk,j=1,2 ,..., k, (4) 
‘,-I 
and set u, = j: F;‘(u) du. The sample split point function is defined by 
Bn(tvk)= 5 (tj-rj-1)Cp,(t,k)12--~, te V,,n&k. 
j=l 
A point p, E V, which maximizes B, is taken as an estimator p; it is called 
the sample split point vector. The sample cluster center vector p,(p,, k) is 
the estimator of p(p, k). These are the k-mean clustering estimators which 
appear in the Introduction. 
The notation is somewhat simplified by suppressing the dependence of 
various quantities on k. No confusion should result since k will always be 
fixed. 
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Both F-' and F;’ are left continuous functions; hence the directional 
derivatives of p and p,, exist. Consequently, the directional derivatives of 
both B and B, exist. Bj * ), and Bjn* ) will denote. the directional derivatives 
in the direction of f ei of B and B,, respectively, where ej E Rk- ’ and it has 
all zero entries save thejth, which is unity. The directional derivatives are 
given by 
B,!“(t) = bj+ 10) -WI bj+ I(t) + vjW - 2~ ‘0; ,>, 
j= 1, 2, . . . . k- 1, (5) 
where F-‘(t,?)=limGLo F- ‘(t + a). An expression for B!* ) is obtained by 
affixing the subscript n to ali&ms in (5). The corre&nding vectors of 
directional derivatives are denoted by B”’ and BL’ ‘. (Hartigan [6] uses 
the notation dB*/dp for the vector of directional derivatives.) If the com- 
ponents of t are continuity points of F-l, then B(‘)(t) the vector of first 
partial derivatives at t exists. Further, the Hessian B ia of B exists at t 
whenever F-’ has derivatives at the components of t. In this formulation 
the condition that the Hessian of W(a) is nonsingular at p is replaced with 
the condition that Bc2’(p) is nonsingular. 
The assumptions needed in this paper are listed here for convenience: 
(Hl) F is a distribution function with a finite second moment. 
(H2) F is a distribution function which gives rise to a split function 
(3) with a unique maximum at PE V,. 
(H3) The derivative f of F exists and is continuous in some open 
neighborhood of ,iij = F- ‘(pi) and f(pj) > 0, j = 1, 2, . . . . k - 1. 
The following, two results which are used in the proofs of the main 
results, are proven in Appendix A. 
LEMMA 1. Suppose that F is a distribution function which satisfies 
(Hlk(H3), then 
(PA4J - cl(P,)) = (P,(P) - cr(P)) + o,W1’*) 
and, further, 
n”*(P n (PI- P(P)) * MVN,(O, ~c’o’). 
LEMMA 2. Under the conditions of Lemma 1, 
B”‘(P,) = -Z, + o,(n-l/2), 
where 
n”‘Z, * MVN,- ,(O, L’). 
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The form of the varianceecovariance matrices, C(O) and C, are given in 
Appendix B. It should be noted that whenever B’*)(p) is nonsingular the 
mean value theorem and Lemma 2 lead to Hartigan’s [6] central limit 
theorem (CLT) for n’/*(p, - p). 
3. THE DOUBLE EXPONENTIAL DISTRIBUTION WITH k=2 
Throughout this section k is assumed to be 2. The double exponential 
distribution is an example of a distribution which satisfies (Hl)-(H3), but 
it does not satisfy the condition B(*)(p) # 0 when k = 2. This distribution 
has p.d.f., 
f(x)=W’ex~[:-B Ixll~ 
and quantile function 
F-l(t) = P hiw)~ 
1 - B 142~), 
where r = 1 - t. Without loss of generality take /I = 1. Clearly, (Hl) holds. 
Condition (H3) also holds, since F-’ has continuous positive derivatives at 
all points of (0, 1). A straightforward calculation gives 
XER, b>O, (6) 
o<t<+ 
gt<1, (7) 
B”‘(t) = C(ClWt) - t1/4* - 1 I, o<t<; 
C(Cww-w)*- 119 +<t<1, (8) 
which is seen to vanish if and only if t = 1. Hence (H2) is seen to hold with 
p = f. Finally, ,simple algebra leads to 
B”‘(t)= -8[(t-$)2sign(t-~)](1 +0(l)), (9) 
as t + i. From Eq. (9) one may conclude that B’*‘(i) = 0. Consequently, 
one of the main assumptions of Hartigan [6] and Pollard [ 10, 1 l] is 
violated. The following theorem gives the weak limit in this case. 
THEOREM 1. Suppose X1, X2, . . . . X, are i.i.d. from a double exponential 
distribution with /3 = 1, then 
n1’4(p,-p)*2- ‘I* sign( W) Jlwl 
n1i4(~1,(~,) -k(p)) * Jz siiw( W Jlwl 
n”4(~2n(Pn) -Pi) * Jz SW W Jlwl, 
where W- N(0, 1). 
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Remark 1. It is clear from the proof of this theorem (see Eq. (10)) that 
n1’4Chn(Pn) - PI(P)) - (P*n(Pn) -PAP))1 p-, 0 as n+co. 
Hence the joint asymptotic distribution of ni’4(p,,(p,) -p,(p)) and 
n”4(&~,) - P&J)) is concentrated on the line x = y in the x - y plane. 
Prooj As noted earlier the double exponential distribution function 
satisfies (Hl)-(H3). Hence Lemma 2 is applicable, which along with (9) 
yields 
-8[(~,-f)~ sign(p,-$)](l +oJl))= --Z,+O,(~-‘~~), 
where n1/2Z, * 4 W with W- N(0, 1). The above expression is inverted and 
the mapping theorem (see Theorem 25.7 of [2, p. 3433) gives 
rP4(p, - p) * 2-‘12 sign(W) Jiwl. 
It remains to prove the limit theorem for the cluster centers. The proof 
for j= 1 is presented. The proof for j= 2 is identical and is therefore 
omitted. By Lemma 1 one may write 
h,(PJ -k(P) = Pl(PJ -P,(P) + [PI”(P) - PI(P)1 + o,w1’2). 
By the second part of Lemma 1, [p&)-p,(~)] = 0,(n-‘/2), while the 
mean value theorem and F-‘(p) = f(p2(p) + p,(p)) give 
This yields 
(10) 
n”4(Pln(PJ -/4(P)) * 
P2(P)--h(P) 2-‘,* 
2p sign( W) Jlwl. 
p2(p) = -p,(p) = 1 and p = 4 is substituted to complete the proof. 
3. WEAK LIMIT THEOREMS FOR k 3 2 
In this section the problem of a singular Hessian for arbitrary but fixed 
k 2 2 is taken up. In the last section it was seen that the limiting distribu- 
tion of the estimators is determined by the limiting behavior of B”‘(t) as 
I + p. When k > 2, if Bc2)(p) is singular, then different components of the 
vector B(‘)(t) can go to zero at different rates. Therefore the first point for 
study is the behavior of B”‘(t) at p. 
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Let W’“‘(t) denote the linear span of the set 
{x E Rk-’ : x=B’*)(t) = xrAl(t)}, 
where A.,(t) is the largest eigenvalue of B’*‘(t). Wcf’(t) will denote the 
orthogonal complement of W’“‘(t). Since B is a maximum at p the eigen- 
values of B’*‘(p) will be nonpositive. Therefore, if Det B(‘)(p) = 0, the 
largest eigenvalue is zero. Roughly, as will be seen, whenever Bc2)(p) is 
singular the projection of pn - p onto W’“‘(t) will converge more slowly 
than its projection onto WCS’(t). Hence, W’“‘(t) and Wcf’(t) will be called 
the slow and fast subspaces at t. It is this difference in convergence rates 
which produce a weak limit which is not multivariate normal. The projec- 
tion matrices onto W’“)(t) and Wcf’(t) will be denoted by P’“‘(t) and 
P(f)(t), respectively. The Moore-Penrose inverse of a matrix A is denoted 
by A+ ([see [12, p. 253). The following proposition, which is proven in 
Appendix A, gives the important properties of the projection matrices and 
subspaces. 
PROPOSITION 1. Suppose that F satisfies (Hl) and (H3) and that B’*‘(p) 
is singular; then the following hold: 
(i) the dimension of W’“‘(p) is 1; 
(ii) lim,,, P’“‘(t) = P’“‘(p); 
(iii) W’“‘(t) has dimension 1 for t sufficiently near p. 
Further, for t # p in some neighborhood of p, [B’*‘(t)]-’ exists and 
(iv) lim, _ p P’“‘(t)[B’2’(t)] -’ = [B’*‘(p)] +. 
Consequently, there is a single direction in Rk- ’ along which B(l) goes 
to zero at a different rate than in other directions, whenever B(‘)(p) is 
singular. This fact simplifies the analysis of the problem greatly. 
Under condition (H3), the mean value theorem gives, for t in some 
neighborhood of p, 
B”‘(t) = B(*)(t*)(t - p) 9 (11) 
where each component of t* lies between the corresponding components of 
t and p. For conoenience let n, = pn - p, n!f) = P(“)(p,*)(p, - p), and ICY? = 
P’f’(pz)(p, - p). Further, let t = t - p, t”‘(t’) = P’“)(t’)z, and df)(t’) = 
Pcr)(t’); for t, t’E Rkml. Fin&y, by Proposition l(iii), W@)(t) is one-dimen- 
sional for t sufficiently near p. Hence one may write for any t’ E WCs)(t), 
t’ = t’e,,,(t), where e’“)(t) is a unit vector in WCs’(t), and t’ = e(S)(t)T t’. The 
following is an intermediate weak limit result. 
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LEMMA 3. Suppose that F satisfies (Hl ) through (H3) and that 
Det B”‘(p) = 0 > then 
n1/2np) 3 AWN,- ,(O, z”)), 
where 
.Ztf’ = [Bc2’(p)] + L’[B’2’(p)] +; 
rm,(p,*) 7cy * MVzv& ,(O, C’“‘), 
where 
C’“’ = P’“‘(p) Bf2’(p) P’“‘(p) , 
asn-+oo. 
Remark 2. The continuity of Bc2’(t) in a neighborhood of p, the con- 
sistency of pn, and the fact that A,(p) = 0, together with the second part of 
Lemma 3, imply that n;’ converges to zero at a rate which is slower that 
n1j2. Since, pn - p = ICY’ + IL:), the slower convergence of zI;‘) in turn implies 
the slower convergence of pn - p. Hence, a necessary and sufficient condi- 
tion for the existence of a sequence of real numbers a,, converging to 
infinity, and a random vector X such that an(pn - p) *X as n + co, is that 
a,9$‘*X as n-co. 
Proof of Lemma 3. The assumptions (HI) through (H3) allow one to 
invoke Lemma 2 and conclude 
B”‘(p,) = -Z, + o,(n- 1’2), (12) 
where n”‘Z, =E= AWN,- 1(0, C) as n + 00. For n sufficiently large, assump- 
tion (H3), the weak consistency of pn (Theorem 3), and the mean value 
theorem (Eq. (11)) together yield 
B”‘(p,) = Bc2’(p,*)(p, - p) = Bc2’(p,*) A,. (13) 
Equations (12) and (13) are combined to give 
Bc2’(p,*) n, = -Z, + o,(n -I”). (14) 
If p,* # p, then Pcf)(p,*)[Bc2)(p,*)]-’ exists. On the other hand, by Proposi- 
tion l(iv) P’f’(t)[B’2’(t)]-’ goes to [Bc2)(p)]+ as t goes to p. Therefore 
one may define P’J’(p)[B’2’(p)]-’ to be [Bc2’(p)] +. Both sides of (14) are 
multiplied by P’f’(p,*)[B”‘(p,*)], to yield 
@= -P’f’(p,*)[B”‘(p,*)] -’ Z, + o,(K”~), 
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which along with Proposition l(iv) and the consistency of p,* gives 
as n + co. This completes the first part of the proof. 
Note that P’“‘(p,*) Bc2’(p,*) II, = II rcc’ which combines with 
Eq. (14) to give 
n,(p;) 1111”‘= -P’“‘(p,*) z,+ op(n-1’2). 
From this, Eq. (12), Proposition l(ii), and consistency of p,*, one 
concludes that 
as n + co. This completes the proof. 
A consequence of Lemma 3 and Remark 2 is that the way in which 
P’“‘(p) B(‘)(t) goes to the null vector at p will determine the existence of 
normalizing constants a,, such that a,(~,-p) has a weak limit. A new 
function is defined which aids in the study of the behavior of P(“)(p) B(‘)(t) 
at p. Under the conditions of Proposition 1 there exists a neighborhood U 
of p such that W(‘)(t) is one-dimensional if t E U. Let WC”‘= U,, (I W(‘)(t) 
and define a function g on WC”’ by 
g(xe’“‘(t)) = -e’“‘(p)T B”)(p + xc@‘(t)), (15) 
where x is a sufficiently small real. Important properties of g are given in 
the next prop.osition. 
PROPOSITION 2. Suppose that F is a distribution function which satisfies 
(Hl) through (H3) and that Det Bt2)(p) =0 Then, for each t E U, the 
function g defined in (15) satisfies properties 
0) do)=0 
(ii) -kg(xe(“)(t)) > 0 if +x > 0 
(iii) g(xecs’(t)) = o(x) 
and, for t’ sufficiently near p, 
P’“‘(p) B”‘(z”“‘(t) + &j(t) + p) (16) 
= -g(T’(S)(t) ecs)(t)) e’“)(p) + P’“‘(p) B(‘)(t”“)(t) + T’(/)(t)* + p) r’cr)(t). 
The proof is straightforward and therefore only outlined. Properties (i) 
and (ii) are consequences of the fact that, under (Hl), B has a unique max- 
imum at p, and property (iii) follows from the singularity of Bc2)(p). The 
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proof of Eq. (16) makes use of a Taylor series expansion of B”‘(z”“‘(t) + 
r’(f)(t) + p) about z’(“)(t) + p. An immeditate consequence of Proposition 2 
is the following corollary. 
COROLLARY 1. Under the conditions of Proposition 2, 
n’/*g(n(“)e(“‘(p*)) 3 N(0, c2) n n 
us n + co, where o2 = ec”)(p)T C@)e(“)(p). 
The proof, which is once more straightforward and omitted, makes use 
of Proposition 2 and Lemmas 2 and 3. 
From Corollary 1 it is seen that g must be fairly well-behaved at the 
origin if rcf) is to be well-behaved. The following condition on g is sufficient 
to assure the existence of normalizing constants {a,} such that u,rcr) will 
have a weak limit. 
(H4) F is a distribution function, with Det B’*)(p) = 0, for which 
there exists an increasing real-valued function r, defined on a neighborhood 
V of the origin of R, with the following properties: 
(4 lim.~~,,,~,:,-,=.(,, g(xe’“‘(t)Yr(x)= 1; 
(W P&)=lim x+ok r(ux)/r(x) exists for a in a dense set 
A*G[O, al). 
Remark 3. If B has a nonvanishing continuous fourth derivative in a 
neighborhood of p, then (H4) is satisfied with r(x) = Cx3, where C is a 
nonzero constant. 
The following proposition contains two immediate consequences of (H4) 
which are used in the proof of the next weak limit theorem. 
PROPOSITION 3. (a) One has either 
0) P+(u)=u”*, 1 GA, <CO, 
or 
0 a<1 
(ii) p*(u)= 1 a=1 
co a> 1. 
(b) Slim,,, 6, = b > 0 and x,’ + O* us n --* co then 
lim r(b,x:)/r(x’)=p,(b) 
n-co 
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whenever (a)(i) holds, and 
lim r(b,x’ )/t-(x’ ) = 
0 b<l 
n-cc 
1 
b>l 
otherwise. 
The proof of Proposition 3(a), which makes use of (H4)(b), may be 
found in Feller [3, p. 2751). The proof of part (b) makes uses of a 
standard lim inf-lim sup argument. Both proofs are omitted. 
For a random variable Y, let Y* = max (0, + Y}. The second and final 
major result can now be stated. 
THEOREM 2. Suppose that F is a distribution function which satisfies 
(Hl ) through (H4). Then there exists a real sequence {a, > with lim, _ o. a, 
= co and a random variable X such that 
an(Pn - P) - Xe”‘(pf as n-GO. 
Further, X is given by one of 
x= (z+)B - c(Z-)B, 
x= (z+)@, x= -(Z-)P, 
i 
1 
X= 
w-p. $ 
0 w.p. 1, 
X= 
i 
- 1 w.p. f 
0 w.p. 4, 
or 
x= 
1 w.p. $ 
-c w.p. 1, 
where 0 c fl< 1,0 < c < co, and 2 - N(0, a’) with a* = e(“‘(p)T Ze(“)(p). 
Proox As noted in Remark 2, it s&ices to show the existence of a real 
sequence {a,} and a random vector X such that a,ny) * X as n + cc, or 
equivalently, since the slow subspaces are one-dimensional, a, nf’ * X as 
n -+ co, where X = Xc(“)(p). Corollary 1 gives 
n1/2g(Ge(s)(p*)) 3. N(0, a’) n n as n-+co. (174 
According to Remark 2, p,* - p = O(zjs)). Therefore condition (H4)(a) can 
be used to rewrite (17a) as 
n1/*r(7r~)) * N(0, a’) as n+oo. (17b) 
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By Skorohod’s theorem (see Theorem 25.6 of [2, p. 3431) there exists a 
probability space (52, a, P) on which there is defined a sequence of random 
variables ( V,>, with the distribution of n”2~(zrjls)), and a random variable 
V, which is distributed as N(0, a’), such that lim,, m V, = V a.s. Since r is 
an increasing bounded function it has a left continuous inverse r - ‘. Let 
X,=~-‘(V,&Z”~), then X, has the distribution of x;‘. It is shown below 
that there exist a real sequence {a,} and a random variable X such that 
lim, + m a,X, = X a.s. This implies that anzF)= X. 
The sequence {a,} is constructed from the two sequences 
a,+ = [r-‘(n-q] --I 
and 
The definitions of {X,,}, V, and uf, lead to 
lim r(a,+X,+/u,+ )/r( l/u,) = V+ 
n-tm 
as. (184 
and 
lim r(u;X;/-a;)/r( -l/a;)= V- a.s. (18b) “-02 
Assumption (H4)(b) and Eq. (18) are used to argue that both u,‘Xi and 
u;X; have an almost sure limit as n + co. To this end, let 
X+ = lim inf u:X,+, 
n-t* 
1(- = lim inf n~m Q,-c~ 
X+ = lim sup u,+X,+, 
n-02 
(The reader should take care not to confuse X’ and 8’ with similar 
notation used for different objects by Hartigan [6].) 
It is shown that X* = H* a.s. For this purpose, one may find 
subsequences (n+(k)}, {n-(k)}, {n+(k)}, and (K(k)) such that 
lim a- X- k-m n-(k)- o-(k) = x-3 (19b) 
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(19c) 
(19d) 
To proceed from here two cases are distinguished. 
Case I. Both p+(a) and p_(a) are finite for finite a. In this case, (18) 
and (19) give 
vi =p&+)=(J-‘)“’ a.s. CW 
and 
p =P&y’)=(p)G a.s. (20b) 
This implies that Xk =x’ = X’ a.s. and 
X’ = ( Y+)B* a.s., 
where 0</3_+ < 1. 
Case II. Either p + (a) = cc or p _ (a) = cc whenever a > 1. For delinite- 
ness, suppose that p+(a) = co whenever a > 1. In this case one cannot 
immediately conclude the equalities V’ = p,(X’) and V’ = p,(X’) in 
(20). Define the sets 
c,=(+v>O) and C,=(I~I=4, 
and recall that A’ is the set on which X, converges to 0 as n + co The 
limits (18) and (19) imply 
0 < lim r(a~+ck,X~+,k,(w)la,‘+,,,)/r(lla,+(k,) < a, 
k-m 
meACnC+ nC;, 
and 
These bounds along with Proposition 3(b) imply X’(o) = B+(o) = 1 
if aE:ACnC+nC”,. Suppose that w EAT n C n CC,. Then X-(o) = 
w-(w) > 0, whether p_(a) is finite for finite a or p_(a) is infinite for a > 1. 
If p-(a) is finite for finite a, then this follows from Case I. If p-(a) is 
infinite for a > 1, then this follows from an argument analogous to the one 
just given. Either way one has a;X;(m) > 0 for n sufficiently large, which 
in turn implies that a,‘X: = 0 for n sufficiently large. Since V is 
a centered normal random variable, P(C+ ) = P( C- ) = f . Therefore, 
lim, + oo a,‘XT = X with probability 1, where P(X= 1) = P(X = 0) = $. 
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The same argument is used if p_(a) is infinite for a > 1, and one may 
conclude that, lim, ~ m a;X; =X with probability 1, where P(X= -l)= 
P(X=O)=$. 
The final step in the proof is the construction of a,, and the classification 
of the limiting distributions. First suppose that lim, -t m a,+/a; = c with 
Occ< 00; in this case take a,=a,+. Under Case I, one has O<p= 
fl+ =p- <cc, and lim,,, a,$, = X with probability 1, where 
x=(v+)B-c(v-)t 
On the other hand, under Case II, lim, --t m a,X, =X with probability 1, 
where P(X= 1) = P(X= -c) = 4. 
Next suppose that a,f = ~(a,‘), where this notation means either a,’ = 
o(a;) or a; = o(a,+). In this case take a, = a’. If p+(a) is finite for finite 
a, define b=fi*, then O</?< 1 and lim,,, a,X,, = X with probability 1, 
where X= &(V+)8. If p*(a) is infinite for a> 1, then lim,,, anXn=X 
with probability 1, where P(X= fl) = P(X= 0) = f. This completes the 
proof. 
The weak limit of the cluster center vector is given in the following 
corollary. 
COROLLARY 2. Under the conditions of Theorem 2, 
a&(~,) -P(P)) * XMe’“‘(p), 
where M is a k x (k - 1) matrix, with elements 
j = 1, 2, . . . . k - 1; 
j = 2, 3, . . . . k; 
and all the other elements vanish. 
Proof: By Lemma 1, 
PJPJ - P(P) = CrW - dP)l + Crh) - &)I + o,W”*). 
By the second part of Lemma 1 and Remark 2, 
CL(P) - P@OI= O,W”*) = opK’). 
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On the other hand, the delta-method (see Problem 27.10 of [2, p. 3801) 
gives 
a C~(P ) - c(P)I* XMe’“‘(p), n n
where M is the matrix of first partial derivatives of p(t) evaluated at p. This 
leads to 
a&,(~,) - C(P)) * XMe’“)(p), 
which completes the proof. 
The proof of the limit theorem for (p,, - p) makes intimate use of (H4) 
through Proposition 3 and it is difficult to see how to avoid this assump- 
tion. On the other hand, if one were able to deduce (H4) from the other 
assumptions, the theorem would be strengthened. One might hope that the 
properties of g given in Proposition 2 would be sufficient for (H4). The 
following is a counterexample to this hope. 
EXAMPLE 1. By symmetry it suffices to construct a function defined 
only for positive x. Let 
go(x) = j-f 4~) 4 XE co, 11, 
where 
v E ((l/2)2” + 1, (l/2)9, 
vE((1/2)2(k+l), (1/2)=+l], 
k=O, 1, 2, .,,. 
Define g by 
g(xe’“‘(t)) = go(xe(“‘(t)T ecs’(p)). 
Clearly, g satisfies the three properties given in Proposition 2 and it is 
monotonic in x for fixed t. If one takes t = p, then (H4)(a) is satisfied with 
r(x) = g,,(x). However, as is now seen, it does not satisfy (H4)(b). 
By Proposition 3(i) it suffices to show that the limit in (H4)(b) does 
not hold for some a. Consider the two sequences xk = (l/2)2k’1 and x;= 
(1/2)2(k+1), k=O, 1, 2, . . . . Let a = 2, then limk _ m g,(axk)/&(x,) = y and 
limk, o. g,(ax;)/gO(x;) = f. Hence (H4)(b) does not hold for this g. 
This section is capped off by exhibiting a distribution function which 
satisfies the conditions of Theorem 3 with k = 3. 
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EXAMPLE 2. Define a distribution function F by 
F(x) = h(~2-~I)C~2-x217 
i 
0, xc -a 
-a<x<O 
p1(p2 - pl)Ca2 + x21+ (P2 - P112, OQx<a 
1, a < x, 
where pl=i(l-l/y), p2=i(1+l/y), y=a2-l=$+z. The quantile 
function for this distribution is 
’ 
p:+p;<t<1. 
Clearly, F has finite second moment, i.e. it satisfies (Hl). Further, the split 
function has a unique maximum whenever k = 3 at p = (p, , p2); therefore 
(H2) is satisfied. The cluster center vector p(p) = ( -2,O, 2). The distribu- 
tion function F has positive continuous derivatives everywhere on (-a, a) 
except at the origin, hence (H3) is satisfied. The Hessian of the split 
function at p is given by 
/ 
-2 
2 \ - - 
Bc2’(p) = 2 
I 
P2-Pl P2-PI 
I -2 . 
\ 
~ ___ 
P2-PI P2-PI 1 
Clearly, Det Bt2)(p) = 0. Further, the split function has a continuous 
nonvanishing fourth derivative. Hence according to Remark 3, r(x) = Cx3, 
where C is a nonvanishing constant. Theorem 2 gives 
12”~(p~ - p) a d( W)l13 e(“)(p), 
where W-N(0, I), d is a nonzero constant, and where e(“)(p)T= 
(2 -‘j2, 2-‘/2). Corollary 2 gives 
n”6hhbJ - cc(P)) * 4 WP3 e, 
where eT = (p;‘, 21’2(p2 - PI), P;‘). 
683/41/2-9 
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APPENDIX A 
The results stated in Section 2 and Proposition 1 are proven here, but 
before this is done a consistency result is needed. 
THEOREM 3 [6]. Suppose that F is a distribution function which satisfies 
(Hl) and (H2), then pn -L p as n + CO. 
The proof of this theorem is omitted. 
Proof of Lemma 1. To prove the first part of the lemma, it suffices to 
show the result for the components, i.e., 
~j~(P,)-~j(P”)=~j~(P)-~j(P)+“,(n-”2); j=l,2 , . . . . k. (Al) 
The left-hand side of (Al) is written as an integral, 
~j~(P,)-~ji(P,)=(Pj~-Pj-l,)-’ jfi” (FrY’(u)-F-‘(u))du 
P,- I” 
=(Pj-Pje,)-ljp (I;,-‘(U)-F-‘(U))dU 
PI-1 
+ C(Pjrr-Pj-In)-l-(Pj-Pj-l)-ll b42) 
X 
I 
pi (F;‘(u)-F-‘(u))du+R,,, j = 1, 2, . . . . k, 
P,-I 
where 
Ri, = Yj- In 
(Pjn - Pj- In) s 
‘-I” (F,-‘(u) - F-‘(u)) du 
aj-In 
+ (Pi, ‘ij- In) s 
‘” (F;‘(u)-F-‘(u))du 
ap 
yzi 2 ain;min{pin, Pi}, Bin=max{pin, i}, and Yin=sign(pin-pi), 
Cb&~on (H3) implies that pi and pi- 1 are continuity points of F-‘. 
Hence one may write 
s p, (F,-‘(u)- F-‘(u)) du 
P/-l 
= l/n i [X,I(F-‘(pi- 1) < x, G F-‘(Pj)} 
r=l 
-Pji(P)(Pj-Pj-l)l +A,, (A3) 
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where 
Condition (Hl) and the CLT give that the first term in (A3) is 0,(n-1’2). 
Condition (H3) leads to lim,, o. IF;‘@,)- F-‘(pi)1 =0 a.s.; i= 1, 2, . . . . k. 
This, in turn, along with Chebyshev’s inequality yields A, = o,(n-“*). 
Therefore, 
I ” (F,-1(u)-F-‘(u))du=0,(n-1’2). p,-L (A4) 
Consistency implies that 
Hence the second term in (A2) is o,(n-‘I*). To estimate Rj,, note that 
IRjnl G (Pjn- Pj- In)-’ 
X “-‘” IF,-l(u)-F-‘(u)1 du+l& IF;‘(u)-F-‘(u)] du], 
% 
j= 1, 2, . ..) k. A bound is obtained below for the second integral. An 
identical argument works for the first. Clearly, 
5 
Bjn 
IF;‘(u) - F-‘(u)1 du 
a, 
<(Pjn-ajn) SUP IF~‘(u)-F-‘(~)(; j= 1, 2, ..,, k. 
u E (a,“.&“) 
Consistency implies that ajn and pi” both converge in probability to pi, 
hence ( fij,, - ajn) = op( 1). Further, by (H3), F-’ has a continuous derivative 
in a neighborhood of pi. Therefore, Bahadur’s representation of quantiles 
(see rl]) and the convergence in probability of ajj and Bin to pi give 
stnpa,, If%)-F-‘WI = 0,W1’2J. 
This leads to Rjn = o,(n-‘I*), j= 1,2, . . . . k. This establishes (Al), which 
completes the proof of the first part. 
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The second part of the lemma follows from 
~j”(P)-cLi(P)=(Pj-Pj-,)-l J”” (F~1tu)-F-‘(u))du9 
Pi-l 
j= 1, 2, . ..) k; (A3), the CLT, and the fact that A,= o,(n-‘I’). This 
completes the proof. 
Proof of Lemma 2. Once again it suffices to show the results for the 
components, i.e., 
BV(p )= -2. 
I n In 
+o (n-l’*), 
P j = 1, 2, . . . . k. 
One only needs the right derivative of Bj,, at pj, j = 1,2, . . . . k, and stochastic 
equicontinuity in order to prove this. However, since both the right and left 
derivative are available a more direct and transparent proof is given. Recall 
that 
where F; ’ ( pJz ) = lim, 1 0 F;‘(pj, + E). It will be convenient to have some 
new notation. Let 
Lemma 1, assumption (H3), and Bahadur’s [ 1 ] representation for quantiles, 
consistency, and tightness give 
Bj,?(~n) - B;~-‘(P,) 
=2CF~1(P~~)-F~1(P~)I(~j+l,(P,)-~j~(Pn))=op(n-1). 
In terms of the new notation, the first part of Lemma 1 is 
This is substituted into (A5) to give 
Bj?)(~n)=Bj*)(Pn)+ C/Jj+1(Pn)-pji(Pn)I vjn 
+ Yj~[~j+1(Pn)+~j(Pn)-2F-1(pj”)] + Yj?lVjtl+“p(n-“2). 
Lemma 1 gives Yj,, = O,(n -l/*). Assumption (H3), consistency, and 
Bahadur’s [l] representation imply I’, = 0,(n-1/2). Consistency of p,,, 
(H2), and (H3) give pj+ ,(p,) + pj(pn)- 2F-‘(pJz) P, 0 as n -+ co. The 
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continuity of p(t) and consistency give pjLi- r(p,) - pj(p,) 4 pj+ r(p) - 
,u,(p) as n + co. These observations are put together to yield 
B~~‘(Pn)=B~*‘(Pni+ Cpj+l(P)-pj(P)l Vjn+"ptn-"2). tA6) 
Condition (H3) and the consistency of pn imply that, for n sufficiently 
large, II/( + ‘(p,) = B,!“(p,). Recall that p, is the location of a maximum of B, 
hence 
B!+‘(p )<O<B!-‘(p ) P n\ \,?I Il. 
Therefore, 
Bj”(p,) = -Zj,, + o,(n - 1’2), 
where Zj,, = [pj+ I(p) - pj(p)] Vjn. Consistency, (H3), (A3), and 
Bahadur’s [ 11 representation give 
Vjn=(l/n) i qjr+Op(nP1’*), (A7) 
r=l 
where 
Vjr= txrCtPj+l -Pj)-'z{F-ltPj)cX~~F-ltPj+l)} 
+(Pj-Pj-l)-lI(F-ltpj-,)<X,~F-‘(pj>)l 
+ 2tftPj))-1 IWr G F-‘(Pj)} 
- C~j+I(P)+~ji(P)-2(f(clj))-’ Pjl); r = 1, 2, . . . . n. 648) 
The random variables (A8) have finite second moments and are centered. 
The proof is completed by invoking the CLT. 
Proof of Proposition 1. To prove part (i), it suffices to show that k - 2 
of the columns of Bc2’(p) form linearly independent vectors. The matrix 
Bc2)(p), which is symmetric, is given by 
CB”‘(P)I,~= (Pj+ I(P)-Pj(P)) 
x bj+l(P)-Pj(P))Pj+l-Pi-1 
[ 
2 -- 
2(Pj+ 1 -Pj)(Pj-Pj-I) 1 f(fijLi) ’ 
j = 1, 2, . . . . k - 1; 
[B(Z)(~)-J ,, 
II+ 1 
= (Pj+Z(P)-Pj+ I(P))(Pj+ I(P)- pj(P)) = CB~2~tp)l, 
2(Pj+ 1 - Pj) 
/+ ?r, 
j= 1, 2, . ..) k - 2. All the other elements are zero. Let v(‘)E Rk- ‘, 
r = 1, 2, . . . . k - 1, have components 
(v”‘). = [B@‘(p)] : 
J rJ ’ r = 1, 2, . . . . k-l;j=l,2 ,..., k-l. 
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Define a vector v by 
k-2 
v = 1 b”‘v”’ 
1 
r=l 
where b”)‘s are real numbers. It will be argued that v = 0 implies that 
b”’ = 0 for all r. 
Suppose that v = 0. Then one has 
(H2) implies that [B”)(p)], _ ik- 2 > 0; hence one has bCk- *) = 0. Iteration 
of this argument leads to b P) = 0 for all r. That is, the first (k - 2) columns 
of B’*‘(p) are linearly independent. Since B(*)(p) is singular, this implies 
that it has rank (k - 2). In terms of the subspaces this is equivalent to the 
statement that W(“)(p) is one-dimensional. This completes the proof of the 
first part of the proposition. 
To prove part (ii) of the theorem it is noted that, under (H3), B(*)(t) is 
continuous in some neighborhood of p. Therefore, P(“)(t) is continuous in 
this neighborhood and lim, --t p P(“)(t) = P(“)(p) (see [8, pp. 123-1261). This 
completes the proof of part (ii). 
Next, part (iii) is considered. The continuity of B’*)(t) in a neighborhood 
of p, under (H3), along with its symmetry as a Hessian implies that its 
repeated eigenvalues Xl(t)>X2(t)>X3(t)2 ... >lk-,(t) are also con- 
tinuous in this neighborhood (see [8, pp. 123-126). This along with part 
(i) implies that l,(t) =&(t)>&(t), if 1, for t sufficiently near p. This 
immediately gives that W(“)(t) is one-dimensional for t sufficiently near p, 
and completes the proof of part (iii). 
Finally,, part (iv) is taken up. By assumption (H2), B has a unique maxi- 
mum at p and by (H3), B’*)(t) is continuous in a neighborhood of p. 
Together these imply that if B’*‘(p) is singular, then [B’*‘(t)] -’ exists 
everywhere in some neighborhood of p with the exception of p. 
To complete the proof of the final part, let P,(t) denote the projection 
onto the subspace spanned by the eigenvector corresponding to the 
repeated eigenvalue Ai( i = 1,2, . . . . k - 1. The following expansions are 
useful 
k-l 
P”‘(t)= C Pi(t), 
i=2 
k-l 
[B’*‘(t)]-’ = C X,“(t) Pi(t), 
i=l 
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and 
k-l 
CB’2’(~)l + = 1 J,‘(P) P,(P), 
i=2 
as is the following notation: For any two r x r matrices A and C, the 
notation A<C and IAl will denote A,<C, and IAijl, i, j= 1,2, . . . . r, 
respectively. With this convension one has 
IP’f’(t)[B’2’(t)] -’ - [B”‘(p)] +I 
k-l 
= ig2 CXY’(t) Pi(t)-XT’(P) pi(P)l 
k-l 
= c [(X;‘(t)-AX; ‘(P))Pi(t)-X~~‘(P)(Pi(t)-Pi(P))l 
i=2 
< IP’f’(t)l i=pa;-, K’(t) - T+(P)l . .., 
+ IP’“‘(t) - P’“‘(p)j i=yf-l IJ?(p)l. 
From part (i), Xi(p) # 0, i > 1. Therefore, the second term on the far right 
is bounded away from infinity and, by part (ii), goes to zero as t + p. On 
the other hand, the continuity of the repeated eigenvalues gives that the 
first term goes to zero as t + p. This completes the proof. 
APPENDIX B 
The variance-covariance matrices which appear in Lemmas 1 and 2 are 
given here. Let 
o;=(pj-pjJ1jfi (F,-‘(u)-F-‘(u))2du, 
PIPI 
Pj = #q(P), j = 1, 2, . ..) k. 
The first matrix (Lemma 1) has components 
[,p’] = a? + pf 1 +j--Pj-1) 
U J J 
(Pj-Pj-1) 1 
If j;j, I= 1, 2, . . . . k. 
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The second matrix (Lemma 2) is given by 
[Z] "= [z(O']j+ lj+ 1 f JJ 
j= 1, 2, . . . . k- 1, 
[aZ]j/ = [C(O)] J+ll+l + Cz’O’Ij[+ [C(O)]j+l,+ [C(O)]j/+l 
l<j;j,l=1,2 ,..., k-l. 
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