A decade of high-throughput screenings for intraviral and virus-host protein-protein interactions led to the accumulation of data and to the development of theories on laws governing interactome organization for many viruses. We present here a computational analysis of intraviral protein networks (EBV, FLUAV, HCV, HSV-1, KSHV, SARS-CoV, VACV, and VZV) and virus-host protein networks (DENV, EBV, FLUAV, HCV, and VACV) from up-to-date interaction data, using various mathematical approaches. If intraviral networks seem to behave similarly, they are clearly different from the human interactome. Viral proteins target highly central human proteins, which are precisely the Achilles' heel of the human interactome. The intrinsic structural disorder is a distinctive feature of viral hubs in virus-host interactomes. Overlaps between virus-host data sets identify a core of human proteins involved in the cellular response to viral infection and in the viral capacity to hijack the cell machinery for viral replication. Host proteins that are strongly targeted by a virus seem to be particularly attractive for other viruses. Such protein-protein interaction networks and their analysis represent a powerful resource from a therapeutic perspective.
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From a systems biology perspective, a viral infection can be viewed at the cell level, as a combination of molecular perturbations allowing viral component production and assembly while generating minor or massive cellular dysfunctions. These perturbations are at least in part introduced into the host protein network through interactions of cellular proteins with viral proteins. Two systems are thus involved, namely the protein-protein interaction network of the virus, i.e. the intraviral interactome, and the protein-protein interaction network of the host, i.e. the host interactome. Their interplay creates a new system, the virus-host interactome, with emergent properties leading to viral replication and eventually to pathogenesis (1) .
In a first attempt toward modeling of a viral infection at the cell level, protein interaction data for these three systems are required. Although far from being completed and elucidated, the human interactome and several intraviral and virus-host interactomes have been generated, using mainly the yeast two-hybrid system. High-throughput mapping of the intraviral protein interactions has been performed for eight humaninfecting viruses, namely Epstein-Barr virus (EBV) (2), influenza virus (FLUAV) (3), hepatitis C virus (HCV) (4, 5) , herpes simplex virus 1 (HSV-1) (6, 7, 8) , Kaposi's sarcoma-associated herpesvirus (KSHV) (9, 10) , SARS coronavirus (SARS-CoV) (11, 12) , vaccinia virus (VACV) (13) , and varicella zoster virus (VZV) (9, 14) . Proteome-wide virus-human interactomes are also available for five human-infecting viruses, namely DENV 1 (15) , EBV (2), HCV (16) , FLUAV (3) , and VACV (17) . Besides, numerous low-throughput studies have provided additional data that can be mined from the literature to complement networks construction. Several databases have been developed with the aim of integrating high-quality virus-virus and virus-host protein-protein interaction data such as VirHostNet (18) and VirusMint (19) .
The study of complex networks is underpinned by the graph theory discipline coupled with bioinformatics analysis (20) . Characterizing global statistical properties of a network, as well as local rules governing its individual nodes, can lead to fit to a network model in order to better understand and predict the system behavior and to guide experimental design (21) . Eukaryotic protein interaction networks have been described as sharing some topological features with other complex systems, such as internet or social networks (22) . Concerning the virology field, Uetz et al. and Fossum et al. performed two comparative analyses of the first versions of Herpes virus protein networks and began to find differences between the viral and host networks (6, 9). Dyer et al. reconstructed a host-pathogen interaction data set from literature mining and public databases (23) . Although highly biased toward HIV-1 low-throughput interactions, this work still provided an interesting overview of virus preferential interactions with human proteins. Calderwood et al. and de Chassey et al. performed the first systematic screens of EBV and HCV pro-teins, respectively, against the human proteome and unraveled topological and functional signatures of viral targeting of the host (2, 16) . The volume of interaction data reached today now motivates a deeper and up-to-date analysis of highly curated data sets gathering all aforementioned viruses.
Here we present an integrative and comparative computational analysis of all intraviral interactomes and virus-human interactomes integrating at least one large-scale mapping of interactions. High-quality and up-to-date protein-protein interaction networks were reconstructed. Scale-free, resilience, assortivity, and small-world signatures were examined, revealing that intraviral networks are very different from cellular networks. Analysis of virus-human interactomes revealed that viral proteins targeting a high number of host proteins are predicted to be more disordered than viral proteins targeting a single host protein. Analysis of viruses according to the human proteins they target identified common and specific viral strategies at a topological as well as functional level.
MATERIALS AND METHODS

Protein-Protein Interaction Network
Reconstruction and Representation-Intraviral, virus-host and host-host protein-protein interaction networks were reconstructed from the VirHostNet database (18) . Networks were visualized with Cytoscape (24) using a degree sorted circle layout (intraviral protein-protein interaction networks) or a forcedirected layout (virus-human protein-protein interaction networks).
Statistical Analysis and Network Metric Computation-The R statistical environment was used to perform statistical analysis and the igraph R package to compute network topology measures (25, 26) . MATLAB was also used, particularly for the statistical evaluation of power-law fit. Definitions and details concerning metrics are listed in supplemental Information.
Statistical Analysis of Degree Distribution-We used the protocol developed and implemented by Clauset et al. (27) (full description in supplemental Information). Briefly, for each degree distribution the best power-law model was first characterized. The scaling parameter and the lower bound of the power-law behavior were estimated using maximum likelihood methods. From this combination of parameters, the goodness-of-fit between the data and the power law was then computed using a Kolmogorov-Smirnov test. If the resulting p value is greater than 5.10
Ϫ2
, the power law is a plausible hypothesis for the data, otherwise it is rejected. The third step was to compare the power law with alternative hypotheses via a likelihood ratio test. For each alternative, if the likelihood ratio is significantly different from zero, then the sign indicates whether the alternative is favored over the power-law model or not.
Simulation of Random Failures and Deliberate Attacks-For each graph, nodes were removed one by one randomly (random failures) or by degree-decreasing order (deliberate attacks). At each step the single largest connected component was considered, its characteristic path length and size, i.e. number of nodes, were collected and plotted as a multiple or fraction of the original values.
Clustering Coefficient Enrichment-For each interactome, 1000 random graphs were built according to the edge-swapping model, which rewires edges while maintaining the degree distribution (28) . For each random graph building, the number of rewiring trials was at least equal to three times the number of interactions in the real graph. The clustering coefficient was then computed in each random graph. The statistical evaluation of the clustering coefficient was obtained by comparing the value observed in the real network with the mean value collected from random networks.
Disorder-Degree Correlation Analysis-DisEMBL was used to predict disordered regions in the sequences of viral proteins targeting human proteins (29) . The following procedure was derived from Haynes et al. (30) . Sequence coordinates of predicted disordered regions were collected for viral ends (viral proteins interacting with one and only one human protein) and for viral hubs (viral proteins interacting with numerous human proteins). Various thresholds were chosen to define viral hubs: proteins connected to at least 15, 20, 25, 30, 50, 60, or 100 human proteins. Because the disorder content appeared partly dependent on the protein length, the sequences were examined through all possible segments of incrementing length. For each segment length, the percentages of residues predicted to be disordered within segments were collected and summed up.
Interconnectivity Analysis-Statistical significance for the interconnectivity of targeted proteins was assessed by a random resampling testing procedure (n ϭ 10,000 permutations). For each permutation, we randomly extracted from the human interactome a number of proteins equivalent to the number of targeted proteins, and the number of shared interactions was determined. The randomization procedure was weighted and corrected according to the connectivity of proteins in order to prevent inspection bias on highly studied proteins. A theoretical distribution was computed for the 10,000 resampled values. From this distribution, an empirical p value was computed by counting the number of resampled values greater than the value observed for virus interactors.
Overlap Size Significance-Cellular interactors overlapping between each pair of viruses have been listed and the significance of the overlap size was assessed by random simulation using R (25) . For each virus, we randomly drew as many proteins as interactors from the human proteome. The procedure was repeated 10,000 times and the overlap size was systematically measured. The p value was obtained by comparing the distribution of sizes with the observed number of overlapping interactors (significant overlap size: p value Ͻ 5.10
). The significance of the overlap size between interactors targeted by at least one viral protein and interactors targeted by at least two viral proteins was assessed using a hypergeometric distribution and R.
RESULTS
Intraviral interactomes-Eight human-infecting viruses, namely EBV (2, 6), FLUAV (3), HCV (4, 5), HSV-1 (6, 7, 8) , KSHV (9, 10), SARS-CoV (11, 12) , VACV (13) , and VZV (9, 14) were introduced in this study because their interactome integrated at least one large-scale study (supplemental Fig. S1 and Table S1 ). In order to reconstruct high-quality and up-to-date interactomes for these viruses, high-throughput interactions were completed with low-throughput interactions from two different origins. First, interactions were extracted from VirHostNet, a public knowledge base specialized in the management and analysis of virus-virus and virus-host interactions offering today the largest high-confidence public data set (18) . Second, interactions were accurately curated from the literature. Fig. 1 reveals that the eight interactomes are strikingly highly interconnected with a unique (or almost unique) singleconnected component. VZV interactome is the densest, whereas VACV interactome stands apart from the others, most likely because of the lack of completeness (supplemental Table S1 ). The chosen layout shows the high heterogeneity in node degree for each interactome, ranging clockwise from low to high degree nodes, i.e. hubs. In order to examine more precisely the architectural features of these intraviral interactomes, key network metrics were computed (Table I , supplemental Information). The analysis was performed in parallel for the human interactome reconstructed from VirHostNet. Metric values for the human interactome were consistent with those already published (16, 31, 32) , allowing comparison of intraviral and human interactomes. Mean degree values from intraviral interactomes confirm the conclusions drawn from the representations. VACV has the less connected proteins on average (mean degree ϭ 3.64), in contrast to VZV whose proteins display the higher mean degree (mean degree ϭ 11.10). Other intraviral interactomes have quite similar degree and betweenness values (mean degrees around 6, mean betweennesses around 0.01). One step further in the topological analysis was to investigate how the intraviral networks can compare with eukaryotic cellular networks. Indeed, most biomolecular networks have been found to be not random but rather commonly governed by a few simple principles (22) . Among them, most cellular networks, and eukaryotic protein-protein interaction networks in particular, have been described as scale-free, diassortive and small-world.
The scale-free architecture has been proposed to be a representative model of many cellular networks (22, 33) . A first method to assess whether interactomes are scale-free is to focus on their degree distributions. The degree distribution of a scale-free network is indeed expected to follow a powerlaw, at least asymptotically, with a scaling exponent typically ranging between 2 and 3 (33). We analyzed the degree distributions by applying the rigorous statistical method developed and implemented in Clauset et al. (27, 34) (supplemental Information). For each distribution, a maximum likelihood estimation followed by a Kolmogorov-Smirnov test were used to estimate the most probable power-law parameters and to compute a p value assessing whether we can reject the power law as a good statistical model for the data or not (Table I,  supplemental Fig. S2 and Table S2 ). According to this test, the power law is not a plausible model for VZV as well as for human degree distributions. The power-law model cannot be rejected for VACV and to a lesser extent for HCV and FLUAV degree distributions, and exhibits suitable scale-free parameters. For EBV, HSV-1, KSHV, and SARS-CoV degree distributions the power-law model cannot be rejected either, however the scaling parameters above three suggest a weak role for hubs (22) . To go a step further, the power-law model can be compared with several other competing distributions which might give a fit as good or better, or might conversely favor the power law. For each interactome, the power law was compared with several distributions via a likelihood ratio test according to the method described in Clauset et al. (27, 34) . All results are given with a detailed interpretation in supplemental Table S3 and supplemental Information, and are sum- marized in Table I . The power law with exponential cutoff seems to be a more plausible model for the human degree distribution. Concerning the intraviral degree distributions, the pure power-law model never appears truly convincing. Several forms seem to fit better for FLUAV and HCV degree distributions. The power-law model cannot be completely rejected for EBV, HSV1, KSHV, SARS-CoV, and VACV degree distributions but is never preferred either. For VZV degree distributions, the results are ambiguous. Generally, none of the intraviral degree distributions seem to be well-characterized enough to be unequivocally assigned to any of the tested distributions.
A second method to address the scale-free question is to focus on network structure. This allows to better overcome noise and to capture local structures of the networks. We used the GraphCrunch 2 software tool to structurally compare each intraviral interactome to model-generated networks including several scale-free networks (35) . Comparisons were performed using two constraining graphlet-based measures (supplemental Information). The results are described in details in supplemental Information and supplemental Fig. S3 , and are summarized in Table I . Using this method, the scalefree model is not the best model for the intraviral interactomes, except for VZV for which the results remain ambiguous. The stickiness-index based model (36) is rather preferred, being the best-fitting model among those tested, in agreement with a previous case study (35) .
A third method to assess the scale-free architecture concerns the network resilience. A scale-free architecture indeed leads a network to be highly tolerant to random failures but hardly resistant to deliberate attacks, because of its hublike core structure (37) . Simulations of random failures by removing nodes randomly ordered one by one was first performed for intraviral and human interactomes ( Fig. 2A and 2B ). All characteristic path lengths globally increase slowly, except for VACV network because of the very small size of its largest connected component. Consistently, the sizes of the largest clusters of all networks slowly decrease. All the networks appeared rather robust to random failures. Simulation of deliberate attacks by removing the most connected nodes one by one was then performed for both intraviral and human interactomes ( Fig. 2C and 2D ). All intraviral networks maintain their characteristic path lengths during hub progressive removal, whereas human network clearly expands until a threshold at which the largest connected component is fragmented into an increasing number of small networks. The network size variations in response to attacks are consistent with characteristic path length behavior. Intraviral network sizes globally decrease slower than the human network size, which is particularly detracted as soon as the first hubs are removed. Therefore, intraviral networks do not seem very vulnerable to attacks, in agreement with the results obtained on the first herpesvirus interactome drafts (6, 9) . Hubs, although present, do not seem to hold the whole network together, as it was already suggested by the scale exponent values (Table I) . This resilience analysis discards a bit more the putative scale-free architecture for the intraviral interactomes.
The second frequently described signature of interactomes concerns the preferences of connections. Cellular networks are often qualified as diassortive, meaning that low-degree nodes are more likely to connect high-degree nodes, and reciprocally (28, 38) . At first, correlation in node degrees was examined for each network (supplemental Fig. S4 ). Then, in order to statistically value these correlation profiles, the degree correlation of each network was compared with those of random networks built on the edge-swapping model, which rewires edges while maintaining the degree distribution (28) (supplemental Information, supplemental Fig. S4) . HCV, FLUAV, and VACV small interactomes are not appropriate for rewiring, however in larger intraviral interactomes hubs do not seem to preferentially connect other hubs. We then applied a rigorous mathematical method by computing the assortivity coefficient, which is a measure indicating if a network shows diassortive, assertive, or neutral mixing (38) . An assortive (resp. diassortive) mixing by degree means that nodes preferentially connect to others that have a similar (resp. different) degree. As their human counterpart, all intraviral interactomes, except VACV, display negative values of assortivity coefficient (Table I) . It means that they are rather diassortive hence their proteins tend to pair up with proteins of different degrees.
The third popular signature assigned to cellular networks is the small-world architecture (22, 39) . Such networks have a small characteristic path length and a large clustering coefficient compared with equivalent random networks. For each interactome, random counterparts were built on the edgeswapping model. The statistical evaluation of the clustering coefficient was obtained by comparing the value of the real network with the mean value computed from the random networks. There was no enrichment of clustering when intraviral interactomes were compared with their random counterparts. In contrast, the human interactome clustering coefficient was increased more than six-fold over random networks (Table I) . When examining characteristic path lengths, the conclusions were similar (supplemental Table S4 ). Therefore intraviral interactomes can not be classified as small-world, in line with previous analysis (6, 9) .
Overall, intraviral interactomes share a diassortive nature with the human interactome but strongly differ when regarding the scale-free and the small-world architectures. VACV sparse interactome stands apart whereas HCV and FLUAV small and compact interactomes are alike. Amazingly, VZV interactome analysis provides more ambiguous results.
Virus-Host Interactomes-Proteome-wide mapping of interactions between viral and human proteins has been reported for five human-infecting viruses, namely DENV (15), EBV (2), HCV (16), FLUAV (3), and VACV (17) (supplemental Fig. S1 and Table S5 ). The VirHostNet database and an extensive literature curation allowed the reconstruction of the corresponding virus-host interactomes with a high-quality data set (supplemental Table S6 ). For each virus, a virus-host interactome was built without a priori by using only highthroughput data (further referred as "without a priori" virus-host interactome). Indeed, by excluding small-scale studies, inspection biases are avoided, giving thus a more representative picture of the complete network although smaller.
The five virus-host interactomes reveal that the degree of viral protein is heterogeneous, some of them targeting a high number of human proteins (e.g. degree of EBV EBNA-LP ϭ 139 and degree of HCV NS3 ϭ 186) whereas the majority is targeting a small number (Fig. 3 ). These differences in connectivity led us to examine the structural nature of the viral proteins. Indeed, for eukaryotes, hubs (highly connected proteins) have been found to be more disordered than ends (proteins with only one partner) (30) . The intrinsic structural
FIG. 2. Random failure and deliberate attack tolerance of intraviral and human interactomes.
A, Changes in the characteristic path length (CPL) (as a multiple of the original value) during the progressive random removal of nodes in intraviral and human interactomes, simulating random failures. B, Changes in the network size, i.e. number of nodes, (as a fraction of the original value) during the progressive random removal of nodes in intraviral and human interactomes, simulating random failures. C, Changes in the characteristic path length (CPL) (as a multiple of the original value) during the progressive removal of nodes in degree-decreasing order in intraviral and human interactomes, simulating deliberate attacks. D, Changes in the network size, i.e. number of nodes, (as a fraction of the original value) during the progressive removal of nodes in degree-decreasing order in intraviral and human interactomes, simulating deliberate attacks.
FIG. 3. Virus-host protein-protein interaction networks. DENV-human interactome (H-DENV), EBV-human interactome (H-EBV), FLUAVhuman interactome (H-FLUAV), HCV-human interactome (H-HCV), and VACV-human interactome (H-VACV).
Black node: viral protein; red node: human protein, red edge: virus-host protein-protein interaction; blue edge: host-host protein-protein interaction. Nodes are ordered according to a force directed layout. Viral protein nodes are labeled according to the NCBI protein definition (for some imprecisely defined VACV proteins, the NCBI gene name or locus tag was used).
disorder of viral ends (viral proteins connected to only one human protein) and of viral hubs (viral proteins highly connected to human proteins) was thus assessed. Disordered regions were predicted in viral hubs and then in viral ends using DisEMBL (29) . Because a partial correlation was observed between length of disordered regions and length of proteins (data not shown), disorder measurement was normalized according to protein length. For all possible lengths of segment in the sequences of hubs and ends, the percentage of residues predicted to be disordered were collected and summed up. The proportion of predicted disorder was higher in hubs than in ends (Fig. 4) , with differences in disorder content even higher than those observed between hubs and ends in eukaryotic interactomes (30) . As the definition of a hub is not precise, the analysis was performed using increasing hub degree thresholds. Remarkably, the predicted disorder increased according to the degree threshold (Fig. 4) , suggesting that the viral protein connectivity in virus-host interactomes may at least partly correlate to their structural disorder level. The tendency is conserved in the "without a priori" virus-host interactomes, indicating the robustness of the observation (supplemental Fig. S5) .
Disordered regions are known to be enriched with short linear motifs (SLMs) (40, 41) . These SLMs, corresponding to short stretches of amino acid residues usually characterized by a simple sequence pattern, are involved in protein-protein interactions named "SLM-domain" interactions. According to that, when examining human proteins involved in virus-host interactomes, numerous domains were identified (supplemental Information, supplemental Fig. S6 ). These properties may allow viruses to target a large diversity of cellular proteins despite a small proteome. This is strikingly exemplified in supplemental Fig. S7 where proteins from small viral proteomes (FLUAV, DENV and HCV) target proportionally more distinct domains than proteins of viruses with larger proteomes (EBV and VACV).
To assess how viral proteins interplay with the human interactome, the virus-host interactomes were placed in the context of the human interactome. First, human proteins targeted by viral proteins were clearly overrepresented in the human interactome (Exact Fisher Test, all p values Ͻ 2.2 10 Ϫ16 ). This suggests that viruses preferentially target host proteins already engaged in protein-protein interactions. Then, analysis of subnetworks of host proteins that are targeted by the viruses indicates that their interconnectivity appears significantly higher compared with the theoretical interconnectivity computed from resampled subnetworks (resampling tests, n ϭ 10,000, all p values Ͻ 10 Ϫ4 , supplemental Fig. S8 ). Network descriptive metrics of each set of human proteins targeted by a virus were finally computed in the human interactome (Fig. 5A ). For each virus, the degree distribution of targeted human proteins was significantly higher than the degree distribution in the human interactome (U test, all p values Ͻ 2.2 10 Ϫ16 ), with average degrees of targeted proteins two to three times higher than the average degree of the human interactome (Figs. 5A and 5B). Therefore viral proteins appear to have a strong tendency to interact with highly connected cellular proteins. To go deeper into the analysis, the betweenness values and distributions were also examined (Figs. 5A and 5C ). Similarly, for each virus the betweenness distribution of targeted human proteins was significantly higher than the betweenness distribution in the human interactome (U test, all p values Ͻ 2.2 10 Ϫ16 ), with average betweennesses of targeted proteins four to five times higher than the average betweenness of the human interactome. In addition, for each virus the topological proximity of the targeted human proteins was examined through the path length between these proteins within the human interactome (Fig. 5A) . For each virus, the path length distribution of targeted human proteins was significantly lower than the path length distribution in the human interactome (U test, all p values Ͻ 2.2 10 Ϫ16 ), with characteristic path length between targeted proteins lower than in the human interactome. Thus, as a general hallmark, viruses target proteins that are strikingly interconnected, highly central, both locally (degree) and globally (betweenness), and that are relatively close to each other in the human interactome (2, 16, 23) . The whole topological analysis was repeated using "without a priori" virushost interactomes. All the aforementioned trends are conserved, indicating that they do not result from inspection bias (supplemental Figs. S9, S10, supplemental Table S7 ). We next considered the overlaps of the lists of human proteins targeted by the five viruses in a pairwise manner (Table IIA) . Overlaps range from 5 to 20% of each data set and are all significantly high (random simulation, all p values Ͻ 10 Ϫ4 , supplemental Fig. S11 ). The most striking example concerns HCV and EBV which commonly target 61 human proteins, corresponding to almost 20% of the EBV dataset. Two human proteins, LZTS2 and GOLGA2, have been identified in high-throughput screenings to interact with four viruses. LZTS2 has been studied for its role in cancer but its role in viral infections is unknown. In the human interactome LZTS2 interacts with TRAF2, suggesting that it may be involved in the functional modulation of the type I interferon pathway (42) . We further assumed that, among the human proteins targeted by a given virus, those which are targeted by more than one viral protein are of particular importance, i.e. can be considered functionally essential because the virus targets them by different ways. These highly targeted proteins were also more frequently present in the lists of proteins targeted by other viruses in pairwise comparisons. For example, while 18.4% of the proteins targeted by EBV are also targeted by HCV (Table 2A) , the percentage of overlap increased to 44.7% when proteins highly targeted by EBV were considered (Table 2B ). This overlap is significantly high (hypergeometric distribution, p value ϭ 5.2 10
Ϫ6
). The p value is less significant for other comparisons most likely because of the small size of the lists. Overall this suggests that proteins essential for a given virus tend to be also important for other viruses.
The comparison of the five virus-host interactomes can also be done at an upper level, i.e. at the level of biological processes in which the targeted proteins are involved. Even if the lists of interactors are far from complete, a core of biological processes comprising shared aforementioned proteins and targeted by at least two viruses could be identified (supplemental Information, supplemental Fig. S12 ). These processes correspond to the cellular response to viral infection (such as immune response, cellular response to stress, positive regulation of cytokine production, apoptosis, cell cycle) and to the ability of the virus to hijack the cell machinery for its replication (such as nuclear transport, protein import to the nucleus, RNA processing, viral reproduction, cytoskeleton organization). Conversely, some targeted biological processes are more specifically related to the biology of a virus like for instance the targeting of the plasma lipoprotein particle assembly, of the cellular response to insulin stimulus, of the ER-nuclear signaling pathway and of the positive regulation of lipid metabolic process by HCV (supplemental Fig. S12 ). This suggests that comprehensive explorations of the virus-host interactomes can be very instrumental in the discovery and understanding of infection and induced-pathogenicity processes.
DISCUSSION
Using a high-quality data set of up-to-date curated interactions, this study is a comprehensive and comparative analysis of intraviral and virus-host interactomes. The criterion for the selection of a virus in this work is a large-scale exploration of protein-protein interactions. These data were combined with the low-throughput interaction data curated from the literature. In the virus-host interactomes, we have controlled that major structural and topological trends did not result from inspection biases. Because interactomes are far from complete and in constant refinement, lack some accuracy and may be subject to inherent variability, we do not expect this analysis to be definitive (20) . Nevertheless, this work is gathering various methods from graph theory as well as structural and functional analysis and provides a common analytical framework allowing interactome comparisons.
It appears from this study that intraviral interactomes tend to be highly coupled modules. In contrast to what is currently reported for the human interactome, these networks do not present a scale-free nor a small-world signature and are hardly resistant to both random and deliberate attacks. None of the models examined here can fully describe the intraviral networks, even if the stickiness-based index may be an interesting hint. One intriguing possibility is that these networks cannot be well-characterized because they are only complete and functional in interaction with the host network, where they adopt its properties (6, 9, 43) . We also confirmed that viruses target human proteins that are highly interconnected, central and close to each other in the human interactome. Structurally, viral proteins that are the most connected to human proteins display a higher content of predicted disorder. Significant overlaps in the human proteins targeted by viruses were observed in pairwise comparisons. Interestingly, cellular proteins targeted by at least two proteins of a same virus are more susceptible to be targeted by other viruses. Overlaps between data sets are also observed at the level of biological processes, reflecting common viral strategies.
Although popular and appealing, it is notable that the use of the scale-free model to describe networks in biology raises a number of reservations (20, 34, 44, 45) . Methods often used to detect a power law from a degree distribution may lack rigor (27, 46, 47) . Therefore we used here the statistical framework provided by Clauset et al. (27, 34) . Another hurdle in this type of analysis is the power-law definition itself that can be criticized for its loose mathematical framework (20, 48, 49) . In addition, as summarized by Han et al. (50) , the apparent scale-free topology of an incomplete interactome may not be representative of the final topology of a full interactome. Overall, major efforts have to be made to overcome these difficulties, and results concerning the scale-free signature have to be taken cautiously. Here, to address the question of the scale-free architecture of intraviral interactomes, a degree distribution statistical analysis, a network structure comparison and a resilience analysis were combined.
Viruses seem to have evolved strategies to efficiently adapt to the scale-free and small-world architecture of the human interactome. By interacting with host hubs, viruses target the "Achilles' heel" of the host interactome. Because of the multifunctionality of these hubs, viruses manipulate a wide range of functions. In addition, some viral proteins have also evolved the ability to interact with numerous cellular proteins. This pleiotropy may be at least partly mediated by intrinsically disordered regions of these proteins, and it is striking to note that the most connected hubs tend to be the most intrinsically disordered. Indeed, this structural plasticity may allow viral hubs to adapt to the structures of a wide range of host protein interactors. Altogether, viruses are able to widely perturb the host protein network despite their relatively small genomes. The first comparison of five virus-host interactomes reveals common cellular protein targets and biological processes. Viruses thus share a core of targets that take part in the cellular response to infection and in their capacity to hijack the cell machinery for their own replication. Viruses also target specific proteins and pathways, some of them being clearly related to their biology. The most striking is for HCV, which targets pathways associated with metabolism and clinical syndromes. Even if the list of targets is expected to increase, the data already represent a powerful resource for a therapeutic perspective. Common cellular targets as well as pathways could thus be used to identify broad-spectrum antiviral drugs (51) . Overall, the possibility to target virus-host interactions considerably broadens the landscape of drugs that could be developed. In this way, SLMs are a great opportunity. Indeed, viruses use short linear motifs that mimic those of the human proteome to specifically target well-characterized domains of cellular proteins (52) . They have also evolved original SLMs whose computational identification is in progress (53) . These peptides could serve as scaffolds for peptide mimetic and structure-based drug design. Therefore, the list of virus-host interactors is an invaluable resource to derive new molecules especially for antiviral therapy.
The study of complex networks and their modeling are still in their infancy (21) . We begin to apprehend the non-randomness and some statistical and topological signatures of most of biological networks, even if more sophisticated models are needed to go further. Accumulation of data is required to provide a more complete and accurate view of biological networks. In particular, the interaction maps will need to be filtered according to localization, expression profiles, time parameters and so on, and enriched by functional information to give a more dynamic picture of the networks. The systems biology challenge will be taken up with continuous and transdisciplinary effort involving experts from biology, mathematics, statistics, and computer science. 
