Attribute reduction for big data is viewed as an important preprocessing step in the areas of pattern recognition, machine learning and data mining. In this paper, a novel parallel method based on MapReduce for large-scale attribute reduction is proposed. By using this method, several representative heuristic attribute reduction algorithms in rough set theory have been parallelized. Further, each of the improved parallel algorithms can select the same attribute reduct as its sequential version, therefore, owns the same classification accuracy. An extensive experimental evaluation shows that these parallel algorithms are effective for big data.
I. INTRODUCTION
In pattern recognition, machine learning and data mining, attribute reduction, also known as feature selection, is the technique of preprocessing data and has been attracted much attention in recent years [1] , [2] , [3] , [4] , [5] , [6] . Due to the development of information acquirement and storage, a large number of features are acquired and stored for wide real-world applications, such as text mining and biology problems. An excessive amount of features will make the program too time consuming. Some of them may even guide the program to make wrong decisions. The purpose of feature selection is to improve the accuracy and performance of classifiers through removing most irrelevant and redundant features from the data. It also helps people to acquire better understanding about the data by telling them which are relevant features.
Rough set theory is a relatively new soft computing tool for dealing with inconsistent information in decision situations and plays an important role in the fields of pattern recognition, feature selection and knowledge discovery [7] . Attribute reduction in rough set theory provides a theoretic framework for consistency-based feature selection, which will retain the discernible ability of original features for the objects from the universe [3] .
Attribute reduction from large data is an expensive preprocessing step, to accelerate this process, incremental techniques combined with traditional rough set based methods are widely researched [8] , [9] , [5] , [3] , [10] , [11] . For example, Li et al. proposed an incremental method for dynamic attribute generalization, which can accelerate a heuristic process of attribute reduction by updating approximations incrementally. Qian et al. introduced positive approximation, which is a theoretic framework for accelerating a heuristic process [3] . Zhang et al. presented a matrix-based incremental method for fast computing rough approximations [9] .
As these methods are still sequential and can not process big data with a cluster. MapReduce, by Google, is a popular parallel programming model and a framework for processing big data on certain kinds of distributable problems using a large number of computers, collectively referred to as a cluster [12] . It can help arrange the application in the cluster easily. Some MapReduce runtime systems were implemented, such as Hadoop [13] , Twister [14] , Phoenix [15] and Mars [16] , which all can help developers to parallelize traditional algorithms by using MapReduce model. For example, Apache Mahout is machine learning libraries, and produces implementations of parallel scalable machine learning algorithms on Hadoop platform by using MapReduce [17] .
In previous work, we developed the parallel algorithm for computing rough set approximations based on MapReduce [18] . Based on that, we proposed parallel rough set based knowledge acquisition using MapReduce [19] , [20] . Further, in this paper, we present a parallel method based on MapReduce for attribute reduction. Four representative attribute reduction algorithms are parallelized with this method. The corresponding parallel large-scale attribute reduction algorithms are proposed and implemented with Hadoop [13] . Users not only deploy Hadoop on local cluster easily, but also on public cloud systems, such as Amazon EC2 and Microsoft Azure both support Hadoop through Amazon Elastic MapReduce [21] and HadoopOnAzure [22] , respectively. The experimental results on the large data set KDD99 and the synthetic data set show that the proposed parallel method have a good speedup and can help improve classification accuracy.
The rest of this paper is organized as follows. Section II includes the elementary background introduction to MapReduce and attribute reduction based on rough sets. Section III proposes the simplification and decomposition of evaluation functions, and parallel methods based on MapReduce. Section IV presents the experimental analysis. The paper ends with conclusions and future work in Section V.
II. PRELIMINARIES
In this section, we briefly review the parallel model MapReduce [12] , some basic concepts, notations and results of rough sets and attribute reduction algorithms [7] , [23] .
A. MapReduce model
MapReduce is a parallel model first introduced by Google [12] . It is designed to handle and generate big data in distributed environment. It provides a convenient way to parallelize data analysis process. Its advantages include conveniences, robustness and scalability. MapReduce helps to split the large input data into many small blocks and assign small tasks to different devices. In the cluster, MapReduce model usually works with the distributed file system [24] .
B. Rough sets
Given a pair = ( , ), where is a finite and non-empty set called the universe, and ⊆ × is an equivalence relation on . The pair = ( , ) is called an approximation space. The equivalence relation partitions the set into several disjoint subsets. This partition of the universe forms a quotient set induced by , denoted by / . If two elements , ∈ ( ∕ = ), are indistinguishable under , we say and belong to the same equivalence class. The equivalence class including is denoted by [ ] .
An approximation space = ( , ) is characterized by an information system = ( , ), where = { 1 , 2 , ⋅ ⋅ ⋅ , } is a non-empty finite set of objects, called a universe. = { 1 , 2 , ⋅ ⋅ ⋅ , } is a non-empty finite set of attributes (features). Specifically,
where is a set of condition attributes and is a set of output or decision results, ∩ = Ø.
be a subset of condition attributes. The information set with respect to for any object ∈ can be denoted by
An equivalence relation with respect to called the indiscernibility relation, denoted by ( ), is defined as
Two objects , satisfying the relation ( ) are indiscernible by attributes from .
The equivalence relation ( ) partitions into some equivalence classes given by:
where [ ] denotes the equivalence class determined by with respect to , [ ] = { ∈ |( , ) ∈ ( )}. For simplicity, / ( ) will be replaced by / .
Definition 2:
Let ⊆ be a subset of condition attributes. The information set with respect to for any ∈ / is denoted by
Definition 3: Let ⊆ , and be an equivalence relation. / = { 1 , 2 , ⋅ ⋅ ⋅ , } . The lower and upper approximations of are defined as
Definition 4: Given a decision table = ( , ∪ ). / = { 1 , 2 , ⋅ ⋅ ⋅ , } called the set of decision classes, means that the object set is partitioned into mutually exclusive crisp subsets by the decision attributes . Given any subset ⊆ and ( ) is the equivalence relation induced by , then one can define the lower and upper approximations of the decision as
We denote
as a positive region of with respect to the condition attribute set . It is the set of all elements of that can be uniquely classified to blocks of the partition / by means of .
C. Forward attribute reduction in rough set theory
Each attribute reduction method preserves a particular property of a given information system, which is based on a certain predetermined heuristic function. In rough set theory, attribute reduction is to find some feature subsets that have the minimal features and retain some particular properties. In the forward greedy attribute reduction methods, two important measures of attributes are used for heuristic functions, which are inner importance measure and outer importance measure [3] . The inner importance measure is applicable to determine the significance of every attribute, while the outer importance measure can be used in a forward feature selection. It is deserved to point out that each kind of attribute reduction tries to preserve a particular property of a given decision table. Fig. 1 shows the process of attribute reduction methods in sequential, where is a small positive real number used to control the convergence.
D. Four representative significance measures of attributes
For efficient attribute reduction, many heuristic attribute reduction methods have been developed in rough set theory, see [25] , [26] , [27] , [28] Figure 1 . Process of the sequential method conditional entropy reduction and combination conditional entropy reduction [3] . We here also only focus on these four representative attribute reduction methods.
Given a decision table
} and the decision partition / = { 1 , 2 , ⋅ ⋅ ⋅ , } can be obtained. Through these notations, we briefly review four types of significance measures of attributes as follows.
1) Positive-region based method (PR): 
2) Shannon's conditional entropy based method (SCE):
Definition 8: Shannon's conditional entropy of with respect to is defined as 
3) Liang's conditional entropy based method (LCE):
Definition 11: Liang's conditional entropy of with respect to is defined as 
4) Combination conditional entropy based method (CCE):
Definition 14: Combination conditional entropy of with respect to is defined as Table I. III. PARALLELIZATION From description of attribute reduction algorithms, the most important and critical step is to calculate value of evaluation function (e.g., conditional entropy). Hence, by parallelizing this step, attribute reduction algorithms can be run in parallel. Hence, we parallelize three marked steps in Fig 2, which are different with the sequential method. The detailed processes are described below in the next few subsections.
A. Simplification and decomposition of evaluation functions
In this subsection, to calculate the value of evaluation functions in parallel, we simplify and decompose all four evaluation functions as follows.
} and / = { 1 , 2 , ⋅ ⋅ ⋅ , } are condition and decision partitions, respectively.
(1) Decomposition of PR Evaluation Function (2) Decomposition of SCE Evaluation Function
By above derivation, all four evaluation functions can be writen as the form = ∑
=1
. Hence, can be calculated in parallel because can be calculated independently.
B. Calculation of values of evaluation functions based on MapReduce
To introduce our method based MapReduce, we give the following definition first. is  divided into sub-decision tables. Then we call is a sub-decision table of .
Here, we design the parallel method for calculating the values of evaluation functions based on MapReduce. The data flow is shown in Fig. 3 , includes three steps: Map, Reduce and Merge. Before that, the input data are divided into blocks:
, which have the similar size, and stored in different computing nodes.
• Map phase: Each Map Worker partitions , ∈ {1, 2, ..., } by the condition attribute set (see Algorithm 1). • Reduce phase: Each Reduce Worker collects the data which owns the same key ⇀ , and partitions by the decision . Then, is calculated according to Definitions. The detailed process is listed in Algorithm 2. • Merge phase: Calculation of the sum of (see Algorithm 3). This step will be done in Master worker.
Algorithm 1: Map( , )
Input: // : document name // :
IV. EXPERIMENTAL ANALYSIS
Our experiments run on the Apache Hadoop platform [13] , which is open source software framework that supports The experiments are conducted on large clusters of compute machines. In detail, the task nodes consist of two kinds of machines. One kind of machines have 16 GB main memory and use AMD Opteron Processor 2376 with 2 Quad-Core CPUs (8 cores in all, each has a clock frequency of 2.3 GHz). The other kind of machines have 8 GB main memory and use Intel Xeon CPU E5410, comprising two Quad-Core CPUs (8 cores in all, each has a clock frequency of 2.33 GHz). The operating system in these machines is Linux CentOS 5.2 Kernel 2.6.18. Here, we use 1, 2, 4, 8, 16 and 32 cores in experiments.
A. Data sets
Two large data set are utilized in the experiments. One data set, named KDD99, is downloaded from the machine learning data repository, University of California at Irvine [29] , which consists of approximately five million records. Each record consists of 1 decision attribute and 41 condition attributes, where 6 are categorical and 35 are numeric. Since our method can only deal with categorical attributes, we discretize the 35 numeric attributes firstly. Another data set, is synthetic and generated by means of the WEKA data generator [30] . Each record of that consist of 1 decision attribute and 20 condition attributes where 5 attributes are irrelevant and 15 are relevant. The data sets are outlined in Table II . Figure 4 shows the computational time of four parallel methods with different cores on two data sets. As the number of the cores increases, the computational time of the parallel methods becomes smaller.
B. Performance
Further, we examine the speedup characteristic of proposed parallel methods.
The ideal parallel algorithm demonstrates linear speedup: a system with times the number of cores yields a speedup of . However, linear speedup is difficult to achieve because the communication cost increases with the increasing number of clusters.
We perform the speedup evaluation on data sets with quite different sizes and structures. The number of processes varies from 1 to 32. Figure 5 shows the speedup of four methods over two data sets. As the result shows, the proposed parallel methods have a good speedup performance. KDD99 has a lower speedup curve, because the size of KDD99 is too small. As the size of the data set increases, the speedup performs better. Therefore, the proposed parallel methods based on MapReduce can treat very large data efficiently. In fact, since the cluster is heterogeneous with two different kinds of machines, we run experiments on 1 core using the better machine and the proposed parallel methods would have a better speedup in a homogeneous setting.
V. CONCLUSIONS
In this paper, we combined MapReduce technique with traditional attribute reduction methods, and designed a novel parallel method based on MapReduce for processing very large data set. The proposed large-scale attribute reduction algorithms can select features effectively and efficiently. It has a good speedup and helps to improve the classification accuracy.
Since the proposed parallel method is combined with classical rough set theory, it can only deal with categorical data. Hence, one of our future work is to present a parallel method combined with extended rough set models to process numerical, missing, set-valued and more composite data. Another work is to develop a parallel library for rough sets, which can help expand the application of rough sets in the field of data mining and deal with big data. 
