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Abstract
Communication systems with low-resolution analog-to-digital-converters (ADCs) can exploit chan-
nel state information at the transmitter and receiver. This paper presents codebook designs and perfor-
mance analyses for limited feedback MIMO systems with finite-bit ADCs. A point-to-point single-user
channel is firstly considered. When the received signal is sliced by 1-bit ADCs, the absolute phase at the
receiver is important to align the phase of the received signals. A new codebook design for beamforming,
which separately quantizes the channel direction and the residual phase, is therefore proposed. For the
multi-bit case where the optimal transmission method is unknown, suboptimal Gaussian signaling and
eigenvector beamforming is assumed to obtain a lower bound of the achievable rate. It is found that to
limit the rate loss, more feedback bits are needed in the medium SNR regime than the low and high
SNR regimes, which is quite different from the conventional infinite-bit ADC case. Second, a multi-
user system where a multiple-antenna transmitter sends signals to multiple single-antenna receivers with
finite-bit ADCs is considered. Based on the derived performance loss due to finite-bit ADCs and finite-
bit CSI feedback, the number of bits per feedback should increase linearly with the ADC resolution in
order to restrict the rate loss.
Index Terms
Low resolution analog-to-digital converter, millimeter wave, massive MIMO, limited feedback
I. INTRODUCTION
Wide bandwidths and large antenna arrays are two keys to higher achieve transmission rates
in future communication systems. At the same time, however, they impose challenges for the
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2hardware design of the receiver, which has to efficiently process signals from multiple antennas
(e.g., ≥ 100 antennas) at a much faster rate (e.g., ≥ 1 GHz). The analog-to-digital converter
(ADC) is a power consumption bottleneck in wideband multiple-input multiple-output (MIMO)
architectures [3], [4]. The use of few- and especially 1-bit ADCs is one possible approach to
overcoming this bottleneck. Low resolution ADCs have been widely explored in millimeter wave
MIMO systems [5]–[16] and massive MIMO systems [17]–[22]. Prior work has shown that low
resolution ADCs are practical for wireless communications. It was found that there is negligible
SNR and rate loss (for example, less than 2 dB for 1-bit quantization) at low SNR compared to
infinite-bit ADCs [5], [11]. It is also possible to estimate the channel (IID Rayleigh fading or
correlated, narrowband or broadband) [7], [8], [13]–[15], [18], [19], and detect symbols (QPSK
or higher-order QAM) with coarse quantization [14], [17], [22].
At present, the capacity of the quantized MIMO channel with channel state information at
the transmitter (CSIT) is generally unknown, except for the simple multiple-input single-output
(MISO) channel and some special cases, such as in the low or high SNR regime [5], [6], [11],
[16], [23]. Our previous work [11] shows that maximum ratio transmission (MRT) achieves
the capacity of quantized MISO channels. It was also suggested in [11] that channel-inverse
precoding (or called zero-forcing precoding), which eliminates the inter-stream interference be-
fore the low-resolution quantization, provides a substantial performance improvement compared
with the no-precoding case. CSIT, though, is required for both the maximum ratio transmission
and channel-inverse precoding. In multi-user systems, if CSIT is not accurate enough and thus
precoding is not well designed, the inter-user interference is a decoding challenge for receivers
with low-resolution ADCs [17]. Therefore, CSIT is preferred in quantized single and multi-user
MIMO channels.
Despite the potential gain from transmitter precoding, there is little work on limited feedback
with low-resolution ADCs, besides our initial results in [1], [2]. The results on limited feedback
with infinite-resolution ADCs, e.g., [24]–[26], cannot be directly extended to low-resolution
ADCs since codebook requirements and the achievable rate expressions are different. For ex-
ample, in MISO limited feedback beamforming with 1-bit ADCs, the optimum beamformer is
phase invariant, meaning that equivalent performance is achieved by v and vejθ. The optimum
beamformer, though, is the matched filter, and is not phase invariant. The reason is that phase
at the receiver is important for detecting QPSK signals using 1-bit ADCs. A key function of
CSIT is to align the phase of the received signals such that the real and imaginary parts are
3quantized independently. As a result, phase-invariant Grassmannian beamforming codebooks [24]
are no longer appropriate. The achievable rate for channels with low resolution ADCs is different
from those with infinite resolution ADCs. For example, at high SNR, the achievable rate of the
channel is limited by the ADC resolution. Based on our analyses, for the single-user channel,
more feedback bits are actually needed in the medium SNR regime, while in the low and high
SNR regimes, accurate CSIT is not needed to reduce the rate loss.
In this paper, we develop limited feedback methods for multiple-antenna systems with few-bit
ADCs. Our approach leverages recent work [7], [8], [13]–[15], [18], [19] that shows that it is
possible to estimate narrowband and broadband MIMO channels even with 1-bit ADCs at the
receiver. Given a perfect estimate of the channel, we propose limited feedback methods based on
the explicit and implicit approaches of dealing with the ADC quantization impairment for flat-
fading channels. Our work provides a path to making the assumption of CSIT in multiple-antenna
systems with few-bit ADCs more realistic.
We use two different analytical approaches for computing the achievable rate. The first
approach accounts for nonlinear ADC operation in the system optimization. The signal design at
the transmitter, and the ADC design (including the thresholds and reconstruction points) at the
receiver are specifically optimized. For example, the optimal input signaling is discrete, with at
most K + 1 points where K is the number of possible quantization outputs at the receiver [5],
[11]. This approach can provide the exact expressions of the system performance, for example,
the channel capacity, bit error rate, etc. This applies well for the case of 1-bit ADCs since the
optimal signaling is known to be QPSK, but not the case of multi-bit ADC where the optimal
signaling and ADC design is unknown, though lower bounds of the achievable rates can be
obtained [12], [16] by using the suboptimal QAM signaling and uniform quantization. Iterative
numerical method can be used to give a suboptimal solution but the optimality is not guaranteed
[5], [11]. Another implicit and approximate approach models the quantization as an additional
impairment to the system. In the second approach, the quantization process is linearized by
the MMSE estimator and the quantization noise is introduced to model the signal distortion.
With this option, the first and second order statistics of the signal and its quantized version
are preserved. Usually complex Gaussian signaling is assumed at the transmitters which is the
same as in conventional full-resolution systems. The quantization noise is also assumed to be
the worst-case Gaussian distributed to provide an lower bound of the system performance. The
lower bound is generally tight enough for multi-bit ADC in the low SNR regime [9], [10]. For
4these two approaches, we develop different limited feedback methods.
The contributions of this paper are summarized as follows.
1) We analyze single-user single-input single-output (SISO) and MISO channels with 1-bit
ADCs where the transmitter sends capacity-achieving QPSK symbols. Our proposed code-
book design for the MISO beamforming case separately quantizes the channel direction
and the residual phase to incorporate the phase sensitivity of QPSK symbols. Bounds of
the power and rate loss with respect to the number of feedback bits are derived.
2) We analyze single-user channels with multi-bit ADCs by assuming that the transmitter
adopts suboptimal complex Gaussian signaling. Since complex Gaussian signaling is circu-
larly symmetric, a single codebook quantizing the channel direction is enough. The rate and
power losses incurred by the finite rate feedback compared to perfect CSIT is also found.
3) We analyze limited feedback in multi-user systems where a multiple-antenna transmitter
sends signals to multiple single-antenna receivers with finite-bit ADCs. We derive achievable
rates with finite-bit ADCs and finite-rate CSI feedback. The performance loss compared to
the case with perfect CSI is then analyzed. The results show that the number of bits per
feedback should be increased linearly with the ADC resolution to restrict the rate loss.
The results on SISO and MISO channels were presented partly in [1], [2]. In this paper, we
extend the previous results and includes our new analyses for MIMO channel. Different from
the single receiver antenna case, in the MIMO channel there are multiple correlated received
signals. The low-resolution quantization will impact this correlation and brings challenges in the
rate analyses. We investigate this effect in our design of limited feedback method and transmitter
beamforming.
Organization: In Section II, the system model and ADC setup is shown. In Section III and
IV, the single-user and multi-user systems are investigated. Simulation results are provided in
Section V to verify our analyses. The paper is summarized in Section VI.
Notation: a is a scalar, a is a vector and A is a matrix. ∠x represents the phase of a complex
number x. Re(x) and Im(x) denote the real and imaginary part of x, respectively. tr(A), AT , A∗
and ||A||F represent the trace, transpose, conjugate transpose and Frobenius norm of a matrix
A, while diag {A} represents a diagonal matrix by keeping only the diagonal elements of A.
5TABLE I
THE OPTIMUM UNIFORM QUANTIZER FOR A GAUSSIAN ZERO-MEAN UNIT-VARIANCE SIGNAL [27]
Resolution b 1-bit 2-bit 3-bit 4-bit 5-bit 6-bit 7-bit 8-bit
NMSE ηb pi−2pi (≈ 0.3634) 0.1175 0.03454 0.009497 0.002499 0.0006642 0.0001660 0.00004151
Stepsize ∆b
√
8
pi
(≈1.5958) 0.9957 0.586 0.3352 0.1881 0.1041 0.0569 0.0308
10 log10 (1− ηb) 10 log10 2pi (≈-1.9613) -0.5429 -0.1527 -0.0414 -0.0109 -0.0029 -0.0007 -0.0002
log2
(
1
ηb
)
log2
pi
pi−2 (≈ 1.46) 3.09 4.86 6.72 8.64 10.56 12.56 14.56
II. SYSTEM MODEL
In this paper, we consider single-user MISO, MIMO and multiple-user MISO systems. The
transmitter is equipped with Nt antennas, while each receiver has Nr antennas with finite-
bit ADCs. There are 2Nr b-bit ADCs that separately quantize the real and imaginary part
of the received signal. We assume that uniform quantization is applied since it is easier for
implementation and achieves only slightly worse performance than the non-uniform case [27].
For a complex-valued scalar x, we say y = Q(x) if
y = sign (Re(x))
(
min
(⌈ |Re(x)|
∆Re
⌉
, 2b−1
)
− 1
2
)
∆Re
+ j sign (Im(x))
(
min
(⌈ |Im(x)|
∆Im
⌉
, 2b−1
)
− 1
2
)
∆Im. (1)
where ∆Re = ∆b (E [|Re(x)|2])
1
2 and ∆Im = ∆b (E [|Im(x)|2])
1
2 . The average power of the
received signal, i.e., E [|Re(x)|2] and E [|Im(x)|2], can be detected by the analog circuits before
the ADCs, for example, automatic gain control (AGC). For the special case of 1-bit quantization,
y = sign (Re(x))
√
2
pi
(
E
[|Re(x)|2]) 12 + j sign (Im(x))√ 2
pi
(
E
[|Im(x)|2]) 12 . (2)
For a circularly symmetric signal, which is considered in this paper, E [|Re(x)|2] = E [|Im(x)|2] =
1
2
E [|x|2] and therefore ∆Re = ∆Im. The quantization stepsize ∆b is chosen to minimized the
mean squared error for a unit-norm Gaussian input signal (see [27]). These values of ∆b are
given in Table I assuming the input signal has unit-power. The reconstruction points, as shown
in (1) are the middle points between two adjacent quantization thresholds. The normalized mean
squared error (NMSE), denoted as ηb ,
E[|Q(x)−x|2]
E[|x|2] is also listed.
Throughout this paper, we assume that the channel follows IID Rayleigh fading. The extension
to correlated channel model is an interesting topic for future work. We also assume the receiver
6Fig. 1. A MISO system with finite-bit quantization and limited feedback. At the receiver side, there are two b-bit ADCs. There
is also a low-rate feedback path from the receiver to the transmitter. Note that there is no limitation on the structure of the
transmitter.
has perfect channel state information. This is justified by prior work on channel estimation with
low resolution ADCs, for example [7], [8], [13], [14], [19]. Furthermore, the feedback is assumed
to be delay and error free, as is typical in limited feedback problems. Adding realism to the
feedback channel is an interesting topic for future work.
III. SINGLE-USER CHANNEL WITH FINITE-BIT ADCS AND LIMITED FEEDBACK
In this section, we consider a single-user MISO system with finite-bit quantization, as shown
in Fig. 1.
A. MISO Channel with Finite-Bit Quantization and Limited Feedback
Assuming perfect synchronization and a narrowband channel, the baseband received signal in
this MISO system is
y = h∗vs+ n, (3)
where h ∈ CNt×1 is the channel vector, v ∈ CNt×1(‖v‖ = 1) is the beamforming vector, s
is the Gaussian distributed symbol sent by the transmitter, y ∈ C is the received signal before
quantization, and n ∼ CN (0, σ2n) is the circularly symmetric complex Gaussian noise. The signal
variance is E[|s|2] = Pt.
The received signal after finite-bit quantization is
r = Q (y) = Q (h∗vs+ n) . (4)
71) Single-Bit Quantization: We first consider the SISO channel as a special case. Since Nt =
Nr = 1, the received signal is
r = sgn(y) = sgn(hx+ n). (5)
where sgn(y) provides the sign of the real and imaginary parts of y. We eliminate the amplitude
in (2) for simplicity as it does not affect the capacity analyses. Denote the phase of h as ∠h.
As shown in our previous work [11, Lemma 1], the capacity-achieving input is equally likely
rotated QPSK symbols,
Pr
[
x =
√
Pte
j( kpi2 +
pi
4
−∠h)
]
=
1
4
, for k = 0, 1, 2 and 3. (6)
The term −∠h in the transmitted signals is introduced to pre-cancel the phase rotation of the
channel such that the receiver will observe a regular QPSK signal.
If h is unknown at the transmitter, then only the phase needs to be quantized and fed back
to the transmitter. Since the QPSK constellation is unchanged for a 90-degree rotation, only
mod
(
∠h, pi
2
)
instead of ∠h needs to be fed back. Now assume B bits are used to uniformly
quantize the region [0, pi
2
]. Uniform quantization is reasonable since for most statistical channel
models the phase of the SISO channel is uniformly distributed. The codebook is then Ψ = {ψi =
ipi
2B+1
+ pi
2B+2
, 0 ≤ i ≤ 2B− 1}. For instance, Ψ = {pi
8
, 3pi
8
} if B = 1. The receiver sends the index
i of ψ̂ to the transmitter such that
ψ̂ = arg min
ψm∈Ψ
∣∣∣mod(∠h, pi
2
)
− ψm
∣∣∣ . (7)
Based on the feedback index i, the transmitter sends rotated QPSK signals with uniform prob-
abilities, i.e.,
Pr
[
x =
√
Pte
j( kpi2 +
pi
4
−ψ̂)
]
=
1
4
, for k = 0, 1, 2 and 3. (8)
The received signal after quantization is
r = sgn
(
|h|
√
Pte
j( kpi2 +
pi
4
−ψ̂+∠h) + n
)
. (9)
The channel has four possible inputs and four possible outputs. This is a discrete-input discrete-
output channel. Denote the achievable rate with b-bit ADC and B-bit feedback as R(b, B).
Throughout this paper, ‘b = ∞’ represents the case of full-precision ADCs, while ‘B = ∞’
represents the case of perfect CSIT. Therefore the achievable rate is
RSISO(1, B) = 2−Hb
(
Q
(√
2γ |h|2 sin2
(pi
4
− θ
)))
−Hb
(
Q
(√
2γ |h|2 cos2
(pi
4
− θ
)))
= 2−Hb
(
Q
(√
γ |h|2 (1− sin 2θ)
))
−Hb
(
Q
(√
γ |h|2 (1 + sin 2θ)
))
, (10)
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Fig. 2. The figure shows Hb (Q (√x)) and 1−Hb (Q (√x)) versus x. It is seen that Hb (Q (√x)) is a decreasing and convex
function of x.
where γ , Pt
σ2n
, θ , ψ̂ − mod (∠h, pi
2
)
is the quantization error, Hb(p) , −p log2 p − (1 −
p) log2(1 − p) is the binary entropy function, and Q(·) is the tail probability of the standard
normal distribution.
In Fig. 2, we plot the function Hb (Q (
√
x)). Since Hb (Q (
√
x)) is decreasing with x, it
follows that
RSISO(1, B) ≥ 2
(
1−Hb
(
Q
(√
γ |h|2 (1− sin 2 |θ|)
)))
. (11)
The channel capacity with perfect CSIT is [11, Lemma 1]
RSISO(1,∞) = 2
(
1−Hb
(
Q
(√
γ |h|2
)))
. (12)
Comparing (11) and (12), the power loss factor is 1
1−sin 2|θ| . We want to minimize the power
loss, or equivalently maximize the term 1−sin 2 |θ|. Since the quantization error θ ∈ [− pi
2B+2
, pi
2B+2
]
,
it follows that 1− sin 2 |θ| > 1− sin pi
2B+1
. When B = 1, 1 − sin 2|θ| ≥ 1 − 1√
2
, which means
9that there is at most 5.33 dB power loss. In addition, as θ is uniformly distributed, the average
power loss is
Eθ [1− sin 2|θ|] = 12pi
2B+2
∫ pi
2B+2
− pi
2B+2
(1− sin 2|θ|) dθ (13)
= 1− sin
2
(
pi
2B+2
)
pi
2B+2
(14)
(a)
> 1− pi
2B+2
(15)
> 1− 2−B, (16)
where (a) follows from sinx < x for 0 < x < pi
2
. Therefore, the average power loss is at most 3
dB with only one bit feedback1. In the simulation, we will show that with only one bit feedback,
the performance is close to that with perfect CSIT.
Similar to the MISO system with infinite-resolution ADCs, random vector quantization (RVQ),
which is amenable to analysis [25], [28], is assumed to quantize the direction of channel h. We
assume that B1 out of the total B bits are used to convey the channel direction information. The
codebook is W = {v0,v1, · · · ,v2B1−1} where each of the quantization vectors is independently
chosen from the isotropic distribution on the Grassmannian manifold G(Nt, 1) [24]. The receiver
sends back the index of v maximizing |h∗v|.
Besides the channel direction information, the remaining B2 = B−B1 bits are used to quan-
tized the phase of the equivalent channel, i.e., ∠ (h∗v) (denoted as residual phase afterwards).
The second codebook quantizing the residual phase is Ψ = {ψi = ipi2B+1 + pi2B+2 , 0 ≤ i ≤ 2B2−1}.
The receiver feeds back the index i of ψ̂ such that
ψ̂ = arg min
ψm
∣∣∣mod(∠ (h∗v) , pi
2
)
− ψm
∣∣∣ . (17)
The transmitter adopts matched filter beamforming and QPSK signaling based on the feedback
bits, i.e.,
Pr
[
x =
√
Ptve
j( kpi2 +
pi
4
−ψ̂)
]
=
1
4
, for k = 0, 1, 2 and 3. (18)
The received signal after quantization is
r = sgn
(√
Pth
∗vej(
kpi
2
+pi
4
−ψ̂) + n
)
. (19)
1A tighter bound is 2 dB by evaluating (14) with B = 1.
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Similar to the SISO case, this channel is also a discrete-input discrete-output channel. The
achievable rate is
RMISO(1, B) (20)
= 2−Hb
(
Q
(√
2γ|h∗v|2 sin2
(pi
4
− θ
)))
−Hb
(
Q
(√
2γ|h∗v|2 cos2
(pi
4
− θ
)))
(21)
= 2−Hb
(
Q
(√
γ‖h‖2 cos2 β (1− sin 2θ)
))
−Hb
(
Q
(√
γ‖h‖2 cos2 β (1 + sin 2θ)
))
,(22)
where θ , ψ̂ −mod (∠ (h∗v) , pi
2
)
and cos β , |h∗v|‖h‖ . A lower bound of the rate is
RMISO(1, B) ≥ 2
(
1−Hb
(
Q
(√
γ‖h‖2 cos2 β (1− sin 2|θ|)
)))
. (23)
The channel capacity with perfect CSIT, derived in [11], is
RMISO(1,∞) = 2
(
1−Hb
(
Q
(√
γ‖h‖2
)))
. (24)
Comparing (23) and (24), maximizing the term cos2 β (1− sin 2|θ|) will minimize the power
loss. Averaging over the codebook W and the residual phase θ, the power loss is
EW,θ
[
cos2 β (1− sin 2|θ|)] (25)
(a)
= EW
[
cos2 β
]
Eθ [1− sin 2|θ|] (26)
(b)
≥
(
1− 2− B1Nt−1
) (
1− 2−B2) (27)
where (a) follows by noting that |h∗v| and ∠ (h∗v) are independent for RVQ, (b) follows from
the facts EW [cos2 β] > 1 − 2−
B1
Nt−1 [25, Lemma 1] and Eθ [1− sin 2|θ|] > 1 − 2−B2 proved in
(16). From (27), it is seen that when B1 = Nt − 1 and B2 = 1, the average power loss is at
most 6 dB.
Another performance metric is rate loss, which may be more important than power loss. We
now analyze the rate loss caused by limited feedback. Note that the rate of the quantized system
saturates to 2 bps/Hz at high SNR, which is a difference from the unquantized systems. The
rate loss incurred by finite-rate feedback is
∆RMISO(1, B) = RMISO(1,∞)−RMISO(1, B) (28)
= Hb
(
Q
(√
γ‖h‖2 cos2 β (1− sin 2θ)
))
+Hb
(
Q
(√
γ‖h‖2 cos2 β (1 + sin 2θ)
))
−2Hb
(
Q
(√
γ‖h‖2
))
(29)
≤ 2−RfbMISO (30)
≤ 2Hb
(
Q
(√
γ‖h‖2 cos2 β (1− sin 2|θ|)
))
. (31)
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To ensure ∆RMISO(1, B) ≤ 2, it is required that
γ‖h‖2 cos2 β (1− sin 2|θ|) ≥ δ, (32)
where Hb
(
Q
(√
δ
))
= . Plugging in (27) and assuming E [‖h‖2] = Nt, we obtain(
1− 2− B1Nt−1
) (
1− 2−B2) ≥ δ
γNt
. (33)
In (33), we see that given fixed rate loss, the required number of feedback bits actually
decreases with the transmit signal power. This is in striking contrast with the unquantized MISO
systems.
In Fig. 2, it is shown that Hb
(
Q
(√
5
)) ≈ 0.1. Therefore, if the numbers of feedback bits
satisfy (
1− 2− B1Nt−1
) (
1− 2−B2) ≥ 5
γNt
, (34)
then the rate loss is less than 0.2 bps/Hz, or equivalently 90% of the upper bound (2 bps/Hz)
is achieved.
2) Multi-Bit Quantization: Different from the case of 1-bit quantization where capacity-
achieving QPSK signaling was adopted, we assume that Gaussian signaling is used at the
transmitter. Although Gaussian signaling is suboptimal, it is amenable for analyses and close to
optimal at low and medium SNR [9], [11].
By Bussgang’s theorem [9], [29], [30], the quantization output can be decoupled into two
uncorrelated parts, i.e.,
r = (1− ηb)y + nQ (35)
= (1− ηb)h∗vs+ (1− ηb)n+ nQ, (36)
where ηb =
E[|r−y|2]
E[|y|2] is the normalized mean squared error and nQ is the quantization noise
with variance σ2Q = ηb(1−ηb)E[|y|2] = ηb(1−ηb) (|h∗v|2Pt + σ2n). Therefore, the effective noise
nef , (1−ηb)n+nQ has variance ηb(1−ηb) (|h∗v|2Pt)+(1−ηb)σ2n. The values of ηb (1 ≤ b ≤ 8)
are listed in Table I. The resulting signal-to-quantization and noise ratio (SQNR) at the receiver
is
SQNR =
(1− ηb)2 Pt |h∗v|2
(1− ηb)2 σ2n + σ2Q
=
(1− ηb) γ |h∗v|2
ηbγ |h∗v|2 + 1
. (37)
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Assuming that the noise nQ follows the worst-case Gaussian distribution, the average achiev-
able rate with perfect CSIT and conjugate beamforming is
RMISO(b,∞) = Eh
[
log2
(
1 +
(1− ηb) γ ‖h‖2
ηbγ ‖h‖2 + 1
)]
(38)
(a)
≤ log2
(
1 +
(1− ηb) γE
[‖h‖2]
ηbγE
[‖h‖2]+ 1
)
(39)
(b)
= log2
(
1 +
(1− ηb) γNt
ηbγNt + 1
)
(40)
where (a) follows from the concavity of the function f(x) = log2
(
1 + ax
bx+c
)
(a > 0, b > 0, c >
0) when x > 0, (b) follows from the assumption of IID Rayleigh fading channel.
In the low and high SNR
(
γ
σ2n
)
regimes, the average achievable rate with perfect CSIT is
approximately,
RMISO(b,∞) ≈
 log2 (1 + (1− ηb) γNt) , when γ is small,log2 ( 1ηb) , when γ is large. (41)
It is seen that the high SNR rate is limited by the signal-to-quantization ratio (SQR) defined
as SQR , 1
ηb
. Since ηb ≈ pi
√
3
2
2−2b when b ≥ 3 [31], the achievable rate at high SNR is
RMISO(b,∞) ≈ 2b− log2
pi
√
3
2
(42)
≈ 2b− 1.44 bps/Hz. (43)
The values of log2
(
1
ηb
)
are also given in Table I.
Averaging over the RVQ codebooks, the achievable rate under limited feedback is
RMISO(b, B) = Eh,W
[
log2
(
1 +
(1− ηb) γ |h∗v|2
ηbγ |h∗v|2 + 1
)]
(44)
(a)≈ log2
1 + (1− ηb) γNt
(
1− 2Bβ
(
2B, Nt
Nt−1
))
ηbγNt
(
1− 2Bβ
(
2B, Nt
Nt−1
))
+ 1
 (45)
(b)
≥ log2
1 + (1− ηb) γNt
(
1− 2− BNt−1
)
ηbγNt
(
1− 2− BNt−1
)
+ 1
 (46)
where β(·, ·) is a beta function. The approximation (a) follows from E [‖h‖2] = Nt and
cos2 (∠ (h,v)) = 1−2Bβ
(
2B, Nt
Nt−1
)
[28], while (b) follows from the inequality 2Bβ
(
2B, Nt
Nt−1
)
≤
2
− B
Nt−1 [25].
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In the low and high SNR regimes, the average achievable rate with limited feedback is
RMISO(b, B) ≈
 log2
(
1 + (1− ηb) γNt
(
1− 2− BNt−1
))
, if γ is small,
log2
(
1
ηb
)
, if γ is large.
(47)
Comparing RMISO(b,∞) in (41) and RMISO(b, B) in (47), we find that at low SNR, the power
loss between RMISO(b,∞) and RMISO(b, B) is about 10 log10
(
1− 2− BNt−1
)
dB. The result is
similar to the case with infinite-bit ADCs [28], [32]. In contrast, at high SNR, both RMISO(b,∞)
and RMISO(b, B) approach the same upper bound and the rate loss due to limited feedback is
zero.
The achievable rate with infinite-bit ADC and perfect CSIT is known as RMISO(∞,∞) =
log2 (1 +Ntγ). We find that at low SNR, the power loss incurred by the finite-bit ADC is
10 log10 (1− ηb) dB while that by limited feedback is 10 log10
(
1− 2− BNt−1
)
dB.
B. MIMO Channel with Finite-Bit Quantization and Limited Feedback
In this section, we assume that single stream beamforming is used. For multi-stream transmis-
sion, zero-forcing precoding can be applied and the results are similar to the case of MU-MISO
channel, which is presented in Section IV. Assuming that the beamforming vector is v, the
received signal before quantization is
y = Hvs+ n. (48)
By Bussgang’s theorem [9], [29], the quantized signal can be divided into two uncorrelated parts,
r = Q (Hvs+ n) (49)
= (1− ηb)Hvs+ (1− ηb)n + nQ. (50)
where the covariance of nQ is CQQ = Crr− (1− ηb)2 Cyy = Crr− (1− ηb)2 (Hvv∗H∗ + σ2nI).
Therefore, assuming that nQ follows the worst-case Gaussian distribution, the achievable rate is
RMIMO(b) = log2
(
I + γ(1− ηb)2v∗H∗
(
Crr − (1− ηb)2 (Hvv∗H∗)
)−1
Hv
)
. (51)
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Denote ŷ , [Re (y)T , Im (y)T ]T and r̂ , [Re (r)T , Im (r)T ]T . As ŷ and r̂ are both zero-mean,
the covariance of rˆ can be written as
Cr̂r̂ = diag {Cr̂r̂}
1
2 Φr̂r̂diag {Cr̂r̂}
1
2 (52)
(a)
= (1− ηb) diag {Cŷŷ}
1
2 Φr̂r̂diag {Cŷŷ}
1
2 (53)
= (1− ηb) diag {Cŷŷ}
1
2 f (Φŷŷ) diag {Cŷŷ}
1
2 (54)
= (1− ηb) diag {Cŷŷ}
1
2 f
(
diag {Cŷŷ}−
1
2 Cŷŷdiag {Cŷŷ}−
1
2
)
diag {Cŷŷ}
1
2 (55)
where Φŷŷ is the correlation matrix of ŷ, (a) follows from the fact that diag {Cr̂r̂} = (1 −
ηb)diag {Cŷŷ}. Here, f : [−1, 1] → [−1, 1] denotes a function mapping from the correlation
coefficient of two Gaussian input signals to the correlation coefficient of two output signals, i.e.,
φQ(xm)Q(xn) = f (φxmxn) , (56)
where xm and xn are two Gaussian signals with correlation coefficient φxmxn . Note that in
(55), f(·) is applied to each element of the matrix independently. f(·) can be computed by the
following integration [33], [34]
f(φxmxn) =
∫
xm
∫
xn
Q(xm)Q(xn) Pr(xm, xn)dxndxm (57)
where Pr(xm, xn) = 1
2pi
√
1−φ2xmxn
exp
(
− 1
2(1−φ2xmxn )
(x2m + x
2
n − 2φxmxnxmxn)
)
is the probability
density function of two correlated Gaussian random variables. For a special case of 1-bit
quantization, f(φ) = 2
pi
arcsin(φ) [33]. Fig. 3 shows the values of f(·) for ADC resolution
1− 8 bits.
Denote yr = Re(y), yi = Im(y). If y is circularly symmetric (which is the case in this paper
since s is a zero-mean complex Gaussian signal with independent real and imaginary parts), we
have by circularly symmetry [35, Section 2.6] that
Cyryr = Cyiyi =
1
2
Re (Cyy) , (58)
Cyiyr = −Cyryi =
1
2
Im (Cyy) . (59)
Therefore, the covariance of ŷ is
Cŷŷ =
Cyryr Cyryi
Cyiyr Cyiyi
 (60)
=
 Cyryr Cyryi
−Cyryi Cyryr
 (61)
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As a result, the covariance of the rr = Re(r) (ri = Im(r)) is
Crrrr
= (1− ηb) diag {Cyryr}
1
2 f
(
diag {Cyryr}−
1
2 Cyryrdiag {Cyryr}−
1
2
)
diag {Cyryr}
1
2
=
1− ηb
2
diag {Re(Cyy)}
1
2 f
(
diag {Re(Cyy)}−
1
2 Re(Cyy)diag {Re(Cyy)}−
1
2
)
diag {Re(Cyy)}
1
2
(a)
=
1− ηb
2
diag {Cyy}
1
2 f
(
diag {Cyy}−
1
2 Re(Cyy)diag {Cyy}−
1
2
)
diag {Cyy}
1
2
= Criri
where (a) follows from that all the diagonal elements of Cyy are real numbers.
Similarly, the cross covariance of rr and ri is
Crirr
= (1− ηb) diag {Cyryr}
1
2 f
(
diag {Cyryr}−
1
2 Cyryidiag {Cyryr}−
1
2
)
diag {Cyryr}
1
2
=
1− ηb
2
diag {Re(Cyy)}
1
2 f
(
diag {Re(Cyy)}−
1
2 Im(Cyy)diag {Re(Cyy)}−
1
2
)
diag {Re(Cyy)}
1
2
=
1− ηb
2
diag {Cyy}
1
2 f
(
diag {Cyy}−
1
2 Im (Cyy) diag {Cyy}−
1
2
)
diag {Cyy}
1
2
= −Crrri .
As r is zero-mean and proper (i.e., Crrrr = Criri , Crirr = −Crrri), r is circularly symmetric
[35]. We conclude that for a Gaussian circularly symmetric signal, the quantized signal is still
circularly symmetric, although the quantization is done separately on the real and imaginary
parts of the input signal.
To sum up, the covariance of r is,
Crr
(a)
= Crrrr + Criri + j (Crirr −Crrri) (62)
= (1− ηb)diag {Cyy}
1
2
(
f
(
diag {Cyy}−
1
2 Re(Cyy)diag {Cyy}−
1
2
)
+ j f
(
diag {Cyy}−
1
2 Im (Cyy) diag {Cyy}−
1
2
))
diag {Cyy}
1
2 (63)
where (a) can be verified from the definition of covariance matrix.
For the special case of 1-bit quantization, we have that
Crr
(a)
= Crrrr + Criri + j (Crirr −Crrri) (64)
= (1− ηb)diag {Cyy}
1
2
(
2
pi
arcsin
(
diag {Cyy}−
1
2 Re(Cyy)diag {Cyy}−
1
2
)
+ j
2
pi
arcsin
(
diag {Cyy}−
1
2 Im (Cyy) diag {Cyy}−
1
2
))
diag {Cyy}
1
2 . (65)
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Fig. 3. This figure shows the impact of quantization on the correlation of signals. φ is the correlation coefficient of the input
signal while f(φ) is the correlation coefficient of the b-bit ADC quantization output. The curves (1− ηb)φ for b = 1, 2, . . . , 8
are also shown for comparison. If b = 1, it is seen the approximation is accurate when φ < 0.5. If b ≥ 2, the approximation is
quite accurate for the whole range of φ.
For the general multi-bit case, Crr can only be computed by integration and a simple closed-
form expression is unavailable. For simplicity, we adopt the approximation that f(φ) ≈ (1−ηb)φ
for 0 ≤ φ < 1. Fig. 3 compares the curves of (1−ηb)φ and f(φ). It is seen that the approximation
is quite accurate when φ < 0.5 when b = 1. Actually, the slope of f(φ1) = 2pi arcsin(φ) at φ = 0,
which is 2
pi
, is same as that of the approximation curve. As b increases, the approximation becomes
more accurate for large φ. By using the approximation f(φ) ≈ (1 − ηb)φ for the non-diagonal
elements and noticing that f(1) = 1 for the diagonal elements, the covariance matrix of the
quantization output is
Crr ≈ (1− ηb) (diag {Cyy}+ (1− ηb)nondiag {Cyy}) . (66)
which is same as that in [9, Equation (28)]. Therefore, CQQ ≈ ηb(1 − ηb)diag {Cyy} =
ηb (1− ηb) (PtHvv∗H∗ + σ2nI). By assuming the quantization noise follows the worst-case Gaus-
sian distribution, an achievable rate is
R˜MIMO(b,∞) ≈ log2
(
1 + γ(1− ηb)v∗H∗ (ηbγdiag {Hvv∗H∗}+ I)−1 Hv
)
. (67)
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Denote the i-th row of H as h∗i . The optimal choice of v should be
v = arg max
v: ‖v‖=1
v∗H∗
(
ηbPtdiag {Hvv∗H∗}+ σ2nI
)−1
Hv (68)
= arg max
v: ‖v‖=1
Nr∑
i=1
(1− ηb)γ|h∗iv|2
ηbγ|h∗iv|2 + 1
(69)
= arg max
v: ‖v‖=1
Nr∑
i=1
v∗Aiv
v∗Biv
(70)
where Ai = (1 − ηb)Pthih∗i and Bi = ηbPthih∗i + σ2nINr . The optimization is in the form of
maximizing a sum of generalized Rayleigh quotients. This problem is non-convex and finding
the global optima is in general difficult [36]. For the case with perfect CSIT, we assume that
the transmitter chooses the best beamforming in the set {W ,vmax}. If there is only finite-rate
feedback, the receiver computes the term
∑Nr
i=1
(1−ηb)γ|h∗i v|2
ηbγ|h∗i v|2+1 for each v in the codebook W and
feedbacks the index of the best one.
At low SNR, the quantization noise is dominated by AWGN, i.e., ‖ηbPtdiag {Hvv∗H∗} ‖F 
‖σ2nI‖F . As a result, the achievable rate is approximately to be
R˜MIMO(b,∞) ≈ log2 (1 + (1− ηb) γv∗H∗Hv) . (71)
Therefore, the optimal choice of the v is vmax. The receiver finds the vector of maximizing
‖Hv‖ and feeds back its index. Compared to the case without quantization, the SNR loss due
to finite-resolution ADC is 10 log10(1 − ηb) dB. In addition, the expected loss in SNR due to
quantization resulting from codebook W can be written as
EW
[
σ2max − arg max
v∈W
‖Hv‖2
]
. (72)
At high SNR, the achievable rate converges to
R˜MIMO(b,∞) ≈ log2
(
1 +
Nr∑
i=1
(1− ηb)γ|h∗iv|2
ηbγ|h∗iv|2 + 1
)
(73)
≈ log2
(
1 +
1− ηb
ηb
Nr
)
when γ is large, (74)
regardless of the choice of beamforming vector v. Therefore, there is no rate loss between the two
cases of perfect CSIT and finite-bit feedback. We also find that the rate increases logarithmically
with the number of receiver antennas.
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Fig. 4. A multi-user MISO system with finite-bit quantization and limited feedback. At each receiver, there are two b-bit ADCs.
There is also a low-rate feedback path from each receiver to the transmitter. Note that there is no limitation on the structure of
the transmitter.
IV. MULTI-USER MISO CHANNEL WITH FINITE-BIT ADCS AND LIMITED FEEDBACK
We now consider a multi-user MISO channel shown in Fig. 4 where a Nt-antenna transmitter
sends signals to K (1 < K ≤ Nt) single-antenna receivers. The quantization output at the k-th
receiver is
rk = Q
(√
Pt
K
K∑
i=1
h∗kvisi + nk
)
(75)
= (1− ηb)
√
Pt
K
h∗kvisi + (1− ηb)
√
Pt
K
K∑
i=1,i 6=k
h∗kvisi + (1− ηb)nk + nQ, (76)
where Pt
K
is the power allocated to each user, vi is the beamforming vector for user i, nk ∼
CN (0, σ2n) is the circularly symmetric complex Gaussian noise, and the quantization noise nQ has
variance ηb(1−ηb)
(
Pt
K
∑K
i=1,i 6=k |h∗kvi|2 + σ2n
)
. Therefore, the signal-to-interference, quantization
and noise ratio (SIQNR) at the k-th receiver is
SIQNRk =
(1− ηb) ρ |h∗kvi|2
ηbρ |h∗kvk|2 + ρ
∑K
i=1,i 6=k |h∗kvi|2 + 1
, (77)
where ρ , Pt
Kσ2n
= γ
K
.
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If there is perfect CSIT and the transmitter designs zero-forcing beamforming vZFi (1 ≤ i ≤ K)
such that h∗kv
ZF
i = 0 for k 6= i, the average rate per user is
RZFMISO(b,∞) = EH
[
log2
(
1 +
(1− ηb) ρ
∣∣h∗kvZFk ∣∣2
ηbρ |h∗kvZFk |2 + 1
)]
(78)
(a)
≤ log2
(
1 +
(1− ηb) ρ(Nt −K + 1)
ηbρ(Nt −K + 1) + 1
)
(79)
where EH
[∣∣h∗kvZFk ∣∣2] = EH [‖hk‖2]EH [|h˜∗kvZFk |2] = EH [‖hk‖2]EH [cos2∠(h˜k,vZFk )] =
Nt
Nt−K+1
Nt
= Nt −K + 1 where h˜k = h‖h‖ .
We assume that B bits are used to convey the channel direction information. A codebook
W =
{
ĥ(0), ĥ(1), · · · , ĥ(2B−1)
}
is shared by the transmitter and receiver. The receiver sends
back the index of the optimal codeword from the codebook. Then the transmitter performs
beamforming based on the feedback information. Similar to a system with infinite-resolution
ADCs, random vector quantization (RVQ) is also adopted to quantize the direction of channel
h.
In the case without perfect CSIT, each receiver feeds back B bits as the index of the quantized
channel ĥk, then the transmitter designs zero-forcing precoding based on ĥk (1 ≤ k ≤ K). The
average achievable rate is
RZFMISO (b, B) (80)
= EH,W
[
log2
(
1 +
(1− ηb) ρ |h∗kvk|2
ηbρ |h∗kvk|2 + ρ
∑K
i=1,i 6=k |h∗kvi|2 + 1
)]
(81)
≈ log2
(
1 +
(1− ηb) ρE
[|h∗kvk|2]
ηbρE
[|h∗kvk|2]+ ρ∑Ki=1,i 6=k E [|h∗kvi|2]+ 1
)
(82)
= log2
1 + (1− ηb) ρ (Nt −K + 1)
(
1− 2Bβ
(
2B, Nt
Nt−1
))
ηbρ (Nt −K + 1)
(
1− 2Bβ
(
2B, Nt
Nt−1
))
+ ρ (K − 1) Nt
Nt−12
Bβ
(
2B, Nt
Nt−1
)
+ 1

≥ log2
1 + (1− ηb) ρ (Nt −K + 1)
(
1− 2− BNt−1
)
ηbρ (Nt −K + 1)
(
1− 2− BNt−1
)
+ ρ (K − 1) Nt
Nt−12
− B
Nt−1 + 1
 (83)
In (81)-(83), we use the equality EH,W
[|h∗kvi|2] = EH [‖hk‖2]EH,W [∣∣∣h˜∗kvi∣∣∣2] = NtNt−12Bβ (2B, NtNt−1)
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[25] and the lower bound of EH,W
[|h∗kvk|2] as follows.
E
[|h∗kvk|2] ≥ E [∣∣∣h∗kĥk∣∣∣2]E [∣∣∣ĥ∗kvk∣∣∣2]
= E
[|hk|2]E [∣∣∣h˜∗kĥk∣∣∣2]E [∣∣∣ĥ∗kvk∣∣∣2] (84)
(a)
= Nt
(
1− 2Bβ
(
2B,
Nt
Nt − 1
))
Nt −K + 1
Nt
,
where (a) follows from the equalities E
[∣∣∣h˜∗kĥk∣∣∣2] = 1−2Bβ (2B, NtNt−1) [28] and E [∣∣∣ĥ∗kvk∣∣∣2] =
Nt−K+1
Nt
.
Therefore, the rate loss incurred by limited feedback is
∆RZFMISO(b) = R
ZF
MISO (b,∞)−RZFMISO (b, B) , (85)
and has an upper bound
∆R
ZF
MISO(b) = log2
(
1 +
(1− ηb) ρ(Nt −K + 1)
ηbρ(Nt −K + 1) + 1
)
− log2
1 + (1− ηb) ρ (Nt −K + 1)
(
1− 2− BNt−1
)
ηbρ (Nt −K + 1)
(
1− 2− BNt−1
)
+ ρ (K−1)Nt
Nt−1 2
− B
Nt−1 + 1
 . (86)
When the SNR
(
Pt
σ2n
= Kρ
)
is low, the performance loss is
∆R
ZF
MISO(b) ≈ log2 (1 + (1− ηb) ρ(Nt −K + 1))
− log2
(
1 + (1− ηb) ρ (Nt −K + 1)
(
1− 2− BNt−1
))
. (87)
It is found there is a power loss ≈ 10 log10
(
1− 2− BNt−1
)
dB which is similar to the single-user
case shown in Section III.
At high SNR, the rate loss is
∆R
ZF
MISO(b) ≈ log2
(
1 +
1− ηb
ηb
1
C1
C2
+ 1
)
(88)
where C1 , (Nt −K + 1)
(
1− 2− BNt−1
)
and C2 , (K−1)NtNt−1 2
− B
Nt−1 . To guarantee that the
rate loss is less than D, the number of feedback bits B should be large enough such that
1−ηb
ηb
1
C1/C2+1
< 2D − 1.
When b ≥ 3, 1− ηb ≈ 0 as shown in Table I. If B  Nt − 1,
C1
C2
+ 1 ≈ (Nt −K + 1)(Nt − 1)
Nt(K − 1) 2
B
Nt−1 . (89)
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Fig. 5. The rate of a SISO system with CSIT, no CSIT and limited feedback when the ADC resolution is 1-bit.
In this case, to keep the rate loss constant, we want the following term
1
ηb2
B
Nt−1
≈ 2
pi
√
3
22b2
− B
Nt−1 =
2
pi
√
3
2
2
(
b− B
2(Nt−1)
)
(90)
to be less than a constant. Therefore, if the ADC resolution b increase 1 bit, the number of
feedback bits B should increase by 2(Nt − 1).
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed limited feedback methods for
different configurations. We compute the achievable rate for each channel realization then aver-
aged over 1000 channel realizations assuming Rayleigh fading, i.e., elements of h and H follow
IID Gaussian distribution CN (0, 1). In the figures, SNR(dB) , 10 log10 Ptσ2n .
In Fig. 5, we compare the capacities of 1-bit quantized SISO channel with perfect CSIT,
limited feedback and no CSIT. As shown in the figure, the rate with two bits feedback is almost
same as that with perfect CSIT. In addition, even with a single bit of feedback, the power loss
is very small, i.e., less than 1 dB. Without CSIT, the rate loss is much larger, especially at high
SNR. Taking into account both the feedback overhead and the rate loss, it is reasonable to set
B = 1 in practice.
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Figs. 6 - 7 show the performance of the proposed limited feedback scheme in 1-bit quantized
MISO channel. In Fig. 6(a), we plot the capacities of MISO with four antennas and four bits
feedback. Five different allocations of the feedback bits are compared. It is found that the case
‘B1 = 3, B2 = 1’ has the best performance with power loss around 3 dB, which is consistent
with our analysis in (27) which states the power loss is upper bounded by 6 dB. In Fig. 6(b),
we show another example with 16 antennas and 16 bits feedback. It is shown that the case
‘B1 = 15, B2 = 1’ is the best one. We therefore conclude that more bits should be assigned
to feed back the channel direction information. If there is no bit to feed back the residual
phase information, i.e., ‘B1 = Nt, B2 = 0’, the achievable rate is much lower than that of
‘B1 = Nt − 1, B2 = 1’ in the medium and high SNR regimes. This implies that the phase
information is important at the medium and high SNR regimes and at least one bit should be
assigned to feed back this information.
In Fig. 7, we show the rate loss for different values of B1 and B2. As expected, the rate loss
decreases as B1 and B2 increase. We also find that at high SNR, the rate losses incurred by
limited feedback converge to zero. For instance, when the transmitter power is larger than 11
dB, even with B1 = B2 = 1, the rate loss is less than 0.2 bps/Hz, which implies that the rate
with only two bit feedback achieves 90% of the rate with perfect CSIT. The result verifies our
analysis in (34). Note that the rate loss at low SNR is also small since the channel capacity is
small.
In Fig. 8, we show the average achievable rates with perfect CSIT and limited feedback in
a single-user MISO channel. First, the rate with perfect CSIT converges to log2
(
1
ηb
)
, which
is 1.46, 3.09, 4.86, 6.72 bps/Hz when b = 1, 2, 3, 4. Note that these values are less than the
theoretical upper bound 2b bps/Hz because Gaussian signaling is suboptimal. Second, at high
SNR (for instance, 10 dB when b = 1, 20 dB when b = 4), there is almost no rate loss
between the perfect CSIT and limited feedback cases since the quantization noise dominates
the AWGN noise in this regime. Third, in the low SNR regime (< 0 dB), we see there is a
constant horizontal distance between each pair of solid curve and dashed curve which implies
that there is a constant power loss incurred by limited feedback. This is because the AWGN
noise dominates the performance and the results from previous work assuming infinite-bit ADCs
[28], [32] then apply. Fig. 9 shows the achievable rate of a single-user MISO with 2-bit ADCs
for different number of feedback bits. As B increases from 2 to 16, we see that the SNR loss
decrease from around 10 dB to 3 dB in the medium SNR regime. These numbers are close to
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10 log10
(
1− 2− BNt−1
)
dB given in our analyses.
Fig. 10 shows the achievable rate of a MIMO with perfect CSIT and limited feedback. First,
the lower bound in (51) and the approximate lower bound in (67) are compared. It is seen that
when the SNR is less than 0 dB, the approximate is quite accurate. Second, at high SNR (20 dB),
the two bounds both saturate and there is no loss due to limited feedback. Fig. 11 presents the
achievable rate of a MIMO channel with 2-bit ADCs for different number of receive antennas.
First, the rate loss is not significant at high SNR which is consistent with our analyses. Second,
we find that the rate saturates to log2
(
1 + 1−ηb
ηb
Nr
)
≈ log2 (1 + 7.51Nr) bps/Hz, which is 3.09,
4.96 and 6.92 bps/Hz when Nr = 1, 4, 16.
In Fig. 12, we show the achievable rates in a multi-user MISO channel. The number feedback
bits is chosen as B = 2(Nt− 1)b− 12 = 6b− 12. First, apart from the single-user case, there is
a gap at high SNR between the case of perfect CSIT and limited feedback due to the inter-user
interference. Second, the gaps between each pair of curves are all around 1.7 bps/Hz, which
verifies our analytical result in (90) stating that B should increase 2(Nt − 1) bits if b increases
one bit. Third, at low SNR (< 0 dB), the power loss is small for three cases, which validates our
results in (87) saying that the power loss is 10 log10
(
1− 2− BNt−1
)
dB, which is around −1.25
dB when B = 6, −0.28 dB when B = 12, and −0.07 dB when B = 18.
VI. CONCLUSIONS
In this paper, we developed and analyzed limited feedback methods in multiple-antenna system
with few-bit ADCs. First, we proposed an approach for limited feedback in SISO and MISO
channels with 1-bit ADCs. For the SISO channel, only the phase of the channel is quantized
while in the MISO channel, the channel direction and residual phase are both quantized and fed
back to the transmitter. This design, however, cannot be extended to the channel with more than
1-bit ADCs because the optimal signaling in this case is unknown. Therefore, by assuming the
transmitted signal has a Gaussian distribution and the quantization noise is worst-case Gaussian
distributed, a lower bound of the capacity was derived. The receiver only feedbacks the channel
direction and the limited feedback loss was analyzed.
Second, we evaluated the achievable rate in single-user MIMO channel with limited feedback.
We provided a method to compute the covariance matrix of the quantization output signal if
the input signal is circularly symmetric. Then a heuristic feedback method, where the leading
eigenvector was quantized, was proposed. Last, we analyzed the achievable rate in multi-user
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MISO systems with multi-bit ADC and limited feedback. The results are similar to those with
infinite-bit ADC at low SNR except for an additional power loss 10 log10 (1− ηb) dB incurred
by low resolution ADCs. At high SNR, however, the quantization noise dominates and therefore
the results are very different from the case with infinite-bit ADCs.
We obtained several design guidelines based on our analyses and simulation results. The first
insight is that the rate loss is most severe in the medium SNR regime and more feedback bits are
needed in that regime. The second insight is that for the multi-user MISO channel, the number
of feedback bits should increase linearly with ADC resolution to limit the rate loss based on the
scaling law derived in this paper.
There are several potential directions for future work. Our numerical results were based on
the IID Gaussian channel with small numbers of antennas. In mmWave systems - a promising
application of 1-bit ADCs - the channels will likely be correlated depending on the number of
scattering clusters and the angle spread. It would be interesting to develop techniques that also
work for large correlated channels. It is also interesting to extend our result from the narrowband
channel to the broadband channel. Another possible direction is to combine the two separate
stages, channel estimation and limited feedback, together. In this case, the feedback bits are
decided directly by the ADC outputs instead of the estimated CSI at the receiver.
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Fig. 6. The achievable rate of a MISO system with CSIT, no CSIT and limited feedback when the ADC resolution is 1-bit.
Two different cases, Nt = 4 and Nt = 16 are shown. The total number of feed back bits, i.e., B = B1 + B2, is equal to Nt.
The best way to assigning the feed back bits is ‘B1 = Nt − 1, B2 = 1’.
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Fig. 7. The rate loss ∆RMISO(1, B) incurred by finite-rate feedback in a single-user MISO system when Nt = 4 and the ADC
resolution is 1-bit. The rate loss is most severe at medium SNR.
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Fig. 8. The achievable rates of a single-user MISO system with CSIT and limited feedback when Nt = 16 and B = 8. The
ADC resolution increases from 1-bit to 4-bit.
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Fig. 9. The achievable rate of a single-user MISO system with CSIT, no CSIT and limited feedback when Nt = 16 and the
ADC resolution is 2-bit. The curves corresponding to B = 0 (No CSIT), B = 2, B = 4, B = 8, B = 16, B = ∞ (Perfect
CSIT) are plotted.
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Fig. 10. The achievable rate of a single-user MIMO system with CSIT and limited feedback when Nt = 16, Nr = 4, b = 2
and B = 4. The lower bound R˜MIMO (51) and approximate lower bound RMIMO (67) are plotted for comparison. They are
close at low and medium SNR but have a gap at high SNR.
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Fig. 11. The achievable rate of a single-user MIMO system with CSIT and limited feedback when Nt = 16, b = 2 and B = 4.
Three cases where receiver has single antenna, four antennas and 16 antennas are shown.
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Fig. 12. The achievable rate of a multi-user MISO system with perfect CSIT and limited feedback when Nt = 4 and K = 2.
When there is perfect CSIT, the figure shows three cases where b = 3, 4, 5. When there is limited feedback, the figure shows
three cases where ‘b = 3, B = 6’, ‘b = 4, B = 12’ and ‘b = 5, B = 18’ satisfying B = 6b− 12.
