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Abstract
We give sufficient conditions for quasiconformal mappings between simply connected Lips-
chitz domains to have Ho¨lder, Sobolev and Triebel-Lizorkin regularity in terms of the regularity
of the boundary of the domains and the regularity of the Beltrami coefficients of the mappings.
The results can be understood as a counterpart for the Kellogg-Warchawski Theorem in the
context of quasiconformal mappings.
1 Introduction
Given domains Ω0,Ω1 Ă C and µ P L8pCq with }µ}L8 ă 1 and supppµq Ă Ω0, we say that
g : Ω0 Ñ Ω1 is a µ-quasiconformal mapping from Ω0 to Ω1 if it is a homeomorphism between both
domains, it is orientation-preserving, g PW 1,2loc pΩ0q and g satisfies the Beltrami equation
B¯g “ µ Bg almost everywhere. (1.1)
We say that µ is the Beltrami coefficient of g.
If f P W 1,2loc pCq satisfies (1.1) in C with fpzq ´ z “ Op1{zq, then we say that f is the µ-
quasiconformal principal mapping. The so-called measurable Riemann mapping theorem (see
[AIM09], for instance) grants the existence and uniqueness of the µ-quasiconformal principal map-
ping. Moreover, every principal mapping is a homeomorphism of the complex plane.
Consider the Sobolev space W s,ppΩq of functions that are in Lp along with all their weak
derivatives of order smaller or equal than s P N. Then we can consider the space of traces
F
s´ 1p
p,p pBΩq to be the quotient space W s,ppΩq{W s,p0 pΩq.
Theorem 1.1. Let s P N and p ą 2, let Ω be a simply connected, bounded F s`1´
1
p
p,p -domain
and let g : Ω Ñ Ω be a µ-quasiconformal mapping, with supppµq Ă Ω and µ P W s,ppΩq. Then
g PW s`1,ppΩq.
The reader will find the precise definitions in Sections 2 and 3. This theorem also holds for
homeomorphisms between two different simply connected, bounded F
s`1´ 1p
p,p -domains, see Theorem
3.5.
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Figure 1.1: Stoilow decomposition and associated Riemann mappings. Here we assume g : Ω1 Ñ
Ω3.
We show Theorem 1.1 in Section 3. The idea is to use Stoilow factorization: every µ-quasiconfor-
mal mapping g : Ω Ñ Ω can be written as h˝f where f is the µ-quasiconformal principal mapping
and h : fpΩq Ñ Ω is conformal (see Figure 1.1). Now, the first step is to show a particular case
of the theorem for f instead of g, which was done in [Pra15b]. Then it remains to show the same
for h. To do so first we need to understand the nature of fpΩq. Heuristically speaking, the unit
normal vector νΩ to the boundary of Ω and the unit normal vector νfpΩq to the boundary of fpΩq
are related by the formula νfpΩq « Df |BΩνΩ modulo a scalar normalization, where we consider
the exterior trace of Df . The algebra structure of the spaces under consideration suggests that
Df P F s´
1
p
p,p pBΩq and νΩ P F s´
1
p
p,p pBΩq should imply that νfpΩq has the same regularity and, thus,
fpΩq should be a F s`1´
1
p
p,p -domain as well. Once we establish that, we will have reduced the theorem
to the case µ ” 0, which can be solved using Riemann mappings.
At the end of the day, what we use along that scheme are some well-known properties of the
spaces (see Lemmas 3.1 and 3.2 below) and the following conditions:
1. Trace condition: If Ω is a bounded F
s`1´ 1p
p,p -domain and f P W s`1,ppΩq, then f |BΩ P
F
s`1´ 1p
p,p pBΩq (the spaces are defined by intrinsec norms, see Section 3.1).
2. Riemann mapping condition: If Ω is a simply connected, bounded F
s`1´ 1p
p,p -domain, then
any Riemann mapping ϕ : DÑ Ω satisfies that ϕ PW s`1,ppDq.
3. Principal solution condition: If Ω is a bounded F
s`1´ 1p
p,p -domain, and µ P W s,ppΩq with
}µ}L8 ă 1 and supppµq Ă Ω, then the principal solution is in W s`1,ppΩq and it is bi-Lipschitz.
For the trace condition we need to check that the definitions we use agree with the well-known
results in the literature, see Section 3.4. The principal solution condition is given in [Pra15b, The-
orem 1.1] and [MOV09, Main Theorem]. Thus, we need to show the Riemann mapping condition,
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proven in Section 3.3 using the Pommerenke approach of the Kellogg-Warchawski Theorem (see
[Pom92, Theorems 3.5, 3.6]).
Let us see how this is done. Consider a conformal map ϕ from the unit disk D to a simply
connected bounded domain Ω. According to the Kellogg-Warchawski theorem, if the boundary of
Ω is a Dini-smooth Jordan curve, that is, there exists a parameterization w mapping T :“ BD to
BΩ such that ż 1
0
˜
sup
|x´y|ăt
|w1pxq ´ w1pyq|
¸
dt
t
ă 8,
then ϕ1 has a continuous extension to D¯, and ϕ1 has modulus of continuity given by that of w1, and
this result extends as well to the Ho¨lder-continuity of the higher order derivatives of the boundary
parameterizations and the Riemann mapping as well, where the moduli of continuity coincide.
The Kellogg-Warchawski Theorem has a natural counterpart for Sobolev spaces (there is a
natural counterpart as well for Triebel-Lizorkin spaces which can be found at the end of Section
5).
Theorem 1.2. Let s P N and p ą 2. If Ω is a simply connected, bounded F s`1´
1
p
p,p -domain, then
any Riemann mapping ϕ : DÑ Ω is bi-Lipschitz and ϕ PW s`1,ppDq.
Theorem 1.1 explains up to which extent Theorem 1.2 depends on the conformal nature of the
mappings and the smoothness of the domain under consideration: in the framework of quasicon-
formal mappings, that is, replacing the condition B¯ϕ “ 0 which encodes the holomorphic behavior
and conservation of angles for the more general condition |B¯f | ď κ|Bf | with κ ă 1, which gives
uniform bounds for the angle distortion of the homeomorphic mappings under consideration, we
obtain that the Kellog-Warchawski theorem stays true if the Beltrami coefficient is in the right
function space.
Theorem 1.1 above has natural counterparts in the context of Ho¨lder-continuous functions and
“supercritical” Triebel-Lizorkin functions, at least for fractional smoothness parameters between
0 and 1:
Theorem 1.3. Let 0 ă s ă 1, let Ω be a simply connected, bounded Cs`1-domain and let g : Ω Ñ Ω
be a µ-quasiconformal mapping, with supppµq Ă Ω and µ P CspΩq. Then g P Cs`1pΩq.
Theorem 1.4. Let 0 ă s ă 1, sp ą 2 and 1 ă q ă 8, let Ω be a simply connected, bounded
F
s`1´ 1p
p,p -domain and let g : Ω Ñ Ω be a µ-quasiconformal mapping, with supppµq Ă Ω and µ P
F sp,qpΩq. Then g P F s`1p,q pΩq.
Both theorems above follow the sketch of the Sobolev setting, so we do not repeat the outline of
the proof for this settings. The authors are convinced that the proof in Section 3 in the framework
of Sobolev spaces is the one that reflects in a more transparent way the nuances of the problem, so
in the remaining cases, we just proof the three properties listed above. In these cases, the reader
may use the following dictionaries:
Sobolev context Ho¨lder context Triebel-Lizorkin context
W s,ppCq CspCq F sp,qpCq
W s`1,ppCq Cs`1pCq F s`1p,q pCq
F
s`1´ 1p
p,p pRq Cs`1pRq F s`1´
1
p
p,p pRq
We prove Theorem 1.3 (that is, Theorem 1.1 in the Ho¨lder context) in Section 4. In that case,
the principal mapping condition can be found in [CF12], and the trace condition is well-known and
rather trivial. The Riemann mapping condition is the Kellog-Warchawski Theorem itself.
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Finally, Section 5 is devoted to study the case of Triebel-Lizorkin spaces. In this setting we
obtain great improvements. As in the Sobolev context, the trace condition follows from well-known
results from the literature via routine computations that we provide for the sake of completeness.
The Riemann mapping condition needs again a careful look at Pommerenke’s text, which we do in
Section 5.3. The main interest in this part comes from showing the principal mapping condition,
which was not in the literature up to now, as far as the authors know, and is summarized in the
following theorem, and proven in Section 6.
Theorem 1.5. Let 0 ă s ă 1, let 2 ă sp ă 8 (see Figure 1.2), let 1 ă q ă 8, let Ω be a bounded
F
s`1´1{p
p,p -domain and let µ P F sp,qpΩq with }µ}L8 ă 1 and supppµq Ă Ω. Then, the principal
solution f to (1.1) is in the space F s`1p,q pΩq.
The proof follows the scheme of Iwaniec for VMO Beltrami coefficients and adapted by Cruz,
Mateu and Orobitg for the domain-restricted setting. The key idea is to reduce it to three steps
using a Fredholm theory argument. First, one needs to show that the Beurling transform (see (2.6)
for its definition) restricted to Ω, that is BΩ “ χΩBpχΩ¨q is bounded in F sp,qpΩq assuming the Besov
regularity in the boundary, which we can find in [CT12] (for cases q P t2, pu). Even more, we need
subexponential quantitative bounds for the iterates of the Beurling transform, which we obtain
in Theorem 6.10 (in the present case the growth will be polynomial on the number of iterations).
Next we need to show the compactness of the commutator rµ,BΩs, which was studied in [CMO13]
already for more regular domains, but the adaptation to our context is straight-forward, see Lemma
6.12.
The third step is to check the compactness of the Beurling reflection R :“ χΩB pχΩcBpχΩ ¨qq.
In Proposition 6.14 we show that not only R is compact in F sp,qpΩq, but it is in fact smoothing in
the following sense:
}Rf} 9F sp,qpΩq Àh }f}ChpΩq
for every h ą 0. To verify that this embedding holds we make use of several techniques, which
include the approximation of the boundary of the domain by straight lines as Cruz and Tolsa
introduced in [CT12] which allow us to swap the transform of the characteristic function of the
domain at a given point by a sum of beta coefficients introduced by Dorronsoro in [Dor85]. We
also use a recent expression of the kernel of the reflection obtained in [Pra15b] (see Section 6.5)
and the techniques on chains of Whitney cubes introduced in [PT15, PS17].
The quest to understand the regularity of quasiconformal mappings has a long history. The
first natural question is to what spaces does the principal solution f belong. Iwaniec showed
in [Iwa92] that if the coefficient lays in VMO, that is, in the closure of C8 in BMO, then the
gradient’s integrability is in Lp for every 1 ă p ă 8, using the expression B¯f “ pI ´ µBq´1pµq.
The break-through in this quest, however, was obtained by the first author in [Ast94], in which the
dependence of the integrability of the gradient with respect to }µ}8 was described with no need
of any assumption in the regularity of µ, see [AIS01] for the sharpness and the range of exponents
p such that I ´ µB is invertible in Lp. For a result on Ho¨lder regularity see [AIM09, Chapter 15],
and for Besov and Triebel-Lizorkin regularity, see [CFM`09, CFR10, CMO13, BCO17, Pra18].
Regarding the study of Beltrami coefficients supported on domains, an extra ingredient is
necessary for the principal solution to inherit the regularity of the Beltrami coefficient, that is,
the domain must have a certain degree of smoothness. The first result in this field was given in
[MOV09], where they showed that the Cs Ho¨lder regularity of the Beltrami coefficient is inherited
by the derivatives of the principal solution to (1.1) as long as C1`s`ε-domains are considered with
0 ă s ă s ` ε ă 1, and later in [CMO13] it was shown that something can be said about the
Sobolev and Besov regularity as well for these domains. Namely, when 0 ă s ă 1 and 2 ă ps ă 8,
if Ω is a C1`s`ε-domain, }µ}L8 ă 1 and supppµq Ă Ω, then
µ P F sp,ppΩq ùñ f P F s`1p,p pΩq, (1.2)
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and the same happens in the scale F sp,2. Note that for any interval I,
Cs`1`εpIq Ă Cs`1´ 1p pIq Ă F s`1´
1
p
p,p pIq Ă Cs`1´ 2p pIq,
(we used the embeddings in [Tri83, Section 2.7] for the last step) that is, the condition in Theorem
1.5 is strictly weaker than the condition in [CMO13], and it seems sharp according to [Tol13].
Finally, the last result in this setting can be found in [Pra15b], which studies the case of integer
values for s. The author showed that the parameterizations of the boundary of the domain being
in F
s`1´ 1p
p,p is a sufficient condition for (1.2) to hold, that is, the author showed Theorem 1.5 in the
setting s P N, and q “ 2. We devote the appendix to checking that the boundary conditions in
different papers agree.
Theorem 1.5 is an important step towards the proof of a conjecture raised in the thesis of the
second author (see [Pra15a, Conclusions]). For s P R, we write s “ ns ` tsu, with ns P Z and
0 ă tsu ď 1. Note that ns is strictly smaller than s, in particular, it is its integer part when s R Z,
but it is s´ 1 when s is integer. We recall the reader that W s,p “ F sp,2 for s P N.
Conjecture 1.6. Let s P R, let Ω be a bounded F s`1´1{pp,p -domain for some 2 ă ptsu ă 8 (see
Figure 1.2) and let µ P F sp,2pΩq with }µ}L8 ă 1 and supppµq Ă Ω. Then, the principal solution f
to (1.1) is in the space F s`1p,2 pΩq.
By the Sobolev embedding (combine [Tri83, Section 2.7] with appropriate extension theorems),
this restriction in the indices coincides with the case where f P F sp,2pΩq and all its weak derivatives
up to order ns are continuous, and therefore, ordinary derivatives. Regarding the regularity of the
boundary, the parameterizations under scope will satisfy exactly the same.
Figure 1.2: Conjectures on the indices where Theorem 1.5 holds.
The case s P N was proven in [Pra15b, Theorem 1.1]. In this paper we combine the techniques
exposed in [CT12], [CMO13], [Pra15b] and [PS17] to settle the case 0 ă s ă 1. Of course, we
expect Theorem 1.4 to be true in the same range of the previous conjecture.
2 Preliminaries
Throughout this paper we will write C for constants which may change from one occurrence to the
next. If we want to make clear in which parameters C depends, we will add them as a subindex.
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In the same spirit, when comparing two quantities x1 and x2, we may write x1 À x2 instead of
x1 ď Cx2, and x1 Àp1,...,pj x2 for x1 ď Cp1,...,pjx2, meaning that the constant depends on all these
parameters.
Given 1 ď p ď 8 we write p1 for its Ho¨lder conjugate, that is 1p ` 1p1 “ 1.
Given two sets A and B, their symmetric difference is A∆B :“ pAYBqzpAXBq and their long
distance is
DpA,Bq :“ diampAq ` diampBq ` distpA,Bq.
Given x P Rd and r ą 0, we write Bpx, rq or Brpxq for the open ball centered at x with radius
r and Qpx, rq for the open cube centered at x with sides parallel to the axis and side-length 2r.
Given any cube Q, we write `pQq for its side-length, and rQ will stand for the cube with the same
center but enlarged by a factor r. We will use the same notation for balls and one dimensional
cubes, that is, intervals.
A domain is an open and connected subset of Rd different from H. We say that it is simply
connected if its complement is connected.
Definition 2.1. Let δ,R ą 0, d ě 2. We say that a domain Ω Ă Rd is a pδ,Rq-Lipschitz domain
(or just a Lipschitz domain when the constants are not important) if for every point z P BΩ, there
exists a cube Q “ Qp0, Rq and a Lipschitz function Az : Rd´1 Ñ R supported in r´4R, 4Rsd´1
such that }A1z}L8 ď δ and, possibly after a translation that sends z to the origin and a rotation,
we have that
QX Ω “ tpx, yq P Q : y ą Azpxqu.
We call such a cube window.
If d “ 1 we say that Ω Ă R is a Lipschitz domain if Ω is an open interval.
Definition 2.2. Given a domain Ω, we say that a collection of open dyadic cubes W is a Whitney
covering of Ω if the cubes are disjoint, Ω “ ŤQPW Q, there exists a constant CW such that
CW`pQq ď distpQ, BΩq ď 4CW`pQq,
and the family t50QuQPW has a finite superposition property. Moreover, we will assume that
S Ă 5Q ùñ `pSq ě 1
2
`pQq.
The existence of such a covering is granted for any open set different from Rd and in particular
for any domain as long as CW is big enough (see [Ste70, Chapter 1] for instance) and may be
increased if needed for our purposes by dividing each cube into its dyadic sons, for instance.
The following lemma is true for every Whitney covering.
Lemma 2.3 (See [PT15, Lemma 3.11]). Let d ě 2. Assume that r ą 0. If η ą 0, for every Q PW
we have ÿ
SPW
`pSqd
DpQ,Sqd`η À
1
`pQqη , (2.1)
and ÿ
S:DpQ,Sqăr
`pSqd
DpQ,Sqd´η À r
η. (2.2)
Definition 2.4. If Ω is a Lipschitz domain, for every Q,S PW, we can find a chain rQ,Ss, that
is, a sequence of cubes pQ1, ¨ ¨ ¨ , QN q with Q1 “ Q, QN “ S, and a central cube QS :“ Qj0 for
j0 ď N such that the following holds:
If j ď j0, then `pQjq « DpQ,Qjq, while `pQjq « DpQj , Sq otherwise, (2.3)
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and
Nÿ
j“1
`pQjq À DpQ,Sq « `pQSq. (2.4)
The constants involved depend on the Whitney constants and the Lipschitz character of the
domain. The interested reader may find more information in [PT15, Section 3]. In that paper one
shows that the number of cubes in a chain of a given side-length is uniformly bounded, that is
#tP P rQ,Ss : `pP q “ `0u ă C. (2.5)
More generally, a uniform domain is a domain having a Whitney covering such that for every
pair of cubes there exists a chain satisfying (2.3) and (2.4). Moreover, as a consequence it also
satisfies (2.5) (see [PS17]).
When dealing with line integrals in the complex plane, we will write dz for the form dx` i dy
and analogously dz¯ “ dx´ i dy, where z “ x` i y. When integrating a function with respect to the
Lebesgue measure of a complex variable z we will always use dmpzq to avoid confusion, or simply
dm.
For any measurable set A and any measurable function f , fA “
ffl
A
f dm is the mean of f in A.
The natural numbers are denoted by N if 0 is not included, and N0 “ NY t0u. The multiindex
notation for exponents and derivatives will be used: for α P Z2 its modulus is |α| “ |α1| ` |α2| and
its factorial is α! “ pα1!qpα2!q. Given two multiindices α, γ P Z2 we write α ď γ if αi ď γi for
every i. We say α ă γ if, in addition, α ‰ γ. For z P C and α P Z2 we write zα :“ zα1 z¯α2 .
We adopt the traditional Wirtinger notation for derivatives, that is, given any φ P C8c pCq, then
Bφpzq :“ BφBz pzq “
1
2
pBxφ´ i Byφqpzq,
and
B¯φpzq :“ BφBz¯ pzq “
1
2
pBxφ` i Byφqpzq.
Given any φ P C8c (infintitely many times differentiable with compact support in C) and α P N20 we
write Dαφ “ Bα1φ B¯α2φ. This notion extends naturally to the tempered distributions (see [Gra08,
Chapter 2]).
The principal solution to (1.1) can be found using the Beurling transform
Bϕpzq “ lim
εÑ0
1
pi
ż
|w´z|ąε
ϕpwq
pz ´ wq2 dmpwq (2.6)
for every ϕ P S. It extends to a bounded operator in Lp for every 1 ă p ă 8, with }B}L2ÑL2 “ 1
(see [AIM09, Section 4]). Thus, I ´ µB is invertible in L2, and pI ´ µBq´1pµq is a well-defined
compactly supported L2 function. The principal solution has this function as the antiholomorphic
Wirtinger derivative, i.e. B¯f “ pI ´ µBq´1pµq. Thus, f “ z ` CrpI ´ µBq´1pµqspzq, where the
Cauchy transform C is defined as
Cϕpzq “ ´ 1
pi
ż
C
ϕpwq
z ´ w dmpwq
for every ϕ P S. This expression makes sense for pI ´ µBq´1pµq because it has compact support
and is Lp integrable for some p ą 2, see [AIM09, Sections 5.1-5.3].
We will write BΩ “ χΩBpχΩ¨q and BΩ,Ωc “ χΩcBpχΩ¨q, and similarly for the Cauchy transform
or any other operator acting on functions defined in C.
Next we define the homogeneous Ho¨lder-Zygmund seminorm:
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Definition 2.5. Given an open set U Ă Rd, and 0 ă s ă 1, we say that f P 9CspUq if
}f} 9CspUq :“ sup
x,yPU
|fpxq ´ fpyq|
|x´ y|s ă 8.
For s “ 1 we substitute |fpxq´fpyq| by |fpxq´2fpx`y2 q`fpyq| and take the supremum for x, y P U
such that this expression makes sense. For k P N and k ă s ď k ` 1, we say that f P 9CspUq if
∇kf :“ pBk1f, Bk´11 B2f, ¨ ¨ ¨ , Bkdfq (that is, a vector with all the partial derivatives of order k) is in
9Cs´kpUq, with
}f} 9CspUq :“
››∇kf›› 9Cs´kpUq.
Note that the classical homogeneous C1 functions are Lipschitz, and the latter functions are
9C1.
One can define Banach spaces of functions modulo polynomials using the previous seminorms.
However, the standard non-homogeneous Ho¨lder-Zygmund spaces are more suitable for our pur-
poses:
Definition 2.6. For 0 ă s ă 8, we say that f P CspUq if f P L8 X 9CspUq. We define the norm
}f}CspUq :“ }f}L8pUq ` }f} 9CspUq.
The classical Sobolev spaces are defined analogously:
Definition 2.7. Given s P N and 1 ď p ď 8, we say that an L1locpUq function f P 9W s,ppUq if
}f} 9W s,ppUq :“ }∇sf}LppUq ă 8,
where the derivatives are understood in the distributional sense in U . If, moreover, f P LppUq,
then we write f PW s,ppUq and we define
}f}W s,ppUq “ }f}LppUq ` }f} 9W s,ppUq.
We say that f PW s,ploc pUq if f PW s,ppV q for every open set V contained in a compact subset of U .
These intrinsic definitions are not always possible. Thus, one introduces the following:
Definition 2.8. Let X be a Banach space of complex-valued functions in Rd. Given an open set
U Ă Rd, we say that a measurable function f : U Ñ C belongs to XpUq if
}f}XpUq :“ inf
F |U”f
}F }X ă 8.
In regular situations, intrinsec definitions will coincide with this general setting. For instance,
if Ω is a uniform domain then }f}W s,ppΩq « infF |Ω”f }F }W s,p ă 8 for every s P N, 1 ă p ă 8 by
[Jon81], see [Shv10, KRZ15] for extension theorems on worse domains.
Definition 2.9. Let 0 ă s ă 8, and let Ω be a bounded planar domain. We say that Ω is a
C1`s-domain if BΩ is the union of disjoint Jordan curves in a finite collection tΓjuMj“1 and there
exists a collection of bi-Lipschitz mappings tγj : BD Ñ ΓjuMj“1 with γj P C1`spBDq after the usual
identification of BD with T :“ R{p2piZq.
Remark 2.10. Every C1`s-domain is a Lipschitz domain with a convenient choice of the constants,
which depends on the norms of the parameterizations and on the minimum distance between the
Jordan curves. This can be seen using the Fundamental Theorem of Calculus and the absolute
continuity of γj together with the bound below for γ
1
j given by the bi-Lipschitz character.
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To end this introduction we give the definition of Besov and Triebel-Lizorkin spaces. For a
complete treatment we refer the reader to [Tri83].
Consider a family tψju8j“0 Ă C8c pRdq satisfying that
ř8
j“0 ψj ” 1 with suppψ0 Ă Bp0, 2q,
suppψj Ă Bp0, 2j`1qzBp0, 2j´1q for j ě 1, and such that for all ~i P N0 there exists a constant c~i
with ›››D~iψj›››8 ď c~i2j|~i| for every j ě 0.
Definition 2.11. Let F denote the Fourier transform.
Let s P R, 1 ď p ď 8, 1 ď q ď 8. For any tempered distribution f P S 1pRdq we define the
non-homogeneous Besov norm
}f}Bsp,q “
›› 2sjF´1ψjFf(››`qpLpq “ ›› 2sj››F´1ψjFf››Lp(››`q ,
and we call Bsp,q Ă S 1 to the set of tempered distributions such that this norm is finite.
With the further restriction p ă 8, we define the non-homogeneous Triebel-Lizorkin norm
}f}F sp,q “
›› 2sjF´1ψjFf(››Lpp`qq “ ›››› 2sjF´1ψjFfp¨q(››`q››Lp ,
and we call F sp,q Ă S 1 to the set of tempered distributions such that this norm is finite.
These norms are equivalent for different choices of tψjuj .
Proposition 2.12 (See [Tri83, Sections 2.3.3, 2.5.7 and 2.7.1]). The following properties hold:
1. Given 1 ď p0 ď p1 ď 8 and ´8 ă s1 ď s0 ă 8. Then
F s0p0,p0 Ă F s1p1,p1 if s0 ´
1
p0
ě s1 ´ 1
p1
.
2. Given s ą 0, then
Bs8,8 “ Cs,
in the sense of equivalent norms.
Abusing notation we will occasionally write F s8,8 :“ Bs8,8 “ Cs.
3 Sobolev spaces on domains
In this section we prove Theorem 1.1, that is, the quasiconformal Kellog-Warchawski Theorem for
Sobolev spaces. We begin by listing in Section 3.1 some well-known properties satisfied by the
Sobolev spaces to be used in the proof. Next we give the outline of the proof in Section 3.2 and
finally we check the Riemann mapping condition, the trace condition and the principal mapping
condition in sections 3.3, 3.4 and 3.5 respectively.
3.1 Properties of the function spaces
Let s, d P N, and 1 ď p ď 8. The test functions are included in the classical space, and from
the Leibniz’ rule (see [Eva98, Section 5.2.3]) we have that the space W s,ppRdq is closed under
multiplication by C8c functions, i.e., for ϕ P C8c and f PW s,p,
}ϕf}W s,p ď Cϕ}f}W s,p . (3.1)
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By the Sobolev embedding Theorem (see [Eva98, Section 5.6]), whenever sp ą d there is a contin-
uous embedding into the bounded continuous functions space
}f}L8 ď C}f}W s,p for every f PW s,p. (3.2)
Finally, note that if d ě 2, Lipschitz domains are extension domains for W s,p and W s`1,p (see
[Ste70, Theorem VI.5]). The case d “ 1 is even simpler. The equivalence between the norms in
Definitions 2.6 and 2.8 for the Sobolev space W s,ppΩq comes as a consequence of the existence of
a bounded extension operator (see [Tri78, Theorem 4.2.4], for instance). This implies in particular
that }f}W s,ppΩq «
ř
|α|ďk }Dαf}LppΩq by the lifting property (see [Tri83, Theorems 2.3.8, 2.5.6]),
i.e., given a bounded Lipschitz domain Ω Ă Rd, every function f PW s`1,ppΩq satisfies that
}f}W s`1,ppΩq « }f}W s,ppΩq ` }∇f}W s,ppΩq. (3.3)
Next we state two basic but slightly more specific properties as a separate lemma, which we
will prove in the appendix.
Lemma 3.1. Let s, d P N, and 1 ă p ď 8. Given bounded Lipschitz domains Ωj Ă Rd and
functions fj PW s,ppΩjq XW s´1,8pΩjq with f1pΩ1q Ă Ω2 and f1 bi-Lipzchitz, then
f2 ˝ f1 PW s,ppΩ1q XW s´1,8pΩ1q (3.4)
and if f1pΩ1q “ Ω2, then
f´11 PW s,ppΩ2q XW s´1,8pΩ2q. (3.5)
Since the traces of Sobolev functions are in Besov spaces, we need to list some properties of
these spaces as well. It is well known that multiplication by any ϕ P C8c pRq satisfies that
}ϕf}Fσp,p ď Cϕ}f}Fσp,p for every f P Fσp,ppRq (3.6)
(see [Tri83, Theorem 2.8.2]). On the other hand, the inequality σp ą 1 grants
}f}L8 ď }f}Fσp,p for every f P Fσp,ppRq, (3.7)
see Proposition 2.12 above, inducing a multiplicative algebra structure for these spaces.
When considering restrictions to intervals, for k P N0, k ă σ ă k ` 1 we define the seminorm
}f} 9Fσp,ppIq :“
ˆż
I
ż
I
|f pkqpxq ´ fkpyq|p
|x´ y|pσ´kqp`1 dy dx
˙ 1
p
. (3.8)
By [Tri78, Theorem 4.4.2] the norm }f}LppIq ` }f} 9Fσp,ppIq is equivalent to the one in Definition
2.8 whenever 1 ď p ď 8 (see [Tri83, Section 3.4.2] for the endpoints). Moreover, by the lifting
property [Tri83, Theorem 3.3.5] it holds that
}f}Fσ`1p,p pIq « }f}Fσp,ppIq `
››f 1››
Fσp,ppIq « }f}LppIq `
››f 1››
Fσp,ppIq. (3.9)
Lemma 3.2. Let k P N0, k ă σ ă k ` 1, 1 ď p ď 8. Then given bounded intervals Ij Ă R,
functions fj P Fσp,ppIjq XW k,8pIjq with f1 : I1 Ñ I2 being a bi-Lipschitz mapping, then
f2 ˝ f1 P Fσp,ppI1q XW k,8pI1q (3.10)
and if f1pI1q “ I2, then
f´11 P Fσp,ppI2q XW k,8pI2q. (3.11)
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The proof is deferred to the appendix as well.
Definition 3.3. Let s ą 0 and sp ą 1. We say that a Lipschitz domain Ω is a F s`1p,p -domain if BΩ
is a finite collection of disjoint Jordan curves tΓjuMj“1 and there exists a collection of bi-Lipschitz
functions tγj : TÑ ΓjuMj“1 with γj P F s`1p,p pTq, where T :“ R{p2piZq.
Note that, in particular, a Fσp,p-domain is a Cσ´
1
p -domain by Proposition 2.12, and Remark
2.10 applies as well.
Definition 3.4. Given σ ą 0, 1 ă p ă 8, and given a Jordan curve Γ with a bi-Lipschitz
parameterization γ : TÑ Γ and γ P Fσp,ppTqXC1pTq, we say that a measurable function f : Γ Ñ C
belongs to Fσp,ppΓq if
}f}Fσp,ppΓq :“ }f ˝ γ}Fσp,ppTq ă 8.
This definition extends naturally to finite collections of Jordan curves.
Note that, since γ P C1pTq is bi-Lipschitz, Γ is the boundary of a Lipschitz domain (see Remark
2.10 again). In Lemma A.5 we use (3.6) – (3.11) to show that whenever Fσp,p Ă Ctσu, the definition
of }¨}Fσp,ppΓq is independent of γ in the sense of equivalent norms. Thus, we could assume without
loss of generality that the parameterization of the boundary γ is a constant multiple of the arc
parameterization (see Lemma A.6). This means that γ1 is a constant multiple of the rotation of the
unit normal vector to the boundary ν at the image point by a right angle, i.e. γ1jpzq “ cνpγpzqqK
for z P T. In other words, if k ă s ď k` 1 and ps´ kqp ą 2, Ω is a F s`1´1{pp,p -domain exactly when
ν P F s´1{pp,p pBΩq, condition used in [CT12], [Pra17] (see Proposition A.7).
3.2 Outline of the proof
Next we outline the proof of Theorem 1.1. We write the statement in terms of a mapping between
two domains, which includes the case of self-maps as a particular case.
Theorem 3.5. Let s P N and p ą 2, let Ω0 and Ω2 be simply connected, bounded F s`1´
1
p
p,p -domains
and let g : Ω0 Ñ Ω2 be a µ-quasiconformal mapping, with supppµq Ă Ω0 and µ P W s,ppΩ0q. Then
g PW s`1,ppΩ0q.
Proof. By the Stoilow factorization Theorem (see [AIM09, Theorem 5.5.1], for instance) we have
that g “ h˝f , where fpzq “ z`CppI´µBq´1pµqqpzq is the principal solution to (1.1), which is a µ-
quasiconformal mapping of the whole complex plane, and h : fpΩ0q Ñ Ω2 is a conformal mapping.
We will write Ω1 :“ fpΩ0q. Since f is homeomorphic, we have that Ω1 is simply connected as well.
The first point we need to address is the regularity of Ω1. By means of the Riemann mapping
theorem, it is possible to construct a conformal mapping ϕ0 : DÑ Ω0. By the Kellog-Warchawski
Theorem, ϕ0 extends to the boundary of D, its derivative extends to the boundary as well and ϕ0
is bi-Lipschitz in D. By the principal solution condition f is bi-Lipschitz as well (see Remark 3.9).
Thus,
f ˝ ϕ0 : TÑ BΩ1 is a bi-Lipschitz parameterization (3.12)
of the boundary of Ω1.
Moreover, by the Riemann mapping condition (see Theorem 1.2), we have that
ϕ0 PW s`1,ppDq.
The principal solution condition also grants that f P W s`1,ppΩ0q. By (3.4) the considerations
above imply f ˝ ϕ0 PW s`1,ppDq. Finally, by the trace condition (see Lemma 3.8 below),
f ˝ ϕ0 P F s`1´
1
p
p,p pTq, (3.13)
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and, combining (3.12) and (3.13), the domain Ω1 is a F
s`1´ 1p
p,p -domain.
Since Ω1 is simply connected, there exists a Riemann mapping ϕ1 : D Ñ Ω1. This mapping
is homeomorphic and holomorphic. To show that g P W s`1,ppΩ0q and it is bi-Lipschitz, it is
enough to show that h satisfies both properties and then use the results on f together with (3.4).
But h “ ph ˝ ϕ1q ˝ ϕ´11 , and both h ˝ ϕ1 P W s`1,ppDq and ϕ´11 P W s`1,ppΩ1q by Theorem 1.2
again on Ω2 and Ω1 respectively, together with (3.5) in the second case. Therefore h inherits both
properties.
3.3 Riemann mapping condition
For g P L1pTq, we define
Apzq :“ Apgqpzq “
ż
T
eit ` z
eit ´ z gptq dt for every z P D.
It follows that
A1pzq “
ż
T
2eit
peit ´ zq2 gptq dt. (3.14)
Note that
ş
T
2eit
peit´zq2 dt “ r2ipeit ´ zq´1s2pi0 “ 0, that is, the kernel in the integral above has mean
zero. Thus, we can write
A1pzq “
ż
T
2eitpgptq ´ gpsqq
peit ´ zq2 dt, where z “ re
is with 0 ă r ă 1. (3.15)
Next we check that A maps F
1´ 1p
p,p pTq into W 1,ppDq using the cancellation in (3.15). However
we will give a slightly more general weighted result with the weight
δDpzq :“ 1´ |z| for z P D,
which will be important in the proof of an analogous result for Triebel-Lizorkin spaces later on.
Lemma 3.6. Let g P L1pTq and A :“ Apgq. Given 0 ă σ ď 1 and 1σ ă p ă 8, we have that
}A}LppDq ď C}g}LppTq,
and ››δ1´σD A1››LppDq ď C}g} 9Fσ´ 1pp,p pTq.
Proof. Let us begin with the Lp norm. By Ho¨lder’s inequality,
}A}pLppDq “
ż
T
ż 1
0
ˇˇˇˇż
T
eit ` reis
eit ´ reis gptq dt
ˇˇˇˇp
rdr ds
ď
ż
T
ż 1
0
ż
T
|eit ` reis|p
|eit ´ reis|p´εp |gptq|
p dt
ˆż
T
1
|eit ´ reis|εp1 dt
˙ p
p1
rdr ds.
Computing the last integral with ε ą 1p1 , bounding the first numerator by 2p and changing the
order of integration, we get
}A}LppDq À
˜ż
T
|gptq|p
ż
T
ż 1
0
p1´ rq pp1´εp
|eit ´ reis|p´εp dr ds dt
¸ 1
p
.
12
eit
eisreis
ρ
Figure 3.1: The “local” part corresponds to the case when reis is inside the grey circle and the
dotted segments have comparable lengths.
In the last integral above, we distinguish the local and non-local parts (see Figure 3.1). In the
non-local part, when |1´ r| ą |t´ s|, we have |eit ´ reis| « 1´ r. Otherwise, |eit ´ reis| « |t´ s|.
Combining these estimates, and changing ρ :“ 1´ r, we can write the last integral asż |t´s|
0
ρp´1´εp
|t´ s|p´εp dρ`
ż 1
|t´s|
ρp´1´εp
ρp´εp
dρ À 1` | logp|t´ s|q|
as long as ε ă 1. Since the logarithm is integrable, we obtain
}A}LppDq À
ˆż
T
|gptq|p
ż
T
p1´ logp|t´ s|qqds dt
˙ 1
p
À }g}Lp ,
Next we control the norm of the derivative. By (3.15) we have that
››δ1´σD A1››pLppDq “ żT
ż 1
0
ˇˇˇˇż
T
2eitpgptq ´ gpsqq
peit ´ reisq2 dt
ˇˇˇˇp
p1´ rqp1´σqprdr ds.
Using Ho¨lder’s inequality
››δ1´σD A1››pLppDq ď żT
ż 1
0
ż
T
2|gptq ´ gpsq|p
|eit ´ reis|2p´εp dt
ˆż
T
1
|eit ´ reis|εp1 dt
˙ p
p1 p1´ rqp1´σqprdr ds,
and choosing again ε P
´
1
p1 , 1
¯
, we get
››δ1´σD A1››pLppDq À żT
ż 1
0
ż
T
2|gptq ´ gpsq|p
|eit ´ reis|2p´εp dtp1´ rq
p´1´εpp1´ rqp1´σqprdr ds.
Next we change the order of integration and omit the linear term in r:
››δ1´σD A1››pLppDq À żT
ż
T
2|gptq ´ gpsq|p
ˆż 1
0
p1´ rqp2´ε´σqp´1
|eit ´ reis|2p´εp dr
˙
ds dt.
Arguing as before, we get
››δ1´σD A1››pLppDq À żT
ż
T
2|gptq ´ gpsq|p
˜ż |t´s|
0
ρp2´ε´σqp´1
|t´ s|2p´εp dρ`
ż 1
|t´s|
ρ´σp´1dρ
¸
ds dt.
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With the additional condition that 2´ σ ´ ε ą 0, which is satisfied whenever ε ă 1, we get
››δ1´σD A1››LppDq À ˆżT
ż
T
|gptq ´ gpsq|p
|t´ s|σp ds dt
˙ 1
p
“ }g}
9F
σ´ 1
p
p,p
.
Corollary 3.7. The operator A maps F
s´ 1p
p,p pTq to W s,ppDq for s P N and 1 ă p ă 8.
Proof. The case s “ 1 is contained in Lemma 3.6. Let us assume s ě 2 and let g P F s´
1
p
p,p pTq. Using
(3.14) and integrating by parts, it follows that
zpApgqq1pzq “
ż
T
2eitz
peit ´ zq2 gptq dt “ ´i
ż
T
2z
eit ´ z g
1ptq dt.
Since
ş
T g
1 “ 0, we have that
izpApgqq1pzq “
ż
T
ˆ
2z
eit ´ z ` 1
˙
g1ptq dt “
ż
T
eit ` z
eit ´ z g
1ptq dt “ Apg1qpzq.
Thus, writing G0 :“ Apgq and Gj :“ izG1j´1, the identity above implies
Gj “ Apgpjqq for 0 ď j ă s. (3.16)
Arguing by induction we get
Apgqpjq “ z´j
jÿ
i“1
cj,iGi for every j ą 0. (3.17)
Since gpjq P F 1´
1
p
p,p pTq for j ă s, from Lemma 3.6 it follows that Gj P W 1,ppDq by (3.16). Since
this holds for 0 ď j ď s ´ 1, we get that Apgq P W s,ppDz 12Dq by (3.17). This is enough by the
maximum principle.
To show Theorem 1.2, we will follow the approach of Pommerenke, working with the interplay
between three elements: first of all, information on the Riemann mapping will be carried byrApzq “ logϕ1pzq. Secondly, the boundary values of the Riemann mapping will be encoded in a
function γ to be defined below, and finally we will use a parameterization of the boundary of the
domain ω. The smoothness of the latter will then give as a result better regularity of the former.
Proof of Theorem 1.2. By [Pom92, Theorem 3.5] the domain having a C1`ε parameterization im-
plies that ϕ is bi-Lipschitz up to the boundary, and this is granted by the embeddings in Proposition
2.12 for ε “ 1´ 2p . Therefore, it is sufficient to show that rA PW s,p for rApzq :“ logϕ1pzq.
Let γptq :“ argϕ1peitq. By the Schwarz integral formula (see [Pom92, Theorem 3.2]) we have
the following relation between the Riemann mapping and the boundary values of its derivative:
rApzq “ i
2pi
ż
T
eit ` z
eit ´ z γptq dt “
i
2pi
Apγqpzq, (3.18)
i.e., rA is the Poisson extension of γ ˝ pei¨q´1.
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Let w : TÑ BΩ be a bi-Lipschitz, F s`1´
1
p
p,p -parameterization. Note that
ż
T
ż
T
| logpw1psqq ´ logpw1ptqq|p
|s´ t|sp ds dt “
ż
T
ż
T
| log
´
w1psq
w1ptq
¯
|p
|s´ t|sp ds dt ď
ż
T
ż
T
|w1psqw1ptq ´ 1|p
|s´ t|sp ds dt
Since w1 P F s´
1
p
p,p and |w1| « 1, it follows that logw1 P F s´
1
p
p,p . Thus,
argw1 “ Implogpw1qq P F s´
1
p
p,p (3.19)
as well.
From [Pom92, Theorem 3.2] again, since Ω has C1 parameterization of the boundary, we have
that
γptq “ ´t´ pi
2
` rargw1s ˝ “w´1 ˝ ϕpei¨q‰ ptq. (3.20)
When s “ 1, since ϕ is bi-Lipschitz, the change of variables w´1 ˝ ϕpei¨q is a bi-Lipschitz
homeomorphism of T. All in all, by (3.8), (3.10), (3.11), (3.19) and (3.20), we have obtained
γ P F s´
1
p
p,p pTq. By (3.18) the theorem follows from Lemma 3.6.
If s ą 1, by induction we can assume that rA P W s´1,ppDq and ϕ P W s,ppDq. Then, using the
fact that traces of the latter space are in F
s´ 1p
p,p pBDq (see [Tri83, Theorem 3.3.3] and Lemma A.8)
together with the composition rule (3.10), we get that
w´1 ˝ ϕpei¨q P F s´
1
p
p,p pTq.
We can apply the composition rule again to check that γ P F s´
1
p
p,p pTq, and rA PW s,ppDq by Corollary
3.7 and (3.18), so ϕ PW s`1,ppDq.
3.4 Trace condition
Next we show that the trace condition is satisfied. Using Riemann mapping condition we can
recover this result from the classical for C8 domains.
Lemma 3.8. Let s P N and p ą 2. If Ω is a F s`1´
1
p
p,p -domain and f P W s`1,ppΩq, then f |BΩ P
F
s`1´ 1p
p,p pBΩq.
Proof. First assume that Ω is a simply connected F
s`1´1{p
p,p -domain and let f P W s`1,ppΩq. Con-
sider a Riemann mapping ϕ : D Ñ Ω. By Theorem 1.2, the mapping ϕ is in W s`1,ppΩq and
bi-Lipschitz. By (3.4) f ˝ ϕ PW s`1,ppDq as well.
Properties (3.1)–(3.5) are used in Lemma A.8 in the appendix to show that the definition of
the trace space in [Tri83, Definition 3.2.2/2] (via partition of the unity and diffeomorphisms) is
equivalent to the one used here by the usual identification of T and BD. In particular, [Tri83, The-
orem 3.3] applies and trpW s`1,ppDqq “ F s`1´1{pp,p pTq. Thus, the restriction pf ˝ϕq|T P F s`1´1{pp,p pTq.
Since all functions are continuous, the trace is defined pointwise, and pf ˝ ϕq|T “ f |BΩ ˝ ϕ|T. By
Definition 3.4, this means that f P F s`1´1{pp,p pBΩq.
Assume now that Ω is a multiply connected F
s`1´1{p
p,p -domain and let f PW s`1,ppΩq. Since Ω
is a Sobolev extension domain, there is some compactly supported function Ef PW s`1,ppCq which
coincides with f in Ω and, therefore, it has the same trace in BΩ.
Consider Γj to be one of the boundary components of BΩ and let Ωj be the bounded simply
connected domain defined by this Jordan curve, i.e., BΩj “ Γj . Let fj :“ Ef |Ωj . Then, as we
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have shown above, fj |BΩj P F s`1´1{pp,p pBΩjq. But f |Γj coincides with fj |Γj “ fj |BΩj , and thus,
f |Γj P F s`1´1{pp,p pΓjq. Since this happens with all the components of the boundary of Ω, it follows
that
f |BΩ P F s`1´
1
p
p,p pBΩq.
3.5 Principal solution condition
The principal solution condition is satisfied as well, and the results are already in the literature:
Remark 3.9. For s P N, 2 ă p ă 8, if µ is a Beltrami coefficient supported in a bounded
F
s`1´ 1p
p,p -domain, then the µ-principal mapping f is bi-Lipschitz and f PW s`1,ppΩq.
Proof. The bi-Lipschitz character of f comes from [MOV09] because Ω is a Cs`1´ 2p -domain. On
the other hand, Proposition A.7 implies that any F
s`1´ 1p
p,p -domain Ω has outward unit normal
vector in F
s´ 1p
p,p pΩq. Thus, we can apply [Pra15b, Theorem 1.1] and f PW s`1,ppΩq.
4 Ho¨lder spaces
In this section we apply the general scheme to prove the Ho¨lder-continuous case.
Let 0 ă s ă 1. Note that for d ě 2 Lipschitz domains are extension domains for C1`s and
Cs (see [Ste70, Section VI.2.3]). For d “ 1, open intervals are extension domains trivially as well.
This facts can be used to show that the intrinsic characterization given in Definition 2.6 and the
restriction characterization in Definition 2.8 are equivalent norms, i.e.
}f}L8pΩq ` sup
x,yPΩ
|fpxq ´ fpyq|
|x´ y|s « infF |Ω”f }F }CspRdq.
and we can use them indistinctly. Also
}f}Cs`1pΩq “ }f}L8pΩq `
dÿ
j“1
sup
x,yPΩ
|Bjfpxq ´ Bjfpyq|
|x´ y|s « infF |Ω”f }F }Cs`1pRdq.
Let 0 ă s ă 1 and d P N. As a consequence of the Leibniz’ rule CspRdq is closed under
multiplication by C8c functions, i.e., for ϕ P C8c and f P Cs,
}ϕf}Cs ď Cϕ}f}Cs . (4.1)
By definition there is a continuous embedding into the bounded continuous functions space
}f}L8 ď C}f}Cs for every f P Cs. (4.2)
Given a bounded Lipschitz domain Ω Ă Rd, every function f P Cs`1pΩq satisfies that
}f}Cs`1pΩq « }f}CspΩq ` }∇f}CspΩq. (4.3)
Indeed, to check (4.3) we can use Definition 2.6. Then, we have }f}C1`spΩq ď }f}CspΩq`}∇f}CspΩq
trivially, while the converse inequality can be shown using the mean value theorem.
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Lemma 4.1. Let 0 ă s ă 1 and d P N. Given bounded Lipschitz domains Ωj Ă Rd and functions
fj P C1`spΩjq for j P t1, 2u with f1pΩ1q Ă Ω2 and f1 bi-Lipzchitz, then
f2 ˝ f1 P C1`spΩ1q
and if f1pΩ1q “ Ω2, then
f´11 P C1`spΩ2q.
See Lemma A.2 in the appendix.
We define CspΓq as Fσ8,8pΓq in Definition 3.4.
Proposition 4.2. Let 0 ă s ă 1. Every bounded C1`s-domain Ω Ă C satisfies the following:
1. Trace condition: If f P C1`spΩq, then f |BΩ P C1`spBΩq.
2. Riemann mapping condition: If Ω is simply connected, then any Riemann mapping
ϕ : DÑ Ω satisfies ϕ P C1`spDq.
3. Principal solution condition: If µ P CspΩq with }µ}L8 ă 1 and supppµq Ă Ω, then the
principal solution to (1.1) is in C1`spΩq and it is bi-Lipschitz.
Proof. The trace condition comes from direct computation. Indeed, let f P C1`spΩq (and therefore,
f P C1`spΩq), let γ be a C1`s and bi-Lipschitz parameterization of a component of the boundary
of Ω, and let t P T. Then
pf ˝ γq1ptq “ Dfpγptqqγ1ptq
and, for t0, t1 P R we get
|pf ˝ γq1pt0q ´ pf ˝ γq1pt1q|
|t0 ´ t1|s ď
|Dfpγpt0qq∇γpt0q ´Dfpγpt1qq∇γpt1q|
|t0 ´ t1|s Àγ }f}C1`spΩq.
The last step above can be shown adding and subtractingDfpγpt0qq∇γpt1q and using thatDf,∇γ P
L8 and the bi-Lipschitz character of γ.
The Riemann mapping condition comes from [Pom92, Theorem 3.5] and the principal solution
condition comes from [CF12] and [MOV09, Main Theorem].
With this result at hand, Theorem 1.3 follows as in Section 3.2.
5 Fractional Triebel-Lizorkin spaces
In this section we proof the quasiconformal Kellogg-Warchawski theorem for Triebel-Lizorkin
spaces. In Section 5.1 we recall some results from the literature, including some proofs for the
sake of completeness. In Section 5.2 we outline the proof and we check the trace condition and
in Section 5.3 we show the Riemann mapping condition. The principal mapping condition is in
Theorem 1.5 and its proof is deferred to Section 6.
5.1 Function spaces
Let us fix the following notation: Given a domain Ω Ă Rd and x P Rd, we write
δΩpxq :“ distpx, BΩq.
We will use the following characterization for the Triebel-Lizorkin space on Ω:
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Theorem 5.1 (see [PS17, Theorem 1.6]). Let Ω Ă Rd be a bounded uniform domain, let 0 ă σ ă 1,
k P N, 1 ă q ď p ă 8 and 0 ă ρ ă 1. Then f P F sp,qpΩq for s “ k ` σ if and only if
}f}Wk,ppΩq `
ÿ
|α|“k
¨˝ż
Ω
˜ż
Bpx,ρδpxqq
|Dαfpxq ´Dαfpyq|q
|x´ y|σq`d dy
¸ p
q
dx‚˛
1
p
ă 8.
Furthermore, the left-hand side of the inequality above is equivalent to the norm }f}F sp,qpΩq.
To allow p ă q we need to take into account the whole shadow of a point. Given ρ ą 2 and
x P Ω, we define the shadow of x as
Shpxq :“ B px, ρδΩpxqq X Ω.
Theorem 5.2 (see [PS17, Theorem 1.6]). Let Ω Ă Rd be a bounded uniform domain, let 0 ă σ ă 1,
k P N and 1 ă p, q ă 8 with σ ą dp ´ dq . Then f P F sp,qpΩq for s “ k ` σ if and only if
}f}Wk,ppΩq `
ÿ
|α|“k
¨˝ż
Ω
˜ż
Shpxq
|Dαfpxq ´Dαfpyq|q
|x´ y|σq`d dy
¸ p
q
dx‚˛
1
p
ă 8.
Furthermore, the left-hand side of the inequality above is equivalent to the norm }f}F sp,qpΩq.
The previous result is based on an extension operator fit to the intrinsic norms defined above.
Theorem 5.3 (see [PS17, Theorem 1.4]). Let Ω be a uniform domain and k P N. There exists a
linear operator Λk : W
k`1,8pΩq Ñ W k`1,8pRdq such that for every 1 ă p, q ă 8 and 0 ă σ ă 1
with σ ą dp ´ dq , then
Λk : F
s
p,qpΩq Ñ F sp,qpRdq
(with s “ σ ` k) is a bounded operator.
The reader may find more general extension operators in the literature. Using extension op-
erators, the embeddings described in Proposition 2.12 have the following analogs in the present
setting:
Proposition 5.4 (See [Tri83, Sections 2.3 and 2.7]). The following properties hold whenever Ω
has an extension operator for the smaller space:
1. Let 1 ă q0 ă q1 ď 8 and 1 ă p ă 8 and s P R. Then
F sp,q0pΩq Ă F sp,q1pΩq.
2. Let 1 ă q0, q1 ď 8 and 1 ă p ď 8, s P R and ε ą 0. Then
F s`εp,q0 pΩq Ă F sp,q1pΩq.
3. Given ε ą 0, 1 ă p0 ă p1 ă 8, 1 ă q0, q1 ď 8 and ´8 ă s1 ă s0 ă 8 with s0 P N and
s0 ´ dp0 “ s1 ´ dp1 , then
F s0p0,q0pΩq Ă F s1p1,q1pΩq.
To end this introduction, we check the algebra structure of the supercritical spaces, which we
will use in Section 6.
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Lemma 5.5. Let d P N, 0 ă s ă 1 and ds ă p ă 8. If Ω Ă Rd is a Lipschitz domain, then for
every pair f, g P F sp,qpΩq we have that
}f g}F sp,qpΩq ď Cd,s,p,q,Ω}f}F sp,qpΩq}g}F sp,qpΩq. (5.1)
Moreover, for m P N we have that
}fm}F sp,qpΩq ď Cd,s,p,q,Ωm }f}
m´1
L8pΩq}f}F sp,qpΩq. (5.2)
Proof. In [RS96, Theorem 4.6.4/1] it is shown that F sp,qpRdq is a multiplicative algebra. By Theo-
rem 5.3,
}f g}F sp,qpΩq ď }Λ0fΛ0g}F sp,qpRdq ď C}Λ0f}F sp,qpRdq}Λ0g}F sp,qpRdq ď Cd,s,p,q,Ω}f}F sp,qpΩq}g}F sp,qpΩq.
Regarding inequality (5.2), note that the Lp part is trivial. The homogeneous part can be
bounded as follows:
|fmpxq ´ fmpyq| “ |fpxq ´ fpyq|
ˇˇˇˇ
ˇm´1ÿ
j“0
f jpxqfm´1´jpyq
ˇˇˇˇ
ˇ ď m}f}m´1L8 |fpxq ´ fpyq|.
Estimate (5.2) follows from Theorems 5.1 and 5.2.
By [Tri83, Theorem 2.8.2] the stability of Ho¨lder spaces under multiplication by smooth func-
tions (4.1) has a natural counterpart in the Triebel-Lizorkin scale. Also the embedding property
described in (4.2) has a counterpart whenever sp ą d by [Tri83, Theorem 2.7.1].
Lemma 5.6. Let 0 ă σ ă 1, k P N, s “ k ` σ, 1 ă p, q ă 8 and d P N. Then the following holds:
1. If σ ą dp ´ dq , given a bounded Lipschitz domain Ω Ă Rd, every function f P F s`1p,q pΩq satisfies
that
}f}F s`1p,q pΩq « }f}F sp,qpΩq ` }∇f}F sp,qpΩq. (5.3)
2. If σp ą d, given bounded Lipschitz domains Ωj Ă Rd and functions fj P F s`1p,q pΩjq with
f1pΩ1q Ă Ω2 and f1 bi-Lipzchitz, then
f2 ˝ f1 P F s`1p,q pΩ1q (5.4)
and if f1pΩ1q “ Ω2, then
f´11 P F s`1p,q pΩ2q. (5.5)
Proof. The lifting property (5.3) is a straightforward consequence of Theorems 5.1 and 5.2. The
proofs of (5.4) and (5.5) are given in Lemma A.4 at the appendix.
5.2 General setting
Now we concentrate again on the two-dimensional case.
Theorem 5.7. Let 0 ă s ă 1, 2 ă sp ă 8, 1 ă q ă 8. Every bounded F s`1´
1
p
p,p -domain Ω Ă C
satisfies the following:
1. Trace condition: If f P F s`1p,q pΩq, then f |BΩ P F s`1´
1
p
p,p pBΩq.
2. Riemann mapping condition: If Ω is simply connected, then any Riemann mapping
ϕ : DÑ Ω satisfies that ϕ P F s`1p,q pDq. NEW PAGE
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3. Principal solution condition: If µ P F sp,qpΩq with }µ}L8 ă 1 and supppµq Ă Ω, then the
principal solution to (1.1) is in F s`1p,q pΩq and it is bi-Lipschitz.
Proof. The Riemann mapping condition is in Theorem 5.11 below. The principal mapping condi-
tion is in Theorem 1.5 and will be shown in Section 6. In turn, the trace condition is a consequence
of the following lemma.
Lemma 5.8. Let 0 ă σ ă 1, k P N, s “ k ` σ and 1 ă p, q ă 8 with σp ą 2. If Ω is a
F
s`1´ 1p
p,p -domain and f P F s`1p,q pΩq, then f |BΩ P F s`1´
1
p
p,p pBΩq.
Proof. One applies the proof of Lemma 3.8, using Lemma 5.6 instead of Lemma 3.1 and using the
Riemann mapping condition in Theorem 5.11 instead of Theorem 1.2
5.3 Riemann mapping condition
Lemma 5.9. For every analytic function F , 0 ă σ ă 1 and ρ ă 14 , 1 ă q ď p ă 8, we have that
}F } 9Fσp,qpDq :“
¨˝ż
D
˜ż
Bpz,ρδDpzqq
|F pzq ´ F pξq|q
|z ´ ξ|σq`2 dξ
¸ p
q
dz‚˛
1
p
À ››δ1´σF 1››
LppDq.
Proof. We use the mean value property of analytic functions: given z P D and ξ P B pz, ρδDpzqq,
we have that
|F pzq ´ F pξq|q
|z ´ ξ|q ď
››F 1››q
L8prz,ξsq ď Cq
˜ 
Bpz,2ρδDpzqq
|F 1pζq|dmpζq
¸q
.
Computing and using the Jensen inequality we obtain
}F }p9F sp,qpDq À
ż
D
˜ż
Bpz,ρδDpzqq
1
|z ´ ξ|pσ´1qq`2 dξ
 
Bpz,2ρδDpzqq
|F 1pζq|q dζ
¸ p
q
dz
Àρ
ż
D
˜
δDpzqp1´σqq
 
Bpz,2ρδDpzqq
|F 1pζq|q dζ
¸ p
q
dz
ď
ż
D
δDpzqp1´σqp
 
Bpz,2ρδDpzqq
|F 1pζq|p dζ dz
To conclude, note that δDpzq « δDpζq in the integral above, so
}F }p9F sp,qpDq Àρ
ż
D
δDpζqp1´σqp|F 1pζq|p
 
Bpζ,4ρδDpzqq
dz dζ “ ››δ1´σF 1››
LppDq.
Proposition 5.10. Let s “ k ` σ with k P N, 0 ă σ ă 1. The operator A maps F s´
1
p
p,p pTq to
F sp,qpDq for 1σ ă p ă 8 and 1 ă q ă 8.
Proof. First note that it is enough to show the case p ě q, since otherwise F sp,ppDq Ă F sp,qpDq. Let
g P F s´
1
p
p,p pTq and consider Gj defined as in the proof of Corollary 3.7. By the lifting property for
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smooth domains (see [Tri83, Theorem 3.3.5]) and Theorem 5.1 we have
}Apgq}F sp,qpDq « }Apgq}Wk,ppDq `
¨˝ż
D
˜ż
Bpx,ρδDpxqq
|Apgqpkqpxq ´Apgqpkqpyq|q
|x´ y|σq`d dy
¸ p
q
dx‚˛
1
p
(5.6)
« }Apgq}Wk,ppDq `
¨˝ż
Dz 12D
˜ż
Bpx,ρδDpxqq
|Apgqpkqpxq ´Apgqpkqpyq|q
|x´ y|σq`d dy
¸ p
q
dx‚˛
1
p
,
where we have used Caccioppoli and Harnack inequalities to omit the central region in the last
integral. By (3.16), Lemma 5.9 and Lemma 3.6, it follows that for j ď k,
}Gj} 9Fσp,qpDq “
›››Apgpjqq››› 9Fσp,qpDq À
›››δ1´σApgpjqq1›››
LppDq
À
›››gpjq››› 9Fσp,ppTq,
and an analogous result can be obtained for the non-homogeneous part. Using (3.17) and (5.6),
the proposition follows.
Theorem 5.11. Let s “ k ` σ, with k P N0 a natural number and 0 ă σ ă 1, 1 ă p ă 8 with
σp ą 2 and 1 ă q ď 8. If Ω is a simply connected F s`1´
1
p
p,p -domain, then any Riemann mapping
ϕ : DÑ Ω is bi-Lipschitz and ϕ P F s`1p,q pDq.
Proof. The proof runs parallel to that of Theorem 1.2. Recall that we only need to show thatrA P F sp,qpDq for rApzq :“ logϕ1pzq. Let γptq :“ argϕ1peitq. Let w : T Ñ BΩ be a (locally)
bi-Lipschitz, F
s`1´ 1p
p,p -parameterization.
We have seen that rApzq “ i
2pi
Apγqpzq,
and
argw1 “ Implogpw1qq P F s´
1
p
p,p
as well, whereas both parameterizations are related by
γptq “ ´t´ pi
2
` rargw1s ˝ “w´1 ˝ ϕpei¨q‰ ptq.
When s ă 1, since ϕ is bi-Lipschitz, the change of variables w´1 ˝ ϕpei¨q is a bi-Lipschitz
homeomorphism of T. Using (3.8), (3.10) and (3.11), we obtain that γ P F s´
1
p
p,p pTq. By Proposition
5.10, we get that rA P F sp,qpDq, so ϕ P F s`1p,q pDq and the theorem follows.
If s ą 1, by induction we can assume that rA P F s´1p,q pDq and ϕ P F sp,qpDq. Then, using the fact
that traces of the latter space are in F
s´ 1p
p,p pBDq together with the composition rule (3.10) and the
inverse function rule (3.11), we get that
w´1 ˝ ϕpei¨q P F s´
1
p
p,p pTq.
We can apply the composition rule again to check that γ P F s´
1
p
p,p pTq, and the theorem follows as
before from Proposition 5.10.
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6 Proof of Theorem 1.5
In this section we prove Theorem 1.5. In Section 6.1 we outline its proof, which follows the
steps of [Pra15b] by means of a classical Fredholm argument, reducing the proof to checking
that IΩ ´ µmpBmqΩ is invertible, and that the commutator rµ,BΩs and the Beurling reflection
χΩBpχΩcBpχΩ¨qq is compact (together with a family of related operators).
After that we recall Dorronsoro’s Betas in Section 6.2, which will be our tool to measure the
flatness of the boundary in a multi-scale basis. Next we show that the iterates of the truncated
Beurling transform are bounded with subexponential growth (polynomial in fact) in Section 6.3,
which will allow us to find the invertible part of the Fredholm operator. We check the compactness
of the commutator in Section 6.4. Finally we prove the compactness of the Beurling Reflection
in Section 6.5 in what represents the most difficult challenge in this paper, leaving a technical
lemma to be shown in Section 6.6 where Meyer’s polynomials are introduced to control oscillation
in Whitney cubes.
6.1 Outline of the proof of Theorem 1.5
First we will face the invertibility of pI ´ µBqpχΩ¨q in F sp,qpΩq. Here χΩg denotes the extension
of a given function g P F sp,qpΩq by zero in Ωc. We will follow the scheme used in [Iwa92]. That
is, we will reduce the proof to the compactness of the commutator. In our context, however, as
it happens in [CMO13] and [Pra15b], we will have to deal with the compactness of operators like
χΩB pχΩcB pχΩ¨qq as well.
Consider m P N. Recall that pBmqΩg “ χΩBmpχΩgq for g P LppΩq and IΩ be the identity
on F sp,qpΩq. Let us define Pm :“ IΩ ` µBΩ ` pµBΩq2 ` ¨ ¨ ¨ ` pµBΩqm´1. We will check that
the truncated Beurling transform is bounded on F sp,qpΩq in Theorem 6.10 below. Since F sp,qpΩq
is a multiplicative algebra (under the conditions of Lemma 5.5), we have that Pm is bounded in
F sp,qpΩq. Note that
Pm ˝ pIΩ ´ µBΩq “ pIΩ ´ µBΩq ˝ Pm “ IΩ ´ pµBΩqm, (6.1)
and
IΩ ´ pµBΩqm “ pIΩ ´ µmpBmqΩq ` µmppBmqΩ ´ pBΩqmq ` pµmpBΩqm ´ pµBΩqmq
“ Ap1qm ` µmAp2qm `Ap3qm . (6.2)
Note the difference between pBΩqmg “ χΩBp. . . χΩBpχΩBpχΩgqqq and pBmqΩg “ χΩBmpχΩgq.
We want to check that for m large enough, the operator IΩ ´ pµBΩqm is the sum of an invertible
operator and a compact one.
First we will study the compactness of A
p3q
m “ µmpBΩqm´pµBΩqm. To start, writing rµ,BΩsp¨q
for the commutator µBΩp¨q ´BΩpµ¨q we have the telescopic sum
Ap3qm “
m´1ÿ
j“1
µm´jrµ,BΩs
`
µj´1pBΩqm´1
˘` pµBΩqAp3qm´1.
Arguing by induction we can see that A
p3q
m can be expressed as a sum of operators bounded in
F sp,qpΩq which have rµ,BΩs as a factor. It is well-known that the compactness of a factor implies
the compactness of the operator (see for instance [Sch02, Section 4.3]). Below, in Lemma 6.12 we
verify that the commutator rµ,BΩs is compact in F sp,qpΩq.
Consider now A
p2q
m “ pBmqΩ ´ pBΩqm. We define the operator
Rmg :“ χΩB pχΩcBmpχΩ gqq (6.3)
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whenever it makes sense. This operator can be understood as a (regularizing) reflection with
respect to the boundary of Ω, and it is bounded in F sp,qpΩq again by Theorem 6.10 below. Note
that Rm´1 “ χΩrχΩ,Bs ˝Bm´1pχΩ¨q, leading to Ap2qm “ Rm´1 `BΩ ˝Ap2qm´1. Thus, the reflection
is bounded and the compactness of Rm shown in Theorem 6.13 will prove the compactness of Ap2qm .
Now, the following claim is the remaining ingredient for the proof of Theorem 1.5.
Lemma 6.1. For m large enough, A
p1q
m is invertible.
Proof. Since sp ą 2 we can use the algebra structure (5.1) and (5.2) to conclude that for every
g P F sp,qpΩq
}µmpBmqΩg}F sp,qpΩq À }µm}F sp,qpΩq}pBmqΩg}F sp,qpΩq
À m2}µ}m´1L8 }µ}F sp,qpΩq}pBmqΩ}F sp,qpΩqÑF sp,qpΩq}g}F sp,qpΩq.
By Theorem 6.10 below, there are constants depending on the Lipschitz character of Ω (and
other parameters) but not on m, such that
}pBmqΩ}F sp,qpΩqÑF sp,qpΩq À m2}ν}F s´1{pp,p pBΩq.
As a consequence, for m large enough the operator norm }µmpBmqΩ}F sp,qpΩqÑF sp,qpΩq ă 1 and, thus,
A
p1q
m in (6.2) is invertible.
Now we can show Theorem 1.5 for 0 ă s ă 1 by the usual Fredholm argument as follows.
Proof of Theorem 1.5. For m big enough, the restricted Beltrami operator IΩ ´ pµBΩqm can be
expressed using (6.2) as the sum of an invertible operator A
p1q
m (see Lemma 6.1) and the compact
operator µmA
p2q
m `Ap3qm (its compactness granted in the comments above together with Lemma 6.12
and Theorem 6.13). By (6.1), we can deduce that IΩ ´ µBΩ is a Fredholm operator (see [Sch02,
Theorem 5.5]). The same argument works with any other operator IΩ´ tµBΩ for 0 ă t ă 1{}µ}8.
It is well known that the Fredholm index is continuous with respect to the operator norm on
Fredholm operators (see [Sch02, Theorem 5.11]), so the index of IΩ ´ µBΩ equals that of IΩ, i.e.,
0.
It only remains to see that our operator is injective in order to obtain its invertibility. Since
the Beurling transform is an isometry on L2pCq and }µ}8 ă 1, the operator I ´ µB is injective in
L2pCq. Thus, if g P F sp,qpΩq, and pIΩ ´ µBΩqg “ 0, we define Gpzq “ gpzq if z P Ω and Gpzq “ 0
otherwise, and then we have that
pI ´ µBqGpzq “ pI ´ µχΩBqpχΩGqpzq “
#
pIΩ ´ µBΩqgpzq “ 0 when z P Ω
0 otherwise.
By the injectivity of the first operator, since G P L2 we get that G “ 0 and, thus, g “ 0 as a
function of F sp,qpΩq.
Now, remember that the principal solution of (1.1) is fpzq “ Chpzq ` z, where
h :“ pI ´ µBq´1µ,
that is, h ´ µBphq “ µ, so suppphq Ă supppµq Ă Ω and, thus, χΩh ` µBΩphq “ h ` µBphq “ µ
modulo null sets, so
h|Ω “ pIΩ ´ µBΩq´1µ,
proving that h|Ω P F sp,qpΩq. By [AIM09, Theorem 4.3.12] we have that Ch P LppCq. Since the
derivatives of the principal solution, Bf |Ω “ h|Ω and Bf |Ω “ BΩh ` 1, are in F sp,qpΩq, we have
f P F s`1p,q pΩq by (5.3).
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6.2 Dorronsoro’s Betas
Jose R. Dorronsoro introduced the following polynomials to study the Besov norms of functions in
[Dor85] (see [Pra17, Proposition 2.3] for the consistency of this definition):
Definition 6.2. Let I be an interval and let f P L1locp3Iq. Then, there exists a unique polynomial
RnI f of degree n (or smaller) such that for every j P t0, 1, ¨ ¨ ¨ , nu,ż
I
pRnI f ´ fqxj dm “ 0.
Then, we define
βpnqpf, Iq :“ 1`pIq
ż
3I
|fpxq ´RnI fpxq|
`pIq dmpxq.
The β-coefficients are closely related to Jones-David-Semmes ones. Namely, if f is Lipschitz
and n “ 1, then βp1q « β1. On the other hand, these polynomials satisfy that
}RnI f}L8pIq Àn `pIq´1}f}L1pIq. (6.4)
Let Dd stand for a dyadic grid of Rd. As it was observed in [Pra17, (2.10)], one can rewrite
[Dor85, Theorem 1] in terms of these coefficients as follows.
Lemma 6.3. Let 0 ă s ă n` 1 and 1 ď p ă 8. Then for every f P 9F sp,ppRq, we have that
}f} 9Bsp,p «
˜ ÿ
IPD1
ˆ
βpnqpf, Iq
`pIqs´1
˙p
`pIq
¸ 1
p
.
In the case p “ 8, arguing analogously, we get
}f} 9Cs « }f} 9Bs8,8 « supIPD1
βpnqpf, Iq
`pIqs´1 .
We will use the beta coefficients to measure the regularity of a domain. Namely, we measure in
every scale how far is each portion of the boundary to be the graph of a polynomial, via a dyadic
approach. To make the notation less dense, we will assign the coefficients to the Whitney cubes
straight ahead. To do so, we will chose a beta coefficient comparable to the supremum of the
betas of the reasonable choices for each cube. In the following definitions and computation we use
εδ :“ R?1`δ2 , which grants that whenever x ă εδ, the image px,Apxqq under a parameterization A
is a boundary point even if the Lipschitz constant δ is big.
Definition 6.4. Let Ω Ă C be a bounded pδ,Rq-Lipschitz domain. Take a finite collection of
boundary points txjuMj“1 Ă BΩ such that
 
B
`
xj ,
εδ
12
˘(M
j“1 is a disjoint family but the double balls
cover the boundary. After an appropriate rigid movement τj (rotation and translation) which maps
xj to the origin, the boundary BpτjΩq coincides with the graph of a Lipschitz function Aj in the
cube Qj “ Qp0, Rq, with Aj supported in r´4R, 4Rs and derivative satisfying }A1}L8 ď δ.
Given a cube Q P WΩ with `pQq small enough, say `pQq ď CΩ, we say that a pair pxj , Jq is
admissible for Q, writing pxj , Jq P JQ if
1. The length `pJq “ `pQq and J Ă r´ εδ3 , εδ3 s.
2. The image of J under the graph function τ´1j ˝ pId,Ajq is a set UJ Ă BΩ with DpQ,UJq «
`pQq.
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Above we can fix the constants so that every pair pxj , Jq with `pJq ď CΩ and J Ă r´ εδ3 , εδ3 s belongs
at least to one JQ. Then, we assign the number
βpnqpQq :“ maxpxj ,JqPJQ βpnqpAj , Jq.
If the cube is greater than CΩ, we will assign βpnqpQq :“ 1.
Remark 6.5. Note that the number of candidates J above is uniformly bounded in terms of the
Lipschitz character and the Whitney constants. At the same time, every interval J can be chosen
for a uniformly bounded number of Whitney cubes depending on the same constants.
Lemma 6.6 (see Proposition A.9). Let 0 ă s ă n, 1 ă p ă 8 with sp ą 2 and let Ω be a
pδ,Rq-Lipschitz F s`1´
1
p
p,p -domain. Then¨˝ ÿ
QPW:`pQqďCΩ
βpnqpQqp`pQq2´sp‚˛
1
p
À }ν}
F
s´ 1
p
p,p pBΩq
,
with constants depending on the Lipschitz character of Ω and H1pBΩq, where ν stands for the unit
outward normal vector to the boundary of the domain.
The β-coefficients will appear in a natural way along the present paper thanks to the following
relation introduced in [CT12, (7.3)].
Lemma 6.7. Let Ω be a bounded pδ,Rq-Lipschitz domain and let W be a Whitney covering with
appropriate constants. Then, for x, y P Q PW with Q Ă ŤMj“1B `xj , εδ12˘, there exists a half plane
ΠQ so that for every 0 ă `0 ă R, the estimate
ż
Ω∆ΠQ
1
|z ´ x|2`η dmpzq À
¨˚
˚˝ ÿ
PPW:ρPĄQ
`pP qď`0
βp1qpP q
`pP qη `
1
`η0
‹˛‹‚ (6.5)
holds, with the constant ρ ą 1 depending only on the Lipschitz character of the domain and η ą 0.
Note that the condition ρP Ą Q in the last sum above, implies that the cubes P cannot be
much smaller than Q, namely `pP q ě `pQqρ , and thus the number of cubes P on a given scale stays
uniformly bounded for any given Q. Essentially ΠQ is a half-plane whose boundary coincides with
the minimizer for βp1qpQq. To be precise, we choose pxj , Jq P JQ and we choose ΠQ so that it
contains Q and τjBΠQ minimizes βpnqpAj , Jq, see Definition 6.4. Above we chose the Whitney
constants big enough so that that distpQ,ΠcQq « `pQq. Note that in case `pQq ě CΩ we can chose
any half-plane whose boundary is at distance from Q comparable to `pQq.
To end with beta coefficients, we write the following lemma, which will be used several times
along the text.
Lemma 6.8. Let Ω Ă C be a bounded F s`1´
1
p
p,p -domain, with 0 ă s ă 1, 1 ă p ă 8 and sp ą 1.
For ` ą s, we have that
ÿ
QPW
`pQq2`p`´sqp
¨˝¨˝ ÿ
ρPĄQ:`pP qď2R
βp1qpP q
`pP q` ‚˛
p
` 1‚˛À }ν}p
F
s´ 1
p
p,p pBΩq
,
with constants depending on `, s, p, the Whitney constants, the Lipschitz character of the domain
and its diameter.
25
Proof. Fix ε ă `´ s. Then
S :“
ÿ
QPW
`pQq2`p`´sqp
¨˝¨˝ ÿ
ρPĄQ:`pP qď2R
βp1qpP q
`pP q` ‚˛
p
` 1‚˛
À
˜
C
2`p`´sqp
Ω `
ÿ
Q
`pQq2`p`´sqp
ÿ
ρPĄQ
βp1qpP qp
`pP qp`´εqp
ˆ
1
`pQqεp1
˙ p
p1
¸
À
˜
CΩ,`´s,p `
ÿ
P
βp1qpP qp
`pP qp`´εqp
ÿ
QĂρP
`pQq2`p`´s´εqp
¸
.
Now, using Remark 6.5, for P PW, since 2` p`´ s´ εqp ą 2 we have thatÿ
QĂρP
`pQq2`p`´s´εqp «
ÿ
JĂI:IPJ pP q
`pJq2`p`´s´εqp ď
ÿ
IPJ pP q
`pIq2`p`´s´εqp « `pP q2`p`´s´εqp.
Thus, by Lemma 6.6 (see Proposition A.9 in case 1 ă sp ď 2) we get
S À
˜
CΩ,`´s,p `
ÿ
P
βp1qpP qp
`pP qsp´2
¸
ď CΩ,`´s,p}ν}p
F
s´ 1
p
p,p pBΩq
.
Remark 6.9. Since we are in a Lipschitz domain, it is enough 2 ` p` ´ s ´ εqp ą 1, see [PT15,
Lemma 3.12]. Thus, the preceding lemma holds in fact whenever ` ą s´ 1p .
6.3 Boundedness of the truncated iterates
Consider 1 ă p ă 8, sp ą 2, and 0 ă s ă 1 and let Ω be a bounded F s`1´
1
p
p,p -domain. Victor Cruz
and Xavier Tolsa showed that for every f P F sp,2pΩq we have that
}BpχΩfq}F sp,2pΩq ď C}ν}F s´1{pp,p pBΩq}f}F sp,2pΩq,
where C depends on p, s, diampΩq and the Lipschitz character of the domain. (see [CT12, Corollary
1.3]).
Nevertheless, this estimate is not enough, since we need to estimate the iterates of the Beurling
transform, that is, Theorem 6.10 below. Moreover, we are dealing with the larger Triebel-Lizorkin
scale (with values other than 2 allowed for q as well). Thus, we proceed to give a quantitative
control of }pBmqΩ}F sp,qpΩq. The following is a fractional version of what we got in [Pra17].
Theorem 6.10. Consider m P N, 0 ă s ă 1 and 1 ă p, q ă 8 with sp ą 2, and let Ω be a bounded
F
s`1´ 1p
p,p -domain. Then, for every f P F sp,qpΩq we have that
}BmpχΩfq}F sp,qpΩq ď Cm2}ν}F s´1{pp,p pBΩq}f}F sp,qpΩq,
where C depends on s, p, q, diampΩq and the Lipschitz character of the domain but not on m.
Before proving that, we check the behavior on constant functions, which will be enough when
combined with the T p1q Theorem in [PS17].
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Lemma 6.11. Consider m P N, let 0 ă s ă 1, 1 ă p, q ă 8 with sp ą 1, let Ω be a bounded
F
s`1´ 1p
p,p -domain. Then BmχΩ P F sp,qpΩq and, moreover,
}BmχΩ}F sp,qpΩq À }ν}F s´ 1pp,p pBΩq,
the constant depending only on the indices, the Lipschitz character of the domain and its diameter.
Proof. Note that if p ă q, then }BmχΩ}F sp,qpΩq À }BmχΩ}F sp,ppΩq, so we will assume with no loss
of generality that p ě q, which in particular implies that s ą 0 ě 2p ´ 2q . We follow the approach
given in [CT12, proof of Lemma 6.3] which gets quite shorter with the norm given in Theorem 5.1
if p ě q. Indeed, we only need to control the homogeneous seminorm
}BmχΩ}p9F sp,qpΩq :“
ÿ
QPW
ż
Q
ˆż
2Q
|BmχΩpxq ´BmχΩpyq|q
|x´ y|sq`2 dy
˙ p
q
dx, (6.6)
and the non-local part in the aforementioned proof, which is the most difficult one to treat, is not
there anymore.
Choose a half-plane ΠQ as in Lemma 6.7. By (6.4), chosing appropriate Whitney constants
we have that x and y are in ΠQ. Next we use that, formally, BχΠQ is constant in ΠQ and ΠQ
c
(see [CT12, Lemma 4.2]), i.e., that BχΠQ “ cχΠQ modulo constants and, by induction, BmχΠQ
is constant in ΠQ as well, so |BmχΩpxq ´ BmχΩpyq| “ |BmχΩpxq ´ BmχΩpyq ´ BmχΠQpxq `
BmχΠQpyq| (understood in the BMO sense).
To avoid checking the particular kernel of the iterates of the Beurling transform in BMO, which
we could not find in the literature, the reader can check thatż
rDXΠQzBpx,εq
pz ´ xqm´1
pz ´ xqm`1 dmpzq ´
ż
rDXΠQzBpy,εq
pz ´ yqm´1
pz ´ yqm`1 dmpzq
rÑ8ÝÝÝÑ 0
using Green’s formula [AIM09, Theorem 2.9.1] (see the proof of Lemma 6.15 below for inspiration),
and ż
prDqc
pz ´ xqm´1
pz ´ xqm`1 ´
pz ´ yqm´1
pz ´ yqm`1 dmpzq
rÑ8ÝÝÝÑ 0.
Thus, we can write
|BmχΩpxq ´BmχΩpyq| ď m
ż
Ω∆ΠQ
ˇˇˇˇ pz ´ xqm´1
pz ´ xqm`1 ´
pz ´ yqm´1
pz ´ yqm`1
ˇˇˇˇ
dmpzq
À m2
ż
Ω∆ΠQ
|x´ y|
|z ´ x|3 dmpzq.
By (6.5), we can write
|BmχΩpxq ´BmχΩpyq| À m2|x´ y|
˜ ÿ
PPW:QĂρP
βp1qpP q
`pP q `
1
diampΩq
¸
.
Combining with (6.6), we get that
}BmχΩ}p9F sp,qpΩq À
ÿ
QPW
|Q|
˜
`pQqp1´sqqm2q
˜ ÿ
P :QĂρP
βp1qpP q
`pP q `
1
diampΩq
¸q¸ pq
« m2p
ÿ
QPW
`pQq2`p´sp
˜ ÿ
P :QĂρP
βp1qpP q
`pP q `
1
diampΩq
¸p
and Lemma 6.8 with ` “ 1 ends the proof.
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Proof of Theorem 6.10. By [PS17, Remark 5.7], we have that
}BΩ}F sp,qpΩqÑF sp,qpΩq Às,p,q,diampΩq,δ m2 ` }B}F sp,qÑF sp,q ` }B}LpÑLp ` }B}LqÑLq ` }BΩ1} 9F sp,qpΩq
The boundedness of the Beurling transform in F sp,q (see [Tor91]) and Lemma 6.11 imply that
}BΩ}F sp,qpΩqÑF sp,qpΩq Às,p,q,diampΩq,δ m2
´
}ν}
F
s´1{p
p,p pBΩq ` 1
¯
«s,p,q,diampΩq,δ m2}ν}F s´1{pp,p pBΩq.
6.4 Compactness of the commutator
Lemma 6.12. The commutator rµ,BΩs is compact in F sp,qpΩq.
Proof. Choose s ă β ă 1. If µ P C8pCq, then rµ,BΩs : L8 ÑW β,p is compact (see [CMO13, (18)
and the subsequent paragraph]). Precomposing with the inclusion F sp,q Ñ L8 and postcomposing
with W β,p Ñ F sp,q for β ą s we get that the lemma holds for C8 coefficients.
To show compactness for general µ P F sp,qpΩq, we only need to see that the commutator can be
approximated in operator norm by a sequence of commutators with smooth coefficients. For this
one only needs to approximate µ by tµnu Ă C8pΩ¯q (combine the density of C8c functions in F sp,q
in [Tri83, Theorem 2.3.3] and Theorem 5.3, for instance). By (5.1) and Theorem 6.10 ([CT12] is
enough in this case), we conclude that
rµn,BΩs Ñ rµ,BΩs
in the operator norm.
6.5 Beurling Reflection
Theorem 6.13. Let 0 ă s ă 1, 1 ă p, q ă 8 with sp ą 2, and let Ω be a bounded F s`1´
1
p
p,p -domain.
For every m, the operator Rm is compact in F sp,qpΩq.
Theorem 6.13 is a straight consequence of the Rellich-Kondrachov compactness Theorem (see
[Tri83, Remark 4.3.2/1]) together with the following proposition.
Proposition 6.14. Let 0 ă s ă 1, 1 ă p, q ă 8 with sp ą 2, and let Ω be a bounded F s`1´
1
p
p,p -
domain, and m P N. Then
}Rmf} 9F sp,qpΩq Àh }f}ChpΩq
for every h ą 0.
Next we take a closer look to the kernel of the Beurling reflection defined in (6.3). The reflection
can be written as
Rmfpzq “
ż
Ωc
1
pz ´ wq2
ż
Ω
fpξq pw ´ ξq
m´1
pw ´ ξqm`1 dmpξq dmpwq.
In a quite general setting, one can use Fubini in the former expression of Rm and the related
kernel rKmpz, ξq “ şΩc pw´ξqm´1pz´wq2 pw´ξqm`1 dw appears as a natural element. Mateu, Orobitg and
Verdera study this kernel in [MOV09, Lemma 6] assuming the boundary of the domain Ω to be in
C1`ε for ε ă 1. They prove the size inequality
| rKmpz, ξq| À 1|z ´ ξ|2´ε
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and a smoothness inequality in the same spirit. Cruz, Mateu and Orobitg proved an analogous
result to Theorem 6.13 under stronger assumptions on the regularity of the boundary in [CMO13],
namely, that the boundary had C1`s`ε parameterizations. They could show that the kernel is
smoothing in this context. Their proof was based on the size and the smoothness estimates of the
kernel shown in [MOV09], which could be useful for the case Wσ,ppΩq with σ ă s´2{p but they are
not sufficiently strong to deal with the endpoint case W s,ppΩq when the domain has just F 1`s´
1
p
p,p
parameterizations. Nevertheless, their argument was adapted in [Pra15b] to get Proposition 6.18
below, which will be used to prove Proposition 6.14.
Let us collect the necessary background. Given m P N, let us define the kernel
Kmpz, ξq :“
ż
Ωc
pw ´ ξqm´1
pz ´ wq3 pw ´ ξqm`1 dmpwq “
ż
BΩ
pw ´ ξqm
pz ´ wq3 pw ´ ξqm`1 dw (6.7)
for all z, ξ P Ω, where the path integral is oriented counterclockwise. Note that for suitable z and
f we will be able to use Fubini’s Theorem to get
BRmfpzq “
ż
Ω
fpξqKmpz, ξq dmpξq.
Lemma 6.15. Let Π be an open half plane, and x, y P Π. For m1,m2,m3 P N0 with m1`m2´m3 ą
2 we have that ż
Πc
pw ´ yqm3
px´ wqm1pw ´ yqm2 dmpwq “
ż
BΠ
pw ´ yqm3`1
px´ wqm1pw ´ yqm2 dw “ 0
Proof. Without loss of generality, we may assume that Π is the upper half plane. For a suitable
constant c, Green’s and Cauchy’s theorems imply thatż
Πc
cpw ´ yqm3
px´ wqm1pw ´ yqm2 dmpwq “
ż
BΠ
pw ´ yqm3`1
px´ wqm1pw ´ yqm2 dw “
ż
BΠ
pw ´ yqm3`1
px´ wqm1pw ´ yqm2 dw “ 0.
We will use an auxiliary function.
Definition 6.16. Let us define
hmpzq :“
ż
BΩ
pτ ´ zqm
τ ´ z dτ for every z P Ω.
By [Pra15b, Proposition 3.6] the weak derivatives of order m of hm are
Bj B¯m´jhm “ cm,jBjχΩ, for 0 ď j ď m. (6.8)
To shorten notation, we will write Hjm “ Bjhm.
Combining (6.8) with Lemma 6.11, one obtains the following:
Lemma 6.17. Let 0 ď j ď m, 0 ă s ă 1, sp ą 2 and let Ω be a bounded F s`1´
1
p
p,p -domain. Then
∇m´jHjm P F sp,ppΩq.
Given a j times differentiable function f , we will write
P jz pfqpξq “
ÿ
|~i|ďj
D
~ifpzq
~i!
pξ ´ zq~i (6.9)
for its j-th degree Taylor polynomial centered in the point z.
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Proposition 6.18 (see [Pra15b, Proposition 3.6]). Let Ω be a bounded Lipschitz domain, and let
m ě 1. Then, for every pair z, ξ P Ω with z ‰ ξ, we have that
Kmpz, ξq “ cmBBχΩpzq pξ ´ zq
m´1
pξ ´ zqm`1 `
ÿ
jďm
cm,j
Hjmpξq ´ Pm´jz Hjmpξq
pξ ´ zqm`3´j , (6.10)
Note that the Taylor polynomials are well defined because Lemma 6.17 implies the required
differentiability.
Proof of Proposition 6.14. We assume that p ě q, since otherwise, one has that }Rmf}F sp,qpΩq À
}Rmf}F sp,ppΩq (see Proposition 5.4).
Let 0 ă ρ ă 1 to be fixed later on. For f P F sp,qpΩq, let us write
Dsqfpxq :“
˜ż
Bpx,ρδΩpxqq
|fpxq ´ fpyq|q
|x´ y|sq`2 dy
¸ 1
q
. (6.11)
We want to show that
0 :“ ››DsqRmf››LppΩq “
˜ ÿ
QPW
››DsqRmf››pLppQq
¸ 1
p
ď Ch}f}ChpΩq.
For every Whitney cube Q we choose a bump function χ3Q ď ϕQ ď χ4Q with |∇ϕQ| ď 1`pQq .
Then,
0
p À
ÿ
Q
|fQ|p
››DsqRm1››pLppQq `ÿ
Q
››DsqRmpf ´ fQqϕQ››pLppQq `ÿ
Q
››DsqRmpf ´ fQqp1´ ϕQq››pLppQq
“ 1 ` 2 ` 3 . (6.12)
We will show that each term is bounded by C}f}pChpΩq.
Let us begin by the first term in the right-hand side of (6.12), which is the easiest one. Indeed,
for any cube Q, the mean |fQ| ď }f}L8pΩq. On the other hand the boundedness of Rm in the
Triebel-Lizorkin space under consideration implies that Rm1 P F sp,qpΩq. By Theorem 5.1, this
implies
1 À }f}pL8pΩq}Rm1}pF sp,qpΩq.
Next, let us face the local part in (6.12). We fix the following notation: when dealing with the
difference of a function F between two points, we will write
F rpxq ´ pyqs :“ F pxq ´ F pyq.
Let x, y P Q PW. Then, since BrχΩcBmpχΩfqs is analytic on Ω, it has continuous derivatives and,
thus, by the mean value theorem
|Rmrpf ´ fQqϕQsrpxq ´ pyqs| ď }BRmrpf ´ fQqϕQs}L8p2Qq|x´ y|
and, fixing a convenient ρ in (6.11), we get that
2 ď
ÿ
Q
ż
Q
ˆż
2Q
|Rmrpf ´ fQqϕQsrpxq ´ pyqs|q
|x´ y|sq`2 dy
˙ p
q
dx
ď
ÿ
Q
}BRmrpf ´ fQqϕQs}pL8p2Qq
ż
Q
ˆż
2Q
|x´ y|q
|x´ y|sq`2 dy
˙ p
q
dx
À
ÿ
Q
`pQq2`p1´sqp}BRmrpf ´ fQqϕQs}pL8p2Qq. (6.13)
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Take z P 2Q. Then
BRmrpf ´ fQqϕQspzq “
ż
Ωc
1
pz ´ wq3
ż
Ω
pw ´ ξqm´1pfpξq ´ fQqϕQpξq
pw ´ ξqm`1 dmpξq dmpwq.
It is immediate to check that this double integral is absolutely convergent and, thus, Fubini’s
Theorem applies and it follows that
BRmrpf ´ fQqϕQspzq “
ż
4Q
pfpξq ´ fQqϕQpξq
ż
Ωc
pw ´ ξqm´1
pz ´ wq3 pw ´ ξqm`1 dmpwq dmpξq.
Next, we consider the half-plane ΠQ from Lemma 6.7. Recall that distpQ,ΠcQq « `pQq. Then,
Lemma 6.15 implies that
BRmrpf ´ fQqϕQspzq “
ż
4Q
pfpξq ´ fQqϕQpξq
˜ż
Ωc
´
ż
ΠcQ
¸
pw ´ ξqm´1
pz ´ wq3 pw ´ ξqm`1 dmpwq dmpξq.
Since z P 2Q, taking absolute values we obtain
|BRmrpf ´ fQqϕQspzq| ď
ż
4Q
|fpξq ´ fQ|
ż
Ω∆ΠQ
1
|z ´ w|3 |w ´ ξ|2 dmpwq dmpξq
À `pQq2}f}L8pΩq
ż
Ω∆ΠQ
1
|w ´ z|5 dmpwq.
By (6.5), we get
|BRmrpf ´ fQqϕQspzq| À `pQq2}f}L8pΩq
¨˝ ÿ
ρPĄQ:`pP qăR
βp1qpP q
`pP q3 `R
´3.‚˛
Back to (6.13), we have that
2 À }f}pL8pΩq
ÿ
Q
`pQq2`p3´sqp
¨˝¨˝ ÿ
ρPĄQ:`pP qăR
βp1qpP q
`pP q3 ‚˛
p
` C‚˛.
By Lemma 6.8 we get
2 À }f}pL8pΩq}ν}
F
s´ 1
p
p,p pBΩq
.
It remains to control the nonlocal part in (6.12), that is,
3 ď
ÿ
Q
ż
Q
ˆż
2Q
|Rmrpf ´ fQqp1´ ϕQqsrpxq ´ pyqs|q
|x´ y|sq`2 dy
˙ p
q
dx.
As in (6.13), by the mean value property of analytic functions, we have that
3 À
ÿ
Q
`pQq2`p1´sqp}BRmrpf ´ fQqp1´ ϕQqs}pL8p2Qq
À
ÿ
Q
`pQq2p1´pq`p1´sqp}BRmrpf ´ fQqp1´ ϕQqs}pL1p 52Qq. (6.14)
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Take z P 52Q. Then
BRmrpf ´ fQqp1´ ϕQqspzq “
ż
Ωc
1
pz ´ wq3
ż
Ω
pw ´ ξqm´1pfpξq ´ fQqp1´ ϕQpξqq
pw ´ ξqm`1 dmpξq dmpwq.
This double integral is absolutely convergent:ż
Ωc
ż
Ω
|fpξq ´ fQ||1´ ϕQpξq|
|z ´ w|3|w ´ ξ|2 dmpξq dmpwq À }f}L8
ż
Ωc
| logpδΩpwqq| ` | logpdiampΩqq|
|z ´ w|3 dmpwq.
Thus, we can apply Fubini’s Theorem, (6.7) and (6.10) to get
BRmrpf ´ fQqp1´ ϕQqspzq “
ż
Ωz3Q
pfpξq ´ fQqp1´ ϕQpξqq
ż
Ωc
pw ´ ξqm´1
pz ´ wq3 pw ´ ξqm`1 dmpwq dmpξq
“ cmBBχΩpzq
ż
Ωz3Q
pfpξq ´ fQqp1´ ϕQpξqq pξ ´ zq
m´1
pξ ´ zqm`1 dmpξq
`
ż
Ωz3Q
pfpξq ´ fQqp1´ ϕQpξqq
ÿ
jďm
cm,jpHjmpξq ´ Pm´jz Hjmpξqq
pξ ´ zqm`3´j dmpξq.
Whenever z P ΩzsuppF , we have that BmΩF pzq “ cm
ş
ΩXsuppF F pξq pξ´zq
m´1
pξ´zqm`1 dmpξq. Thus, we can
apply this identity in the first term of the right-hand side above, and back to (6.14), we obtain
3 À
ÿ
Q
`pQq2p1´pq`p1´sqp}BBχΩpzqBmΩ rpf ´ fQqp1´ ϕQqspzq}pL1p 52Q,dmpzqq
`
ÿ
jďm
ÿ
Q
`pQq2p1´pq`p1´sqp
›››››
ż
Ωz3Q
|fpξq ´ fQ| |H
j
mpξq ´ Pm´jz Hjmpξq|
|ξ ´ z|m`3´j dmpξq
›››››
p
L1p 52Q,dmpzqq
“ 3.1 `
mÿ
j“0
3.2.j (6.15)
For the first term in the right-hand side, we have that
3.1 ď
ÿ
Q
`pQq2`p1´sqp}BBχΩ}pL8p 52Qq}B
m
Ω rpf ´ fQqp1´ ϕQqs}pL8p 52Qq.
Using again the half-plane ΠQ from Lemma 6.7, whose boundary minimizes βp1qpQq, for z P 52Q
we can write
BBχΩpzq “ c
˜ż
ΩzBpz, 12 δΩq
´
ż
ΠQzBpz, 12 δΩq
¸
1
pz ´ wq3 dmpwq
(see [CT12, Lemma 4.2]), where we wrote again δΩpzq for distpz, BΩq. Taking absolute values, by
(6.5) we get
}BBχΩ}L8p 52Qq À
ż
Ω∆ΠQ
1
Dpw,Qq3 dmpwq À
ÿ
ρPĄQ:`pP qăR
βp1qpP q
`pP q `R
´1.
On the other hand, by [MOV09, Main Lemma] and doing some routine computations, one can
check that
}BmΩ rpf ´ fQqp1´ ϕQqs}L8pΩq ď }BmΩ rpf ´ fQqp1´ ϕQqs}ChpΩq Àm }pf ´ fQqp1´ ϕQq}ChpΩq
À }f} 9ChpΩq.
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Summing up, we have seen that
3.1 ď }f}p9ChpΩq
ÿ
Q
`pQq2`p1´sqp
¨˝ ÿ
ρPĄQ:`pP qăR
βp1qpP q
`pP q `R
´1‚˛p
Using Lemma 6.8 again,
3.1 ď C}f}p9ChpΩq.
Consider the term 3.2.j in (6.15). We trivially control by the supremum norm of f :
3.2.j ď }f}pL8pΩq
ÿ
Q
`pQq2p1´pq`p1´sqp
›››››
ż
Ωz3Q
|Hjmpξq ´ Pm´jz Hjmpξq|
|ξ ´ z|m`3´j dmpξq
›››››
p
L1p 52Q,dmpzqq
.
By Lemma 6.19 below, we get that
3.2.j À }f}pL8pΩq
››∇m´jHjm››F sp,ppΩq,
and by Lemma 6.17, the last factor is finite.
6.6 Meyer’s polynomials
The proof above depends on the following characterization:
Lemma 6.19. Let n P N and 0 ă s ă 1. Let Ω be a uniform domain with Whitney covering W,
and let F P CnpΩq such that its weak derivatives ∇nF P F sp,ppΩq. Then
N :“
ÿ
QPW
`pQq2p1´pq`p1´sqp
˜ż
5
2Q
ÿ
SPW
ż
S
|F pξq ´ Pnz F pξq|
DpQ,Sqn`3 dmpξqdmpzq
¸p
À }∇nF }F sp,ppΩq
Meyers’ approximating polynomials are very useful to deal which such a situation: consider the
set Pn of polynomials of degree at most n. Given a cube Q and a function f P L1locp 52Qq, the Meyers
polynomial PnQf P Pn is the unique polynomial in Pn satisfying that
ş
5
2Q
∇jf “ ş 5
2Q
∇jPnQf for
j ď n. It satisfies the Poincare´ inequality››∇kpf ´ PnQfq››L1p 52Qq À `pQqn´k}∇nf ´ p∇nfqQ}L1p 52Qq, (6.16)
whenever f PWn,1p3Qq, k ď n.
Proof of Lemma 6.19. We change the Taylor polynomial centered at z P Q by the corresponding
Meyers’ polynomial as follows:
N À
ÿ
QPW
`pQq´2 pp1`p1´sqp
¨˚
˝ ÿ
SPW
›››››PnQF ´ Pnz F ››L1pSq›››L1p 52Q,dmpzqq
DpQ,Sqn`3
‹˛‚
p
`
ÿ
QPW
`pQq´2 pp1`p1´sqp
˜ ÿ
SPW
`pQq2››F ´ PnQF ››L1pSq
DpQ,Sqn`3
¸p
“ E ` M .
33
The error term E may be addressed using the following facts. First, given a polynomial P of
degree at most n and disjoint cubes Q and S, we have that
}P }L1pSq À
`pSq2DpQ,Sqn
`pQq2`n }P }L1pQq. (6.17)
(use the fact that all norms on Pn are equivalent and appropriate rescaling factors). Thus,
E À
ÿ
QPW
`pQq´2 pp1`p1´sqp
¨˚
˝ ÿ
SPW
›››››PnQF ´ Pnz F ››L1pQq›››L1p 52Q,dmpzqq
DpQ,Sq3
`pSq2
`pQq2`n
‹˛‚
p
Using Fubini, we can change the order of integration and since the Taylor polynomial of a
polynomial of the same degree is itself, we get›››››PnQF ´ Pnz F ››L1pQq›››L1p 52Q,dmpzqq ď
›››››Pnz pF ´ PnQF q››L1p 52Q,dmpzqq›››L8pQq`pQq2.
But using the expression (6.9) of the Taylor Polynomial of degree n, for ξ, z P 3Q we have that
}Pnz fpξq}L1p 52Q,dmpzqq ď
ÿ
0ď|~i|ďn
1
~i!
›››D~ifpzqpξ ´ zq~i›››
L1p 52Q,dmpzqq
À
nÿ
k“0
››∇kf››
L1p 52Qq`pQq
k.
Plugging the Poincare´ inequality (6.16) in, we get›››››PnQF ´ Pnz F ››L1pQq›››L1p 52Q,dmpzqq À `pQq2`n}∇nF ´ p∇nF qQ}L1p 52Qq.
Back to the error term, we get that
E À
ÿ
QPW
`pQq´2 pp1`p1´sqp
˜
}∇nF ´ p∇nF qQ}L1p 52Qq
ÿ
SPW
`pSq2
DpQ,Sq3
¸p
.
Using (2.1) and the Ho¨lder inequality,
E À
ÿ
QPW
`pQq´2 pp1`p1´sqp}∇nF ´ p∇nF qQ}pLpp 52Qq`pQq
2 p
p1 `pQq´p,
so
E À
ÿ
QPW
}∇nF ´ p∇nF qQ}pLpp 52Qq
`pQqsp À }∇
nF }F sp,ppΩq.
To estimate the main term M we will argue by duality. Writing
hQ :“ `pQq1´s` 2p
ÿ
SPW
››F ´ PnQF ››L1pSq
DpQ,Sqn`3 ,
it follows that
M
1
p “ }thQuQPW}`ppWq “
˜
sup
tgQu
ÿ
QPW
hQgQ
¸
“ sup
tgQu
ÿ
QPW
`pQq1´s` 2p gQ
ÿ
SPW
››F ´ PnQF ››L1pSq
DpQ,Sqn`3
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where the supremum is taken over the sequences tgQuQPW satisfying that
}tgQuQPW}`p1 pWq “ 1.
Fix Whitney cubes Q and S. Next we use a telescoping summation following the chain of cubes
rQ,Ss introduced in Definition 2.4:››F ´ PnQF ››L1pSq ď }F ´ PnSF }L1pSq ` ÿ
PPrQ,Sq
›››PnPF ´ PnN pP qF ›››
L1pSq
,
where N pP q stands for the next cube in the chain rQ,Ss. By Definition 2.2, the side of a given
Whitney cube is at most twice as long as the side of its neighbors. Thus, for P P rQ,Ss we have
P Ă 5N pP q. Using (6.17),
››F ´ PnQF ››L1pSq À ÿ
PPrQ,Ss
}F ´ PnPF }L1p5P q
`pSq2DpP, Sqn
`pP q2`n .
Using the Poincare´ inequality (6.16) and the Ho¨lder inequality, for P P rQ,Ss we get that
}F ´ PnPF }L1p5P q À }∇nF ´ p∇nF qP }L1p5P q`pP qn
À }∇nF ´ p∇nF qP }Lpp5P q`pP qn`
2
p1
À ››Dsp∇nF ››Lpp5P q`pP qs`n` 2p1
(see (6.11)). Since DpP, Sq À DpQ,Sq, we obtain
M
1
p À sup
tgQu
ÿ
PPW
››Dsp∇nF ››Lpp5P q ÿ
Q,S:PPrQ,Ss
`pQq1` 2p´sgQ`pSq2
`pP q 2p´sDpQ,Sq3 .
To end the proof we need will use the boundedness of the maximal Hardy-Littlewood operator
on Lebesgue spaces, so we define Gpxq :“ řQPW gQ`pQq2{p1 χQpxq. It is clear that }G}Lp1 pΩq “
}tgQuQPW}`p1 pWq “ 1, and `pQq
2
p gQ “
ş
Q
G. Thus,
M
1
p À sup
GPLp1 pΩq
ÿ
PPW
››Dsp∇nF ››Lpp5P q ÿ
Q,S:PPrQ,Ss
`pQq1´s`pSq2
`pP q 2p´sDpQ,Sq3
ż
Q
Gpxq dx.
By Lemma 6.20 below (take ` “ 1), Ho¨lder’s inequality and the finite overlapping of Whitney
cubes, we get that
M
1
p À sup
GPLp1 pΩq
ÿ
PPW
››Dsp∇nF ››Lpp5P q››MG`M2G››Lp1 pP q À ››Dsp∇nF ››LppΩq.
Here M stands for the maximal Hardy-Littlewood operator, which is bounded in Lp
1
.
It remains to show the following version of [Pra15b, Lemma 2.5].
Lemma 6.20. Consider a uniform domain Ω Ă Rd with Whitney covering W, a cube P P W, a
function G P L1pΩq and two real numbers 0 ă s ă `. Thenÿ
Q,S:PPrQ,Ss
`pQq`´s`pSq2
DpQ,Sq2``
ż
Q
Gpxq dx À 1
`pP qs
ż
P
pMGpxq `M2Gpxqq dx..
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Proof. We divide the chain rQ,Ss “ rQ,QSs Y rQS , Ss, in such a way that if P is in the ascending
path rQ,QSs then `pP q « DpQ,P q and DpP, Sq « DpQ,Sq « `pQSq, and if P is in the descending
path we get analogous conditions, see (2.3). Thus, we write¨˝ ÿ
Q,S:PPrQ,QSs
`
ÿ
Q,S:PPrQS ,Ss
‚˛`pQq`´s`pSq2
DpQ,Sq2``
ż
Q
Gpxq dx “: A ` D .
For every cube P we getÿ
Q:DpQ,P qÀ`pP q
`pQq`´s
ż
Q
Gpxq dx ď `pP q`´s
ż
P
MGpxq dx. (6.18)
In the ascending path, thus, using (2.1) and (6.18) we obtain
A ď
ÿ
SPW
`pSq2
DpS, P q2``
ÿ
Q:DpQ,P qÀ`pP q
`pQq`´s
ż
Q
Gpxq dx « `pP q´``pP q`´s
ż
P
MGpxq dx
In the descending path, we divide the sum in Q in “dyadic annuli” just by setting R “ QS :
D “
ÿ
S:DpS,P qÀ`pP q
`pSq2
ÿ
R:DpR,P qÀ`pRq
1
`pRq2``
ÿ
Q:DpQ,RqÀ`pRq
`pQq`´s
ż
Q
Gpxq dx.
Again, first we will use (6.18) to get
D À `pP q2
ÿ
R:DpR,P qÀ`pRq
1
`pRq2`s
ż
R
MGpxq dx À `pP q2
ÿ
R:DpR,P qÀ`pRq
1
`pRqs`pP q2
ż
P
M2Gpyqdy.
Since the last sum above is a geometric series, we obtain that
D À 1
`pP qs
ż
P
M2Gpyq dy.
A Appendix
A.1 Composition and inverse function theorems
First we need a lemma on a generalized chain rule. For this purpose we recover the multivariate
version of Faa` di Bruno’s formula (see [KP92, Lemma 1.3.1] for the one-dimensional case), whose
proof is a mere exercise on induction. Given a multiindex ~i P Nd0, we define mp~iq P t1, ¨ ¨ ¨ , du|~i| as
the vector whose components are non-decreasing (i.e, mp~iq` ď mp~iq``1), and such that
#tj : mp~iq` “ ju “~ij .
For instance, mp3, 2q “ p1, 1, 1, 2, 2q, and mp4, 0, 1q “ p1, 1, 1, 1, 3q.
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Lemma A.1 (Chain rule). Given f1 “ pf11 , ¨ ¨ ¨ , fd1 q : Rd Ñ Rd, f2 : Rd Ñ R with f i1, f2 P
WM,8pRdq and ~k P Nd0 with |~k| “M , there exist appropriate constants such that
D
~kpf2 ˝ f1q “
ÿ
1ď|~i|ďM
tαju|~i|j“1ĂNd0zt~0u:
ř |αj |“M
C~k,~i,tαjuD
~if2pf1q
|~i|ź
`“1
Dα`f
mp~iq`
1 (A.1)
almost everywhere.
Most likely the following results appear in the literature, but we were not able to locate them,
so we include these results for the sake of completeness. First we apply the chain rule to Ho¨lder
functions to show Lemma 4.1.
Lemma A.2. Let 1 ă s, s R N and d P N. Given bounded Lipschitz domains Ωj Ă Rd and
functions fj P CspΩjq with f1pΩ1q Ă Ω2 and f1 bi-Lipschitz, then
f2 ˝ f1 P CspΩ1q, (A.2)
and
f´11 P CspΩ2q. (A.3)
Proof. Let us check (A.2). According to (A.1), for s “ k ` σ with k P N0, 0 ă σ ă 1, we get
|∇kpf2 ˝ f1qpxq ´∇kpf2 ˝ f1qpyq|
À
ÿ
1ďiďk
|∇if2pf1pxqq ´∇if2pf1pyqq|
ÿ
tαju:ři1 αj“k
iź
j“1
|∇αjf1pxq| (A.4)
`
ÿ
1ďiďk
|∇if2pf1pyqq|
ÿ
tαju:ři1 αj“k
iÿ
`“1
|∇α`f1pxq ´∇α`f1pyq|
`´1ź
j“1
|∇αjf1pyq|
iź
j“``1
|∇αjf1pxq|.
This implies that
}f2 ˝ f1} 9Cs À
ÿ
1ďiďk
Cf1
››∇if2›› 9Cσ ÿ
tαju:ři1 αj“k
iź
j“1
}∇αjf1}L8
`
ÿ
1ďiďk
››∇if2››L8 ÿ
tαju:ři1 αj“k
iÿ
`“1
}∇α`f1} 9Cσ
ź
j‰`
}∇αjf1}L8 ,
so
}f2 ˝ f1} 9Cs ď Cf1}f2}CspΩ2q, (A.5)
with Cf1 depending polynomially on the Cσ norm of the derivatives of f1 and its bi-Lipschitz
constant.
Finally, let us prove (A.3). Writing f “ f1 and applying the inverse function theorem,
Dpf´1qpxq “ pDfq´1pf´1pxqq.
That is, the first-order derivatives of the inverse can be expressed as
pDpf´1qqij “ gij ˝ pf´1q, where gij “ PijpDF q
detpDfq (A.6)
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for certain homogeneous polynomials Pij : Rdˆd Ñ R of degree d´ 1. By induction we can assume
f´1 P Cs´1, and by (A.2) it is enough to check that gij P Cs´1pΩ1q. But every derivative of degree
k´ 1 of gij is a polynomial on the derivatives of f with at most one factor of order k at each term,
divided by a power of the Jacobian determinant. Applying the argument in (A.4) to each of these
derivatives we obtain (A.3).
Next we adapt the approach to show Lemma 3.1 on Sobolev spaces. The results are valid for
spaces W s,p whose functions have all the derivatives bounded except perhaps the last ones. Thus,
we define the space Ws,ppΩq :“ W s,ppΩq XW s´1,8pΩq. Note that W 0,8 stands for L8. By the
Sobolev embedding Theorem, when p ą d we have that Ws,ppΩq “W s,ppΩq.
Lemma A.3. Let s, d P N, and 1 ă p ď 8. Given bounded Lipschitz domains Ωj Ă Rd and
functions fj P Ws,ppΩjq with f1pΩ1q Ă Ω2 and f1 bi-Lipzchitz, then
f2 ˝ f1 PW s,ppΩ1q, (A.7)
and
f´11 PW s,ppΩ2q. (A.8)
Proof. To check (A.7), the case s “ 1 is [Zie89, Theorem 2.2.2], so let us assume that s ě 2. Since
both f1 and f2 are in W
s´1,8pΩjq (that is, they have Lipschitz derivatives up to order s´ 2), all
their derivatives but the last ones are bounded.
Let us assume first that fj are W
s,8pΩjq functions. By (A.1), and applying Ho¨lder’s inequality,
we get that
}∇spf2 ˝ f1q}Lp Àd,s
ÿ
1ďiďs
ÿ
tαkui1:
ř
αk“s
››∇if2pf1q››p0 iź
`“1
}∇α`f1}p` ,
where
ři
0
1
p`
“ 1p .
Consider the term with i “ s, so α` “ 1 for 1 ď ` ď s. In this case, take p0 “ p, p` “ 8. Next,
consider the other end-point i “ 1, where there is only one ∇α`f1 factor and α1 “ s. In this case
one can take p0 “ 8 and p1 “ p because ∇f2 P L8pΩjq. The intermediate terms (1 ă i ă s) are
bounded analogously, with more freedom in the choice of p`. Thus,
}∇spf2 ˝ f1q}Lp À Cf1}f2}Ws,ppΩ2q, (A.9)
with the constant Cf1 depending polynomially on the W
1,p norm of the derivatives of f1 up to
order s´ 1.
Consider now general functions fj P Ws,ppΩjq with f1 bi-Lipschitz. Let ΛΩj be an extension
operator for Ws,ppΩjq (see [Ste70, Theorem VI.5]). Consider approximations of the identity fεj “
ΛΩjfj ˚ ϕε for a C8c function ϕ with
ş
ϕ “ 1.
Clearly fεj Ñ fj in Ws,ppΩjq. In particular, the first order derivatives of fεj converge uniformly
to the corresponding derivatives of fj and, thus, the bi-Lipschitz character is preserved for ε small
enough. Thus, estimate (A.9) holds uniformly, and via Banach-Alaoglu Theorem, it extends to the
limiting case.
The inverse function bound (A.8) can be proven by the same methods using (A.6).
Finally we see that Triebel-Lizorkin spaces have the same properties, proving Lemma 5.6,
Lemma 3.2 being a particular case. Again, we define Fsp,qpΩq :“ F sp,qpΩq XW k,8pΩq for k ă s ă
k ` 1. By Proposition 5.4 and (2.12), when ps´ kqp ą d we have that Fsp,qpΩq “ F sp,qpΩq.
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Lemma A.4. Let k P N0, 0 ă σ ă 1 and let s :“ k`σ, let 1 ă p, q ă 8 and d P N with σ ą dp´ dq .
Given bounded Lipschitz domains Ωj Ă Rd and functions fj P Fsp,qpΩjq with f1pΩ1q Ă Ω2 and f1
bi-Lipzchitz, then
f2 ˝ f1 P F sp,qpΩ1q (A.10)
and
f´11 P F sp,qpΩ2q. (A.11)
Note that we do not include the end-point cases of Lemma 3.2: the case p “ q “ 8 coincides
with the Ho¨lder spaces studied in Lemma A.2, the case p “ q “ 1 has the same proof as below as
long as the seminorm can be given in terms of first-order differences. This is the case in Lemma 3.2
because it deals only with the one-dimensional case, where the domains are intervals, see [Tri83,
Proposition 3.4.2].
Proof. We begin by showing (A.10). Since the case k “ 0 follows from Theorems 5.1 and 5.2, we
assume k ě 1. Also by Theorems 5.1 and 5.2, it is enough to check that
1 :“
ż
Ω
ˆż
Ω
|∇k pf2 ˝ f1q pxq ´∇k pf2 ˝ f1q pyq|q
|x´ y|σq`d dy
˙ p
q
dx ď Cpf1}f2}pFsp,qpΩ2q. (A.12)
We can use the chain rule (A.1) almost everywhere and in particular (A.4) applies. We obtain
1 À
ÿ
1ďiďk
tαju:ři1 αj“k
iź
j“1
}∇αjf1}pL8
ż
Ω
ˆż
Ω
|∇if2pf1pxqq ´∇if2pf1pyqq|q
|x´ y|σq`d dy
˙ p
q
dx (A.13)
`
ÿ
1ďiďk
tαju:ři1 αj“k
1ď`ďi
››∇if2››pL8 ź
j‰`
}∇αjf1}pL8
ż
Ω
ˆż
Ω
|∇α`f1pxq ´∇α`f1pyq|q
|x´ y|σq`d dy
˙ p
q
dx.
Using f1 as a bi-Lipschitz change of variables for the first integral in the right-hand side of the
last inequality above, we show (A.10). In particular, one obtains (A.12), with the constant Cf1
depending polynomially on the L8 and Fσp,q norms of the derivatives of f1 and on its bi-Lipschitz
constant.
Inequality (A.11) is proven by analogous techniques.
A.2 Trace spaces
The last part of the appendix is devoted to making sure that all the definitions in the literature
that we use coincide. We begin by a toy question: the definition of the trace spaces does not
depend on the particular parameterization we choose.
Whenever Ω is a planar Lipschitz domain there exist M boundary points xj P BΩ, a radius
R ą 0 and compactly supported δ-Lipschitz functions Aj : RÑ R such that the following holds:
• Locally, the boundary is described by
ΩXBpxj , Rq “ tx P Bpxj , Rq : pi2j pxq ą Ajppi1j px1qqu, (A.14)
where pi1j pxq “ xx ´ xj , e1jy is the projection to an appropriate line passing through xj and
pi2j pxq “ xx ´ xj , e2jy is the projection to the perpendicular line, i.e., e2j is the unit normal
vector orthogonal to e1j pointing into the domain. If the boundary parameterizations are
smooth we can assume that e1j is a unit tangent vector at xj and e
2
j the unit inward normal
vector.
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• The boundary is covered by
BΩ Ă
ď
B
ˆ
xj ,
1
6
εδ
˙
(A.15)
for εδ :“ R?1`δ2 , which grants that whenever |x| ă εδ, the image px,Ajpxqq under a parame-
terization Aj is a boundary point even if the Lipschitz constant is big.
• The balls B `xj , 112εδ˘ are pairwise disjoint.
From Remark 2.10), we know that a F sp,p-domain with ps´1qp ą 1 is a pδ,Rq-Lipschitz domain
(with R, δ and M above depending on the minimum Besov norm of γj and the distance between
boundary components), and its parameterizations are in Cs´ 1p Ă Ck for s “ k ` σ, k P N and
0 ă σ ă 1 with σp ą 1. In the following lemmata, we will deal with a larger class of domains,
dropping the restriction σp ą 1. Then we need to assume continuity of the derivatives from the
beginning. Again we write Fsp,p :“ F sp,p XW k,8, and we say that Ω is a Fsp,p-domain if it is a
Lipschitz domain and it has parameterizations in Fsp,p. Note that, in particular, Ω is bounded.
Lemma A.5. Let s ą 0 be non-integer, let 1 ď p ď 8, and let Ω be a Fsp,p-domain. Let γ1,
γ2 be two bi-Lipschitz, F
s
p,p parameterizations of the same component of the boundary and let
f : BΩ Ñ C. Then
}f ˝ γ1}Fsp,ppTq « }f ˝ γ2}Fsp,ppTq.
Proof. By elementary manipulations and (A.12) (or (A.5) when p “ 8), we have that
}f ˝ γ1}F sp,ppTq “
››pf ˝ γ2q ˝ `γ´12 ˝ γ1˘››F sp,ppTq À Cγ´12 ˝γ1}f ˝ γ2}Fsp,ppTq,
as long as we can show that
››γ´12 ˝ γ1››Fsp,ppTq ă C.
Let tψjuMj“1 be a partition of the unity given by C8 bump functions so that ψjpxq “ 0 whenever
if γ1pxq R Bpxj , εδq. Then, we can write
γ´12 ˝ γ1 “
Mÿ
j“1
ψjγ
´1
2 ˝ γ1 “
Mÿ
j“1
ψjppi1j ˝ γ2q´1 ˝ ppi1j ˝ γ1q.
Note the the last term above must be understood in the sense that ppi1j ˝γ2q´1˝ppi1j ˝γ1q is computed
only when ψj ‰ 0. Using (3.6) and Lemma A.4 (or (4.1) and Lemma A.2 in the p “ 8 case) we
get γ´12 ˝ γ1 P F sp,ppTq. The control on the W k,8 norm comes from (3.1) and Lemma A.3.
Lemma A.6. Let s ą 1 be non-integer, let 1 ď p ď 8, and let Ω be a Fsp,p-domain. Then, the arc
parameterization of the boundary is in Fsp,ppTq.
Proof. Let γ be a bi-Lipschitz Fsp,ppTq parameterization of a component of the boundary. Then,
we define the reparameterization
τptq :“
ż t
0
|γ1pxq|dx.
Note that τp2piq is the length of the curve `pγq. It is well-known that γ0ptq :“ γ ˝ τ´1
´
`pγq
2pi t
¯
is the arc parameterization of the boundary component, i.e., |γ10ptq| “ `pγq2pi . To show that γ0 is
bi-Lipschitz and γ0 P Fsp,ppTq we will check that τ is bi-Lipschitz and
τ P Fsp,ppTq. (A.16)
Once this is shown, the lemma follows using Lemma A.4 (Lemma A.2 in the p “ 8 case).
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As a matter of fact, τ is bi-Lipschitz because γ is: whenever t2 ą t1 we get
|τpt1q ´ τpt2q| “
ż t2
t1
|γ1pxq|dx « t2 ´ t1.
Thus, by elementary embeddings τ P Fσp,ppTq where s “ k ` σ for k P N and 0 ă σ ă 1. By (3.9),
we only need to check that τ 1 P Fs´1p,p pTq.
If k ě 1, τ 1 is bounded by assumption and since τ 1ptq “ aγ11ptq2 ` γ12ptq2, using expression
(A.12) and the bi-Lipschitz character of τ it is a routine computation to check that its Besov norm
is bounded, so τ 1 P Fσp,ppTq, settling the case k “ 1.
Arguing as in (A.13), for k ě 2 we have that
τ pkqptq “ ck γ
pkq
1 γ
1
1 ` γpkq2 γ12
τ 1
` gk,
where gk is a polynomial combination of derivatives of γ and τ of lower order. Therefore gk P
Fσp,ppTq by induction and the algebra structure of these spaces, and the lemma follows by the
characterization of the Besov space in terms of differences.
The previous lemma has as a consequence that the domains appearing in [Pra17] are exactly
the ones in Definition 3.3:
Proposition A.7. Let s ą 0 be non-integer and let 1 ď p ď 8. A bounded Lipschitz domain Ω is
a Fs`1p,p -domain if and only if given its outward unit normal vector ν and every arc parameterization
γ0 of a component of its boundary, we have that ν ˝ γ0 P Fsp,ppTq.
Proof. Let Ω be a Fs`1p,p -domain. Then, by Lemma A.6 we have that the arc parameterization γ0
is bi-Lipschitz and γ0 P Fs`1p,p pTq. Thus, ν ˝ γ0ptq “ ˘iγ10ptq is in Fsp,ppTq.
For the converse, we just need to see that the arc parameterization γ0 of a boundary component
Γ Ă BΩ is bi-Lipschitz and it belongs to Fs`1p,p pTq. The first comes from the fact that the domain
is Lipschitz. For the Besov character,
}γ0}F s`1p,p pTq « }γ0}LppTq `
››γ10››F sp,ppTq “ H1pΓq 1p ` }iν ˝ γ0}F sp,ppTq. (A.17)
The W k`1,8pTq character is controlled mutatis mutandis.
Combining the approaches of both lemmas above, we get the following:
Lemma A.8. Let s ą 1 be non-integer, let 1 ď p ď 8, let Ω be a Fsp,p-domain with M , δ, R,
xj, Aj and pi
`
j defined so that (A.14) and (A.15) are satisfied and let γ P Fsp,ppTq be a bi-Lipschitz
parameterization of a boundary component. Then, for every f P L1locpBΩq, we have that
}f ˝ γ}Fsp,ppTq «
Mÿ
j“1
››f ˝ ppi1j q´1››Fsp,pp´ 13 εδ, 13 εδq,
with constants independent of f .
In particular, the norms under different choices of the boundary points xj are equivalent.
Proof. Let tψjuMj“1 be a partition of the unity given by C8 bump functions so that ψjptq “ 0
whenever γptq R Bpxj , 13εδq. Note that for every j ďM , we have that
ψjptqf ˝ γptq “ ψjptq
`
f ˝ ppi1j q´1
˘ ˝ `pi1j ˝ γ˘ ptq
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for ´ 13εδ ď t ď 13εδ. Thus, the first inequality
}f ˝ γ}Fsp,ppTq À
Mÿ
j“1
››ψj `f ˝ ppi1j q´1˘ ˝ `pi1j ˝ γ˘››Fsp,ppTq À Mÿ
j“1
››f ˝ ppi1j q´1››Fsp,pp´ 13 εδ, 13 εδq
follows as in the proof of Lemma A.5, with constants depending on γ and the choice of boundary
points.
On the other hand, let t rψjuMj“1 be a partition of the unity given by C8 bump functions so thatrψjptq “ 0 whenever ppi1j q´1ptq R Bpxj , 12εδq and rψjptq “ 1 whenever ppi1j q´1ptq P Bpxj , 13εδq. Then,
for every j ďM we can write
rψjf ˝ ppi1j q´1 “ rψj pf ˝ γq ˝ `pi1j ˝ γ˘´1 .
Thus,
Mÿ
j“1
››f ˝ ppi1j q´1››F sp,pp´ 13 εδ, 13 εδq ď
Mÿ
j“1
››› rψj pf ˝ γq ˝ `pi1j ˝ γ˘´1›››
F sp,pp´ 12 εδ, 12 εδq
and we get
Mÿ
j“1
››f ˝ ppi1j q´1››F sp,pp´ 13 εδ, 13 εδq À }f ˝ γ}Fsp,ppTq,
where we have used (3.6), (3.11) and (A.12) again and the finite overlapping of the balls. The
constants depend on γ and the choice of boundary points. Finally the W k,8pTq character by the
same scheme but using Lemma A.3.
To end, we get the following:
Proposition A.9. Let k P N0, k ă s ă k` 1, 1 ď p ď 8. Let Ω be a W k`1,8-domain and let M ,
δ, R, xj, Aj and pi
`
j be defined so that (A.14) and (A.15) are satisfied. Then,˜ ÿ
QPW
βpkqpQqp`pQq1´sp
¸ 1
p
`H1pBΩq 1p « }ν}F sp,ppBΩq,
with βpkqpQq as in Definition 6.4. If ps ´ pqk ą 2 the constants depend only on δ, R and the
constants of the Whitney covering. Otherwise they also depend on the W k`1,8-character of the
domain.
Here we understand F sp,ppBΩq as functions defined on BΩ that are in F sp,ppTq when composed
with the arc parameterization of each boundary component. This proposition was already shown
in [Pra17, Lemma A.1], but it comes easily from Lemmas 6.3 and A.8 (choosing f “ Id).
Proof. By means of a translation we may assume that 0 P Ω.
Let γ0 be the arc parameterization of a boundary component. If the sum of beta coefficients´ř
QPW βpkqpQqp`pQq1´sp
¯ 1
p ă 8, then the boundary parameterizations Aj P F s`1p,p by Lemma 6.3.
Writing
τjptq :“
ż t
0
b
1`A1jpxq2dx,
then τj is bi-Lipschitz, and estimate
τj P Fs`1p,p
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follows as in (A.16) with small changes in the proof. It is clear that pIdp¨qe1j ` Ajp¨qe2j q ˝ τ´1j is
parameterized by the arc. Thus, in an appropriate interval Jj Ă T there is an affine transformation
φj such that γ0ptq “ pIdp¨qe1j `Ajp¨qe2j q ˝ τ´1j ˝ φjptq for t P Jj .
Abusing notation we assume that φj is the identity, leaving the necessary modifications to the
reader. We can write
ν ˝ γ0 “ ˘iγ10 “ cjpA1jp¨qe1j ´ e2j q ˝ τ´1j pτ´1j q1,
so ν ˝ γ0 is in Fsp,ppJjq by Lemma A.4 and the algebra structure of the space (use Lemma A.2 if
p “ 8). Since the intervals Jj cover T, and }ν ˝ γ0}Fsp,ppTq is finite.
Thus, we may assume that }ν ˝ γ0}Fsp,ppTq is finite. Using (A.17) and Lemma A.8 (choosing
f “ Id), we obtain
}ν ˝ γ0}Fsp,ppTq ` diampΩq
1
p « }γ0}Fs`1p,p pTq «
mÿ
j“1
››xj ` Idp¨qe1j `Ajp¨qe2j››Fs`1p,p p´ 13 εδ, 13 εδq
«
mÿ
j“1
}Aj}Fs`1p,p p´ 13 εδ, 13 εδq `H
1pBΩq 1p ,
where we assume that the boundary component under consideration is covered by the balls indexed
for 1 ď j ď m. By Lemma 6.3 and using some appropriate bump functions again, we get
}ν}Fsp,ppBΩq ` diampΩq
1
p «
˜ ÿ
QPW
βpkqpQqp`pQq1´sp
¸ 1
p
` }Aj}Wk`1,8p´ 13 εδ, 13 εδq `H
1pBΩq 1p .
Noting that }ν}Lp “ H1pBΩq
1
p ě diampΩq 1p , we get
}ν}F sp,ppBΩq ` }ν}Wk,8pBΩq «
˜ ÿ
QPW
βpkqpQqp`pQq1´sp
¸ 1
p
`
ÿ
j
}Aj}Wk`1,8p´ 13 εδ, 13 εδq `H
1pBΩq 1p ,
with constants depending only on δ, R and the constants of the Whitney covering.
The case p “ 8 holds as well in the preceding lemma and in the proposition, as long as Lemma
A.2 holds true in the range of indices. In particular, for non-integer s P R`
1` sup
QPW
βpkqpQq
`pQqs « }ν}CspBΩq.
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