Abstract. We deal with the existence of 2π-periodic solutions to the following non-local critical problem
Introduction
In the past years, a great attention has been devoted to the study of nonlinear elliptic equations involving the critical Sobolev exponent. For instance, motivated by some variational problems in geometry and physics where a lack of compactness occurs, such as the Yamabe's problem [8] , in the celebrated paper [14] , Brezis and Nirenberg considered the following critical boundary value problem    −∆ x u = u N+2 N−2 + f (x, u) in Ω u = 0 on ∂Ω u > 0 in Ω, (1.1) where N ≥ 3, Ω ⊂ R N is a bounded open set, and f is a lower-order perturbation of u N+2 N−2 . Under appropriate assumptions on the nonlinearity and on the dimension of the space, they proved the existence of a positive solution to (1.1) via Mountain Pass theorem [1] . Subsequently, many authors investigated existence and multiplicity of nontrivial solutions to (1.1) or some variants, by using suitable variational methods; see for instance [19, 23, 31, 50, 52] . For critical problems in R N , we also cite [11, 20, 30, 35] .
In this paper, we focus our attention on the following critical fractional problem with periodic boundary conditions
for all x ∈ R N , i = 1, . . . , N,
where s ∈ (0, 1), N ≥ 4s, 2 * s :=
2N
N −2s , m ≥ 0, f : R N +1 → R is a continuous function satisfying suitable growth assumptions, and (e i ) is the canonical basis in R N . The non-local operator (−∆ x + m 2 ) s is defined through the spectral decomposition, by using the powers of the eigenvalues of −∆ x + m 2 with periodic boundary conditions. Let u ∈ C ∞ 2π (R N ), that is u is infinitely differentiable in R N and 2π-periodic in each variable. We know that u can be expressed via Fourier series u(x) = This operator can be extended by density for any u belonging to the Hilbert space
endowed with the norm |u|
When m = 0, the operator in (1.3) arises in models with periodic boundary conditions; see for instance [21, 33, 42] . We recall that in R N , the study of (−∆ x + m 2 ) s − m 2s is motivated by the fractional quantum mechanics; indeed, when s = 1 2 , the operator √ −∆ x + m 2 −m corresponds to the Hamiltonian describing the motion of a free relativistic particle of mass m; see [34] for more details. On the other hand, from a probabilistic point of view, the operator (−∆ x + m 2 ) s − m 2s has an important role in the Stochastic Process Theory, because it is the infinitesimal generator of the so-called 2s-stable relativistic process; see [41] and references therein. Recently, the study of fractional and non-local operators of elliptic type has achieved an enormous popularity, thanks to the interesting theoretical structure of these operators, and in view of concrete applications such as phase transitions, flames propagation, quasi-geostrophic flows, population dynamics, American options in finance, conservation laws, crystal dislocation, minimal surfaces. The interested reader may consult [24, 37] and references therein. More in general, nonlinear equations involving fractional operators are currently actively studied. Caffarelli et al. [17] investigated the regularity of solutions for a fractional obstacle problem. Cabré and Solà Morales [15] analyzed the existence, uniqueness, symmetry and variational properties of layer solutions for √ −∆ x u = −G ′ (u) in R, where G is a double well potential with two absolute minima. Felmer et al. [29] dealt with the existence, regularity and asymptotic behavior of positive solutions for a superlinear fractional Schrödinger equation in R N . Servadei and Valdinoci [45] established, via min-max arguments, the existence of nontrivial solutions for equations driven by a non-local integrodifferential operator with homogeneous Dirichlet boundary conditions. Stinga and Volzone [49] proved the existence of noncostant least energy positive regular solutions for a fractional semilinear Neumann problem. Specially, the existence and the multiplicity of solutions of critical fractional elliptic problems in bounded domains and in R N , have been widely investigated by many authors. Firstly, we recall some fundamental results established in bounded domains. Servadei and Valdinoci [46] (see also [36, 43, 44] ) obtained the existence of nontrivial solutions for a BrezisNirenberg type problem involving a non-local integrodifferential operator. Barrios et al. [10] (see also [51] ), studied the effect of lower order perturbations in the existence of positive solutions to a critical elliptic problem with spectral Laplacian. Autuori et al. [9] investigated the existence and the asymptotic behavior of non-negative solutions for a class of critical stationary Kirchhoff problems involving a critical nonlinearity. Secondly, we mention some results for critical problems in R N . Shang et al. [47] dealt with the existence and the multiplicity of ground states for a fractional Schrödinger equation by using the method of Nehari manifold and Ljusternik-Schnirelmann category theory; see also [6] . Dipierro et al. [25] obtained, via Lyapunov-Schmidt technique, some bifurcation results for a fractional elliptic equation with critical exponent. Pucci and Saldi [39] established the existence and multiplicity of nontrivial non-negative entire (weak) solutions of a critical Kirchhoff eigenvalue problem, involving a general nonlocal integro-differential operator. Teng [53] proved the existence of ground state solutions for a nonlinear fractional Schrödinger-Poisson system in R 3 , via the monotonicity trick and a global compactness Lemma.
Motivated by the interest that the mathematical community has focused on fractional problems involving the critical Sobolev exponent, the aim of this paper is to investigate the existence of nonconstant periodic solutions for the critical nonlinear problem (1.2). We point out that, to the best of our knowledge, there are few existence results [2, 3, 4, 5, 7] for nonlocal equations with periodic boundary conditions, and all of them involve superlinear nonlinearities with subcritical growth. Therefore, the results that we present here, can be considered as the first existence results regarding critical fractional problems in periodic setting. Now, we state our main assumptions. In order to find (weak) periodic solutions to (1.2), we will assume that the nonlinearity f : R N +1 → R satisfies the following hypotheses:
for any x ∈ R N and t ∈ R; (f 5) there exists µ > 2 such that 0 < µF (x, t) ≤ tf (x, t)
for any x ∈ R N and t ∈ R \ {0}.
(f 6) there exists a functionf such that f (x, t) ≥f (t) a.e. for x ∈ A and t ≥ 0, where A is some nonempty open set in [−π, π] N and the functionF (t) = t 0f (τ )dτ satisfies
Let us observe that ifF (t) = |t| p , then this condition is obviously satisfied.
Concerning the function W : R N → R, we suppose that it satisfies the following properties:
We note that when s = 1, the assumption (W 2) has been introduced by Escobar in [27] . Our first main result can be stated as follows.
Theorem 1.1. Let m > 0 and f : R N +1 → R be a function satisfying the assumptions (f 1)-(f 6). Assume that W verifies (W 1)-(W 2). Then there exists a nonconstant solution u ∈ H s m to (1.2). In particular, u belongs to C 0,α ([−π, π] N ) for some α ∈ (0, 1).
The proof of the above theorem is obtained by applying critical point theory. As customary in many fractional problems [16, 18, 48] , to overcome the difficulty due to the presence of the involved nonlocal operator, we study problem (1.2) by using an alternative formulation of the operator (1.3), which consists of realizing (−∆ x + m 2 ) s as an operator that maps a Dirichlet boundary condition to a Neumann-type condition via an extension problem on the half-cylinder (−π, π) N × (0, ∞) with periodic boundary conditions on ∂(−π, π) N × [0, ∞). More precisely, as proved in [2, 3] , for any u ∈ H s m one considers the problem
from where the operator (−∆ x + m 2 ) s is obtained as
in weak sense and κ s = 2 1−2s Γ(1 − s) Γ(s) ; see [18] .
Taking into account this fact, instead of (1.2), we are led to consider the following problem
where
is the conormal exterior derivative of v. Then, it is clear that solutions to (1.4) can be characterized as critical points of the following Euler-Lagrange functional
defined on the space X s m , which is the closure of the set of smooth and T -periodic (in x) functions in R N +1 + with respect to the norm
Differently from the papers [2, 3, 4, 7] dealing with subcritical problems, the main difficulty in studying (1.4), is the lack of compactness of the embedding H s m into the space L 2 * s (−π, π) N (see for instance [38] ), which does not permit to verify that the Palais-Smale condition holds in all energy range R. To overcome this difficulty, we construct a suitable periodic cut-off function (see Lemma 4.5), and we prove that, for any fixed m > 0, the functional J m has the geometric structure required by the Linking Theorem [40] , and that J m satisfies the Palais-Smale condition at every level c < c * , with c * related to the best constant of the embedding of the fractional Sobolev space H s (R N ) into L 2 * s (R N ) (see [22] ). After that, we will also study the regularity of the critical points of J m , and we show that every solution to (1.2) is Hölder continuous.
In the second part of the paper, we focus our attention on the existence of periodic solutions to (1.2) in the case m = 0. In order to accomplish our purpose, we first show that, for any m > 0 sufficiently small, the critical levels of the functionals J m can be estimated from below and from above by two positive constants independent of m. Then, we exploit this information to pass to the limit as m → 0 in (1.4), and we deduce the existence of a solution to the problem
for all x ∈ R N , i = 1, . . . , N.
(1.5)
To prove that this solution is nonconstant, we take advantage of the lower bound for the critical level of J m , and we borrow some ideas used in the proof of the Palais-Smale compactness condition. More precisely, we obtain the following result.
Theorem 1.2. Under the same assumptions on f and W of Theorem 1.1, the problem (1.5)
, for some α ∈ (0, 1). The paper is organized as follows. In Section 2 we collect some preliminaries which we will use to study the problem (1.2). In Section 3 we recall that the problem (1.2) can be realized in a local manner through the nonlinear problem (1.4). In Section 4 we show that, for any fixed m > 0, the functional J m satisfies the Linking hypotheses. In Section 5 we study the regularity of solutions of problem (1.2). In the last section, we prove that we can find a nontrivial solution to (1.5), by taking the limit as m → 0 in (1.4).
Preliminaries
In this section we introduce some notations and facts which will be frequently used in the sequel of paper. For more details we refer the reader to [2, 3] . We denote the upper half-space in R N +1 by
With |u| r we always denote the L r (−π, π) N -norm of u ∈ L r (−π, π) N , and we set
Let s ∈ (0, 1) and m > 0. Let A ⊂ R N be a domain. We denote by L 2 (A × R + , ξ 1−2s ) the space of all measurable functions v defined on A × R + such that
) is a Hilbert space with the inner product
When m = 1, we set
Let u ∈ C ∞ 2π (R N ). Then we know that
are the Fourier coefficients of u. We define the fractional Sobolev space H s m as the closure of
. We also use the notationḢ s to denote the closure of C ∞ 2π (R N ) with respect to the following Gagliardo semi-norm
Now, let us introduce the space of periodic function with respect to the x-component, that is
We denote byẊ s the completion of
) with respect to the norm
Finally, we define the functional space X s m as the completion of
We recall that it is possible to define a trace operator from X s m to H s m . Theorem 2.1. [2, 3] There exists a bounded linear operator Tr :
We also recall the following fundamental embeddings.
Extension problem
In this section we show that the study (1.2) is equivalent to investigate the solutions of a problem in a half-cylinder with a nonlinear Neumann boundary condition. More precisely, the following result holds.
and
Hence, for any given u ∈ H s m we can find a unique function v = Ext(u) ∈ X s m , which will be called the periodic extension of u, such that (E1) v is smooth for y > 0, 2π-periodic in x and v solves (3.1);
Taking into account the previous results, we can reformulate nonlocal periodic problems in a local way.
Let g ∈ H −s m and consider the following two problems:
Then, we can define the concept of solution to the nonlocal problem (3.3) in terms of solutions to (3.4) as explained below.
Definition 3.1. We say that v ∈ X s m is a solution to (3.4), if for any φ ∈ X s m it holds Finally, we recall the following useful result:
, and K s is the modified Bessel function of the second type with order s; see [26] .
Periodic solutions in the cylinder S 2π
In this section we prove the existence of a solution to (1.2). As shown in the previous section, we know that the study of (1.2) is equivalent to investigate the existence of weak solutions to
For simplicity, let us assume κ s = 1. Then, we will look for the critical points of
defined for v ∈ X s m . More precisely, we will prove that J m satisfies the assumptions of the Linking Theorem [40] : Theorem 4.1. Let (X, · ) be a real Banach space with X = Y Z, where Y is finite dimensional. Let R > r > 0 and z ∈ Z such that z = r. Define the following sets
If J satisfies the Palais-Smale condition at the level c, which is defined by setting
By using the assumptions on f , it is easy to prove that J m is well defined on X s m and J m ∈ C 1 (X s m , R). Moreover, by using the trace inequality, we notice that the quadratic part of 
for any v ∈ Z s m . Assume by contradiction that there exists a sequence (
implies that z = c θ(mξ) by (3.5). But z ∈ Z s m so c = 0 and this is a contradiction because of
This completes the proof of (4.3). It follows from (f 3) and (f 4) that for every ε > 0 there exists C ε > 0 such that
By applying Sobolev inequality (see Theorem 2.2) we can see that
This and (4.3) give
for any v ∈ Z s m . Choosing ε sufficiently small, there exist ρ > 0 and η > 0 such that
Now, we collect some preliminary lemmas which we will used later. First, we have the following result whose proof can be obtained following [10] .
, where r > 0 is such that B
is the Poisson kernel [18] , and
Then the following estimates hold:
, where S * is the best Sobolev constant of the embedding
. Arguing as in the proof of [19] , we are able to prove that
N+2s .
Proof. Firstly, we observe that by (iv) of Lemma 4.2 we have
which implies that
Recalling the following identity 6) and by using (W 2), (4.4), (4.5) and (v) of Lemma 4.2, we have
Now, by using (4.6) again, we derive that
for some measurable function α(x) such that 0 < α(x) < 1. Using Young's inequality, estimates (4.8) and (4.9) and the fact that all norms in Y s m are equivalent, we deduce from the last inequality that
which completes the proof of Lemma. Finally, we note that the above estimate gives the following inequality which we will use later 
Proof. Firstly, we can see that
Hence we get
Taking into account θ ′′ + 1−2s
As a consequence
we can deduce that 13) where in the last inequality we have used the fact that 0 < θ(t) ≤ 1 [26] . Putting together (4.12) and (4.13) we deduce that (4.11) holds. Proof. Let us observe that for every v ∈ X s m −{0}
s ,W → −∞ as t → ∞. Then, we can find t ε ≥ 0 such that
We can assume that t ε > 0, and since it satisfies
Let us note that the function
is increasing in [0, A], so we can deduce that
Now, fix v = y + tz ε ∈ Q ε such that | Tr(v)| 2 * s ,W = 1. Hence, by using Theorem 3.2, we can see that
By using (4.7), we get
which together with N − 2s ≥ 2s and Lemma 4.2-(ii), yields On the other hand, in view of Lemma 4.4, we know that 
which yields
where in the last inequality we used Hölder inequality, Young's inequality with exponents
N+2s and the boundedness of t to infer that
.
If we assume that
N+2s , from the inequality (4.20), we deduce easily that
As a consequence of (4.21) and (4.22), we get
Since t ε satisfies
Taking into account (4.19), (4.23) and (4.24), we can infer that
that is t ε is bounded for any ε > 0 small enough. Hence, we may assume that t ε → t 0 ≥ 0 as ε → 0. If t 0 = 0, we have finished. Thus, we suppose that t 0 > 0. Now, we estimate the integral involving F . Then, we have 
).
This and (4.25) yield
Putting together (4.14), (4.19), (4.23) and (4.26), it follows that
Now, we observe that
(4.28)
Hence, by using (4.27), (4.28), (f 6) and t ε → t 0 > 0, we get 
we can infer that
This ends the proof of lemma.
To obtain the existence of a critical value of J m , we need to prove the Palais-Smale condition.
This condition will be satisfied for all c ∈ R such that c < 
is the best constant of the fractional Sobolev embedding H s (R N ) into L 2 * s (R N ); see [22] .
Lemma 4.6. Let c ∈ R be such that c < c
Then (v j ) has a strongly convergent subsequence in X s m . Proof. By using (f 5), we have for j large
Then, by using Hölder inequality, we have the following estimate
which together with (4.30) yields
On the other hand, by applying (f 5) and (4.30), we can see that
Summing up, we have
m . By Theorem 2.2, we can extract a subsequence, which we denote again by v j , such that
Moreover, by using (4.31) and (f 2)-(f 4), we can see that
as j → ∞. Hence, for every φ ∈ X s m , we obtain that, as j → ∞
and, by using (f 5), we get
By using Brezis-Lieb Lemma [13] , we can see that
Thus, by using (4.32), (4.38), (4.39) and the fact that Tr(
where we used (4.39) in the last equality. This, (4.33) and (4.34) yields
Taking into account J m (v) ≥ 0 and (4.40) we infer that 1 Now, recalling (see [32] ) that for any ε > 0 there exists 45) and by using Theorem 2.1, (4.41) and (4.31) (strong convergence in L 2 (−π, π) N ), we have Proof. Let v = y + tz ε ∈ ∂M ε . If t = 0, it follows directly by (3.5) and by the assumption (f 5) that J m ≤ 0 on Y s m . Let R = y + tz ε X s m with t > 0. By using (f 4) and (f 5), we can see that for all δ > 0 there exists C δ > 0 such that
with β ∈ (2, 2 * s ). This gives
On the other hand, by using Hölder inequality and Jensen's inequality, we can see that
Then, (4.47) and (4.48) yield
In view of (4.11), we know that
(4.49) Therefore, we get 
Hölder continuity of solutions of (1.2)
In this section we show that any solution of (1.2) is a Hölder continuous function.
Proof. Since v is a critical point for J m , we know that
m where v K = min{|v|, K}, K > 1 and β ≥ 0. Taking η = w in (5.1), we deduce that
It is easy to see that
Then, putting together (5.2) and (5.3) we get
where c β = 1 + β 2 . By assumptions on f and W , we deduce that
Now, we prove that
for some h ∈ L N/2s (−π, π) N . Firstly, we observe that
Therefore, there exist a constant C and a function h ∈ L N/2s (−π, π) N , h ≥ 0 and independent of K and β, such that
Taking into account (5.4) and (5.5) we have
and by the Monotone Convergence Theorem (v K is increasing with respect to K) we have as
Fix M > 0 and let
where ε(M ) = 
By using Theorem 2.1 we know that
Then, choosing M large so that ε(M )c β C 2 2 * < 1 2 , and by using (5.8) and (5.9) we obtain
Then we can start a bootstrap argument: since Tr(v) ∈ L 2N N−2s (−π, π) N we can apply (5.10) with 
for all m ∈ (0, m 0 ). This means that (v m ) m is bounded in X s m . In particular, we can see that Multiplying both members of (6.7) by ξ 1−2s we get for every η ∈ X s m . Now, fix ϕ ∈ C ∞ 2π (R N +1 + ) such that ∇ϕ ∈ L 2 (S 2π , ξ 1−2s ), and we introduce ψ ∈ C ∞ ([0, ∞)) defined as follows
(6.13)
We set ψ R (ξ) := ψ( ξ R ) for R > 1. Then choosing η = ϕψ R ∈ X s m in (6.12) and taking the limit as m → 0 we have Thus, by using (6.15), (6.19) , (6.20) .
