Abstract. Given a field k of characteristic zero and n 0, we prove that 
Introduction
The theory of framed correspondences and framed (pre)sheaves was developed by Voevodsky in [13] . Using this theory, Garkusha and Panin introduce and study in [4] framed motives of algebraic varieties. As an application, they construct an explicit fibrant replacement of the suspension bispectrum Σ ∞ S 1 Σ ∞ Gm X + of a smooth algebraic variety X ∈ Sm k . As a consequence, this allows to reduce the computation of the motivic cohomotopy groups π n,n (Σ Framed correspondences. Here we briefly sketch the definition of framed correspondences. We refer the reader to [4, §2] for more details.
1.1. Definition. Let U be a smooth scheme and Z ⊆ U a closed subset of codimension n. The set of regular functions φ i , . . . , φ n ∈ k[U ] is called a framing of Z in U if Z coincides with the closed subset defined by equations φ 1 = 0, . . . , φ n = 0.
1.2.
Definition. An explicit framed correspondence c = (U, φ, f ) of level n from X to Y consists of the following data:
• a closed subset Z of A n X which is finite over X, • anétale neighborhood α : U → A n X of Z, • a framing φ = (φ 1 , . . . , φ n ) of Z in U , • a morphism f : U → Y.
The subset Z, also denoted by supp(c), is called the support of the explicit correspondence c = (U, φ, f ). Two explicit level n correspondences (U, φ, f ) and (U ′ , φ ′ , f ′ ) are equivalent if their supports coincide and in some open neighborhood of Z in U × A n X U ′ one has φ•pr = φ ′ •pr ′ and f •pr = f ′ •pr ′ . By definition, a framed correspondence of level n is an equivalence class of explicit framed correspondences
The work was supported by the Russian Science Fund grant RNF 14-11-00456. 1 of level n. We shall write F r n (X, Y ) to denote the set of framed correspondences of level n from X to Y .
There is a well defined composition [4, §2] of correspondences:
F r n (X, Y ) × F r m (Y, Z) → F r n+m (X, Z).
The composition of (U, φ, f ) ∈ F r n (X, Y ) and (U ′ , φ ′ , f ′ ) ∈ F r m (X, Y ) is given by the triple ( 
Linear Framed Correspondences. Here we sketch the construction of the category of linear framed correspondences ZF * (k) introduced in [5] (see also [4, §7] ).
1.3.
Definition. Given n 0 we define ZF n (X, Y ) as a quotient of the free abelian group ZF r n (X, Y ) generated by F r n (X, Y ). Namely one sets, ZF n (X, Y ) = ZF r n (X, Y )/ c − c 1 − c 2 | supp(c) = supp(c 1 ) ⊔ supp(c 2 ) .
Note that ZF n (X, Y ) is a free abelian group generated by correspondences with connected support. The composition of correspondences descends to a composition ZF n (X, Y ) × ZF m (Y, Z) → ZF n+m (X, Z).
1.4.
Definition. The category of linear framed correspondences ZF * (k) is an additive category whose objects are those of Sm k and for every X, Y ∈ Sm k Hom ZF * (k) (X, Y ) = ⊕ n 0 ZF n (X, Y ). 
.).
We consider the simplicial abelian group ZF (∆ For brevity we will say that two framed correspondences c, c ′ ∈ F r * (k, Y ) are equivalent (and write c ∼ c ′ ) if their classes coincide in H 0 (ZF (∆ The paper is organized as follows: The section 2 contains some auxiliary results. In the section 3 there is constructed the multiplication which endows H 0 (ZF (∆ ). In the section 9 we check that Φ * and Ψ * are mutually inverse graded ring isomorphisms.
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Preliminary lemmas
For a smooth Y we will need the following facts about
Proof. There is a projection from the Henselization Spec O hens A n ,Z → Spec k(Z). Therefore there is anétale neighborhood U ′ of Z with a projection U ′ → Spec k(Z) and anétale map β :
Let L be a field and assume there is a regular map U → Spec L. Let A ∈ SL n (L). Then the classes of c and c
Note that the radicals of the ideals (φ 1 + δ, . . . φ n ) and (φ 1 , . . . , φ n ) coincide in k[U ], so the data (U, φ 1 +δ, . . . , φ n , f ) defines a correspondence in F r n (Spec k, Y ).
Let us check that the data d = (U × A 1 , (φ 1 + δt, φ 2 , . . . , φ n ), f • pr U ) defines a framed correspondence in F r n (A 1 , Y ). First we need to check that the support of (φ 1 + δt, φ 2 , . . . , φ n ) is finite over
m is divisible by φ 1 − δt, so there is an inclusion of ideals
Second we need to check that the equations (
′ defines an open subset of Z × A 1 defined be the 1 + mt = 0. Show that this open subset coincides with the whole Z ×A 1 , i.e. the ideal I = (φ 1 , . . . , φ n )+(1+mt) equals (1) 
. Note that the radical of the ideal (φ) coincides with M Z :
(φ 1 , . . . φ n ) = M Z,U , so m r ∈ (φ 1 , . . . φ n ) for big enough r. We may assume that r is odd, so 1+(mt) r is divisible by (1+mt). Then 1+(mt) r ∈ (φ 1 , . . . , φ n )+(1+mt). Since m r t r ∈ (φ 1 , . . . , φ n ) we get that 1 ∈ I. As we have checked, the equations φ ′ define the closed subset
are degree n polynomial with the same leading term. Then two correspondences c = (
Moreover, if p(x) has separable rational roots α 1 , . . . , α n , then the correspondence (A 1 , p(x), pr k ) is equivalent to the sum
Proof. Since p and q have the same leading term, we have that deg(q − p) < n.
Then for the data
giving an equivalence between c and c ′ .
When all roots of p are separable and rational note that (
are degree n polynomials with the same leading term, such that
where x denotes the coordinate on the additional copy of A 1 .
Proof. We may assume that U is affine. Consider the data
2.8. Lemma. Let A ∈ SL n (k) be a matrix with trivial determinant over k.
Proof. Any matrix with trivial determinant can be derived from the identity matrix by a sequence of elementary homotopies A 1 → SL n , so we may assume that there is a homotopy H :
′ the lemma follows.
2.9. Corollary. Let L be a a finite field extension of k and 3. Multiplicative structure and transfer map on
we see that it descends to the product
Moreover, this product is compatible with composition:
Proof. By the lemmas 2.2 and 2.8 we have (
Note that the latter correspondence is equivalent to (
This lemma shows that multiplication is compatible with the stabilization map σ Y , so it descends to
This construction for X = Spec k and Y = G * m gives a multiplicative structure on the graded abelian group H 0 (ZF (∆ 
does not depend on the choice of a basis set.
Proof. Suppose that u 1 , . . . , u n with u 1 ∈ k is another basis set. Then there is a matrix
, and since
and does not depend on a choice of generator α.
3.1.1. Projection formula. Note that the pullback homomorphism (composition with the projection p :
where t is the coordinate on A 1 L and α generates L over k and By lemma 2.8 and 2.2
Moving lemma
The aim of this section is to prove the moving lemma 4.11.
4.1. Lemma. Let x ∈ P N k be a closed point in a projective space. Then there exists an integer d x such that for any finite subset of closed points Y ⊂ P N k , x / ∈ Y , there is a hypersurface H defined by a single homogeneous polynomial F of degree d x such that x ∈ H and H is disjoint from Y .
Proof. First, we may assume that x and Y are contained in some affine space
. Let H 0 denote the set of zeroes of F . Then x ∈ H 0 for any choice of λ i . Now we check that one can choose λ i such that H 0 is disjoint from Y. Note that for any y ∈ Y the
With this choice of λ we have that H 0 is disjoint from Y , so its closure H defined by the homogenization F of F 0 is the desired hypersurface.
4.2.
Lemma. Let X be a projective curve, Z be its closed point. Assume that X \ Z is smooth and X ∞ be a finite set of closed points of X \ Z. Let D be an effective divisor and suppose that |D| has no base point. Then there is a simple divisor
Proof. Let D be an effective divisor and suppose that |D| has no base point. Then let D ′ be a divisor from |D| such that supp(D ′ ) is disjoint with supp(D). Then there are two sections
The fibers over all points except f (Z) are contained in the smooth curve X \ Z. Since char k = 0, [8, III, Corollary 10.7] implies that f :
Then the fiber over x defines a divisor D ′ with the desired properties.
4.3.
Lemma. Suppose X is a projective curve over k, Z is its closed point and X \ Z is smooth over k. Let X ∞ be closed subset disjoint with Z. Let φ ∈ k(X) be a rational function that is defined in a neighbourhood of Z and φ(Z) = 0. Then there is a rational function ψ ∈ k(X) such that (1) ψ/φ is defined and invertible in a neighborhood of Z (2) ψ has a pole at any x ∈ X ∞ , (3) ψ considered as a regular function ψ : X \ Z → P 1 is smooth over 0.
Proof. Let D be a Cartier divisor defined by a system ((U, φ), (X \ Z, 1)) where U is an open neighborhood of Z such that φ is defined and invertible on U \ Z.
Choose an embedding X → P N for some N and the corresponding very ample bundle D 1 . By Serre's theorem [8 
, so the linear system |M ′ | has no base points. Thus by Lemma 4.2 we may assume that M ′ is simple and disjoint from Z ∪ X ∞ . Note that M + M ′ ∼ H i is very ample. Now fix the embedding
′ becomes a hyperplane section for this embedding.
For any x ∈ X ∞ choose by lemma 4.1 applied to the embedding the X → P N1 the divisor H x such that H x contains x and supp(H x ) is disjoint from supp(
is a simple divisor supported away from Z and X ∞ . So, finally we get two equivalent divisors x∈X∞ 
′′′ , we have that ψ defines the same Cartier divisor as φ in a neighborhood of Z, so ψ satisfies the condition (1). Since X ∞ ⊆ div ∞ (ψ), then ψ satisfies the condition (2). Moreover, since M ′′′ is a simple divisor on X \ Z, ψ satisfies the condition (3).
Lemma. Consider a framed correspondence
is a single point and α : U → A n is anétale neighborhood of Z. Let X denote the curve defined in U by the equations φ 2 = 0, . . . φ n = 0. Suppose there is a finite map ψ :
There is an integer m and a morphism ρ : U → A m such that ρ(Z) = 0 and
Proof. Let L denote the residue field of the point Z. We may assume that U is affine. Let ρ ′ : U → A m be some closed embedding. Then ρ ′ (Z) is a point in A m with residue field L. Since α gives a closed embedding of Z in A n we have that α(Z) is also a point with residue field L. Then there is some regular map g :
where t is the coordinate on the additional copy of
Since X is finite over A 1 and α × ρ is injective, we get a closed embedding
Its fiber over zero is a framed correspondence
Note that the radical of the ideal (ψ, φ 2 , . . . , φ n ) equals to the maximal ideal defining the point Z, so it contains ρ i (u) for each i. Then lemma 2.
. The lemma follows. 4.5. Definition. Consider a correspondence c = (U, φ, f ) ∈ F r n (k, Y ). We will call it simple, if the scheme U × φ 0 is smooth over k. ) Take a rational point a ∈ V . It defines a line l in A n and θ −1 (a) = φ −1 (l) \ Z is smooth. Since a is rational, there is a matrix A ∈ SL n (k) that moves the coordinate line ( * , 0, . . . , 0) to l, so (φ · A) −1 ( * , 0, . . . , 0) = φ −1 (l). Then by lemma 2.2 we may assume that l coincides with the coordinate line ( * , 0, . . . , 0), so X \ Z is smooth where the curve X is defined in U by the equations φ 2 = 0, . . . φ n = 0.
There is a projective curve X with an open embedding X → X and X \ Z smooth. Take X ∞ = X \ X. By lemma 4.3 there is a regular map ψ : X → P 1 with the properties (1) − (3). It is finite since X is projective and irreducible. Take
is finite and generically smooth. Then it is smooth over some rational point of A 1 . Without loss of generality we may assume that ψ is smooth over 1.
We have ψ −1 (0) = Z ⊔Z ′ . Then the correspondencec = (U \Z ′ , (ψ, φ 2 , . . . φ n ), f ) is equivalent to a difference c ′ − c ′′ given by lemma 4.4. Since X \ Z is a smooth curve and ψ : X \ Z → P 1 is smooth over 1 and 0, the correspondences c ′ and c ′ are simple.
Recall that ψ/φ 1 is invertible on U \ Z ′ . By Lemma 2.1 we may assume that there is a projection U → Spec k(Z). Let λ = ψ/φ 1 (Z) ∈ k(Z)
× . Using the latter projection we can consider λ as a constant regular function on U. Moreover, ψ = γφ 1 = (λ + δ)φ 1 where δ lies in the maximal ideal M Z . Then by lemma 2.4c is
Note that the choice of ψ depends only on the curve X, hence on the ideal (φ 2 , . . . , φ n ). Then by the same reasoning the
Proof. Consider an affine line A 1 with coordinate θ and a data
We may assume that U is affine.
4.9. Lemma. Let Y be an open subset of an affine space A m . Suppose Z is a closed point in A n and α = (α 1 , . . . , α n ) : U → A n is itsétale neighborhood. Assume that there is a projection U → Z. Let λ = α 1 (Z) ∈ k(Z). Suppose we have a simple correspondence c = (U, (α 1 − λ, φ), f ) ∈ F r n (k, Y ) for some φ = (φ 2 , . . . , φ n ) with supp(c) = Z.
Then c is equivalent to some simple correspondence c ′ ∈ F r n−1 (k, Y ).
Proof. The element λ defines the closed embedding Spec k(λ) → A 1 . Define a closed subset U ′ ⊆ U as the pullback of the diagram
′ is a closed subset of U ′′ and there is a retraction p : Proof. Let n > 1. We may assume that Z is a single point. Since U × φ 0 is smooth over k, φ is a regular system, so the residues φ 1 , . . . , φ n form a basis of the vector space of 
× . Therefore φ = (1 + δ)(µ(α − λ)) for some δ ∈ M Z . Therefore, by lemma 2.4 we have that c is equivalent to c ′ = (α, U, Z, µ(α − λ), f ). Consider the map β : U → A 1 k(Z) that consists of α and the projection U → Z. Note that β isétale, π • β = α and µ(t − λ) • β = µ(α − λ). This with Lemma 4.8 gives an equivalence between c ′ and (
denote the minimal polynomial of λ. Then there is a polynomial q ∈ k[x] with deg(q) < deg(p), and an open neighborhood U = A 1 k \ Z(q) in A 1 such that c is equivalent to the correspondence represented by (U, q(x)p(x), pr k ) ∈ F r 1 (k, k).
Proof. Note that p is separable and its residue generates
Then by lemma 2.4 we can replace c with c
)q(t)p(t).
Thus we have that c ′′ is equivalent to the correspondence (U, q(x)p(x), pr k ) ∈ F r 1 (k, k) where U is the image of U ′ under theétale map
5.4.
Lemma. Any correspondence in F r(Spec k, Spec k) is equivalent to a standard correspondence.
Proof. By Lemma 4.11, 5.2 and 5.3 any correspondence in F r(Spec k, Spec k) is equivalent to a sum of correspondences of the form c = (
p). We proceed by induction on deg(c). Take
by induction hypothesis it is sufficient to prove the statement for the correspondence (A 1 , qp(x), pr k ). There is a polynomial p 1 (x) with the same leading term as qp(x) and all roots of p 1 (x) are rational and separable. The lemma follows then by 2.5.
5.5.
Lemma. Suppose c = (U, φ, f ) represents a framed correspondence in F r n (k, Y ) and supp(c) consists of rational points in A n k . Then c is equivalent to a standard correspondence.
Proof. We may assume that Z = supp(c) is a single point. Then f (Z) ∈ Y (k). Then by Lemma 4.8 c is equivalent to the composition c = (U, φ, pr k ) • f (Z) where f (Z) : Spec k → Y is the rational point inclusion and (U, φ, f ) ∈ F r n (k, k). The lemma follows then from 5.4.
In this section we construct a homomorphism Φ :
(see subsection 6.2). To do that we need certain preliminaries. Suppose the data c = (U, φ, f ) represents a correspondence in F r n (k, G ×m m ). Let Z = supp(c). Then the sequence φ defines a Koszul complex K(φ) which can be considered as an element of W n Z (U ) We will use the theory of Chow-Witt groups introduced by Barge-Morel and developed by Fasel ([2] , [3] ). Recall( [2] ) that for a smooth scheme X ∈ Sm k , integer n and a line bundle L over X there is a complex C(X, G n , L) defined by
For a closed subset Z and its complement U = X\Z define a subcomplex C(X, G n , L) Z as the kernel of the map 
Denote Z = supp(d). For any point z ∈ Z the map α induces an isomorphism 
where Z 0 is the support of the zero fiber correspondence (U 0 , φ| U0 , f | U0 ) Note the following 6.1. Remark. The following diagram commutes
The remark follows from the fact that the oriented Gysin map commutes with flat pullback by [2, Lemma 5.7] .
Recall that for a proper morphism f there is a notion of pushforward map f * (see [2, Remark 3 .36],[3, Chapitre 8]).
Lemma. The following diagram commutes:
Here p denotes the projection and the bottom arrow is the Gysin map for the embedding {0} → A 1 .
Proof. Denote O(−n − 1) by L for brevity. Recall that the Gysin morphism I ! 0 is defined as the composition
We have to show that p * commutes with each arrow in this decomposition. First, p * commutes with flat pullbacks by [3, Corollaire 12.3.7 .] Second, p * commutes with multiplication by {t} by the projection formula which can be derived from the definition of p * and projection formula for the transfer map for finite field extensions: Here we fix once a trivialisation of the canonical bundle on
) using the Scharlau transfer map for finite extension when k(x) is finite over k(y) and set θ y x = 0 when k(x) is an infinite extension of k(y). This transfer map satisfies the projection formula property, as well as transfer for Milnor K-theory. Therefore induced map on cohomology satisfies the projection formula property.
Third, by [3, Corollaire 10.4.5.] the projection map P n
Then it induces a morphism of short exact sequences of complexes:
Therefore p * commutes with the connecting homomorphism ∂ in the corresponding long exact sequence of cohomologies:
6.2. Map construction. Using the results of 6.1 we will define a map
Let c = (U, φ, f ) ∈ F r n (X, G m m ) represent a framed correspondence of level n. Suppose that X is affine. We will be interested in the cases X = A 1 and X = Spec k so assume that there is a fixed trivialization of a canonical bundle on X. Further we may assume that U is affine. Let Z = supp(c). Note that Z = ∪{z i } for some points codimension n points z 1 , . . . , z d ∈ U (n) . The framing φ defines its Koszul complex K(φ) :
The complex K(φ) is a free resolution of k[U ]/(φ 1 , . . . , φ n ). We consider K(φ) as an element of the bounded derived category with support D b Z (U ). Endow K(φ) with the structure of the quadratic space:
We will use the notation of [2, Definition 3.1] Thus we consider
). Let K c be the image of (K(φ), θ) under the composition where the second map is the devissage isomorphism (see [2, Proposition 3.3 [1, (6) ]). Theétale map α and trivialization of the canonical bundle on A n X gives an isomorphism
Then for any j = 1..d we get the pair
Note that since φ and f are defined on U , this element has a zero residue for every point x ∈ z j (1) , thus x c = d j=1 x j defines an element in H n (C(U, G n+m ) Z ). Then we set Φ(c) to be the image of y under the composition
Note that if we take an equivalent presentation of c as c
will coincide with the image of x c , sot his definition does not depend on the choice of presentation of the correspondence c.
Let us check that this definition is compatible with the stabilization map. Take a correspondence given by the data c
we have the diagram and the
The results of 6.1 allows us to check that this definition is compatible with the homotopy:
The element x d specialized at 0 and 1 gives the elements x d0 and x d1 where d 0 and d 1 in F r n (k, G ×m m ) are the fibers of d over 0 and 1 respectively. Then by remark 6.1 and 6.2 and homotopy invariance of Chow-Witt groups, we have that images of x d0 and x d1 are equal in
7. The case m = 0
In this section we prove (7.6) that Φ 0 induces an isomorphism between H 0 (ZF (∆
be the polynomials with the same leading term. Then p(x) = q(x)
, Spec k) which gives a deformation between p and q .
7.2. Remark. By Lemma 2.4 for a polynomial p with rational separable roots
7.3. Lemma. For any λ, c ∈ k × the following holds: cx = cλ 2 x and cx + −cx = x + −x .
Proof. By 2.5 for any λ, a ∈ k × we have ax
Proof. According to the lemma [10, 2.9] the Grothendieck-Witt group is generated by the 1-forms a modulo the relations:
Thus the assignment a → ax gives a well-defined homomorphism F. It is surjective by 5.4. 7.6. Proposition. The maps Ψ 0 and Φ 0 are mutually inverse ring isomorphisms between
According to the results of
is the Koszul complex of framing x. Then ν( a ) is given by
is isomorphic to the quadratic space K(ax) by means of isomorphism
and Ψ 0 is surjective by 7.5. Then Φ 0 and Ψ 0 are mutually inverse isomorphisms. It remains to show that Ψ 0 is a ring isomorphisms. Indeed,
i−1 for n 0 and n ǫ = − −1 (−n) ǫ for n < 0.
rj where U i is the neighborhood of λ i that does not contain
(k) we get the first equality. The second follows from the fact that for u ∈ k × we have −∂
is a prime number and k has no prime-to-l extensions. Then the transfer diagram is commutative
Since k has no prime-to-l extensions, all roots of p ′ (x) are rational. So write xp
From the other hand, T r
, so the diagram commutes. Further we will identify GW (k) with H 0 (ZF (∆ • k , Spec k)). Then the multiplication structure of 3 endows
Proof. Take a generator α with minimal monic polynomial p(x) ∈ k[x]. Consider the Gaussian algorithm p = r 0 , p
8. Map from Milnor-Witt K-theory to Framed correspondences.
In this section we extend Ψ 0 to a morphism Ψ * : 
is equivalent to the sum x + −x , it is mapped to h in GW (k).
Lemma. The following equality holds in
where h ∈ GW (k) is the hyperbolic plane Proof. By Lemma 2.6 we have that 
By lemma 2.6 we have
Thus we get the equality
Since h − 1 − a = a − 1 we get the needed equality.
8.2. The Steinberg relation.
Proof. By proposition 7.6 it is sufficient to check that (c η − p)
The last statement follows from 3.1.
8.14. ( 
Let us check that F is well defined. First, note that the relation
. Now check that the relations (1) − (3) of Remark 8.15 hold for F -images in A:
The Steinberg relation (1) : consider a symbol x = [η m , u 1 , . . . , u m+1 ] with u j + u j+1 = 1 for some j. Since F (x) is stable under any permutation of u i , we may assume that j = m, so
Since m 0, q has at least one factor ( u 1 − 1). Since ( u 1 − 1)( −1 + 1) = 0 in GW (k) we get that y = 0.
Therefore
(k) is a well-defined inverse of F , so F is an isomorphism.
8.3. Construction of Ψ. Now we are ready to construct the map Ψ :
Using the presentation of K MW 1 (k) given by 8.16 we see that the relations of K 
) by 8.9, we get that the map Ψ :
is well defined.
Isomorphism
In this section we prove the main theorem 9.6.
Proof. Consider a part of the long exact sequence given by [10, Theorem 2.24]
We will use the notation of [10, Definition 3.26] and for an extension L = k(α) let ω 0 (α) = p ′ (α) where p is the minimal polynomial of α and p ′ is its derivative.
9.2. Lemma. Let L be a finite extension of k, [L : k] = l is a prime number and k has no field extensions of degree prime to
be the minimal monic polynomial for a. Since k has no prime-to-l extensions, all roots of 9.3. Lemma. Suppose F/k is a finite field extension. Then F ⊗ k F = F i for some fields F i . Then the following diagram commutes in Milnor-Witt K-theory: 
where j denotes the pullback map for the field extension. Now take a generator α of F over k and p its minimal polynomial. This gives embedding Spec F → A 
) the latter diagram implies the commutativity of the diagram with canonical transfers ( * ).
So it is sufficient to check that the map Ψ is surjective. We will need the following analogue of [9, Lemma 5.11]: 9.4. Lemma. Let L/k be a finite field extension. There is a transfer map T r 
Proof. We use the same strategy as [9, Lemma 5.11] .
First, consider the case when L : k = l is prime and k has no extensions of degree prime to l. Then by [10 . . , a n+m ∈ k × . Then, the projection formulas for T r L k and tr L/k imply that it is sufficient to check the commutativity of the diagram for n = 0, 1. The case n = 0 is given by 7.10.
For the case n = 1 note that for any a ∈ L × with minimal polynomial p over k 
The left diagram commutes by 9.3 To show the commutativity of the right diagram check that c L/k . Since Ψ is surjective by 9.5, this implies that Ψ and Φ are mutually inverse isomorphisms of groups. By its construction, Ψ is a ring homomorphism, so Φ is also a ring homomorphism.
