Abstract -We propose a simple optimal APP symbol. decoding algorithm for linear block codes, which requires one forward recursion i n a trellis.
I. INTRODUCTION
For optimal a posteriori probability (APP) symbol decoding, the BCJR algorithm [l] applies to trellises, and hence to both convolutional codes and linear block codes. The algorithm makes one forward and one backward recursion in the trellis, and thus requires storage of the whole trellis. In (31 several other methods are proposed, either by a straightforward implementation of the trellis, based on [2], or using the dual code as proposed in [ 4 , 2 ] . These methods calculate the soft output by K forward recursions in the code trellis.
We consider a channel model as follows. The K binary information symbols, denoted U = (~1~~2 , .
. . ,uK), are encoded These are transmitted over any memoryless noisy channel, where the symbols are modulated into analog waveforms. Using quantization of the channel output, the received vector, denoted r = (TI, T Z , . . . , T N ) is regarded as a vector of discrete random variables. The purpose of an APP symbol decoding algorithm is to produce
where HT denotes the transpose of H. Paths of length TI will come to the same node s on level n if they have the same partial syndrome sn as defined in (2). Observe that the trellis contains all states at the last level. For equiprobable codewords, the proposed algorithm has the following form.
THE PROPOSED
In: P(rllvl), P(rzlvz), . . . , ~(~N I V N ) .
2. For n = 1,. . . , N update p ( s , n ) = p (~, n -I ) P ( r n I~n =O)+p(s+h,,n-l)P(rnIv,=l).
3.
For n = 1,. . . , N , set if P(rnlvn = 0) # P(rnlvn = 1). Out: P(vl=Olr,vEV) , P(vz=Olr,vEV), . . . , P(vN=Olr,VEV).
If P(rnlvn = 0) = P(r,lv, = 1) we have to take some special care.
The algorithm outperforms existing optimal APP symbol decoding methods for many codes, and decoding Hamming codes shows the low complexity at its most. For example, the BCJR algorithm would for a Hamming code of length 2N-K -1 require storage space of approximately 22(N-K) words, whereas the proposed algorithm only need 2 N -K words of storage space and still it requires approximately a factor 2 less operations. Finally, the algorithm can be extended to the nonbinary case and to operate on the dual of the code V.
