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Do emotions have distinct vocal profiles? A study
of idiographic patterns of expression
Matthew P. Spackman, Bruce L. Brown, and Sean Otto
Brigham Young University, Provo, UT, USA

Research on vocal expressions of emotion indicates that persons can identify
emotions from voice with relatively high accuracy rates. In addition, fairly
consistent vocal profiles for specific emotions have been identified. However,
important methodological issues remain to be addressed. In this paper, we address
the issue of whether there are individual differences in the manner in which
particular emotions may be expressed vocally and whether trained speakers’
portrayals of emotion are in some sense superior to untrained speakers’ portrayals.
Consistent support was found for differences across speakers in the manner in
which they expressed the same emotions. No accompanying relationship was found
between differences in expression and accuracy of identification of those expressions. Little evidence for the superiority of trained speakers was found. Implications
of these findings for future studies of vocal expressions of emotion, as well as our
understanding of emotions in general, are discussed.

Keywords: Emotion; Vocal expression; Acoustic correlates; Brunswikian Lens
Model; Individual differences.

The ability to both communicate and interpret emotion signals has long
been seen as essential to socialisation processes, both developmentally in
children (see, for example, Denham, 1998; Denham & Couchoud, 1990;
Denham, von Salisch, Olthof, Kochanoff, & Caverly, 2003; Fujiki, Brinton,
Spackman, & Hall, 2004; Spackman, Fujiki, Brinton, Nelson, & Allen,
2005), as well as for adults (as seen, for example, in Mayer and Salovey’s
conception of emotional intelligence; Mayer, DiPaolo, & Salovey, 1990;
Mayer & Geher, 1996; Salovey & Mayer, 1990). Although the face is the
channel of emotional communication that has received the greatest amount
of attention from researchers (see, for example, Darwin, 1872; Ekman, 1972;
Ekman, Sorenson, & Friesen, 1969; Elfenbein, Marsh, & Ambady, 2002;
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Izard, 1980), there is also a significant body of research on vocal
communication of emotions (see Juslin & Laukka, 2003; Scherer, 2003, for
recent reviews).
The majority of research on vocal communication of emotions has
addressed two primary questions: (1) Can persons accurately identify
emotions communicated by persons’ voices? and (2) What are the vocal
properties associated with particular emotions (Banse & Scherer, 1996)? A
third question, which will not be addressed in this paper, has also received
more recent attention: Are the acoustical correlates for particular emotions
similar across cultures (Elfenbein & Ambady, 2002; Scherer, 2003)? There is
agreement in the literature that persons can identify emotions from voice at
better than chance levels of accuracy (Banse & Scherer, 1996; Murray &
Arnott, 1993; Pittam & Scherer, 1993; Scherer, 1986; Scherer, Banse,
Wallbott, & Goldbeck, 1991; Van Bezooijan, 1984; Wallbott & Scherer,
1986). In addition, though the literature has not been as consistent, vocal
profiles for particular emotions have become relatively well identified (Banse
& Scherer, 1996; Juslin & Laukka, 2003; Murray & Arnott, 1993; Pittam &
Scherer, 1993; Scherer, 1986; Scherer et al., 1991; Wallbott & Scherer, 1986).
There remain, however, some important issues to be addressed with regard to
the communication of emotions by voice.
One issue of importance to the study of vocal communication of emotion
is that of the acquisition of the vocal recordings to be studied. That is, from
what source shall we obtain these recordings (see Scherer, 2003, for
representative discussion of this issue)? Several alternatives have been
suggested, from naturalistic recordings of persons who have been induced
to experience particular emotions, to speakers asked to portray emotions
vocally. The majority of research conducted involves portrayed emotions
with either trained or untrained speakers encoding the emotion portrayals. It
has been suggested, however, that trained encoders can more effectively
convey emotions than untrained encoders (Banse & Scherer, 1996; Scherer,
2003).
A related issue of importance is the discrepancy between encoders’
abilities to portray particular emotions. Research indicates that there are
individual differences in persons’ skills in portraying particular emotions in
such a way as to be accurately identified by judges (Banse & Scherer, 1996;
see also Goldinger, Pisoni, & Logan, 1991; Pisoni, 1993). In fact, this
variability has been found among both trained and untrained encoders. The
question then becomes one of whether to employ only those encoders who
are skilled at producing recognisable portrayals or only those portrayals that
achieve high accuracy levels.
These issues of encoder selection and encoding skill variability suggest
that an important aspect of variability in both emotion identification
accuracy as well as in the vocal profiles of emotions may not be accounted

VOCAL EXPRESSIONS OF EMOTION

1567

for in previous research on vocal expressions of emotion. Concern with both
of these issues implies that many researchers assume the existence of
‘‘accurate’’ representations of emotions and seek to employ such depictions
in their research. This assumption of the existence of ‘‘accurate’’ representations follows from the pervasive assumption within the literature that
patterns of vocal expression are universal and evolutionarily fixed*see, for
example, Juslin & Laukka’s (2003) conclusion from their review of the
research that vocal expressions are: ‘‘based on innate, fairly stable, and
universal affect programs’’ (p. 772). This is an issue that has famously been
debated in the literature on facial expressions of emotion (see, for example,
Ekman, 1994; Russell, 1994), but one that has not received the same
attention in the literature on vocal expressions of emotion.
Concern with identifying ‘‘accurate’’ portrayals of emotion implies the
assumption that each emotion does in fact have a single (or, more liberally, a
small number of) vocal profile (see Bachorowski & Owren, 2003, for a
discussion of the debate between discrete emotion and dimensional
approaches to vocal expressions of emotion). This assumption is evidenced
in the not uncommon practice of pre-selecting adequate depictions of
emotions for analysis and the employment of trained encoders (as, for
example, in Banse & Scherer, 1996). Both of these practices may be
supported if one assumes that particular emotions have only one or a
limited number of ways in which they may be encoded vocally (see Barrett,
2006, for a recent discussion of these issues in emotion research in general).
In fact, the relatively high levels of accuracy in identifying emotions from
voice, as well as fairly consistent findings with regard to vocal profiles
associated with particular emotions, offers some support for the assumption
of distinct profiles for emotions. Table 1 is reproduced from Tables 1 and 2 of
Scherer’s (2003) review of the literature. It may be seen that the emotions of
interest to the present study (anger, fear, happiness, and sadness) have all
been relatively accurately identified from voice (5777% accuracy) and that
each has been found to have a fairly distinct vocal profile.
However, despite the evidence for accuracy in identification of emotions
from voice and for distinct vocal profiles for emotions, there is reason to
question these findings. First, encoder by emotion interactions (the
possibility that different encoders may express particular emotions differently from one another) are either not assessed in the literature, or the
variance from this potential source is statistically controlled (as in Banse &
Scherer, 1996). It is true that Juslin and Laukka’s (2003) findings may be
interpreted to imply the possibility that emotions may be expressed vocally
in a variety of ways. However, this was neither a major area of concern for
them, nor was it specifically empirically investigated.
It should be noted that Scherer (2003) has suggested that some emotion
labels may actually be references to families of emotions, and that members
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TABLE 1
Emotion identification accuracy rates and acoustical measures from Scherer (2003)
Emotion
Measure
Identification accuracy (in %)*
Intensity
F0 floor/mean
F0 variability
F0 range
Sentence contours
High frequency energy
Speech and articulation rate

Anger

Fear

Joy

Sadness

77




¡



61


 ( ¡)

57








( ¡)
( ¡)

71
¡
¡
¡
¡
¡
¡
¡

Notes: *Based on data from 11 Western nations.  Indicates relatively high values ¡ Indicates
relatively low values.

within such families may be expressed differently (e.g., hot vs. cold anger).
This possibility of differences across the manner in which members of
emotion families may be encoded may well explain at least some of the
variability across encoders’ expressions of the same emotion, especially if the
researcher or encoder has not indicated what sort of anger, for example, has
been encoded. However, whereas this possibility of emotion families may
well explain some of the variability across encoders, it still relies upon the
assumption that members within emotion families have distinct vocal
profiles and therefore perpetuates (without evaluating) the assumption of
distinct profiles for emotions. In the present study, the potential for an
encoder by emotion interaction will be directly assessed.
The second reason to treat previous research on vocal profiles associated
with particular emotions cautiously is that we are aware of no studies in
which identification accuracy levels for trained and untrained encoders’
recordings are compared. It may well be that, at least to some extent,
previous research on identification accuracy has resulted in higher accuracy
rates simply because the use of trained encoders may artificially decrease the
variability in vocal profiles associated with particular emotions. The
arguments for using trained encoders are well developed and reasonable,
but, to our knowledge, unsubstantiated from an empirical perspective.
Accuracy levels for identifying emotion recordings obtained from both
trained and untrained encoders will be compared in the present study.

Summary
As has been shown, a great deal of progress has been made in understanding
vocal communication of emotion. Research indicates that vocal expressions
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TABLE 2
Means on the standardised measures of rate, pitch, and intensity for the training by
emotion interaction
Trained
Fear

Untrained

Measure

Anger

Happiness Sadness

Total utterance
duration
Total pauses
Total speech
duration
Mean speech
duration
SD speech
duration
Mean pause
duration
SD pause
duration
Mean F0
SD F0
Range F0
Overall mean
intensity
Overall SD
intensity
Overall range
intensity

0.15

0.29

0.02

0.16

0.66
0.70

0.57
0.56

0.76
0.69

0.85
0.83

0.84

0.21

0.24

0.64

0.03

0.11

Anger

Fear

Happiness Sadness

0.27 0.06

0.49

0.81

0.53
0.34

0.91
0.92

0.75
1.01

0.87

0.19 0.52

0.35

0.02

0.13

0.74

0.09 0.51

0.57

0.03

0.20

0.60

0.29

0.11

0.48

0.52

0.14

0.16

0.21

0.57

0.20

0.16

0.56

0.47

0.06

0.55
0.78
0.07
0.32

0.49
0.34
0.22
0.27

0.21
0.06
0.20
0.04

0.01
0.50
0.08
0.07

0.13
0.30
0.18
0.07

0.21
0.39
0.36
0.13

0.33
0.25
0.02
0.05

0.02
0.15
0.16
0.19

1.06

0.22

0.01

0.86

0.49

0.05

0.08

0.62

1.12

0.34

0.19

0.98

0.56 0.41

0.42

0.57

0.37
0.42

of emotion are identified at relatively high rates and vocal profiles for
particular emotions have begun to be identified. However, important
methodological issues remain to be addressed. In this paper, we explored
two important questions. First, we compared emotion portrayals of trained
and untrained encoders to determine which are most accurately identified
and whether there are any characteristic differences in the vocal profiles for
the emotions of interest across the training factor. Second, we examined the
possibility that encoders might convey particular emotions in different, but
still recognisable, ways. That is, we explored the possibility that multiple
vocal profiles may signal a given emotion.

The Brunswikian lens model
Originally developed by Egon Brunswik (1952, 1956), the lens model serves
as both a model of human perception as well as a model for an experimental
paradigm (see also Beal, Gillis, & Stewart, 1978; Hammond, 1966;
Hammond & Stewart, 2001). It suggests that, in a given situation, the
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perceiver has at her/his disposal a number of sources of information about
some state of affairs. The researcher’s task, in the case of research on vocal
expressions of emotion, is to identify the acoustical basis of perceivers’
identifications of emotion. For researchers of vocal expressions of emotion,
the lens model provides a means of determining which acoustical cues
listeners rely on when identifying emotions from voice.
Researchers in the area of vocal expression of emotion have suggested the
lens model to be a potentially fruitful model of the process of decoding
emotional communications (see especially Juslin, 2000; Scherer, 2003). The
lens model enables researchers to identify variables thought to mediate
between vocal communications (the emotion encoded) and the interpretation of those communications. The model permits researchers to determine
the degree to which the hypothesised mediating variables, the acoustical
properties of the vocal communication, actually do serve as the basis of
judgements and the extent to which judges rely on information not contained
in the mediating variables included in the model.
The
equation
for the lens model is: ra  GRe Rs 
p
ﬃ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃbasic
ﬃpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C 1R2e 1R2s ; where ra is the correlation between the judgement (Ys;
e.g., the emotion judgements of listeners) and distal variables (Ye; e.g., the
emotions encoded by speakers), GReRs is a measure of the degree to which
the intermediary variables
cues can
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃor
ﬃ quantify the bases for participants’
ﬃpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
judgements, and C 1R2e 1R2s is a measure of the degree to which the
intermediary variables are unable to quantify or capture the bases for
participants’ judgements. See Figure 1 for a graphical presentation of the
model. It may be seen that the lens model decomposes the relationship
between the judgement and distal variables into the variability that may be
explained by the intermediary variables and the variability that cannot. In
this manner, the lens model permits us to determine the degree to which
ra = rY eY s

Emotion
encoded
(distal variable)

Ye

Re = rY Yˆ

X1

Emotion
decoding

X2

Ys (judgement)

Rs = rY Yˆ

X3

e e

s s

Ŷe

Ŷs
Xi

Acoustical
properties
(cues)

G = rYˆ Yˆ

e s

Figure 1. The Brunswikian lens model.
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acoustical measures employed in this study can account for decoders’
emotion identifications. In addition, comparing lens models across multiple
encoders will enable us to determine the extent to which those encoders’
portrayals of the same emotions differ with respect to the acoustical
variables associated with them. Such a comparison permits for an evaluation
of the possibility of an encoder by emotion interaction. It should be noted
that the basic lens model equation is necessarily altered for dichotomous
distal and judgement variables as in the present study. For the purposes of
the present paper, this basic equation is sufficient to understand the lens
model equation. The modified formula is discussed by Cooksey (1996) and
by Stewart (2004).
Brunswik and others have conceived of the lens model as a tool chiefly to
be used in idiographic research (Beal et al., 1978; Bernieri, Gillis, Davis, &
Grahe, 1996; Brunswik, 1952, 1956; Cooksey, 1996). That is, it was originally
conceived as a tool to decompose the multiple judgements of single
individuals. As such, the lens model was particularly apt for addressing
the question of which cues individual judges relied upon most in making
their judgements. However, in the current study we were much less
concerned with individual judges and their decision-making processes and
more concerned with how particular factors of interest (e.g., emotion,
speaker, and training) affected participants’ judgements as a whole (see also
Bernieri et al., 1996; Gifford, 1994, for similar approaches to the lens model).
Lens model statistics were calculated at a number of different levels. This
allowed for identifying the degree to which the acoustical measures
quantified the information participants employed in making their identifications. For each lens model, the emotion encoded served as the criterion and
the participants’ emotion identifications served as the terminal variable or
judgement. The acoustical measures served as mediating variables or cues in
the models.
For each model, the lens statistics of interest were ra, or the correlation
(phi coefficient) of participants’ emotion identifications with the encoded
emotion (a measure of identification accuracy), and the amount of the total
correlation between encoded emotions and participants’ identifications (ra)
that could be accounted for on the basis of the intermediary variables (the
GRe Rs
ratio of
): In this study, this ratio will be called the identification ratio
ra
as it is a measure of the degree to which the intermediary variables can
quantify the bases of participants’ emotion identifications. As the regression
models employed in the present study were of a logistical nature (the
criterion variables for the models, the encoded emotion and participants’
emotion identifications, were dummy coded as dichotomous variables),
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Stewart’s (2004) correction of Cooksey’s (1996) equations for dichotomous
data was used for each model.
Because the calculation of the lens model statistics may be unfamiliar to
the reader, we include the following explanation. As a first step, the
emotion encoded and the emotion identification variables were dummy
coded as, for example, anger1, not anger0. Two logistic regression
models were then calculated. In the first, the emotion encoded was
predicted by the intermediary variables (the acoustical measures). In the
second, the emotion identifications were predicted by the intermediary
variables. Values in the lens model equation were then calculated as follows.
For simplicity of explanation, Stewart’s (2004) correction to this equation is
not included. The interpretation of the model, however, remains intact and
essentially accurate.
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
. ra GRe RsC/ 1 R2e 1 R2s
. ra The correlation between the encoded emotion and participants’
identifications.
. GThe correlation of the predicted values derived from the two
regression models.
. Re , Rs The multiple correlation coefficients from the two models.
. CThe correlation of the residual values from the two regression
models.

MANOVA models
Differences across the acoustical profiles of the encoded emotions
were compared using multivariate analyses of variance (MANOVA). The
17 acoustical measures of vocal properties were run in four separate
models both to improve clarity and simplicity of results and also to avoid
computational problems due to having more dependent variables than
could be supported by the available degrees of freedom in the error terms.
The dependent variables for these four models consisted of the objective
measures of rate (total utterance duration, total pause duration,
total narration duration, mean utterance duration, standard deviation of
utterance duration, mean pause duration, and standard deviation of
pause duration), spectral properties (centre of gravity, spectral standard
deviation, spectral skewness, and spectral kurtosis), pitch (standard
deviation of F0, mean F0, and range of F0), and intensity (overall
standard deviation of intensity, overall mean of intensity, and overall
range of intensity) respectively. As will be seen, running these models
separately produced results of importance to evaluating our questions of
interest.
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METHOD
Encoding procedure
A total of 8 trained and 8 untrained encoders were recruited. All encoders
were native English speakers and all recordings were in English. The trained
encoders were recruited from persons recommended by instructors of seniorlevel drama courses. Though these encoders had received dramatic training
in the portrayal of emotions, it should be noted that this training was not
specific to the task of portraying emotions vocally while reading text.
Requirements for participation included the following: senior status within a
fine arts major, instructor recommendation, and at least four years of
professional theatre training. Four male (Mage 22.25, Myears theatre 5.25)
and four female (Mage 23.38, Myears theatre 5.63) trained encoders participated in the research.
The 8 untrained encoders were recruited from introductory-level psychology courses. Requirements for participation included not being a fine arts
major and no professional theatre training. Four male (Mage 19) and four
female (Mage 18.5) untrained encoders participated in the research. A t-test
of the difference between trained and untrained encoders’ ages indicated that
the trained encoders were significantly older than the untrained encoders,
t(14)4.49, pB.001. This age difference was primarily due to the recruitment procedures employed to obtain the trained encoders as described
above.
Encoders were recorded individually following the same, standardised
procedure. All recordings were conducted in an anechoic chamber. Encoders
were informed they would be reading a standardised text as though they
were angry, fearful, happy, and sad. These emotions were selected for study
for two primary reasons. First, they are the emotions that have received the
greatest amount of attention in the literature and therefore have the most
established acoustical profiles. Second, given our question as to whether a
given emotion has a single vocal profile or multiple ways in which it may be
expressed vocally, it seemed to make sense to include emotions that are
typically cited when ‘‘basic’’ emotions are identified (see Ekman &
Davidson, 1994, for a discussion). Including such emotions would allow
for a strong test of the possibility that even what may be considered more
basic emotions might be expressed differently by different speakers.
A Latin square design was employed to vary the order of encoding. The
text read by the encoders was designed to be neutral with regard to
emotional content, but suitable for encoding in each of the emotional guises.
The text was as follows:
It was the first day of school, so I left early to see who would be in my required
physical science class. I walked in and sat in the middle row. Pat came in and sat next

1574

SPACKMAN, BROWN, OTTO

to me. Professor Smith handed out the syllabus. I knew this semester would not be
like any other.

After the encoders were informed of the procedure, they were introduced
to the anechoic chamber. In the chamber, a stool and a Shure SM58
microphone were set up for recording. A Kenwood 8 input mixer and Dell
Latitude laptop computer recording information at 44,100 Hz and 256 bit
sampling were employed for obtaining recordings. Encoders were instructed
to speak into the microphone from a distance of approximately two inches
and the research assistant observing the recordings ensured this was the case.
Two recordings of each emotion for each encoder were analysed in this
study, thus allowing for the necessary within encoder by emotion variability
for the statistical analyses of the objective measures.

Decoding procedure
Two-hundred fifteen participants (102 male, Mage 21.6; 99 female, Mage 
21.5; and 14 who did not indicate their gender) were recruited from
undergraduate psychology courses to identify the emotions portrayed in
the recordings described above. Participants were randomly assigned to one
of eight groups. Group size ranged from 21 to 30. Each group listened to and
rated 16 of the 128 recordings. The recordings and the order in which they
were presented to each group were assigned on the basis of a constrained
random assignment. That is, persons in each group listened to one recording
from each of the 16 encoders. Within the 16 recordings heard by each
participant, there were four recordings of each of the four emotions. Eight of
the 16 recordings for each group were from trained encoders, and eight were
from untrained encoders. The order of presentation of the 16 recordings
within each participant group was randomised and each of the 128 total
recordings was listened to and rated by one participant group.
Participants were told they would hear a number of recordings of a
standardised passage and that they were to identify the emotion expressed in
each recording. The recordings and questionnaires were presented to
participants via an Internet data-collection system. Following each recording, participants were asked to identify which emotion was expressed by the
speaker by selecting from options of anger, fear, happiness, sadness, and I
don’t know. Participants could replay recordings as many times as they
desired. An initial warm-up recording was presented to participants to
familiarise them with the procedure. Sessions were run in a large computer
lab with computers equipped with a RealTek 260 sound card. Sony MDR101LP headphones were distributed to participants so they could listen to
the recordings without disturbing one another and so they could proceed at
their own pace in completing the study.
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Acoustical measures
Acoustical measures were selected to reflect four dimensions of acoustical
characteristics used in previous research: rate, spectral properties, pitch, and
intensity (see Banse & Scherer, 1996; Juslin & Laukka, 2003; Murray &
Arnott, 1993; Scherer, 2003; Scherer et al., 1991, for examples of studies
employing measures on these four dimensions). The Praat (Boersma &
Weenink, 2005) software system was employed to obtain measures of
spectral properties, pitch, and intensity. We selected the following measures
of spectral properties as they constitute overall characterisations of the
entire power spectrum: centre of gravity (a measure of mean frequency
across a spectrum); spectral standard deviation (a measure of the degree to
which frequencies in a spectrum deviate from the centre of gravity); spectral
skewness (a measure of how different the shape of the spectrum below the
centre of gravity is from the shape of the spectrum above the centre of
gravity); and spectral kurtosis (a measure of the degree to which the shape of
the spectrum around the centre of gravity deviates from the normal
distribution). The four moments of a distribution can be used to capture
the properties of distribution shape, spread, and location. They were used
here to capture the essential properties of the long-term power spectrum of
each portrayal of a particular emotion. Other analyses of power spectrum
are possible, but this holistic summary analysis of spectral distribution shape
is sufficient for our exploratory purposes. Measures of pitch included:
standard deviation of F0; mean F0; and range of F0. Measures of intensity
included: overall standard deviation of intensity; overall mean of intensity;
and overall range of intensity.
A sampling rate of ten milliseconds was used for analysing the 128
recordings. Intensity levels greater than 35 dB were considered speech and
those 35 dB or less were considered pauses. In each case, the default settings
in Praat were employed. Details on the computation of the acoustical
measures are available from the authors or may be found in the Praat
documentation (http://www.fon.hum.uva.nl/praat/).
Measures of rate included the following: (1) total utterance duration
(total duration of the recording); (2) total pause duration (sum of all pause
durations); (3) total speech duration (sum of all speech segment durations);
(4) mean speech segment duration (mean duration of speech segments within
recording); (5) standard deviation of speech segment duration (standard
deviations of speech segments within recording); (6) mean pause duration
(mean duration of pauses within recording); and (7) standard deviation of
pause duration (standard deviation of pauses within recording).
After obtaining the acoustical measures for each recording, the data were
standardised across all recordings for each speaker. This allowed for
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comparisons across variables of interest while controlling for the characteristics of individual speakers’ voices.

RESULTS
Identification accuracy
Initial analyses addressed the question of the degree of accuracy with which
participants identified the emotion portrayals. Accuracy levels were assessed
with d? values. The d? statistic indicates the overlap of two theoretical
distributions, the signal and noise distributions. For example, a d? value of 1
for the anger portrayals would indicate that the signal and noise distributions for anger are 1 standard deviation apart, showing fairly accurate
identifications of the anger portrayals. Across all speakers, the anger d? was
3.20, the fear d? was 1.41, the happiness d? was 3.59, and the sadness d? was
1.35. These d? values indicate that the emotion portrayals were recognised at
fairly high rates, especially the anger and happiness portrayals. More will be
said below regarding identification accuracy differences between trained and
untrained encoders and across individual speakers.

Training effects
One of our primary questions of interest was whether trained speakers’
emotion portrayals were identified at higher rates of accuracy than untrained
speakers’ portrayals. This question was first addressed by calculating d?
statistics for each emotion for trained and untrained speakers and then
through multivariate analyses of variance (MANOVA) The d? analyses
permitted for analyses of differences in identification accuracy for trained
and untrained encoders’ portrayals and the MANOVAs were employed to
identify the acoustical profiles for each emotion and to test for differences in
acoustical profiles across the training factor.
Trained speakers’ portrayals of anger (d?3.37) and fear (d?1.53) were
identified somewhat more accurately than were untrained speakers’ portrayals (anger d?3.04, fear d?1.32). However, untrained speakers’
portrayals of happiness (d?3.90) and sadness (d?1.60) were identified
somewhat more accurately than were trained speakers’ portrayals of
happiness and sadness (happiness d?3.32, sadness d?1.12).
The test of possible differences in acoustical profiles across the training
factor is offered by the test of the main effect for training and the test of the
training by emotion interaction from the MANOVAs described above. Four
tests were conducted for both the training main effect and for the training by
emotion interaction. Each test involved dependent variables from one of the
four acoustical dimensions: rate, spectral properties, pitch, and intensity.
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Tests of the training main effect for each of the four acoustical dimensions
were non-significant. For the training by emotion interaction, significant
multivariate results were found for the seven rate measures, Wilks’ L(3,
36).35, p.029, partial h2 .139, the three pitch measures, Wilks’ L(3,
36).45, pB.001, partial h2 .234, and the three intensity measures, Wilks’
L(3, 36).61, p.043, partial h2 .152. The test on the four spectral
properties measures was not significant.
Training by emotion means on the dependent variables comprising the
rate, pitch, and intensity dimensions are offered in Table 2. Examination of
the means found in Table 2 indicates some differences on the acoustical
measures for the training factor for the four emotions. Trained speakers
spoke somewhat faster when portraying sadness and slower when portraying
fear and happiness than did untrained speakers. Trained speakers’ portrayals
of anger were higher pitched than were those of untrained speakers.
Untrained speakers’ portrayals of happiness and sadness were somewhat
higher pitched than were those of trained speakers. Trained speakers’
portrayals of anger had more variability in intensity than did untrained
speakers’ portrayals.
Findings from the acoustical measures MANOVAs indicate some
differences for the training factor, especially for the rate, pitch, and intensity
measures. No effect of training on the spectral properties dimension was
found. These findings are interesting given the lack of differences in emotion
identification accuracy across the training factor. It seems there may be some
evidence for differences in the portrayals of trained and untrained speakers,
but results offer little support for the idea that trained speakers produce
portrayals that are, in some sense, superior to those from untrained speakers.

Speaker by emotion effects
The question as to whether there are multiple ways in which a given emotion
may be expressed vocally was addressed using three approaches. The d?
statistic was used as a means for evaluating identification accuracy levels
across speakers and emotions, the lens model was used to determine the
extent to which acoustical measures could account for decoders’ emotion
identifications and to identify differences in the acoustical profiles of the
different emotions and the degree to which this varied across speakers and
emotions, and MANOVAs were used especially to assess encoder by emotion
interactions in acoustical profiles.
The d? values for each speaker for each emotion are shown in Table 3.
As may be seen in Table 3, there was a fair amount of variability across
speakers in the accuracy with which their portrayals were identified. These
findings support previous research indicating that there may be speakers
who are better at encoding emotions in general and some who are not
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TABLE 3
The d? values and identification ratios from the lens models for the 16 speakers and for
the overall model
Anger
d?
Overall
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

3.20
3.90
2.89
2.94
2.24
0.83
2.04
2.65
2.23
4.50
1.72
1.95
0.68
3.25
2.13
2.01
2.01

Fear

Identification ratio

d?

Identification ratio

0.553
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999

1.41
2.29
2.02
1.81
0.66
2.15
0.41
1.42
2.14
1.14
2.10
1.14
1.60
2.05
1.76
0.55
1.35

0.552
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999

Happiness

Overall
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker
Speaker

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

d?

Identification ratio

3.59
3.76
6.00
3.25
0.09
2.20
2.47
2.93
0.64
3.58
1.89
2.69
1.93
3.98
3.14
2.49
2.00

0.485
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999

Sadness
d?
1.35
1.51
1.35
1.74
1.44
1.59
1.51
2.06
1.68
2.29
2.17
0.75
1.34
3.12
1.40
1.93
1.71

Identification ratio
0.485
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999

very good at encoding emotions. For example, speaker 13, an untrained
female, seemed to be very skilled at portraying the four emotions. Her
anger d? was 3.25, her fear d? was 2.05, her happiness d? was 3.98, and her
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sadness d? was 3.12. Speaker 12, an untrained male, seemed to struggle
with the task. His anger d? was 0.68, his fear d? was 1.60, his happiness d?
was 1.93, and his sadness d? was 1.34. There were also speakers who were
skilled at encoding some emotions, but not others. Speaker 4, a trained
male, had an anger d? of 2.24, a fear d? of 0.66, a happiness d? of 0.09, and
a sadness d? of 1.44.
We next constructed a series of lens models for each individual speaker
for each emotion (i.e., a total of 64 models were constructed). These models
were calculated with the acoustical measures as intermediary variables and
identification ratios from the lens model are summarised in Table 3. These
identification ratios indicate which of the acoustical measures were most
indicative of participants’ emotion identification decisions. Identification
ratios for each emotion were all at least .999. These values indicate that,
when considered at the level of the individual speaker, the acoustical
measures nearly perfectly quantified the bases for participants’ identification
decisions. These findings may be seen to be even more surprising when these
nearly perfect within-encoders identification ratios are compared with the
across-encoders overall identification ratios for each of the four emotions.
These values were .553 for anger, .552 for fear, .485 for happiness, and .570
for sadness. In other words, when speakers were considered individually, the
acoustical measures performed much better in quantifying participants’
identifications than when speakers were not considered individually.
These findings with regard to the improved identification ratios when
examining speakers individually indicate that participants likely employed
criteria individualised to each speaker when making their emotion identifications. That is, they considered different aspects of different speakers’
voices when identifying the emotions they portrayed. These individualised
criteria were washed out when identification ratios were calculated without
considering speaker and the calculated identification ratios were therefore
lower for such models.
Additional evidence for this idiographic approach to identification of
vocal expressions of emotion was found when the acoustical measures were
entered into separate lens models for each of the four acoustical dimensions.
This resulted in four lens models for each emotion for each speaker (i.e., 256
models). Examination of the identification ratios derived from these models
enabled us to determine whether participants attended more to rate, spectral
properties, pitch, or intensity when identifying a particular emotion
portrayal for a given speaker. The identification ratios from these models
are summarised in Table 4. From Table 4, it may be seen that the rate
measures were uniformly important to participants’ identifications of each
of the four emotions. The spectral properties measures were also important
to participants’ identifications. However, there was more variability to the
identification ratios for the spectral properties measures than for the
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TABLE 4
Summary statistics for the identification ratios for the acoustical measures for each
speaker
Emotion
Anger

Fear

Happiness

Sadness

Statistic
Maximum
Minimum
SD
Mean
Maximum
Minimum
SD
Mean
Maximum
Minimum
SD
Mean
Maximum
Minimum
SD
Mean

Rate

Spectral properties

Pitch

Intensity

1.000
0.998
0.001
1.000
1.000
0.894
0.027
0.991
1.000
0.885
0.034
0.986
1.000
0.999
0.021
1.000

1.000
0.380
0.162
0.961
1.000
0.315
0.217
0.811
1.000
0.416
0.148
0.923
1.000
0.650
0.103
0.953

1.000
0.533
0.144
0.882
1.000
*
0.278
0.760
1.000
0.061
0.362
0.569
0.986
*
0.281
0.740

1.000
0.161
0.235
0.845
1.00
0.064
0.363
0.676
1.000
0.156
0.296
0.786
1.000
0.295
0.289
0.774

Note: *For these recordings the unpredicted proportions were actually negative, and the ratio of
predicted proportion to total correlation therefore incalculable.

measures of rate, indicating that these measures were important to
participants in identifying many of the portrayals, but not important to
some of them. The identification ratios for pitch and intensity varied a great
deal across speakers and emotion. This variability supports the evidence
discussed above for the possibility that participants individualised their
identification strategies to particular speakers when identifying which
emotion they were portraying. For some speakers, pitch and intensity
measures were found to be important to participants’ identifications,
whereas they were not for others.
Given the evidence found from the lens model analyses for an
individualised approach taken by participants when identifying the emotions
portrayed by each speaker, it was important to determine whether speakers’
portrayals of the emotions had different acoustical profiles and whether
there was a relationship between acoustical profiles and identification
accuracy. The speaker by emotion tests from the MANOVAs described
above constituted the test of whether the vocal profiles for each of the four
emotions differed across speaker. All four of the MANOVAs indicated a
significant speaker by emotion interaction, rate Wilks’ L(36, 64).01, pB
.001, partial h2 .482, spectral properties Wilks’ L(36, 64).14, pB.001,
partial h2 .388, pitch Wilks’ L(36, 64).16, pB.001, partial h2 .457,
and intensity Wilks’ L(36, 64).04, pB.001, partial h2 .658.
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These significant interactions offer some evidence for the possibility that
speakers may express the same emotion differently. However, the possibility
remains that differences in the vocal profiles for speakers’ portrayals of
particular emotions are associated with differences in identification accuracy.
That is, it may be that each emotion really does have a characteristic way in
which it may be encoded and that variation from the characteristic pattern
results in decreases in identification accuracy.
This possibility was evaluated by re-running the speaker by emotion tests
described above with the values (the correlation between encoded and
decoded emotions) obtained from the lens models included as a covariate.
Including the values as a covariate allowed us to determine whether the
significant speaker by emotion interactions were really a function of
differences in accuracy across the emotion portrayals rather than idiosyncrasies in the manner in which encoders portrayed the four emotions. That
is, if the speaker by emotion interactions were found to no longer be
significant in the MANCOVAS, we would conclude that differences in the
manner in which speakers portrayed the four emotions were related to
differences in accuracy. This was not the case; all of the speaker by emotion
tests from the MANCOVAS remained significant, rate Wilks’ L(36, 64)
.01, pB.001, partial h2 .457, spectral properties Wilks’ L(36, 64).04,
pB.001, partial h2 .551, pitch Wilks’ L(36, 64).15, pB.001, partial
h2 .466, and intensity Wilks’ L(36, 64).17, pB.001, partial h2 .449. It
should especially be noted that controlling for the effects of accuracy of
identification did not greatly decrease the partial h2 values from the
MANCOVA models. Only the partial h2 value for the intensity model
decreased and the value for the power spectrum model actually increased.
These findings indicate that the speaker by emotion effect was independent
of the issue of identification accuracy.
A graphical analysis of differences in the manner in which speakers
portrayed the emotions of interest supports the findings from the MANCOVAs. Vocal profile plots were created for each of the 64 speaker by
emotion combinations.1 These profiles were then ordered by identification
accuracy for each of the four emotions. Inspection of the profiles readily
indicated that very different vocal profiles were associated with similar levels
of accuracy.
An example of the degree to which the vocal profiles of similarly
accurately identified portrayals differed from one another is presented in
Figure 2. Figure 2 shows the means on the acoustical measures for the four
most accurately identified portrayals of each of the four emotions of interest.
1

These data and profile plots are available from the first author upon request.
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Figure 2. Means on the objective measures for the speakers with the most accurately recognised
portrayals for each emotion. Figure 1a presents the means for anger, Figure 1b presents the means
for fear, Figure 1c presents the means for happiness, and Figure 1d presents the means for sadness.
Notes: OM1 total utterance duration; OM2 total pause duration; OM3 total speech segment
duration; OM4 mean speech segment duration; OM5 standard deviation of speech segment
duration; OM6 mean pause duration; OM7 standard deviation of pause duration; OM8 centre
of gravity; OM9 spectral standard deviation; OM10 spectral skewness; OM11 spectral kurtosis;
OM12standard deviation of F0; OM13 mean F0; OM14 range of F0; OM15 overall standard
deviation of intensity; OM16 overall mean of intensity; and OM17 overall range of intensity.
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As can be seen in Figure 2, the most accurately identified portrayals of each
emotion differed a great deal from one another in their vocal profiles.

DISCUSSION
In this study, we investigated a number of issues related to the communication of emotion by voice. In particular, we were interested in whether trained
speakers produced portrayals of emotion in some sense superior to those
produced by untrained speakers and whether speakers’ portrayals of
particular emotions might differ from one another and yet still be identified
at similar rates.
Findings with regard to the training factor offered little support for the
idea that trained encoders produce portrayals in some sense superior to
those produced by untrained encoders. It was the case that trained speakers’
portrayals of anger and fear were identified somewhat more accurately than
were untrained speakers’ portrayals of anger and fear. However, untrained
speakers’ portrayals of happiness and sadness were somewhat more
accurately identified than were trained speakers’ portrayals. Analyses of
the vocal profiles for trained and untrained speakers did indicate some
differences in acoustical properties across the emotions, These differences
were not, however, accompanied by differences in identification accuracy.
It must be granted that the trained speakers in this study may not have
been as skilled as those employed in other research and that this relative lack
of training may have contributed to the absence of a clear advantage to
employing trained encoders. In particular, it may well be the case that
persons trained specifically in encoding emotions vocally may produce
portrayals that differ more markedly from untrained persons’ portrayals. It
should be noted, however, that the identification accuracy levels, as well as
the averaged vocal profiles, for the emotions of interest in this study were
quite similar to those summarised in Scherer’s (2003) review of the literature.
This similarity may suggest that, though our trained encoders may not have
been as skilful as those employed in other research, their portrayals were at
least similar to those used in previous studies. It may also be the case that an
advantage for training may not be seen for the emotions employed in the
current study, but would be more apparent for emotions such as surprise or
disgust. However, it is difficult to say if either of these explanations for a lack
of training effect may hold given the absence of investigation of this issue in
the literature. To our knowledge, no other study has compared trained and
untrained encoders. As discussed above, it seems to be the case that many
researchers have assumed the existence of emotion-specific vocal profiles
and, in their efforts to study these profiles, have reasoned that training
enables speakers to produce them. We recommend further investigation of
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the possible advantages of trained encoders involving more experienced
speakers than those in the current study as well as examination of portrayals
of emotions not included in this study.
In addition, it should be noted that, in the present study, we employed
four trained and four untrained encoders. Though eight is not a large
number of encoders, particularly for conducting a comparison of the
accuracy of two groups, it is well above the median for emotion portrayal
studies of this kind. For example, in Juslin and Laukka’s (2003) review of
emotion portrayal studies over the past century, the median number of
encoders for the 103 individual studies they report that had human encoders
(rather than synthesised emotion) was 4.70. Even when considering the four
trained and untrained encoders separately as two groups, these numbers are
not unusual in the literature. In future research, however, it will be important
to increase the number of encoders to further evaluate the potential effects of
training on vocal expressions of emotion.
Whereas our findings bring into question whether there is a clear
advantage to employing trained encoders to produce vocal expressions of
emotion, a related question was not addressed in the current study. That is,
given that the vocal properties of trained and untrained encoders’ portrayals
seem to be similar, are there differences in the profiles of acted and naturally
occurring vocal expressions of emotion (see Scherer, 2003, for a related
discussion)? It may be that persons in general, without the need for special
training, can produce vocal expressions that indicate particular emotions.
These portrayals may be similar enough to naturally occurring emotions as
to be recognisable, but still differ in important ways from spontaneous
emotion expressions. Alternatively, portrayals of emotions could actually be
recognisable, but unlike naturally occurring emotions. That is, they may be
caricatures of emotions. Such caricatures would likely be exaggerations of
the properties of naturally occurring emotions. In either case, the ecological
validity of findings from portrayals of emotions is in some doubt and we
suggest that this issue is in need of investigation.
Another issue of concern with regard to the present research is the length
of the text read by the encoders. In the majority of studies of vocal
expressions of emotion, the text encoded is quite brief. In the present study,
we employed a longer text so as to allow our decoders some degree of
naturalism in the study. However, it may be that portraying emotions while
encoding a longer text is a very different activity than doing so while
encoding a shorter text. For example, it may be the case that encoders
cannot sustain a given emotion across the entirety of a lengthier text and
that the ‘‘emotional’’ content in their portrayals is saved for the end of their
recording. If this were the case, then we might find variability across
speakers’ portrayals simply because of individual differences in the ability to
sustain a given emotion while reading a lengthier text, and not due to
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individual differences in emotion expression, as we claim. This is certainly a
question worth pursuing. However, we would suggest that the similarity
between our averaged acoustical profiles from our recordings and those from
previous research suggests this is likely not the case. Additionally, listening
to the recordings themselves indicates that, though some actors did bring
their emotional portrayals to a sort of climax at the end of their recordings,
they were quite successful in sustaining emotional content throughout.
Our second question of interest was whether speakers may express a given
emotion in idiosyncratic, yet still recognisable, ways. That is, we were
interested in whether emotions might have multiple or single vocal profiles.
Our findings consistently indicated that speakers’ portrayals of the four
emotions differed from one another in their acoustical properties and that
this variability was not associated with accuracy of identification. Lens
model analyses indicated that participants employed different cues for
individual speakers when identifying which emotion the speakers were
portraying. In fact, whereas models not taking account of individual
speakers had relatively low identification ratios, models for individual
speakers nearly perfectly accounted for participants’ emotion identifications.
A different statistical approach, using MANOVA analysis also indicated
that the vocal profiles for the four emotions of interest differed across
speakers. That is, there was a significant speaker by emotion interaction,
indicating once again that the speakers encoded the same emotion
differently. We investigated the question of whether these vocal profile
differences might simply be the result of differences in identification
accuracy. It was found that profiles for similarly accurately identified
portrayals were actually quite dissimilar (as exemplified in Figure 2).
Whereas our findings do indicate variability in the skills of encoders in
portraying emotion, as discussed above, these differences in skill cannot
account for this speaker by emotion interaction (see Elfenbein, Foo, Boldry,
& Tan, 2006, for a related discussion). That is, though some of our speakers
were better overall at the encoding task, what we found was that portrayals of
the same emotion might have quite different vocal profiles, but be equally
recognisable. There appears to be, then, some variability in the manner in
which speakers portray particular emotions. Given that this is the case, the
practices of pre-selecting emotion portrayals for research on the basis of their
adequacy or of controlling for speaker by emotion variability seem to be
particularly unsuited to the task of identifying the vocal properties of
emotions. Though these practices may yield relatively high identification
accuracy rates, the current study, which employed neither of these techniques,
yielded comparable rates. In addition, such practices will not allow for the
identification of which vocal signals are necessary to the signalling of
particular emotions and which are sufficient to the signalling of particular
emotions. That is, if speakers can vocally encode particular emotions in a
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number of equally identifiable ways, as was found in this study, then the
question of which vocal properties are necessary or sufficient to the decoding
of those portrayals is raised. Pre-selection of ‘‘accurate’’ or recognisable
depictions of emotions precludes the possibility of addressing such a question
as it (artificially) results in homogenised depictions.
We suggest that this question of necessary and sufficient conditions for
the signalling of particular emotions needs greater attention. Once it is
acknowledged that there are not single vocal profiles for emotions, then the
question of threshold levels for vocal properties associated with emotions
may be investigated. It should be noted that such an approach does not
assume a basic emotions conception of emotion (see Bachorowski & Owren,
2003; Ekman & Davidson, 1994). Investigations of the threshold levels
associated with particular emotion labels would indicate when participants
are willing to say that a speaker is communicating a particular emotion, an
issue of categorisation. Such a line of research would not comment on the
existence of discrete emotions themselves.
A second line of research is also suggested by our findings of a speaker by
emotion interaction. As discussed by Elfenbein and her associates (2006),
variability in emotion recognition can be partitioned among encoder and
decoder, as well as encoder by decoder interactions (what is known as a
dyadic effect). Our findings suggest that an encoder by emotion effect should
also be considered in such a model. Additionally, though not investigated in
the present study, there may well be decoder by emotion effects to be
considered in models of emotion recognition.
On the whole, our findings indicate the need for greater caution in
research on expressions of emotion. The theoretical assumptions that seem
to have guided researchers in the decisions surrounding the use of trained
speakers and in controlling for speaker by emotion effects may be seen to
have included the assumption of basic or discrete emotions. Trained speakers
and controls for speaker by emotion interactions have been employed in an
effort to obtain ‘‘clean’’ expressions of emotion. Inherent in this effort is the
idea that there are what might be called error-free or pure expressions
associated with each emotion. Such an assumption grows from the idea that
emotions exist discretely, each with its own characteristic mode of vocal
expression. It may be seen, then, how a theoretical assumption of what
emotions are like has determined methodological approaches in the study of
vocal expressions of emotion.
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