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Abstract
A finite element simulation has been used in order to study the partition chromatography process of one species between an aque-
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dus mobile phase and an organic stationary phase located at the bottom of a rectangular microchannel. The transient model incorporates
onvection—diffusion of the species in the water phase coupled to the diffusion in the stationary organic phase by the way of the partition
inetics at the interface. The time evolution of the injected species concentration is analyzed versus the velocity of the mobile phase, the
etecting position and the thickness of the stationary phase. The comparison of simulation results with both experimental data and analytical
odel confirm its validity. These simulations show that thin channels can be used to measure logP of molecules from their retention time.
inally, we have shown how the sample velocity can be optimized for a given geometry of the channel and diffusion coefficient of the
pecies.
2004 Elsevier B.V. All rights reserved.
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. Introduction
Lipophilicity, expressed as logP (logarithm of the
artition coefficient), is a key property in quantitative
tructure–activity relationship studies and in other structure-
ased drug-design methods. Until now, different techniques
ave been developed to measure the distribution of the
olecules. The classical shake-flask (SF) method [1] is time-
onsuming and is inappropriate outside the range −1 to
logP, and UV-detection is used for certain molecules. In re-
ent years, new experimental techniques have become avail-
ble to determine the partition coefficients of neutral and
onised forms. These include centrifugal partition chromatog-
aphy (CPC) [2,3], parallel artificial membrane permeation
∗ Corresponding author. Tel.: +41 21 693 3145; fax: +41 21 693 3667.
E-mail address: hubert.girault@epfl.ch (H.H. Girault).
assay (PAMPA) [4–7], potentiometry [8,9] and amperometric
techniques [10–13].
Partition chromatographic methods are inherently suited
to measure the logP [14–19] as the net retention time is a
direct measure of the partition coefficient for a given phase
ratio. The most currently used techniques among partition
chromatographic methods are liquid–liquid chromatographic
techniques [20–23]. Two different classes of liquid|liquid par-
tition chromatography can be considered. In the most com-
mon approach, the stationary liquid phase is supported on a
solid-support usually by grafting long chain molecules. In the
case of drug partition, C18 reversed phase HPLC [14,24,25]
and grafted lipid layer have been used as stationary phase in
order to better mimic biological systems [26,27].
The second class of methods relies on non-supported
liquid stationary phases as in centrifugal partition or as
in counter droplet chromatography [14,28,29]. The main
advantage of CPC is to yield logP values between im-
021-9673/$ – see front matter © 2004 Elsevier B.V. All rights reserved.
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miscible solvents such as water/alkanes, water/octanol or
water/DCE.
In the present work, we propose an alternative approach
where the stationary liquid phase is immobilized in a mi-
crochannel by gelification or supported by a porous phase. In
the case of ions, it has been shown that the standard logP val-
ues between water and nitrobenzene remain constant when
polyvinylchloride is added to the organic solvent for gelifi-
cation [30,31]. We have also shown that the standard logP
values between water and nitrophenyloctyl ether (NPOE) re-
main constant for ions when the organic phase is supported
on a porous hydrophobic membrane of polyvinylidene diflu-
oride (PVDF) [9].
The final goal of the present work is to develop a “high-
throughput” logP measurement in microchips based on par-
tition chromatography. We report here a computer simulation
of liquid|liquid partition chromatography in a microchannel.
The model is validated by comparing the simulated curves
with both analytical and experimental ones. The present study
analyzes the effects of the following parameters on the de-
tected signal: the partition coefficient (logP), the depth of
the channels, the shape and the magnitude of the fluid ve-
locity, the detecting position and the diffusion coefficient of
the organic phase. The two-phase system used for the exper-
iments is octanol–water with 2,4-dinitrophenol as a solute
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On the other hand, the equations of the kinetic model of
chromatography [35] have been solved taking into account
the interfacial kinetics in the absence of longitudinal diffusion
in the column, for a Dirac impulse injection. This model also
assumes that the transversal diffusion has reached a local
steady-state (thin layer cell as above, where the species have
enough time to diffuse to the lateral walls, i.e. concentrations
are uniform along y axis for a given length x). It assumes
that:
tDiff
tRes
= δ
2/Di
Lx/ ¯V
= Ped δ
Lx
 1 (2)
where δ is the characteristic depth of the channel, Di is the
molecular diffusion coefficient of the species in the phase i,
tDiff is the characteristic transversal diffusion time, tRes is the
residence or dead time (calculated from Lx, the cell length of
the microchannel), ¯V is the mean value of the mobile phase
velocity and Ped is the transversal Pe´clet number as defined
later in Eq. (6).
To sum up, for tRes/tDiff 1 we have a uniform concentra-
tion distribution in y direction (thin layer assumption), while
for the other situations transient regime of diffusion has to be
studied (our case). Transient kinetics have also to be taken
into account because the local equilibrium at the interface is
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en its neutral form. The results show how the adjustment of
ome of these parameters can be of importance to enable a
ood quality of the detected signal.
. Theory
.1. Classical models
The theory of mass transfer in chromatographic columns
as been theoretically investigated since the pioneering work
f Martin and Synge [32]. One of the first models consid-
rs the system as a series of ideally mixed cells [33,34]. It
escribes the column as a series of consecutive elementary
ells in which partition processes are supposed to be at equi-
ibrium. In this case, the partition kinetics can be written as:
1
k1

k2
c2, P = k1
k2
=
(
c2
c1
)
equilibrium
(1)
here c1,2 are the concentrations of the species in the water
hase and organic phase, respectively, k1,2 are the partition
ate constants (or kinetic constants) at the interface and P
epresents the solute partition coefficient between the two
hases.
Continuous models [33] include the longitudinal diffusion
f the solute in both phases assuming that the transversal dif-
usion is very fast (thin layer assumption: transversal mass
ransfer is fast enough compared to the other changes oc-
urring so that the process is governed only by longitudinal
ispersion of the solute in the stationary and mobile phases).odified at each time by the diffusion.
In liquid|liquid chromatography, the distribution of a so-
ute between the phases is determined by the partition co-
fficient P, the interphase mass transfer rates and the ratio
f phase volumes. Therefore, the time evolution of the sam-
le concentration in the channel should be modeled in order
o obtain the retention time. For non-ideal chromatography,
he determination of meaningful retention parameters from
on-Gaussian chromatograms uses the first moment (instead
f the peak of maximum concentration). This first moment
ethod is here considered: it can produce a more accurate re-
ult because it takes into account the whole curve and not only
he peak. The first moment is also called the mean value of
he temporal concentration distribution [36,37] and is given
y the equation:
Ret = µ1 =
∫∞
0 tc(t) dt∫∞
0 c(t) dt
(3)
.2. Numerical model
In the model envisaged, the partition process is studied by
olving the mass transport equations coupled with partition
inetics at the interface.
It leads ((4), (5)) to the transient diffusion–conv-
ction–reaction of the species partitioning at the interface:
∂c1
∂t
+ ∇ · (−D1∇c1 + Vc1) = −k1c1 + k2c2
in mobile phase+ interface (4)
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Fig. 1. The cell: geometry description, initial and boundary conditions. For
all cases, excepted Fig. 9a flat profile is assumed (the parabolic flow is used
to study the stretching effect of the flow profile on the detection signal). The
length of the plug lplug is 0.1 mm.
∂c2
∂t
+ ∇ · (−D2∇c2) = k1c1 − k2c2
in stationary phase+ interface (5)
where D1,2 are the molecular diffusion coefficients of the
species in water and organic phase, respectively, k1,2 are the
partition rate constants (or kinetic constants) at the interface
as defined in Eq. (1) and V is the velocity vector of the
fluid. The transversal Pe´clet number in aqueous phase can
be adapted to the geometry of the channel and defined as:
Ped =
¯Vδ1
D1
(6)
where δ1 is the depth of the flowing channel and D1 is the
diffusion coefficient in the water phase. The corresponding
Pe´clet values is ranging from 1 to 20. For the following
study, the transient convection–diffusion equation is solved
for Reynolds numbers ranging from 10−3 to 0.02.
The assumptions made in these simulations are as follow-
ing:
(i) The first calculations are done with an uniform plug flow
profile. The stretching effect [38] of the parabolic flow
profile is studied at the end of the paper (see Fig. 9).
(
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(
(
i
(
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Table 1
Main parameter values used in the simulations
Parameter Values Reference
δ1δ1/δ2δ2 (m) 100/100, 50/50 50/50
20/20, 5/5
k1/k2 0, 1, 3, 10 (k2 = 103 s−1) 10
V (mm/s) 0.01–0.075 (100/100) 0.075
0.01–0.25 (50/50)
0.025–1 (20/20)
D1 (m2 s−1) 10−9 10−9
D2 (m2 s−1) 10−9, 5× 10−10, 10−10, 5× 10−11 10−9
tionary phase and the aqueous phase is the moving one. δ1,
δ2 and L are defined as the channel depth (for the aque-
ous and organic phase) and the channel length, respectively.
The origin, (0, 0), is fixed at the middle length of the plug
(length is = 100m). For all the measurements, the detect-
ing position of the species is centered at the point (L, δ1/2)
at the end of the water channel (L= 1 mm). A transversal
integration path in the water channel from point (L, 0) to
point (L, δ1) m has also been used. The difference between
these two probes was 1%: as a consequence, the detector em-
ployed to evaluate the signal is the centered point described
above.
As shown in Fig. 1, the initial conditions are: c◦1 = 1 mM
for the sample plug and 0 for the fresh water and organic
phases. The boundary condition is c◦1 = 0 at the inlet (fresh
fluid arriving after the plug). The choice of the time step and
mesh size was the result of a careful calibration and error
evaluation as described in the supporting information (see
Tables 1 and 2).
A calibration of the values of k1 and k2 was done in order
to be independent of the kinetics rates and insure a diffu-
sion limited regime. Therefore, the value of k2 was varied
from 10−6 to 103 s−1, keeping the ratio, k1/k2, constant at
10. For D= 10−9 m2/s, δ1/δ2 = 100/100m, results are inde-
pendent of the kinetics, for the k2 value above 10−3 s−1. To
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(ii) A two-dimensional model is used (see Fig. 1) to decrease
the number of nodes and the calculation time. This as-
sumes that the width (w) of the channel is much larger
that its depth (w/δ 1) so that the velocity gradient in
the third dimension can be neglected (value in experi-
mental part is w/δ= 50).
ii) The sample introduced in the channel contains one
species.
iv) The solution is sufficiently diluted to assume that the
variations of the concentration do not modify the viscos-
ity and the density of the fluid, which are also assumed
to be uniform.
v) The channel walls are assumed to be smooth and the
interface between the water and the organic phases is
assumed to be planar.
Geometries and numerical parameters. Eqs. (4) and (5) are
mplemented on the finite element software Flux-Expert®
Astek, France). The geometry of the cell is illustrated in
ig. 1, where the organic phase is assumed to be the sta-e diffusion limited whatever the channel depth is, the set
1/k2 = 104/103 is chosen as the reference case. The values of
arameters used are listed in Table 1.
The time step used was 1, 0.1 and 0.01 s for 100/100,
0/50 and 20/20m channels, respectively, and an optimized
esh was used for the concentration calculation (size for the
maller mesh element: 10, 5 and 2m for the cases pre-
ented above). The results show 0.12% error for the time
tep of 0.01 s compared with the time step of 0.001 s (see
ables 1 and 2, in supporting information).
. Experimental set-up
The system consists of a “double Y” channel configura-
ion, where the two solvent phases (water and organic) are put
ogether to form a liquid|liquid interface. The organic phase
in this work, n-octanol) is first introduced in the channel by
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Fig. 2. Layout and dimensions of the present device with the cross section
(a) and a top view of one of the two pieces (b).
using a polyvinylidene difluoride (PVDF) hydrophobic mem-
brane. After that, the water phase is pushed in the channel with
a syringe pump. The scheme is represented in Fig. 2(a) and
(b). After contact with the organic phase, the aqueous mobile
phase is carried away into a capillary tube and directly cou-
pled with an UV detector. Between the cell and the syringe
pump an auto-injection valve AV7-3 (BioRad, Switzerland)
with a low injection volume of about 1.4L of sample is
connected.
The system was composed of two pieces, one of poly-
carbonate (PC) for the water phase and the second one of
polyetheretherketone (PEEK) for the organic phase. These
pieces were fixed together, face to face using screws. Each
channel is 50 mm long, 5 mm wide, 100m deep (L/δ= 500,
w/δ= 50).
4. Results and discussion
4.1. Calibration
The present model was compared to the analytical model
given by Kuznetsov and Girault [35] for the same geometry
(double microchannel with a stationary and mobile phase).
In this case, the channels are very thin (depth 5/5m) to
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Fig. 3. Comparison of the simulated chromatographic response with an-
alytical results [35] in the absence of axial dispersion (5/5m, k1/k2 = 1,
V= 0.01 mm/s). The thickness of the plug is varied from top to bottom (0.25
and 0.1m).
multiplied by the length of the injection plug being as a frac-
tion of column dead volume. The variation of ξ is obtained
by the variation of the detecting position x along the chan-
nel. As expected, the curves obtained for the thinner plug
(lplug = 0.1m) fit better with the analytical model.
4.2. Effect of the partition coefﬁcient P
In liquid|liquid chromatography studies, the goal is to de-
termine the partition coefficient value of a given species.
Therefore, the effect of the partition coefficient on the concen-
tration evolution at the probe is first investigated. In Fig. 4, the
concentration c1 is illustrated as a function of time for differ-
ent ratios of k1/k2. For these calculations, the other parameters
F
t
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(eglect the transversal diffusion. The injected sample plug is
Dirac function, in the absence of axial (i.e. longitudinal)
ispersion. This Dirac function is approximated by a thin
lug of thickness lplug equal to 0.25m and 0.1m (i.e. 5%
nd 20% of the channel depth ).
To illustrate better this analytical solution, let us introduce
wo independent dimensionless parameters—a kinetic reten-
ion coefficient ξ and a dimensionless time τ (ξ = tResk1,
= tRet · k2). The rate constants k1,2 are both equal to 10,
eading to P= 1 and the velocity V= 0.01 mm/s (flat profile).
he time evolution of the normalized (dimensionless) con-
entration (c1LPφ/c◦1lplug) is represented in Fig. 3 for differ-
nt values of the two independent dimensionless parameters
and τ. The concentration of injected solute c◦1 (molar) isig. 4. (a) Effect of the partition coefficient on the time evolution of
he concentration at the outlet of the channel, x= 1 mm, y= 50m,
1/δ2 = 100/100m, V= 0.025 mm/s (flat profile of the velocity). (b) Plot
f the dimensionless retention time vs. the partition coefficient (P) (—)
heoretical line, () numerical points for a 100/100m thickness of the mi-
rochannel and () numerical point obtained for a 20/20m microchannel
V= 0.5 mm/s).
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values are kept constant (i.e. geometry: depth 100/100m,
diffusion coefficient in water and organic phase: 10−9 m2/s,
and mobile phase velocity: 0.025 mm/s). The k1/k2 ratio is
varied from 0, 1, 3–10. It is quite evident that for higher par-
tition coefficient, the species will be retained for a longer time
in the organic phase, therefore the diffusion time increases
and the measured curve presents an extended tail, the curves
becoming less symmetrical and very flat. As it can be ob-
served in Fig. 4(a), the curves are delayed with increasing
the P-value so that the retention time increases and the peak
value decreases. Under the equilibrium partition assumption,
the retention time is related to the partition coefficient by the
following equation [32]:
tNd = tRet − tRes
tRes
= Pφ (7)
where tNd represents the normalized retention time and φ is
defined as the ratio between the volume of the stationary and
the mobile phases, respectively, which is equal to unity in the
present work. Consequently, the plot of the dimensionless
retention time versus the partition coefficient gives a straight
line with a slope of unity, as it can be seen in Fig. 4(b) (full
line). The dotted line corresponds to the numerical results
obtained with a 100/100m thickness of the microchannel,
giving a slope value 30% below the theoretical one. That
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Fig. 5. (a, c) Effect of the sample velocity on the time evolution of the
concentration at the outlet of the channel for the 100/100 and 20/20m
depth channels, respectively (k1/k2 = 10). (b) Experimental data obtained
with the cell illustrated in Fig. 2.
into the organic phase. Indeed, the time of the first peak cor-
responds to the residence time, indicating that species have
no time to diffuse totally to the organic phase. The second
peak corresponds well to the retained species, released from
the organic phase. For lower velocity value (0.05 mm/s), we
still observe the double peaks, but the initial plug almost dis-
appears and for 0.025 mm/s, the first peak (and initial plug)
disappears completely: the species have enough time to dif-
fuse from the mobile phase to the stationary one and to re-
turn. In this case, the partition phenomena is effective and theomes from the inaccurate determination of the retention time
ue to a very flat curve with a long tail (forP= 10). The second
eason is that the species have not enough time to diffuse to
he wall of the organic phase and do not take advantage of
he confinement parameter φ. That is confirmed by the use of
thinner microchannel (20/20m) for which the numerical
oint (◦) goes up to the theoretical line (tNd = 9 instead of 7).
hat will be further discussed and illustrated in Fig. 6.
The values of k1/k2 ratio chosen in this work correspond
o a moderated logP values from 0 to 1. A lot of compounds
f pharmaceutical interest have the partition coefficients in
his range (i.e. antipyrine, codeine, nicotine, morphine sulfate
39]). Comparison between the curves obtained for different
artition constants at the interface shows clearly that solutes
ith high logP need an optimized geometry.
.3. Effect of the sample velocity for different geometries
To enable the comparison with the experimental case,
he geometry of the microchannel is here chosen to be
00/100m depth. Furthermore, a shorter channel length is
aken into account (L= 1 mm instead of 50 mm used in ex-
erimental part) but the ratio lplug/L is maintained at the same
alue of 10.
The sample velocity is varied and the other parameter val-
es are kept constant, using the values summarized in Table 1.
Fig. 5(a) illustrates the time evolution of the concentra-
ions at the outlet of the channel for different velocity values
f the aqueous phase. In the case of high velocity values
0.075 and 0.05 mm/s) a double peak shape can be observed,
ue to the fact that the initial plug is not totally transferred
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response curve will be more delayed with an asymmetrical
shape. When the depth of each channel is 100m and D is
10−9 m2/s, the transversal diffusion time (δ2/D) is estimated
to be about 10 s. For the velocity of 0.025 mm/s, the residence
time, tRes is four times the value of the transversal diffusion
time (40 s, i.e. 2 crossing of each channel for the go and re-
turn path, leading to 4 tDiff). Consequently, the species have
enough time to cross the organic phase and to cross back to
the water phase when the plug has flowed away.
At low velocity value (0.01 mm/s), diffusion effects dom-
inate over convection and the peak has a long tail.
The above-mentioned phenomenon has also been ob-
served experimentally. The drug partitioning experiments are
carried out using the set-up illustrated in Fig. 2 by injecting
the sample (e.g. 1 mM 2,4-dinitrophenol) in the microchan-
nel and recording the appearance of the drug on the end of
the microchannel. Fig. 5(b) shows the curves obtained at two
different velocities (i.e. 1.5 and 2.3 mm/s). The shape of the
absorption curves agrees well with that of the simulation part
at high velocity. Thus, the first absorption intensity corre-
sponds to the residence time of the species and the second
peak to the species retained by the organic phase (n-octanol).
The good qualitative agreement between simulation and
experiments indicates that the investigations obtained using
the numerical simulation can be useful to optimize the pa-
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Fig. 6. Plot of non-dimensional retention times vs. sample velocity values
for different depths of the microchannel. All the results were obtained for a
flat flow profile except the (♦) points that are obtained for a parabolic flow
profile (see Fig. 9).
(logP around unity) and when the diffusion velocity (D/δ)
is as fast as the plug flow velocity, the species have the time
to go into the organic phase and come back in the mobile
aqueous phase without consequent retention. Therefore, for
moderated logP values, the flow velocity has to be higher
than the mass transfer coefficient D/δ. From this condition
and the previous criterion (L/V> 4 tDiff), it can be concluded
that the velocity has to respect the following range in order
to improve the retention time.
α(P)D
δ
< V <
DL
4δ2
(8)
In other words, the sample velocity has to be chosen in such
a way that species have enough time to transfer to the or-
ganic phase (for a given channel length) and in the same time
the velocity has to be sufficiently high to be sure that the
initial plug really overtakes the retained species (for a logP
around unity). On the other hand, for high logP values, even
if the species have the time to diffuse back into the mobile
phase, they should wait that the concentration in the aqueous
phase decrease sufficiently to transfer according to the parti-
tion coefficient (e.g. P= 1000). But this extra time induce a
consequent damage of the peak quality due to the diffusion
and, as a consequence, high logP simulations would require
much thinner geometries. The α parameter is introduced here
t
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tameters for practical applications.
To study the effect of the geometry, the 20/20m channel
epth is envisaged. For the new geometry, Fig. 5(c) shows the
ime evolution of the concentration (at x= 1 mm) for different
agnitudes of sample velocity. The sensitivity is increased
ith a higher magnitude of sample velocity, and the peak
s narrower. It can also be observed that all the peaks are
elatively symmetrical for velocities greater than 0.1 mm/s.
or a low velocity value, due to a longer diffusion time, the
etected peak has a tail. For this geometry, tDiff = 0.4 s, so for
≤ 0.5 mm/s, the residence time is five times higher than the
iffusion time of the species fulfilling the previous condition,
Res > 4 tDiff. For this channel, the complementary criterion
f good quality of the peak is also tRes < 10 tDiff to limit the
roadening of the species.
If we compare the two geometries, it is clear that the thin-
er one enables narrower peaks with high sensitivity due to
he fact that high velocity values can be used while respect-
ng the time for the “forward and backward” diffusion of the
pecies.
Fig. 6 illustrates the evolution of the normalized retention
ime (calculated as the first moment) versus the sample ve-
ocity for different depths of the channel. The horizontal line
t unity represents the theoretical relationship corresponding
o Eq. (7). For each geometry, a first increase of the rela-
ive retention time is observed when increasing the sample
elocity, but for higher velocities this retention gain is damp-
ned. The low retention time for the lowest velocities is ex-
lained by the weak difference between convection velocity
nd diffusion one, which is not sufficient in this case. When
he species are not strongly retained by the thermodynamicso define the above relationship also for high logP. Withα= 1
nd logP= 1, 95% of the optimal retention time is ensured
or the 20/20 depth of the geometry. For logP= 2, simula-
ions have shown that 73% of the optimal retention time is
chieved: which requires a higher value of α to insure 95%
f the optimum retention time.
Applied to the 20/20m channel, this criterion gives the
elocity range (0.1–0.5 mm/s), which is globally confirmed
y Fig. 6. For the situation of near-Gaussian responses, it
as also been verified that the optimum velocity given by
he Van Deemter curve (based on the theoretical plate height
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representation versus the flow velocity) is comprised in the
velocity range given by the criterion.
This retention decrease is particularly marked for the
deeper channel (100/100m) for which the optimal velocity
range is narrow (0.025 mm/s). On the other hand, the thinner
channel offers a quasi plateau shape and wide range of veloc-
ity values. Moreover, for the thinner geometry (20/20m),
the net value of the retention time reaches eight times tRes
and all these velocity values (0.1 <V< 0.5 mm/s) have a good
quality and a good retention. For the same geometry but in
the case of parabolic flow profile, the retention time results
((♦) points in Fig. 6) are higher than the theoretical value due
to the increase of the peak delay as it will be explained in
Fig. 9.
So, the thinness of the channel improves both the peak
quality and the relative retention time. On the other hand, the
channel with a thinner organic phase (20/5) loses the gain
of retention time (Fig. 6). Due to the phase ratio and the
resulting higher local accumulation, the species in organic
phase can very rapidly overcome the P-value (i.e. c2/c1 > 10
for the present case) and transfer back to the flow channel
without consequent retention. However, this channel can be
useful for the studies of drug with a highP. It is worth noticing
that for each channel thickness, the maximum velocity values
are limited by the time needed to diffuse to the walls. A global
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Fig. 7. Effect of the detecting position for two geometries depths (a)
50/50m (V= 0.025 mm/s) and (b) 20/20m (V= 0.25 mm/s).
low, the depth of penetration of the species in the organic
phase is notably reduced, leading to a more rapid response.
The first effect dominates for D2 values between 10−9 and
10−10 m2/s (short delay) and the second one takes the advan-
tage with D2 = 5× 10−11 m2/s, for which the peak presents a
little hump in its first part of the curve.
Fig. 8. Effect of the diffusion coefficient of the species in the stationary
organic phase (D2) on the time evolution of the sample concentration, for
the geometry depth of 50/50m. The sample velocity is 0.075 mm/s.onclusion is that the depth of the channels is a very important
arameter for the response of the detecting signal.
.4. Effect of the detecting position
The processes of partition can be followed directly along
he microchannel as the detection point is moved along the
-axis. This effect is studied for two geometries, 50/50 and
0/20m via the time response of the concentration (at var-
ous x positions) in the mobile phase. Fig. 7(a) shows the
ignal peaks at x= 0.25, 0.5, 0.75 and 1 mm for a geometry
f 50/50m depth. At the beginning of the microchannel, a
igh peak signal was observed, but the peak is rapidly damped
ith the distance, the shape presenting a long tail at the out-
et. In Fig. 7(b), the same calculation has been done for a
0/20m depth microchannel. In this case, the distribution
urves are approximately symmetrical and almost without
ail.
.5. Effect of the diffusion coefﬁcient
In logP experiments, the diffusion coefficient of the or-
anic phase is strongly dependent on the material. Fig. 8
llustrates the time evolution of the concentration for a fixed
elocity (0.075 mm/s) and geometry (50/50m) for different
iffusion coefficient values in the organic phase. It is observed
hat the diffusion coefficient has not an important effect on
he retention time and on the shape of the response curves.
wo antagonist phenomena can be observed: the decrease of
he diffusion coefficient involves a small increase of the dif-
usion time (i.e. a delay of the peak) but when D2 is very
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Fig. 9. Time evolution of the concentration for different sample velocities
(0.025, 0.25, 1 mm/s) and different integral concentration probes (the channel
depth is 20/20m). Line curves correspond to the flat flow velocity. Dotted
curves correspond to parabolic flow velocity for a single point detection and
a transversal path detection from (103, 0) m to (103, 20)m.
A practical consequence is that different solvents can be
used as organic phase without strong influence on the final re-
sults. It is important to note that even gels could be envisaged
as a stationary phase in this system.
4.6. Effect of the ﬂow proﬁle
Fig. 9 shows the time evolution of the concentration for
different flow profiles, uniform and parabolic ones, respec-
tively. For the parabolic flows, the concentration is measured
in one point and is also integrated on a transversal path. It
can be observed that the detection does not affect the re-
sults, the point and transversal integration giving the same
results. The double humped peak effect observed in flow in-
jection analysis (FIA) with pressure driven flow [38] does
not appear in the present model. Indeed, the transfer to the
static organic phase strongly damps the drawbacks of the
parabolic flow. The comparison between both flows shows
how the parabolic one delays and slightly broadens the de-
tection peak. The species that come back from the organic
phase arrive in the low velocity layers of the parabolic flow:
as a consequence, they arrive later to the detector.
5. Conclusion
m
m
i
t
o
c
to the quality of the peaks. To ensure a sufficient relative re-
tention time, the sample velocity has to be adjusted following
the criterion, α(P)D/δ<V<LD/4δ2. This criterion is valid for
a moderated logP values and therefore, the sample velocity
can be calculated for a given channel length or inversely. The
sample velocity has to be chosen in such a way that species
have enough time to transfer to the organic phase (for a given
channel length). In the same time the velocity has to be suf-
ficiently high to be sure that the initial plug really overtakes
the retained species. For a 20/20m depth channel, the re-
tention time is nine times higher than the residence one, for
a very large range of velocity values (compared to 6 for a
small velocity range for the 100/100m depth microchan-
nel). For the situation of near-Gaussian responses, it has also
been verified that the velocity given by the criterion is in
good agreement with the optimum velocity given by the Van
Deemter approach.
When an asymmetrical microchannel is used (δ1/δ2 = 0.2)
for moderated values of P, the efficiency of the retention
considerably decreases. It has also been demonstrated that the
disturbing effects of the parabolic flow (generally observed
in FIA) are strongly reduced by the exchange with the static
organic phase. In addition, the low effect of D-values in the
organic phase on the signal (for D2 < 10−9 m2/s) encourages
the use of different solvents as stationary phase. Following
t
a
A
t
0
A
a
u
t
∫
T
c
t
d
a
α
A
tSimulation of liquid|liquid partition chromatography in a
icrochannel has been performed using the finite element
ethod. The comparison with experimental data and analyt-
cal results showed the validity of the present model.
It is found that the partition coefficient of the species and
he geometry of the microchannel contribute to major changes
f the final detection signal. Indeed, a small depth of the mi-
rochannel permits a higher sample velocity and contributeshis, it would be interesting to study the partition of the species
t water|gel interfaces.
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ppendix A
The local expressions of the flux conservation (Eqs. (4)
nd (5)) are derived in the global form ((A.3) and (A.4)) by
sing the Galerkin’s formulation (multiplication by a projec-
ive function  and integration on the domain of study, Ω):
∫
Ω
α
[
∂ci
∂t
+ ∇ · (−Di∇ci + Vci)± kici
]
dΩ = 0
(A.1)
he convection term of (A.1) is derived by taking into ac-
ount the continuity equation ∇ · V = 0. By decomposing
he product between α and the divergence, the second order
erivative of (A.1) (divergence of the gradient) can be written
s:
∇ · (−Di∇ci) = ∇ · (−αDi∇ci)+Di∇α · ∇ci (A.2)
pplying (A.2) in (A.1) and using the Ostrogradsky theorem,
he divergence term is rejected at the boundary of (A.3) and
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(A.4), where it expresses the flux boundary condition of each
species. This boundary condition is here equal to zero (no
flux at the boundaries of the domain, excepted the inlet and
outlet of the channel which are submitted to the convection
fluxes).∫ ∫
Ω
[
α
∂c1
∂t
+D1∇α · ∇c1 + αV · ∇c1 + αk1c1 − αk2c2
]
× dΩ = 0 (A.3)
∫ ∫
Ω
[
α
∂c2
∂t
+D2∇α · ∇c2 + αV · ∇c2 − αk1c1 + αk2c2
]
× dΩ = 0 (A.4)
Appendix B. Supplementary data
Supplementary data associated with this article can
be found, in the online version, at doi:10.1016/j.chroma.
2004.11.050.
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