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Abstract
Suppose the edges of the complete graph on n vertices are assigned a uniformly chosen
random ordering. Let X denote the corresponding number of Hamiltonian paths that are
increasing in this ordering. It was shown in a recent paper by Lavrov and Loh that this
quantity is non-zero with probability at least 1/e− o(1), and conjectured that X is asymp-
totically almost surely non-zero. In this paper, we prove their conjecture. We further prove
a partial result regarding the limiting behaviour of X , suggesting that X/n is log-normal
in the limit as n → ∞. A key idea of our proof is to show a certain relation between X
and its size-biased distribution. This relies heavily on estimates for the third moment of X .
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1 Introduction
The altitude of an edge-ordered graph (G,) is the length of the longest monotone (self-avoiding)
path in G. The altitude of a graph G is the smallest altitude of any edge-ordered version of G.
We denote the altitude of G by f(G).
This quantity was first proposed in 1971 by Chva´tal and Komlo´s [6] who asked for the altitude
of the complete graph on n vertices, Kn. In their paper, they relayed personal communications
from R. Graham and D. Kleitman that Ω(
√
n) = f(Kn) ≤
(
3
4 + o(1)
)
n. Two years later,
Graham and Kleitman published their result [8], showing that√
n− 3/4 − 1/2 ≤ f(Kn) ≤ 3n/4 +O(1),
and conjectured that f(Kn) is “closer to the upper bound”. The constant 3/4 in the upper
bound has since been improved to 12 + o(1) by Calderbank, Chung, and Sturtevant in 1984 [5],
which is currently the best known upper bound. This result is based on an enticingly simple
construction of an edge-ordering: Label the vertices of Kn by unique binary strings of length
⌈log2 n⌉, and order the edges lexicographically according to the bitwise XOR of its end-points,
with ties broken arbitrarily.
In his Master’s thesis from 1973 [16], Ro¨dl considered the altitude of graphs with given
average degree. Generalizing the lower bound for the complete graph, he showed that if G has
average degree d, then f(G) ≥ (1 − o(1))√d. For sufficiently dense graphs Ro¨dl’s result was
recently improved by Milans [12] who proved that, for d≫ n2/3 (lnn)4/3, we have
f(G) = Ω
(
dn−1/3 (lnn)−2/3
)
.
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In particular,
f(Kn) ≥
(
1
20
+ o(1)
)( n
lnn
)2/3
,
finally making significant improvement on Graham’s and Kleitman’s lower bound after over four
decades.
While any progress on the altitude of the complete graph has been scarce for the last three
decades, a number of studies have appeared during this time which consider the altitude of other
classes of graphs. Roditty, Shoham, and Yuster [14] asked for the highest possible altitude of a
planar graph. They showed that by taking a large cycle and adding two vertices connected to
everything on the cycle one obtains a planar graph of altitude at least 5. On the other hand, by
proving that the edges of any planar graph G can be partitioned into three forests, they show
that f(G) ≤ 9. Using a result by Gonc¸alves [7] that any planar graph can be partitioned into
four so-called forests of caterpillars, this upper bound can be improved to 8.
It can be seen as a consequence of Vizing’s theorem (see e.g. Theorem 1.13 in [4]) that the
altitude of any graph G is at most ∆(G) + 1 where ∆(G) denotes the maximum degree of any
vertex in G. Given this bound, it is natural to ask how large one can make f(G) as a function
of ∆(G). It was observed by Alon [1] that, for any k ≥ 2, any k-regular graph G with girth
strictly greater than k (these are well-known to exist) has altitude at least k = ∆(G). Hence for
each ∆ ≥ 2, the largest attainable altitude is either ∆ or ∆ + 1. It is not too hard to see that
any odd cycle of length at least 5 has altitude 3. It was shown by Mynhardt, Burger, Clark,
Falvai and Henderson [13] that there exist cubic (3-regular) graphs, for instance the so-called
flower snarks, with altitude 4. Hence for ∆ = 2 and 3 the upper bound of ∆+1 can be attained
exactly, but the question remains open for ∆ ≥ 4 whether the maximally attainable altitude is
∆ or ∆ + 1.
De Silva, Molla, Pfender, Retter and Tait [17] prove that the altitude of the d-dimensional
hypercube lies between dlnd and d. In the same paper, they show that for any ω(n) → ∞ we
have
f(G(n, p)) ≥ (1− o(1))min
(√
n,
np
ω(n) lnn
)
with high probability as n → ∞, where G(n, p) is the Erdo˝s-Re´nyi random graph. Here, a
sequence of events {En}∞n=1 is said to hold with high probability if P(En) → 1 as n → ∞.
Moreover, as the altitude is at most the maximum degree plus one, this bound is sharp up to a
logarithmic factor for p ≤ 1√
n
.
Katrenicˇ and Semaniˇsin [10] proved that the problem of deciding whether or not a given
edge-ordered graph contains a monotone Hamiltonian path is NP-complete. Hence, the (decision
version of the) problem of computing the altitude of an edge-ordered graph is NP-hard. It
remains an open question whether the problem of computing the altitude of a non-edge-ordered
graph is also NP-hard.
In a recent article [11], Lavrov and Loh considered the altitude of a uniformly chosen edge-
ordering of Kn. Recall that a (self-avoiding) path in a graph G is said to be Hamiltonian if it
visits all vertices. Their main result states that, with high probability, the altitude of such an
edge-ordering is at least 0.85n, and with probability at least 1e −o(1) the edge-ordering contains
a monotone Hamiltonian path, that is, the altitude is n−1. They consequently made the natural
conjecture that monotone Hamiltonian paths should exist in this graph with high probability.
The aim of this paper is to prove this conjecture.
Consider a uniformly chosen random edge-ordering ofKn. LetX = Xn denote the number of
Hamiltonian paths that are increasing with respect to this ordering. As there are n! Hamiltonian
paths in Kn, and each path is increasing with probability 1 in (n − 1)!, we have EX = n. To
prove a lower bound on P(X > 0), Lavrov and Loh gave an elegant argument for estimating
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the second moment of X, yielding EX2 ∼ en2, where fn ∼ gn denotes that fngn → 1 as n →∞.
Note that this means that the standard deviation of X is ∼ √e− 1 times its expectation, which
is too large for Chebyshev’s inequality to imply concentration. On the other hand, using the
Paley-Zygmund lemma, Lavrov and Loh’s estimates imply
P(X > 0) ≥ (EX)
2
EX2
=
1
e
− o(1),
as stated above.
The key idea to our approach is relate the distribution of X to its so-called size-biased
distribution. As we shall see, this boils down to showing certain third moment estimates of X.
We have the following result.
Theorem 1.1. A uniformly chosen edge-ordering of Kn contains an increasing Hamiltonian
path with high probability as n→∞.
In fact, out approach tells us much more about the limiting behaviour of X as n → ∞,
which is summarized in the technical result below. Before delving into that, let us first mention
some corollaries. First, for any M > 0 and any k = 1, 2, 3, . . . , we have the tail bounds
lim sup
n→∞
P
(
X
n
≤ 1
M
)
≤ ek(k+1)/2 1
Mk
, (1.1)
and
lim sup
n→∞
P
(
X
n
> M
)
≤ ek(k−1)/2 1
Mk
. (1.2)
Hence, with high probability, X is of order n. On the other hand, for any M > 0
lim inf
n→∞ P
(
X
n
≤ 1
M
)
> 0, (1.3)
and
lim inf
n→∞ P
(
X
n
> M
)
> 0, (1.4)
soX/n will does not have compact support as n→∞. In particular, X/n is not concentrated on
a single value. Furthermore, it is possible to define a truncation Xˆ ofX such that P(Xˆ = X)→ 1
as n→∞ and for any k = 1, 2, . . . ,
EXˆk ∼ ek(k−1)/2nk. (1.5)
As mentioned above, it is known that EX = n and EX2 ∼ en2, and we will show later in this
paper that EX3 ∼ e3n3, which all agree with this formula. In fact, under the assumption that
there exist a constant Ck > 0 such that EX
k ≤ Cknk for each k = 1, 2, . . . , it follows that (1.5)
holds for Xˆ = X.
Considering the aforementioned properties of X, it is reasonable to expect that {Xn/n}∞n=1
should converge to some non-trivial distribution with mean 1 and standard deviation
√
e− 1
as n → ∞. While this remains an open problem, our second main result gives a partial result
to this end, which strongly suggests that the limit exists and is log-normal. The log-normal
distribution, logN (µ, σ), with parameters µ and σ is the distribution of Y = eZ where Z has
normal distribution with mean µ and standard deviation σ.
Since EX/n = 1 for all n, the sequence {Xn/n}∞n=1 is tight, meaning that no mass of this
sequence escapes to infinity as n → ∞. By Prokhorov’s theorem, this implies that for any
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sequence {Xmi/mi}∞i=1 with mi → ∞ there is a subsequence {Xni/ni}∞i=1 that converges in
distribution, that is, there exists an increasing and right-continuous function F : [0,∞)→ [0, 1]
such that
P(Xni/ni ≤ x)→ F (x) as i→∞
for any x ≥ 0 where F is continuous. Moreover, for any x ≥ 0, lim supi→∞ P(Xni/ni ≤ x) ≤
F (x).
Theorem 1.2. Let F : [0,∞) → [0, 1] denote the cumulative distribution function of the limit
of any weakly converging subsequence {Xni/ni}∞i=1 as above. We then have∫ ∞
0
xk dF (x) = ek(k−1)/2 (1.6)
for any (not necessarily positive) integer k. That is, F has the same moments as a log-normal
random variable with µ = −12 and σ = 1. Moreover, if we let G(t) = F (et), equivalently we let
G(t) be the CDF of the limit of ln (Xni/ni), then G(t) can be written as
G(t) =
∫ t
−∞
e−(s+
1
2
)2/2dν(s) (1.7)
where ν(t) is a 1-periodic positive measure on R.
We here say that a measure µ is 1-periodic if µ is invariant under integer translations, that
is, µ(A) = µ(A+ k) for any k ∈ Z and any measurable set A.
An important caveat relating to this theorem is that the log-normal distribution is M-
indeterminate, meaning that there exist other random variables that have the same moments.
Hence (1.6) does not in fact prove that F is log-normal. To see this, one can show (this will
be proven as part of Theorem 1.2 below) that (1.7) implies (1.6) in the sense that for any 1-
periodic positive measure ν such that
∫∞
−∞ e
−(s+ 1
2
)2/2dν(s) = 1, the corresponding distribution
F (x) =
∫ lnx
−∞ e
−(t+ 1
2
)2/2dν(t) has log-normal moments. In [18] further examples of distributions
with these moments are constructed, which implies that the characterization of F in (1.7) is
stronger than just characterizing the moments.
Proof of properties (1.1)—(1.5). Assuming one of (1.1)–(1.4) does not hold, we can construct
a weakly convergent subsequence {Xni/ni}∞i=1 such that the analogous statement for this sub-
sequence also is false. Denote the limit distribution by F . But by (1.6) we have that
F (1/M) ≤
∫ ∞
0
1
(Mx)k
dF (x) = ek(k+1)/2/Mk
and
1− F (M) ≤
∫ ∞
0
( x
M
)k
dF (x) = ek(k−1)/2/Mk,
and by (1.7) we must have
F (1/M) =
∫
(−∞,− lnM ]
e−(t+
1
2
)2/2 dν(t) > 0
and
1− F (M) =
∫
(lnM,∞)
e−(t+
1
2
)2/2 dν(t) > 0,
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as by 1-periodicity, ν([s, s + 1)) > 0 for any s ∈ R. For each of (1.1)–(1.4), this gives us a
contradiction.
For (1.5), we define XM,n = min(Xn,M · n). For each n ≥ 1, let Mn be the largest integer
0 ≤M ≤ n such that ∣∣∣E [(XM,n/n)k]− ek(k−1)/2∣∣∣ ≤ 3ek(k+1)/2
M
for all 1 ≤ k ≤ M (this condition holds trivially for M = 0). Note that if Mn →∞ as n →∞
then (1.5) is satisfied for Xˆn = XMn,n, hence it suffices to show that Mn diverges.
IfMn does not diverge, there must be constants k ≤M such that
∣∣E [(XM,n/n)k]− ek(k−1)/2∣∣ >
3ek(k+1)/2
M for infinitely many n. Constructing a weakly converging sequence {Xni/ni}∞i=1 among
these, we get as i→∞ that
3ek(k+1)/2
M
<
∣∣∣E [(XM,ni/ni)k]− ek(k−1)/2∣∣∣
→
∣∣∣∣
∫ M
0
xk dF (x) +Mk (1− F (M))−
∫ ∞
0
xk dF (x)
∣∣∣∣
≤
∫ ∞
M
xk dF (x) +Mk(1− F (M))
≤ 1
M
∫ ∞
0
xk+1 dF (x) +Mkek(k+1)/2
1
Mk+1
=
2ek(k+1)/2
M
,
which is a contradiction. Hence Mn diverges, as desired.
Finally, if we, in addition, assume that there exist bounds EXk ≤ Cknk for each k = 1, 2, . . . ,
we can write∣∣∣E [(X/n)k]− E [(XM,n/n)k]∣∣∣ ≤ E [1X/n>Mn(X/n)k] ≤ 1MnE
[
(X/n)k+1
]
≤ Ck+1
Mn
→ 0
as n→∞. Hence for each k = 1, 2, . . . , E [(X/n)k] has the same limit as E [(Xˆ/n)k].
The question remains open whether or not {Xn/n}∞n=1 has a limiting distribution, and in
that case which of the distributions of the form prescribed in Theorem 1.2 it is. It seems that
new ideas are needed to make any further progress on this problem. Nevertheless, I believe that
Theorem 1.2 provides strong evidence for the following statement.
Conjecture 1.3. As n→∞, Xn converges in distribution to a logN (−12 , 1) random variable.
In the remaining parts of the article, we will prove Theorems 1.1 and 1.2. We remark that
Theorem 1.1 can be seen as a consequence of Theorem 1.2 and in particular (1.1), but we will
still give a direct proof of this statement to illustrate our proof approach. Section 2 gives the
main idea of our approach and shows how our results can be reduced to showing third moment
estimates for X. These estimates will then be derived in Section 3, completing the proof of both
statements.
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2 Proof of Theorems 1.1 and 1.2
For any non-negative integer-values random variable ξ with 0 < Eξ <∞, we say that a random
variable ξs has the ξ size-biased distribution if for all k = 0, 1, 2, . . .
P(ξs = k) =
kP(ξ = k)
Eξ
.
Note that
∑∞
k=0 P(ξ
s = k) = 1
Eξ
∑∞
k=0 kP(ξ = k) =
1
EξEξ = 1, so this indeed defines a probability
measure for ξs.
The main idea in our proof is to show how the distribution of X = Xn relates to its size-
biased distribution. Let P0 be a fixed Hamiltonian path in Kn. We let Y = Yn be the number
of increasing Hamiltonian paths in Kn one would get if one were to take the uniformly chosen
edge-ordering and switch positions of edges along P0 in the ordering such that P0 becomes
increasing. One can observe that the modified edge-ordering has the same distribution as a
uniformly chosen edge-ordering conditioned on P0 being increasing.
Proposition 2.1. The random variable Y has the X size-biased distribution. That is, for any
k ≥ 0,
P (Y = k) =
k
n
P(X = k).
Proof. Note that the conditional probability that P0 is increasing given X = k is, by symmetry,
k/n!. Hence, by Bayes’ theorem,
P(Y = k) = P(X = k|P0 inc) = P(P0 inc|X = k)P(X = k)
P(P0 inc)
=
(k/n!)P(X = k)
1/(n − 1)! ,
which simplifies to the expression above.
Our main result is a consequence of the surprisingly simple property that, for large n, Y
is approximately X scaled up by a constant factor, in this case e. In other words, for large
n, conditioning on one fixed Hamiltonian path being increasing will multiply the number of
increasing such paths by e, but otherwise not affect the distribution. This is captured in the
following theorem.
Theorem 2.2. We have E
[
(Y − eX)2
]
= o(n2).
The proof of this theorem involves some rather involved combinatorial arguments and will
take up the majority of the article. Therefore, before discussing how to prove it, let us first see
why it implies our main results.
Proof of Theorem 1.1. Let x, ε > 0. Observe that if X ≤ xn, then trivially either Y ≤ (e+ε)xn
or Y − eX > εxn, where the probability for the latter case tends to 0 as n → ∞ by Theorem
2.2. Hence, we have
lim sup
n→∞
P (Xn ≤ xn) ≤ lim sup
n→∞
P (Yn ≤ (e+ ε)xn) .
By Proposition 2.1, we further have
P (Yn ≤ (e+ ε)xn) =
⌊(e+ε)xn⌋∑
k=0
k
n
P (Xn = k) ≤ (e+ ε)x
∞∑
k=0
P (Xn = k) = (e+ ε)x.
Hence lim supn→∞ P(Xn = 0) ≤ lim supn→∞ P(Xn ≤ xn) ≤ (e + ε)x. The theorem follows by
letting x→ 0.
6
Proof of Theorem 1.2. Given a sequence Xni/ni that converges in distribution to a random
variable X with cumulative distribution function F , consider the corresponding sequence Yni/ni.
By Proposition 2.1 one can show that
P(Yni/ni ≤ x)→
∫ x
0
y dF (y) as i→∞ (2.1)
for all points x ≥ 0 where F is continuous. To see this formally, define gx(y) := y · 1y∈[0,x]
and note that, by Proposition 2.1, P(Yni/ni ≤ x) = Egx (Xni/ni). By the Mapping Theo-
rem, gx(Xni/ni) converges in distribution to gx(X ) for any point of continuity x ≥ 0 of F .
As gx(Xni/ni) is bounded in absolute value by x, it follows that Egx(Xni/ni) → Egx(X ) =∫∞
0 gx(y) dF (y) =
∫ x
0 y dF (y) as i→∞, as desired. Alternatively, this can be shown in a more
direct fashon, see Theorem 2.3 and the preceding discussion in [3], by noting that the sequence
Xni/ni is uniformly integrable, which follows from the fact that the sequence Xn/n has bounded
second moment.
Furthermore, by Theorem 2.2 and the fact that Xni/ni converges to X in distribution as
i→∞, the sequence Yni/ni converges to eX in distribution. Thus
P(Yni/ni ≤ x)→ F (e−1x) as i→∞ (2.2)
for all points x ≥ 0 such that F is continuous at e−1x.
As a consequence of (2.1) and (2.2), we have
F (e−1x) =
∫ x
0
y dF (y),
or equivalently, letting G(t) = F (et), that is G is the cumulative distribution function of lnX ,
we get
G(t− 1) =
∫ t
−∞
dG(s− 1) =
∫ t
−∞
es dG(s).
Here dG(s − 1) denotes that the first integral is taken over the probability measure of a ran-
dom variable with the cumulative distribution function t 7→ G(t − 1), that is the probabil-
ity distribution of ln(X ) + 1. Defining the measure ν by ν(A) = ∫A e(t+ 12 )2/2dG(t), we get
ν(A− 1) = ∫A e(t− 12 )2/2dG(t− 1) = ∫A e(t− 12 )2/2etdG(t) = ∫A e(t+ 12 )2/2dG(t) = ν(A). Hence ν is
1-periodic and satisfies (1.7).
As for (1.6), we have∫ ∞
0
xkdF (x) =
∫ ∞
−∞
ekt dG(t) =
∫ ∞
−∞
ekte−(t+
1
2
)2/2 dν(t)
= ek(k−1)/2
∫ ∞
−∞
e−(t−k+
1
2
)2/2 dν(t)
= ek(k−1)/2
∫ ∞
−∞
e−(t+
1
2
)2/2 dν(t),
where the integral on the last line evaluates to one as
∫∞
−∞ e
−(t+ 1
2
)2/2 dν(t) = limt→∞G(t) =
1.
We now turn to the proof of Theorem 2.2. For any Hamiltonian path P , let XP denote the
indicator that P is increasing. Hence X =
∑
P XP . Computing the expectation of Y from the
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definition, we get
EY =
∑
A
E [XA|XP0 = 1]
=
1
P (XP0 = 1)
∑
A
EXP0XA
= (n− 1)! 1
n!
∑
P
∑
A
EXPXA =
1
n
EX2.
(2.3)
As mentioned in the introduction, Lavrov and Loh [11] showed that the second moment of X
is ∼ en2. This implies that
EY ∼ eEX
(as expected if Y is approximately X scaled up by a factor of e).
In estimating the difference between eX and Y , it turns out to be useful to introduce a third
random variable, Z = Zn, the number of increasing Hamiltonian paths that are edge disjoint
from P0. We similarly have that Z approximately equals X up to a constant factor (in this
case e−2). For any two paths A,B in Kn, let |A ∩B| denote the number of edges they have in
common. By linearity of expectation, we have
E [Z|X] =
∑
A
1|A∩P0|=0E [XA|X] =
∑
A
1|A∩P0|=0
X
n!
=
(
1
n!
∑
A
1|A∩P0|=0
)
X.
Let us label the vertices of Kn by 1, 2, . . . n such that P0 corresponds to the vertex sequence
{1, 2, . . . , n}. Then we can interpret the sum 1n!
∑
A 1|A∩P0|=0 as the probability that a uniformly
chosen permutation A = {a1, a2, . . . an} of 1, 2, . . . , n satisfies that |ai − ai+1| > 1 for all i =
1, . . . , n− 1. It was shown, although somewhat sketchily, by Wolfowitz1 [19] and elaborated on
by Kaplansky [9] that this tends to e−2 as n→∞. It follows that
EZ = EE[Z|X] ∼ e−2EX = e−2n,
(again, this is as expected if Z approximately equals e−2X).
For any real numbers a and b we have 2a2 + 2b2 − (a+ b)2 = a2 − 2ab+ b2 = (a − b)2 ≥ 0.
Hence (a+b)2 ≤ 2a2+2b2. By plugging in a = Y −e3Z, b = e3Z−eX and taking expectation it
follows that E
[
(Y − eX)2
]
≤ 2E
[(
Y − e3 Z)2]+ 2E [(e3Z − eX)2]. Hence, in order to prove
Theorem 2.2, it suffices to show that
E
[(
Y − e3Z)2] = EY 2 − 2e3EY Z + e6EZ2 = o(n2),
and
E
[(
e2Z −X)2] = e4EZ2 − 2e2EXZ + EX2 = o(n2).
Some of the terms in the two equations above we already know how to estimate. As already
stated, EX2 ∼ en2. We further have EXZ = E[XE[Z|X]] ∼ e−2EX2 ∼ e−1n2. Following the
argument in (2.3), we have
EY 2 =
∑
A
∑
B
E [XAXB |XP0 = 1] =
1
n
∑
P
∑
A
∑
B
E [XPXAXB ] =
1
n
EX3, (2.4)
1In the terminology of Wolfowitz, a permutation with this property is said to have n runs of consecutive
elements.
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so estimating the second moment of Y is equivalent to estimating the third moment of X.
Similarly, EY Z and EZ2 can be expressed as sums over subsets of the terms in EX3. More
precisely, as Z does not depend on the ordering of edges along P0, it does not matter if it is
defined over the original edge-ordering for X or the modified one for Y , hence Y Z has the
conditional distributions of XZ given the event that P0 is increasing. Therefore,
EY Z = E[XZ|XP0 = 1] =
1
n
∑
P
∑
A
∑
|B∩P |=0
E [XPXAXB ] .
Moreover,
EZ2 = E[Z2|XP0 = 1] =
1
n
∑
P
∑
|A∩P |=0
∑
|B∩P |=0
E [XPXAXB ] .
Hence, in order to prove Theorem 2.2, it remains to show the following third moment
estimates on X.
Proposition 2.3. As n→∞, we have
EX3 =
∑
A
∑
B
∑
C
EXAXBXC ∼ e3n3, (2.5)
and furthermore, ∑
A
∑
B
∑
|C∩A|=0
EXAXBXC ∼ n3, (2.6)
∑
A
∑
|B∩A|=0
∑
|C∩A|=0
EXAXBXC ∼ e−3n3. (2.7)
The proof of this proposition will be given in Section 3. This completes the proof of our
main result.
Remark 2.4. To end this section, we wish to point out two connections to already existing
literature. First, the idea that one can couple a random variable to its size-biased version in
order to determine properties of its distribution is also commonly used in applications of Stein’s
method, see for instance Section 3.4 in [15]. It might be interesting to see if there is a deeper
connection here. Perhaps this is a possible avenue to resolving Conjecture 1.3. Second, random
variables where size-biasing scales up the distribution by a constant factor has been investigated
before, see Section 8 in [3], where similar properties to Theorem 1.2 are derived. However, to
the authors knowledge, the current paper is the first time this observation has been applied in
the combinatorics literature.
3 Third moment analysis
The proof of Proposition 2.3 will be structured as follows. We start by reformulating the third
moment quantities in question as sums over edge-ordered triples of Hamiltonian paths. To
describe the possible ways the three paths may overlap, we define the common edge graph and
reduced common edge graph of a triple of paths. After giving some combinatorial estimates for
these objects, we will prove in Proposition 3.7 that EX3 = O(n3) (but without obtaining the
optimal constant). As a consequence of this analysis, we are able to identify the dominating
contribution to EX3. Proposition 3.10 gives more precise estimates for the dominating terms.
This allows us to estimate equations (2.5)-(2.7) as desired.
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In what follows, we will use A,B and C to denote (directed) Hamiltonian paths. For such a
path A, XA is the indicator for the event that the edges in A are in ascending order. We denote
by |A ∩B| and |(A ∪B) ∩ C| etc. the number of edges of the respective sets. Starting from the
equality
EX3 =
∑
A,B,C
EXAXBXC =
∑
A,B,C
P(A,B,C are all increasing),
we note that we P(A,B,C are all increasing) =
∑

1
|A∪B∪C|! where  goes over all orderings
of the edges of A ∪B ∪C such that A,B and C are all increasing. Hence, we may equivalently
write EX3 as a sum over all (A,B,C,) where  is an ordering of the edges of A∪B ∪C that
makes all three paths increasing:
(2.5) =
∑
(A,B,C,)
1
|A ∪B ∪ C|! .
Similarly we get the sums
(2.6) =
∑
(A,B,C,)
1|A∩C|=0
|A ∪B ∪ C|! ,
and
(2.7) =
∑
(A,B,C,)
1|A∩B|=|A∩C|=0
|A ∪B ∪ C|! .
For Hamiltonian paths A,B,C and an ordering  of the edges of A ∪ B ∪ C, we say that
(A,B,C,) is an edge-ordered triple if A,B and C are all increasing with respect to . Below,
we will sometimes for brevity suppress the notation  and simply denote an edge-ordered triple
by (A,B,C).
Dealing with edge-ordered triples (A,B,C,), an important concept is the corresponding
common edge graph, G = G(A,B,C,). This is defined as follows. Take the induced subgraph
of Kn consisting of all edges that are contained in at least two of the paths (any vertex of degree
zero is removed). Label each edge according to which paths the edge is contained in, and in
which direction these traverse the edge. We consider G as an edge-ordered graph by letting it
inherit the order  of (A,B,C). See Figure 1 for an example.
Claim 3.1. Let G be a common edge graph of some edge-ordered triple, and let v0, e1, v1, e2, . . . ,
vl−1, el, vl be a path in G where all edges have the same label, i.e. they are all contained in one
of (A∩B) \C, (A∩C) \B, (B ∩C) \A or A∩B ∩C. Then e1, e2, . . . , el are next to each other
in the edge-ordering of the common edge graph. Moreover, for any 0 < i < l, the only edges
incident to vi in G are ei and ei+1.
Proof. Let us, without loss of generality, assume that the edges are in A ∩ B. As A,B, and C
are self-avoiding, no edges in A or B can come between ei and ei+1 in the edge-ordering. Hence
any such edge is unique to C, and not in the common edge graph. Similarly ei and ei+1 are the
only edges in A and B respectively incident to vi, which makes them the only incident edges in
the common edge graph.
Motivated by this claim, we define the reduced common edge graph of an edge-ordered triple,
G˜ = G˜(A,B,C,), as the graph obtained by collapsing all paths as above in the common edge
graph to a single edge, preserving edge labels and the edge-ordering, see Figure 1. It follows
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G:
G˜:
AB AB AB AC AC
B
C
ABC ABC ABC B AC
AB AC
B
C
ABC BAC
Figure 1: An example of a common edge graph G and the corresponding reduced common edge
graph G˜. In both cases we consider the edges as being ordered from left to right, with the vertical
“BC” edges placed between the incident “AB” and “AC” edges. Note that the components of G
and G˜ need not be paths. (In fact, they can even contain cycles.)
from the preceding claim that G, including edge-ordering, can be uniquely recovered up to
isomorphism from G˜ if one knows the lengths each of the collapsed paths.
For two paths A and B, we will refer to a connected component of A ∩ B as a common
segment of A and B. Moreover, for three paths A,B and C, a common segment of A ∪ B and
C is a connected component of (A ∪ B) ∩ C. Note that any such component is a connected
subgraph of C, hence a common segment is always a path segment. For an edge-ordered triple
(A,B,C), we define
k1 = the number of common segments between A and B, (3.1)
k2 = the number of common segments between A ∪B and C, (3.2)
k3 = the number of components in the common edge graph (3.3)
that do not contain an edge common to A and B,
k4 = the number of vertices in the common edge graph which (3.4)
are incident to an edge in A ∩ C and one in B ∩ C, but
none in A ∩B.
Note that each of these quantities are uniquely determined by the reduced common edge graph.
ABC
AB
ABC
AC
ABC
BC
AB
AC BC
AB
AC
AB
BC
AC
BC
Figure 2: The possible neighborhoods of a vertex with degree at least 2 in a reduced common
edge graph. Note that the edge labels of G should contain both information about which paths
traverse each edge, and in which directions these paths traverse it. However, to reduce the
number of cases this latter part of the labels are not indicated here.
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Claim 3.2. Let k1, k2 and k4 be given non-negative integers. Then (up to isomorphism) the
number of reduced common edge graphs G˜ such that k1(G˜) = k1, k2(G˜) = k2 and k4(G˜) = k4 is
at most eO(k1+k2+k4). Moreover, any such G˜ contains at most O(k1 + k2 + k4) edges.
Proof. We first bound the number of vertices in G˜. Consider the possible sets of edges incident
to a vertex v ∈ G˜. If v has degree 1, then its incident edge is either common to A and B, in
which case it is an end-point of a common segment of A and B and hence contributes by 12 to
k1, or the incident edge is common to C and at least one of A and B, in which case it is an
end-point of a common segment of A ∪B and C, and hence contributes by 12 to k2. The cases
when v has degree at least 2 is illustrated in Figure 2. To reduce the number of cases, we can
ignore the directions in which the paths traverse the various edges, and only distinguish which
paths each edge is contained in. We see clearly that v is either the end-point of a common
segment of A and B (cases 2, 3, 4, 5 and 6), in which case it contributes by 12 to k1(G˜), an
end-point of a common segment of A∪B and C (cases 1, 5 and 6), in which case it contributes
1
2 to k2(G˜), or counted in k4(G˜) (case 7). As any vertex has at most three incident edges, it
follows that
∣∣∣E(G˜)∣∣∣ = O(k1 + k2 + k4).
Suppose that we construct G˜ by adding the edges one at a time, in ascending order. For
each new edge e we need to choose its label, whether or not its end-points are already in the
graph, and in that case which vertices these are. Assume that e has an end-point already in the
graph. Since we are inserting edges sorted by priority, e can be adjacent only to an edge with
the highest order among the edges which are part of the same path. For any such edge e′ and
for a fixed orientation of e, there is only one possible vertex of e′ where we can attach e. This
gives at most three possible vertices for attachment for e. Thus G˜ can be encoded in O(
∣∣∣E(G˜)∣∣∣)
bits.
Claim 3.3. Let (A,B,C) be an edge-ordered triple in Kn. Then, for any ε > 0, either
|(A′ ∪B′) ∩ C ′| ≤ (1 − ε)n for some permutation (A′, B′, C ′) of (A,B,C), or |A ∩B ∩C| ≥
(1− 18ε)n.
Proof. Let G be the common edge graph of (A,B,C). We define the weight of a vertex in G,
denoted by w(v), as the number of edges incident to v in G, where an edge is counted with
multiplicity 2 if it is shared by two paths and 3 if shared by all three. It is not too hard to see
that the only ways a vertex can have the maximal weight of 6 is
or .
Let us denote the number of these types of vertices by x and y respectively.
Now, one can observe that no edge can have two end-points of weight 6, as it is
impossible to order the edges in
such that the path segments of A, B and C are all increasing. Furthermore, as each of the
n− x− y remaining vertices can have at most two edges, it follows that y ≤ number of
edges ≤ 2(n − x− y), which implies that y ≤ 23(n − x).
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Now, assume that |A ∩B ∩C| < (1 − 18ε)n. One readily sees that |A ∩B ∩ C| ≥ x. We
then have
|(A ∪B) ∩ C|+ |(A ∪C) ∩B|+ |(B ∪C) ∩A|
=
1
2
∑
v∈G
w(v) ≤ 3(x+ y) + 5
2
(n− x− y)
≤ 17n
6
+
x
6
≤ 3(1− ε)n,
where in the second to last step we used y ≤ 23 (n− x).
Let G˜ be a reduced common edge graph, and let cAB , cAC , cBC and cABC be non-negative
integers. To simplify notation we will write c¯ = (cAB , cAC , cBC , cABC ). Let Tn(G˜, c¯) denote the
number of edge-ordered triples (A,B,C) corresponding to G˜ such that
|(A ∩B) \ C| = cAB , |(A ∩ C) \B| = cAC , |(B ∩ C) \A| = cBC
and
|A ∩B ∩ C| = cABC .
Note that this means that |A ∪B ∪ C| = 3n − 3 − cAB − cAC − cBC − 2cABC . Hence, letting
tn(G˜, c¯) = Tn(G˜, c¯)/(3n−3− cAB − cAC − cBC −2cABC )!, we can rewrite the weighted sum over
edge-ordered triples in the beginning of the section as EX3 =
∑
G˜
∑
c¯ tn(G˜, c¯).
The following proposition gives a reasonably good bound for Tn(G˜, c¯) provided either cABC
is close to n, or n− cAC − cBC − cABC is of order n. By Claim 3.3 we know that we can always
permute the paths in an edge-ordered triple such that one of these two properties is satisfied.
Proposition 3.4. For G˜ and c¯ as above, we have
Tn(G˜, c¯) ≤
(∏
α
(
cα − 1
lα − 1
))(
2n− 2− 2cAB − 2cABC + k1
n− 1− cAB − cABC , n − 1− cAB − cABC , k1
)
·
·
(
2n− 2− 2cAB − 2cABC
k3
)(
3n − 3− cAB − 2cAC − 2cBC − 3cABC + k2
n− 1− cAC − cBC − cABC
)
·
· n!(n− cAB − cABC − k1 − k4)!(n− cAC − cBC − cABC − k2)!,
where the product goes over α ∈ {AB,AC,BC,ABC}, ki = ki(G˜) for i = 1, 2, 3, 4 and lα =
lα(G˜) denotes the number of edges in G˜ labelled α, that is the number of AB-, AC-, BC-, and
ABC-edges respectively in G˜.
Remark 3.5. Note that cAB, cAC , cBC and cABC are allowed to be 0. In that case, we should
think of the corresponding binomial factor
(cα−1
lα−1
)
as 1 if lα = 0 and 0 otherwise, which is
consistent with the interpretation of
(cα−1
lα−1
)
as the number of ways to place cα indistinguishable
balls in lα bins such that each bin contains at least one ball.
Proof. In counting the number of edge-ordered triples (A,B,C,) satisfying the conditions
above, it is useful to consider what we refer to as an edge list, first representing A and B, and
then extended to represent A,B and C. The edge list of A and B is defined as a sequence of
length |A ∪B| with elements “A”, “B” and “AB” where the i:th character denotes which of A
and B the i:th lowest ordered edge among A ∪ B is contained in. Similarly, the edge list of
A, B and C is a sequence of length |A ∪B ∪ C| with elements “A”, “B”, “C”, “AB”, “AC”, “BC”
and “ABC” where the i:th character denotes which of A, B and C the i:th lowest ordered edge
13
among A ∪ B ∪ C is contained in. This serves both to encode the edge-ordering of A ∪ B ∪ C
as well as the number of unique edges the paths have between common segments.
Step 1: Choose the common edge graph G.
It suffices to choose the lengths of each collapsed path in G˜. By Claim 3.1 we know that
this uniquely defines the edge-ordering of G. For each α ∈ {AB,AC,BC,ABC} we need to
divide up cα edges between lα segments. Hence, there are at most
∏
α
(cα−1
lα−1
)
ways to do this.
Step 2: Choose the edge list of A and B.
Given G, we know the number of common segments of A and B and their respective lengths.
As no edge unique to A or B can occur during one of the common segments, any edge
list can, given G, be encoded as a string containing |A \B| = n − 1 − cAB − cABC A:s,
|B \ A| = n − 1 − cAB − cABC B:s, and k1 D:s (where each D acts as a placeholder for a
sequence of incident AB:s). Hence the number of such edge lists is at most the multinomial
coefficient,
(
2n−2−2cAB−2cABC+k1
n−1−cAB−cABC ,n−1−cAB−cABC ,k1
)
.
Step 3: For each edge in G, locate the corresponding entry in the edge list of A and B.
Note that each edge in G is contained in at least one of A and B, and is hence present in
the edge list. The position of any edge common to A and B is immediately determined by the
edge-ordering of G – the i:th common edge between A and B in G corresponds to the i:th AB
in the edge list. Moreover, if we know which position one edge in G has in the edge list, then
we also know the position any adjacent edge in G as such an edge is either the previous or next
edge in one of A and B. Thus, the position of one edge implies the positions of all edges in
the same component. Hence, it suffices to choose the location of one edge from each of the k3
components in G that does not contain a common edge of A and B. As any such edge cannot
be common to A and B, this can be done in
(|A△B|
k3
)
=
(2n−2−2cAB−2cABC
k3
)
ways.
Step 4: Extend the edge list of A and B to an edge list of A, B and C.
As we have already identified which positions in the edge list of A and B that correspond
to edges common between C and at least one of A and B, we can just add a C to any such
position. It remains to insert |C \ (A ∪B)| = n − 1 − cAC − cBC − cABC many C:s into this
list. There are at least cAC + cBC + cABC − k2 pairs of adjacent elements in the list between
which we cannot place any C:s as these correspond to adjacent edges in common segments
between A ∪ B and C. Hence, the number of ways this extension can be made is at most(|A∪B|+|C\(A∪B)|−(cAC+cBC+cABC−k2)
|C\(A∪B)|
)
=
(
3n−3−cAB−2cAC−2cBC−3cABC+k2
n−1−cAC−cBC−cABC
)
.
Step 5: Choose the vertex sequences of A,B and C.
There are n! possibilities for the vertex sequence of A. Given G and the edge-ordering of
{A,B,C} this determines cAB + cABC + k1 + k4 of the vertices along B, yielding at most
(n− cAB − cABC − k1 − k4)! options for the remaining vertices of B. Similarly, fixing A and B,
the remaining vertices along C can be chosen in at most (n− cAC− cBC− cABC −k2)! ways.
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Lemma 3.6. For any non-negative integers p ≤ q ≤ r where r ≥ 1, we have
(r − p)!
(q − p)! ≤
r!
q!
(q
r
)p ≤ r!
q!
exp
(
−p(r − q)
r
)
,
and
(r − p)!
r!
≤
(e
r
)p
.
Proof. We have
q!
(q − p)!
(r − p)!
r!
=
q − p+ 1
r − p+ 1 ·
q − p+ 2
r − p+ 2 . . .
q
r
≤
(q
r
)p
,
where, by convexity of the exponential function, qr = 1− r−qr ≤ e−
r−q
r . Moreover,
ln
(
(r − p)!
r!
)
=
r∑
t=r−p+1
− ln t
≤
∫ r
r−p
− ln t dt = (r − p) ln(r − p)− r ln r + p
≤ (r − p) ln r − r ln r + p = p(1− ln r).
We are now ready to derive an upper bound on EX3 that shows that the quantity is of order
n3 and further lets us identify the dominating contribution. We define a reduced common edge
graph G˜ as good if each of its components consists of a single edge which is common to precisely
two paths.
Proposition 3.7. We have EX3 = O(n3). Moreover, for any integer M ≥ 0, the contribution
to the sum
EX3 =
∑
G˜
∑
c¯
tn(G˜, c¯)
from all pairs (G˜, c¯) such that either G˜ is not good or cAB + cAC + cBC > M is O(n
3)e−Ω(M) +
O(n2).
Proof. Fix ε > 0 sufficiently small (ε ≤ 1500000−1 suffices). By Claim 3.3 we know that we can
bound EX3 =
∑
(A,B,C,)
1
|A∪B∪C|! by 3S1 + 3S2 + S3, where S1 is the contribution to this sum
from all edge-ordered triples where
|A ∩B| ≤ (1− ε)n and |(A ∪B) ∩C| ≤ (1− ε)n,
S2 is the contribution where
|A ∩B| > (1− ε)n and |(A ∪B) ∩C| ≤ (1− ε)n,
and S3 is the contribution where |A ∩B ∩ C| > (1− 18ε)n.
Let us start by estimating S1. We have
S1 =
∑
G˜
∑
cAB+cABC≤(1−ε)n
cAC+cBC+cABC≤(1−ε)n
tn(G˜, c¯).
To bound the summand on the right we apply Proposition 3.4. Note that we can assume that
cAB + cABC − k1 ≥ 0 and cAC + cBC + cABC − k2 ≥ 0, as otherwise tn(G˜, c¯) = 0. By the first
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part of Lemma 3.6 using p = cAB + cABC − k1, q = n− 1− k1 and r = 2n− 2− cAB − cABC we
have, for any cAB , cAC , cBC , cABC as in the above sum,(
2n − 2− 2cAB − 2cABC + k1
n− 1− cAB − cABC , n− 1− cAB − cABC , k1
)
≤
(
2n− 2− cAB − cABC
n− 1− cAB − cABC , n− 1− k1, k1
)
e−Ωε(cAB+cABC−k1)
(3.5)
and using p = cAC + cBC + cABC − k2, q = 2n− 2− cAB − cABC and r = 3n− 3− cAB − cAC −
cBC − 2cABC(
3n − 3− cAB − 2cAC − 2cBC − 3cABC + k2
n− 1− cAC − cBC − cABC
)
≤
(
3n − 3− cAB − cAC − cBC − 2cABC
n− 1− cAC − cBC − cABC
)
e−Ωε(cAC+cBC+cABC−k2).
(3.6)
Here f = Ωε(g) denotes that there is some constant Mε > 0, possibly depending on ε, such that
f ≥Mεg.
Plugging (3.5) and (3.6) into the estimate for tn(G˜, c¯) = Tn(G˜, c¯)/(3n − 3 − cAB − cAC −
cBC − 2cABC)! given by Proposition 3.4 and cancelling out identical factorials in the numerator
and denominator we get
tn(G˜, c¯) ≤
(∏
α
(
cα − 1
lα − 1
))(
2n− 2− 2cAB − 2cABC
k3
)
e−Ωε(cAB+cAC+cBC+2cABC−k1−k2)
k1!
·
· n!
(n − 1− k1)!
(n− cAB − cABC − k1 − k4)!
(n− 1− cAB − cABC)!
(n − cAC − cBC − cABC − k2)!
(n− 1− cAC − cBC − cABC)! .
(3.7)
We have the bounds(
2n− 2− 2cAB − 2cABC
k3
)
≤ (2n)
k3
k3!
=
nk3eO(k3)
k3!
,
n!
(n− 1− k1)! ≤ n
k1+1
and, by the second part of Lemma 3.6,
(n− cAB − cABC − k1 − k4)!
(n− 1− cAB − cABC)! ≤ n
1−k1−k4eOε(k1+k4) (3.8)
and
(n− cAC − cBC − cABC − k2)!
(n− 1− cAC − cBC − cABC)! ≤ n
1−k2eOε(k2), (3.9)
where f = Oε(g) denotes that there exists some constant Mε > 0 such that |f | ≤Mε |g|. Note
that Lemma 3.6 strictly speaking only applies to the last two inequalities when k1+ k4 ≥ 1 and
k2 ≥ 1 respectively, but it is clear that the inequalities also hold for k1 + k4 = 0 and k2 = 0, as
desired.
Plugging this into (3.7) we get
tn(G˜, c¯) = O(n
3)
(∏
α
(
cα − 1
lα − 1
)
e−Ωε(cα)
)
eOε(k1+k2+k3+k4)
k1!k3!nk2+k4−k3
. (3.10)
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Using the Taylor expansion z
l
(1−z)l =
∑
c
(c−1
l−1
)
zc which is convergent for any |z| < 1, it follows
that
∑
cα
(
cα−1
lα−1
)
e−Ωε(cα) ≤ eOε(lα). By the second part of Claim 3.2 we know that ∑α lα =
O(k1 + k2 + k4). Hence
S1 = O(n
3)
∑
G˜
eOε(k1+k2+k3+k4)
k1!k3!nk2+k4−k3
. (3.11)
By the definitions of k2, k3 and k4, equations (3.2)–(3.4), one can see that k2 + k4 − k3 is at
least the number of components of G˜ that either consist of more than one edge, or contain an
ABC-edge. In particular, k2+k4−k3 is non-negative, and zero only if G˜ is good. Hence, letting
k5 = k2 + k4 − k3 and noting that k4 ≤ k5 + k3 ≤ eOε(k5+k3), it follows by Claim 3.2 that
∑
G˜
eOε(k1+k2+k3+k4)
k1!k3!nk2+k4−k3
≤
∞∑
k5=0
∞∑
k1=0
∞∑
k3=0
k3+k5∑
k4=0
eOε(k1+k5+2k3)
k1!k3!nk5
≤

 ∞∑
k5=0
eOε(2k5)
nk5



 ∞∑
k1=0
eOε(k1)
k1!



 ∞∑
k3=0
eOε(3k3)
k3!

 = Oε(1).
Hence S1 = Oε(n
3). Moreover, bounding the contribution from non-good G˜, in which case we
start k5 at 1, gives us Oε(n
2), as desired.
We now turn to S2. Let dAB = n− cAB − cABC . Note that dAB ≥ 1. Proceeding as for S1,
except for that instead of (3.5) we use the bounds(
2dAB − 2 + k1
dAB − 1, dAB − 1, k1
)
≤ 32dAB−2+k1 ,
and (
2dAB − 2
k3
)
≤ 22dAB−2,
we get after cancelling identical factorials in the numerator and denominator that
tn(G˜, c¯) ≤
(∏
α
(
cα − 1
lα − 1
))
32dAB−2+k122dAB−2eΩε(cAC+cBC+cABC−k2)·
· n!(dAB − k1 − k4)
(n+ dAB − 2)!
(n− cAC − cBC − cABC − k2)!
(n− 1− cAC − cBC − cABC)!
This can be simplified using (
cAB − 1
lAB − 1
)
≤ n
lAB−1
(lAB − 1)! ,
n!(dAB − k1 − k4)!
(n+ dAB − 2)! ≤
ddAB−k1−k4AB
ndAB−2
≤ εdAB−k1−k4n2−k1−k4 ,
and equation (3.9) to
tn(G˜, c¯) ≤ n
lAB−1
(lAB − 1)!

 ∏
α6=AB
(
cα − 1
lα − 1
)
e−Ωε(cα)

 (36ε)dAB eOε(k1+k2+k4)n2−k1−k4n1−k2
= n2

 ∏
α6=AB
(
cα − 1
lα − 1
)
e−Ωε(cα)

 (36ε)dAB eOε(k1+k2+k4)
(lAB − 1)!nk1+k2+k4−lAB .
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Note that the edge-ordered triples counted in S2 all satisfy |A ∩B| > |(A ∪B) ∩ C|, and so there
must be at least one edge common to both A and B which is not contained in C. Hence for any
G˜ considered here, lAB ≥ 1. Assuming ε < 136 it follows by summing over dAB , cAC , cBC , cABC
that
S2 = Oε(n
2)
∑
G˜
eOε(k1+k2+k4)
(lAB − 1)!nk1+k2+k4−lAB . (3.12)
To bound this sum, we need the following claim.
Claim 3.8. For any reduced common edge graph G˜, k1 + k2 ≥ lAB.
Proof. Let e be an edge in G˜ labelled AB. Either e is the lowest ordered edge in a common
segment of A and B, in which case it contributed 1 to k1, or there is some preceding edge e
′
in that common segment. As no two adjacent edges in G˜ can be contained in the exact same
paths, e′ must be labelled ABC. Then e′ must be last edge in a common segment of A ∪ B
and C, and hence contribute 1 to k2. This is because a succeeding edge e
′′ in the common
segment of A ∪B and C labelled, say, AC, cannot be connected to the common end-point of e
and e′ as this would mean that A contains three edges incident to this vertex, and it cannot be
connected to the other end-point of e′ as then the path e′′e′e would be contained in A which is
not monotone.
By combining Claims 3.2 and 3.8 it follows that the number of reduced edge graphs corre-
sponding to given values of k1, k2, k4 and lAB is at most e
O(k1+k2+k4) if lAB ≤ k1 + k2 and 0
otherwise, which means that
∑
G˜
eOε(k1+k2+k4)
(lAB − 1)!nk1+k2+k4−lAB ≤
∞∑
lAB=1
eOε(lAB)
(lAB − 1)!
∑
k1,k2≥0
k1+k2=lAB
eOε(k1+k2−lAB)
nk1+k2−lAB
∞∑
k4=0
eOε(k4)
nk4
s=k1+k2−lAB=
∞∑
lAB=1
eOε(lAB)
(lAB − 1)!
∞∑
s=0
(lAB + 1 + s)e
Oε(s)
ns
∞∑
k4=0
eOε(k4)
nk4
=
∞∑
lAB=1
Oε(1 + lAB)e
Oε(lAB)
(lAB − 1)! = Oε(1),
as desired.
Finally, we wish to bound
S3 =
∑
G˜
∑
cABC>(1−18ε)n
tn(G˜, c¯).
Let dABC = n − cABC < 18εn. Using the inequalities
(
a+b
a
) ≤ 2a+b and (a+b+ca,b,c ) ≤ 3a+b+c to
bound the last two binomial coefficients and the trinomial coefficient in Proposition 3.4, we get
tn(G˜, c¯) ≤ n
lABC−1
(lABC − 1)!

 ∏
α6=ABC
(
cα − 1
lα − 1
) 32dABC−2−2cAB+k122dABC−2−2cAB ·
· 23dABC−3−cAB−2cAC−2cBC+k2 n!(dABC − cAB − k1 − k4)!(dABC − cAC − cBC − k2)!
(n+ 2dABC − 3− cAB − cAC − cBC)! .
(3.13)
Note that, assuming ε < 118 , any edge-ordered triplet counted in S3 must have one edge common
between all paths. Hence we may assume lABC is always at least 1 here. As n+2dABC−3−cAB−
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cAC−cBC = |A ∪B ∪ C| ≥ n−1 and dABC−cAB−k1−k4, dABC−cAC−cBC−k2 ≤ dABC < 18εn
we get
n!(dABC − cAB − k1 − k4)!(dABC − cAC − cBC − k2)!
(n+ 2dABC − 3− cAB − cAC − cBC)!
≤ (dABC)
dABC−cAB−k1−k4+dABC−cAC−cBC−k2
n2dABC−3−cAB−cAC−cBC
≤ (18ε)2dABC−cAB−cAC−cBC−k1−k2−k4n3−k1−k2−k4 .
Plugging this into (3.13), we get
tn(G˜, c¯) ≤ n
lABC−1
(lABC − 1)!

 ∏
α6=ABC
(
cα − 1
lα − 1
)
4−cα

 288dABC
· (18ε)2dABC−cAB−cAC−cBCn3−k1−k2−k4eOε(k1+k2+k4),
Note that dABC − cAB− cAC −1 ≥ 0 as the left side denotes the number of edges of A\ (B∪C),
and similarly dABC − cAB− cBC −1 ≥ 0 and dABC − cAC − cBC −1 ≥ 0. Hence 3dABC −2cAB−
2cAC − 2cBC ≥ 0 and thus 2dABC − cAB − cAC − cBC ≥ dABC2 . It follows that
tn(G˜, c¯) ≤ n2

 ∏
α6=ABC
(
cα − 1
lα − 1
)
4−cα

 (288√18ε)dABC
· e
Oε(k1+k2+k4)
(lABC − 1)!nk1+k2+k4−lABC ,
and thus, assuming ε < 1
2882·18 , we have
S3 = Oε(n
2)
∑
G˜
eOε(k1+k2+k4)
(lABC − 1)!nk1+k2+k4−lABC .
Note that this is identical to the bound we got for S2 except that lAB is replaced by lABC .
Hence proceeding as for S2, the following claim implies that S3 = Oε(n
2). This completes the
proof that EX3 = O(n3).
Claim 3.9. For any reduced common edge graph G˜, k1 + k2 ≥ lABC .
Proof. Let e ∈ G˜ be labelled ABC. We show that e must either be the first edge in that common
segment of A and B or the first edge in that common segment of A∪B and C. Assume that e′ is
a preceding edge in the common segment of A and B, and e′′ is a preceding edge in the common
segment of A∪B and C. Clearly e′ is labelled AB, and we may assume that e′′ is labelled AC.
Then e′ and e′′ cannot connect to the same end-point of e as this would mean that A traverses
three edges incident to this vertex, and e′ and e′′ cannot connect to opposite end-points of e, as
this would mean that e′ee′′ is a path contained in A which is not monotone.
It remains to prove the second statement in Proposition 3.7. From the preceding argument
we know that the contribution to EX3 from non-good reduced common edge graphs, and from
c¯ such that cAB + cAC + cBC > M is at most
Oε(n
2) + 3
∑
G˜
∑
cAB+cABC≤(1−ε)n
cAC+cBC+cABC≤(1−ε)n
cAB+cAC+cBC>M
tn(G˜, c¯), (3.14)
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where the summand is bounded by (3.10). For cAB+cAC+cBC > M , we can modify the bound
in (3.10) slightly by “moving half of each factor e−Ωε(cα) outside the product over α” to get
tn(G˜, c¯) ≤ n3e−Ωε(M/2)
(∏
α
(
cα − 1
lα − 1
)
e−Ωε(cα/2)
)
eOε(k1+k2+k3+k4)
k3!nk2+k4−k3
.
Note that, up to the implicit constants in the Ωε-notation, this is equivalent to the bound in
(3.10) except that we have an additional factor e−Ωε(M/2). Hence preceding as before with the
bound for S1, it follows that (3.14) is bounded by Oε(n
3)e−Ωε(M/2), as desired.
It remains to investigate the contribution from good reduced common edge graphs where
the entries of c¯ are of O(1) more carefully. Recall that a good reduced common edge graph G˜,
by definition, has no edges common to all three paths. Hence tn(G˜, cAB , cAC , cBC , cABC) = 0
unless cABC = 0.
Proposition 3.10. Let G˜ be a fixed good reduced common edge graph, and let cAB , cAC and
cBC be fixed non-negative integers. Then,
lim
n→∞n
−3tn(G˜, cAB , cAC , cBC , 0)
=
e−6
(
∑
α kα)!
∏
α
((
cα − rα − 1
kα − rα − 1
)
2−cα+kα
)
,
where the sum and product over α go over AB,AC, and BC, kα = kα(G˜) denotes the number
of edges in G˜ whose label state that the edge is common to the two paths in α, and rα = rα(G˜)
denotes the number of edges whose labels state that the edge is common to the two paths in α
and that these paths traverse the edge in opposite directions.
Proof. Given an edge-ordered triple A,B,C, we say that an edge e ∈ A ∪B ∪ C occurs during
an edge set E ⊆ A ∪ B ∪ C if there exists e′, e′′ ∈ E such that e′  e  e′′. Thus, for an
edge-ordered triple A,B,C, we can assign numbers mAB,mAC and mBC counting the number
of unique edges to C, B or A for which there exists a common segment of the other two paths
that it occurs during.
We now count the number of edge-ordered triples corresponding to fixed G˜, cAB, cAC , cBC
and given values of mAB,mAC and mBC . Since each common segment of an edge-ordered triple
contains at least one edge, we may assume that cα ≥ kα = kα(G˜) for α = AB,AC,BC.
Step 1: Choose a common edge graph G (up to isomorphism).
Note that, for each α ∈ {AB,AC,BC}, any of the rα edges that the paths traverse in op-
posite directions cannot be extended to a path with length more than one as this path would
have to be increasing in both directions. Hence, for each such α, we need to choose the length
of each of the kα − rα path segments that the paths traverse in the same direction. This is
equal to the number of ways to place cα− rα indistinguishable balls into kα− rα bins such that
each bin contains at least one ball. Hence the number of ways to do this is
∏
α
(cα−rα−1
kα−rα−1
)
. We
remark that we have not yet chosen how to embed G into Kn, so we have only chosen G up to
isomorphism.
Step 2: Choose the edge list of A, B and C.
Recall that the edge list of A,B and C is a sequence of length |A ∪B ∪ C| where the i:th
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element denotes which paths the i:th lowest ordered edge among A ∪ B ∪ C is contained in.
Hence, in this case the possible entries are A, B, C, AB, AC and BC.
Given G, we already know the ordering of the cAB + cAC + cBC edges that are common to
two paths, so we can start by placing cAB AB:s, cAC AC:s and cBC BC:s in this order. We first
extend the list by inserting the position of all mAB +mAC +mBC edges unique to one of the
paths that occur during a common segment of the other two. For a given α, there are cα − kα
pairs of consecutive edges e and e′ in
⋂
D∈αD between which we could place some or all of these
mα edges. Hence, for each α the number of ways to do this is equal to the number of ways to
place mα indistinguishable balls into cα − kα bins, which is
(mα+cα−kα−1
cα−kα−1
)
.
It remains to choose the placement of the remaining unique edges of each path. This is
equivalent to intertwining four strings: one consisting of n− 1−mBC − cAB − cAC A:s, one of
n − 1 −mAC − cAB − cBC B:s, one of n − 1 −mAB − cAC − cBC C:s, and one of
∑
α kα D:s,
where the D:s are placeholders for the common segments. This can be done in
(3n − 3−∑α(2cα +mα − kα))!
(
∑
α kα)!
∏
α(n− 1−mα −
∑
α′ 6=α cα′)!
ways. However, this will overestimate the number of possible edge lists. For instance, it follows
from the definition of G˜ being good that we cannot have two D:s next to each other. The exact
condition on such an intertwined string to yield a feasible edge list is a bit involved to describe,
but as we shall see, it is sufficient that the string contains at least two A:s, two B:s and two C:s
between each pair of D:s.
To estimate the proportion of such intertwined strings, consider a random such string, chosen
uniformly at random. Observe that the subsequence consisting of all A:s and D:s is uniformly
distributed among the possible strings consisting of n − 1 −mBC − cAB − cAC A:s and
∑
α kα
D:s. Hence, for any two given positions, i 6= j, in this list, the probability that there is a D at
both position i and j is
(
∑
α kα) · (
∑
α kα − 1)
(n− 1−mBC − cAB − cAC +
∑
α kα) · (n− 1−mBC − cAB − cAC +
∑
α kα − 1)
.
In particular, letting m¯ = (mAB,mAC ,mBC), we can bound this probability by OG˜,c¯,m¯
(
1
n2
)
.
Hence, the probability that this occurs at any two positions i and i+1 or i and i+2 is OG˜,c¯,m¯
(
1
n
)
.
Arguing in the same way for the subsequences of all B:s and D:s and all C:s and D:s shows that
the proportion of “bad” strings is OG˜,c¯,m¯
(
1
n
)
. Note that this estimate might be big if some cα,
kα or in particular mα is large compared to n, but the point is that this estimate will only be
important in the setting when n→∞ with all other parameters held constant, so this estimate
will still suffice.
Step 3: Choose the vertex sequences of A, B and C.
Given the choice of common edge graph G (up to isomorphism) and edge list of A, B and
C we will now choose the vertex sequences (a1, a2, . . . , an), (b1, b2, . . . , bn) and (c1, c2, . . . , cn)
denoting in which order each of A, B and C will visit the vertices in Kn. In doing so, we start
by choosing an embedding of G into Kn. This can be done in
n!
(n−∑α(cα + kα))! =
(
1 + oG˜,c¯(1)
)
n
∑
α cα+kα
ways.
Since we have already chosen the edge list of A, B and C, we know how many unique edges
each path has before its first common segment, between each two common segments, and after
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its last common segment with one of the other paths. Hence, for any common segment in G
between, say, A and B, we can identify the corresponding vertex sequences ai, ai+1, . . . , ai+l
and bj, bj+1, . . . , bj+l of the two paths. Hence, the embedding of G determines the vertices in
cAB+cAC+kAB+kAC positions of the vertex sequence of A, and similarly cAB+cBC+kAB+kBC
positions in B and cAC + cBC + kAC + kBC ones in C. Second, we assign the remaining parts of
the vertex sequences of A, B and C such that the paths are Hamiltonian, which can be done in
∏
α

n− ∑
α′ 6=α
(cα′ + kα′)

! = (1 + oG˜,c¯(1)) n!3n−2∑α(cα+kα)
ways.
Again, not all of these assignments are allowed as the chosen vertex sequences for A, B and
C may give rise to more common edges than those in G.
Claim 3.11. Assume the edge list of A, B and C chosen in Step 2 contains at least two
A:s, two B:s and two C:s between every pair of common segments. Then, the proportion of
assignments of vertex sequences as described in Step 3 for which A, B and C have no more
common edges than those in G is e−6 + oG˜,c¯(1).
Let us postpone the proof of this claim for now. Fix G˜, cAB , cAC and cBC . Let tn(G˜, c¯, m¯)
denote the contribution to tn(G˜, cAB , cAC , cBC , 0) from given values of m¯ = (mAB,mAC ,mBC)
as above. By imagining that the assignments in Step 2 and Step 3 never fail, we get the upper
bound
n−3tn(G˜, c¯, m¯)
≤
(
1 + oG˜,c¯(1)
)
n−3
(
∑
α kα)!
(∏
α
(
cα − rα − 1
kα − rα − 1
)(
mα + cα − kα − 1
cα − kα − 1
))
·
· (3n − 3− (
∑
α 2cα +mα − kα))!n!3n−
∑
α(cα+kα)
(3n − 3−∑α cα)!∏α(n− 1−mα −∑α′ 6=α cα′)! .
(3.15)
Using the bounds
n!
(n− 1−mα −
∑
α′ 6=α c′α)!
≤ n1+mα+
∑
α′ 6=α cα′
and
(3n− 3− (∑α 2cα +mα − kα))!
(3n− 3−∑α cα)! ≤
(
e
3n(1− oc¯(1))
)∑
α cα+mα−kα
,
where the latter follows from the second part of Lemma 3.6, the right-hand side of (3.15)
simplifies to(
1 + oG˜,c¯(1)
)
(
∑
α kα)!
(∏
α
(
cα − rα − 1
kα − rα − 1
)(
mα + cα − kα − 1
cα − kα − 1
)(e
3
+ oc¯(1)
)cα+mα−kα)
. (3.16)
Note that this expression does not depend on n (besides the error terms). Assuming n is
sufficiently large such that, say, 1+oG˜,c¯(1) ≤ 2 and e3+oc¯(1) < 0.95 this gives a upper bound on
n−3tn(G˜, c¯, m¯) not depending on n. Moreover, the sum of (3.16) over all triples of non-negative
integers mAB ,mAC ,mBC is convergent as
∞∑
mα=0
(
mα + cα − kα − 1
cα − kα − 1
)
0.95mα+cα−kα = 20cα−kα <∞,
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where we used z
l
(1−z)l =
∑
c
(c−1
l−1
)
zc with z = 0.95, l = cα−kα and c = mα. Hence, by dominated
convergence and the above argument for estimating the proportion of successful assignments in
Step 2 and Step 3, we see that
lim
n→∞n
−3tn(G˜, cAB , cAC , cBC , 0)
=
∑
m¯
lim
n→∞n
−3tn(G˜, c¯, m¯)
=
e−6
(
∑
α kα)!
∏
α
((
cα − rα − 1
kα − rα − 1
)∑
mα
(
mα + cα − kα − 1
cα − kα − 1
)
3−mα−cα+kα
)
=
e−6
(
∑
α kα)!
∏
α
((
cα − rα − 1
kα − rα − 1
)
2−cα+kα
)
,
where in the last step we again used z
l
(1−z)l =
∑
c
(c−1
l−1
)
zc with z = 13 , l = cα − kα and c =
mα + cα − kα.
Proof of Claim 3.11. Let IA, IB and IC denote the indices in the vertex sequences of A, B and
C respectively that are assigned by choosing the embedding of G into Kn. We note that IA
consists of cAB + cAC + kAB + kAC elements contained in kAB + kAC intervals of consecutive
indices corresponding to the common segments of A and one of B and C. Moreover, as the
edge list of A,B and C contains at least two edges unique to A between each pair of common
segments between A and some of the other paths, there is at least one index between each pair
of such intervals that is not contained in IA. For any edge in G that is labelled to be common
to A and, say, B, the embedding of G into Kn will assign the corresponding indices i, i+1 ∈ IA
and j, j + 1 ∈ IB vertices ai, ai+1, bj , bj+1 such that {ai, ai+1} = {bj , bj+1}. The analogous
statements hold for B and C.
Suppose we pick the assignments of the vertex sequences of A, B and C according to Step 3
in the proof of Proposition 3.10 uniformly at random. We want to show that the probability that
all edges common to two of A, B and C are of this form is e−6+ oG˜,c¯ (1). First, let i, i+1 ∈ IA
be adjacent indices in A corresponding to a common edge between A and B. Because of the
structure of G, the embedding of G will not assign the values ai or ai+1 to any cj , j ∈ IC . Hence
the vertices ai and ai+1 will be placed in C at some indices outside IC . Hence, the probability
that these are placed in adjacent positions is at most
2
n− cAC − cBC − kAC − kBC − 1 = OG˜,c¯
(
1
n
)
.
Similarly, if i ∈ IA and i + 1 6∈ IA, then the embedding of G does not assign a value to ai+1.
Conditioning on the embedding and the assignments of vertex sequences of B and C, there are
at most 4 assignments of ai+1 such that {ai, ai+1} is contained in one of B and C. Hence, the
probability that ai+1 is chosen in this way is at most
4
n− cAB − cAC − kAB − kAC = OG˜,c¯
(
1
n
)
.
By repeating this argument for any permutation of A,B and C and any edge in or adjacent to a
common segment, it follows from the union bound that the probability of unwanted overlapping
edges in this way is OG˜,c¯
(
1
n
)
.
It remains to estimate the probability that {ai, ai+1}, {bj , bj+1} and {ck, ck+1} are all distinct
for i, i + 1 6∈ IA, j, j + 1 6∈ IB and k, k + 1 6∈ IC . Here we make use of Brun’s sieve, see e.g.
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Theorem 8.3.1 in [2]: Let ξ = ξn be a sequence of non-negative integer-valued random variables.
Suppose there exists a constant µ such that Eξn → µ and moreover E
(ξn
r
)→ µrr! for all positive
integers r as n→∞. Then P (ξn = r)→ µrr! e−µ for any r = 0, 1, . . . .
Condition on the embedding of G and the vertex sequence of A. Let E be the set of all
arcs (ai, ai+1) and (ai+1, ai) for i, i + 1 6∈ IA, and for any e = (v,w) ∈ E, let Fe be the event
that bj = v and bj+1 = w for some j, j + 1 6∈ IB , that is, Fe is the event that v is immediately
followed by w in the vertex sequence of B where the corresponding indices are not contained in
IB . Let ξ =
∑
e∈E 1Fe . Then E
(
ξ
r
)
=
∑
|E|=r P
(⋂
F∈E F
)
where the sum goes over all unordered
r-tuples of events Fe as above.
We say that an r-tuple E is compatible if the corresponding arcs form directed paths in
Kn (as opposed to cycles, or some vertex having in- or out-degree more than 1) and no
arc has an end-point on a vertex that the embedding of G has assigned to a common seg-
ment of B and C. Otherwise, E is incompatible. It is clear that if E is incompatible, then
P
(⋂
F∈E F |assignment of G and A
)
= 0. For a given compatible r-tuple E , we may interpret
the event
⋂
F∈E F as that B contains some number p vertex-disjoint directed paths
(v10 , v
1
1 , . . . v
1
r1), (v
2
0 , v
2
1 , . . . v
2
r2), . . . , (v
p
0 , v
p
1 , . . . v
p
rp)
with
∑p
i=1 ri = r where the indices of these paths in B are contained in the complement of IB.
For fixed cAB , cAC and cBC it is straightforward to see that the number of compatible r-
tuples is
(
1 + oG˜,c¯,r(1)
)
(2n)r
r! : For the upper bound, the total number of r-tuples is(
2 (n− 1−O(cAB + cAC + kAB + kAC))
r
)
,
and for the lower bound, we note that a sufficient condition for an r-tuple to be compatible
is that no pair of corresponding arcs are adjacent and no arc has an end-point on a common
segment of B and C, which is true for all but a oG˜,c¯,r(1)-fraction of all r-tuples. Moreover, for
any compatible E ,
P
(⋂
F∈E
F
∣∣∣∣∣assignment of G and A
)
=
(
1 + oG˜,c¯,r(1)
)
n−r
as there are
(
1− oG˜,c¯,r(1)
)
np ways to choose the positions of p intervals of lengths r1, r2, . . . rp
in the complement of IB (morally, |IB| and p ≤ r are small compared to n so most choices of
intervals will be disjoint both IB and each other), and the probability that these intervals are
assigned the sequences as above is
(n − cAB − cBC − kAB − kBC − r − p)!
(n− cAB − cBC − kAB − kBC)! =
(
1− oG˜,c¯,r(1)
)
n−p−r.
Hence, by Brun’s sieve, the probability that ξ = 0, that is, that there are no “extra common
edges” between A and B, is e−2 + oG˜,c¯(1).
Conditioning on the embedding of G, and the vertex sequences of A and B we can repeat
this argument for overlapping edges between A∪B and C. Here we define E as the sets of arcs
(ai, ai+1), (ai+1, ai), (bj , bj+1), (bj+1, bj) for i, i+1 6∈ IA and j, j+1 6∈ IB, with Fe for each e ∈ E
defined as before. For an r-tuple E of such events, we need to add the condition that no arc
has an end-point on a vertex that the embedding of G assigns to a common segment of A and
C in order for E to be compatible. There are now
(
1 + oG˜,c¯,r(1)
)
(4n)4
r! possible r-tuples E of
events, and, in order for an r-tuple to be compatible, it is still sufficient that it avoids pairs of
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adjacent arcs and arcs with an end-point on a common segment of A and C or B and C, which
holds true for all but a oG˜,c¯,r(1)-fraction of all r-tuples. We again get that a compatible r-tuple
of events correspond to that certain sequences of vertices should appear consecutively in C, for
which we get the same estimate for P(
⋂
F∈E F |assignment of G, A and B) as before. Again by
Brun’s sieve, we get that the probability that ξ = 0 is e−4 + oG˜,c¯(1), as desired.
Proof of Proposition 2.3. By Proposition 3.7 we have for any M > 0 that n−3EX3 lies beween∑
G˜ good
∑
cAB+cAC+cBC≤M n
−3tn(G˜, cAB , cAC , cBC , 0) and this sum plus O
(
1
n + e
−Ω(M)). Tak-
ing the limit as n →∞ for a fixed M and noting that only a finite number of G˜ contribute to
the sum (in order for G˜ to contribute to this sum, it cannot have more than M edges), meaning
that we can move the limit inside the sums, gives us∑
G˜ good
∑
cAB+cAC+cBC≤M
lim
n→∞n
−3tn(G˜, cAB , cAC , cBC , 0)
≤ lim inf
n→∞ n
−3
EX3 ≤ lim sup
n→∞
n−3EX3
≤
∑
G˜ good
∑
cAB+cAC+cBC≤M
lim
n→∞n
−3tn(G˜, cAB , cAC , cBC , 0) +O
(
e−Ω(M)
)
.
Hence, letting M →∞, we get
lim
n→∞n
−3
EX3 =
∑
G˜ good
∑
c¯
lim
n→∞n
−3tn(G˜, c¯).
Applying Proposition 3.10 it follows that
lim
n→∞n
−3
EX3 =
∑
G˜ good
e−6(∑
α kα(G˜)
)
!
·
·
∏
α
( ∞∑
cα=0
(
cα − rα(G˜)− 1
kα(G˜)− rα(G˜)− 1
)
2−cα+rα(G˜) · 2kα(G˜)−rα(G˜)
)
=
∑
G˜ good
e−6(∑
α kα(G˜)
)
!
∏
α
2kα(G˜)−rα(G˜).
Yet again we used z
l
(1−z)l =
∑
c
(c−1
l−1
)
zc, here with z = 12 , l = kα
(
G˜− rα(G˜)
)
, c = cα − rα(G˜).
Note that for given kAB , kAC , kBC and rAB , rAC , rBC the number of corresponding good reduced
common edge graphs is
(kAB+kAC+kBC
kAB,kAC ,kBC
)∏
α
(kα
rα
)
. Hence
lim
n→∞n
−3
EX3 = e−6
∏
α
∞∑
kα=0
2kα
kα!
kα∑
rα=0
(
kα
rα
)
2−rα
= e−6
∏
α
∞∑
kα=0
3kα
kα!
= e3.
The estimates for (2.6) and (2.7) are done analogously, but only count the contributions from
terms where kAC = 0 and kAC = kBC = 0 respectively.
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