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Abstract. The ability of neural networks to provide best in class approximation across a
wide range of applications is well-documented. Nevertheless, the powerful expressivity of neural
networks comes to naught if one is unable to effectively train (choose) the parameters defining the
network. In general, neural networks are trained by gradient descent type optimization methods, or
a stochastic variant thereof. In practice, such methods result in the loss function decreases rapidly at
the beginning of training but then, after a relatively small number of steps, significantly slow down.
The loss may even appear to stagnate over the period of a large number of epochs, only to then
suddenly start to decrease fast again for no apparent reason. This so-called plateau phenomenon
manifests itself in many learning tasks.
The present work aims to identify and quantify the root causes of plateau phenomenon. No
assumptions are made on the number of neurons relative to the number of training data, and our
results hold for both the lazy and adaptive regimes. The main findings are: plateaux correspond
to periods during which activation patterns remain constant, where activation pattern refers to the
number of data points that activate a given neuron; quantification of convergence of the gradient
flow dynamics; and, characterization of stationary points in terms solutions of local least squares
regression lines over subsets of the training data. Based on these conclusions, we propose a new
iterative training method, the Active Neuron Least Squares (ANLS), characterised by the explicit
adjustment of the activation pattern at each step, which is designed to enable a quick exit from a
plateau. Illustrative numerical examples are included throughout.
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1. Introduction. Neural networks are a key component in machine learning
[21]. The ability of neural networks to provide ‘best in class’ approximation across
a wide range of applications has been the subject of intensive research [8, 4, 24, 30,
38, 29]. Nevertheless, the powerful expressivity of neural networks comes to naught
if one is unable to effectively train (choose) the parameters defining the network. In
general, neural networks are trained by gradient descent type optimization methods,
or a stochastic variant thereof [32]. The compositional structure of networks com-
bined with nonlinear activation functions makes the associated optimization problem
non-convex. Empirical evidence shows that, despite the non-convex nature of the
optimization problem, such methods often manage to find a good enough solution
for the purposes of practical machine learning applications. Nevertheless, the con-
vergence of gradient descent methods is often extremely slow and in many cases the
error, or loss, tends to remain at or above a level of 0.1-1% relative error, even when
an extremely large number of steps are taken. The fact that such methods have been
implemented extremely efficiently on state of the art computer hardware helps amelio-
rate the problem to a large extent [1, 28]. However, the fact remains that the training
of neural networks using gradient descent, stochastic gradient descent, Adam [20], etc.
very probably accounts for more computer cycles than almost any other application
in scientific computing at the present time.
Some investigations have been undertaken to try to understand the behavior of
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2 M. AINSWORTH AND Y. SHIN
gradient descent training of neural networks. Several works [2, 11, 10, 26, 40, 19]
analyzed neural networks in the so-called lazy [6] (also known as, over-parameterized
or kernel) regime, where the number of network parameters is significantly larger
than the number of training data, where it was shown that gradient descent can
train neural networks to interpolate all the training data (give a zero training loss).
However, as argued in [6, 22], lazy training is akin to simple linear regression type
(kernel) learning, is inherently non-unique and can lead to overfitting [14]. In a
similar vein [23, 31, 34] studied neural networks in the mean-field regime, where the
width of networks tends to infinity and, once again, it was shown that under certain
conditions, a zero loss can be achieved. While such limiting cases may be of interest
in some machine learning applications, the adaptive regime [37], in which the amount
of data exceeds the number of parameters in the model, is generally of more interest
in practice.
When neural networks belong to the adaptive regime, we still lack a thorough
understanding of gradient descent training of neural networks and many questions
remain elusive: Will the network converge to a ‘good’ solution? Will convergence
even occur at all [25]? In practice, it is often observed that the loss function decreases
rapidly at the beginning of training but then, after a relatively small number of steps,
significantly slows down. The loss may even appear to stagnate over the period of
a large number of epochs, only to then suddenly start to decrease fast again for no
apparent reason. This so-called plateau phenomenon [13] manifests itself in many
learning tasks and is seen even in quite simple applications. For instance, suppose we
wish to approximate sin(5pix) using a two-layer rectified linear unit (ReLU) network
of width 100 over 500 equidistant training data points on [−1, 1]. For the training,
we apply the gradient descent on the mean squared loss with a constant learning rate
of 10−3. In Figure 1, the loss versus the number of epochs is plotted during different
training regimes. Figure 1a shows the behavior early in the training in which the
loss decreases quickly but then appears to saturate. The unseasoned practitioner may
even be tempted to terminate the training at this point believing convergence has
been achieved. However, if the gradient decent is continued, as shown in Figure 1b
the loss suddenly begins to decrease rapidly before again saturating at around 107
epochs. Continuing the gradient decent further as in Figure 1c, we observe a similar
behavior repeated.
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Fig. 1: Training loss versus the number of epochs for approximating sin(5pix) with a
two-layer ReLU network of width 100 using 500 equidistant training data on [−1, 1].
Gradient decent (full-batch) is applied with a learning rate of 10−3.
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This behavior has been observed by other researchers [33, 13] and termed “plateau
phenomenon” [27]. Plateau phenomena not only make it difficult to decide at which
stage one should terminate the gradient descent, but also means that convergence is
very slow with increasingly large numbers of seemingly unnecessary iterations spent
in traversing a plateau only to enter a new regime in which the loss decreases rapidly.
Although [13, 7, 36, 16, 39] provided some heuristic and empirical explanations on
the cause of the plateau phenomenon, a rigorous mathematical understanding is still
lacking.
One of the aims of the present work is to identify and quantify the root causes of
plateau phenomena. In order to isolate extraneous effects, we confine our attention
to univariate two-layer ReLU networks where, as seen in the above example, the
phenomenon already exhibits itself. We give a mathematical characterization of the
plateau phenomenon. No assumptions are made on the number of neurons relative
to the number of training data, and our results hold for both the lazy and adaptive
regimes. However, for the reasons mentioned before, we are mainly interested in the
adaptive regime.
The main findings in the present work are summarized as follows:
• Plateaux correspond to periods during which activation patterns remain con-
stant (Theorem 3.1). The term activation pattern is defined below, but
roughly speaking, refers to the number of data points that activate a given
neuron.
• We quantify the convergence of the gradient flow dynamics (Theorem 3.3);
give necessary and sufficient conditions for the stationary points (Lemma 3.4);
and, relate fully trained networks to local least squares regression lines (The-
orem 3.5) over subsets of the training data.
• Finally, based on these conclusions, we propose a new iterative training
method, Active Neuron Least Squares (ANLS), which is designed to avoid
the plateau phenomenon altogether (Section 4).
The results of applying ANLS to the same learning task used in Figure 1 are
shown in Figure 2. Figure 2a shows the loss versus the number of iterations compared
with gradient descent, while Figure 2b shows the fully trained neural networks.
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Fig. 2: Left: Training loss obtained by gradient descent (GD) and the proposed
method (ANLS) versus the number of epochs on the same learning task used in
Figure 1. Right: The fully trained neural networks by both GD and ANLS.
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While the ANLS method utilizes a least squares solution step to determine the
linear parameters c, this is not the reason that it avoids plateau phenomenon. Indeed,
[9] proposed a hybrid method that alternates between gradient descent and least
squares, yet (as we will see) still exhibits plateau phenomena for essentially the same
reasons as for pure gradient descent. The key feature of ANLS that sets it aside from
alternative approaches is the explicit adjustment of the activation pattern at each step,
which is designed to enable a quick exit from a plateau region. An algorithm based on
complete orthogonal decomposition [15] is presented which enables one to efficiently
identify the optimal adjustment to the activation patterns.
The rest of this paper is organized as follows. After describing the model problem
in section 2, we present the gradient flow analysis in section 3. The proposed active
neuron least squares is presented in section 4. Numerical examples are provided in
section 5 to demonstrate our theoretical findings and illustrate the effectiveness of the
proposed method.
2. Model Problem. Let us consider a univariate two-layer ReLU network
f(x;θ) =
n∑
j=1
cjφ(wjx− bj), θ = {(bj , cj , wj)}nj=1,
where φ(x) = max{x, 0} is the rectified linear unit (ReLU) activation function. Given
a set of training data {(xi, yi)}mi=1, where x1 < x2 < · · · < xm, we seek parameters θ
that minimize the loss function L defined by
(2.1) L(θ) = 1
2
m∑
i=1
(f(xi;θ)− yi)2,
which measures the `2 norm of the discrepancy between the output data and the
prediction. We shall see that many of the phenomena we wish to study already
manifest themselves in the special case where wj = 1. As a matter of fact, fixing
wj = 1 does not change the expressivity of the neural networks, as shown by the
following result:
Proposition 2.1. Let Ω be a bounded interval and
N = span{φ(wx+ b)|w, b ∈ R, x ∈ Ω}, N+ = span{φ(x+ b)|b ∈ R, x ∈ Ω}.
Then, N = N+.
Proof. Without loss of generality, let Ω = [0, 1]. Note that φ(wx + b) = φ(b) if
w = 0 and φ(wx+ b) = |w|φ(sign(w)(x+ b/|w|)) if |w| 6= 0.
If w = 0 and b > 0, observe that φ(b) = b = φ(x+ b)− φ(x) for x ∈ Ω.
If |w| 6= 0, it suffices to show that any φ(−x + b) can be expressed as a function
in N+ on Ω. Observing that
φ(−x+ b) =
{
0, ∀x ∈ Ω, if b ≤ 0,
φ(x− b)− 2φ(x) + φ(x+ b), ∀x ∈ Ω, if b > 0
completes the proof.
In view of Proposition 2.1, we may fix wj = 1 for all j, and consider networks of
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the form
(2.2) f(x; b, c) =
n∑
j=1
cjφ(x− bj), where b =
b1...
bn
 , c =
c1...
cn
 .
The task of training the network is equivalent to selecting the positions of the nodes
{bj} and the weights {cj} in a piecewise linear approximation [17]. If the positions
{bj} of the knots are specified, then the coefficients {cj} minimizing the loss can
be obtained by solving a linear system of equations. Here, however, we are also
interested in determining the optimal knot placement which results in a highly non-
linear minimisation problem for which we employ gradient descent to seek a minimum
over both {bj} and {cj}.
The network parameter θ = {(bj , cj)}nj=1 can be viewed as a vector in R2n.
Gradient descent proceeds iteratively starting with an initialization of the parameters
θ(0) = {(b(0)j , c(0)j )}nj=1, and the k-th iteration updates the parameters according to
the rule
θ(k) = θ(k−1) − ηk∇θL(θ(k−1)),
where ηk > 0 is the learning rate at the k-th iteration and ∇θ denotes the gradient
with respect to the free parameters θ. In general, the learning rate should be chosen
sufficiently small in order for the scheme to converge to a minimum. In the limit
ηk → 0, we arrive at a continuous counterpart of the gradient descent scheme, in
which the discrete iterates {θ(k)} are replaced by a function {θ(t), t ≥ 0} satisfying
an initial value problem generated by the following system of first order autonomous
ordinary differential equations (ODEs),
(2.3) θ˙(t) = −∇θL(θ(t)), θ(0) = θ(0).
By the same token, the associated loss L(θ(t)) may be regarded as a function of t
which, with a slight abuse of notation, we shall henceforth denote as L(t). Likewise,
we shall speak of t as a ‘time’ although, strictly speaking, t simply parameterizes the
state of the system as the gradient descent updates proceed.
3. Gradient Flow Analysis. The contribution to the error associated with the
datum (xk, yk) is measured by lossxk(t) = f(xk;θ(t)) − yk, and the corresponding
residual vector is given by
Loss(t) = (lossx1(t), · · · , lossxm(t))T ∈ Rm,
so that L(t) = 12‖Loss(t)‖22. The equations governing the evolution of the knot bj and
the coefficient cj in (2.3) are given by
b˙j(t) = −∇bjL(θ(t)) = cj(t)
m∑
k=1
lossxk(t)φ
′(xk − bj(t)),
c˙j(t) = −∇cjL(θ(t)) = −
m∑
k=1
lossxi(t)φ(xk − bj(t)),
(3.1)
subject to bj(0) = b
(0)
j and cj(0) = c
(0)
j , j = 1, · · · , n. Here, φ′ denotes the (left-
continuous) Heaviside function φ′(x) = Ix>0(x).
6 M. AINSWORTH AND Y. SHIN
The discontinuity of the Heaviside function means that neither the Peano ex-
istence theorem nor the PicardLindelo¨f theorem [35] guarantee the existence of the
solution to the system of ODEs (3.1). Instead, since the right-hand side of the ODEs
(3.1) is measurable and locally essentially bounded, it follows from [12, 5] that for
any initial point θ(0), there exists a Filippov solution of (3.1) with initial condition
θ(0) = θ(0). A Filippov solution of (3.1) is an absolutely continuous vector-valued
function that satisfies the differential inclusion [3] defined by the Filippov set-valued
map.
Examining (3.1) shows a training point xk activates the neuron with bias bj if
and only if φ(xk − bj) is non-zero, or equally well, xk > bj . The set of all neurons
activated by xk is given by
Ak = {bj |bj < xk},
and the number of neurons activated by xk is |Ak|, the cardinality of the set Ak.
The location of the j-th bias relative to the training points {xk} has a crucial
impact on the flow. For instance, in the trivial case where the initial values of the
biases {b(0)j } are chosen so that minj b(0)j > maxk xk, then the right hand of (3.1)
vanishes identically meaning that bj(t) = b
(0)
j for all t ≥ 0. We seek to quantify this
by partitioning the training points into disjoint sets Ul(t) at each time t, which consist
of the training points xk that activate exactly l neurons, as follows:
(3.2) Ul(t) = {xk||Ak| = l}, l = 0, 1, · · · , n.
The cardinality of Ul(t) is denoted by ul(t) = |Ul(t)|. As a consequence, {Ul(t)}nl=0
is a partition of the training points {xj}mj=1 and
∑n
l=0 ul(t) = m. In Figure 3, we
illustrate {Ul(t)}nl=0 in the case n = 5.
Fig. 3: Illustration of the set {Ul(t)}nl=0 for n = 5. The red dots (•) show the
positions of the biases {bj}. The cross marks (6) show the positions of the training
points {xk}mk=1 for m = 10. The set Ul(t) consists of the training points which lie
between the l-th and (l + 1)-th largest biases.
For each datum (x, y), with slight abuse of notation, we say y ∈ Ul or (x, y) ∈ Ul
if x ∈ Ul. The mean of the output data, and the mean and variance of the input data
that correspond to the sets {Ul} are defined respectively by
(3.3) y¯l =
1
ul
∑
(x,y)∈Ul
y, µl =
1
ul
∑
x∈Ul
x, σ2l =
1
ul
∑
x∈Ul
(x− µl)2 .
3.1. Plateau Phenomenon. Observe that the cardinalities {ul(t)}nl=0 of the
sets, being integer-valued, remain constant in time until one or more of the biases
{bj} crosses a data point, wherein the values of {ul(t)} jump to take new integer
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values. The time periods, or stages, during which {ul(t)} remain constant play a
crucial role in characterizing the evolution of the loss L(t) with time as shown by the
following result:
Theorem 3.1. Suppose the biases and coefficients satisfy (3.1), and let [ts, ts+1)
be an interval where {ul(t)} remains constant. Let {eˆbl , eˆcl }nl=1 be vectors in Rm defined
as follows: for j = 1, . . . ,m,
[eˆbl (t)]j =
{
1 if xj ∈ Ul(t)
0 otherwise
, [eˆcl (t)]j =
{
xj − µl if xj ∈ Ul(t)
0 otherwise
.
Let Vt be the space spanned by {eˆbl , eˆcl }nl=1, V ⊥t be its orthogonal complement in Rm,
and ΠV [x] be the orthogonal projection of x onto V . Then, for t ∈ [ts, ts+1),
(L(ts)−Q0(ts)) e−
∫ t
ts
rmax(v)dv ≤ L(t)−Q0(ts) ≤ (L(ts)−Q0(ts)) e−
∫ t
ts
rmin(v)dv,
where Q0(t) =
1
2‖ΠV ⊥t [Loss(t)]‖2, and rmin(t) and rmax(t) are defined in Lemma A.2.
Furthermore, if cl(t) 6= 0 for all l, rmin(t) is strictly positive.
Proof. The proof can be found in Appendix A
Theorem 3.1 shows that for every time interval on which the activation patterns
do not change, the component of the loss in the space Vt decays exponentially at a
rate determined by Lemma A.2. However, the component of the loss orthogonal to
Vt remains constant. Throughout a time interval during which none of the biases
cross a training point, the space Vt does not change and the loss function decreases
monotonically to the horizontal asymptote Q0(ts). This is precisely, the plateau
phenomenon. The overall behavior of the loss L(t) consists of a number of stages
during each of which L decreases towards a value Q0(ts), which depends only on the
time ts at which the current stage was entered. The value of the horizontal asymptote
Q0(ts) decreases monotonically with respect to s (if the length of each time interval
is sufficiently long). Thus the graph of the loss with respect to the number of epochs
takes the form of a decreasing staircase function, as shown in Figure 2 in section 1.
The question of how long each interval should be in order for the horizontal asymptote
Q0(ts) to decrease monotonically is addressed by the following result:
Theorem 3.2. Suppose the biases and coefficients satisfy (3.1), and let [ts, ts+1)
be an interval on which {ul(t)} remains constant. At time ts+1, suppose for some
index j, ul(ts) = ul(ts+1) for all l but j and j + 1, and |uj(ts) − uj(ts+1)| = 1.
Suppose further that ts+1 is large enough that
e−
1
2
∫ ts+1
ts
rmin(v)dv <
(1− |ζTψ|)|〈Loss(ts), ζ〉|
‖ΠVts [Loss(ts)]‖
,
where ζ ∈ V ⊥ts and ψ ∈ V ⊥ts+1 satisfying
span{ζ, eˆbl (ts), eˆcl (ts) : l = j, j + 1} = span{ψ, eˆbl (ts+1), eˆcl (ts+1) : l = j, j + 1},
and eˆbl , eˆ
c
l are defined in Theorem 3.1. Then, Q0(ts) > Q0(ts+1).
Proof. The proof can be found in Appendix E.
3.2. Convergence and Asymptotic Analysis. Next, we show the conver-
gence of the weight and biases to a stationary (equilibrium) point of the gradient
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flow dynamics (3.1) under the condition that the sets (3.2) remain trapped in a given
stage, i.e., ts+1 =∞. We note that it is quite possible (and common in practice) for
the system to remain trapped in a given stage for all t ≥ ts. For example, in the
trivial case mentioned earlier in which minj bj > maxk xk the system remains in the
same stage for all t. See also Figures 4 and 8.
Theorem 3.3. Suppose the biases and coefficients satisfy (3.1), {ul(t)} is con-
stant for t ∈ [ts,∞), and cj(t) does not vanish at infinity for all j with uj(ts) 6= 0.
Then, the biases and coefficients converge to a stationary point of the system (3.1).
Proof. The proof can be found in Appendix C.
As a first step towards characterizing fully trained networks, we identify necessary
and sufficient conditions for the stationary (equilibrium) points of the system (3.1).
Lemma 3.4. (b∗, c∗) is a stationary point of the system (3.1) if and only if (b∗, c∗)
satisfies
f(µl; b
∗, c∗) = y¯l, ∀l such that ul > 0, c∗l 6= 0,
l∑
i=1
c∗i =
1
ul
∑
(x,y)∈Ul xy − µly¯l
σ2l
, ∀l such that ul > 1,
(3.4)
where y¯l, µl, σl are defined in (3.3), and f(x; b, c) is the ReLU neural network defined
in (2.2). And the set of the stationary points of the system (3.1) is nonempty.
Proof. The proof can be found in Appendix B.
A linear stability analysis reveals that all eigenvalues of the linearized system at
an equilibrium point are non-positive. The presence of eigenvalues with vanishing real
part means that there is a non-trivial center manifold which we shall not investigate
in detail in the current work.
For the rest of the paper, we refer to the averaged data {(µl, y¯l)}l,ul>0 as the
macroscopic data with respect to the sets {Ul} (3.2). Also, we say a network is fully
trained if the parameter associated with it is a stationary point of the gradient flow
dynamics (3.1). An interesting feature of Lemma 3.4 is that the equilibria depend
only on averages of the training data defined in (3.4). This means that if the training
data were replaced by a smaller set which has the same average values defined in
(3.4), then the resulting equilibria are identical. This means that the network tends
to fit an interpolant to this macroscopic data defined by (3.4).
Also, Lemma 3.4 shows that the partial sums of coefficients should be some quan-
tities that are determined by the training data. Moreover, Lemma 3.4 provides a
training stopping criterion that can be used for determining the termination of gra-
dient descent.
In Figure 4, we provide an illustration of Lemma 3.4 using a simple task of fitting
five training data {(k−32 , 1−(−1)
k
2 )}5k=1 using a two-layer ReLU network of width 8.
On the left, the fully trained network is plotted along with both the original training
data () and the macroscopic data (◦). As expected by Lemma 3.4, we see that
the fully trained network interpolates the macroscopic data, which is identical to the
original training data in this case. On the middle, the trajectories of biases are plotted
with respect to the number of epochs. For reference, the original five training data
points are also plotted as dashed-lines. We first see that the two neurons located
beyond 1 are dead and remain unchanged. We observe that all neurons saturate as
the number of epochs increases, which indicates that the sets {Ul} remain trapped in
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a given stage. On the right, the trajectories of coefficients are plotted. We see that
non of them vanishes. Since the sets {Ul} remain unchanged and all the coefficients
are not vanishing as the number of epochs increases, as expected by Theorem 3.3, we
observe the convergence of both biases and coefficients. To this end, we see that the
fully trained network for this simple task is represented by the sum of five macroscopic
neurons: fNN(x) = 4φ(x−0.5)−4φ(x)+4φ(x+0.5)+ c2φ(x+1)+ c1φ(x− b1), where
c2φ(x+ 1) is represented by the sum of two neurons (green, yellow), and c1φ(x− b1)
corresponds to the neuron colored orange.
-1 -0.5 0 0.5 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Training Data
Macroscopic Data
NN Prediction
101 102 103 104 105 106
The number of epochs
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
N
eu
ro
n 
Lo
ca
tio
ns
101 102 103 104 105 106
The number of epochs
-4
-3
-2
-1
0
1
2
3
4
Co
ef
fic
ie
nt
s
Fig. 4: Training results observed for fitting five training points with a two-layer ReLU
network of width 8. The gradient decent is applied with a constant learning rate of
10−3. (Left) The final trained network. (Middle) The bias trajectories with respect
to the number of epochs along with the training input data (dashed lines). (Right)
The coefficient trajectories with respect to the number of epochs.
The following theorem shows that the fully trained networks can be described in
terms of multiple least squares regression lines.
Theorem 3.5. Let (b∗, c∗) be a stationary point of the gradient flow dynamics
(3.1). Without loss of generality, let b∗l ≤ b∗l+1 for all l. For each l with ul 6= 0, let
{(xls, yˆls)}uls=1 be a set of modified training data where (xls, yls) ∈ Ul and
yˆls = y
l
s −
l−1∑
j=1
c∗jφ(x
l
s − b∗j ), ∀s = 1, · · · , ul.
Then, for each l with ul ≥ 2, `LSQ(x) = c∗l (x− b∗l ) is the least squares regression line
obtained by the data set {(xls, yˆls)}uls=1. And for each l with ul = 1, there exists αl ∈ R
such that c∗l = αl +
xl1yˆ
l
1
1+(xl1)
2 and b
∗
l c
∗
l = αlx
l
1 − yˆ
l
1
1+(xl1)
2 .
Proof. The proof can be found in Appendix D.
Theorem 3.5 shows that a fully trained network consists of consecutive least
squares regression lines, each of which is obtained by fitting the modified data from
one of sets in {Ul}. Also, the neurons whose corresponding Ul is empty connect least
squares lines without incurring discontinuities.
In conclusion, one may construct a fully trained neural network by gluing these
least squares lines. An explicit construction of such a network can be done by intro-
ducing extra neurons for the purpose of gluing as described in Appendix F. However,
the construction may introduce seemingly artificial spikes. As a matter of fact, in Fig-
ure 5, we illustrate the explicitly construction (Proposition F.1) on the same learning
task used in Figure 2. The sets {Ul} are obtained from the initial bias vector, which
is randomly generated from the normal distribution N(0, σ2In), where σ =
√
2 and
10 M. AINSWORTH AND Y. SHIN
n = 100. We clearly see that the resulting network contains many spikes and does
not approximate the target function very well. However, we emphasize that it is a
fully trained network and no further improvement would be obtained by continuing
the gradient descent.
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Fig. 5: A fully trained ReLU network by Proposition F.1 for approximating sin(5pix).
The sets {Ul} are generated by the bias vector from N(0, σ2In), where σ =
√
2, In is
the identity matrix of size n, and n = 100. The biases are marked as crosses. The least
squares lines and the gluing lines are shown as solid and dashed lines, respectively.
The target function is shown as dotted line.
4. Avoidance of Plateau Phenomenon. Based on the insights learned in the
previous section, we propose a new training method that avoids the plateau phenom-
enon. The main idea is to incorporate a mechanism whereby the training algorithm
can exit a plateau region within a single iteration. The proposed method is iterative
and gradient-free. At each iteration, the method systematically generates a set of
candidate parameters and selects the one with the smallest loss.
4.1. Rank-Deficient Least Squares Problem. Firstly, suppose that a bias
vector is given, leaving one with the task of minimizing the loss (2.1) with respect to
c. The corresponding coefficients are obtained by solving the least squares problem
min
c
‖Ac− y‖2, [A]ij = φ(xi − bj), y =
 y1...
ym
 .
We are primarily interested in the adaptive region in which the amount of data exceeds
the number of neurons. Furthermore, owing to the ReLU activation function φ, the
matrix A is often rank deficient. We are therefore faced with a rank deficient least
squares problem which has infinitely many solutions. We regularize by seeking the
minimum norm solution:
(4.1) cLSQ ⇐= min
c∈S
‖c‖, S =
{
c ∈ Rn : ‖Ac− y‖ = min
c˜
‖Ac˜− y‖
}
.
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The solution to the problem is given by cLSQ = A
†y, where A† is the MoorePenrose
inverse of A.
If the solution satisfies the linear system exactly, a zero training loss is obtained
and the resulting parameter (b, cLSQ) produces a fully trained network.
4.2. Generating candidate pairs. As shown in Theorem 3.1, each plateau
corresponds to a period during which the activation patterns do not change. As
demonstrated in Figure 1, the main cause of the slow down of gradient descent training
is the time spent in traversing a plateau before entering a new one. In order to quickly
exit such a plateau, the activation patterns (3.2) have to change. To this end, given
a bias vector b, we seek for a candidate bias, which produces different activation
patterns. We make the following rules to generate candidate bias vectors.
Let b = [b1, · · · , bn]T be a given bias vector such that b1 < · · · < bn. We say
b′ = [b′1, · · · , b′n]T is a candidate bias vector with respect to b if the following rules
are satisfied:
1. b′j = bj for all j but one. That is, we only change one neuron at a time.
2. b′1 < · · · < b′n. That is, we do not move a neuron in a way that the bias
ordering is violated.
3. Let {Ul} and {U ′l} be the sets defined in (3.2) by b and b′, respectively. If
the k-th neuron has changed, i.e., bk 6= b′k, we have |Uk| = |U ′k| ± 1.
4. If Ul = ∅ for all l ≥ k, then b′l = bl for all l ≥ k. That is, we do not move
dead neurons.
5. If Ul = ∅ for all l > k and Uk 6= ∅, then U ′k 6= ∅. That is, we do not move a
neuron in a way that the neuron is dead.
6. Suppose b′k 6= bk. Then, b′k is one of three points: (i) the middle point of two
data points, (ii) the middle point of a data point and bk, or (iii) the smallest
data point minus a fixed small number, say, 10−8.
For each candidate bias vector, one can solve the least squares problem (4.1) to find
its corresponding optimal coefficient vector. This generates a single candidate pair.
We illustrate the generation of candidate bias vectors in Figure 6 where there are
5 neurons and 10 data points. It can be seen that there are two locations that the
first neuron (far left) could be located and each location generates a candidate bias
vector, while fixing all the other neurons. Since U2 is empty, there is only one location
that the second neuron could be located. Similarly, the third- and the fourth neurons
generate one and two candidate vectors, respectively. Finally, since U5 contains only
one training data point, if the fifth neuron were located beyond the point in U5, it
will not be activated by all the points and become dead. Thus, the fifth neuron can
generate only one candidate vector by moving itself to the left. By counting all the
cases, we see that there are total of 7 candidate bias vectors generated by our rules.
4.3. Active Neuron Least Squares. Given b(k), by solving the least squares
problem (4.1), its corresponding optimal coefficient vector c
(k)
LSQ is obtained. Let
θ
(k)
LSQ = (b
(k), c
(k)
LSQ). Let b
(0) be an initialization of the bias vector. Starting at k = 0,
the following steps are repeatedly conducted until converge:
• Step 1: By following the rules described in section 4.2, generate all the possible
candidate pairs with respect to b(k). Find the best candidate pair θ
(k)
BC =
(b
(k)
BC, c
(k)
BC) that results in the smallest loss.
• Step 2: If L(θ(k)LSQ) ≤ L(θ(k)BC), terminate the process and return θ(k)LSQ. Else,
set b(k+1) := b
(k)
BC and back to Step 1 with k → k + 1.
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Fig. 6: Illustration of generating candidate biases by our rules for n = 5. The red dots
(•) show the current positions of the biases {bj}. The blue dots (•) show the feasible
positions of the biases. The cross marks (6) show the positions of the training points
{xk}mk=1 for m = 10.
We call the proposed method as the active neuron least squares (ANLS). By the
construction of the method, the convergence of the loss by ANLS readily follows.
Proposition 4.1. Let {θ(k)LSQ}k≥1 be a sequence of parameters generated by the
active neuron least squares. Then, limk→∞ L(θ(k)LSQ) = L∗ for some L∗ ≥ 0.
Proof. Suppose for all k, L(θ(k)BC) < L(θ(k)LSQ). Unless, the proof is done. Since
{L(θ(k)LSQ)}k≥0 is a monotone decreasing sequence that is bounded below, we have the
convergence of the loss.
4.4. Efficient Implementation. The step 1 of ANLS requires one to solve mul-
tiple least squares problems to determine the best pair. This could be computationally
expensive, especially when the number of data is large. We thus present an efficient
implementation of Step 1 via complete orthogonal decomposition (COD) [15].
For a matrix A, let us denote the i-th row and the j-th column of A by Ai,: and
A:,j , respectively.
Theorem 4.2. Let A be a matrix of size m × n with m ≥ n. Let us consider a
COD of A:
QTAZ = Tˆ , where Tˆ =
[
T 0
0 0
]
, r = rank(A), Z =
[
Zˆ, Z˜
]
Q ∈ Rm×m and Z ∈ Rn×n are orthogonal matrices, T ∈ Rr×r is a triangular matrix,
and Zˆ ∈ Rn×r. Let Vl be a matrix of size m × n whose entries are all zeros except
for the l-th column. Let vl be the l-th column of Vl. Let
QTvl =
[
q
(1)
l
q
(2)
l
]
, QTy =
[
p(1)
p(2)
]
, q
(1)
l ,p
(1) ∈ Rr,
and A˜ = A + Vl. Then, the solution to the least squares problem (4.1) for (A˜,y) is
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given by c˜LSQ = Z
[
x
(1)
l
x
(2)
l
]
, and its corresponding loss is
‖A˜c˜LSQ − y‖2 =
{
‖p(2)‖2 − ‖q(2)l ‖2(d∗l )2, if ‖Z˜l,:‖ > 0
‖p(2)‖2 + ‖p(1)‖2 − sTl x(1)l , if ‖Z˜l,:‖ = 0
,
where d∗l =

〈p(2),q(2)l 〉
‖q(2)l ‖2
, if ‖q(2)l ‖ > 0
Zˆl,:x
(1)
l if ‖q(2)l ‖ = 0
, x
(1)
l =
{
T−1(p(1) − d∗l q(1)l ), if ‖Z˜l,:‖ > 0
M †l sl, if ‖Z˜l,:‖ = 0
,
x
(2)
l =
d
∗
l−Zˆl,:x(1)l
‖Z˜l,:‖2 (Z˜l,:)
T , if ‖Z˜l,:‖ > 0
0, if ‖Z˜l,:‖ = 0
,
T˜l = T + q
(1)
l Zˆl,:, Ml = T˜
T
l T˜l + ‖q(2)l ‖2ZˆTl,:Zˆl,:, and sl = T Tp(1) + (yTvl)ZˆTl,:.
Proof. The proof can be found in Appendix G.
Remark 1: Let b′ be a candidate bias vector with respect to b(k), which only differs
by the l-th entry. By applying Theorem 4.2 with [vl]j = φ(xj − b′l)−φ(xj − b(k)l ), one
can obtain the candidate pair and its corresponding loss.
Remark 2: Since ‖y‖2 = ‖p(1)‖2 +‖p(1)‖2 and ‖vl‖2 = ‖q(1)l ‖2 +‖q(2)l ‖2, the first
r columns of Q in Theorem 4.2 is necessary for the method.
Remark 3: In the case where ‖Z˜l,:‖ = 0, the method still requires to solve a r× r
linear system of equations. However, this is a much smaller problem compared to the
original least squares (4.1).
5. Numerical Examples. In this section, we provide numerical examples to
verify our theoretical findings and demonstrate the performance of our proposed train-
ing method (ANLS).
For the tests, we employ a two-layer ReLU network of the form (2.2). The co-
efficients and the biases are initialized according to the ‘He’ initialization [18]. That
is, cj ’s are iid from N(0,
2
n ) and bj ’s are iid from N(0, 2), where n is the number of
neurons. The gradient descent (GD) is applied with a constant learning rate of 10−3.
No mini-batch is employed.
5.1. Verification of Gradient Flow Analysis. First, we verify our gradient
flow analysis (Lemma 3.4 and Theorem 3.3). We consider the problem of approxi-
mating a sine function:
f1(x) = sin(pix), x ∈ [−1, 1].(5.1)
We use a ReLU network of width 10 and train it over 100 equidistant points from
[−1, 1]. In Figure 7a, we show the training loss with respect to the number of epochs.
We clearly observe the plateau phenomenon. GD training constitutes of multiple
phases and in each phase, we see that the loss decreases fast in the beginning and
saturates later on. The parts where the loss curve looks concave (convex) represent the
fast (slow) decay of the loss. Figure 7b shows the later phase of training where multiple
plateaus are observed. To quantify how far the parameter from being stationary, we
report the mean squared error (MSE) of (3.4) on Figure 7c. We see that the MSE
of (3.4) converges to 0, which indicates the completion of gradient descent training.
In other words, the network is fully trained. However, even in this simple learning
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task, it takes more than 10 million iterations for GD to converge. In Figure 7d, we
plot the fully trained network. As expected by Lemma 3.4, the fully trained network
interpolates all the macroscopic data.
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Fig. 7: Fig 7a and 7b show the training loss versus the number of GD iterations for
approximating sin(pix) using 100 equidistant data points from [−1, 1]. The maximum
number of GD iterations is 108. A two-layer ReLU network of width 10 is employed.
Fig 7a shows the entire loss trajectory. Fig 7b shows a partial loss trajectory where
multiple plateaus are observed. Fig 7c shows the mean squared error (MSE) of the
system (3.4). Fig 7d shows the fully trained network by GD. The macroscopic data
are marked with filled circles.
Next, we demonstrate the convergence of the network parameters. In Figure 8,
we show the bias and coefficient trajectories with respect to the number of epochs.
We clearly see the convergence of all the parameters. In particular, we observe that
the coefficients begin to converge once the biases are stabilized. The stabilization of
the biases implies that the sets {Ul} do not change anymore. Indeed, on the right
of Figure 8, the trajectory of {ul} is plotted and we see that {ul} remains constant
roughly after 2×107 iterations. Since non of coefficients are vanishing, by Theorem 3.3
the convergence of the parameters is guaranteed.
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Fig. 8: The trajectories of biases (left), coefficients (middle), and {ul} (right) with
respect to the number of gradient descent iterations.
5.2. Active Neuron Least Squares. We demonstrate the performance of our
proposed training method, the active neuron least squares (ANLS). For comparison,
we report the results by the naive least squares (LSQ) (4.1) where the bias vector is
specified at the initialization and the coefficient is obtained by solving its correspond-
ing least squares problem (θ
(0)
LSQ in section 4.3). Also, we report the results by Adam
[20], one of the popular variants of gradient-descent, with its default setup. Lastly, we
report the results by the hybrid least squares/gradient descent [9] which updates the
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bias vectors via gradient descent (LS/GD) or Adam [20] (LS/Adam) and then updates
the coefficient by solving least squares.
Firstly, let us consider the same learning task used in Figure 7. On the left
of Figure 9, the training loss by ANLS is plotted with respect to the number of
iterations. We also report the results by GD, Adam, LS/GD, LS/Adam and LSQ. We
see that ANLS achieves a much smaller loss value than those by LSQ. Also, it is clearly
observed that ANLS converges much faster than all the others in terms of the number
of iterations. Within merely 100 iterations, ANLS already achieves the training loss
of 10−4, however, all the others take more than at least 10,000 iterations to achieve a
similar or larger loss value. And we observe that ANLS does not exhibit any stagnated
stages in the training. However all the gradient-based methods do exhibit multiple
ones. This indicates that ANLS indeed quickly exits plateaus. On the right, the fully
trained network by ANLS is plotted. For reference, we also plot the fully trained
network by GD, LS/GD, and LS/Adam. We see that all the networks approximate the
target function very well including ANLS. This indicates the effectiveness of ANLS
not only for fitting the training data but also for generalization.
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Fig. 9: The results for approximating f1(x) (5.1) with a two-layer ReLU network
of width 10 using 100 equidistant points from [−1, 1] by ANLS, GD, Adam, LS/GD,
LS/Adam, and LSQ. Left: The loss with respect to the number of iterations. Right:
The graphs of the fully trained networks.
Next, we apply ANLS for approximating a discontinuous function:
f2(x) =
{
1 + 0.5x cos(15pix), if x > 0
0.5 sin(5pix), if x ≤ 0 ,(5.2)
We employ a ReLU network of width 300 and train it over 1,000 randomly uniformly
drawn training data points from [−1, 1]. On the top of Figure 10, we show the
training loss trajectories of ANLS and all the gradient-based methods. Again, we
clearly observe that ANLS converges much faster than all the comparisons. The loss
by ANLS converges approximately to 3 × 10−5 after around 100 iterations. On the
other hands, the loss by GD is merely above 10−2 even after 5 million iterations,
the loss by Adam is roughly 2 × 10−3 after 1 million iterations, and the loss by the
naive LSQ is approximately 10−3. LS/GD achieves a similar loss level to ANLS at
around 10,000 iterations. And we observe multiple plateaus in the loss trajectories of
GD, Adam and LS/GD. However, ANLS does not show any long plateaus. The loss
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trajectory of LS/Adam has many fluctuations and shows instability. On the bottom
left, the trained networks are plotted. We see that the network trained by ANLS
approximates the target function very well, whereas, those by GD, LS/GD, LS/Adam
do not. Especially, we observe an artificial spike around x = 0 by both LS/GD
and LS/Adam. On the bottom right, the discrete L2 prediction errors are reported
with respect to the number of iterations. The errors are computed based on 10,000
equidistant points from [−1, 1]. We see that the prediction errors by GD, Adam and
ANLS decrease as the number of iterations grows and the smallest error is obtained
by ANLS. The error by LS/GD decreases in the early stage of training, however,
it suddenly rapidly increases at around 200 iterations and slowly decreases again.
ANLS produces a network that has a smaller prediction error than LS/GD, while
both achieve a similar training loss value at the end of training. This demonstrate a
good generalization performance of ANLS. Lastly, we observe that the trajectory of
the prediction errors by LS/Adam is highly unstable and exhibit huge jumps.
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Fig. 10: The results for approximating f2(x) (5.2) with a two-layer ReLU network of
width 300 using 1,000 randomly uniformly drawn points from [−1, 1] by ANLS, GD,
Adam, LS/GD, LS/Adam, and LSQ. Top: The loss versus the number of iterations.
Bottom Left: The graphs of the fully trained networks. Bottom Right: The discrete
L2 prediction errors. The errors are computed on 10,000 equidistant points from
[−1, 1].
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6. Conclusion. In this paper, we identified and quantified the root causes of pla-
teau phenomenon in gradient descent training of ReLU networks. We did not make
any assumptions on the number of neurons relative to the number of training data.
By analyzing the gradient flow dynamics of univariate two-layer ReLU networks, we
showed that plateaux correspond to periods during which activation patterns remain
constant, quantified convergence of the gradient flow dynamics, and characterized
stationary points in terms solutions of local least squares regression lines over subsets
of the training data. Lastly, based on these conclusions, we proposed a new iterative
training method, the active neuron least squares (ANLS) that is designed to quickly
exit from a plateau Numerical examples were provided to justify our theoretical find-
ings and demonstrate the performance of ANLS.
Appendix A. Proof of Theorem 3.1.
Proof. It follows from the gradient flow dynamics (3.1) that b˙(t) = B(t)Loss(t)
and c˙(t) = −C(t)Loss(t), where B(t) and C(t) are matrices of size n × m whose
(j, k)-components are defined to be
[B(t)]jk = cj(t)φ
′(xk − bj(t)), [C(t)]jk = φ(xk − bj(t)),
respectively, for 1 ≤ k ≤ m, 1 ≤ j ≤ n. Thus we have
d
dt
Loss(t) = −BT (t)b˙(t) +CT (t)c˙(t) = −(BT (t)B(t) +CT (t)C(t))Loss(t).
Hence,
1
2
d
dt
‖Loss(t)‖2 = 〈Loss(t), d
dt
Loss(t)〉 = −‖B(t)Loss(t)‖2 − ‖C(t)Loss(t)‖2.(A.1)
Without loss of generality, let us assume that t ∈ [ts, ts+1) on which {ul(t)}nl=0 is
constant. Also, we assume that the neurons are ordered so that b1(t) ≤ b2(t) ≤ · · · ≤
bn(t). For simplicity, we also drop the expression of t in bj , cj . We observe that
BT =
[
c1ξ
b
1 c2ξ
b
2 · · · cnξbn
]
, CT =
[
ξc1 ξ
c
2 · · · ξcn
]
,
where ξbk, ξ
c
k are vectors in Rm whose components are defined by
[ξbk]j =
{
1 if xj > bk
0 elsewhere
, [ξck]j =
{
xj − bk if xj > bk
0 elsewhere
.
Lemma A.1. Let {eˆbk, eˆck}nk=1 be orthogonal vectors in Rm whose components are
defined by
[eˆbk]j =
{
1 if bk < xj ≤ bk+1
0 elsewhere
, [eˆck]j =
{
xj − µk if bk < xj ≤ bk+1
0 elsewhere
.
Then, V = span{ξbk, ξck}nk=1 = span{eˆbk, eˆck}nk=1, and rank[V ] = 2n−2n¯(0)− n¯(1), where
n¯(s) is the number of entries of u = [u1, · · · , un]T whose value is s.
Proof. Let Vξ = span{ξbk, ξck}nk=1 and Ve = span{eˆbk, eˆck}nk=1. We first show that
Vξ ⊂ Ve. For each k, ξbk =
∑n
j=k eˆ
b
j , and ξ
c
k =
∑n
j=k(eˆ
c
j + (µj − bk)eˆbj). Also, note that
eˆbk = ξ
b
k − ξbk+1, eˆck = ξck − ξck+1 + (bk − bk+1)ξbk+1 + (bk − µk)(ξbk − ξbk+1),
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with ξbn+1 = 0 and ξ
c
n+1 = 0, which shows Vξ ⊃ Ve. Hence, Vξ = Ve.
The total number of vectors that span V is 2n. If uk = 0, we have eˆ
b
k = eˆ
c
k = 0. If
uk = 1, eˆ
c
k = 0. Since {eˆbj , eˆcj}nj=1 are orthogonal, we conclude rank[V ] = 2n− 2n¯(0)−
n¯(1).
Let V be the span of {eˆbj , eˆcj}nj=1 and ΠV [Loss] be the orthogonal projection of
Loss(t) onto V . For notational convenience, if v is the zero vector, we simply think
of v‖v‖ as the zero vector as well. Let Φb =
[
eˆb1 · · · eˆbn
]
and Φc =
[
eˆc1 · · · eˆcn
]
.
It follows from ξbk =
∑n
j=k eˆ
b
j , and ξ
c
k =
∑n
j=k(eˆ
c
j + (µj − bk)eˆbj) that BT and CT can
be written as
BT =
[
ξb1 · · · ξbn
]
Dc =
[
eˆb1 · · · eˆbn
]
LDc,
CT =
[
eˆc1 · · · eˆcn
]
L+
[
eˆb1 · · · eˆbn
]
L′,
where Dc is a diagonal matrix whose diagonal entries are cj , L and L
′ are lower
triangular matrices whose entries are defined by
[L]ij =
{
1 if i ≥ j
0 elsewhere
, [L′]ij =
{
µi − bj if i ≥ j
0 elsewhere
.
Note that L′(t) can be written as DµL − LDb(t) where Dµ and Db(t) are diagonal
matrices whose (i, i)-components are defined to be [Dµ]ii = µi and [Db]ii = bi, respec-
tively. Also, let Φb = Φ¯bDu and Φc = Φ¯cDσ, where Du and Dσ are diagonal matrices
whose (i, i)-components are defined respectively by [Du]ii =
√
ui, and [Dσ]ii =
√
uiσi
for i = 1, · · · , n. By combining the above relations with (A.1), we have
d
dt
L(t) = 1
2
d
dt
‖Loss(t)‖2 = −‖LossT (t) [BT CT ] ‖2
= −‖LossT (t) [Φb Φc] [LDc L′0 L
]
‖2 = −‖LossT (t) [Φ¯b Φ¯c]M(t)‖2,
where
M(t) =
[
Du 0
0 Dσ
] [
LDc(t) DµL− LDb(t)
0 L
]
.
Note that during the time interval [ts, ts+1) on which {ul(t)}nl=0 is constant, Du, Dµ,
Dσ, Φ¯b, Φ¯c and L are also constant. Thus, b(t) and c(t) determine the behavior of
M(t) where t ∈ [ts, ts+1). Also, since the columns of Φ¯b and Φ¯c are orthonormal basis
that span V defined in Lemma A.1, we have ‖LossT (t) [Φ¯b Φ¯c] ‖2 = ‖ΠV [Loss]‖2.
For the interval [ts, ts+1) on which {uk(t)} is constant, since Vt = Vts for all t ∈
[ts, ts+1), it can be checked that
d
dtL(t) = 12 ddt‖ΠVt [Loss(t)]‖2. Let rmin(t) and rmax(t)
be the square of the (rank(Vt))-th largest and the largest singular values of M(t),
respectively. Then, for t ∈ [ts, ts+1), we have
−rmax(t)‖ΠVts [Loss]‖2 ≤
1
2
d
dt
‖ΠVts [Loss]‖2 ≤ −rmin(t)‖ΠVts [Loss]‖2,
which implies
‖ΠVt [Loss(t)]‖2 ≤ ‖ΠVts [Loss(ts)]‖2e−2
∫ t
ts
rmin(v)dv,
‖ΠVt [Loss(t)]‖2 ≥ ‖ΠVts [Loss(ts)]‖2e−2
∫ t
ts
rmax(v)dv,
which completes the proof.
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Lemma A.2. Let
M(t) =
[
Du 0
0 Dσ
] [
LDc(t) DµL− LDb(t)
0 L
]
∈ R2n×2n,
where L is an upper triangular matrix that is independent of t whose (i, j)-component
is 1 for i ≤ j, and 0 otherwise, and Du, Dµ, Dσ, Dc, Db are diagonal matrices of size
n whose (i, i)-components are defined to be
[Du]ii =
√
ui, [Dµ]ii = µi, [Dσ]ii =
√
uiσi, [Dc]ii = ci, [Db]ii = bi,
respectively, for i = 1, · · · , n, where µi, σi are defined in (3.3). Let Vt be the space
defined in Lemma A.1. Then, the square of the rank(Vt)-th largest rmin(t) and the
largest rmax(t) singular values of the matrix M(t) satisfy
rmin(t) ≥ minl{ul min{1, σ
2
l }}
4(1 + (minl |c2l (t)|)−1 + 4d2maxn2)
,
rmax(t) ≤ max
l
{ul max{1, σ2l }}(1 + max
l
|c2l (t)|+ d2max)n2,
where dmax = xm − x1 and the minima are taken over {l ∈ [n]|ul 6= 0, σl 6= 0}.
Proof. Recall that
(A.2) M = DN, D =
[
Du 0
0 Dσ
]
, N =
[
LDc(t) DµL− LDb(t)
0 L
]
.
From now on, all the minima are taken over all k but uk = 0 and σk = 0. Since D is
diagonal, the smallest nonzero σmin(D) and the largest σmax(D) singular values of D
satisfy σ2min(D) = mink{uk min{1, σ2k}} and σ2max(D) = maxk{uk max{1, σ2k}}.
The inverse N−1 of N is given by
N−1 =
[
LDc L
′
0 L
]−1
=
[
D−1c L
−1 −D−1c L−1L′L−1
0 L−1
]
,
and the following holds:
‖N‖2 ≤ ‖LDc‖2 + ‖L‖2 + ‖L′‖2,
‖N−1‖2 ≤ ‖D−1c L−1‖2 + ‖L−1‖2 + ‖D−1c L−1L′L−1‖2.
It can also be checked that L−1 is an lower triangular matrix such that [L−1]ij = 1 if
i = j, [L−1]ij = −1 if i = j + 1 and zero elsewhere. Recall that for a matrix A, we
have ‖A‖2 ≤
√‖A‖1‖A‖∞. Since ‖L‖1 = ‖L‖∞ = n, we have ‖L‖ ≤ n. Similarly, we
have ‖L−1‖ ≤ 2. Also, note that
‖LDc‖2 ≤
(
max
j
(n− j + 1)|cj(t)|
) n∑
k=1
|ck(t)|,
‖D−1c L−1‖2 ≤ max{|c1(t)|−1, 2 max
1<j≤n
|cj(t)|−1} · max
1≤j<n
(|cj(t)|−1 + |cj+1(t)|−1).
Thus, it suffices to compute ‖L′‖. Note that ‖L′‖1 =
∑n
j=1(µUj − b1), and ‖L′‖∞ =∑n
j=1(µUn − bj). Let dmax = maxj xj −minj xj . Then, ‖L′‖ ≤ dmaxn. Thus,
‖N‖2 ≤ (|cmax(t)|2 + 1 + d2max)n2, ‖N−1‖2 ≤ 4(1 + |cmin(t)|−2 + 4d2maxn2),
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where cmin(t) = mink |ck(t)| and cmax(t) = maxk |ck(t)|.
Hence, we obtain
σ2min(M(t)) ≤
mink{uk min{1, σ2k}}
4(1 + |c2min(t)|−1 + 4d2maxn2)
,
σ2max(M(t)) ≥ −max
k
{uk max{1, σ2k}}(|c2max(t)|+ 1 + d2max)n2,
which completes the proof.
Appendix B. Proof of Lemma 3.4.
Proof. Let Ω∗ = {(b, c) ∈ Rn × Rn|Mb(c)b = g(c),Mc(b)c = C(b)y}. Without
loss of generality, let us assume that each component of c∗ is nonzero. If c∗ has a zero
entry, its corresponding neuron can be ignored in all the arguments. Note that
Mb(c
∗)b∗ = g(c∗) ⇐⇒ Dc∗LTD2uLDc∗b = Dc∗LTD2u(DµLc∗ −D−1u Φ¯Tb y).
⇐⇒ D2uLDc∗b = D2u(DµLc∗ −D−1u Φ¯Tb y)
⇐⇒ D2u(DµL− LDb)c∗ = DuΦ¯Tb y ⇐⇒ D2uL′b∗c∗ = ΦTb y.
This implies that
D2uLDc∗b = D
2
u(DµLc
∗ −D−1u Φ¯Tb y) ⇐⇒
k∑
i=1
c∗i (µk − b∗i ) = y¯k,
for all k such that uk > 0, where y¯k and µk are defined in (3.3). Therefore, this shows
that any critical points lead a piecewise linear interpolation of the macroscopic data
{(µk, y¯k)}k∈{j|uj>0}. Also, we note that
Mc(b
∗)c∗ = C(b∗)y ⇐⇒ ((L′b∗)TD2uL′b∗ + LTD2xL)c∗ = (L′b∗)TΦTb y + LTΦTc y
⇐⇒ LTD2xLc∗ = LTΦTc y ⇐⇒ D2xLc∗ = ΦTc y,
which can be equivalently written as follows: For any k such that uk > 1,
∑k
i=1 c
∗
i =
1
uk
∑
(x,y)∈Uk xy−µky¯k
σ2k
. Therefore, any pair (b∗, c∗) satisfying D2uL
′
b∗c
∗ = ΦTb y and
D2xLc
∗ = ΦTc y is a critical point of the gradient flow dynamics (3.1). Indeed, this
is solvable. For a square matrix A, let A† be its Moore-Penrose inverse. Then,
c∗ = (D2xL)
†ΦTc y. Since Lb∗ = DµL− LDb∗ , we have
D2uL
′
b∗c
∗ = ΦTb y ⇐⇒ D2u(DµL− LDb∗)c∗ = ΦTb y
⇐⇒ D2uLDc∗b∗ = D2uDµLc∗ − ΦTb y
⇐= b∗ = (D2uLDc∗)†(D2uDµLc∗ − ΦTb y).
Thus, Ω∗ is not empty and the proof is completed.
Appendix C. Proof of Theorem 3.3.
Proof. Let Vts = span{eˆbl (ts), eˆcl (ts)}nl=1. Since {ul} remains constant for [ts,∞)
and cj does not vanish at infinite for all j with uj 6= 0, it then follows from Theorem 3.1
that for sufficiently large t, ‖ΠVts [Loss(t)]‖ ≤ Ce−γt, where C, γ > 0 are some positive
constants. Observe that
‖ΠVts [Loss(t)]‖ = ‖Φ¯T [CT (t)c− y]‖ = ‖
[
Du(DµL− LDb)
DσL
]
c− Φ¯Ty‖,
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where Φ¯ = [Φ¯b, Φ¯c]. Hence, in the limit, since ‖ΠVts [Loss(t)]‖ → 0, we have
lim
t→∞Du(DµL− LDb(t))c(t) = Φ¯
T
b y, lim
t→∞DσLc(t) = Φ¯
T
c y.
Also, note that[
b˙(t)
−c˙(t)
]
= MT (t)Φ¯TLoss(t) = MT (t)
([
Du(DµL− LDb)
DσL
]
c− Φ¯Ty
)
,
where M(t) is defined in (A.2). It follows from
‖Loss(0)‖2 ≥ −
∫ s
0
d
dt
‖Loss(t)‖2dt = 2
∫ s
0
(
‖b˙(t)‖2 + ‖c˙(t)‖2
)
dt
≥ 2 (‖b(t)− b(0)‖2 + ‖c(t)− c(0)‖2) .
that ‖c(0) − c(t)‖2 + ‖b(0) − b(t)‖2 ≤ L(0) for all t ≥ 0, which shows the uni-
formly boundedness of b(t), c(t). Therefore, by Lemma A.2, ‖M(t)‖ is also uniformly
bounded so that one can conclude that limt→∞ b˙(t) = limt→∞ c˙(t) = 0.
We now show that limt→∞ b(t) = b∗ and limt→∞ c(t) = c∗ for some b∗, c∗ ∈ Rn.
We proceed the proof by focusing on b(t). The proof of c(t) follows similarly. Note
that for sufficiently large t, we have
‖b˙(t)‖ ≤
(
sup
t
‖M(t)‖
)
‖ΠVts [Loss(t)]‖ ≤ Ce−γt.
For sufficiently large p, by the mean value theorem, there exists tp ∈ [p, p + 1] such
that ‖b(p + 1) − b(p)‖ ≤ ‖b˙(tp)‖ ≤ Ce−γp. Let us consider the sequence {b(p)}∞p=1.
We first show that the sequence is Cauchy. Note that for any m,n ∈ N (let m > n),
we have
‖b(m)− b(n)‖ = ‖
m−1∑
j=n
b(j + 1)− b(j)‖ ≤
m−1∑
j=n
‖b(j + 1)− b(j)‖
≤ C
m−1∑
j=n
e−γj = C · e
−γn − e−γm
1− e−γ .
Therefore, {b(p)}∞p=1 is Cauchy and let b∗ be its limit point.
We now prove limt→∞ b(t) = b∗ by contradiction. Suppose limt→∞ b(t) 6= b∗.
Then, there exists  > 0 such that for any T there exists s > T such that ‖b(s)−b∗‖ >
. Since limp→∞ b(p) = b∗, there exists K such that for all p ≥ K, ‖b(p)− b∗‖ < /2.
Then, for sufficiently large k > K, there exists s > k such that
‖b(s)− b(k)‖ ≥ ‖b(s)− b∗‖ − ‖b(k)− b∗‖ > /2.
Let k′ be the closest integer to s. Then since |k′ − s| ≤ 1 and k ≤ s, k′, we have
‖b(k)− b(s)‖ ≤ ‖b(k)− b(k′)‖+ ‖b(k′)− b(s)‖ ≤ C · e
−γk
1− e−γ + Ce
−γk.
Let k be sufficiently large to satisfy C · e−γk1−e−γ +Ce−γk < 4 . Then, we have 2 < ‖b(k)−
b(s)‖ < 4 , which is a contradiction. Hence, we conclude that limt→∞ b(t) = b∗.
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Appendix D. Proof of Theorem 3.5.
Lemma D.1. Suppose there are m-data points {(xj , yj)}mj=1. Let x¯ = 1m
∑m
j=1 xj,
y¯ = 1m
∑m
j=1 yj, x
2 = 1m
∑m
j=1 x
2
j and Var[X] = x
2 − (x¯)2.
For m ≥ 2, the least square solution line is given by
lbest(x) =
(
1
m
∑m
j=1 xjyj − x¯y¯
Var[X]
)
x+
x2y¯ − x¯m
∑m
i=1 xiyi
Var[X]
.
Also, lbest(x¯) = y¯ is satisfied.
For m = 1, the line that interpolates a single datum is the form of
l(x;α) =
x1y1
x21 + 1
x+
y1
x21 + 1
+ α(x− x1), α ∈ R.
Also, l(x1;α) = y1 is satisfied. When α = 0, it is the least norm solution.
Proof. It can be checked that the least square solution (c∗, d∗) satisfies[∑m
i=1 x
2
i
∑m
i=1 xi∑m
i=1 xi m
] [
c
d
]
=
[∑m
i=1 xiyi∑n
i=1 yi
]
.
When m ≥ 2, the solution is given by[
c∗
d∗
]
=
1
Var[X]
[
1 −x¯
−x¯ x2
] [
1
m
∑m
i=1 xiyi
y¯
]
=
1
Var[X]
[
1
m
∑m
i=1 xiyi − x¯y¯
x2y¯ − x¯m
∑m
i=1 xiyi
]
.
The relation of c∗x¯+ d∗ = y¯ can be readily checked. When m = 1, any solution that
interpolates a single point is given by l(x;α) = x1y1
x21+1
x + y1
x21+1
+ α(x − x1), for any
α ∈ R. When α = 0, l(x; 0) is the least norm solution.
Lemma D.2. Suppose that there exists t0 ≥ 0 such that for any t ∈ [t0,∞),
{uk(t)} is constant. If uk(t) ≥ 2 for all k, the gradient flow dynamics (3.1) has
a unique stationary point (b∗, c∗). Furthermore, for each k, (b∗k, c
∗
k) is the least
square solution on the training data {(xs, yˆs)}uks=1 where xs ∈ (b∗k, b∗k+1] and yˆs =
ys −
∑k−1
j=1 c
∗
jφ(xs − b∗j ).
Proof. Let Ui be the index set of training input data in the interval (bi, bi+1]. Let
xi be the vector of size ui whose entries are the training input data corresponding to
Ui. Similarly, yi is defined. Let 〈xi,yi〉 := 1ui 〈xi,yi〉 and y¯i be the mean of yi. Also,
let x¯i and Var[xi] be the mean and the variance of xi, respectively.
Since uk ≥ 2 for all k, the uniqueness of the stationary point follows from
Lemma 3.4. Let (b∗, c∗) be the stationary point and let us write the resulting ReLU
approximation by f∗(x) =
∑n
i=1 c
∗
iφ(x − b∗i ), where b∗1 ≤ · · · ≤ b∗n. Since u1 ≥ 2, in
the first interval (b1, b2], it follows from Lemma 3.4 that we have c
∗
1 =
〈xi,yi〉−x¯iy¯i
Var[xi]
,
b∗1 = x¯1 − y¯1c∗1 . From Lemma D.1, it can be checked that (b
∗
1, c
∗
1) is identical to the
least square solution using the data (x1,y1).
For a vector v, the i-th component of v is denoted by [v]i. Suppose the statement
is true for all k < s, i.e., (b∗k, c
∗
k) is the least square solution using the training data
(xk, yˆi), where [yˆi]t = [yi]t −
∑k−1
j=1 c
∗
jφ([xk]t − b∗j ),∀1 ≤ t ≤ uk. Let fk(xk) be a
vector of size nk whose t-th entry is
∑k−1
j=1 c
∗
jφ([xk]t − b∗j ). Then, one can concisely
write yˆk = yk − fk(xk).
PLATEAU PHENOMENON 23
When k = s, it follows from Lemma 3.4 that we have c∗s =
〈xs,ys〉−x¯sy¯s
Var[xs]
−
〈xs−1,ys−1〉−x¯s−1y¯s−1
Var[xs−1]
, b∗s = x¯s − y¯sc∗s . Note that
〈xs, yˆs〉 − x¯s ¯ˆys
Var[xs]
=
〈xs,ys〉 − x¯sy¯s
Var[xs]
− 〈xs, fs(xs)〉 − x¯sfs(xs)
Var[xs]
.
Since
〈xs, fs(xs)〉 =
s−1∑
j=1
c∗j 〈xs,xs〉 −
s−1∑
j=1
c∗j b
∗
j x¯s, x¯sfs(xs) = (x¯s)
2
s−1∑
j=1
c∗j − x¯s
s−1∑
j=1
c∗j b
∗
j ,
we have
〈xs, fs(xs)〉 − x¯sfs(xs)
Var[xs]
=
[
〈xs,xs〉 − (x¯s)2
]∑s−1
j=1 c
∗
j
Var[xs]
=
s−1∑
j=1
c∗j .
Therefore, (b∗s, c
∗
s) is the least square solution using the training data (xs, yˆs). By
induction, the proof is completed.
Proof of Theorem 3.5. From Lemma D.1 and D.2, it suffices to consider the case
where uk = 1. It follows from Lemma 3.4 that the ReLU network has to interpolate
(xk1 , y
k
1 ). Hence, the proof is completed by applying Lemma D.1.
Appendix E. Proof of Theorem 3.2.
Let [ts, ts+1) be the time interval on which {ul(t)}nl=1 is constant. Suppose that
at time ts+1, there exists j such that uj(ts) = uj(ts+1)±1, uj+1(ts) = uj+1(ts+1)∓1,
and ul(ts) = ul(ts+1) for all l but j and j + 1. We note that this happens only when
bj+1 crosses the largest data point in Uj(ts) (the smallest data point in Uj+1(ts)) from
the right (the left) at time ts+1.
Let V invt = span{eˆbl (t), eˆcl (t) : l 6= j, j + 1} and V vart = span{eˆbl (t), eˆcl (t)}j+1l=j .
Then Vt = V
inv
t ⊕ V vart . Since V invts = V invts+1 , we denote it as V inv. Also, note that
V varts 6= V varts+1 .
Lemma E.1. There exists two vectors eˆn(ts) ∈ V ⊥ts and eˆn(ts+1) ∈ V ⊥ts+1 such that
V mix := V varts ⊕ eˆn(ts) = V varts+1 ⊕ eˆn(ts+1), V null := V ⊥ts \eˆn(ts) = V ⊥ts+1\eˆn(ts+1).
For the later use, let us define ζ = eˆ
n(ts)
‖eˆn(ts)‖ and ψ =
eˆn(ts+1)
‖eˆn(ts+1)‖ .
Proof. Without loss of generality, let us assume that uj(ts) = uj(ts+1) + 1,
uj+1(ts) = uj+1(ts+1)− 1.
We observe that eˆbj+1(ts+1) − eˆbj+1(ts) = eˆbj(ts) − eˆbj(ts+1) := en. Let V mixt =
span{eˆbj(t), eˆbj+1(t), eˆcj(t), eˆcj+1(t), en}. It then follows from
eˆcj(ts)− eˆcj(ts+1) ∈ span{eˆbj(ts+1), en} = span{eˆbj(ts), en},
eˆcj+1(ts)− eˆcj+1(ts+1) ∈ span{eˆbj+1(ts), en} = span{eˆbj+1(ts+1), en},
that V mixts = V
mix
ts+1 . Since {eˆbl (t), eˆcl (t)}j+1l=j is orthogonal, by applying an orthogonal-
ization procedure (e.g. Gram-Schimidtz), one obtain an orthogonal basis of V mixt ,
{eˆbl (t), eˆcl (t)}j+1l=j ∪ {eˆn(t)}, where
eˆn(t) = en(t)−
j+1∑
l=j
[ 〈en(t), eˆbl (t)〉
‖eˆbl (t)‖2
eˆbl (t) +
〈en(t), eˆcl (t)〉
‖eˆcl (t)‖2
eˆcl (t)
]
.
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Also, since the support of en(t) is disjoint to those of V invt , we have e
n(t) ∈ V ⊥t , which
completes the proof.
For any u ∈ Rm, let ΠV be the orthogonal projection of u onto the space V . Let
V nt = span{eˆn(t)}. Let
u1 =
eˆbj(ts)
‖eˆbj(ts)‖
, u2 =
eˆbj+1(ts)
‖eˆbj+1(ts)‖
, u3 =
eˆcj(ts)
‖eˆcj(ts)‖
, u4 =
eˆcj+1(ts)
‖eˆcj+1(ts)‖
, u5 =
eˆn(ts)
‖eˆn(ts)‖ ,
and v∗ = eˆ
n(ts+1)
‖eˆn(ts+1)‖ . It then can be checked that
Q0(ts) = ‖ΠV ⊥ts Loss(ts)‖
2 = ‖ΠV nullLoss(ts)‖2 + ‖ΠV ntsLoss(ts)‖2,
Q0(ts+1) = ‖ΠV ⊥ts+1Loss(ts+1)‖
2 = ‖ΠV nullLoss(ts+1)‖2 + ‖ΠV nts+1Loss(ts+1)‖
2.
Since ‖ΠV nullLoss(ts)‖2 = ‖ΠV nullLoss(ts+1)‖2, we have
Q0(ts)−Q0(ts+1) = ‖ΠV ntsLoss(ts)‖2 − ‖ΠV nts+1Loss(ts+1)‖
2.
Since eˆn(ts+1) ∈ V mix can be written as a linear combination of {ui}5i=1, we obtain
‖ΠV nts+1Loss(t)‖
2 = |〈Loss(t), v∗〉|2 =
(
5∑
i=1
uTi v
∗〈Loss(t), ui〉
)2
.
Note that for i = 1, 2, 3, 4, |〈Loss(t), ui〉| continuously decreases as t increases in
[ts, ts+1). Also, if ts+1 = ∞, |〈Loss(t), ui〉| → 0 as t → ∞ for i = 1, 2, 3, 4. Note also
that |uT5 v∗| < 1. Suppose there exists t∗ ∈ [ts, ts+1] such that for all t ∈ [t∗, ts+1],
(E.1) − 1− s5uT5 v∗ <
〈
Loss(t),ΠV varts [v
∗]
〉
|〈Loss(ts), u5〉| < 1− s5u
T
5 v
∗,
where s5 = sign(〈Loss(ts), u5〉). Then, we can conclude that
‖Πeˆn(ts+1)Loss(ts+1)‖2 < |〈Loss(ts), u5〉|2 = ‖Πeˆn(ts)Loss(ts)‖2,
which is equivalent to Q0(ts) > Q0(ts+1).
A sufficient condition for (E.1) can be derived as follows. For notational conve-
nience, let ci = u
T
i v
∗ for i = 1, 2, 3, 4, 5. Then, since
∑5
i=1 c
2
i = 1, we have
|
〈
Loss(t),ΠV varts [v
∗]
〉
| ≤
4∑
i=1
|ci||〈Loss(t), ui〉| ≤ ‖ΠV varts Loss(t)‖,
where the Cauchy-Schwartz inequality is applied on the second inequality. It then
follows from Theorem 3.1 that
‖ΠV varts Loss(t)‖2 ≤ ‖ΠVtsLoss(t)‖2 ≤ ‖ΠVtsLoss(ts)‖2e
− ∫ t
ts
rmin(u)du.
Therefore, a sufficient condition for (E.1) is
e−
1
2
∫ t
ts
rmin(u)du <
(1− |c5|)|〈Loss(ts), u5〉|
‖ΠVtsLoss(ts)‖
.
Appendix F. Explicit Construction of Fully Trained Networks.
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Proposition F.1. For a partition of an interval of size N , which contains all the
training data points {xk}mk=1, there exists a shallow ReLU network of width at most
2N whose parameter is a stationary point of the gradient flow dynamics (3.1).
Proof. Let {Ij}Nj=1 be a set of subintervals of the partition. Without loss of
generality, let us assume that each j, Ij ∩ {xk}mk=1 6= ∅. Let Tm = {(xk, yk)}mk=1 be
the training data set. For j ≥ 1, let
Tj =
{
(x, yˆ)|x ∈ Ij , yˆ = y −
j−1∑
l=1
fl(x), (x, y) ∈ Tm
}
,
with the convention of
∑0
l=1 fl(x) = 0. Let fj(x) := a
∗
jx+ d
∗
j be the least squares (or
least norm) regression line obtained from Tj .
At each j, by letting zj be the smallest data point in Tj and j be the half of the
distance between zj and the largest data point in Tj−1 (when j = 1, 1 can be chosen
any positive number), it follows from Lemma F.2 that fj(x) · Izj≥0(x) can be exactly
represented by using at most two neurons in Rj = (−∞, zj− j ]∪ [zj ,∞). Since there
is no data point in (zj− j , zj), f∗(x) =
∑N
j=1 fj(x) · Izj≥0(x) can be represented by a
neural network fNN (x) of width at most 2N in R = ∩Nj=1Rj . Since Rc∩{xk}mk=1 = ∅,
fNN (x) satisfies the stationary conditions in Lemma 3.4.
Lemma F.2. For z, a, d ∈ R and a 6= 0, let
fz(x) = (ax+ d) · Ix≥z(x).
Then, for any  > 0 and ∀x ∈ (−∞, z − ] ∪ [z,∞),
(F.1) f(x) =
{
aφ(x+ da ) if 0 ≤ z + da < ,(
az+b

)
φ(x− z + )−
(
a(z−)+b

)
φ(x− z) otherwise.
The proof of Lemma is straightforward.
Appendix G. Proof of Theorem 4.2.
Proof. From the COD of A, we observe that
QT (A+ Vl)Z = Q
TAZ +QTVlZ = Tˆ + (Q
T vl)⊗ Zl,:,
where ⊗ is the outer product of vectors. Let
b := QT y =
[
b(1)
b(2)
]
, q := QT vl =
[
q(1)
q(2)
]
x := ZT c =
[
x(1)
x(2)
]
,
where b(1), q(1), x(1) ∈ Rr. Also, let Z = [Zr Z˜] , where Zr ∈ Rn×r. Then, we have
c = Zrx
(1) + Z˜x(2).
With the above notation, it can be checked that
‖A˜c− y‖2 = ‖(Tˆ + (QT vl)⊗ Zl,:)x− b‖2 = ‖Tˆ x− b+ cl(QT vl)‖2,
where the last equality uses the fact that Zl,:x = Zl,:Z
T c = eTl c = cl. Here el is the
vector with a 1 in the l-th entry and 0’s elsewhere, and the third equality holds from
the mutual orthogonality of columns of Z. Thus, we have
‖A˜c− y‖2 = ‖Tˆw − b+ cl(QT vl)‖2
= ‖Tx(1) − b(1) + clq(1)‖2 + ‖clq(2) − b(2)‖2.
(G.1)
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Note that assuming ‖q(2)‖ > 0, the second term in the right hand side is minimized
at cl = d
∗
l =
〈b(2),q(2)〉
‖q(2)‖2 , which can be checked as follows:
‖clq(2) − b(2)‖2 = ‖q(2)‖2c2l − 2〈b(2), q(2)〉cl + ‖b(2)‖2
= ‖q(2)‖2 (cl − d∗l )2 + ‖b(2)‖2 −
|〈b(2), q(2)〉|2
‖q(2)‖2 .
If ‖q(2)‖ = 0, the second term is ‖b(2)‖2, which is independent of c. Therefore, if one
finds a vector c∗ whose l-th entry is d∗l and that makes the first term in the right hand
side of (G.1), it should be the desired solution.
Assuming ‖Z˜l,:‖ > 0, let c∗ = Zx∗ where
x∗ =
[
x
(1)
∗
x
(2)
∗
]
, x
(1)
∗ = T−1(b(1) − d∗l q(1)), x(2)∗ =
d∗l − (Zr)l,:x(1)∗
‖Z˜l,:‖2
(Z˜)Tl,:.
Here we set d∗l = (Zr)l,:x
(1)
∗ if ‖q(2)‖ = 0. It then can be checked that
[c∗]l = (Zr)l,:x
(1)
∗ + (Z˜)l,:x
(2)
∗
= (Zr)l,:x
(1)
∗ +
d∗l − (Zr)l,:x(1)∗
‖Z˜l,:‖2
(Z˜)l,:(Z˜)
T
l,: = d
∗
l ,
and
‖Tx(1)∗ − b(1) + d∗l q(1)‖2 = ‖(b(1) − d∗l q(1))− b(1) + d∗l q(1)‖2 = ‖(d∗l − d∗l )q(1)‖2 = 0.
Since x
(1)
∗ must satisfy Tx
(1)
∗ = b(1)− d∗l q(1), the degree of freedom is on the choice of
x(2). Thus, we consider
min ‖x(2)‖ subject to Z˜l,:x(2) = d∗l − (Zr)l,:x(1)∗ ,
and it can be checked that x
(2)
∗ is the solution. Therefore, c∗ is the desired solution.
Suppose ‖Z˜l,:‖ = 0. Then, [c]l = (Zr)l,:x(1). Thus, (G.1) becomes
‖A˜c− y‖2 = ‖Tx(1) − b(1) + (Zr)l,:x(1)q(1)‖2 + ‖(Zr)l,:x(1)q(2) − b(2)‖2.
By solving for x(1), the desired solution is given by c∗ = Zrx
(1)
∗ where x
(1)
∗ = M
†
l sl,
and T˜l = T + q
(1)
l (Zr)l,:, Ml = T˜
T
l T˜l+‖q(2)l ‖2(Zr)Tl,:(Zr)l,:, sl = TT b(1) + 〈y, vl〉(Zr)Tl,:.
Its corresponding loss is ‖A˜c∗ − y‖2 = ‖b(2)‖2 + ‖b(1)‖2 − sTl x(1)∗ .
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