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ABSTRACT
Climate change has the potential to significantly alter the hydrologic cycle,
changing the frequency and intensity of precipitation events in an area. It is necessary to
quantify these effects to effectively manage water resources in the future. Atmosphere-
Ocean coupled Global Circulation Models (AOGCMs), often used in climate change
research, have spatial resolutions that are too large to capture the local climate
characteristics of a watershed. As a result, several downscaling tools have been
developed, including stochastic weather generators. A methodology for the simulation of
historical and future climate data using a nonparametric K-Nearest Neighbour block
resampling weather generator with perturbation is presented (KnnCAD Version 4). The
proposed approach is illustrated using a case study of the Upper Thames River basin in
Ontario, Canada. KnnCAD V4 is shown to effectively reproduce the historical climate
and can produce future climate change scenarios based on AOGCM data.
KEYWORDS
Climate change, Weather generator, Hydrology, Stochastic, K-Nearest Neighbour,
Downscaling
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1CHAPTER ONE
INTRODUCTION
This section contains a discussion of climate change impacts with emphasis on
the water resources sector. An introduction to the use of downscaling techniques for
climate change impact assessments is then provided. Following are the major research
objectives of this work.
1.1 Climate change and water resources management
One of the most profound influences on human life is that of weather and climate.
Climate has historically both contributed to and limited human development in terms of
the availability of resources such as water, food production, and overall health and well-
being. The climate system is comprised of five major components: the atmosphere, the
cryosphere (ice, glaciers, and permafrost), the hydrosphere (water bodies), the biosphere
(living beings) and land surface (IPCC, 2007). It is the interactions between these
components that drive the state of the climate and create individual weather events. The
atmosphere is the most dynamic and unstable component in the climate system;
concentrations of greenhouse gases such as water vapour, Carbon Dioxide (CO2),
Methane (CH4) and Nitrous Oxide (N2O) as well as atmospheric aerosol concentrations,
solar radiation levels and land cover can directly alter the energy balance in the climate
system. Greenhouse gas concentrations in the atmosphere can vary over time as a result
of volcanic eruptions, natural processes such as the release of carbon dioxide from
decomposing plant matter, or anthropogenic causes which result from human activities.
Since the industrial revolution of the 18th Century, human activities have steadily
increased the concentration of greenhouse gases in the atmosphere (IPCC, 2007). Global
2greenhouse gas emissions have risen 70% during the period of 1970-2004, with an 80%
increase in CO2 emissions alone (IPCC, 2007). The increasing concentrations of carbon
dioxide are mostly due to industrial activities and land-use changes. Agricultural
activities and fossil fuel use are the major causes of increasing atmospheric methane
concentrations (IPCC, 2007). While methane is about twenty-one times more effective as
a warming agent than carbon dioxide, its lifetime in the atmosphere is considerably less at
about twelve years with carbon dioxide lasting for well over one hundred years (IPCC,
2007). As such, carbon dioxide poses the most serious threat to the climate system as its
atmospheric lifetime is longer than other warming agents and the overall concentration is
much higher at 394 ppm, measured at Mauna Loa, Hawaii in March 2012 (Tans and
Keeling, 2012). The current concentrations of methane and carbon dioxide in the
atmosphere far exceed values dating back 650,000 years from ice cores (IPCC, 2007).
The net change in mean global temperature due to both natural causes and
anthropogenic activities has been one of warming, at the rate of 0.74±0.18°C per century
observed by the Intergovernmental Panel on Climate Change (IPCC, 2007). This is
despite the cooling effect of volcanic ash and the overall decrease in solar radiation
observed in the past century. Consequences of this gradual warming trend include
changes in precipitation and humidity, decreasing snow and ice cover, increasing sea
levels and overall changes in ocean circulation patterns.
Figure 1.1 shows the observed trend in global mean temperature for 1850-2005.
The bottom figures indicate the regional warming observed at the surface (left) and in the
upper troposphere (right, 10km above surface) for the period 1979-2005, in °C per
decade. A strong trend of rising temperature and an increasing rate of temperature change
3Figure 1.1: Annual global observed mean temperatures (black dots) and overall decadal
trend, along with trend lines calculated from the last 150, 100, 50, and 25 years (top).
Below are the patterns in surface temperature change (°C per decade) from 1979-2005 at
the surface (right) and the upper troposphere (left). Source: IPCC, 2007.
4Figure 1.2: Trend of annual land precipitation amounts for 1901 to 2005 (top, % change
per century) and 1979-2005 (bottom, % change per decade). Source: IPCC, 2007.
5can be observed. The trends of temperature increases per decade in Figure 1.1 are
computed using different time periods ranging from the past 150 to the past 25 years. It is
clear that the temperature rise has become increasingly severe during the more recent
years with a change of 0.177°C per decade over the last 25 years. As the temperature
rises, sea level is expected to increase both due to thermal expansion and contributions
from glacier ice melt. Figure 1.2 shows the observed trend of precipitation changes, for
the period 1901-2005 (top, per century) and 1979-2005 (bottom, per decade). Increasing
annual precipitation is observed in some regions while decreasing amounts can be
observed for other areas. These trends are a result of changes to the hydrologic cycle,
since higher temperatures lead to increased evaporation and atmospheric water vapour. In
southern Canada, some studies suggest that precipitation amounts have increased by 12%
during the 20th century (Zhang et al., 2000; Min et al., 2011). As emissions increase and
surface temperatures continue to rise, studies suggest that there will be changes in the
occurrence of extreme precipitation events, in terms of their intensity, duration and
frequency (Allan and Soden, 2008; World Bank, 2009; Pall et al., 2011).
Hydrologic impact assessments of climate change have indicated that changing
precipitation patterns could substantially alter stream flows (Diaz-Nieto and Wilby, 2005;
Jiang et al., 2008; Eum et al., 2011). Changes in the hydrologic variability can affect the
quantity, timing and quality of available water as well as the ecological sustainability and
agricultural production in a region (World Bank, 2009). Changing stream flows have
major implications for water resources infrastructure in terms of hydroelectric production,
flood protection and reservoir storage and yield. As a result, it is becoming increasingly
important in water resources management to further understand and predict expected
6changes in extreme precipitation and stream flow, to aid in effective management of
dwindling supplies or prepare for more extreme flooding and droughts. Because
precipitation is highly variable in time and space, quantification of these changes on a
global level presents many challenges.
Atmosphere-Ocean coupled Global Circulation Models (AOGCMs) are state of
the art in climate research. They use inputs from the IPCC’s Special Report on Emission
Scenarios (See Appendix A), which are essentially storylines of plausible future
development paths and their corresponding emission levels. Each model simulates future
climate variables (temperature, precipitation, humidity, wind speeds etc.) at a daily or
monthly time step for gridded locations around the world based on the corresponding
emission scenario. Future simulations can be either dynamic (changing with time) or
representative of a 30-year future time period for example the 2050’s (2041-2070). Most
models divide the atmosphere up by grids with resolutions that are typically greater than
2° latitude and longitude with a surface spacing of 200-500 kilometers and up to 20
atmospheric layers (Dibike and Coulibaly, 2005; Chotamonsak et al., 2011; Liu et al.,
2011; Jeong et al., 2012). The presence of complex physiography within each large
AOGCM grid cell makes these models unable to simulate the watershed-scale local and
regional forcings of weather patterns (IPCC, 2007). Because of their coarse resolution,
direct application of the AOGCM outputs for watershed-scale studies is generally not
appropriate (Liu et al., 2011; Ying et al., 2011; Schoof, 2012).
As rising temperatures cause increased evaporation and atmospheric water
vapour, the frequency and intensity of precipitation events changes. This is often known
as intensification of the hydrologic cycle (World Bank, 2009). Global observations have
7indicated a disproportionate rise in the amount of rain falling during extreme precipitation
events, and this trend is expected to continue into the future (IPCC, 2007; World Bank,
2009). Changing precipitation patterns can affect the hydrologic variability in terms of
flooding and drought magnitudes with implications on water availability, ecological
sustainability, hydropower production and agricultural productivity (World Bank, 2009).
In Southwestern Ontario, where the climate is significantly influenced by evaporation
from the Great Lakes, it is projected that rising temperatures will result in an increasing
intensity of extreme precipitation events (Sharif and Burn, 2006; Prodanovic and
Simonovic, 2007; Solaiman et al., 2010; Simonovic, 2010; Eum and Simonovic, 2012).
During heavy precipitation events, the infiltration capacity (the maximum rate at which
the soil can absorb water) is reached more quickly and thus the proportion of rain that
becomes runoff increases. In this heavily populated region of Canada, it is important to
quantify changes in precipitation through hydrologic impact assessments so
municipalities can develop updated Intensity-Duration-Frequency (IDF) curves for storm
water infrastructure design and predict changes in the regulatory flood levels. This
information is essential for communities to adapt to the effects of increased vulnerability
to flooding.
Unfortunately the AOGCM resolutions are too large for direct use in hydrologic
impact assessments for the region and so their outputs must be downscaled to a basin
scale. With a grid spacing of 200 km to 500 km delineating areas of 40,000km2 to
250,000km2, the models are far too coarse for application to basins such as the Upper
Thames River Basin in Southwestern Ontario, which has an area of 3,421km2 (Wilcox,
1998). For detailed hydrologic assessments, sub-daily precipitation data is preferred so
8the frequency and intensity of extreme precipitation events can be investigated; these
outputs are not available from the AOGCM models which have a daily or monthly scale,
so disaggregation to smaller time-scales is required.
Downscaling techniques have been developed to generate AOGCM outputs of
precipitation and temperature at local scales. There are a wide variety of different
approaches that have been used for downscaling AOGCM data, discussed further in
Sections 1.2 and 2.1. The downscaling output data are useful for determining climate
change impacts on local water supplies, agricultural productivity, extreme precipitation,
and flooding or drought events. Such information is particularly important in water
resources management and planning for future allocations of water in shared river basins.
1.2 Downscaling
There are several techniques for downscaling AOGCM data, which can be
summarized in two major categories: (i) dynamic and (ii) statistical. Statistical
downscaling (SDS) techniques include weather classification schemes, regression
methods, and weather generators (Wilby and Wigley, 1997). Dynamic downscaling
involves the use of Regional Climate Models (RCMs). Each of the techniques generates
locally scaled climate data from the spatially and temporally coarse AOGCM data. Figure
1.3 shows schematically the spatial downscaling process illustrating the different
resolutions of climate data (Wilby and Wigley, 1997). The choice of downscaling
technique can have a major effect on the output for AOGCM-driven scenarios. As such
the downscaling tools are often validated and evaluated based on their ability to
reproduce observed climate statistics including mean precipitation and temperature, wet
days, wet spells, and extreme events of precipitation and temperature.
9Figure 1.3: Spatial Downscaling. Source: Wilby and Wigley, 1997.
1.2.1 Dynamic Downscaling
In dynamic or fixed-area downscaling, the AOGCM outputs are used as input to
RCMs that cover a limited area with much higher spatial resolution, up to 25km
(Tomozeiu et al., 2007). The RCMs are able to enhance simulation of the AOGCM
output variables at finer spatial scales by taking into account physical characteristics of
local topography and land cover (IPCC, 2007). A drawback associated with this
technique is that RCMs require many assumptions related to physical parameterizations
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and internal variability; as a result these models are computationally demanding and must
be separately developed for each study region (IPCC, 2007). Furthermore the RCM
output is entirely dependent on the quality of the GCM boundary data inputs. The
resolution of RCMs is in some cases too large for application to smaller basins.
Nevertheless there are several RCMs available and these have been applied successfully
to sites in North America (Salathe et al., 2010), Asia (Gong and Wang, 2006;
Chotamonsak et al., 2011) and Europe (Kjellstrom et al., 2011). Kjellstrom et al. (2011)
compared several RCMs with different GCM inputs and found that much of the simulated
bias resulted from inability of the GCM to represent large-scale circulation patterns. The
choice of RCM and the corresponding parameterization scheme can also affect the output
as different RCMs produced different results (Kjellstrom et al., 2011).
1.2.2 Statistical Downscaling
Statistical downscaling can be achieved in several different ways. Regression
methods can be used to develop linear or non-linear relationships between coarsely-
scaled atmospheric “predictor” variables, such as wind speed and pressure, and single site
“predictand” variables such as precipitation (Wilby and Wigley, 1997). Artificial Neural
Networks (ANNs) are another type of regression method which has also been used to
downscale AOGCM data (Khan et al., 2006). ANNs have been applied successfully in
downscaling studies for North America (Khan et al., 2006), South America (Mendes and
Marengo, 2010), Asia (Deepthi and Deo, 2010; Lin et al., 2010; Goyal and Ojha, 2011)
and Europe (Moustris et al., 2011). A study by Khan et al. (2006) in Quebec, Canada
found that the ANN was outperformed by other statistical downscaling techniques,
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namely Long Ashton Research Station Weather Generator (LARS-WG) and the
Statistical DownScaling Model (SDSM).
Weather classification schemes are another approach to statistical downscaling.
The observed meteorological data is related to weather classification schemes, typically
using principal components analysis, canonical correlation analysis, neural networks,
fuzzy rules, or other pattern recognition techniques based on correlations (Wilby and
Wigley, 1997). Relationships are developed between large and local scale climate
variables using conditional probability distributions and these relationships can be used to
stochastically simulate meteorological variables (Wilby and Wigley, 1997). Future
climate simulations are developed using the larger scale outputs from AOGCM models. It
is important to ensure the generated relationships are physically sensible when using
weather classification techniques (Wetterhall et al., 2007). Wetterhall et al. (2007)
successfully applied a weather classification scheme based on fuzzy rules to simulate
climate data over Central Sweden.
The most popular technique for statistical downscaling involves the use of
stochastic weather generators. The advantage of weather generators is that they can be
used to generate synthetic climate series of any length with the same characteristics as the
input data. These long synthetic datasets are particularly useful for risk analysis of
extreme events for water resources applications. There are a variety of different tools
available, generally falling into three categories: parametric, semi-parametric and non-
parametric. Table 1 presents a summary of each stochastic weather generator category,
with examples of various applications from the literature.
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Table 1.1: Summary of stochastic weather generator types
Parametric weather generators typically use a Markov chain to determine the
occurrence of wet or dry days, with probability distributions for simulations of
precipitation amounts, temperatures and other variables (Wilby et al., 2004). Many of the
models are extensions of the original WGEN approach, proposed by Richardson (1981).
Table 1 provides some examples of parametric weather generators that have been
successfully applied for single-site simulations of daily precipitation. While the
parametric approaches have the advantage of being computationally simple, they have
several drawbacks. These models require the user to make strong assumptions and
Weather
Generator
Category
Description Examples
Parametric
-Markov chains to determine wet or
dry day probability
-Probability distributions are
derived for precipitation amounts,
temperatures and other variables
-Spatial correlations must be
assumed for multisite applications
-WGEN (Craigmile and Guttorp, 2011; Soltani
and Hoogenboom, 2003; Kuchar, 2004)
-SIMMETEO (Geng et al., 1988; Soltani and
Hoogenboom, 2003; Elshamy et al., 2006)
-WGENK (Kuchar, 2004)
-AAFC-WG (Qian et al., 2004)
-GEM (Hanson and Johnson, 1998)
Semi-parametric
-Typically involve some parametric
and empirical components
-Each model uses a different
approach
-Spatial correlations must  be
assumed for multisite applications
-SDSM (Dibike and Coulibaly, 2005; Wilby
and Dawson, 2007; Khan et al., 2006; Chen et
al., 2010; Hashmi et al., 2011; Liu et al., 2011)
-LARS-WG (Mavromatis and Hansen, 2001;
Semenov and Barrow, 2002; Qian et al., 2004;
2008;  Dibike and Coulibaly, 2005; Semenov,
2008; Rivarola Sosa et al., 2011; Abbasi et al.,
2011; Hashmi et al., 2011)
Non-parametric
-Resampling approach to select
daily weather
-Multisite application by selecting
corresponding daily weather from
all stations
-Nearest Neighbour Resampling (Young,
1994; Lall and Sharma, 1996; Sharma and Lall,
1999; Brandsma and Buishand, 1998; Buishand
and Brandsma, 2001; Wojcik and Buishand,
2003; Yates et al., 2003)
-KnnCAD Version 1 (Sharif and Burn, 2007)
-KnnCAD Version 2 (Prodanovic and
Simonovic, 2008),
-KnnCAD Version 3 (Eum and Simonovic,
2008; Eum et al., 2010; Eum and Simonovic,
2012)
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necessitate careful statistical diagnostic checks to ensure that the characteristics of the
historical time series are adequately captured in the resulting synthetic series. The models
are quite sensitive to the assumptions regarding the probability distributions of the input
variables (Sharif and Burn, 2007). When used with low-order Markov dependence, some
models cannot adequately simulate wet and dry spell lengths, often underestimating the
prolonged drought or rainfall events (Semenov and Barrow, 1997; Dibike and Coulibaly,
2005; Sharif and Burn, 2007; Mehrotra and Sharma, 2007).
Semi-parametric weather generators have been developed to overcome some of
the issues with the parametric approaches. There are a variety of different semi-
parametric algorithms that have been used to simulate temperature and precipitation, each
with a combination of parametric and empirical components (Semenov and Barrow,
2002; Apipattanavis, 2007). The Statistical DownScaling Model (SDSM) and the Long
Ashton Research Station weather generator (LARS-WG) are two popular semi-
parametric approaches (Semenov and Barrow, 2002; Wilby and Dawson, 2007). SDSM is
a regression-based model with a stochastic component where large-scale, gridded
atmospheric predictors are used to linearly condition local predictand data (Wilby and
Dawson, 2007). AOGCM simulations are done using the large-scale atmospheric outputs
from the climate models as predictors. As such an inherent advantage is that the less
reliable AOGCM outputs of precipitation are not directly used. A drawback of SDSM is
that each predictand variable (eg. Precipitation, temperature) is simulated independently
so the relationships between them are not preserved. Furthermore it can only be used on
one site at a time; spatial correlations must be assumed in any multisite applications using
this approach. Nevertheless SDSM has been applied successfully to simulate temperature
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and precipitation data in many regions around the world (Khan et al., 2006; Chen et al.,
2010; Hashmi et al., 2011; Liu et al., 2011).
LARS-WG uses semi-empirical wet and dry spell distributions in the simulation
of precipitation occurrence; amounts are simulated conditional on the spell length and
temperatures are simulated conditional on the day’s wet or dry status (Semenov and
Barrow, 2002). AOGCM scenarios are simulated by applying change factors to the
historical input data. Some studies have found that LARS-WG underestimates the
occurrence of extreme temperature events (Mavromatis and Hansen, 2001; Qian et al.,
2004; Semenov, 2008). However, LARS-WG has been successfully employed in the
simulation of climate data at several locations around the world (Khan et al., 2006;
Rivarola Sosa et al., 2011; Abbasi et al., 2011).
A common drawback is that most parametric and semi-parametric models require
statistical assumptions regarding the probability distributions of climate variables. These
distributions are highly site-dependent and necessitate a very careful calibration process.
Another limitation is that for multi-site applications, the user must assume spatial
correlations between the variables at the different weather stations. Non-parametric
weather generators have evolved as a simple way to simulate climate data at multiple
sites while avoiding the limitations of the previous approaches. They have been employed
successfully for multiple sites in a variety of regions (Young, 1994; Yates et al., 2003;
Mehrotra et al., 2006; Sharif and Burn, 2006; Eum et al., 2010). Most of the existing
algorithms are extensions of the Young (1994) approach, using a nearest-neighbour
resampling scheme in selection of the next day’s weather. Resampling is done with
replacement from the observed record, usually from a subset of days with similar
15
characteristics to the current day, based on their Euclidian distance (Yates, 2003; Sharif
and Burn, 2006).
Yates (2003) developed a more recent version of the approach, employing the
Mahalanobis distance metric to retain the closest “K” neighbours from a subset of days
within a temporal window that is centered on the current day. The Mahalanobis distance
is advantageous over the Euclidian distance metric because it is scale-invariant and takes
into account correlations between the variables (Yates, 2003). One of the K-nearest
neighbour days is then selected using a cumulative probability distribution based on the
ranks of the Mahalanobis distances for each of the K days (Sharif and Burn, 2006). By
choosing the corresponding weather for all stations, multisite application is simply
achieved and spatial correlations are preserved. The K-Nearest Neighbour (Knn) model
of Sharif and Burn (2006) is an extension of Yates (2003), hereinafter referred to as
KnnCAD Version 1 (V1). A limitation to this approach is that it has not been successful
for simulations of temperature. Since the daily values are reshuffled, the temporal
correlation structures in the daily temperatures are lost – this is of crucial importance for
watersheds where major floods result from snow accumulation and melt and also in
glaciated basins where the much of the summer flow comes from snow melt and glacial
runoff. Another limitation to the KnnCAD models is that the observed values are merely
reshuffled– thus the simulated maximum and minimum values are the same as those in
the observed record (Yates, 2003). Sharif and Burn (2006) attempted to perturb the
resampled variable values in order to generate alternative extreme values; while their
method worked well for precipitation, it was not successful for perturbation of
temperature variables (Eum and Simonovic, 2011).
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Overall there are a wide variety of downscaling approaches, both dynamic and
statistical. Statistical downscaling using weather generators is popular due to its relative
simplicity and the creation of synthetic time series of any length representative of a
stationary input climate or future climate scenarios from AOGCMs. These synthetic
series are particularly useful in water resources applications for risk assessments of
extreme precipitation events.
1.3 Research objectives
The major objectives of this work can be summarised as follows:
 Improve the ability of the KnnCAD weather generator to simulate daily
temperature variables by (a) ensuring the temporal correlations in maximum and
minimum temperatures are reproduced, and (b) generating unique daily
temperature values by developing a perturbation scheme for temperatures.
 Develop a generic perturbation equation for KnnCAD that can be used for both
precipitation and temperature values.
 Evaluate the proposed weather generator model along with other downscaling
tools (namely LARS-WG and SDSM) in terms of their ability to simulate
historical climate characteristics at the Upper Thames River Basin.
 Assess the potential impacts of climate change on temperature and extreme
precipitation in the Upper Thames River Basin using 6 different AOGCM models,
each with two to three emission scenarios, comparing the downscaled outputs
from KnnCAD and LARS-WG.
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1.4 Organization of Thesis
Chapter Two provides a detailed methodology of the downscaling approaches
used and the proposed modifications to KnnCAD. First a detailed description of each
downscaling tool is presented along with an overview of relevant studies and the
strengths and limitations of each approach. Following is a description of the most recent
version of the KnnCAD model (Version 3), along with a description of the proposed
perturbation schemes for temperature and precipitation. Next a description of the updated
KnnCAD Version 4 (V4) is provided and the methods of comparison of the three
approaches are presented.
The third chapter in this thesis presents a case study of the Upper Thames River
Basin. A description of the study area and the data used is provided, followed by
calibration and validation of each of the three downscaling tools. A comparison of the
validation results is presented. Downscaling results from the AOGCM data for LARS-
WG and KnnCAD are shown in Chapter Four.
The fifth chapter of this work is a summary of the results and some concluding
remarks, as well as recommendations for future work in this area.
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CHAPTER TWO
METHODOLOGY
Downscaling is a process which derives locally-scaled future climate projections
from the coarsely-gridded AOGCM outputs. Weather generators are popular stochastic
simulation tools that can be used with historical daily climate records and AOGCM
outputs to produce future climate scenarios at a watershed scale. The advantage of
stochastic climate simulation is that synthetic series of any length can be produced and a
risk assessment of extreme events can be performed. There are several weather generator
algorithms that have been employed in the literature. Two user-friendly weather
generators that are widely available are the regression-based downscaling model, SDSM
and semi-empirical LARS-WG. KnnCAD is a nonparametric weather generator. The
following chapter provides a description of the various downscaling tools used in this
thesis followed by some proposed modifications to the KnnCAD algorithm.
2.1 Climate simulation for hydrologic impact assessments
In simulating the climate for hydrologic assessment of climate change, the most
important variables are precipitation, maximum temperature and minimum temperature.
Precipitation is highly variable in time and space, typically with a skewed or lognormal
probability distribution (Wilby and Dawson, 2007). Daily precipitation amounts do not
have a high temporal correlation. Depending on the region of consideration, precipitation
can have seasonal trends. For example in southwestern Ontario, there are generally more
extreme precipitation events during June to September and there are a higher number of
wet days during the fall to early spring months (Environment Canada, 2012). As
19
increasing temperatures due to climate change result in more evaporation and
atmospheric water vapour, extreme precipitation events are predicted to increase in the
future for high-latitude regions such as Canada (IPCC, 2007).
In the simulation of precipitation amounts, LARS-WG first calculates wet and dry
series lengths. Semi-empirical relationships derived from the historical record are used to
simulate precipitation amounts conditional on the wet series length (Semenov and
Barrow, 2002). The nonparametric KnnCAD weather generator simulates daily
precipitation amounts by reshuffling the historical daily values from within a temporal
window centred on the current day (Eum et al., 2010). For the regression-based tool
SDSM, linear regression relationships between large-scale atmospheric variables and the
local precipitation data are generated and these are used to simulate daily precipitation
series (Wilby and Dawson, 2007). Similar to LARS-WG, the SDSM precipitation
amounts are simulated conditional on the wet series lengths (Wilby and Dawson, 2007).
In prediction of future climate scenarios, the AOGCM outputs for precipitation
are not as reliable as the other variables because of the high spatial and temporal
variability of the data and the local forcing within each grid cell. As such, the AOGCM
precipitation outputs are typically applied indirectly in downscaling studies of climate
change. For SDSM downscaling, the derived regression relationships are used with the
large-scale AOGCM variable outputs to produce future precipitation scenarios (Wilby
and Dawson, 2007). For weather generators LARS-WG and KnnCAD, change factors are
applied to the daily station data from the AOGCM outputs to produce modified scenario
input files (Semenov and Barrow, 2002; Eum et al., 2010).
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Temperatures are generally less variable in time and space than the precipitation
amounts. In high-latitude regions such as Canada, there is very strong seasonality in
temperature data. Typically, temperatures follow a normal or bell-shaped distribution
(Semenov and Barrow, 2002; Wilby and Dawson, 2007). Daily maximum and minimum
temperature values have lag-1 autocorrelations of around 0.5 to 0.6, and decreasing
values at increasing lags for Ontario. Spatial correlation values are also fairly high and
decrease as the distance between weather stations increases. The IPCC (2007) predicts
that high-latitude regions will experience a greater temperature increase due to climate
change than in the mid-to-low latitude areas. As such, temperatures are an important
variable for hydrologic impact assessments of climate change in Canada where snow
accumulation and melt often contribute to flooding events.
Both SDSM and LARS-WG model temperatures as normally distributed
variables, however LARS-WG simulates temperatures conditional on wet or dry day
status. Because of the stochastic process used in SDSM and LARS-WG, the weather
generators have difficulty reproducing the temporal correlation structure of daily
temperatures (Sharif et al., 2007). Furthermore, the assumption of spatial correlations is
required for use with multiple weather stations (Sharif et al., 2007). KnnCAD
stochastically simulates temperature values by resampling similar daily values from the
historical record – this procedure also results in a loss of the temporal correlation
structure. The weather generator can effectively simulate the spatial correlations in
temperatures due to the simultaneous resampling procedure (Sharif et al., 2006; Eum and
Simonovic, 2011).
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The AOGCM predictions of temperature are generally more reliable than those of
precipitation. For LARS-WG and KnnCAD, change factors from the AOGCM outputs
for temperature are applied to the observed daily station data to create AOGCM-modified
input data for the weather generators (Semenov and Barrow, 2002; Eum et al., 2010).
SDSM develops linear regression relationships between large-scale atmospheric
reanalysis variables and the station temperature records. These are then used with the
AOGCM outputs from the same large-scale variables to produce a downscaled daily
temperature series (Wilby and Dawson, 2007).
2.2 Description of downscaling methods
SDSM is a popular downscaling tool where the user develops regression
equations on an annual, seasonal or monthly basis between large-scale atmospheric
variables and locally scaled data. The developed regression equations are used to
stochastically simulate the local climate variables such as precipitation or temperature.
The LARS-WG model differs from SDSM in that it develops semi-empirical probability
distributions based on the locally observed data and uses these distributions to
stochastically simulate the climate. The nonparametric KnnCAD weather generator
essentially reshuffles the observed temperature and precipitation data for any number of
sites based on similarity to the current day of simulation. SDSM, LARS-WG and
KnnCAD each employ very different sets of assumptions regarding the simulation of
climate variables.
Both SDSM and LARS-WG have been successfully applied for downscaling of
AOGCM data in a number of Canadian studies (Dibike and Coulibaly, 2005; Khan et al.,
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2006; Qian et al., 2008). Some drawbacks to these popular downscaling tools are (a) each
model makes a set of statistical assumptions regarding probability distributions of the
climate variables, (b) spatial correlations must be assumed for multisite applications and
(c) because of the stochastic component in the models, temporal correlations cannot be
reproduced (Sharif and Burn, 2006). The KnnCAD weather generator is a nonparametric
model which can easily be applied for multiple sites and does not require any statistical
assumptions about the probability distributions of the climate variables. While KnnCAD
has been shown to effectively simulate the climate characteristics for regions of Ontario
(Sharif and Burn, 2006; Eum and Simonovic, 2011), the model has some inherent
limitations. Because daily values are reshuffled, the temporal correlations observed in the
daily temperature series are lost. Furthermore, the simulation of extreme events is limited
by those in the input dataset. As such, the KnnCAD model is extended in this thesis to
include a block resampling scheme with perturbation of the resampled daily precipitation
amounts and temperatures.
In the development of a new algorithm for the simulation of climate variables, it is
common practice to compare performance to other downscaling tools in terms of
reproducing historical climate characteristics (Khan et al., 2006; Chen et al., 2010; Liu et
al., 2011). A comparison of the validation results from regression-based SDSM, semi-
empirical LARS-WG and nonparametric KnnCAD using the same climate indices is
provided in this research to assess their individual strengths and weaknesses. Important
climate indices for precipitation are the total precipitation amounts on a monthly basis,
extreme daily precipitation amounts and a variety of wet spell lengths (with wet days
defined as days with greater than 0.5mm of precipitation). Daily precipitation means and
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standard deviations should also be considered. For temperatures, the mean monthly
values and extreme high and low daily temperature values should be reproduced by the
downscaling tools. Temporal correlation and the inter-site spatial correlations are also
important statistical characteristics that should be preserved in the simulated data.
Descriptions of SDSM and LARS-WG are provided in the subsequent sections, followed
by a description of the previous versions of KnnCAD and proposed modifications to the
algorithm.
2.2.1 SDSM
SDSM is a widely-used downscaling tool developed by R. Wilby and C. Dawson
in the UK, with the most recent update being Version 4.2. The downscaling tool has a
user-friendly interface coded in Visual Basic and comes with comprehensive instructions
and a worked example in the user manual (Wilby and Dawson, 2007). SDSM is a hybrid
stochastic weather generator and regression model, in which atmospheric predictor
variables from reanalysis datasets (such as wind speed, mean sea level pressure) are used
to linearly condition local-scale predictand variables including precipitation (Wilby and
Dawson, 2007; Koukidis and Berg, 2009). Precipitation simulation follows a conditional
process, in which local amounts are correlated with wet day occurrences, which are
correlated with the atmospheric predictors (Khan et al., 2006). An unconditional process
is used for simulation of temperatures, where direct relationships between the predictand
and the atmospheric predictors are assumed (Wilby and Dawson, 2007).
There are several tools within the program that can be used to select an
appropriate set of predictors. Predictor variable data must be standardized prior to
screening the various combinations (Wilby and Dawson. 2007). Correlation and partial
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correlation analyses are used to determine potential predictor variable combinations.
Knowledge of the physical relationships between climate variables is important to ensure
a reasonable set of predictors is used and avoid black-box application of the program
(Dibike and Coulibaly, 2005; Wilby and Dawson, 2007; Liu et al., 2011). Furthermore
the selected predictors should not be highly correlated with one another as this can result
in over-fitting (Wilby and Dawson, 2007; Liu et al., 2011).
There are a variety of transfer functions available to improve the correlations
between the predictand and predictors. In general the correlations between skewed daily
precipitation amounts and the predictor variables are quite low. As such, the fourth root
transformation is recommended to normalize the distribution of precipitation amounts
and improve correlations (Wilby and Dawson, 2007). Temperatures are normally
distributed so no transformations are required. The model can also be classified as
monthly or annual depending on the variable being simulated.
Calibration and validation of precipitation, maximum and minimum temperature
occur separately. Each predictand variable must be screened with a variety of predictor
variable combinations and outputs tested until a satisfactory validation is achieved. Half
of the available data should be used in calibration of the model, and the outputs should be
validated by comparison with the second half of the data. Relevant combinations of
predictors and transfer functions are tested for each predictand, using different values for
bias correction and variance inflation to best replicate the observed data. Predictor
combinations are chosen based on the ability of the model to adequately simulate climatic
variability using an independent dataset for validation. Researchers typically test up to 26
different gridded reanalysis predictor variables to select appropriate predictors (Khan et
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al., 2006; Chen et al., 2010; Liu et al., 2011; Hashmi et al., 2011). The appropriate grid
box size must also be selected during the calibration process (Tomozeiu et al., 2007).
Following validation of the model, future scenarios can be simulated using the regression
equations developed between the atmospheric reanalysis data and the predictands. Instead
of the historical reanalysis outputs, AOGCM outputs are used as predictors. As such the
AOGCM predictor data is directly employed in downscaling precipitation and
temperature and thus daily outputs from the AOGCMs are required.
SDSM has been applied for downscaling AOGCM data in Europe (Diaz-Nieto
and Wilby, 2005; Wetterhall et al., 2007; Tomozeiu, 2007), Asia (Chen et al., 2010; Liu
et al., 2011), New Zealand (Hashmi et al., 2011) and North America (Dibike and
Coulibaly, 2005; Koukidis and Berg, 2010). Most studies validate SDSM performance by
comparing the historical simulations to the observed data. Chen et al. (2010) in a study of
a Taiwanese river basin found that SDSM underestimates precipitation amounts greater
than 10mm as well as extreme precipitation events, defined as those larger than 50mm for
this basin. The model was also found to underestimate the standard deviation of daily
precipitation amounts while overestimating precipitation occurrence (Chen et al., 2010).
Dibike and Coulibaly (2005) found that the mean and standard deviation were simulated
very well by SDSM in a study of Northern Quebec. Their results showed a slight
underestimation in the duration of wet spells but overall SDSM was found to perform
well in the study area.
In downscaling with SDSM, careful attention must be given to the choice of
predictor variables and their domain (grid box) sizes as the results can be significantly
affected by these choices (Tomozeiu et al., 2007; Liu et al., 2011). This can be quite time
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consuming with the involvement of up to 26 predictor variables and the screening of
various combinations of predictors and domain sizes using different transfer functions
(Tomozeiu et al., 2007; Liu et al., 2011; Hashmi et al., 2011). An inherent limitation to
this approach results from each variable being simulated separately; the relationships are
not preserved between simulated daily variables such as maximum and minimum
temperature or temperature and precipitation. Furthermore, application to multiple sites
would require some assumptions regarding the spatial correlations between sites.
2.2.2 LARS-WG
LARS-WG is a weather generator tool which was developed by Dr. M. Semenov
in the UK for agricultural impact assessments (Racsko et al., 1991; Semenov and Porter,
1994; Semenov and Barrow, 1997). Inputs to the model are locally observed daily
precipitation amounts, maximum and minimum temperatures and solar radiation. For
calibration of the model, LARS-WG analyzes the observed precipitation series to
determine the statistics of wet day occurrence and mean daily precipitation. Semi-
empirical distributions are then developed to simulate wet (precipitation greater than 0
mm) and dry spell lengths with daily precipitation amounts conditional on the spell
length (Semenov and Barrow, 2002; Khan et al., 2006; Hashmi et al., 2011).
The semi-empirical distributions of spell lengths are developed for each month
using histograms with ten varying interval sizes, using smaller intervals for smaller spell
lengths and larger intervals for larger spell lengths (Semenov and Barrow, 2002).
Monthly semi-empirical distributions of precipitation amounts are also generated for
different wet spell lengths. These are used to simulate the daily precipitation amounts
conditional on spell length. In temperature simulation, a conditional process is used with
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temperatures derived based on the day’s wet or dry status. Historical temperature records
are analyzed in the calibration phase to determine the mean and standard deviation for
each month for both wet and dry days. Annual variation in temperature standard
deviations are approximated using Fourier series, and the normal distribution is used for
the residuals (Semenov and Barrow, 2002; Khan et al., 2006). The average
autocorrelations of temperature are also computed and used in the simulation of
temperature values (Semenov and Barrow, 2002). If the simulated minimum temperature
is above maximum temperature, its value is replaced by the maximum temperature minus
0.1 degrees (Semenov and Barrow, 2002).
LARS-WG simulates ensembles of synthetic climate data based on the statistical
parameters derived from the historical input record. Calibration is performed using the
first half of the data (as many years as possible to provide a sufficient calibration) and an
independent validation follows with the second half or a portion of the data. Simulations
of AOGCM-driven future scenarios are generated with modified temperature and
precipitation input data, where change factors from AOGCM data are applied to the
observed record. Change factors for wet and dry series, monthly precipitation amounts,
solar radiation and the mean and standard deviation of temperatures are applied to the
historical files to produce climate change scenarios (Semenov and Barrow, 2002). This
differs from the SDSM approach in which large-scale gridded daily AOGCM data are
directly used as predictor variables (Wilby and Dawson, 2007).
LARS-WG has been validated for several sites around the world (Dibike and
Coulibaly, 2005; Khan et al., 2006; Qian et al., 2008; Semenov, 2008; Hashmi et al.,
2011). Some studies have shown that LARS-WG is unable to reproduce extreme
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temperature events, perhaps due to the assumed cross-correlation between maximum and
minimum temperatures or the assumption of normality in all simulated temperature
values (Qian et al., 2004; 2008; Khan et al., 2006; Semenov, 2008). Precipitation
simulation is generally very good in most regions (Qian et al., 2004; 2008; Dibike and
Coulibaly, 2005; Khan et al., 2006; Semenov, 2008).
2.2.3 KnnCAD
The KnnCAD weather generator is an extension of the model of Yates (2003),
presented below. The model essentially reshuffles the observed daily data, so application
to multiple sites is achieved by selecting the corresponding day’s weather at all stations.
In this way, the spatial correlations of the climate variables are inherently preserved. The
model works by creating a subset of days from each year in the historical record that are
centred on the current day, within a temporal window. The current day is removed to
prevent repeated daily values.  This subset of “potential neighbours” has length
L=N*(w+1)-1 for N years of record and a temporal window of length w. The regional
average from all stations is computed for each variable and day in the potential
neighbours. These potential neighbour averages are then compared to the current day’s
regional average using a distance metric; the Mahalanobis distance (Yates, 2003; Sharif
and Burn, 2006). Based on their distance from the current day, the potential neighbours
are ranked and the first K are selected, the “K-nearest neighbours”. Based on the days’
ranks, a cumulative probability distribution is developed. The next day’s weather is then
selected by generating a random number u(0,1) and comparing this to the probability
distribution, selecting the closest day. As such, days which are more similar to the current
day have a greater probability of selection. The simulation proceeds until a dataset of
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reshuffled values is generated, with the same length as the input data set. The simulation
can be repeated several times to generate ensembles of synthetic daily data. AOGCM
simulations can be generated by applying monthly change factors to the input dataset.
The Yates (2003) approach has the following steps:
(1) Compute the regional means of p variables (x) across all q stations for each day in the
historic record following Equations (2.1) and (2.2):
= ̅ , , ̅ , , … , ̅ , ∀ = {1,2, … , } (2.1)
where ̅ , = ∑ , ∀ = {1,2, … , } (2.2)
(2) Choose a temporal window of length w, and select a subset of potential neighbours L
days long for each day in N years of record for all p variables, where = ∗ ( + 1) −1. Yates (2003) used a temporal window of 14 days in the Great Lakes region, so if
January 20th is the current day, the potential neighbours are all days that fall between
January 13th and January 27th for all N years, excluding the value of the current day.
(3) Compute the regional means , of the L potential neighbours (l=1,2,…,L) for each
day across all q stations.
(4) Compute the covariance matrix, Ct for day t using the potential neighbours from (3)
with a data block of size L by p.
(5) Randomly select the first time step (eg. January 1) consisting of p variables at q
stations from the N current day values.
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(6) Computation of the Mahalanobis distance dk expressed by Equation (2.3) between the
mean vector of the current days ( ) and the mean vector of each of the potential
neighbor values ( ), where l = 1, 2,…, L. T represents the transpose matrix operation,
and ( ) represents the inverse of covariance matrix for day t from step (4).
= ( − ) ( − ) (2.3)
(7) Select the number K of nearest neighbors to retain out of the L potential values.
Rajagopalan and Lall (1999) and Yates et al. (2003) recommend taking = √ .
(8) Sort the Mahalanobis distance metric from smallest to largest, and retain the first K
neighbours on the list. Use a discrete probability distribution weighting closest
neighbours highest for resampling one of the K values, following Equations (2.4) and
(2.5).
= /∑ / ∀ = {1,2, … , } (2.4)
= ∑ ∀ = {1,2, … , } (2.5)
(9) Generate a random number, u(0,1) and compare this to the cumulative probability,
, to determine the current day’s nearest neighbor. The day m for which u is closest to
is selected as the nearest neighbor and the corresponding weather is used for all
stations in the region. Through this step, spatial correlation among the variables is
preserved.
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(10) Repeat Steps (6) through (9) for each day in the historical record. For multiple
ensembles, the algorithm starts again at Step (5), selecting the January 1 value and
producing a new ensemble.
A limitation of the Yates (2003) approach is that the simulated maximum and
minimum precipitation and temperature values are equal to those in the historical record.
As such, Sharif and Burn (2006) added a perturbation component for resampled
precipitation in the KnnCAD Version 1 (V1). Steps (1) through (9) remain the same as
Yates (2003) above and perturbation follows:
(10) To generate values outside the observed range, perturbation is used. A conditional
standard deviation, , , is estimated from the K-nearest neighbours for precipitation at
time t, station j. Using Equation 2.6 a bandwidth, ,is determined.
= 1.06 / (2.6)
Perturbation is next, using Equation 2.7:
= + (2.7)
Where is the precipitation variable at station j and time t obtained in step 9, is the
value of that variable obtained after perturbation, is a random variable which is
normally distributed (zero mean, unit variance) for day t. Negative values of precipitation
are prevented from being produced by employing a largest acceptable bandwidth in
Equation 2.8:
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= /1.55 (2.8)
The value z=1.55 corresponds to a significance level of α=0.06. If again a negative value
is returned, a new value for zt in Equation 2.7 is generated (Sharif et al, 2006).
(11) Steps 6 through 10 are repeated for each day in the observed record to produce a
synthetic output file of the same length. Multiple simulations can be run to produce long
datasets of synthetic climate data for a site.
The perturbation component added by Sharif and Burn (2006) is shown to
produce extreme precipitation values which exceed the values in the historic record while
still producing reasonable values and preserving important precipitation characteristics.
Prodanovic and Simonovic (2008) included a leap year modification in their version,
KnnCAD Version 2 (V2). Eum and Simonovic (2008) added principal components
analysis to allow for the inclusion of more climate variables without increasing
computational demand in the Mahalanobis distance calculation for the KnnCAD Version
3 (V3). The KnnCAD V3 algorithm modifies Step (6) from KnnCAD V1 and V2 as
follows:
(6a) Calculate the eigenvector and eigenvalue from the covariance matrix Ct.
(6b) Retain the eigenvector E which corresponds to the highest eigenvalue which
explains the largest fraction of variance in the p variables.
(6c) Calculate the first principal component using E from (6b):
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= (2.9)
= , ∀ = {1,2, … , } (2.10)
Where PCt and PCl are one-dimensional values for the current day, t and the lth neighbor
transferred from the eigenvector in (6b).
(6d) Calculation of the Mahalanobis distance using the values obtained in Equations (2.9)
and (2.10) as well as the variance, Var(PC), between all L values of PCk.
= ( )( ) ∀ = {1,2, … , } (2.11)
The remainder of the algorithm remains the same as in the previous KnnCAD Versions 1
and 2. The KnnCAD Version 3 has been shown to effectively reproduce historical
temperature and precipitation characteristics in South Korea (Eum et al., 2010) and
Canada (Solaiman et al., 2010; Eum and Simonovic, 2011).
2.3 KnnCAD Version 4
The KnnCAD Version 4, developed in this research, attempts to resolve the
limitations of the previous versions: (a) loss of temporal correlation in simulated
temperatures and (b) requirement for a perturbation scheme for reshuffled precipitation
and temperature data. This is done through the introduction of a block resampling scheme
with a new perturbation approach for both temperature and precipitation. By perturbing
the reshuffled temperature and precipitation data, the simulation of extreme values is
enhanced. This is of particular importance for downscaling with KnnCAD as extreme
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temperature and precipitation events are projected to increase in the future, especially in
higher latitude regions such as Canada. It is important to predict the changes in extreme
events in order to adapt to the changes and reduce the negative impacts of flooding and
drought events.
2.3.1 Block Resampling
A major drawback in the previous versions of KnnCAD is that, due to the
reshuffling of daily temperature values, the temporal correlation structure cannot be
preserved by the model. Temporally correlated simulations of temperature are a crucial
input for hydrologic models, especially in basins where snow accumulation and melt
contribute to runoff formation that may lead to flooding events. Temperature simulations
with low correlation would thus limit the ability of hydrologic models to accurately
simulate the snow accumulation and melting events. Furthermore for hydrologic
modelling in glaciated basins, temporally correlated temperature data are a crucial input
for predicting ablation and glacier runoff contribution to stream flow.
To enhance simulation of the temporal correlation structure for temperature
variables, a block resampling modification to the KnnCAD V3 is proposed. Instead of
resampling only one day at a time, a block of B days is selected from the historical
record. B is selected based on the observed daily correlations of temperatures. It should
be as large as required for the model to reproduce the observed autocorrelations.
2.3.2 Proposed Precipitation Perturbation
It is important that the KnnCAD-reshuffled precipitation amounts are perturbed to
enhance the simulation of extreme values and produce values outside of the range of the
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historical data. Precipitation is highly variable in time and space; merely resampling from
the historical record does not provide simulation of events with differing magnitudes at
the various sites. Simulation of extreme precipitation is one of the major objectives of
climate change impact assessments as the occurrence and magnitudes of extreme events
are projected to change in the future (Allan and Soden, 2008; Pall et al., 2011).
One of the limitations of the previous KnnCAD models is the perturbation
component for precipitation: For the perturbation bandwidth calculation described in the
previous section, a standard deviation is estimated from the K-Nearest Neighbour
precipitation values; depending on the choice of K, there might be very few or no wet
days in the nearest neighbour subset to estimate a standard deviation from. To prevent
negative precipitation values a maximum acceptable bandwidth is selected based on a
specified significance level but this does not always prevent the algorithm from
simulating a negative number. In the case of a negative precipitation amount, a new
random value must be generated in the perturbation step until the precipitation value
becomes positive. The selection of the maximum bandwidth value is somewhat ad-hoc.
To improve precipitation simulation by the KnnCAD algorithms, a new
perturbation component for precipitation amounts is introduced for KnnCAD V4. The
proposed algorithm makes no ad-hoc assumptions regarding a threshold level to prevent
negative precipitation values – instead the equation inherently produces values above
zero while still producing perturbed precipitation amounts that can be either higher or
lower than the unperturbed value. Equation 2.11 is used for the perturbation of non-zero
precipitation values:
, = , + 1 − (2.11)
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Where , and , are the perturbed and unperturbed values of precipitation at
station j and time t, respectively. is an interpolation parameter chosen between 0 and
1. The Z value is a random variable from a two-parameter lognormal distribution.
Lognormal distributions for precipitation amount have been employed in several studies
(Meza, 2005; Wu, 2006; Forman et al., 2008; Carreau and Vrac, 2011). The mean of the
lognormal distribution is set equal to the unperturbed precipitation value, , , and the
variance, , , is calculated from the nonzero precipitation values in the potential
neighbours (of length L). The L-potential neighbours are used instead of the K-nearest
neighbours to ensure there are enough nonzero precipitation values to calculate an
accurate variance. The method of moments from Singh (1998) is used to calculate the
parameters (Bm and Am) of the lognormal distribution, following Equations 2.12 and 2.13
(Equations 6.53 and 6.54 from Singh, 1998, respectively).
, = log ,, + 1 (2.12)
, = log , − , (2.13)
Calculation of the random variable follows Equation 2.14:
, = exp , + , ∗ (2.14)
Where is a random normal variable and the same value is used for all stations to
preserve inter-site correlation, along with each station’s , and , values. The
value of Zj,t is calculated and used in Equation 2.11 with the corresponding unperturbed
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precipitation value , and the precipitation interpolation parameter to determine the
perturbed value , .
2.3.3 Proposed Temperature Perturbation
Eum and Simonovic (2011) found that the perturbation equation of Sharif and
Burn (2006) could not be successfully applied for temperature simulation. In their study,
the perturbation scheme is tested using various significance levels for the maximum
bandwidth to prevent unreasonable high or low values. Results show that the perturbed
values contain unacceptably high and low temperatures that are not characteristic of the
historical climate (Eum and Simonovic, 2011). In simulating the climate for hydrologic
impact assessments, it is essential that the characteristics of the observed temperature
series are reproduced in order to effectively predict snow accumulation and melt for
hydrologic modelling. This issue becomes even more significant when downscaling
AOGCM temperature outputs with the KnnCAD model since the resultant series will
have even higher temperature values. Perturbation of the resampled temperature values is
important because an overall hotter climate with more high temperature days can be
expected in the future.  Perturbation essentially provides a smoothing of the input dataset
so that values in between and exceeding the observations can be generated.
Because the perturbation method of Sharif and Burn (2006) did not produce
acceptable results for the simulation of temperatures (Eum et al., 2011), a new
temperature perturbation scheme is proposed. The equation is based on interpolation of
the reshuffled value using information from the K-nearest neighbour subset. A normal
distribution is used for the random component of the interpolation since temperatures
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typically follow a normal distribution and this is the most commonly used distribution for
temperatures in many stochastic models (Richardson, 1981; Semenov and Barrow, 2002;
Hunt, 2011; Keelings and Waylen, 2012). The proposed method for perturbation of
simulated temperature values follows Equation 2.15:
, = , + 1 − (2.15)
Where , and , are the perturbed and unperturbed values of temperature variable i at
station j and time t, respectively. is an interpolation parameter and Zt is a random
normal variable with a mean equal to the unperturbed temperature value, , , and a
standard deviation, , , equal to that of the K-nearest neighbours for day t, station j, and
temperature variable i. To ensure maximum temperature is higher than minimum
temperature, the same random variable is used for both.
2.4 KnnCAD V4 Description
The updated KnnCAD Version 4 (V4) is described in detail below. Steps (1)
through (9) remain the same as in the previous versions of the model (Section 2.2.3). The
modifications are as follows:
(10) Resample B days from the historical record which follow the selected day (m) from
step (9) in Section 2.2.
(11a) Perturbation of the reshuffled temperature values ( , ) for temperature variable i,
station j and day t+b (where b=1,2,…,B), following Equation 2.16:
, = , + 1 − (2.16)
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Where , is the simulated perturbed value and is chosen between 0 and 1 (1
gives an unperturbed result and 0 yields a result based entirely on perturbation). For
preservation of temporal correlations, should be as large as is reasonable. Zt+b is a
normally distributed value with a mean of , and a standard deviation of , ,
calculated from the K-nearest neighbours for day t, station j, and temperature variable i.
To prevent maximum temperature from exceeding minimum temperature, the same
random normal variable z is used for both maximum and minimum temperature across all
stations and its value is transformed using the variables’ corresponding , and ,
values.
(11b) Perturbation of the reshuffled precipitation value ( , ) for station j and day t+b
(where b=1,2,…,B), following Equation 2.17:
, = , + 1 − (2.17)
Where is calculated using Equations 2.12 to 2.14 above and is chosen between
0 and 1 (should be as large as is reasonable to preserve autocorrelation).
(12) Repeat steps 6 through 10 until the end of the historical record is reached. Multiple
simulations can be done to produce long synthetic datasets.
The KnnCAD V4 program is coded in R programming language and has a Visual
Basic user interface (See the CD in Appendix E). The user specifies the number of
stations, a block length, interpolation parameters and number of ensembles for the
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simulation as well as start and end dates, as shown in Figure 2.1. There are several
options for variable combinations that the user can choose from. For single-variable
simulations such as precipitation or mean temperature, the algorithm uses the
Mahalanobis distance equation in Step (6) from KnnCAD V1 and V2, developed by
Yates (2003) as described above. For simulations of two or more variables such as
maximum and minimum temperature, precipitation and mean temperature or
precipitation, maximum and minimum temperature, the principle components analysis
equation of Eum and Simonovic (2008) in Step (6) of KnnCAD V3 is used. The user can
also generate future scenario inputs by applying monthly AOGCM change factors as
shown in Figure 2.2. The KnnCAD V4 interface also includes analysis of the simulated
results, displaying the coefficients of determination of several climate indices as well as
dot plots. Figure 2.3 shows a screenshot of the output analysis. These are particularly
useful in the calibration process.
Figure 2.1 KnnCAD V4 user interface
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Figure 2.2 KnnCAD V4 scenario generation
Figure 2.3 KnnCAD V4 output analysis
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2.5 Comparison of SDSM, LARS-WG and KnnCAD V4
To evaluate the performance of KnnCAD V4 as a downscaling tool, its ability to
preserve statistical characteristics at the site is compared to other weather generators,
namely SDSM and LARS-WG. Each of the three weather generators employs very
different sets of assumptions for the simulation of daily weather.
It is important that the weather generators can reproduce historical characteristics
of precipitation, maximum temperature and minimum temperature at the study area.
These characteristics include the total monthly precipitation and extreme daily
precipitation amounts, extreme daily temperatures, wet spell lengths as well as spatial and
temporal correlations. Boxplots are an effective way of presenting the range of simulated
information as each box represents the interquartile range (25th and 75th percentiles) of
the data, with the middle bar representing the median and the whiskers extending to 1.5
times the interquartile range. Outliers are plotted as dots. Dot plots are another way of
comparing the simulated data to the observations, as they can effectively show the spread
of the simulated values from each ensemble. Statistical measures such as the coefficients
of determination are useful for comparing and ranking the ability of the weather
generators to reproduce the historical climate indices. Statistical tests such as the
Wilcoxon rank-sum test for equality of means and the Levene’s test for equality of
variances are also useful. By comparing validation results from KnnCAD V4, SDSM and
LARS-WG based on the ability of the models to preserve historical climate indices, the
effectiveness of each tool for downscaling in the study region can be evaluated.
It is also important to determine how the AOGCM downscaling results from the
different tools compare with one another. Because each approach involves different
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assumptions and methodologies, downscaling results can differ significantly.
Quantification of this is important since many researchers use only one downscaling
approach in climate change impact assessments (Buishand and Brandsma, 2001; Kuchar.,
2004; Schoof et al., 2005; Sharif and Burn, 2006; Elshamy et al., 2006; Mendes and
Merengo, 2010; Kwon et al., 2011; Moustris et al., 2011). Inputs to each of the
downscaling tools should be as similar as possible to provide an accurate comparison.
Comparisons of the historical and downscaled total monthly precipitation amounts, mean
temperatures as well means and standard deviations of daily precipitation amounts are
provided for each AOGCM. A comprehensive impact assessment of climate change on
the study area is performed by including several AOGCMs and evaluating results from
different downscaling tools.
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CHAPTER 3
APPLICATION
The downscaling methods investigated in this study have been tested in a climate
change impact assessment for the Upper Thames River Basin, in Ontario, Canada. In this
chapter, a description of the study area is provided followed by the description of data
collected and used in the study. Next, calibration and validation of SDSM, LARS-WG
and KnnCAD V4 is described in detail. A comparative discussion of the results is
provided and then AOGCM downscaling results are presented.
3.1 Study Area
The Upper Thames River basin (UTRB), shown in Figure 3.1, is located between
the great lakes of Erie and Huron, in southwestern Ontario, Canada. The basin has an area
of 3421km2 and a total population of 515,640 in 2011 (Census Canada, 2011; UTRCA,
2012). The UTRB covers parts of Perth, Oxford and Middlesex counties and the largest
urban centre is London with a population of 475,000 (Census Canada, 2011). The Upper
Thames consists of all tributaries above Delaware, which is a community located
approximately 20km downstream from London. The UTRB consists of two major
branches, the North (1750km2), which flows for about 60km through Mitchell and St.
Mary’s before meeting up with the South branch in downtown London (UTRCA, 2008).
The South branch (1360km2) flows for about 80 km through Tavistock and Woodstock
and meets the North branch in London (Solaiman, 2011). Beyond Delaware, the Lower
Thames River flows into Lake St. Clair. The total length of the river is about 273km and
its average annual discharge is 36 m3/s (Solaiman, 2011). Annually, the basin receives
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95.5cm of precipitation and about 40% of this is carried downstream by the Thames
(Wilcox, 1998). The remainder (60%) is lost through evaporation, infiltration into
groundwater, storage in ponds and wetlands or evapotranspiration by plants. These values
vary seasonally due to increased evapotranspiration and evaporation in the summer
(Wilcox, 1998).
Figure 3.1: The Upper Thames River Basin. Source: Statistics Canada, 2006.
The UTRB has a history of major flooding events, typically occurring in March or
April due to spring snowmelt. Historically, floods have also occurred in other months as a
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result of extreme rainfall events for example in September, 1986, July, 2000, and
December, 2008 (UTRCA, 2012). Flooding has been exacerbated by the clearing of
forested land for agricultural use, destruction of wetlands, and paving in urban centres.
Extreme rainfall events occurring over a large area for a short duration can also cause
flooding since the ground surfaces are primarily silt and clay material with relatively low
infiltration rates (Wilcox, 1998). After a major flood in 1883, construction of diking
systems in the City of London began; however the dikes were insufficient to protect the
city from the April 1937 flood after 152mm of rainfall fell on the watershed (Wilcox,
1998). This severe flooding event prompted the development of the Fanshawe and
Wildwood dams on the North Thames, and the Pittock dam on the South Thames.
There have been several studies dealing with the assessment of potential climate
change impacts on the UTRB, indicating vulnerability of the basin to future extreme
precipitation events and flooding (Sharif and Burn, 2006; Prodanovic and Simonovic,
2007; Solaiman et al., 2010; Simonovic, 2010; Eum and Simonovic, 2012). It is critical to
provide an accurate assessment of climate change impacts to guide water resources
management of the UTRB into the future. Updated Intensity-Duration-Frequency curves
and flood levels could aid decision makers in determining appropriate courses of action
for the management of the basin. Inclusion of several downscaling tools and AOGCM
models is critical to ensure that a wide range of possibilities is considered.
In this case study, a comparison of three downscaling tools namely SDSM,
LARS-WG and KnnCAD V4 is performed for the UTRB, as defined by the ability of
each model to reproduce the observed climate at the London Airport weather station.
Next, six different AOGCM models are collected, each with two to three emission
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scenarios and their outputs are downscaled for the UTRB using LARS-WG and KnnCAD
V4. A comparison of the downscaled results between models is performed in Chapter
Four and the implications for the UTRB are discussed.
3.2 Data
Historical climate data for Canada are available from Environment Canada’s
Canadian Daily Climate Data (CDCD) archives. Table 3.1 provides a list of the stations
used in this study including the latitudes, longitudes and elevations of each location.
Figure 3.1 shows the locations of the stations in the watershed. Stations are chosen based
on the length and completeness of historical records. Based on data availability, 27 years
of daily precipitation, maximum temperature and minimum temperature records from
1979-2005 are collected. To provide large-scale atmospheric predictor variables for the
SDSM model, North American Regional Reanalysis (NARR) gridded datasets are also
collected from the Data Access Integration website of the Canadian Climate Change
Scenarios Network (CCCSN, 2011). NARR are assimilated observations of historical
climate data from 1979 to the present day. The NARR variables chosen are mean sea
level pressure, specific humidity, northward wind speed, eastward wind speed. These
variables are collected to provide large-scale predictor inputs to the SDSM downscaling
model. Table 3.2 provides a list of the observed data used in this study.
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Table 3.1: Location of stations in the UTRB
Station Latitude
(deg N)
Longitude
(deg W)
Elevation
(m)
Station
Abbreviation
Blyth 43.72 81.38 350.5 Bl
Brantford 43.13 80.23 196.0 Br
Chatham 42.38 82.2 198.0 Ch
Delhi CS 42.87 80.55 255.1 De
Dorchester 43.00 81.03 271.3 Do
Embro 43.25 80.93 358.1 Em
Exeter 43.35 81.50 262.1 Ex
Fergus 43.73 80.33 410.0 Fe
Foldens 43.02 80.78 328.0 Fo
Glen Allan 43.68 80.71 404.0 Gl
Hamilton A 43.17 79.93 238.0 Ha
Ilderton 43.05 81.43 266.7 Il
London A 43.03 81.16 278.0 -
Petrolia Town 42.86 82.17 201.2 Pe
Ridgetown 42.45 81.88 210.3 Ri
Sarnia 43.00 82.32 191.0 Sa
Stratford 43.37 81.00 354.0 Str
St. Thomas 42.78 81.21 209.0 StT
Tillsonburg 42.86 80.72 270.0 Ti
Waterloo Wellington 43.46 80.38 317.0 Wa
Woodstock 43.14 80.77 282.0 Wo
Wroxeter 43.86 81.15 355.0 Wr
Table 3.2: Summary of Observed Data
Daily Variable Description Source
PPT Precipitation (mm) Environment
Canada
TMAX Maximum daily temperature (°C) Environment
Canada
TMIN Minimum daily temperature (°C) Environment
Canada
PRMSL Pressure reduced to mean sea
level (Pa)
NARR
SPFH Specific humidity (kg/kg) NARR
UGRD Eastward wind speed (m/s) NARR
VGRD Northward wind speed (m/s) NARR
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AOGCM data are also collected to provide future climate change scenario inputs.
For a comprehensive assessment of climate change impacts in the UTRB and an
assessment of the differences between downscaling tools, several monthly AOGCM
outputs are collected from the Canadian Climate Change Scenarios Network (CCCSN):
CGCM3T47, CGCM3T63, CSIROMK3.5, GISSAOM, MIROC3.2MEDRES and
MIROC3.2HIRES (See Table 3.3). For each of the AOGCM models, the available
emission scenarios are collected, as shown in  Table 3.3 (See Appendix A for
descriptions of the scenarios). Gridded monthly mean values of the variables in Table 3.2
are collected from each AOGCM at several points surrounding the basin for the period
1979-2005 (baseline) and 2041-2070 (2050’s). The sponsors and source country of each
model are also shown, along with the atmospheric resolution for each AOGCM. By
including several different AOGCM models and downscaling their output using different
tools, the uncertainty and variability between models, emission scenarios and
downscaling tools can be assessed.
The gridded NARR and AOGCM data are interpolated using inverse-distance
weighting method to provide a separate dataset for each station. Figure 3.2 shows an
example of the station locations relative to the AOGCM grid points for CSIROMK3.5
(Resolution 1.875°x1.875°). The resolutions from the remainder of the AOGCM models
in Table 3.3 are presented in Appendix B. Each of the four AOGCM or NARR grid
points surrounding a station are used along with the distances between the points and the
station of interest to linearly interpolate the values and create a dataset for each station.
The interpolated AOGCM datasets for each station are then used to calculate change
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Table 3.3: Description of AOGCM Models and emission scenarios collected
AOGCM Models Sponsors, Country SRESScenarios
Atmospheric
Resolution
Lat Long
CGCM3T47, 2005 Canadian Centre for Climate
Modeling and Analysis, Canada
A1B, A2,
B1 3.75° 3.75°
CGCM3T63, 2005 A1B, A2,B1 2.81° 2.81°
CSIROMK3.5, 2001
Commonwealth Scientific and
Industrial Research Organization
(CISRO) Atmospheric Research,
Australia
A2, B1 1.875° 1.875°
GISSAOM, 2004
National Aeronautics and Space
Administration (NASA)/
Goddard Institute for Space
Studies (GISS), USA
A1B, B1 3° 4°
MIROC3.2HIRES,
2004
Centre for Climate System
Research (University of Tokyo),
National Institute for
Environmental Studies, and
Frontier Research Centre for
Global Change (JAMSTEC),
Japan
A1B, B1 1.125° 1.125°
MIROC3.2MEDRES,
2004
A1B, A2,
B1 2.8° 2.8°
factors between the baseline and future time periods. These are required to create
AOGCM-modified historical station inputs to LARS-WG and WG-PCA. The
interpolated NARR data are used as potential predictor variables for SDSM. Typically,
SDSM takes combinations of gridded predictor variables; however for a consistent
comparison with the other approaches, the interpolated single-point NARR daily data are
used in the simulations.
AOGCM scenario files for LARS-WG and WG-PCA are made by taking the
average difference between the baseline and future mean monthly values of temperature
and precipitation and applying them to the historical daily record. Precipitation change
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Figure 3.2: CISIROMK3.5 grid spacing relative to the UTRB stations. Source: Statistics
Canada, 2006.
factors are based on the monthly percent changes in precipitation amounts and these are
multiplied into the historical daily records. Temperature change factors are based on the
absolute difference and are added to the historical record. As such, an AOGCM-modified
daily dataset is created for each station and model (total of 15 different scenario files).
The change factors are shown in Appendix C. One limitation of this approach for
downscaling is that the AOGCM-modified input data only differ from the historical
record in terms of the mean, maximum and minimum values. There are no changes in the
range or variability of the data (Wilby and Dawson, 2007). This is a particular concern
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since climate change is predicted to have a greater impact on extreme climate events.
Nevertheless, change factors have been used to create AOGCM-modified input datasets
to weather generators in several studies (Sharif and Burn, 2006; Eum et al., 2010;Eum
and Simonovic, 2011).
For downscaling with SDSM, gridded daily AOGCM data are required as
predictor inputs. For the AOGCM’s selected, daily outputs are not available so only a
validation of the downscaling tool is performed in terms of its ability to simulate
historical data.
3.3 Analyses Performed
For each of the simulations, 25 ensembles are generated, each with the same
length as the historical input dataset (27 years) for a total of 675 years of synthetic
climate data. Because each of the weather generators employs a stochastic process, it is
important to generate several ensembles to effectively evaluate their outputs. First, a
description of the calibration for KnnCAD V4 is presented, along with the validation
results for total monthly precipitation, mean and standard deviation of daily precipitation
amounts, extreme daily precipitation amounts and wet spell lengths at the London Airport
station. Validation results for mean monthly temperatures and extreme monthly
temperature values are then presented, followed by the lag-1 autocorrelations of daily
temperature and a spatial correlations plot. Next, the calibration procedure for LARS-WG
is described, and the validation results for London Airport are presented for precipitation,
temperatures and the temporal correlations. Following is a description of the SDSM
calibration along with the validation figures for the London Airport station. A comparison
of the results from the three downscaling tools is provided, including coefficients of
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determination from the validation figures as well as Wilcoxon and Levene’s statistical
tests for equality of means and variances, respectively.
AOGCM downscaling results from KnnCAD V4 are then presented for each of
the 15 different scenarios, in terms of total monthly precipitation and projected
temperature changes. LARS-WG downscaling results for total monthly precipitation are
discussed next. Following is a comparison of results from the two downscaling tools,
including a table of percent changes in total seasonal precipitation and plots of changes in
mean and standard deviations of daily precipitation. Plots of the changes in 95th and 99th
percentile values are also presented. A discussion of the variability between AOGCMs
and downscaling tools is provided. Table 3.4 shows each of the historical and future
scenario simulations included in this study, along with the analyses performed for each of
the simulations.
Table 3.4: Simulations and analyses performed
Analysis Performed
25-Ensemble Simulations (675 Years)
SDSM
Historical
LARS-WG
Historical
KnnCAD V4
Historical
LARS-WG
AOGCM
Scenarios
(15)
KnnCAD V4
AOGCM
Scenarios
(15)
Total monthly precipitation     
Mean daily precipitation     
Standard deviation, daily
precipitation     
Extreme daily precipitation
percentile amounts     
Wet spell lengths   
Mean monthly temperatures    
Extreme daily temperature
percentiles   
Coefficients of determination
for above indices   
Wilcoxon rank-sum test for
equality of means   
Levene’s test for equality of
variances   
Spatial correlations   
Temporal correlation of daily
temperature   
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3.4 Calibration and Validation
3.4.1 KnnCAD V4
Calibration of the KnnCAD V4 requires the selection of a temporal window
length, w, which should be chosen as large as possible to allow many potential
neighbours to be ranked, but small enough to prevent inclusion of unreasonable values
from different seasons in the potential neighbours subset. For the study area, a temporal
window of w=14 days has been shown to reproduce the observed climate well (Sharif and
Burn, 2006; Prodanovic and Simonovic 2007; Eum and Simonovic, 2011), and thus has
been adopted in this work. The block length, B, must then be selected to preserve the
temporal correlation structure of daily temperatures. By examining the effect of the block
bootstrap for autocorrelations likely to be found in daily temperature series (McLeod and
King, 2012), B=10 days is selected as a reasonable choice to preserve temporal
autocorrelation. The perturbation interpolation parameters and must also be
selected between 0 and 1, and should be chosen as large as reasonable to preserve
autocorrelations but small enough to ensure the generation of unique values. A value of
0.9 is selected for both interpolation parameters as it is found to produce values outside of
the historical observations while still preserving temporal and spatial correlations.
The KnnCAD V4 model is used to simulate 25 ensembles from the 27-year
historical dataset, for a total of 675 years of synthetic historical climate data. Many
ensembles are generated since the stochastic component of the program means each
ensemble is different. Inclusion of several ensembles is necessary to effectively
investigate the ability of the model to reproduce the historic climate characteristics.
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Results are presented for the London Airport (A) station, as results for other stations are
similar.
Figure 3.3 shows the simulated and observed precipitation results. Figure 3.3 (a)
shows total monthly precipitation as boxplots, with the historical median plotted as a line.
The observed medians are very close to the medians of the simulated data, with very
slight over or underestimations in most months. There are several outliers indicating the
ability of the model to simulate extreme values. Figure 3.3 (b) shows the mean and
standard deviation of daily precipitation simulated by the model. Each point represents
the value from one ensemble, for a total of 25 points. The lighter blue values represent
the mean-simulated daily precipitation value, and the darker blue points represent the
standard deviations of daily precipitation. The spread of the simulated values is centred
on the historical observation for both the means and standard deviations in most months,
with slight overestimations in April and October. Figure 3.3 (c) shows extreme daily
precipitation amounts, using the 95th and 99th percentile values from each ensemble. The
spread of points is centred on the historical observation with values both above and below
it. Figure 3.3 (d) shows the observed and simulated mean and maximum wet spell
lengths. The block resampling scheme is able to simulate a variety of spell lengths close
to the historical values. Overall the KnnCAD V4 is able to produce a range of values both
above and below the historical precipitation indices. The results for precipitation are very
similar from the KnnCAD V3 model so they are not included.
Figure 3.4 shows the observed and simulated temperature characteristics. In
Figures 3.4 (a) and (b), the median values of daily maximum and minimum temperatures,
respectively, are presented as boxplots with the historical median as a line. It is clear from
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Figure 3.3: KnnCAD V4-simulated and observed characteristics of precipitation. (a)
Total monthly precipitation boxplots, (b) mean and standard deviation of daily
precipitation amounts (c) 95th and 99th percentile values of daily precipitation (d) mean
and maximum wet spell lengths
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Figure 3.4: KnnCAD V4-simulated and observed temperature characteristics. (a)
Boxplots of maximum daily temperature medians, (b) boxplots of minimum daily
temperature medians, (c) observed and simulated extreme high temperature values (99th
and 95th percentile values), and  (d) observed and simulated extreme low temperature
values (1st and 5th percentile values)
(a) (b)
(c) (d)
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the figures that the observed medians are very close to the simulated median values.
Simulations of extremely high and low daily temperature values are presented in Figures
3.4 (c) and 3.4 (d), respectively. Maximum temperature values are shown using red points
and minimum temperature values are shown using blue points. The 99th and 95th
percentile values are shown in Figure 3.4 (c), and it is clear from the graph that the
simulated extreme high temperature values are close to the observed values. In Figure 3.4
(d) the 5th and 1st percentile values are presented, and similar results are shown. Overall
KnnCAD V4 can adequately simulate the daily temperatures, with simulated values very
close to the observations. KnnCAD V3 produces acceptable temperature results, however
there is no perturbation of temperatures in this version and as such no alternative extreme
values are generated.
Figure 3.5 shows the observed and simulated values of temporal autocorrelation
in daily maximum (top) and minimum (bottom) temperatures, by month. Lag-1 values are
presented and the results from other lags are similar. The left column shows the KnnCAD
V4 results, while the right column presents the KnnCAD. The KnnCAD V4 model
provides a significant improvement over V3 for temporal correlations of temperature. In
V3, temporal correlations are significantly underestimated by the model for all months. In
V4, there are slight underestimations for some months; however most of the observations
lie within the interquartile range and are fairly close to the observed median values. The
improvement is due to the resampling of 10 values at a time instead of day-by-day
resampling. While the values are still perturbed and alternative extremes can be
generated, this important temporal characteristic in the observed temperature data is
preserved. Temperature autocorrelations are crucial in the study of watersheds, where
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Figure 3.5: Boxplots of simulated lag-1 autocorrelations for temperature using KnnCAD
V4 (left) and KnnCAD V3 (right), with observed medians plotted as a line
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snow accumulation and melting events are known to cause major floods. Temporally
correlated temperature data are a necessary input for developing accurate hydrologic
models.
Spatial correlations are another important characteristic in the development of
hydrologic models for any study area. It is important that the simulated values can
accurately represent climate conditions at all sites as well as the relationships between
sites. Figure 3.6 shows dot plots of the observed and simulated values for spatial
correlations between each station and the London A station, for maximum temperature.
The station-name short forms and the latitude and longitude of each station can be found
in Table 3.1. Figure 3.1 shows the locations of each station. It is clear from Figure 3.6
that the spread of points is centred on the historical observation. In general for stations
which are closer to London and thus more highly correlated, for example Dorchester
(Do), the spread of the points are smaller than for stations such as Blythe (Bl) which is
farther away. Results are similar for spatial correlations of minimum temperatures, as
well as for the KnnCAD V3 simulations.
The KnnCAD V4 is able to adequately preserve most historical climate statistics
for the Upper Thames River Basin. The ability of the model to preserve temporal
correlations in temperature simulations is improved through the introduction of the block
resampling scheme that samples B=10 days at a time. A new perturbation scheme is
presented that allows for generation of unique values outside of the observed range while
still preserving spatial and temporal correlations and the observed site characteristics
when used with an interpolation parameter of = = 0.9.
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Figure 3.6: Observed and Simulated monthly values of spatial correlation with the
London A station.
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3.4.2 LARS-WG
Calibration of LARS-WG is very simple as there is a user-friendly interface along
with a detailed user manual. The historical data for precipitation, maximum temperature,
minimum temperature and solar radiation model inputs. Statistical parameters are then
determined from these datasets to derive semi-empirical distributions of precipitation
occurrence and amount as well as temperatures. The only variable to change in
calibration is the random seed which does not affect the result significantly. To ensure the
program is properly calibrated, the first 14 years of data are used as inputs and the
resulting synthetic climate data are validated using the last 13 years of independent data.
The full 27-year dataset from London A is then used as an input to LARS-WG for
the generation of 25 ensembles of synthetic climate data (total of 675 years)
representative of the historic climate. Figure 3.7 shows the simulated and observed
precipitation characteristics from LARS-WG. In Figure 3.7 (a), boxplots of total monthly
precipitation are presented. All of the historical medians are well within the interquartile
ranges of the simulated data. There are slight overestimations in the medians for
February, March, August and October and slight underestimations for January and June
but overall the simulated values are close to the observations. Figure 3.7 (b) shows a dot
plot of observed monthly means and standard deviations from the daily precipitation
amounts. The light blue dots show the simulated mean values for each run, and the dark
blue values show the simulated standard deviations. It is clear from the figure that the
spread of both point sets are centred on the historical observation for each month. There
is a slight overestimation in the mean values for October but the rest of the months are
simulated quite well. Figure 3.7 (c) shows the 95th (light blue) and 99th (dark blue)
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Figure 3.7: LARS-WG-simulated and observed characteristics of precipitation. (a) Total
monthly precipitation boxplots, (b) mean and standard deviation of daily precipitation
amounts (c) 95th and 99th percentile values of daily precipitation (d) mean and maximum
wet spell lengths
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(c) (d)
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percentile values of daily precipitation amounts. Again, the spread of the ensemble points
are centred on the historical observations. There are several points both above and below
the historical values indicating the ability of the weather generator to simulate extreme
precipitation events. Figure 3.7 (d) shows the mean (light blue) and maximum (dark blue)
wet spell lengths simulated by the model. LARS-WG simulations slightly overestimate
the mean wet spell lengths for the months of April-August, October and November and
underestimate them in January and September. Maximum wet spell lengths are
underestimated in all ensembles for January and September and in most ensembles for
February, March, June, August and December. Maximum spell lengths are overestimated
in May and November. Perhaps the reason for the underestimations in spell lengths for
several months is due to the fact that a wet day is defined as a day with greater than
0.5mm of precipitation, while LARS-WG inherently considers smaller precipitation
events (more than 0mm) to be wet days.
Figure 3.8 shows the monthly characteristics of maximum and minimum
temperatures. Figures 3.8 (a) and (b) contain boxplots of the median monthly values of
daily maximum and minimum temperatures, respectively, with the observed value shown
in a line plot. It is clear from the figure that the simulated medians for most months are
close to the observed values except for a slight underestimation in the median maximum
temperature for February and August. There is also an underestimation in the median
minimum temperature for December-February and August as well as a slight
overestimation in July. Figure 3.8 (c) shows the extreme high temperatures using the 95th
and 99th percentiles of maximum and minimum temperature. In almost all months,
65
J F M A M J J A S O N D
0
5
10
15
20
25
30
Observed Median
Median of Maximum Daily Temperatures
Te
mp
era
tur
e,
C
Month
J F M A M J J A S O N D
-10
-5
0
5
10
15
Observed Median
Median of Minimum Daily Temperatures
Te
mp
era
tur
e,
C
Month
LARS-WG
0
10
20
30
40
J F M A M J J A S O N D
Daily Temperature, 95th and 99th percentiles
Observed99th TMAX95th TMAX99th TMIN95th TMIN
Month
Te
mp
era
tur
e,
C
-30
-20
-10
0
10
20
J F M A M J J A S O N D
Daily Temperature, 5th and 1st percentiles
Observed5th TMAX1st TMAX5th TMIN1st TMIN
Month
Te
mp
era
tur
e,
C
Figure 3.8: LARS-WG-simulated and observed temperature characteristics for. (a)
Boxplots of maximum daily temperature medians, (b) boxplots of minimum daily
temperature medians, (c) observed and simulated extreme high temperature values (99th
and 95th percentile values), and  (d) observed and simulated extreme low temperature
values (1st and 5th percentile values)
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(c) (d)
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extreme high daily temperatures are underestimated and in some cases (March and
December for minimum temperature, October and December for maximum temperature)
the 99th percentile values coincide with the observed 95th percentile values. Similar
results are generated for the lower percentiles of maximum and minimum temperature (1st
and 5th percentile values), seen in Figure 3.8(d). Most of the simulated values from the 25
ensembles are above the historical percentiles of extremely low temperatures.
Figure 3.9 shows the simulated and observed lag-1 autocorrelations of
temperatures simulated by LARS-WG. Results for other lags are similar. All of the
autocorrelation values are significantly underestimated by the weather generator, at about
0.2-0.4 when the historical observation is around 0.5-0.6. Perhaps this underestimation
results from the method that LARS-WG uses to calculate an appropriate autocorrelation
value from the historical record, or the assumption of a constant temporal correlation for
the entire year (Semenov and Barrow, 2002).
Figure 3.9: Boxplots of simulated lag-1 autocorrelations for temperature using LARS-
WG, with observed medians plotted as a line
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LARS-WG is able to reproduce the historical daily precipitation amounts and
extreme events very well. The simulation of extreme temperature values and wet spell
lengths is not as good and the model could not simulate the temporal correlation structure
of temperatures.
3.4.3 SDSM
For SDSM calibration, the NARR predictor variables for London A are screened
using the correlation analysis tools provided on the SDSM user interface. There are many
calibration parameters that must also be set with each run, and the process is very time-
consuming. In calibration and validation, the first 14 years are used as inputs and results
compared to the remaining 13 years. Variable screening is done using combinations of
predictor variables with each of the station predictands, and a variety of statistical
parameters are chosen (for example the choice of monthly vs. annual regression
equations, various transformations, variance and bias correction factors etc.). Many
possible combinations are tested during calibration of the model. Table 3.5 shows the
selected predictor variables for each of the predictands. The statistical parameters are
selected to provide the most accurate representation of the observed climate statistics. For
temperatures, a monthly model is selected where 12 different regression equations are
generated for each month. Precipitation is also selected as a monthly model based on the
calibration results and the recommendation from Khan et al. (2006), for a similar study in
Quebec. A fourth-root transformation is used for precipitation, as recommended by Wilby
and Dawson (2007). Various combinations of values are tested for variance and bias
correction; the default values are found to reproduce most accurately the observed
climate.
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Table 3.5: Summary of selected large-scale predictor variables corresponding to
selected predictands for SDSM
Predictand Precipitation Max
Temperature
Min
Temperature
Selected
Predictors
VGRD
PRMSL
VGRD
SPFH
VGRD
SPFH
The input predictor variables used for SDSM validation are interpolated single-
point daily NARR data. These are used for consistency with the other two downscaling
approaches for the purpose of comparison and provided a fairly good validation.
However, most studies use gridded predictor variables (Tomozeiu et al., 2007; Liu et al.,
2011; Hashmi et al., 2011) and some studies have found that the choice of grid spacing
can have a major effect on results (Tomozeiu et al., 2007). As such these results should
be interpreted with caution. A total of 25 ensembles are simulated, for 675 years of
synthetic historical climate data.
Figure 3.10 shows observed and simulated characteristics of the precipitation data
for the London Airport station. Figure 3.10 (a) contains a total monthly precipitation
boxplot of the SDSM-simulated precipitation. Results are fairly good with slight
overestimations in February, March, April, August, and September and underestimations
in other months. All of the observed medians lie within the interquartile ranges. Figure
3.10 (b) presents the mean and standard deviations of the daily precipitation values, by
month. The light blue points represent the mean values and the dark blue points represent
standard deviations. Each point shows one ensemble value, for a total of 25 points. The
observed values are shown as a line plot. While the seasonal trends are captured by the
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Figure 3.10: SDSM-simulated and observed characteristics of precipitation. (a) Total
monthly precipitation boxplots, (b) mean and standard deviation of daily precipitation
amounts (c) 95th and 99th percentile values of daily precipitation (d) mean and maximum
wet spell lengths
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model, there is an overestimation in mean daily precipitation values for April and
September, with most of the simulated values lying above the observation. The rest of the
simulations are fairly close to the observed value. For standard deviations, all ensembles
are shown to underestimate the February value and most of them underestimate the
observed January and November standard deviations. For the remaining months, the
spread of values is centred on the historical observations.
Figure 3.10 (c) shows the ability of SDSM to simulate extreme precipitation
events in terms of the 95th and 99th percentile daily values. The 95th percentile values are
shown in light blue and the 99th percentiles are shown in dark blue. The February and
December 95th percentile values are slightly underestimated by SDSM. For the 99 th
percentiles, January, February, March, July and December values are underestimated,
with few or no values that exceed the observation. The rest of the months are simulated
well and the seasonal trends are adequately captured by SDSM. Mean (light blue) and
maximum (dark blue) wet spell lengths are presented in Figure 3.10 (d). For mean wet
spell lengths, the spread of the points is centred on the historical value except in March
where the spell length is underestimated by all ensembles. For maximum wet spell
lengths, there is a slight overestimation in November.
Figure 3.11 shows the observed and simulated temperature characteristics from
SDSM. In Figures 3.11 (a) and (b), boxplots of simulated and observed medians of daily
maximum and minimum temperatures, respectively, are presented. All of the median
values are approximately equal to the observed medians except for a slight
underestimation in December. Figures 3.11 (c) and (d) show the extreme high and low
percentiles of daily temperatures, respectively. Some of the high percentiles are
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Figure 3.11: SDSM-simulated and observed temperature characteristics for. (a) Boxplots
of maximum daily temperature medians, (b) boxplots of minimum daily temperature
medians, (c) observed and simulated extreme high temperature values (99th and 95th
percentile values), and  (d) observed and simulated extreme low temperature values (1st
and 5th percentile values)
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overestimated by the model, for example the 99th percentile of TMAX in May and June,
and the 99th percentile of TMIN in January and February. Some are underestimated as
well, for example the 99th percentiles of March, April, October and November TMIN
values as well as January, March and December TMAX values. In general the 95 th
percentiles are simulated more accurately by the model. For the low extremes, results are
generally better than for high extreme values. However there is an underestimation in the
1st percentile value for TMAX in November as well as an overestimation in August. For
TMIN, the 1st percentile values are slightly underestimated for September and October.
The 5th percentile values are simulated more accurately by SDSM.
Figure 3.12 contains boxplots of simulated lag-1 autocorrelations for SDSM
maximum (left) and minimum (right) temperatures with observed values plotted as a line.
It is clear from the figure that SDSM significantly underestimates the lag-1
autocorrelations apparent in the observed data. This could be due to the selected
predictors used and the transformations applied, or the use of single-point interpolated
data instead of gridded NARR data. It could perhaps be improved by using lagged
predictor data.
Overall, the SDSM validation shows the model is capable of reproducing the
observed climate, despite small over and underestimations in certain precipitation and
temperature characteristics. Seasonal trends are well captured by the model in all cases.
Simulation of temporal correlations is not satisfactory but this could perhaps be improved
by experimenting with lagged predictor variables or using the gridded data instead of
single point values. A limitation of this approach is that each variable is simulated
independently, so the relationships between maximum and minimum temperature, for
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example, are not preserved. Furthermore it can only be used on one site at a time (London
A presented here), and spatial correlations must be assumed for application to multiple
sites.
Figure 3.12: Boxplots of simulated lag-1 autocorrelations for temperature using SDSM,
with observed medians plotted as a line
3.4.4 Comparison of validation results
While the three weather generators each employ very different sets of
assumptions, their ability to simulate most of the historical climate characteristics is
apparent from the validation results. Table 3.6 presents the coefficients of determination
from the mean values of the simulated climate indices presented in Sections 3.4.1 to
3.4.3. For total monthly precipitation simulation, LARS-WG and KnnCAD V4 perform
the best in terms of their R-squared values of 0.893 and 0.885, respectively, followed by
SDSM with a value of 0.776. SDSM performs the best based on the coefficients of
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determination for mean daily precipitation values, with a value of 0.934, however
KnnCAD V4 and LARS-WG also did fairly well with values close to 0.9. LARS-WG
outperforms SDSM and KnnCAD V4 for standard deviation simulation with an R-
squared value of 0.986. For simulation of the 95th and 99th percentile precipitation
amounts, LARS-WG again outperforms KnnCAD V4 and SDSM, with R-squared values
of 0.974 and 0.935, respectively. KnnCAD V4 scores 0.941 and 0.789 and SDSM scores
0.883 and 0.654 for the 95th and 99th percentile precipitation amounts, respectively.
KnnCAD outperforms SDSM and LARS-WG in terms of the coefficients of
determination for mean and maximum wet spell length (0.949 and 0.967, respectively) as
well as maximum dry spell length (0.940). LARS-WG generally performs better for dry
spell lengths than wet spells; for the mean and maximum wet spell lengths, the R-squared
values are only 0.551 and 0.415, respectively. This is also reflected in Figure 3.7 (d). All
models perform very well for the mean maximum and minimum temperatures. KnnCAD
V4 performs best in terms of the coefficients of determination for extreme daily
maximum and minimum temperature values (99th, 95th, 5th and 1st percentile values).
LARS-WG typically ranks second in terms of the R-squared values for extreme
maximum and minimum temperatures, with relatively high values despite the obvious
discrepancies in Figure 3.8 (c) and (d).
Neither SDSM or LARS-WG are able to adequately simulate the temporal
correlations observed in the historical record for temperature. The KnnCAD V4 model
simulates the lag-1 autocorrelations very well, and demonstrates a major improvement
over the V3 model of Eum and Simonovic (2008), as shown previously. Furthermore
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spatial correlations are adequately preserved by the model although these can’t be
compared with SDSM and LARS-WG which are single-site simulation tools.
Table 3.6: Coefficients of determination (R-squared values) for selected climate
indices
Climate Index SDSM KnnCAD V4 LARS-WG
Total monthly precipitation 0.776 0.885 0.893
Mean daily precipitation 0.934 0.903 0.897
Standard deviation of daily precipitation 0.929 0.891 0.986
95th percentile daily precipitation 0.883 0.941 0.974
99th percentile daily precipitation 0.654 0.789 0.935
Mean wet spell length 0.856 0.949 0.551
Mean dry spell length 0.807 0.896 0.918
Max wet spell length 0.826 0.967 0.415
Max dry spell length 0.902 0.940 0.876
Mean monthly maximum temperature 0.999 0.999 0.999
Mean monthly minimum temperature 0.999 0.999 0.999
99th percentile daily maximum temperature 0.983 0.997 0.993
95th percentile daily maximum temperature 0.996 0.998 0.995
5th percentile daily maximum temperature 0.998 0.999 0.998
1st percentile daily maximum temperature 0.992 0.999 0.996
99th percentile daily minimum temperature 0.951 0.994 0.973
95th percentile daily minimum temperature 0.990 0.998 0.995
5th percentile daily minimum temperature 0.999 0.999 0.997
1st percentile daily minimum temperature 0.997 1.000 0.997
Tables 3.7 to 3.9 show the results from the Wilcoxon rank-sum test for the
equality of means for precipitation, maximum temperature, and minimum temperature,
respectively. The Wilcoxon rank-sum test is a non-parametric statistical hypothesis test to
determine whether the means of two datasets are equal at a given significance level. It is
particularly useful in the case of climate variables since it is not required to assume a
probability distribution such as the normal distribution for the t-test. The observed daily
data and the simulated daily outputs are grouped by month and for each month the
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Wilcoxon test statistic is computed. A result less than 0.05 indicates that the assumption
of equal means is rejected at the 95% significance level. SDSM passes all tests at the 95%
significance level for all variables. KnnCAD V4 passes all tests for precipitation, but the
null hypothesis is rejected at the 95% significance level in March for maximum
temperatures and in March and October for minimum temperatures and accepted in all
other months. For LARS-WG, the null hypothesis is rejected in January, June and
September for precipitation, in August for maximum temperatures and in March and
August for minimum temperatures.
Table 3.7: Test results (p-values) from the Wilcoxon rank-sum test for equality of
means in observed and simulated precipitation amounts.
Month SDSM KnnCAD V4 LARS-WG
Jan 0.765 0.472 0.035
Feb 0.448 0.699 0.312
Mar 0.798 0.399 0.698
Apr 0.716 0.994 0.863
May 0.688 0.881 0.384
Jun 0.612 0.972 0.041
Jul 0.307 0.951 0.129
Aug 0.176 0.881 0.447
Sep 0.302 0.934 0.000
Oct 0.582 0.962 0.099
Nov 0.745 0.672 0.737
Dec 0.739 0.870 0.410
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Table 3.8: Test results (p-values) from the Wilcoxon rank-sum test for equality of
means in observed and simulated maximum temperatures.
Month SDSM KnnCAD V4 LARS-WG
Jan 0.879 0.189 0.300
Feb 0.918 0.884 0.144
Mar 0.103 0.006 0.327
Apr 0.497 0.673 0.132
May 0.671 0.061 0.785
Jun 0.711 0.669 0.825
Jul 0.803 0.951 0.839
Aug 0.745 0.590 0.000
Sep 0.550 0.184 0.476
Oct 0.745 0.066 0.494
Nov 0.298 0.233 0.428
Dec 0.285 0.792 0.126
Table 3.9: Test results (p-values) from the Wilcoxon rank-sum test for equality of
means in observed and simulated minimum temperatures.
Month SDSM KnnCAD V4 LARS-WG
Jan 0.765 0.371 0.235
Feb 0.860 0.708 0.674
Mar 0.756 0.006 0.012
Apr 0.122 0.270 0.175
May 0.255 0.058 0.252
Jun 0.673 0.492 0.593
Jul 0.711 0.800 0.163
Aug 0.968 0.586 0.000
Sep 0.752 0.241 0.702
Oct 0.120 0.041 0.234
Nov 0.290 0.595 0.106
Dec 0.961 0.891 0.683
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Tables 3.10-3.12 show the results from the Levene’s test for the equality of
variances in precipitation amounts, maximum temperatures and minimum temperatures,
respectively. The Levene’s test measures whether the variances of the two populations
are equal at a specified significance level. This test does not assume normality in the data
which makes it advantageous in the analyses of climate data. The statistic is computed
between the simulated and observed daily values for each month. Values of less than 0.05
indicate that the assumption of equal variances is rejected at the 95% significance level.
Both SDSM and KnnCAD V4 pass all tests at the 95% significance level for all variables.
LARS-WG passes all tests at the 95% significance level for precipitation, but the null
hypotheses (equal means) are rejected in all months for maximum and minimum
temperatures (Tables 3.10 and 3.11). As such it can be concluded that LARS-WG cannot
effectively simulate the variability in maximum and minimum temperatures; this result is
also reflected in Figure 3.8(c) and (d) where LARS-WG is shown to under-simulate
extreme temperature values.
Table 3.10: Test results (p-values) from the Levene’s test for the equality of
variances in observed and simulated precipitation amounts.
Month SDSM KnnCAD V4 LARS-WG
Jan 0.979 0.715 0.349
Feb 0.692 0.998 0.787
Mar 0.806 0.750 0.981
Apr 0.676 0.525 0.807
May 0.582 0.757 0.477
Jun 0.948 0.993 0.575
Jul 0.881 0.686 0.361
Aug 0.337 0.695 0.628
Sep 0.427 0.631 0.831
Oct 0.574 0.439 0.262
Nov 0.804 0.574 0.662
Dec 0.558 0.665 0.889
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Table 3.11: Test results (p-values) from the Levene’s test for the equality of
variances in observed and simulated maximum temperatures.
Month SDSM KnnCAD V4 LARS-WG
Jan 0.874 0.768 0.000
Feb 0.528 0.795 0.000
Mar 0.657 0.567 0.000
Apr 0.679 0.688 0.000
May 0.744 0.394 0.000
Jun 0.568 0.374 0.000
Jul 0.830 0.226 0.000
Aug 0.813 0.231 0.000
Sep 0.521 0.525 0.000
Oct 0.497 0.030 0.000
Nov 0.378 0.859 0.000
Dec 0.455 0.191 0.000
Table 3.12: Test results (p-values) from the Levene’s test for the equality of
variances in observed and simulated minimum temperatures.
Month SDSM KnnCAD V4 LARS-WG
Jan 0.768 0.948 0.000
Feb 0.744 0.855 0.000
Mar 0.539 0.183 0.000
Apr 0.932 0.437 0.000
May 0.466 0.636 0.000
Jun 0.685 0.331 0.000
Jul 0.465 0.307 0.000
Aug 0.591 0.572 0.000
Sep 0.905 0.205 0.000
Oct 0.428 0.170 0.000
Nov 0.966 0.838 0.000
Dec 0.589 0.434 0.000
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Overall, LARS-WG does very well in the simulation of precipitation indices
based on the coefficients of determination and the Levene’s test; however it does not
adequately simulate the mean precipitation values in some of the months, as shown in
Table 3.7. LARS-WG could adequately simulate mean temperatures in most of the
months (Tables 3.8 and 3.9) but the null hypothesis is rejected in all of the Levene’s tests
for equality of variances in temperatures.
KnnCAD V4 simulates temperature values the best of the three models, with the
highest coefficients of determination for extreme temperatures; however the model does
not pass the Wilcoxon test for equal means at the 95% significance level in one month for
maximum temperature and in two months for minimum temperature. For precipitation
indices, the model passes all statistical tests and produces the best results in terms of the
coefficients of determination in wet and dry spell lengths. The model does fairly well
with relatively high R-squared values for other precipitation indices, typically ranking
second of the three models.
SDSM passes all of the Wilcoxon and Levene’s tests at the 95% significance level
for all three variables, indicating good performance of the model for simulating the mean
and variance of daily temperatures and precipitation. The model performance is less
satisfactory for total monthly precipitation amounts and extreme precipitation amounts
(95th and 99th percentile values), as it is outperformed by LARS-WG and KnnCAD V4 in
terms of the coefficients of determination. For spell lengths the model typically ranks 2rd
based on the R-squared values. For extreme temperatures the model does fairly well with
high R-squared values; however it is generally outperformed by KnnCAD V4.
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Overall, LARS-WG performs best for precipitation events except for wet and dry
spell lengths. However, the model fails to adequately simulate the variance of daily
temperature in all months (Tables 3.11 and 3.12) and is outperformed by KnnCAD V4 in
most cases for temperatures, based on the R-squared values in Table 3.6. While SDSM
passes all statistical tests, it generally ranks 2nd or 3rd for most of the climate indices in
Table 3.5. For simulation of precipitation, maximum and minimum temperatures, the
KnnCAD V4 performs best overall, ranking first or second in all but one of the climate
indices based on the R-squared values. The model also passes most of the statistical tests
in Tables 3.7 to 3.12.
In terms of comparing these weather generators as downscaling tools, the
validation results should be kept in mind; it is important to compare results in terms of
the characteristics that the models can accurately simulate. For LARS-WG and KnnCAD
V4, a comparison will be provided in terms of total precipitation amounts, the mean and
standard deviations of daily precipitation amounts, and extreme precipitation amounts, as
these characteristics are simulated relatively well by both models. Similar AOGCM
inputs should be used for both tools in order to effectively compare the outputs – Because
SDSM requires the daily, gridded AOGCM inputs, downscaling with this tool will not be
performed. The inputs to both LARS-WG and KnnCAD are the same AOGCM change-
factor modified historical datasets. Change factors are applied using the AOGCM
monthly average changes from the baseline (1971-2005) to the future (2041-2070) time
period, as described in Section 3.2.
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CHAPTER 4
AOGCM DOWNSCALING
To investigate the differences between the downscaling tools LARS-WG and
KnnCAD V4, the models are tested using six different AOGCM models, each with two
or three SRES emission scenarios. The AOGCMs used are shown in Table 3.3. AOGCM-
modified historical datasets of temperatures and rainfall are used as inputs to the model to
create 675 years (25 ensembles) of AOGCM-driven future climate data for the period
2041-2070. Results of total monthly precipitation changes are presented using boxplots
for each AOGCM and downscaling tool. Following is a comparative table showing the
changes in total seasonal precipitation for both weather generators, along with plots of the
projected means, standard deviations and percentiles of daily precipitation amounts.
These are provided as a comparison to demonstrate the differences between the
downscaling tools. By comparing many AOGCM models with more than one
downscaling tool, a comprehensive climate change impact assessment is performed for
the City of London, Ontario.
4.1 KnnCAD V4 AOGCM results
Total monthly precipitation boxplots from the AOGCM’s for the A1B scenario
are presented in Figure 4.1. The historical medians are shown as a line to provide a
comparison with the AOGCM projections. All of the A1B scenarios project a decrease in
summer precipitation of up to 25mm from June to August, except for GISSAOM which
predicts very little change from the historical value for most months. Most of these
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Figure 4.1: Total monthly precipitation boxplots from the AOGCM models for the A1B
scenario as downscaled by KnnCAD V4. Observed values are plotted as a black line.
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models also predict a decrease for the month of September. CGCM3T47 projects
increases in precipitation for November, December, January, March and April. Similarly,
CGCM3T63 projects increases in October, November, December, January, and March,
however the increases are slightly more pronounced, especially for October and
November where an increase of almost 50mm is projected based on the median values.
MIROC3HIRES A1B also predicts increases for October, December and January.
Boxplots of total monthly precipitation for the A2 scenario can be found in
Appendix D, Figure D1. Both CGCM3T47 and MIROC3.2MEDRES predict decreases in
monthly precipitation amounts from June to September. CGCM3T63 also predicts slight
decreases for June and July precipitation values, with little change projected for August
and September. CSIROMK3.5 predicts an increase for January, February, April and June
with a decrease in August, October and November. CGCM3T63 projects an increase of
about 50mm in November, as well as increases for October, December and March with
little change in January and a decrease in February. Similarly, CGCM3T43 also projects
increases for the October-January and March-May values with little change in February.
MIROC3.2MEDRES projects decreases in precipitation for October-November and
February and an increase in December.
Boxplots of total monthly precipitation from the B1 scenario are shown in
Appendix D, Figure D2. CGCM3T47, MIROC3.2HIRES and MIROC3.2MEDRES all
predict a decrease in summer precipitation from June to August as well as September.
The other models project little change or slightly increasing precipitation for those
months. An increase of almost 50mm is again projected by the CGCM3T63 model for
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November, as well as significant increases from September-January and little change in
the other months. CGCM3T47 predicts slight increases from January to April and
MIROC3.2MEDRES from March-May. In general, CSIROMK3.5 projects minimal
changes from the observations except for slight increases in February, June and August.
Overall for total monthly precipitation amounts, results vary greatly between the
models with some projecting increases for certain periods and others showing decreases.
The general trend from most models with some exceptions is that a decrease in summer
rainfall can be expected for the period 2041-2070, and slight increases are projected from
winter to early spring. The results are not very conclusive as they vary significantly
between AOGCM models and emission scenarios. The intensities of projected rainfall
events are investigated in Section 3.4.3 in the comparisons with LARS-WG through the
use of monthly mean and standard deviation plots as well as percentile plots of extreme
precipitation events.
Figure 4.2 shows the AOGCM-predicted changes in mean maximum temperatures
for the emission scenarios A1B (a), A2 (b) and B1 (c) in 2041-2070. For most months, an
increase of around 1°C to 5°C is predicted. For the A1B simulations, the
MIROC3.2MEDRES and MIROC3.2HIRES scenarios generally predict the largest
increase (3-4.5°C) while GISSAOM predicts the smaller increase (1-2.5°C). For the A2
scenario, there is generally more agreement between the AOGCM models for April to
August where about a 4°C to 5°C increase is projected. For the rest of the months,
predictions range from increases of 1°C to 5°C.  There is a slightly lower increase in
projected temperatures for the B1 scenario, of 0.5°C to 4°C. Most models agree on a 3°C
increase for March with greater variation in the other months.
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Figure 4.2: AOGCM-predicted changes in mean monthly maximum temperatures for
emission scenarios A1B (a), A2 (b) and B1 (c) in 2041-2070.
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Figure D3 in Appendix D contains results from KnnCAD V4 downscaling of
monthly mean minimum temperatures for the period 2041-2070. Results are similar to the
maximum temperature predictions, with slightly higher increases ranging from 1°C to
6°C in most months. For the A1B scenarios, the highest increases are predicted for
January and February (4-6°C), with predictions of increasing temperatures by 2°C to
4.5°C in the remaining months. For the A2 scenario, most AOGCM models agree on the
magnitude of temperature change from April to October (ranging from 3-4.5°C), with a
slightly greater difference between the models for the other months. In February, an
increase of 6°C is predicted by CGCM3T47, CGCM3T63 and MIROC3.2MEDRES with
an increase of only 2.5°C projected by CSIROMK3.5. For the B1 models, there is a fairly
close agreement between AOGCMs for May and June, with increases of about 2.5°C.
Again there is slightly more deviation between predictions for the fall and winter months
where model projections ranged from about 2°C to 5°C. In general, the
MIROC3.2HIRES and the MIROC3.2MEDRES models project the highest temperature
increase for all emission scenarios.
4.2 LARS-WG AOGCM results
Figure 4.3 presents the total monthly precipitation plots for the A1B emission
scenario models, as downscaled by LARS-WG. Results for the summer months (June,
July and August) vary significantly between the models, with little change projected by
CGCM3T47, a decrease in June and an increase in August projected by CGCM3T63, an
increase in July from GISSAOM, and overall decreases projected by the MIROC3
models. CGCM3T47 projects increases in precipitation amounts from November to May,
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Figure 4.3: Total monthly precipitation boxplots from the AOGCM models for the A1B
scenario as downscaled by LARS-WG. Observed values are plotted as a black line.
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and CGCM3T63 from August to January, March and May. CGCM3T63 projects an
increase of over 50mm in November. GISSAOM also projects an increase for November
while the other two models project little change. For the rest of the months, there is
minimal change from historical observations as projected by GISSAOM.
MIROC3.2HIRES projects more slight increases for the cooler months from October to
February. MIROC3.2MEDRES predicts increased precipitaiton for October and May
with very little change in the remaining months.
Figure D4 in Appendix D presents the A2 results for total monthly precipitation
as downscaled by LARS-WG. Results vary significantly in the summer months, with
MIROC3.2MEDRES projecting decreases, CGCM3T47 and CGCM3T63 projecting
decreases in June and little change for the remaining summer months, and CSIROMK3.5
projecting an increase of about 40mm for June. CGCM3T47 projects increases in
November to April, and CGCM3T63 in September to December, with a major increase of
about 60mm in the November precipitation total. CSIROMK3.5 predicts a 25mm
increase for September precipitation amounts and an increase of almost 40mm in June.
MIROC3.2MEDRES predicts minimal change for most months except June to September
decreases.
Total monthly precipitation amounts for scenario B1 from LARS-WG are shown
in Figure D5 of Appendix D. Results for the summer months are highly variable.
CGCM3T47 and CGCM3T63 both project very slight decreases for June as well as a
decrease or increase, respectively, for August. MIROC3.2HIRES projects a decrease in
July to October and CISROMK3.5 projects increasing precipitation amounts for April to
June and August to October. CGCM3T63 predicts increases for August to January, the
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most significant being almost 75mm in November. MIROC3.2HIRES and CGCM3T47
also predict slight increases for November. CGCM3T47 outputs show increases from
October to May but the magnitudes of these are fairly small. GISSAOM projects very
little change in most months. MIROC3.2MEDRES predicts increasing precipitation in
April and May and relatively little change in the other months.
Similarly to the KnnCAD V4 outputs, results from the different AOGCM
scenarios are highly variable. Depending on the model and emission scenario, increases
can be predicted in certain months where there are major decreases predicted by the other
models. Many of the models project decreasing precipitation in at least one of the
summer months, although the B1 scenario had many different outcomes for summer
precipitation. Many models also showed increasing precipitation values for some of the
cooler months from November-March, although results are again not consistent between
models and emission scenarios. The following section provides further analysis of the
downscaled precipitation results, with a comparison to the KnnCAD V4 outputs.
4.3 Comparison of downscaling results
To provide a comparison between the total monthly precipitation outputs from the
different models discussed above, Table 3.13 provides percent changes in mean seasonal
precipitation amounts from the different models, grouped by emission scenario. For the
A1B scenario, all models and both downscaling tools project increases in winter
precipitation of 0.8% to 18.9%. In general, there is fairly close agreement between
downscaling tools, the highest discrepancy being 3% for CGCM3T63. For spring, all
models but MIROC3.2HIRES predict increasing precipitation amounts of 3.7% to 19.8%.
MIROC3.2HIRES predicts a decrease of 6.5% from LARS-WG and 3.7% from KnnCAD
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Table 4.1: AOGCM-predicted percent changes in total seasonal precipitation from LARS-WG and KnnCAD V4
Emission
Scenario AOGCM
Percent Change in Total Seasonal Precipitation (%)
Winter (DJF) Spring (MAM) Summer (JJA) Fall (SON)
LARS-WG KnnCAD V4 LARS-WG KnnCAD V4 LARS-WG KnnCAD V4 LARS-WG KnnCAD V4
A1B
CGCM3T47 17.1 18.5 19.8 15.0 1.3 -3.2 5.7 4.5
CGCM3T63 13.6 16.6 15.1 11.5 -0.4 -7.0 40.7 35.9
GISSAOM 6.0 4.2 12.5 3.7 13.9 7.0 10.9 5.0
MIROC3.2HIRES 18.9 17.7 -6.5 -3.7 -2.3 -15.9 9.1 7.9
MIROC3.2MEDRES 0.8 1.6 12.3 10.3 -13.9 -20.4 2.1 -3.1
Average A1B 11.3 11.7 10.6 7.4 -0.3 -7.9 13.7 10.0
A2
CGCM3T47 22.3 19.4 14.4 19.0 1.9 -7.1 10.0 8.7
CGCM3T63 5.3 4.7 10.4 5.9 -0.5 -2.6 45.4 36.0
CSIROMK3.5 10.3 11.3 14.6 11.2 21.7 7.3 7.0 -0.4
MIROC3.2MEDRES -0.5 3.4 6.9 6.8 -7.6 -12.7 -4.6 -9.6
Average A2 9.4 9.7 11.6 10.7 3.9 -3.8 14.5 8.7
B1
CGCM3T47 12.4 10.2 17.8 10.3 -1.7 -4.2 5.7 2.9
CGCM3T63 13.4 18.0 -3.9 -7.2 12.7 4.4 53.7 40.3
CSIROMK3.5 4.6 6.2 15.4 7.5 28.3 22.0 8.6 3.3
GISSAOM -0.7 7.5 -1.1 -2.6 13.6 8.7 5.7 7.0
MIROC3.2HIRES 5.7 2.1 -1.2 -1.0 -5.2 -16.7 -2.8 -5.7
MIROC3.2MEDRES -1.8 1.7 22.3 15.5 1.9 -6.8 0.6 -2.4
Average B1 5.6 7.6 8.2 3.8 8.3 1.2 11.9 7.6
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V4.  Summer results are more highly variable with some models predicting increases
(GISSAOM) and others predicting decreases (MIROC3.2HIRES, MIROC3.2MEDRES,
CGCM3T63). For CGCM3T47, the downscaling tools did not agree on the sign of
change. For fall, all models predict increasing precipitation except for the
MIROC3.2MEDRES output from KnnCAD V4. CGCM3T63 predicts the most dramatic
change, a 40.7% increase (LARS-WG) or a 35.9% increase (KnnCAD V4).
For the A2 models in winter, all outputs show an increase in precipitation of 3.4%
to 22.3% except for MIROC3.2MEDRES from LARS-WG, which projects a 0.5%
decrease. All models predict increases for spring, ranging from 6.8% to 19%. The highest
discrepancy between spring predictions for each downscaling tool is 4.6% for the
CGCM3T47 model. Again the summer results are highly variable, with some models
predicting increases and others predicting decreases. There is a major discrepancy
between downscaling tools for CSIROMK3.5, where LARS-WG predicts a 21.7%
increase and WG-PCA predicts only a 7.3% increase. For fall, results are again variable
with decreases projected by MIROC3.2MEDRES, increases of 8.7% to 45.4% predicted
by the CGCM models, and a disagreement on the sign of change from LARS-WG and
KnnCAD V4 for the CSIROMK3.5 model.
For the B1 models, there is generally more discrepancy between the different
AOGCMs. Model predictions for winter range from a decrease of 1.8% to an increase of
18%. KnnCAD V4 and LARS-WG do not agree on the sign of change for GISSAOM or
MIROC3.2MEDRES, however the magnitudes of change for these models are small. For
spring, CGCM3T47, CSIROMK3.5 and MIROC3.2MEDRES all predict increases of
7.5% to 22.3% while the other models predict decreases from 1% to 7.2%. Summer
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predictions are again variable, with the highest increase being 22% (KnnCAD V4) to
28.3% (LARS-WG) for CSIROMK3.5. Decreases are projected for MIROC3.2HIRES
and CGCM3T47. For MIROC3.2MEDRES, a 6.8% decrease is predicted by KnnCAD
V4 while a 1.9% increase is predicted by LARS-WG. For fall predictions, all models but
MIROC3.2HIRES and the KnnCAD V4 prediction for MIROC3.2MEDRES show
increasing precipitation totals. The CGCM3T63 model predicts the most dramatic fall
increase, of 40.3% (KnnCAD V4) to 53.7% (LARS-WG).
The results from Table 3.13 demonstrate the differences between the AOGCM
models and downscaling tools. Overall, most AOGCMs (27/30 simulations) show
increasing winter precipitation totals for both downscaling tools. The range of AOGCM
predictions for changes in winter precipitation totals is -1.8% to 22.3%. Results are less
conclusive for spring where the A1B and A2 models mainly predict increasing
precipitation but for B1 results vary. A total of 22/30 of the AOGCM simulations predict
increasing spring precipitation amounts. The range of changes predicted is from -7.2% to
22.3%. Summer results are highly variable with some models projecting increasing
precipitation and others projecting decreases with percent change values ranging from -
20.4% to 28.3%. Most simulations (23/30) project increasing fall precipitation amounts.
AOGCM predictions in fall precipitation changes range from -4.6% to 53.7%.
From the validation results (Section 3.4), both LARS-WG and KnnCAD V4 are
shown to adequately simulate daily precipitation characteristics such as the mean and
standard deviation, as well as extreme precipitation values such as the 95 th and 99th
percentiles. As such, a comparison of the downscaled results for these characteristics is
presented. Figure 3.16 shows the downscaled mean and standard deviations of daily
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precipitation amounts, with LARS-WG as an orange line and KnnCAD V4 as a green
line. The triangle symbols represent standard deviations and the dots represent mean
values. The observed historic values are plotted in black for a comparison.
The results presented in Figure 4.4 are from the SRES A1B scenario. It is clear
from the figure that there is a fairly close agreement between the two downscaling tools
for most of the A1B AOGCMs. For CGCM3T47, increasing means and standard
deviations are projected by both downscaling tools for November to May. The most
significant increase in standard deviations from this model is in April, where a 2mm
difference is projected by KnnCAD V4 and a 1.8mm difference from LARS-WG. For
CGCM3T63, results between the models are more variable. In general, increases in the
standard deviations from August to January, and in March and May are predicted. The
largest increase in the standard deviation is predicted for November (3.5mm). The highest
discrepancy between the weather generators is in September, where a 2.2mm increase is
predicted by LARS-WG and only a 1mm increase from KnnCAD V4. For GISSAOM,
most months show a very slight increase in both the mean and standard deviation.
MIROC3.2HIRES projects increasing standard deviations and means for October to
March and decreasing values in July to September. From the MIROC3.2MEDRES
model, significant decreases in standard deviations for June to September of up to 2mm
are noted. Decreases in the means for these months are also apparent. There are also
slight increases from February to May.
Figure D6 in Appendix D shows the results from the A2 scenario for AOGCM
predicted means and standard deviations. Again there is a fairly close agreement between
LARS-WG and KnnCAD V4. Similar to the A1B scenario for CGCM3T47, increases in
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Figure 4.4: Observed and AOGCM-predicted mean and standard deviations of daily
precipitation for the A1B scenario.
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means and standard deviations from October to May are predicted. For CGCM3T63, a
large increase in standard deviations is again predicted for September to December. In
November, a 4mm increase in standard deviation and a 2mm increase in the mean daily
value are projected. The highest discrepancy between outputs from LARS-WG and
KnnCAD V4 is also in September for this model, consistent with the A1B observation.
For CISROMK3.5 A2, increases from January to July are predicted as well as an increase
in September. The highest discrepancy between LARS-WG and KnnCAD V4 predictions
is for September, with a difference of about 1.8mm. For MIROC3.2MEDRES, increases
in means and standard deviations are projected from March-May and a decrease is
projected in September with little change in the remaining months.
Predictions for the means and standard deviations from the B1 scenarios are
shown in Appendix D, Figure D7. The predictions from LARS-WG and KnnCAD are
fairly close, with the largest discrepancy occurring in May from the CGCM3T47
simulation. For this AOGCM, slight increases in the standard deviation from 0.8 to
1.9mm are predicted for October to April, as well as small increases in the mean values.
CGCM3T63 predicts increasing standard deviations from 0.8 to 4.1mm in July to
January. A significant increase of about 2mm in the mean daily precipitation amount is
predicted for November. Increases in the standard deviations are projected from February
to October by the CISROMK3.5 model, ranging from 0.4 to 3mm. Relatively small
changes are predicted by the GISSAOM model, the most notable being increases in
standard deviations for June, July and November. For MIROC3.2HIRES, decreasing
standard deviations by up to 2mm are predicted for July to October, with relatively little
changes for the other months apart from slight increases in November and December. For
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MIROC3.2MEDRES, increasing standard deviations from March to May are predicted,
as well as decreasing values for September. The mean values follow a similar trend.
While each of the AOGCM models predicts slightly different changes in the
means and standard deviations of daily precipitation amounts, many of the models predict
increases for the fall to spring months. Increasing standard deviations of daily
precipitation amounts indicate a higher probability of extreme precipitation events. As
such, it is important to consider the AOGCM predictions in the development of updated
intensity-duration-frequency (IDF) curves for water resources management in the UTRB
as the current curves do not take into account these projected changes.
Figure 4.5 shows the AOGCM projected changes in the 95th and 99th percentile
values from LARS-WG (orange) and KnnCAD V4 (green) for the A1B Scenario.
Observed historical values are plotted in black for comparison. The 99th percentile values
are plotted using triangles and the 95th percentile values with dots. For CGCM3T47,
increasing extreme precipitation events from November to March are predicted. The most
notable increase is about 13mm in the 99th percentile event from KnnCAD V4 in April.
There is a fairly close agreement between LARS-WG and KnnCAD V4 for most months.
For CGCM3T63, increasing percentile values from August to January, March and May
are projected by both LARS-WG and KnnCAD V4. An increase in the 99th percentile
value of about 20mm is projected in November from LARS-WG and a rise of about
15mm from KnnCAD V4. The largest difference between the two downscaling tools for
CGCM3T63 is about 8mm in September. For GISSAOM, increasing extreme
precipitation events are predicted for February, April to June and August to November.
The MIROC3.2HIRES simulation predicts increasing extreme precipitation events from
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Figure 4.5: Observed and AOGCM-predicted 95th and 99th percentile values of daily
precipitation for the A1B scenario.
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October to February and decreases for July and August, with a close agreement between
the downscaling tools. For MIROC3.2MEDRES, increases in May, April and October to
December are projected. There is generally less of an agreement between the
downscaling tools for January to March, where KnnCAD predicts a decrease and LARS-
WG predicts an increase. Significant decreases in the 99th percentile event ranging from 5
to 10mm are predicted for June to September.
Figure D8 in Appendix D contains results from the A2 scenario simulations of
extreme daily precipitation. There is a relatively close agreement between LARS-WG
and KnnCAD for most of the AOGCMs. For CGCM3T47, extreme precipitation amounts
are projected to increase from October to May and decrease in June and July by both
weather generators. KnnCAD predicts a decrease for August while LARS-WG predicts
an increase. For CGCM3T63, a 20mm increase in the November 99th percentile event is
predicted with a 13mm increase in the 95th percentile event. Significant increases are also
projected for September but the downscaling tools do not agree as closely, with about a
9mm difference in predictions. Increases from August to December are predicted as well
as for April and May, with decreases in June and July. For the CSIROMK3.5 model,
increasing extreme precipitation in January to June and September are projected. The
greatest discrepancy between downscaling tools is in September, similar to the
CGCM3T63 model outputs. For MIROC3.2MEDRES, increasing extreme precipitation
amounts in April and May are projected, with little change in the remaining months.
Extreme precipitation events from the B1 scenario simulations are shown in
Appendix D, Figure D9. For CGCM3T47, increasing extreme precipitation amounts are
projected from October to April, with a relatively close agreement between LARS-WG
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and WG-PCA. Again CGCM3T63 shows major increases from August to January, and
the highest changes occur in September and November. There is a closer agreement
between LARS-WG and WG-PCA for CGCM3T63 in the B1 scenarios than in A2 and
A1B. For CSIROMK3.5, there is less agreement between the downscaling tools.
Increases are predicted for February, April to June and August to October, the most
significant being a 20mm increase in the 99th percentile event predicted by LARS-WG
for August. For GISSAOM, minimal changes are predicted, with very slight increases in
extreme precipitation for February, June and September to November. For
MIROC3.2HIRES, the predicted changes are also minimal except for decreases in July-
September extreme precipitation events. There are also slight increases projected in
November and December. For MIROC3.2MEDRES, increases of 5 to 10mm in extreme
precipitation amounts from March to May are predicted with little change in the
remaining months.
For extreme precipitation amounts as well as the mean and standard deviation
projections, there is a fairly close agreement between KnnCAD and LARS-WG, however
there are some significant discrepancies in predictions between the different climate
models. For example in November, CGCM3T63 generally predicts a major increase and
other models predict much more slight increases or even decreases in the amount of
precipitation for the 95th and 99th percentile events. This result is also reflected in the
means and standard deviations for the same climate model.
In general, many of the models project increases in late fall to spring extreme
precipitation amounts as well as the standard deviations of daily precipitation. This is also
apparent from changes in the total seasonal precipitation amounts. It can be expected that
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the rainfall during these months will become more intense. Consideration of the changes
in future extreme precipitation events is crucial for the development of resilient water
resources management plans in the UTRB. Further hydrological analysis indicating
changes in the regulatory flood levels and IDF curves can help guide practitioners in the
consideration of climate change for hydraulic design in the basin.
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CHAPTER 5
CONCLUSIONS
5.1 Summary
This thesis proposes some modifications to a commonly used nonparametric
stochastic weather generator, KnnCAD. Weather generators are statistical tools that
produce synthetic series of climate data with characteristics similar to the input record.
Such algorithms can be used for a risk analysis of extreme events or in the downscaling
of future climate data from Atmosphere-Ocean coupled Global Circulation Models
(AOGCMs). The KnnCAD weather generator uses a resampling scheme in which the
next day’s weather is randomly chosen from a set of K-nearest neighbours, which are
days with similar characteristics to the current day selected from the historical daily
values that lie within a temporal window centred on that day. The weather generator
algorithm can be used for multiple sites by taking the regional average and using this to
select the next day’s weather. Selection of the corresponding weather from all stations is
then performed to ensure spatial correlations are preserved by the model. One drawback
of the previous versions of KnnCAD is that the model is unable to simulate the temporal
correlations present in daily temperature records because it essentially reshuffles one day
at a time. Furthermore, the resampling of historical data prevents the generation of
alternative extreme values. As such the previous versions of KnnCAD employed a
perturbation scheme for the resampled precipitation amounts; they used an ad-hoc
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method to prevent negative precipitation events and the method could not easily be
applied for simulations of temperature.
In KnnCAD V4, a new perturbation scheme is introduced to generate alternative
extremes for the temperature and precipitation data. The perturbation scheme uses a
weighted interpolation approach, in which a portion of the unperturbed value is added to
a portion of a randomly generated value. For precipitation amounts, the randomly
generated value is selected from a two parameter lognormal distribution with a mean
equal to the unperturbed precipitation amount and a standard deviation calculated from
the nonzero precipitation values in the potential neighbour subset. For temperatures, a
normal distribution is used with a standard deviation equal to that of the K-nearest
neighbours and a mean equal to the mean unperturbed temperature. In addition to the
perturbation scheme, a block-resampling method is introduced in which B days following
the selected neighbour are chosen. By resampling several days at a time, the temporal
correlations of simulated temperatures are preserved.
The KnnCAD V4 model is validated through a case study of the Upper Thames
River basin, in southwestern Ontario, Canada. Data from 22 stations for the years 1979-
2005 are used as input to the model. The ability of the weather generator to reproduce
total monthly precipitation, wet spell lengths, means and standard deviations of daily
precipitation and extreme percentile values of precipitation amounts is investigated. The
proposed model is shown to produce values close to the observations for all of the
selected indices, with relatively high coefficients of determination. Furthermore,
KnnCAD V4 passes all of the Wilcoxon tests for equality of means in the observed and
simulated precipitation data as well as the Levene’s tests for equality of variances at the
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95% significance level. Temperature simulation is validated by looking at the median
monthly maximum and minimum temperatures as well as simulation of extreme
temperature values (1st, 5th, 95th and 99th percentiles). KnnCAD V4 produces extreme and
median temperature values that are close to the historical observations for the UTRB,
with very high coefficients of determination. The model passes the Wilcoxon rank-sum
tests for equality of means in the simulated and observed data at the 95% significance
level in all but one month for maximum temperatures and in all but two months for
minimum temperatures. It also passes the Levene’s tests for equality of variances in
observed and simulated maximum and minimum temperature data for all months at the
95% significance level. Temporal correlations of simulated maximum and minimum
temperatures are also investigated and the new algorithm is able to produce values close
to the observed medians. The results are compared with the KnnCAD V3 and the V4
modification is shown to provide a major improvement. Spatial correlations are also
compared to the observations and the KnnCAD V4 simulated very close values in for all
months. Overall the KnnCAD V4 has been shown to be an effective tool for simulation of
the UTRB climate.
As an additional method of validating the KnnCAD V4 outputs, two other
stochastic weather generators are used, namely SDSM and LARS-WG. SDSM uses a
regression-based approach where the user selects atmospheric predictor variables and
develops regression relationships between these and the locally scaled temperature and
precipitation data. LARS-WG develops semi-empirical distributions from the historical
record and uses these to stochastically simulate climate data. The models are both shown
to produce total monthly precipitation amounts close to the historical observations.
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SDSM underestimates extreme precipitation events in certain months. LARS-WG is able
to simulate means and standard deviations of daily precipitation amounts that are close to
the observations with very high coefficients of determination; however it cannot
reproduce wet spell lengths for the London A station, with very low coefficients of
determination between historical and simulated data. SDSM and LARS-WG simulations
of median temperatures have high R-squared values indicating good performance in
terms of the average monthly temperatures. KnnCAD V4 outperforms both LARS-WG
and SDSM in terms of temperature simulation, with consistently higher coefficients of
determination for the extreme values. Neither SDSM nor LARS-WG could simulate the
temporal correlation present in the observed temperature series and they could only be
used on one site at a time. In general, KnnCAD V4 outperforms both SDSM and LARS-
WG in terms of the ability of the model to preserve the historical characteristics of both
precipitation and temperature.
To provide a comprehensive impact assessment for the Upper Thames River
basin, LARS-WG and KnnCAD V4 are used to downscale AOGCM data from six
models, each with two to three emission scenarios. By using several AOGCMs and two
different downscaling tools, the variability between downscaling outputs is assessed.
Monthly AOGCM outputs are collected for a total of 15 different scenarios for the
baseline (1979-2005) and future (2041-2070) period. Downscaling is achieved by these
models through the use of monthly AOGCM change factors for temperature and
precipitation, which are applied to the observed daily data. The AOGCM modified
datasets are used as inputs to LARS-WG and KnnCAD V4 to produce synthetic future
climate data. By using the same AOGCM inputs to both downscaling tools, the
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variability between the weather generators and AOGCMs are effectively compared.
Because SDSM requires daily gridded AOGCM outputs, downscaling was not performed
with this tool.
Results from the downscaling of AOGCM data are variable, since each AOGCM
employs a different set of assumptions regarding the physical relationships between the
climate variables. Based on validation results, the outputs investigated are total
precipitation, the means and standard deviations of daily precipitation and extreme
precipitation amounts. Overall, there are fairly similar outputs from LARS-WG and
KnnCAD V4 for the London A station, however in some cases the downscaling tools do
not agree on the sign of change. In general, most models predict increasing extreme
rainfall events for the late fall to spring period for the London A station in the UTRB.
The sign of changes are not as consistent for total seasonal precipitation, however in
general fall, winter and spring precipitation totals are predicted to increase by the
majority of the models. For fall, the range of predicted percent changes in total
precipitation from the fifteen models and the two downscaling tools is -4.6% to 53.7%,
indicating the major variability between the AOGCMs. For winter, precipitation amounts
are projected to change by anywhere from -1.8% to 22.3% (with 27/30 simulations
projecting increases) and in spring changes ranged from -7.2% to 22.3%. Summer results
are the most highly variable, with values ranging from -20.4% to 28.3%.
For the UTRB, KnnCAD, SDSM and LARS-WG are all shown to be effective
downscaling tools based on their ability to preserve the historical climate at the London A
station. Because monthly AOGCM data is used in this study, AOGCM downscaling is
performed for the London A station using LARS-WG and KnnCAD only. Overall for the
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London A station of the UTRB, more extreme precipitation can be expected in the future
as well as increased rainfall totals from late fall to early spring. An increase in mean daily
precipitation is also projected for the London A station. It is critical that these projected
changes in precipitation are considered in basin management and the design of storm
water infrastructure in the future. Updated IDF curves and modification of existing storm
water infrastructure are required to prevent excessive pooling of water during future
extreme precipitation events. Hydrologic models should be updated to determine
expected changes in the regulatory flood levels, especially for the City of London which
is prone to major flooding events. The effects of increasing flood levels on the city’s
extensive diking system should be quantified to ensure the dikes provide adequate
protection for the more vulnerable, low-lying communities. In order to mitigate the
negative effects of flooding, it is crucial that city planners and water resources engineers
take the projected precipitation changes into consideration.
The results of this research highlight the importance of considering several
AOGCM models and emission scenarios in determining vulnerability to future climate
events. Because the results from the AOGCMs are so highly variable, it is not sufficient
to choose only one model in a climate change risk analysis without some assessment of
which AOGCMs perform better for a specific region. The use of several downscaling
tools is an effective method for validation of weather generator performance and for
providing a comprehensive impact assessment of climate change. The KnnCAD V4
model has been shown to be an effective and simple tool for generation of synthetic
historical data and for the downscaling of AOGCM data at the UTRB. Results indicate
that increasing extreme precipitation events and precipitation totals can be expected for
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the UTRB during the fall to winter months. These changes should be taken into
consideration to ensure sustainable management of the basin and adequate flood
protection for its inhabitants.
5.2 Recommendations for future work
While the KnnCAD V4 model performs well for the UTRB study area, validation
of this model at different study areas and using a variety of variable combinations is
necessary to confirm its utility as an effective climate simulation tool. More testing is
required to ensure the algorithm can simulate the daily climate at sites with different
climate characteristics. Furthermore, since the algorithm uses a regional average for
multisite simulations, results might differ when less stations or only a single station is
simulated because climate anomalies such as extreme precipitation events would have a
larger effect on the distance metric used. It is crucial that the program is tested
extensively in the future to ensure the algorithm’s inherent limitations are well known
and that it can be used effectively for climate change impact assessments.
Because each of the AOGCM models provides such different outputs,
consideration of the assumptions behind each model should be made. Certain AOGCMs
might perform better in specific regions for the historical period and this could help
researchers choose which models to use in impact assessments as inclusion of several
models can be very time consuming. For example in southwestern Ontario, the Great
Lakes have a major influence on precipitation patterns. If an AOGCM does not include
these lakes as open bodies of water, the evaporation potential from the lakes would be
sufficiently reduced. By looking at the ability of the AOGCM to simulate historical
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conditions and the inherent assumptions of the model, researchers could more efficiently
choose the appropriate AOGCMs.
Another area for future work is for creating AOGCM-modified KnnCAD V4
input. Currently, monthly AOGCM data are used to determine change factors (monthly
changes in the mean between the baseline and future period). These change factors are
applied to each day in the record to create AOGCM-modified inputs to the KnnCAD V4
model. These inputs only differ from the historical data in terms of their means, maxima
and minima. The variability remains the same. A crucial area for future work is
developing a methodology for application of daily AOGCM data to the observed record.
This is necessary to take into account AOGCM-predicted changes in the variability as
well, instead of simply the monthly mean changes. More research is necessary to develop
an appropriate methodology for the creation of modified input datasets for KnnCAD V4
from the daily AOGCM outputs.
An additional topic for further research is in the development of updated IDF
curves for water resources management in the Upper Thames River basin.  Furthermore,
updating stream flow and hydrologic models would help to investigate the impact of
climate change on the regulatory flood levels in Upper Thames River. It is important that
practitioners begin to use future climate projections in water resources planning to
develop resilient infrastructure and prevent disasters such as flooding. Such information
can also be useful in allocating water in shared river basins and preventing water
shortages in major cities.
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APPENDIX A: SRES EMISSION SCENARIOS
Figure A1: SRES Emission Scenarios (Nakicenovic and Swart, 2000)
A1B: In scenario A1B, the storyline includes rapid economic expansion and
globalization, a population peaking at 9 billion in 2050, and a balanced emphasis on
a wide range of energy sources (Nakicenovic and Swart, 2000).
B1: The storyline for the B1 scenario is much like A1B in terms of population and
globalization; however there are changes toward a service and information
economy with more resource efficient and clean technologies. Emphasis is put on
finding global solutions for sustainability (Nakicenovic and Swart, 2000).
A2: For scenario A2, the storyline consists of a world of independently operating nations
with a constantly increasing population and economic development on a regional
level. Technological advances in this storyline occur more slowly due to the
divisions between nations (Nakicenovic and Swart, 2000).
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APPENDIX B: AOGCM GRID RESOLUTIONS
Figure B1: CGCM3T47 grid spacing relative to the UTRB stations. Source: Statistics
Canada, 2006.
Figure B2: CGCM3T63 grid spacing relative to the UTRB stations. Source: Statistics
Canada, 2006.
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Figure B3: GISSAOM grid spacing relative to the UTRB stations. Source: Statistics
Canada, 2006.
Figure B4: MIROC3.2HIRES grid spacing relative to the UTRB stations. Source:
Statistics Canada, 2006.
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Figure B5: MIROC3.2MEDRES grid spacing relative to the UTRB stations. Source:
Statistics Canada, 2006.
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APPENDIX C: AOGCM CHANGE FACTORS
Table C1: AOGCM-predicted percent changes in 2050’s precipitation at the London A station
Emission Scenario AOGCM MonthJanuary February March April May June July August September October November December
A1B
CGCM3T47 19.32 9.79 19.30 13.30 3.99 -1.00 -9.11 -3.87 -5.65 1.01 12.31 11.46
CGCM3T63 23.99 3.50 43.31 17.10 1.06 -19.47 -8.01 8.44 12.62 21.03 35.05 4.59
GISS-AOM 3.35 8.17 8.84 15.26 9.03 7.54 1.17 1.52 -4.97 12.36 -2.21 -2.06
MIROC3.2HIRES 15.84 12.55 14.33 10.46 2.92 2.26 -10.77 2.73 -5.21 18.93 16.14 16.62
MIROC3.2MEDRES 2.77 1.90 2.88 8.61 11.27 -22.97 -24.44 -28.00 -18.24 3.56 -3.36 3.82
Average A1B 13.05 7.18 17.73 12.94 5.65 -6.73 -10.23 -3.84 -4.29 11.38 11.59 6.89
A2
CGCM3T47 24.97 13.61 22.09 13.35 7.78 -7.91 -12.94 -3.33 -2.81 11.38 16.98 16.53
CGCM3T63 3.76 -2.94 25.20 21.07 9.27 -12.59 -8.75 -9.52 14.89 6.68 45.64 4.11
CSIROMK3.5 23.09 21.75 6.29 19.70 9.48 20.50 3.20 -13.19 27.64 -5.01 -4.71 13.43
MIROC3.2MEDRES 4.02 -3.97 12.53 5.40 0.37 -15.26 -15.21 -16.64 -19.44 -19.16 -0.58 11.79
Average A2 13.96 7.11 16.53 14.88 6.73 -3.81 -8.43 -10.67 5.07 -1.53 14.33 11.47
B1
CGCM3T47 11.17 15.36 15.95 9.72 -1.09 -2.85 -7.41 2.39 -5.04 7.42 7.35 1.36
CGCM3T63 7.95 14.28 4.36 10.75 -4.11 -1.59 -0.75 13.35 22.22 4.67 43.03 23.00
CSIROMK3.5 4.09 32.42 4.05 17.87 12.95 13.24 12.13 17.43 26.25 10.45 -10.75 2.04
GISS-AOM 7.63 8.24 8.21 0.81 -7.98 8.70 4.13 -4.75 -6.30 3.75 -0.90 -2.55
MIROC3.2HIRES 0.54 3.17 19.05 0.94 2.12 -2.16 -5.00 -24.74 -20.43 -9.30 12.77 6.87
MIROC3.2MEDRES 7.06 1.34 4.76 17.67 27.51 -16.38 -7.49 -0.05 -4.71 -7.27 -2.30 0.41
Average B1 6.41 12.47 9.40 9.62 4.90 -0.18 -0.73 0.61 2.00 1.62 8.20 5.19
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Table C2: AOGCM-predicted change magnitudes for 2050’s maximum temperatures at the London A station
Emission Scenario AOGCM MonthJanuary February March April May June July August September October November December
A1B
CGCM3T47 2.31 2.25 2.34 2.36 2.31 2.09 2.25 2.32 2.34 2.53 1.99 2.02
CGCM3T63 2.02 3.54 2.72 3.62 2.79 2.88 2.32 2.37 2.98 2.78 2.22 1.65
GISS-AOM 2.64 2.63 2.29 2.19 1.79 1.89 2.03 1.87 1.59 1.55 1.69 2.31
MIROC3.2HIRES 4.06 3.65 3.90 3.32 3.45 3.41 3.50 3.32 3.96 3.96 3.90 3.48
MIROC3.2MEDRES 3.65 4.20 6.31 4.12 3.18 2.92 3.92 4.25 4.42 3.14 3.88 3.23
Average A1B 2.93 3.25 3.51 3.12 2.70 2.64 2.80 2.83 3.06 2.79 2.74 2.54
A2
CGCM3T47 2.25 2.53 2.41 2.30 2.49 2.33 2.49 2.57 2.49 2.78 2.18 2.09
CGCM3T63 2.20 3.24 3.18 3.39 2.67 2.70 3.14 3.66 2.03 3.19 2.14 1.39
CSIROMK3.5 1.81 1.55 1.96 3.01 3.06 2.37 2.14 2.55 2.78 2.02 2.56 2.24
MIROC3.2MEDRES 2.71 4.04 5.59 3.49 3.04 2.39 3.42 3.17 3.22 3.78 3.70 3.06
Average A2 2.24 2.84 3.28 3.05 2.82 2.45 2.80 2.99 2.63 2.94 2.64 2.19
B1
CGCM3T47 1.55 1.93 1.74 1.71 1.74 1.45 1.68 1.87 1.69 1.93 1.61 1.40
CGCM3T63 0.58 2.47 1.75 2.41 1.98 2.71 1.76 1.26 0.93 1.95 2.34 1.59
CSIROMK3.5 1.10 1.95 1.46 1.48 2.01 1.85 1.48 1.29 1.90 1.57 1.79 1.81
GISS-AOM 1.27 0.61 1.19 1.56 1.61 1.37 1.56 1.56 1.56 1.49 1.40 1.68
MIROC3.2HIRES 3.11 2.81 3.43 3.02 1.97 2.80 2.64 3.23 3.44 3.58 3.20 2.99
MIROC3.2MEDRES 2.23 3.18 3.10 3.07 2.27 1.85 2.30 2.46 3.02 2.89 3.04 1.97
Average B1 1.64 2.16 2.11 2.21 1.93 2.00 1.90 1.94 2.09 2.23 2.23 1.91
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Table C3: AOGCM- predicted change magnitudes for 2050’s minimum temperatures at the London A station
Emission Scenario AOGCM MonthJanuary February March April May June July August September October November December
A1B
CGCM3T47 2.94 3.55 2.56 2.27 2.31 2.20 2.35 2.30 2.30 2.35 1.99 2.25
CGCM3T63 3.92 5.95 4.35 3.65 2.46 2.45 1.94 2.66 2.81 2.52 1.91 2.27
GISS-AOM 3.90 3.65 2.58 2.13 2.29 2.17 2.07 1.80 1.52 1.68 1.66 2.59
MIROC3.2HIRES 3.82 3.35 3.51 3.35 3.37 3.25 3.21 3.23 3.64 3.90 3.72 3.29
MIROC3.2MEDRES 4.79 4.31 5.07 3.91 3.11 2.37 3.13 3.08 3.47 2.45 2.91 2.85
Average A1B 3.87 4.16 3.61 3.06 2.71 2.49 2.54 2.61 2.75 2.58 2.44 2.65
A2
CGCM3T47 2.84 3.84 2.77 2.30 2.42 2.35 2.53 2.50 2.38 2.56 2.16 2.38
CGCM3T63 4.23 5.43 4.54 3.16 2.68 2.36 2.38 2.99 2.59 2.96 2.16 2.15
CSIROMK3.5 1.75 1.54 1.79 2.84 3.37 2.48 2.18 2.31 2.47 1.98 2.37 2.01
MIROC3.2MEDRES 3.47 4.13 4.80 3.26 2.85 1.94 2.86 2.58 2.59 2.76 2.87 2.78
Average A2 3.07 3.74 3.48 2.89 2.83 2.28 2.49 2.59 2.51 2.56 2.39 2.33
B1
CGCM3T47 2.01 3.06 2.09 1.73 1.67 1.52 1.73 1.89 1.67 1.80 1.60 1.54
CGCM3T63 1.76 4.10 3.15 2.28 1.95 2.39 1.68 1.77 1.63 1.98 2.43 1.87
CSIROMK3.5 1.32 1.74 1.43 1.55 2.24 2.05 1.73 1.63 1.94 1.70 1.67 1.60
GISS-AOM 1.90 1.13 1.44 1.44 1.75 1.37 1.52 1.40 1.41 1.57 1.39 1.91
MIROC3.2HIRES 2.84 2.33 2.92 2.78 2.04 2.60 2.46 2.88 2.99 3.42 3.01 2.86
MIROC3.2MEDRES 3.12 3.67 2.67 2.93 2.52 1.64 2.09 2.22 2.61 2.38 2.58 2.03
Average B1 2.16 2.67 2.29 2.12 2.03 1.93 1.87 1.97 2.04 2.14 2.11 1.97
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APPENDIX D: ADDITIONAL AOGCM FIGURES
Figure D1: Total monthly precipitation boxplots from the AOGCM models for the A2
scenario as downscaled by KnnCAD V4. Observed values are plotted as a black line.
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Figure D2: Total monthly precipitation boxplots from the AOGCM models for the B1
scenario as downscaled by KnnCAD V4. Observed values are plotted as a black line.
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Figure D3: AOGCM-predicted changes in mean monthly minimum temperatures for
emission scenarios A1B (a), A2 (b) and B1 (c) in 2041-2070.
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Figure D4: Total monthly precipitation boxplots from the AOGCM models for the A2
scenario as downscaled by LARS-WG. Observed values are plotted as a black line.
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Figure D5: Total monthly precipitation boxplots from the AOGCM models for the B1
scenario as downscaled by LARS-WG. Observed values are plotted as a black line.
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Figure D6: Observed and AOGCM-predicted mean and standard deviations of daily
precipitation for the A2 scenario.
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Figure D7: Observed and AOGCM-predicted mean and standard deviations of daily
precipitation for the B1 scenario.
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Figure D8: Observed and AOGCM-predicted 95th and 99th percentile values of daily
precipitation for the A2 scenario.
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Figure D9: Observed and AOGCM-predicted 95th and 99th percentile values of daily
precipitation for the B1 scenario.
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