We propose a novel neural topic model in the Wasserstein autoencoders (WAE) framework. Unlike existing variational autoencoder based models, we directly enforce Dirichlet prior on the latent document-topic vectors. We exploit the structure of the latent space and apply a suitable kernel in minimizing the Maximum Mean Discrepancy (MMD) to perform distribution matching. We discover that MMD performs much better than the Generative Adversarial Network (GAN) in matching high dimensional Dirichlet distribution. We further discover that incorporating randomness in the encoder output during training leads to significantly more coherent topics. To measure the diversity of the produced topics, we propose a simple topic uniqueness metric. Together with the widely used coherence measure NPMI, we offer a more wholistic evaluation of topic quality. Experiments on several real datasets show that our model produces significantly better topics than existing topic models.
Introduction
Probabilistic topic models (Hoffman et al., 2010) have been widely used to explore large collections of documents in an unsupervised manner. They can discover the underlying themes and organize the documents accordingly. The most popular probabilistic topic model is the Latent Dirichlet Allocation (LDA) (Blei et al., 2003) , where the authors developed a variational Bayesian (VB) algorithm to perform approximate inference; subsequently (Griffiths and Steyvers, 2004) proposed an alternative inference method using collapsed Gibbs sampling.
More recently, deep neural networks have been successfully used for such probabilistic models with the emergence of variational autoencoders * This work was done when the author was with Amazon.
(VAE) (Kingma and Welling, 2013) . The key advantage of such neural network based models is that inference can be carried out easily via a forward pass of the recognition network, without the need for expensive iterative inference scheme per example as in VB and collapsed Gibbs sampling. Topic models that fall in this framework include NVDM (Miao et al., 2016) , ProdLDA (Srivastava and Sutton, 2017) and NTM-R (Ding et al., 2018) . At a high level, these models consist of an encoder network that maps the Bag-of-Words (BoW) input to a latent document-topic vector and a decoder network that maps the document-topic vector to a discrete distribution over the words in the vocabulary. They are autoencoders in the sense that the output of the decoder aims to reconstruct the word distribution of the input BoW representation. Besides the reconstruction loss, VAE-based methods also minimize a KL-divergence term between the prior and posterior of the latent vector distributions. Despite their popularity, these VAEbased topic models suffer from several conceptual and practical challenges. First, the Auto-Encoding Variational Bayes (Kingma and Welling, 2013) framework of VAE relies on a reparameterization trick that only works with the "location-scale" family of distributions. Unfortunately, the Dirichlet distribution, which largely accounted for the modeling success of LDA, does not belong to this family. The Dirichlet prior on the latent documenttopic vector nicely captures the intuition that a document typically belongs to a sparse subset of topics. The VAE-based topic models have to resort to various Gaussian approximations toward this effect. For example, NVDM and NTM-R simply use Gaussian instead of Dirichlet prior; ProdLDA uses Laplace approximation of the Dirichlet distribution in the softmax basis as prior. Second, the KL divergence term in the VAE objective forces posterior distributions for all examples to match the prior, essentially making the encoder output independent of the input. This leads to the problem commonly known as posterior collapse (He et al., 2019) . Although various heuristics such as KL-annealing (Bowman et al., 2016) have been proposed to address this problem, they are shown to be ineffective in more complex datasets (Kim et al., 2018) .
In this work we leverage the expressive power and efficiency of neural networks and propose a novel neural topic model to address the above difficulties. Our neural topic model belongs to a broader family of Wasserstein autoencoders (WAE) (Tolstikhin et al., 2017) . We name our neural topic model W-LDA to emphasize the connection with WAE. Compared to the VAE-based topic models, our model has a few advantages. First, we encourage the latent document-topic vectors to follow the Dirichlet prior directly via distribution matching, without any Gaussian approximation; by preserving the Dirichlet prior, our model represents a much more faithful generalization of LDA to neural network based topic models. Second, our model matches the aggregated posterior to the prior. As a result, the latent codes of different examples get to stay away from each other, promoting a better reconstruction (Tolstikhin et al., 2017) . We are thus able to avoid the problem of posterior collapse.
To evaluate the quality of the topics from W-LDA and other models, we measure the coherence of the representative words of the topics using the widely accepted Normalized Pointwise Mutual Information (NPMI) (Aletras and Stevenson, 2013) score, which is shown to closely match human judgments (Lau et al., 2014) . While NPMI captures topic coherence, it is also important that the discovered topics are diverse (not repetitive). Yet such a measure has been missing in the topic model literature. 1 We therefore propose a simple Topic Uniqueness (TU) measure for this purpose. Given a set of representative words from all the topics, the TU score is inversely proportional to the number of times each word is repeated in the set. High TU score means the representative words are rarely repeated and the topics are unique to each other. Using both TU and NPMI, we are able to provide a more wholistic measure of topic quality. To summarize our main contributions:
• We introduce a uniqueness measure to evaluate topic quality more wholistically.
• W-LDA produces significantly better quality topics than existing topic models in terms of topic coherence and uniqueness.
• We experiment with both the WAE-GAN and WAE-MMD variants (Tolstikhin et al., 2017) for distribution matching and demonstrate key performance advantage of the latter with a carefully chosen kernel, especially in high dimensional settings.
• We discover a novel technique of adding noise to W-LDA to significantly boost topic coherence. This technique can potentially be applied to WAE in general and is of independent interest.
Related Work
Adversarial Autoencoder (AAE) (Makhzani et al., 2015) was proposed as an alternative to VAE. The main difference is that AAE regularizes the aggregated posterior to be close to a prior distribution whereas VAE regularizes the posterior to be close to the prior. Wasserstein autoencoders (WAE) (Tolstikhin et al., 2017) provides justification for AAE from the Wasserstein distance minimization point of view. In addition to adversarial training used in AAE, the authors also suggested using Maximum Mean Discrepancy (MMD) for distribution matching. Compared to VAE, AAE/WAEs are shown to produce better quality samples. AAE has been applied in the task of unaligned text style transfer and semi-supervised natural language inference by ARAE (Kim et al., 2017) . To be best of our knowledge, W-LDA is the first topic model based on the WAE framework. Recently, Adversarial Topic model (ATM) (Wang et al., 2018) proposes using GAN with Dirichlet prior to learn topics. The generator takes in samples from Dirichlet distribution and maps to a document-word distribution layer to form the fake samples. The discriminator tries to distinguish between the real documents from the fake documents. It also pre-processes the BoW representation of documents using TF-IDF. The evaluation is limited to topic coherence. A critical difference of W-LDA and ATM is that ATM tries to perform distribution matching in the vocabulary space whereas W-LDA in the latent documenttopic space. Since the vocabulary space has much higher dimension (size of the vocabulary) than the latent document-topic space (number of topics), we believe it is much more challenging for ATM to train and perform well compared to W-LDA.
Our work is also related to the topic of learning disentangled representations. A disentangled representation can be defined as one where single latent units are sensitive to changes in single generative factors, while being relatively invariant to changes in other factors (Bengio et al., 2013) . In topic modeling, such disentanglement means that the learned topics are coherent and distinct. (Rubenstein et al., 2018) demonstrated that WAE learns better disentangled representation than VAE. Interestingly, (Rubenstein et al., 2018) argue for adding randomness to the encoder output to address the dimensionality mismatch between the intrinsic data and the latent space. One of our contributions is to discover that by properly adding randomness, we can significantly improve disentanglement (topic coherence and uniqueness) of WAE. Therefore we offer yet another evidence to the advantage of randomized WAE.
Background

Latent Dirichlet Allocation
LDA is the most popular topic model. Suppose there are V words in the vocabulary, each document is represented as a BoW w = (w 1 , . . . , w N ), where w n is the word at position n and assume there are N words in the document. The number of topics K is pre-specified. Each topic β k , k = 1, . . . , K is a probability distribution over the words in the vocabulary. Each document is assumed to have a mixed membership of the topics θ ∈ K , k θ k = 1, θ k ≥ 0. The generative process for each document starts with drawing a document-topic vector from the Dirichlet prior distribution with parameter α. To generate the nth word in the document, a topic z n ∈ {1, . . . , K} is drawn according to the multinomial distribution θ and the word is then drawn according to the multinomial distribution β zn . Thus, the marginal likelihood of the document p(w|α, β) is θ N n=1 K zn=1 p(w n |z n , β)p(z n |θ) p(θ|α)dθ Given a document w, the inference task is to determine the conditional distribution p(θ|w).
Wasserstein Auto-encoder
The latent variable generative model posits that a target domain example (eg. document w) is generated by first sampling a latent code θ from a prior distribution P Θ and then passed through a decoder network. The resulting distribution in the target domain is P dec with density:
The key result of (Tolstikhin et al., 2017) is that in order to minimize the optimal transport distance between P dec and the target distribution P w , it is equivalent to minimizing the following objective for some scalar value of λ:
where c is a cost function and Q Θ := E Pw Q(θ|w) is the aggregated posterior or the encoded distribution of the examples; D Θ (Q Θ , P Θ ) is an arbitrary divergence between Q Θ and P Θ . Similar to VAE, the WAE objective consists of a reconstruction term and a regularization term. Note the key difference is that the regularization term for WAE is on the aggregated posterior whereas the term for VAE is on the posterior distribution.
Two different divergences were proposed for D Θ (Q Θ , P Θ ). The first is GAN-based, setting D Θ (Q θ , P Θ ) = D JS (Q Θ , P Θ ) (Goodfellow et al., 2014) . A discriminator (an adversary) is introduced trying to separate "true" points sampled from P Θ and "fake" ones sampled from Q Θ . The second is Maximum Mean Discrepancy (MMD)-based (Gretton et al., 2012) , setting D θ (Q θ , P θ ) = MMD k (Q Θ , P Θ ). For a kernel function k : Θ × Θ → , the MMD is defined as
where H is the Reproducing Kernel Hilbert Space (RKHS) of real-valued functions mapping Θ to and k is the kernel function; k(θ, ·) can be considered as the feature mapping of θ to a higher dimensional space. a slight abuse of notation, a document is a BoW w, where w i is the number of occurrences of the ith vocabulary word in the document.
Encoder-decoder
The encoder of W-LDA consists of an Multi-Layer Perceptron (MLP) mapping w to an output layer of K units before applying softmax to obtain the document-topic vector θ ∈ S K−1 . The encoder acts as the recognition network to perform efficient inference: Q(θ|w) ≈ p(θ|w). Unlike VAEbased method, we have the option to use deterministic encoder θ = enc(w), which is conceptually and computationally simpler. In this case Q(θ|w) is a Dirac Delta distribution. Given θ, the decoder consists of a single layer neural network mapping θ to an output layer of V units before applying softmax to obtainŵ ∈ S V −1 .ŵ is a probability distribution over the words in the vocabulary. Mathematically, we havê
where β = [β 1 , . . . , β K ] is the matrix of topicword vectors as in LDA and b is an offset vector. The reconstruction loss for the autoencoder is simply the negative cross-entropy loss between the BoW w and theŵ from the decoder:
Distribution matching
We explored both GAN and MMD-based options for D Θ (Q Θ , P Θ ). For GAN, we additionally introduce an MLP as a discriminator network. We alternate between minimization and maximization as done in (Tolstikhin et al., 2017; Makhzani et al., 2015) . Unfortunately, we are unable to train the GAN-based W-LDA as we face a vanishing gradient problem and the encoder fails to update for distribution matching. We investigate this issue further in Section 6.4 and demonstrate through a toy example that MMD is better suited than GAN for matching high dimensional Dirichlet distributions. We therefore focus on the MMD-based method. The immediate question is which kernel function to use for MMD. Since our task is to match the Dirichlet distribution, it is natural to seek kernel functions that are based on meaningful distance metrics on the simplex. We therefore choose to use the information diffusion kernel (Lafferty and Lebanon, 2002) , which uses the geodesic distance:
Intuitively, it first maps points on the simplex to a sphere via θ k → √ θ k and then measures the distance between points on the curved surface. Compared to the more common L-2 distance, the geodesic distance is much more sensitive to points near the boundary of the simplex, which is especially important for sparse data (Lafferty and Lebanon, 2002) . The information diffusion kernel we use is
(6) The MMD in (3) can be unbiasedly estimated using m samples via (7), where {θ 1 , . . . , θ m } are sampled from Q Θ and {θ 1 , . . . , θ m } are sampled from P Θ . This form can be more easily understood by writing the norm in (3) in terms of an inner product and expand the product of sums.
In practice, the reconstruction loss (5) can be orders of magnitude larger than the regularization term D Θ (Q Θ , P Θ ). We therefore need to multiply a scaling factor to the reconstruction loss in order to balance the two terms. Yet, we would like to avoid introducing an additional hyperparameter. Consider a baseline case where the document length is s and contains only one unique word; further assume the output of the decoder is completely uninformative, i.e.ŵ i = 1/V, i = 1, . . . , V ; then s log V is the reconstruction loss. By setting the scaling factor to 1/(s log V ), we can normalize the reconstruction loss to 1 with respect to this baseline case. Empirical study suggests that such a choice works well across multiple datasets.
Adding noise
One of the key discoveries of this paper is that adding noise to the document-topic vectors during training leads to substantially better topics. Specifically, for each training example we sample a random Dirichlet vector from the prior θ noise ∼ P Θ and mix with the encoder output θ = enc(w):
where α ∈ [0, 1] is the mixing proportion. α = 0 is equivalent to not adding any noise; α = 1 is
equivalent to using purely noise and ignore the encoder output altogether. We use θ + as input to the decoder and compute the reconstruction loss for stochastic gradient optimization. Note that although adding noise appears similar to the reparameterization trick in VAEs, it is much more flexible and not restricted to the "location-scale" family of distributions as in VAEs.
Topic extraction and TU measure
We can extract the top words based on the decoder matrix weights. Specifically, The representative words of the kth topic are those corresponding to the top entries of β k sorted in descending order.
As explained in the introduction, we evaluate the quality of the topics in terms of both topic uniqueness (TU) and coherence (NPMI). We propose a simple measure of TU defined as follows. Given the top L words from each of the K topics, the
is the total number of times the l th top word in topic k appears in the top words across all topics. For example, if the l th top word in topic k appears only in topic k, then cnt(l, k) = 1; on the other hand, if the word appears in all the topics then cnt(l, k) = K. Finally, the average TU is computed as TU = 1 K K k=1 TU(k). The range of the TU value is between 1/K and 1. A higher TU value means the produced topics are more diverse.
Experiments and Results
We conduct experiments on a synthetic corpus generated according to the LDA model and six widely used real world benchmark datasets: 20NG (the same version as (Srivastava and Sutton, 2017)), AGNews, 2 DBpedia (Lehmann et al., 2013) , Yelp review polarity from the Yelp Dataset Challenge in 2015, NYTimes (Dheeru and Karra Taniskidou, 2017) and Wikitext-103 (Merity et al., 2016) . We use the same version of AGNews, DBpedia and Yelp review polarity as (Zhang et al., 2015 Miao et al., 2016) , uses pretrained word embeddings for coherence regularization.
Synthetic topic recovery
We first verify the ability of W-LDA in recovering topics via a synthetic experiment. We construct a corpus of 10000 documents following the LDA generative process. The vocabulary size is 100 and there are 5 topics and Dirichlet parameters are 0.1. We run all methods with 5 latent topics and compare the recovered top 10 words for each topic against the ground truth. We compute the maximum precision among all permutations to align the topics and report the result in Table 2 . Note a top-10 word in a predicted topic is a false positive if it is not among the top-10 words in the ground truth topic. We also compare the topic words produced by W-LDA against the ground truth in Table 3 . W-LDA clearly recovers the ground truth very well, even the relative importance of most top words. Details of the experiments can be found in the Appendix. Table 2 : Precision in topic recovery: W-LDA is competitive with the best models. 46, 4, 44, 30, 81, 40, 87, 13, 58, 62 46, 4, 44, 30, 81, 40, 13, 87, 62, 58 13, 81, 29, 33, 27, 1, 7, 83, 2, 39 13, 81, 29, 27, 33, 1, 7, 83, 39, 2 88, 67, 16, 13, 14, 3, 75, 8, 61, 71 88, 67, 16, 13, 14, 3, 75, 8, 44, 32 38, 17, 57, 48, 23, 56, 50, 83, 16, 82 38, 17, 57, 48, 23, 50, 56, 83, 16, 82 44, 86, 32, 62, 20, 99, 83, 88, 51, 31 44, 86, 32, 62, 20, 88, 99, 83, 16, 31 Table 3: Top 10 word indices ordered in decreasing importance. Each cell corresponds to a topic, in which the first row is the ground truth and the second row is W-LDA output. The false positives are in bold. W-LDA recovers the ground truth topics very well.
Figure 1: W-LDA: TU and NPMI for various Dirichlet parameters and noise α for 20NG (top row); NYTimes (2nd row) and Wikitext-103 (bottom row). Adding Dirichlet noise generally improves topic NPMI. Minimizing reconstruction loss only (without distribution matching in latent space) generally leads to mode collapse of latent space where only one dimension is nonzero and the failure to learn the topics.
Parameter settings for benchmarking
The parameter settings to run the real world datasets are as follows. For LDA with collapsed Gibbs sampling we use the default Mallet parameter settings and run 2000 iterations. For Online LDA we use the default Gensim parameter settings and run 100 passes. For ProdLDA, we use the original implementation provided by the authors. 3 We tune the dropout probability on the latent vector (the keep_prob parameter in the original implementation) as we find it has significant impact on topic quality. We vary it from 0.4 (recommended value in the original paper) to 1. We find that setting it to 0.4 gives the highest NPMI; setting it to 1 gives better TU but much lower NPMI. For NTM-R, we vary the Word Embedding Topic Coherence (WETC) coefficient in [0, 1, 2, 5, 10, 50] and observe that setting it to 10 usually gives the best results in terms of NPMI and TU; setting it to 50 indeed raises the NPMI but the TU becomes very low and the topics consist of repetitive and generic words. For W-LDA, we set the Dirichlet parameter to 0.1 and 0.2 and use MMD with the information diffusion kernel (6); we set the noise coefficient α = {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6}. Similar to ProdLDA, we use ADAM optimizer with high momentum β 1 = 0.99 and learning rate of 0.002 as they can overcome initial local minima. To be consistent, we set the encoder layers of W-LDA and ProdLDA the same as NTM-R, with two hidden layers and 100 neurons in each layer.
For the evaluation of topic quality, we monitor the NPMI and TU for all algorithms over a reasonable number of iterations (either when the topic quality begins to deteriorate or stops improving over a number of iterations) and report the best results from the different parameter settings.
Benchmark results and ablation study
The benchmark results are summarized in Table  4 . We observe that LDA with collapsed Gibbs sampling produces similar topics as Online LDA. Although the NPMI of the topics produced by ProdLDA is high, the TU score is low, which means the topics are repetitive. For a qualitative inspection, we identify several repetitive topics that ProdLDA produces on the Wikitext-103 in Table 6 (Miao et al., 2016; Srivastava and Sutton, 2017; Ding et al., 2018) . To compare the predictive performance of the latent document-topic vectors across all models, we use document classification accuracy instead. Detailed setup can be found in the Appendix to save space. The accuracies on the test set are summarized in Table 7 . We observe that the latent vectors from W-LDA have competitive classification accuracy with LDAs and NTM-R. ProdLDA performs significantly poorly on DBpedia dataset; further inspection shows that the distribution of the document-topic vectors produced by ProdLDA on test and training data are quite different. Next, we carry out ablation study on W-LDA.
Distribution matching: What if we only minimize the reconstruction loss of the auto-encoder, without the loss term associated with the distribution matching? We found that across all datasets in general, the learning tends to get stuck in bad local minima where only one dimension in the latent space is non-zero. The decoder weights also fail to produce meaningful topics at all. The NPMI season, playoff, league, nhl, game, rookie, touchdown, player, coach, goaltender season, nhl, playoff, game, rookie, shutout, player, league, roster, goaltender touchdown, fumble, quarterback, kickoff, punt, yardage, cornerback, linebacker, rushing, preseason infantry, casualty, troop, battalion, artillery, reinforcement, brigade, flank, division, army brigade, casualty, troop, infantry, artillery, flank, battalion, commanded, division, regiment artillery, casualty, destroyer, battalion, squadron, reinforcement, troop, regiment, guadalcanal, convoy battalion, brigade, infantry, platoon, bridgehead, regiment, panzer, rok, pusan, counterattack mph, km, tropical, westward, landfall, flooding, northwestward, rainfall, northeastward, extratropical mph, km, landfall, tropical, storm, hurricane, rainfall, flooding, extratropical, saffir km, mph, tropical, westward, rainfall, flooding, convection, landfall, extratropical, storm dissipating, tropical, dissipated, extratropical, cyclone, shear, northwestward, southwestward, saffir, convection and TU values are plotted in dashed lines in Figure 3 . This confirms the importance of distribution matching in our topic model.
Dirichlet parameter and noise effects:
We study the effect of the Dirichlet parameter that controls the sparsity and the amount of noise added to the latent vector during training. Due to space limit, we only plot the TU and NPMI curves for 3 datasets in Figure 3 . The full set of plots on all datasets can be found in the Appendix. We observe that NPMI can be significantly improved by setting the noise coefficient α to 0.5 compared to 0 (no added noise). It may appear surprising that such a high level of noise is beneficial; however, we note that due to the sparsity of the Dirichlet noise, the significant elements of the encoder output θ would remain significant in θ + in Eq. (8). In other words, the variance from the noise does not wash out the signal; it helps spread out the latent space to benefit the training of the decoder network. This highlights the importance of randomness in the WAE framework on the one hand and the importance of Dirichlet assumption in the topic model on the other hand. The effect of setting the Dirichlet parameter to 0.1 or 0.2 is more mixed, signaling that the inherent topic sparsity in these datasets can be different.
MMD vs GAN:
We encountered vanishing gradient problem for the GAN-based W-LDA. The encoder was not able to learn to match the prior distribution. To investigate further we compare MMD and GAN in distribution matching via a toy experiment. Our setup is as follows. 100000 input vectors are drawn from a 2D spherical Gaussian distribution. The encoder network consists of two hidden layers with 2 neurons in each layer and a 2D output layer with softmax. There is no decoder and no reconstruction loss. The goal is to train the encoder network so that the output appears to come from a 2D Dirichlet prior distribution of parameter 0.1. Due to space limit, Figure 1 in the Appendix shows that both GAN and MMD training successfully match the Dirichlet prior. Next, we increase the number of neurons in each hidden and output layer to 50 and set the prior to a 50D Dirichlet distribution of parameter 0.1. Since there is no easy way to visualize the 50D distribution, we use t-SNE (Maaten and Hinton, 2008) to reduce the vectors to 2D and scatter plot the encoder output vectors (red) together with samples from the true Dirichlet prior (green) in Figure 5 . Since the samples from the 50D Dirichlet prior tends to be sparse, there are roughly 50 green clusters corresponding to the 50 modes. We see that GAN (first row) fails to match the Dirichlet prior. On the other hand, MMD (second row) is able to gradually match the Dirichlet prior by capturing more and more clusters (modes).
Given recent report that GAN learns challenging distributions much better than MMD (Li et al., 2017) , our model offers an alternative view in support of the latter. The success of using MMD in W-LDA is perhaps not surprising; the Dirichlet distribution is supported in the space of simplex, which behaves much more regularly than the space of pixels in images. Furthermore, the information diffusion kernel that we choose is able to exploit such regularity in the geometry.
Conclusion and Future Work
We have proposed W-LDA, a neural network based topic model. Unlike existing neural network based models, W-LDA can directly enforce Dirichlet prior, which plays a central role in the sparse mixed membership model of LDA. To measure topic diversity, we have proposed a topic uniqueness measure in addition to the widely used NPMI for coherence. We report significant improvement of topic quality in both coherence and diversity over existing topic models. We further make two novel discoveries: first, MMD out-performs GAN in matching high dimensional Dirichlet distributions; second, carefully adding noise to the encoder output can significantly boost topic coherence without harming diversity. We believe these discoveries are of independent interest to the broader research on MMD, GAN and WAE.
While we were not successful in training W-LDA using the GAN-based method, we acknowledge that many new formulations of GAN have been proposed to overcome mode collapse and vanishing gradient such as (Arjovsky et al., 2017; Gulrajani et al., 2017) . A future direction is to improve the GAN-based training of W-LDA.
Another future direction is to experiment with more complex priors than the Dirichlet prior. The W-LDA framework that we have proposed offers the flexibility of matching more sophisticated prior distributions via MMD or GAN. For example, the nested Chinese restaurant process can be used as a nonparametric prior to induce hierarchical topic models (Griffiths et al., 2004 9 Appendix: additional TU and NPMI plots for W-LDA
Due to space limit, we only provided TU and NPMI plots for 3 datasets in Figure 1 in the main paper. Here we provide the complete plots for all datasets in Figure 3 . Note that even though the NPMI in Yelp P. without distribution matching is high, the TU is very low. The topics turn out to consist of highly repetitive words such as "good", "nice", "love". the keep_prob parameter between 0.4 and 1. For W-LDA, we set the Dirichlet parameter to 0.1 and vary the Dirichlet prior parameter between 0.1 and 0.7. The accuracies on the test set are summarized in Table 7 . We observe that the latent vectors from W-LDA have competitive classification accuracy with LDAs and NTM-R. ProdLDA performs significantly poorly on DBpedia dataset; further inspection shows that the distribution of the document-topic vectors produced by ProdLDA on test and training data are quite different.
Appendix: MMD vs GAN in distribution matching
In our experiments we encountered vanishing gradient problem for the GAN-based W-LDA. The encoder was not able to learn to match the prior distribution. To investigate further we compare MMD and GAN in distribution matching via a synthetic experiment. We show that both approaches perform well for low dimensional Dirichlet distribution yet MMD performs much better than GAN in higher dimensional setting. Our setup is as follows. 100, 000 input vectors are drawn from a 2D spherical Gaussian distribution. The encoder network consists of two hidden layers with 2 neurons in each layer and a 2D output layer with softmax. The goal is to train the encoder network so that the output appears to come from a 2D Dirichlet prior distribution of parameter 0.1. Since the 2 dimensions of the output vector sum to 1, we can visualize the resulting distribution via the histogram of the first dimension. The histogram from the true 2D Dirichlet prior of parameter 0.1 is shown in the right most sub-figure on the second row of Figure 4 . After 20 epochs of GAN training, the encoder output distribution is able to match that of the prior as shown in the first row of Figure 4 . Similarly, MMD training is able to match that of the prior as shown in the second row of Figure 4 . Next, we increase the number of neurons in each hidden and output layer to 50 and set the prior to a Dirichlet distribution of parameter 0.1. Since there is no easy way to visualize the 50 dimensional distribution, we use t-SNE (Maaten and Hinton, 2008) to reduce the vectors to 2D and scatter plot the encoder output vectors (red) together with samples from the true Dirichlet prior (green). Figure 5 shows such a plot. Since the samples from the 50 dimensional Dirichlet prior tends to be sparse, there are roughly 50 green clusters corresponding to the 50 modes. We see that GAN (first row) fails to match the Dirichlet prior. On the other hand, MMD (second row) is able to gradually match the Dirichlet prior by capturing more and more clusters (modes). 
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