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Métodos num.~ricos para la solución de un
problema inverso para un sistema no
lineal de ecuacionesen derivadas parciales
This work is devoted to numerical methods for solution of the inverse ca-
efficient problem for the nonlinear differential equations. Two approaches
to solution of this inverse problem are offered. One consists in represen-
tation of unknown coefficient by some function depending on a set of
unknown numerical parameters. Then the inverse problem is solved by
gradient minimization methods oí residual function using additional con-
dition. The otherconsist in construction of iterative process basing on
integral formula, obtanied froro additional condition. A priori represen-
tation of unknown coefficient in a parametrical form in not required in
this case. The efficiency of thesuggested methods are demostrated by a
number of numerical experiments.
Los problemas inversos para ecuaciones no lineales en derivadas parciales son
en la actualidad de gran interés en la. física matemática. Estos problemas
aparecen en procesos de la física del calor, de la físico~uímica y en algunos
otros procesos. Los problemas inversos más complejos para ecuaciones no
lineales en derivadas parciales son los de los coeficientes, en los cuales el coefi-
ciente desconocido es una función que depende de la solución del problema de
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contorno dado. Uno de los posibles enfoques para la solución de estos proble- .
mas consiste en representar la función desconocida en forma de cierta. función
dada de manera explícita, dependiendo de un conjunto de paráinetros. En este
caso el problema inverso se convierte en un problema de deterllÚnación de estos
parámetros, y se resuelve por los métodos del gradiente para la minimización
del funcional del residuo, que se obtiene a partir de ciertas condiciones com-
plementarias.
Otr~ ..enfoq~e consist~··en transformar la. condición complementarIa en' une.
relación integral que contiene el coeficiente desconocido. Esta relación obtenida
permite, junto con el problema de contorno dado,. construir un método iterati-
vo. Es importante decir que a priori no se exige unarépresentaciónparamétrica .
del coeficiente desconocido.
2. Planteamiento del problema y formulación del
teorema de unicidad para el problema inverso
Consideremos el modelo matemático del proceso de absorción dinámica con
cinética de difUl!iónllÚxta (1):
vux(x, t) +at(x, t) =0,
at(x,t) = {3(u(x,t) - y(x,t»,
v(x, t) = f(y(x, t», .
a(x, t) = aov(x, t) + (1- ao}c(x, t),
~(x, t),,"lo(~(x, t)·- c(x, t»,
u(O, t) = JJ(t),
a(x, O) = c(x, O) :;::;O,
(x,t) E QT,
(x,t) E QT,
(x,t) E QT,
(x,t) E QT,
(x,t) E QT,
O ~ t ~ T,
O ~ x ~ l,
donde QT - {(x, t) :O :$ x :$ l, 0:$ t ~ T}, 1/, {31 'Yo; 00 son constA,ntP.R posi-
tivas, el coeficiente ao < 1 y f(e) es una función monótona creciente tal que
f(O) = O.
Simplifiéandoelproblema. (1)-(7), y representando por F(e) la función inversa
de f(e), obteneDib:!en lugatde (1)-(7) el siguiente problema:
,,~:~a'U=aF(v), (x,t)EQT, (8)
"', ,. :Ck~{3(u-F(v», (x,t) E QT, (9)
, :Vt+')!V!="Y~+'AtI.-AF(v}, (x,t)EQT, (10)
, , "",(a,t) = JJ(t), O ~ t ~ T, (11)
a(x,a) = v(x,O) = O, a ~ x ~ l, (12)
a = E!., 1:::: 10, ). = .!!...
v ao ao
Formulemos nuestro problema inverso. Dadas las constantes a, {3,1, ). Ypara
t E [O,T], se conocen las funciones ¡.¿(t)y
Se debe determinar F(e), u(x,t), a(x,t), v(x,t) que satisfagan el sistema (8)-
(13). Las funciones J.L(t) y F(e) satisfacen las siguientes condiciones:
Definición 1. El conjunto de funciones {F(e), u(x, t), a(x, t), v(x, t)} se llama
solución del problema inverso (8)..-(13) si
FE C1(R),F(0) = 0,0 < F'(e) < c¡, e E IR,
F(+oo) > ¡.¿(T),F E C2[O,f(¡.¿(T)] n C4[0,/(¡.¿(ro»], ro E (O,T],
u,a,v E C2[QT] nC4[Qro]¡ F(e), u(x,t), a(x,t), v(x,t) satisfacen (8)-{13).
Teorema 1. Supongamos que la función J.L(t) satisface las condiciones (14)
Y- H - ..-.4rO ~ 1 et: (T,1 (~) .,,1.- .•\ a IX t) v (X .•\ 1 -o·,., --lucl'one- d-',- t: v L ,/OJ· IJJ t.L'i." ,""Í\;L,l-j, H", , i ,l-)Ji=1,2 ~ .•J ~u ~ I::J
problema inverso (8)-{13), entoncesul(x, t) = U2(X, t), al(x, t) = a2(x, t),
Vl(X, t) = V2(X, t) en QT, Fl(e) = F2(e) para e E [O,Vl(O, T)].
Un método para resolver el problema inverso de absorción dinámica con cinética
de difusión mixta consiste en determinar la isoterma a través de una curva de
salida dada con cierto error de aproximación 6.
Una gran clase de est08 problemas se puede re501versuponiendo de ante-
mano que la isoterma: tiene cierta forma funcional; por ejemplo, la isoterma
puede estar dada por la función F(~,Cl,C2,'" ,en), que depende del vector de
parámetros numéricos c = {Cl,C2,'" ,en}, y el problema inverso consistiría en
determinar este vector a través de la curva dinámica de salida dada con cierto
error de medición. Supongamos que la función ¡.&(t) satisface las condiciones
(14). Denotemos por M la magnitud f(¡.&(T». Supongamos que la función
F(~,cl, C2, ... , en) está definida para ~ E (-e, M+e), e> O,c = {Cl, C2,···, en}
pertenecen a cierto conjunto acotado y cerrado lvn del espacio de dimensión
finita )En, y la función F(~, Cl, C2,.'" en) es dos veces derivable continuamente
ton respecto a todos los argumentos en el conjunto
para cualquier C E Wn, la función F(~, c) es analítica con respecto a ~ en el
• • . , I _." .\ 'r.'/n _\ n ._ 8F 'r _\ n ~n~n é r ( ,. 1\tf...L ,.\. 1",
l11lit:l VWO \ -e, l'-J .,.. Cj, ,L' \0, (.,) - v;y 8~\" •...) v 1'•.•.•.•.•~ ~ \ '-, ••.• I '-/' .~
correspondencia entre F(e,c) y e E Wn es biunívoca.
Consideremos el problema de contorno,·
uz(x,t¡c) +o~(x,t;c) = (tF(v(x,t¡.c),c),
at(x, t¡ c) = (3(u(x, t¡ c) - F(v(x, t¡ c); c»,
Vt(x, t¡ c) + "Yv(x, t; c) = "Ya(x,ti c) +AU(X,t¡ c)
):
,-AF(v(x, t¡ e), e),
u(O, t¡ e) = ¡.&(t),
a(x, O; c) = v(x, O¡ e) = O,
(x,t) E QT¡
(x,t) E QT¡
(x,t) E QT¡
0$ t $ T;
O $ x $l.
Este problema nos define el operador A que hace corresponder a la isoterma
F(e, c) con la curva de salida u(l, t¡ c) (O$ t $ T). Supongamos que para la
función g(L) existe el vecLore E l-V", tal que
Más adelante demostraremos que el operador A es un operador continuo.
La función g(t) se conoce de manera aproximada¡ esto es, en lugar de g(t),se
dan la función 9ó(t) Yel error de medicion fJ > Otales que
Por lo tanto debemos resolverla ecuación (17) con parte .der~cha conocida de
manera aproximada. Del· teorema ll?e desprende que ~xiste solución única
e de la ecuación (17) con parte derecha. iguala g(t). De acuerdo con {3],1a.
sucesión de vectores C6 E Wn, que satisfacen la desigualdad
tiene límite, esto es C6 - e en la métrica de En cuando 6 - Oj así que, teniendo
en cuenta las propiedades de la función F(e, c), tenemos
En calidad de la solución aproxim.ada d~ la ecuación (17) podemos tomar
las isotermas F(e, C6), C6 'E Wn, que 'satisfacen la desigualdad (18). Estas
isotermas las podemos obtener a partir de la minimización de la función de n
variables
en el conjunto wn. Para la solución de este problema se emplean métodos del
gradiente [4J. Por lo tanto es necesario encontrar el gradiente de la función
4?(c). En [4Jse demuestra que,
~4? (e) = fT fl [am(x,t;e) .....,8n(~,t; c) - Ar(x,t;c)J ~F(v(x,t;e);e), (20)
vCí 10 10 vC¡
donde las funciones m(x, t;c), n(x, tj c), r(x, ti c), son solución del problema
conjugado
m:z:(x,t;c) = am(x,tic) - ,8n(x,tjc) - Ar(x,tjc),
nt(x, t; c) =-l'r(x, ti c),
rt(x, tj c) = l'r(x, tj c) + Fe(v(x, t'je); e) (,8n(x, t; e)
+A-r(x,t;c) - am(x,t;é))"
m(l, t; c) = 2 (u(l, t; c) - 96),
n(x, Ti e) = r(x, T; c) = o,
(x, t) E QT; (21)
(x, t) E QTj (22)
(x, t) ,l;QT; .' (23)
o ~ t ~ Ti (24)
o $ x ~ l. (25)
Consideremos ahora el segundo método para resolver nuestro problema in-
verso.
Para esto transformemos la condición (13) en una relación integr'al. Integremos
la ecuación (9) respecto a la variable x en el segmento [O,lJ:
De las ecuaciones (S), (11) Y (12) obtenemos:
, . ...'P
{ at(e, t)tIe - _. ( -u:z:(e, t)tIe
~. ~ a
- f!.u(l, t) + f!.u(O, t) (27)
;; a a
- ~ (lL(t) - g(t»;
a
Reemplazando (27) en (26) obtenemos
(~IL(t) - g(t») = i' u(e, t)tIe - {3i' F(v(e, t)tIei (28)
la solución de la ecuación (8)-(11) es entonces
~",.. +\ _ "(+\ ••vn/_nt,,,l"¡"nt f:Z: pvnl-rv(T.-fH,.,(,,(f t))tf.l:
•..•.•, •••..•, .•) ,.-\ •../_ .••.1'" l --) • --} -"-r l --,.,. '/J-- \ ,,¡ " '31
. o
Colocando el:Itarepresentaci6n de la función u en (28) obtenemos
;a lo' eO~F(v(e,t»tIe ~eulg(t) -1L(t), (29)
Yen lugar de la condición complementaria (13) se considera la relación integral
(29). Por lo tanto, para resolver el problema inverso (8)-(12), (29) construimos
el siguiente proceso iterativo. Dada la función F1c(e) se resuelve el problema
de contorno
¡'U~ + au1c = aF1c(v1c), (x, t) E Q'ii (30)
a~ = (3(uk - Fk(vk», (x, t) E QTi (3í)
v~ + rvk = ,ak +>..u1c- >..Fk(vk), (x,t) E QTi . (32)
uk(O,t)=JL(t), O$t$T¡ (33)
ú/c(x,O) = v1c(x,O) = O, O$ x $1, (34)
yse determina la función u1c(x,t). La función F1c+l(~) se encuentra por la
fóÍ'mula
F1c+l (vk(O, t») =Fk (v1c(O, t») + 9(eO'g(t) - JL(t)
. : -a fo'e(JI~p(v1c(e, t»df., . (35)
donde t E [O,T] Y 9 es un parámetto, positivo. El proceso iter~tivo (30)-(35)
se detiene en el paso k, para el cual
I\g(t) - u1c(l, t)IIL2(o,T]$ 6.
'Ahora demostrem~que el operador A es un operador continuo.
Teorema 2. Si Ul(x,t),al(x,t),Vl(X,t) Y U2(x,t),a2(x,t),V2(X,t) son solu-
ciones del problema (8)-(12), definidas por las funciones ¡..t(t), Fl(e) y ¡..t(t),
F2(e) respectivamente, entoJ:JPes
máx IUl(X,t) ~ u2(x,t)1 < kdIFl(e) - F2(e)l!C[O,R), (36)
O~x~l,09~T
máx lal(x,t) - a2(x,t)1 < k2I1Fl(e) - F2(e)lIc[o,Rj, (37)
O<x<l,O<:t~T
máx IVl(X,t) - v2(x,t)1 < k3I1Fl(e) - F2(e)lIc¡o,Rj, (38)
O~x~l,O~t~T
Demostración. Representemos
q(x,t) = UI(X,t)-U2(X,t);
p(x, t) = al(x,t) a2(x, t);
w(x,t) = Vl(X,t)-V2(X,t).
Entonces las funciones q(x, t), p(x, t) y w(x, t) son soluciones del problema
(Ul - U2)x + a(ul - U2) = a (Fl(Vl) - F2(V2)),
(al - a2)t = {3 «Ul - U2) - (FI(Vl) - F2(V2))),
(VI - V2)t + ,(VI - V2) = ,(al - a2) + '\(UI - U2)
-,\ (Fl(v¡) - F2(V2)),
(Ul - U2)(0, t) = O,
(al-a2)(x,0) = (VI-V2)(X,0) =0,
(x,t) E QTj
(x,t) E QTj
(x,t) E QT;
O :s; t :s; Ti
O :s; x :s; 1,
F1(Vl) - F2(V2) =
= F1(Vl) - Fl(V2) + Fl(V2) - F2(V2)
= lol F{(V2(X,t) +O(Vl(X,t) -v2(x,t))dO x (Vl(X,t) -V2(X,t))
+Fl(V2) - F2(V2)
- A(x, t)w(x, t) + ~(x, t),
A(x, t) -kl F{ (v'Ax, t)+Ow(x, t)dOj
<I>(x,t) = Fl(V2(X,t)) ~ F2(V2(X,t)) ...
Por lo tanto, las funciones q(x, t), p(~, t) Y w(~, t) son soluciones del problema.
de contorno
qx(x, t) + O'q(x, t) = O' (A(x, t)w(x, t) + é1»(x,t)),
Pt(x, t) = (3 (q(x,t) - A(x, t)w(x, t) - é1»(x,t)),
Wt(x, t) + B(x, t)w(x, t) = "(p(x, t) + )..q(x, t)
-).. (é1»(x,t)),
q(O, t) = O,
p(x, O) = w(x, O) = O,
(x, t) E Qr; (39)
(x, t) E Qr; (40)
(x, t) E QT; (41)
O::; t ::;T; (42)
O::; x ::; 1, (43)
Integrando las ecuadones (39), (40) Y teniend0 lSlR ronclidonp.R (42): (43) tene-
mos
q(x, t) = O' 1xexp {-O'(x - €)} (A(~, t)w(€, t) + é1»(€,t)) d€,
p(x, t) = -(3 fo\A(X, r)w(x, r) + é1»(x,r))dr
+0'(3 fot1xexp {-O'(x - {)} (A(e, r)w(€, r) + é1»({,r)) dedr.
Colocando las expresiones obtenidas en (41), obtenemos la siguiente ecuación
para la función w(x, t):
Wt(x, t) + B(x, t)w(x, t)=
= 0'(3"( f [X exp {-O'(x - €)}é1»(€,r)d{dr
-o lo
+(30'''( fot1xexp {-:-O'(x - e)}A(e, r)w(e, r)dedr (44)
[t [t
-(3"( lo é1»(x,r))dr - (3-:YJo A(x, r)w(x, r)dr - )"é1»(x,t)
+0')..1x exp {-O'(X - {)}CP({, t))de
+0')..1x exp {-O'(X - {)}A(e, t)w({, t)de.
Ahora, integrando (44)",teniendo en cuenta (43) y cambiando el orden de
integración, obtenemos la ecuación integral para la función w(x, t):
w(x, t) - a [t foz B3(X, t, r) exp {-a(x - e)}A(e, r)w(e, r)~dr
h~ ~
-(3'Y lo B2(X, t, r)A(x,r)111(x, r)dr + z(x, t),
B2(x,t,r) = ¡texp{_ itB(x,S)dS}dO,i
B3(x,t,r) = Aexp{- ¡t B(x,s)ds} + (3'YB2(X,t,r), (46)
z(x, t) - a fot foz B3(X, t, r) exp {-a(x - e)}4>(e,r)~dr
_ [t B3(X, t, r)4>(x,r)dr.lo .
Transformando la ecuación (45), y empleando el resolvente R¡(x,t,r) con
núcleo -'Y(3B2(X, t, r)A(x, r), tenemos
w(x, t) = z(x, t) + fot z(x, r)R¡ (x, t, r)dr
+ fot foz B4(X,e,t,r)w(e,r)~dr (47)
+ fot[R¡(x,t,r) foT fozB4(x,e,t,9)w(e,9)~dOJdr,
Cambiando el orden de integración en la última integral que aparece en la
ecuación, y haciendo
w(x,t) = z(x,t)+ [t z(x,r)R¡(x,t,r)dr
t. 10 (48)
+ 10 10:1:Bs(x,e, t,r)w(e, r)cLedr, (x, t) E QT.
Resolviendo la ecuación con la ayuda del resolvente R2(X,{, t, T) respecto al
núcleo Bs(x,{, t,T), Ycambiando el orden de integración en la integral triple,
tenemos la siguiente representación para la solución de la ecuación (41):
z(x,t) +lt z(x,T)R¡(x,t,r)dT
t ~ o
+ lo lo Ra (x,~, t, T) Z (e, T) dedT,
La funC,iqnR3(X,{,t,T) es acotada para cualesquiera X,{,t,T tales que O ::;
T < I < i: n < T < t < T. nor lo tanto O< x < lo O< T < T tenemos- ., - I -- _ _ _ ,.... _ _. ._
Iz(x, t)l + Ilot z(x, T)R¡ (x, t, T)dTI
+ llo¡¡:Iot z({, T)R3 (x,{, t, T) dedTl·
Acotemos la función z(x, t). De su representación se desprende que para O ::;
x ~ 1, O ::; t ::;T,
Iz(x,t)1 ~ q3 máx 14>(x,t)l,
O~~~I,O~t~T
O~~~r~9~T 14>(x,t)1 < o~~~,~t~T IF¡(V2(x,t» - F2(V2(X,t»I
::; IIF¡({) - F2({)IIC{o,R)'
.así que ' . ':~;;);.
o~~~~t~T Iw(x,t)1 ::; K¡IIF¡({) - F2({)lIcIO,R)' " (50)
Y la cota (38LqlJ.eda deIPostrada. Las cotas (36) (37) se desprenden de (50),
y la expresion.~sde q(x, t), p(x,t), a. través de w(x, t). El teorema queda de-
mostrado .•
.Presentemos los resultados de los experimentos numéricos que se llevaron a
cabo basados en los métod()!>discutidos en la sección 2.1. Sea la función
F({j c) = { , o sea la función inversa a la isoterma f({) = . e¡{ , y
e¡ - C2{ 1+ C2{
1= 1, T = 1, JL(t) = t, O! = 4, (3 = 1, 'Y= 1 Y ). = 15.
Para la función F({,Cl,C2), Cl = 2 Y C2 = 1, con la ayuda de los métodos de
ecuaciones en diferencias finitas se calcularon los valores de la función g( t) =
u(l, t, c). Después se introdujeron en ellos errores, obteniendo de esta manera
la función 96(t), la cual se tomó en calidad de información de entrada.
La minimización del funcional ~(c) en el conjunto
se realizó empleando el método del descenso más rápido con funciones de
castigo [5]. El criterio para detener los cálculos es el cumplimiento de la
desigualdad~(c) $; ó2.En la figural se presentan los resultados de la solución
..3....1 __ ,;.,l:1....~....: ..:......_ .... r _ n nn1 ,'o
U~J. PJ.';'Lf.lC:.l.1J.Q PC:UCL v - V, VV.1..
Este método puede ser aplicado cuando a priori no se conoce la forma de
la funciónF .En este caso la aproximación a la funcion F ({) = 2 ~ e se
construye con la ayuda de los polinomios de Bernstein [6]:
n
Bn,(x) = L CkC~xk(l - xt-k.
k=O
El experimento n.umérico consistió en lo siguiente. Para la (unción dada F (e) =
2 ~ ~ se calculó la función g(t) = u(l, t), en la cual se introdujeron errores de
medición, obteniendo g6(t). Después con g6(t) se resolvió el problema inverso;
la función desconocida F(e) se tomó en la forma (51), y se determinaron sus
parámetros Ck.
La minimización del funcional (l(c) en el conjunto
se llevó a cabo por el método del gradiente condicionado [5] . El' criterio para
detener los cálculos es el cU;mplimiento de la desigualdad (l(c) ~ 62. En la
figura 2 se presentan los resultados para un polinomio de Bernstein de grado
4 para Ó = 0,012. En el figura 3 se presentan los resultados por el método
iterativo. El experimento numérico consistió en lo sigui~rite: Para las funciones
conocidas ¡.t(t) y F(~) se resolvió el problema directo y se determinó la,función
g(t); después, en correspondencia con el método se resolvió el problema inverso,
ya través de la función g(t) se recuperó la función F(~). Se obtuvo el siguiente
defecto: IIF - Fkll = 0,008.
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