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REPRESENTING FINITELY GENERATED REFINEMENT MONOIDS AS
GRAPH MONOIDS
PERE ARA AND ENRIQUE PARDO
Abstract. Graph monoids arise naturally in the study of non-stable K-theory of graph
C*-algebras and Leavitt path algebras. They play also an important role in the current
approaches to the realization problem for von Neumann regular rings. In this paper, we
characterize when a finitely generated conical refinement monoid can be represented as a
graph monoid. The characterization is expressed in terms of the behavior of the structural
maps of the associated I-system at the free primes of the monoid.
1. Introduction
The class of commutative monoids satisfying the Riesz refinement property –refinement
monoids for short– has been largely studied over the last decades in connection with various
problems such as non-stable K-Theory of rings and C∗-algebras (see e.g. [4, 10, 11, 19, 24]),
classification of Boolean algebras (see e.g. [20], [25]), or its own structure theory (see e.g.
[16, 17, 28]).
An important invariant in non-stable K-theory is the commutative monoid V(R) associated
to any ring R, consisting of the isomorphism classes of finitely generated projective (left, say)
R-modules, with the operation induced from direct sum. If R is a (von Neumann) regular
ring or a C*-algebra with real rank zero (more generally, an exchange ring), then V(R) is a
refinement monoid (e.g., [10, Corollary 1.3, Theorem 7.3]).
The realization problem asks which refinement monoids appear as a V(R) for R in one
of the above-mentioned classes. Wehrung [29] constructed a conical refinement monoid of
cardinality ℵ2 which is not isomorphic to V(R) for any regular ring R, but it is an important
open problem, appearing for the first time in [18], to determine whether every countable
conical refinement monoid can be realized as V(R) for some regular ring R. See [3] for a
survey on this problem, and [9] for some recent progress on the problem, with connections
with the Atiyah Problem.
An interesting situation in which the answer to the realization problem is affirmative is the
following:
Theorem 1.1 ([5, Theorem 4.2, Theorem 4.4]). Let E be a row-finite graph, let M(E) be
its graph monoid, and let K be any field. Then there exists a (not necessarily unital) von
Neumann regular K-algebra QK(E) such that V(QK(E)) ∼= M(E).
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Thus, an intermediate step that could be helpful to give an answer to the realization prob-
lem is to characterize which conical refinement monoids are representable as graph monoids.
The first author, Perera and Wehrung gave such a characterization in the concrete case of
finitely generated antisymmetric refinement monoids [13, Theorem 5.1]. These monoids are
a particular case of primely generated refinement monoids (see e.g. [16]). Recall that an ele-
ment p in a monoid M is a prime element if p is not invertible in M , and, whenever p ≤ a+ b
for a, b ∈M , then either p ≤ a or p ≤ b (where x ≤ y means that y = x+ z for some z ∈M).
The monoid M is primely generated if every non-invertible element of M can be written as
a sum of prime elements. Primely generated refinement monoids enjoy important cancella-
tion properties, such as separative cancellation and unperforation, as shown by Brookfield in
[16, Theorem 4.5, Corollary 5.11(5)]. Moreover, it was shown by Brookfield that any finitely
generated refinement monoid is automatically primely generated [16, Corollary 6.8].
In [12], the authors of the present paper showed that any primely generated refinement
monoid can be represented, up to isomorphism, as the monoid associated to an I-system (a
sort of semilattice of cancellative semigroups defined over a suitable poset I). This result
generalizes the representation of two well-known classes of monoids:
(1) The class of primitive monoids, i.e. antisymmetric primely generated refinement
monoids, see [25]. These monoids are described by means of a set I endowed with an
antisymmetric transitive relation.
(2) The class of primely generated conical regular refinement monoids. These monoids
were characterized by Dobbertin in [17] in terms of partial orders of abelian groups.
In the present paper, we will benefit of the picture developed in [12] to state a character-
ization of monoids representable as graph monoids, in the case of finitely generated conical
refinement monoids (see Theorem 5.6). The condition, that relies on the behavior of free
primes in the representation by I-systems, generalizes [13, Theorem 5.1].
A main device used to obtain realization results for refinement monoids by regular rings
or C*-algebras of real rank zero has been the consideration of algebras associated to graphs.
Of particular importance has been the use of graph C*-algebras (see e.g. [21], [22]) and
of Leavitt path algebras (see e.g. [2], [1], [11]). Indeed, the von Neumann regular algebra
QK(E) appearing in Theorem 1.1 is a specific universal localization of the Leavitt path algebra
LK(E) associated to the row-finite graph E. Some other algebras associated to graphs are also
important in further constructions of von Neumann regular rings, as the first author showed
in [4]. In that paper, given any finite poset P, a von Neumann regular algebra QK(P) is
constructed so that V(QK(P)) ∼= M(P), where M(P) is the primitive monoid with associated
poset of primes P and with all primes being free. In the present paper, Leavitt path algebras
play an instrumental role, being essential in determining the condition which characterizes
finitely generated graph monoids (see Proposition 5.9). It is interesting to observe that, as
shown in that Proposition, the obstruction to realize an arbitrary finitely generated conical
refinement monoid as a graph monoid is of K-theoretical nature. The solution of this K-
theoretical problem was one of the keys to obtain the main result of [4] (see [4, Theorem
3.2]), and will surely play a vital role in the forthcoming approaches to the resolution of the
realization problem for finitely generated refinement monoids.
The paper is organized as follows. In Section 2, we recall all the definitions and results that
will be necessary to follow the contents of the subsequent sections. In Section 3, we study
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the special case of finitely generated regular refinement monoids, and we prove that every
finitely generated conical regular refinement monoid can be represented as a graph monoid
(Theorem 3.6). In the short Section 4, we use the techniques developed in Section 3 to offer
an easy presentation of the monoid M = Z+ ∪ {∞} as a graph monoid. This was done in a
somewhat more involved way in [13, Example 6.5]. In Section 5, we prove the main result of
the paper, obtaining the characterization of the finitely generated conical refinement monoids
which are graph monoids. The result is stated in terms of the theory of I-systems established
in [12], and concerns the behavior of the maps associated to the I-system at the free primes
(see Theorem 5.6). Finally we use our main result to recover the characterization of finitely
generated primitive graph monoids obtained in [13].
2. Preliminaries
In this section, we will recall the definitions and results necessary to follow the contents of
the paper in a self-contained way. We divide this section in four parts.
2.1. Basics on commutative monoids. All semigroups and monoids considered in this
paper are commutative. We will denote by N the semigroup of positive integers, and by Z+
the monoid of non-negative integers.
Given a commutative monoid M , we set M∗ := M \ {0}. We say that M is conical if M∗
is a semigroup, that is, if, for all x, y in M , x+ y = 0 only when x = y = 0.
Given a monoid M , the antisymmetrization M of M is the quotient monoid of M by the
congruence given by x ≡ y if and only if x ≤ y and y ≤ x (see [16, Notation 5.1]). We will
denote the class of an element x of M in M by x.
We say that a monoid M is separative provided 2x = 2y = x + y always implies x = y;
there are a number of equivalent formulations of this property, see e.g. [10, Lemma 2.1]. We
say that M is a refinement monoid if, for all a, b, c, d in M such that a + b = c + d, there
exist w, x, y, z in M such that a = w + x, b = y + z, c = w + y and d = x+ z. It will often
be convenient to present this situation in the form of a diagram, as follows:
c d
a w x
b y z
.
A basic example of refinement monoid is the monoid M(E) associated to a countable row-
finite graph E [11, Proposition 4.4].
If x, y ∈ M , we write x ≤ y if there exists z ∈ M such that x + z = y. Note that ≤ is a
translation-invariant pre-order on M , called the algebraic pre-order of M . All inequalities in
commutative monoids will be with respect to this pre-order. An element p in a monoid M is
a prime element if p is not invertible in M , and, whenever p ≤ a+ b for a, b ∈M , then either
p ≤ a or p ≤ b. The monoid M is primely generated if every non-invertible element of M can
be written as a sum of prime elements.
An element x ∈ M is regular if 2x ≤ x. An element x ∈ M is an idempotent if 2x = x.
An element x ∈ M is free if nx ≤ mx implies n ≤ m. Any element of a separative monoid
is either free or regular. In particular, this is the case for any primely generated refinement
monoid, by [16, Theorem 4.5].
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A subset S of a monoid M is called an order-ideal if S is a subset of M containing 0,
closed under taking sums and summands within M . An order-ideal can also be described as
a submonoid I of M , which is hereditary with respect to the canonical pre-order ≤ on M :
x ≤ y and y ∈ I imply x ∈ I. A non-trivial monoid is said to be simple if it has no non-trivial
order-ideals.
If (Sk)k∈Λ is a family of (commutative) semigroups,
⊕
k∈Λ Sk (resp.
∏
k∈Λ Sk) stands for the
coproduct (resp. the product) of the semigroups Sk, k ∈ Λ, in the category of commutative
semigroups. If the semigroups Sk are subsemigroups of a semigroup S, we will denote by∑
k∈Λ Sk the subsemigroup of S generated by
⋃
k∈Λ Sk. Note that
∑
k∈Λ Sk is the image of
the canonical map
⊕
k∈Λ Sk → S. We will use the notation 〈X〉 to denote the semigroup
generated by a subset X of a semigroup S.
Given a semigroup M , we will denote by G(M) the Grothendieck group ofM . There exists
a semigroup homomorphism ψM : M → G(M) such that for any semigroup homomorphism
η : M → H to a group H there is a unique group homomorphism η˜ : G(M) → H such that
η˜ ◦ ψM = η. G(M) is abelian and it is generated as a group by ψ(M). If M is already a
group then G(M) =M . If M is a semigroup of the form N×G, where G is an abelian group,
then G(M) = Z × G. In this case, we will view G as a subgroup of Z × G by means of the
identification g ↔ (0, g).
Let M be a conical commutative monoid, and let x ∈M be any element. The archimedean
component of M generated by x is the subsemigroup
GM [x] := {a ∈M : a ≤ nx and x ≤ ma for some n,m ∈ N}.
For any x ∈M , GM [x] is a simple semigroup. If M is separative, then GM [x] is a cancella-
tive semigroup; if moreover x is a regular element, then GM [x] is an abelian group.
2.2. Primely generated refinement monoids. The structure of primely generated refine-
ment monoids has been recently described in [12]. We recall here some basic facts.
Given a poset (I,≤), we say that a subset A of I is a lower set if x ≤ y in I and y ∈ A
implies x ∈ A. For any i ∈ I, we will denote by I ↓ i = {x ∈ I : x ≤ i} the lower subset
generated by i. We will write x < y if x ≤ y and x 6= y.
The following definition [12, Definition 1.1] is crucial for this work:
Definition 2.1 ([12, Definition 1.1]). Let I = (I,≤) be a poset. An I-system
J = (I,≤, (Gi)i∈I , ϕji (i < j))
is given by the following data:
(a) A partition I = Ifree ⊔ Ireg (we admit one of the two sets Ifree or Ireg to be empty).
(b) A family {Gi}i∈I of abelian groups. We adopt the following notation:
(1) For i ∈ Ireg, set Mi = Gi, and Ĝi = Gi = Mi.
(2) For i ∈ Ifree, set Mi = N×Gi, and Ĝi = Z×Gi
Observe that, in any case, Ĝi is the Grothendieck group of Mi.
(c) A family of semigroup homomorphisms ϕji : Mi → Gj for all i < j, to which we
associate, for all i < j, the unique extension ϕ̂ji : Ĝi → Gj of ϕji to a group homo-
morphism from the Grothendieck group of Mi to Gj (we look at these maps as maps
from Ĝi to Ĝj). We require that the family {ϕji} satisfies the following conditions:
REPRESENTING FINITELY GENERATED REFINEMENT MONOIDS 5
(1) The assignment {
i 7→ Ĝi
(i < j) 7→ ϕ̂ji
}
defines a functor from the category I to the category of abelian groups (where
we set ϕ̂ii = idĜi for all i ∈ I).
(2) For each i ∈ Ifree we have that the map⊕
k<i
ϕik :
⊕
k<i
Mk → Gi
is surjective.
We say that an I-system J = (I,≤, (Gi)i∈I , ϕji (i < j)) is finitely generated in case I is a
finite poset and all the groups Gi are finitely generated.
Example 2.2. We present a family of I-systems, where I is a fixed poset. Let
I = {p, q1, q2, . . . , qr},
where p > qi for all i, and all qi are pairwise incomparable. We set I = Ifree. Since qi are
minimal free primes we must have Gqi = {eqi}. To complete the definition of the I-system J
we only need an abelian group Gp and semigroup homomorphisms ϕp,qi : N → Gp such that⊕r
i=1 ϕp,qi :
⊕r
i=1N→ Gp is surjective. We distinguish two cases:
(1) If r = 1, then Gp must be a finite cyclic group.
(2) If r > 1, then we can take Gp of the form Z
s ⊕ Zk1 ⊕ · · · ⊕ Zkr−s, where 0 ≤ s < r,
1 ≤ kj for 1 ≤ j ≤ r − s, and where ϕp,qi(1) = (0, . . . , 0, 1, 0, . . . , 0), with a 1 in the
i-th position, for 1 ≤ i ≤ s, and ϕp,qi(1) = (−1,−1, . . . ,−1, 0, . . . , 0, 1, 0, . . . , 0), where
there are s −1’s, and where 1 ∈ Zki−s, for s < i ≤ r.
To every I-system J one can associate a primely generated conical refinement monoid
M(J ), and conversely to any primely generated conical refinement monoid M , we can asso-
ciate an I-system J such that M ∼= M(J ), see Sections 1 and 2 of [12] respectively.
Given a poset I, and an I-system J , we construct a semilattice of groups based on the
partial order of groups (I,≤, Ĝi), by following the model introduced in [17]. Let A(I) be the
semilattice (under set-theoretic union) of all the finitely generated lower subsets of I. These
are precisely the lower subsets a of I such that the set Max(a) of maximal elements of a
is finite and each element of a is under some of the maximal ones. In case I is finite, and
since the intersection of lower subsets of I is again a lower subset, A(I) is a lattice. For any
a ∈ A(I), we define Ĥa =
⊕
i∈a Ĝi, and we define f
b
a (a ⊆ b) to be the canonical embedding
of Ĥa into Ĥb. Given a ∈ A(I), i ∈ a and u ∈ Ĝi, we define χ(a, i, u) ∈ Ĥa by
χ(a, i, u)j =
{
u if j = i,
0j if j 6= i.
Let Ua be the subgroup of Ĥa generated by the set
{χ(a, i, u)− χ(a, j, ϕ̂ji(u)) : i < j ∈ Max(a), u ∈ Ĝi}.
Now, for any a ∈ A(I), set G˜a = Ĥa/Ua, and let Φa : Ĥa → G˜a be the natural onto
map. Then, for any a ⊆ b ∈ A(I) we have that f ba(Ua) ⊆ Ub, so that there exists a unique
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homomorphism f˜ ba : G˜a → G˜b which makes the diagram
Ĥa
fba //
Φa

Ĥb
Φb

G˜a
f˜ba
// G˜b
commutative. Hence, (A(I), (G˜a)a∈A(I), f˜
b
a(a ⊂ b)) is a semilattice of groups. Thus, the set
M˜(J ) :=
⊔
a∈A(I)
G˜a,
endowed with the operation x + y := f˜a∪ba (x) + f˜
a∪b
b (y) for any a, b ∈ A(I) and any x ∈
G˜a, y ∈ G˜b, is a primely generated regular refinement monoid by [17, Proposition 1]. Note
that Ĥ∅ = G˜∅ = {0}. We refer the reader to [17] for further details on this construction.
Let Ha be the subsemigroup of Ĥa defined by
Ha =
{
(zi)i∈a ∈ Ĥa : zi ∈
{
N×Gi for i ∈ Max(a)free
{(0, 0i)} ∪ (N×Gi) for i ∈ afree \Max(a)free
}
.
In what follows, whenever i < j ∈ I with j a free element, x = (n, g) ∈ N×Gj and y ∈Mi,
we will see x + ϕji(y) as the element (n, g + ϕji(y)) ∈ N × Gj. This is coherent with our
identification of Gj as the subgroup {0} ×Gj of Ĝj = Z×Gj .
By [12, Lemma 1.3], we can define a semilattice of semigroups
(A(I), (Ha)a∈A(I), f
b
a(a ⊂ b)).
Now, we construct a monoid associated to it. For this, consider the congruence ∼ defined on
Ha, for a ∈ A(I), given by
x ∼ y ⇐⇒ x− y ∈ Ua.
Lemma 2.3 ([12, Lemma 1.4]). Let a ∈ A(I). The congruence ∼ on Ha agrees with the
congruence ≡, generated by the pairs (x+ χ(a, i, α), x+ χ(a, j, ϕji(α))), for x ∈ Ha, i < j ∈
Max(a) and α ∈Mi.
Corollary 2.4 ([12, Corollary 1.5]). For every a ∈ A(I), Ma := Ha/∼ = Ha/≡ is a sub-
monoid of G˜a.
Definition 2.5. Given an I-system J = (I,≤, Gi, ϕji(i < j)), we denote by M(J ) the set⊔
a∈A(I)Ma. By [12, Lemma 1.3] and Corollary 2.4, M(J ) is a submonoid of M˜(J ).
Observe that Lemma 2.3 gives:
Corollary 2.6 ([12, Corollary 1.6]). M(J ) is the monoid generated by Mi, i ∈ I, with respect
to the defining relations
x+ y = x+ ϕji(y), i < j, x ∈ Mj, y ∈Mi.
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Notation. Assume J is an I-system. For i ∈ I and x ∈ Mi we will denote by χi(x) the
element [χ(I ↓ i, i, x)] ∈ M(J ). Note that, by Corollary 2.6, M(J ) is the monoid generated
by χi(x), i ∈ I, x ∈ Mi, with the defining relations
χj(x) + χi(y) = χj(x+ ϕji(y)), i < j, x ∈Mj, y ∈Mi.
Lemma 2.7. For each a ∈ A(I), the Grothendieck group of Ma is the group G˜a.
Proof. Since Ma is a submonoid of G˜a, we only have to show that every element of G˜a can
be written as a difference of two elements of Ma. For this, it is enough to show that for each
i ∈ a and each x ∈ Ĝi, the element χ(a, i, x) of Ĥa can be written as a difference of two
elements in Ha. If i ∈ areg, then we can write
χ(a, i, x) =
(
χ(a, i, x) +
∑
j∈afree
χ(a, j, (1, ej))
)
−
( ∑
j∈afree
χ(a, j, (1, ej))
)
∈ Ha −Ha.
If i ∈ afree, then select n ∈ N such that (n, ei) + x ∈Mi, and write
χ(a, i, x) =(
χ(a, i, (n, ei)+x)+
∑
j∈afree
χ(a, j, (1, ej))
)
−
(
χ(a, i, (n, ei))+
∑
j∈afree
χ(a, j, (1, ej))
)
∈ Ha−Ha.

Lemma 2.8. Let i ∈ I and set a = I ↓ i. Then Ma = Mi and G˜a = Ĝi.
Proof. We have a surjective monoid homomorphism φ : Mi → Ma sending x ∈ Mi to χi(x).
Define a monoid homomorphism ψ : Ha →Mi by
ψ(
∑
j≤i
χ(xj , j, a)) =
∑
j≤i
ϕij(xj),
where xi ∈Mi, xj ∈Mj = Gj for j ∈ areg \ {i} and xj ∈ {(0, ej)}∪Mj for j ∈ afree \ {i}. (We
are setting here ϕii = IdMi .) Then, ψ clearly factors through the congruence ≡ described
in Lemma 2.3, and so induces a monoid homomorphism ψ : Ma → Mi, which is clearly the
inverse map of φ. A similar proof gives that G˜a = Ĝi. 
We will denote by L(M) the lattice of order-ideals of a monoid M and by L(I) the lattice
of lower subsets of a poset I.
Proposition 2.9 ([12, Proposition 1.9]). Let J be an I-system. Then there is a lattice
isomorphism
L(I) ∼= L(M(J )).
More precisely, given a lower subset J of I, the restricted J-system is
JJ := (J,≤, (Gi)i∈J , ϕji, (i < j ∈ J)),
and the map J 7→ M(JJ) defines a lattice isomorphism from L(I) onto L(M(J )).
Lemma 2.10. Let I be a poset and let J be an I-system. Let J be a finitely generated
lower subset of I and let JJ be the restricted J-system. Then the Grothendieck group of the
associated order-ideal M(JJ) of M(J ) is precisely G˜J .
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Proof. We have M(JJ) =
⊔
a∈A(J)Ma. Let x be an element in MJ , and define a semigroup
homomorphism
τ : M(JJ) −→ G(MJ)
by τ(z) = (x + fJa (z)) − x for z ∈ Ma. Then it is easily seen that τ is the canonical map
from M(JJ ) to its Grothendieck group, that is, that for every semigroup homomorphism
λ : M(JJ) → G, where G is a group, there is a unique group homomorphism λ˜ : G(MJ) →
G such that λ = λ˜ ◦ τ . Indeed, given λ as above, λ˜ is just the canonical map from the
Grothendieck group G(MJ) of MJ to G induced by the restriction of λ to MJ .
Now, we can apply Lemma 2.7 to derive the result. 
Recall that given a poset I, and an element i ∈ I, the lower cover of i in I is the set
L(I, i) = {j ∈ I : j < i and [j, i] = {j, i}}.
We now consider the special case of a finitely generated conical regular refinement monoid
M . Our goal will be to realize M as the graph monoid M(E) for some row-finite directed
graph E. In this case the results from [12] reduce to Dobbertin’s results [17].
For the rest of this subsection, let M be a finitely generated conical regular refinement
monoid. The antisymmetrizationM ofM is then an antisymmetric regular refinement monoid
(cf. [16, Theorem 5.2]). The set P is defined by taking a representative p for each prime
p ∈ P(M). For each p ∈ P, the archimedean component Mp of p is a finitely generated
abelian group, denoted by Gp. Since we have p = x for all x ∈ Gp, we may take p = ep, the
neutral element of the group Gp, as a canonical representative of p, so that
P = {e ∈M : e = 2e and e is prime }.
With the order induced from M , P is a finite poset. Note that e ≤ f in P if and only if
f = e + f . For e ∈ P, the associated group is Ge = {x ∈ M : e ≤ x ≤ e}, which is
precisely the archimedean component GM [e] of e. Finally if e ≤ f in P, then the induced map
ϕfe : Ge → Gf is defined by ϕf,e(x) = x+ f for x ∈ Ge. This structure defines the P-system
JM associated to M .
2.3. Graph monoids. Now, we will recall the basic elements about graphs and their monoids
that are necessary in the sequel.
A (directed) graph E = (E0, E1, r, s) consists of two countable sets E0, E1 and maps r, s :
E1 → E0. The elements of E0 are called vertices and the elements of E1 edges.
A vertex v ∈ E0 is a sink if s−1(v) = ∅. A graph E is finite if E0 and E1 are finite
sets. If s−1(v) is a finite set for every v ∈ E0, then the graph is called row-finite. We
will only deal with row-finite graphs in this paper, so we make the convention that all
graphs appearing henceforth are row-finite; we will make this assumption explicit in the
statements of the main results. A path µ in a graph E is a sequence of edges µ = (µ1, . . . , µn)
such that r(µi) = s(µi+1) for i = 1, . . . , n− 1. In such a case, s(µ) := s(µ1) is the source of
µ and r(µ) := r(µn) is the range of µ. If s(µ) = r(µ) and s(µi) 6= s(µj) for every i 6= j, then
µ is a called a cycle. We say that a cycle µ = (µ1, . . . , µn) has an exit if there is a vertex
v = s(µi) and an edge f ∈ s
−1(v) \ {µi}. If v = s(µ) = r(µ) and s(µi) 6= v for every i > 1,
then µ is a called a closed simple path based at v. For a path µ we denote by µ0 the set of
its vertices, i.e., {s(µ1), r(µi) | i = 1, . . . , n}. For n ≥ 2 we define E
n to be the set of paths
of length n, and E∗ =
⋃
n≥0E
n the set of all paths.
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We define a relation ≥ on E0 by setting v ≥ w if there is a path µ ∈ E∗ with s(µ) = v and
r(µ) = w. A subset H of E0 is called hereditary if v ≥ w and v ∈ H imply w ∈ H . A set
H is saturated if every vertex which feeds into H and only into H is again in H , that is, if
s−1(v) 6= ∅ and r(s−1(v)) ⊆ H imply v ∈ H . Denote by H (or by HE when it is necessary to
emphasize the dependence on E) the set of hereditary saturated subsets of E0.
The set T (v) = {w ∈ E0 | v ≥ w} is the tree of v, and it is the smallest hereditary subset of
E0 containing v. We extend this definition for an arbitrary setX ⊆ E0 by T (X) =
⋃
x∈X T (x).
The hereditary saturated closure of a set X is defined as the smallest hereditary and saturated
subset of E0 containing X . It is shown in [11] that the hereditary saturated closure of a set
X is X =
⋃∞
n=0Λn(X), where
Λ0(X) = T (X), and
Λn(X) = {y ∈ E
0 | s−1(y) 6= ∅ and r(s−1(y)) ⊆ Λn−1(X)} ∪ Λn−1(X), for n ≥ 1.
We recall here some graph-theoretic constructions which will be of interest. For a hereditary
subset of E0, the quotient graph E/H is defined as
(E0 \H, {e ∈ E1| r(e) 6∈ H}, r|(E/H)1, s|(E/H)1),
and the restriction graph is
EH = (H, {e ∈ E
1| s(e) ∈ H}, r|(EH)1 , s|(EH )1).
Definition 2.11. Given a graph E:
(1) We say that E is transitive if every two vertices of E0 are connected through a finite
path.
(2) We say that a nonempty subset S of E0 is strongly connected if the graph
(S, s−1(S) ∩ r−1(S), s|S, r|S)
is transitive. In particular, if F is a subgraph of E, we say that F is strongly connected
if so does the subset F 0 of E0.
For a row-finite graph E, the graph monoid associated to E, denoted by M(E), is the
commutative monoid given by the generators {av | v ∈ E
0}, with the relations:
av =
∑
{e∈E1|s(e)=v}
ar(e) for every v ∈ E
0 that emits edges. (2.1)
Let F be the free commutative monoid on the set E0. The nonzero elements of F can be
written in a unique form up to permutation as
∑n
i=1 xi, where xi ∈ E
0. Now we will give a
description of the congruence on F generated by the relations (2.1) on F. It will be convenient
to introduce the following notation. For x ∈ E0, write
r(x) :=
∑
{e∈E1|s(e)=x}
r(e) ∈ F.
With this new notation relations (2.1) become x = r(x) for every x ∈ E0 that emits edges.
Definition 2.12 ([11, Section 4]). Define a binary relation →1 on F \ {0} as follows. Let∑n
i=1 xi be an element in F as above and let j ∈ {1, . . . , n} be an index such that xj emits
edges. Then
∑n
i=1 xi →1
∑
i 6=j xi+ r(xj). Let → be the transitive and reflexive closure of→1
on F\{0}, that is, α→ β if and only if there is a finite string α = α0 →1 α1 →1 · · · →1 αt = β.
10 PERE ARA AND ENRIQUE PARDO
Let ∼ be the congruence on F generated by the relation →1 (or, equivalently, by the relation
→). Namely α ∼ α for all α ∈ F and, for α, β 6= 0, we have α ∼ β if and only if there is a
finite string α = α0, α1, . . . , αn = β, such that, for each i = 0, . . . , n− 1, either αi →1 αi+1 or
αi+1 →1 αi. The number n above will be called the length of the string. 
It is clear that ∼ is the congruence on F generated by relations (2.1), and so M(E) = F/∼.
Lemma 2.13 ([11, Lemma 4.3]). Let α and β be nonzero elements in F. Then α ∼ β if and
only if there is γ ∈ F such that α→ γ and β → γ.
Proposition 2.14 ([11, Proposition 4.4]). The monoid M(E) associated with any row-finite
graph E is a refinement monoid.
Let E be a graph. For any subset H of E0, we will denote by I(H) the order-ideal ofM(E)
generated by H .
Recall that we denote by L(M) the lattice of order-ideals of a commutative monoid M .
Order-ideals of M(E) correspond to hereditary saturated subsets of E0, as follows:
Proposition 2.15 ([11, Proposition 5.2]). For any row-finite graph E, there is a natural
lattice isomorphism from HE to L(M(E)) sending H ∈ HE to the order-ideal I(H) generated
by H.
Also, we have:
Lemma 2.16 ([11, Proposition 5.2], [15, Lemma 2.1]). Let H be a subset of E0, with hered-
itary saturated closure H. Then I(H) = I(H), and H = I(H) ∩ E0.
This means that I(H) is generated as a monoid by the set H = I(H)∩E0. We can improve
this result, as follows
Lemma 2.17. Let E be a graph, and let H be a hereditary subset of E0. Then, the order-ideal
I(H) is generated as a monoid by the set {av : v ∈ H}.
Proof. Take v ∈ Λ1(H). Then r(s
−1(v)) is a finite subset of H , and so av =
∑
e∈s−1(v) ar(e)
belongs to the submonoid generated by {aw : w ∈ H}. By induction, the same happens for
a vertex in Λn(H) for all n ≥ 1. Since H =
⋃∞
n=0 Λn(H), and I(H) is generated as a monoid
by H, we obtain the result. 
Thus, we can conclude:
Lemma 2.18. Let E be a directed graph and let H be a hereditary subset of E0. Then the
order-ideal I(H) generated by H is isomorphic to the graph monoid of the restriction graph
EH .
Proof. Since H is a hereditary subset of E0, the map
φ : M(EH) → I(H)
av 7→ av
is a well-defined monoid homomorphism. Moreover, φ is an onto map by Lemma 2.17.
To show it is injective, let α and β be elements in the free commutative monoid generated
by H , and assume that the elements ofM(E) represented by α and β agree. By Lemma 2.13,
there exists γ ∈ F such that α → γ and β → γ. By the definition of the relation → and the
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fact that H is hereditary, it follows that the vertices appearing in γ belong to H , and that
α→ γ and β → γ in M(EH). Hence, α and β represent the same element of M(EH). 
Given an order-ideal S of a monoid M we define a congruence ∼S on M by setting a ∼S b
if and only if there exist e, f ∈ S such that a + e = b + f . Let M/S be the factor monoid
obtained from the congruence ∼S; see e.g. [10].
Lemma 2.19 ([11, Lemma 6.6]). Let E be a row-finite graph. For a saturated hereditary
subset H of E0, consider the order-ideal I(H) associated with H. Then there is a natural
monoid isomorphism M(E)/I(H) ∼= M(E/H).
2.4. K-Theory for rings. Here, we recall a few elements on K-Theory for Leavitt path
algebras, that will be necessary in the sequel.
For a ring R (with local units), let M∞(R) be the directed union of Mn(R) (n ∈ N), where
the transition maps Mn(R) → Mn+1(R) are given by x 7→ ( x 00 0 ). We define V(R) to be the
set of isomorphism classes (denoted [P ]) of finitely generated projective left R-modules, and
we endow V(R) with the structure of a commutative monoid by imposing the operation
[P ] + [Q] := [P ⊕Q]
for any isomorphism classes [P ] and [Q]. Equivalently [26, Chapter 1], V(R) can be viewed
as the set of equivalence classes V(e) of idempotents e in M∞(R) with the operation
V(e) + V(f) := V
((
e 0
0 f
))
for idempotents e, f ∈M∞(R). The group K0(R) of a ring R with local units is the universal
group of V(R). Recall that, as any universal group of a commutative monoid, the groupK0(R)
has a standard structure of partially pre-ordered abelian group. The set of positive elements
in K0(R) is the image of V(R) under the natural monoid homomorphism V(R)→ K0(R).
Let E = (E0, E1, r, s) be a graph, and let K be a field. We define the Leavitt path algebra
LK(E) associated with E as the K-algebra generated by a set {v | v ∈ E
0} of pairwise
orthogonal idempotents, together with a set of variables {e, e∗ | e ∈ E1}, which satisfy the
following relations:
(1) s(e)e = er(e) = e for all e ∈ E1.
(2) r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1.
(3) e∗e′ = δe,e′r(e) for all e, e
′ ∈ E1.
(4) v =
∑
{e∈E1|s(e)=v} ee
∗ for every v ∈ E0 that emits edges.
Note that the relations above imply that {ee∗ | e ∈ E1} is a set of pairwise orthogonal
idempotents in LK(E). In general the algebra LK(E) is not unital, but it has a set of local
units given by {
∑
v∈F v}, where F ranges on all finite subsets of E
0. So, the above facts
apply.
Let E be a graph. For any subset H of E0, with hereditary saturated closure H, we will
denote by I(H) the ideal of LK(E) generated by H .
Theorem 2.20 ([11, Theorem 3.5]). Let E be a row-finite graph. Then there is a natural
monoid isomorphism V(LK(E)) ∼= M(E).
Moreover, by [11, Theorem 3.5], [11, Theorem 5.2], [11, Lemma 6.6] and [15, Lemma 2.3(1)],
we conclude that
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Lemma 2.21. Let E be a row-finite graph, and let H a hereditary subset of E0. Then, for
any field K we have that
V(LK(E))/V(I(H)) ∼= V(LK(E/H)) ∼= V(LK(E)/I(H)).
3. Representing finitely generated regular refinement monoids
Dobbertin showed in [17] that every finitely generated conical regular refinement monoid
can be represented as a partial order of finitely generated abelian groups (see also [12]).
Thus, in order to represent a finitely generated conical regular refinement monoid as a graph
monoid, it suffices to show that some basic diagrams of abelian groups and homomorphisms
of groups can be represented as graph monoids. In this section, we will prove that this is
possible without further restrictions. In order to make clearer the argument, we will divide
this task in several steps.
First, we will show that any finitely generated abelian group can be represented using a
graph monoid. It is worth to remark here that there are easy constructions of finite graphs
realizing the monoids of the form H ∪{0}, where H is a finitely generated abelian group, see
for instance [3, p. 27], where a construction of the second-named author is outlined.
We use infinite graphs in Lemma 3.1 because this is definitely needed to realize a monoid
coming from a map between two finitely generated abelian groups, and we need to prepare
the ground for that result. The second-named author and Fred Wehrung have shown that in
the case where G = H = Z2 and ϕ : H → G is the trivial map sending everything to 0, the
corresponding regular refinement monoid M(ϕ) cannot be realized by using a finite graph.
However we show in Proposition 3.3 that all the monoids of this sort can be realized using
infinite graphs.
Lemma 3.1. Let H be a finitely generated abelian group. Then, H is representable as the
semigroup M(E)∗ associated to a (not necessarily finite) row-finite directed graph E.
Proof. We start by fixing notation. Using the Structure Theorem for Finitely Generated
Abelian Groups, we can assume that
H = Zr ⊕ Zn1 ⊕ · · · ⊕ Zns
where r, s ≥ 0, and ni ≥ 1 for all i. We define N := r + s.
Now, we will define our graph. The graph E has vertices
E01 = {v1, . . . , vN+1, v
j
i (r + 1 ≤ i ≤ N, j ≥ 1)}.
Instead of fixing what are the edges of E extensively, we will express the relations that these
edges define on the graph monoid M(E1), as follows:
(1) vN+1 = 2vN+1 +
r∑
i=1
vi +
N∑
i=r+1
ni−rvi
(2) For every r + 1 ≤ i ≤ N :
(a) v1i = ni−rvi + v
1
i + v
3
i
(b) for every j ≥ 1, v2ji = v
2j−1
i + v
2j
i
(c) for every j ≥ 1, v2j+1i = v
2j
i + v
2j+1
i + v
2j+3
i
(3) For every 1 ≤ i ≤ r, vi = 2vi +
r∑
j=1,j 6=i
vj +
N∑
j=r+1
nj−rvj + vN+1
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(4) For every r + 1 ≤ i ≤ N , vi =
r∑
j=1
vj +
N∑
j=r+,1j 6=i
nj−rvj + (ni−r + 1)vi + vN+1 + v
1
i
Let us carefully explain which are the properties enjoyed by the graph E:
(a) First, we will show a graphical representation of the part of E described in point (2)
above, for any vertex vi with r + 1 ≤ i ≤ N . Consider the subgraph Ei:
•vi
))
•v
1
iWW
(ni−r)
ii
''
•v
2
iWW
oo •v
3
iWW
oo
''
•v
4
iWW
oo •v
5
iWW
oo · · ·
Notice that Ei is transitive, and moreover every vertex in E
0
i is basis point of at least
two different simple closed paths. So, the monoid M(Ei) associated to Ei is simple
and regular (because in M(Ei) we have 2vi ≤ vi and 2v
j
i ≤ v
j
i for every j ≥ 1).
(b) By relation (1) above, there are paths connecting vN+1 with every vertex vi (1 ≤ i ≤
N), and thus also with every vertex vji (r+1 ≤ i ≤ N, j ≥ 1) by relations (2) and (4)
above. Moreover, in M(E) we have 2vN+1 ≤ vN+1.
(c) By relation (3) above, for every 1 ≤ k ≤ r, there are paths connecting vk with every
vertex vi (1 ≤ i ≤ N + 1), and thus also with every vertex v
j
i (r + 1 ≤ i ≤ N, j ≥ 1)
by relations (2) and (4) above. Moreover, in M(E) we have 2vk ≤ vk.
(d) By relation (4) above, for every r+1 ≤ k ≤ N , there are paths connecting vk with every
vertex vi (1 ≤ i ≤ N + 1), and thus also with every vertex v
j
i (r + 1 ≤ i ≤ N, j ≥ 1)
by relations (2) and (4) above. Moreover, in M(E) we have 2vk ≤ vk.
As a consequence:
(e) The graph E is transitive, and thus M(E) is a simple monoid.
(f) For every v ∈ E01 , 2v ≤ v in M(E), whence M(E) is regular. Thus, since M(E) is
simple, we conclude that M(E)∗ is an abelian group.
Now, we will identify this group up to isomorphism. By relation (1) above, the neutral
element of M(E)∗ is
e = vN+1 +
r∑
i=1
vi +
N∑
i=r+1
ni−rvi. (3.1)
In particular, relations (1) and (3) above simply say that vi = vi+ e for i ∈ {1, . . . , r, N +1}.
Now, by using relation (2) above, we have:
• e = ni−rvi + v
3
i by relation (2a).
• e = v2j−1i for every j ≥ 1 by (2b).
• e = v2ji + v
2j+3
i for every j ≥ 1 by (2c), and then e = v
2j
i for every j ≥ 1 by the
previous identity.
As a consequence, e = vji for every r + 1 ≤ i ≤ N and every j ≥ 1, and thus relation (2a)
says that
e = ni−rvi for every r + 1 ≤ i ≤ N. (3.2)
Hence, 〈vr+1, . . . , vN〉 generates a copy of Zn1 ⊕ · · · ⊕ Zns into M(E)
∗.
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Replacing equation (3.2) in the corresponding places of equation (3.1), we obtain
e = vN+1 +
r∑
i=1
vi. (3.3)
Hence, 〈v1, . . . vr, vN+1〉 generates a copy of Z
r into M(E)∗. Summarizing, the semigroup of
nonzero elements of M(E) is isomorphic to H , as desired. 
Remark 3.2.
(a) In Lemma 3.1, we are representing the group H as a group generated by vertices. In
order to ease operating with this representation, we need to identify the inverses of
the vertices, seen as elements of the group. If we follow the notation of Lemma 3.1,
〈vr+1, . . . , vN〉 generates a copy of Zn1 ⊕ · · · ⊕ Zns into M(E)
∗, and (ni − 1)vi will be
the symmetric of vi in M(E)
∗ for r + 1 ≤ i ≤ N . Also, 〈v1, . . . vr, vN+1〉 generates a
copy of Zr into M(E)∗. In this copy, {v1, . . . , vr} are the free generators of the group,
while vN+1 help us to express r-tuples of Z
r with negative entries. To be precise, since
e = vN+1 +
r∑
i=1
vi, for any 1 ≤ i ≤ r the element
v1 + · · ·+ vi−1 + vi+1 + · · ·+ vr + vN+1
will be the symmetric of vi in M(E)
∗ for 1 ≤ i ≤ r. In order to simplify the notation
in the sequel, when we work with a graph monoid M(E), we will denote by v− the
symmetric of the vertex v ∈ E0 seen as an element in the archimedean component of
M(E) containing v.
(b) Note that in the isomorphism M(E)∗ ∼= H = Zr ⊕ Zn1 ⊕ · · · ⊕ Zns , the vertices
v1, . . . , vN correspond to the canonical generators of H as an abelian group. We will
refer to this fact saying that v1, . . . , vN are the canonical generators of H .
(c) We will work later in Section 5 with semigroup generators of a group. Observe that
{v1, . . . , vN , vN+1} is indeed a family of semigroup generators of H .
Let G and H be finitely generated abelian groups, and let ϕ : H → G be a group homo-
morphism. According to [17], there exists a regular refinement monoid M(ϕ) associated to ϕ.
The monoid M(ϕ) has exactly two prime idempotents e and f , with e + f = f , GM [e] = H ,
GM [f ] = G, and the map ϕf,e : GM [e]→ GM [f ] given by ϕf,e(x) = x + f is exactly the map
ϕ. We will show that M(ϕ) is representable as a graph monoid.
Proposition 3.3. Let ϕ : H → G be a homomorphism between finitely generated abelian
groups H and G, and let M(ϕ) be the associated regular refinement monoid. Then M(ϕ) is
representable as the monoid M(E) of a (not necessarily finite) row-finite directed graph E.
Proof. We start by fixing notation. Using the Structure Theorem for Finitely Generated
Abelian Groups, we can assume that
H = Zr ⊕ Zn1 ⊕ · · · ⊕ Zns
and
G = Zt ⊕ Zm1 ⊕ · · · ⊕ Zml ,
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where r, s, t, l ≥ 0, and ni, mj ≥ 1 for all i, j. We define N := r+s and M := t+ l. Moreover,
if M < N , we can add ml+1 = ml+2 = · · · = ml+(N−M) = 1, so that we are thinking
G = Zt ⊕ Zm1 ⊕ · · · ⊕ Zml ⊕ Z1 ⊕ · · · ⊕ Z1.
Thus, without loss of generality, we can assume that N ≤ M . Under this representation of
H and G, the homomorphism ϕ is represented by a block matrix
A =
(
A1,1 0
A2,1 A2,2
)
with entries labeled ai,j ∈ Z, and without loss of generality we can assume that the entries
in blocks A2,l (l = 1, 2) satisfy 0 < ai,j ≤ mi−t for every j.
We will define our graph E in two layers, the first one representing the group H , while the
second will represent simultaneously both the group G and the homomorphism ϕ.
To construct the first layer, we use Lemma 3.1 to build a graph E1 such that M(E1)
∗ ∼= H ,
with
E01 = {v1, . . . , vN+1, v
j
i (r + 1 ≤ i ≤ N, j ≥ 1)},
such that v1, . . . , vN are the canonical generators of M(E1)
∗ = H (see Remark 3.2(b)).
Now, we will construct the layer corresponding to G, and simultaneously the group homo-
morphism ϕ : H → G. To this end, we will define a new collection of vertices E02 , jointly
with a family of relations stated in similar terms as those used in Lemma 3.1. Nevertheless,
these new relations will involve not only the vertices of E02 , but also those of E
0
1 . The new
set of vertices E02 is
E02 = {w1, . . . , wM+1, w
j
i (t+ 1 ≤ i ≤ M, j ≥ 1)}.
As in Lemma 3.1, instead of fixing what are the edges emitted by the vertices of E02 extensively,
we will express the relations that these edges define on the graph monoid. Let E be the graph
defined by taking E0 = E01 ⊔ E
0
2 and where all the relations enjoyed by the vertices are as
follows:
• The relations given by the set of edges of the graph E1.
• The relations we list below:
(1) wM+1 = 2wM+1 +
t∑
i=1
wi +
M∑
i=t+1
mi−twi
(2) For every t+ 1 ≤ i ≤M :
(a) w1i = mi−twi + w
1
i + w
3
i
(b) for every j ≥ 1, w2ji = w
2j−1
i + w
2j
i
(c) for every j ≥ 1, w2j+1i = w
2j
i + w
2j+1
i + w
2j+3
i
(3) For every 1 ≤ i ≤ t,
wi = (ai,i + 2)wi +
t∑
j=1,j 6=i
(aj,i + 1)wj +
M∑
j=t+1
(aj,i +mj−t)wj + wM+1 + v
−
i .
Notice that whenever aj,i < 0 for some 1 ≤ j ≤ t, we will replace in the above
relation aj,iwj by
t∑
k=1,k 6=j
(−aj,i)wk + (−aj,iwM+1).
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(4) For every t+ 1 ≤ i ≤M ,
wi =
t∑
j=1
(aj,i + 1)wj +
M∑
j=t+1,j 6=i
(aj,i +mj−t)wj + (ai,i +mi−t + 1)wi + wM+1 + w
1
i + v
−
i .
As in the previous relation, whenever aj,i < 0 for some 1 ≤ j ≤ t, we will replace
in the above relation aj,iwj by
t∑
k=1,k 6=j
(−aj,i)wk + (−aj,iwM+1).
If N < M , and N < i ≤ M , then the term v−i appearing in (4) (or in (3) if N < i ≤ t)
should be interpreted as the neutral element 0 of the graph monoid. So, for these values of i,
the relations are of the form (4) (or (3)) in Lemma 3.1.
Now, consider the graph E, and let us identify the properties enjoyed by the elements of
M(E):
• Observe that E01 is a hereditary and saturated subset of E
0, so thatM(E1) is an order-
ideal of M(E), by Lemma 2.18. Moreover M(E1)
∗ is the archimedean component of
e in M(E) and, by construction M(E1)
∗ ∼= H .
• By similar arguments to those used in Lemma 3.1, every vertex in E02 is a regular
element.
• By similar arguments to those used in Lemma 3.1, for any 1 ≤ i, j ≤ M + 1 there
exist paths from wi to wj, and also from wi to w
k
j and from w
k
j to wi for every k ≥ 1.
Hence, M(E1)
∗ equals GM(E)[e]. Also, E
0
2 is strongly connected in E, and thus the ver-
tices in E02 generate an archimedean component GM(E)[f ] of M(E) with neutral element f .
Moreover, M(E) is a regular refinement monoid.
By using the relations defined above, and arguing as in Lemma 3.1, we have that:
• By relation (1) above,
f =
t∑
i=1
wi + wM+1 +
M∑
i=t+1
mi−twi. (3.4)
• By relation (2) above, f = wji for every t+ 1 ≤ i ≤M and every j ≥ 1, while
f = mi−twi for every t+ 1 ≤ i ≤M. (3.5)
• By replacing equation (3.5) in equation (3.4), we obtain
f = w1 + · · ·+ wt + wM+1 (3.6)
Hence, the monoid 〈w1, . . . wM , wM+1〉 generated by w1, . . . , wN+1 is indeed a group, which is
a subgroup of GM(E)[f ].
Now, we will state the relation between e and f in M(E). To this end, notice that:
• Since v−1 ∈M(E1)
∗, we have that e ≤ v−1 .
• By relation (3) above (or (4) if t = 0), v−1 ≤ w1, so that e ≤ w1.
• By equation (3.6) (or (3.5) if t = 0), w1 ≤ f .
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Hence, e ≤ f inM(E). So there are only two archimedean components inM(E), correspond-
ing to the idempotents e and f , and e ≤ f inM(E). We want to describe the homomorphism
φfe : GM(E)[e] → GM(E)[f ]
x 7→ x+ f
.
Observing that v1, . . . , vN are canonical generators of GM(E)[e] ∼= H , we are going to compute
φfe (vi). We will compute φ
f
e (vi) for every 1 ≤ i ≤ N , by using relations (3) and (4) above. To
be precise, recall that r ≤ r+ s = N ≤M = t+ l. So, it can occur either N ≤ t or N > t. In
the first case, to determine φfe (vi) we will only need relation (3) above. In the second case,
we will use relation (3) above to determine φfe (vi) for 1 ≤ i ≤ t, and relation (4) above to
determine φfe (vi) for t + 1 ≤ i ≤ N . Let us suppose that we are in the second case. Take
i ∈ {1, . . . , t}, and add vi on both sides of relation (3), as follows:
wi + vi =
(ai,i + 2)wi +
t∑
j=1,j 6=i
(aj,i + 1)wj +
M∑
j=t+1
(aj,i +mj−t)wj + wM+1 + v
−
i + vi =
wi +
M∑
j=1
aj,iwj +
[
t∑
j=1
wj + wM+1 +
M∑
j=t+1
mj−twj
]
+ (v−i + vi).
By definition of v−i and w
−
i , we have that v
−
i + vi = e and w
−
i +wi = f . Also, e+ f = f , and
by equation (3.4), f =
t∑
j=1
wj + wM+1 +
M∑
j=t+1
mj−twj. Thus, by adding w
−
i on both sides of
the previous identity, we have
f + vi = f +
M∑
j=1
aj,iwj + f + e =
M∑
j=1
aj,iwj + f =
M∑
j=1
aj,iwj
because f is the neutral element of the group GM(E)[f ]. On the other hand, if i ∈ {t +
1, . . . , N}, a similar argument shows that adding vi + w
−
i on both sides of relation (4) gives
us
vi + f =
M∑
j=1
aj,iwj.
Hence, using (3.5), (3.6) and the above relations, we obtain a monoid homomorphism
γ : M(ϕ)→M(E)
extending the canonical isomorphism H = GM(ϕ)[e] → GM(E)[e] and sending the canonical
generators of G = GM(ϕ)[f ] to w1, . . . , wM . We are going to define an inverse δ : M(E) →
M(ϕ) of the map γ. For this, it is enough to define the map on the vertices of E and to
show that the defining relations of M(E) are preserved by this assignment. The images of
the vertices in E1 are dictated by the inverse map of the isomorphism from H onto GM(E)[e].
Let x1, . . . ,xM be the canonical generators of G. We define δ(wi) = xi for 1 ≤ i ≤M , and
δ(wM+1) = −(x1 + · · ·+ xt).
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Finally define δ(wji ) = f , where f is the neutral element of G. It is easy to show that
all relations (1)-(4) are preserved by δ, so that this assignment gives a well-defined monoid
homomorphism δ. It is now clear that δ is the inverse of γ.
Therefore we obtain that γ is an isomorphism from M(ϕ) onto M(E). Observe that γ
sends the canonical set of generators of G = GM(ϕ)[f ] onto w1, . . . , wM , so that the vertices
w1, . . . , wM are canonical generators of GM(E)[f ] and the canonical map φ
f
e has associated
matrix A with respect to the canonical generators v1, . . . , vN of GM(E)[e] and w1, . . . , wM of
GM(E)[f ]. 
Remark 3.4. In the above proof, we could have assumed that N ≤ l and use only relations
(4) to encode the map ϕ in the graph monoid M(E). The proof is then a little bit shorter,
since we would not need to distinguish different cases when we deal with the computation of
the elements φfe (vi). This is the approach that we will follow in the proof of the general case
(see Proposition 5.13).
Let us illustrate our results with two concrete applications of Proposition 3.3:
(1) For any n ∈ N, we will compute the graph En such that M(En) represents the homo-
morphism n· : Z → Z. We will follow the same notation as in the proof, so that r = t = 1,
s = l = 0, N = M = 1, the matrix A = (n), and for each n ∈ N the associated graph En is:
•w2(2) 22
**
•w1

jj (n + 2)ll
•v1(2) 33
))
•v2ii (2)kk
(2) We will compute the graph F such that M(F ) represents the group homomorphism
0· : Z2 → Z2. As in the previous example, we will follow the same notation as in the proof,
so that r = t = 0, s = l = 1, N = M = 1, the matrix A = (2), and the associated graph F is:
•w2
 
(2)

•w1
ZZ

(5) 22
**
•w
1
1WW
(2)
jj
''
•w
2
1WW
oo •w
3
1WW
oo
''
•w
4
1WW
oo •w
5
1WW
oo · · ·
•v1

(3) 33
))
•v
1
1WW
(2)
ii
''
•v
2
1WW
oo •v
3
1WW
oo
''
•v
4
1WW
oo •v
5
1WW
oo · · ·
•v2
ZZTT
(2)
WW
The next step is to show a result analogous to Proposition 3.3, which allows us to represent
confluent maps of groups. This is precisely what we need to use in the inductive step of the
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proof of the general result. The proof is very similar to the one of Proposition 3.3, so we will
only give a brief sketch of it.
Let H1, . . . , Hn, G be finitely generated abelian groups, and let ϕi : Hi → G be group
homomorphisms (1 ≤ i ≤ n). Let M(ϕ) be the regular refinement monoid associated to
ϕ := (ϕ1, . . . , ϕn), that is, M(ϕ) has exactly n+ 1 prime idempotents e1, . . . , en and f , with
ei + f = f , and GM [ei] = Hi, GM [f ] = G, and the map ϕfei : GM [ei] → GM [f ] given by
ϕfei(x) = x+ f is exactly the map ϕi for 1 ≤ i ≤ n.
Proposition 3.5. Let H1, . . . , Hn, G be finitely generated abelian groups, and let ϕi : Hi → G
be group homomorphisms (1 ≤ i ≤ n). Then, these maps can be represented simultaneously
as the monoid M(E) associated to a (not necessarily finite) row-finite directed graph E.
Proof. We start by fixing notation. Using the Structure Theorem for Finitely Generated
Abelian Groups, we can assume that
Hi = Z
ti ⊕ Zmi1 ⊕ · · · ⊕ Zmili
,
for i = 1, . . . , n, and
G = Zr ⊕ Zp1 ⊕ · · · ⊕ Zps ,
where ti, li, r, s ≥ 0, andm
j
i , pi ≥ 1 for all i, j. We define Ni := ti+li (i = 1, 2) andM := r+s;
moreover, as in Proposition 3.3, we can assume
∑n
i=1Ni ≤M .
Now, we will define our graph E essentially as in Proposition 3.3, defining a first layer
corresponding to the groups H1, . . . , Hn, and a second layer corresponding to the group G
and to the different maps ϕi, which are represented by suitable matrices as in Proposition
3.3.
To deal with the first layer we use Lemma 3.1 to build nmutually disconnected strongly con-
nected graphs Ei such that M(Ei)
∗ ∼= Hi for i = 1, . . . , n, with corresponding sets of vertices
such that the first Ni vertices of graph Ei are a canonical set of generators of GM(Ei)[ei] = Hi.
The final step consists of constructing the layer corresponding to the group G, together
with the homomorphisms ϕi : Hi → G. We will do that by adding a new collection of vertices
T 0, jointly with a family of relations, similar to the ones used in Proposition 3.3. These
relations will involve not only vertices in T 0, but also in E0i . The idea is to apply again the
procedure described in the proof of Proposition 3.3. Observe that, just as in Proposition 3.3
we obtain an isomorphism M(ϕ) → M(E) sending the canonical generating sets of each Hi
and of G to the canonical generating sets of vertices spanning the corresponding archimedean
components GM(E)[ei] and GM(E)[f ] respectively. 
We can now obtain the main result of this section.
Theorem 3.6. If M is a finitely generated conical regular refinement monoid, then there
exists a countable row-finite directed graph E such that M ∼= M(E).
Proof. By Dobbertin’s result [17], M is of the form M(JM), for the I-system JM of abelian
groups {GM [e] | e ∈ I}, where e ranges on the poset I of prime idempotents of M , as
explained in Section 2.
Since M is finitely generated, all the groups GM [e] are finitely generated. We start by
fixing a suitable form for these groups, namely we set
GM [e] = Z
re ⊕ Zne1 ⊕ · · · ⊕ Znese ,
20 PERE ARA AND ENRIQUE PARDO
where re, se ≥ 0, and n
e
i ≥ 1 for all i. Set Ne = re + se. We can assume that for each f ∈ I,
we have
∑n
i=1Nei ≤ Nf , where L(I, f) = {e1, . . . , en} is the lower cover of f in I.
We can now proceed to show the result by order-induction. So assume that we have a lower
subset J of I, and that we have built a countable row-finite graph EJ such that E
0
J =
⊔
e∈J E
0
e ,
where each Ee is a strongly connected graph, with
E0e = {v
e
1, . . . , v
e
Ne+1, (v
e)ji (re + 1 ≤ i ≤ Ne, j ≥ 1)}.
and an isomorphism
γJ : M(J)→M(EJ ),
where M(J) is the order-ideal of M generated by J , such that γJ sends the canonical gener-
ators of GM [e] to v
e
1, . . . , v
e
Ne for all e ∈ J .
In case J 6= I, let f be a minimal element of I \ J and write J ′ = J ∪ {f}. We will show
that the above statement holds for the lower subset J ′ in place of J . This clearly establishes
the result, because I is a finite poset.
Let Ef be the graph associated to GM [f ], as in Lemma 3.1.
There are two cases to consider:
(1) f is a minimal element of I. Set EJ ′ := Ef ⊔ EJ . Then
M(J ′) = M({f})⊕M(J) ∼= M(Ef )⊕M(EJ ) =M(EJ ′)
in a canonical way, showing the result.
(2) f is not a minimal element of I. Let L(I, f) = {e1, . . . , en} be the lower cover of
f in I. Write ϕi = ϕf,ei for i = 1, . . . , n, and consider the graph E associated to the maps
ϕi, i = 1, . . . , n, as in Proposition 3.5. The first layer of this graph consists exactly of the
disjoint union of the graphs Eei, for i = 1, . . . , n, so it is a subgraph of our graph EJ . Let EJ ′
be the graph with E0J ′ = E
0
J ⊔E
0
f and with E
1
J ′ = E
1
J ⊔s
−1
E (Ef). The graph EJ ′ is a countable
row-finite graph with E0J ′ =
⊔
e∈J ′ E
0
e , where each E
0
e is a strongly connected subset of E
0,
and the sets of edges E1e have the desired form for all e ∈ J
′. We have to prove the existence
of the isomorphism γJ ′.
Since E0J is a hereditary and saturated subset of E
0
J ′ we get from Lemma 2.18 that the
order-ideal ofM(EJ ′) generated by E
0
J is preciselyM(EJ ). Similarly, the order-ideal ofM(J
′)
generated by J is precisely M(J), and M(J ′) coincides with M(JJ ′), which is the monoid
associated to the partial order of groups J := JM restricted to J
′ (see e.g. [12, Proposition
1.9]). Define a map
γJ ′ : M(J
′)→ M(EJ ′)
as follows. The map γJ ′ agrees with the isomorphism γJ when restricted to the order-ideal
M(J) of M(J ′). The map γJ ′ restricted to GM(J ′)[f ] = GM [f ] is just the map obtained
by sending the canonical generators of GM [f ] to the canonical generators v
f
1 , . . . , v
f
Nf
of
GM(EJ′)[f ]. In order to prove that γJ ′ gives a well-defined monoid homomorphism, it suf-
fices by [12, Corollary 1.6] to show that if e < f and x ∈ GM [e] then γJ ′(x) + γJ ′(f) =
γJ ′(ϕfe(x)) + γJ ′(f), that is, γJ ′(x) + f = γJ ′(ϕfe(x)). Since e < f and I is finite, there is
some i such that e ≤ ei. Using the properties of the map defined in Proposition 3.5 and the
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induction hypothesis, we get
γJ ′(ϕfe(x)) = γJ ′(ϕf,ei(ϕei,e(x))) = φ
f
ei
(γJ ′(ϕei,e(x)))
= φfei(γJ(ϕei,e(x))) = φ
f
ei
(φeie (γJ(x)))
= φfe (γJ ′(x)) = f + γJ ′(x).
This shows that the defining relations of M(J ′) are preserved and so the map γJ ′ is a well-
defined homomorphism from M(J ′) to M(EJ ′). To build the inverse δJ ′ of γJ ′ we follow the
idea in the proof of Proposition 3.3. The image by δJ ′ of the vertices in EJ is determined by the
inverse of γJ . Let x1, . . . ,xNf be the canonical generators of GM [f ]. We define δJ ′(v
f
i ) = xi
for 1 ≤ i ≤ Nf , and
δJ ′(v
f
Nf+1
) = −(x1 + · · ·+ xrf ).
Finally define δJ ′((v
f)ji ) = f . It is easily checked that δJ ′ preserves the defining relations
of M(EJ ′), and so it gives a well-defined homomorphism from M(EJ ′) to M(J
′), which is
clearly the inverse of γJ ′.
This concludes the proof of the result. 
4. A simple example
We are going to represent one of the most simple examples of primitive monoids, using a
method similar to the described above.
This is the monoid M = Z+ ∪ {∞} which appears in [13]. Note that this example can be
described as M = 〈p, a | a = 2a, a = a + p〉. Our method is completely different from the
method used in [13], and provides a simpler graph than the one given in [13, Example 6.5].
Lemma 4.1. The monoid M = 〈p, a | a = 2a, a = a + p〉 can be represented by a graph
monoid.
Proof. The lower component is freely generated by p, so we introduce a vertex v0 with a single
loop e0 around it.
Now the second component is regular with trivial associated group, so we use the above
method setting G = Z1, and we consider vertices
E0 = {v0, v1, v
j
1(j ≥ 1)}.
Instead of fixing what are the edges of E extensively, we will express the relations that these
edges define on the graph monoid M(E), as follows:
(1) v0 = v0
(2) (a) v11 = v1 + v
1
1 + v
3
1
(b) for every j ≥ 1, v2j1 = v
2j−1
1 + v
2j
1
(c) for every j ≥ 1, v2j+11 = v
2j
1 + v
2j+1
1 + v
2j+3
1
(3) v1 = 2v1 + v
1
1 + v0.
So, the graph E turns out to be
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Then one can show as in the previous results that v1 = v
j
1 = f for all j ≥ 1, so we obtain
from (3) that f = f + v0, so the graph monoid M(E) gives the desired monoid M . Note that
M is not representable by a graph monoid of a finite graph by [13, Theorem 6.1]. 
5. Representing finitely generated refinement monoids
In this section, we will obtain our main result (Theorem 5.6), which gives a characteri-
zation of the finitely generated conical refinement monoids which are graph monoids. For
this, it is fundamental to use the characterization of these monoids obtained in [12], which
generalizes the results of Dobbertin [17] for the regular case, and the results of Pierce [25] for
the antisymmetric case.
First, we will recall some facts from [12], that will help to understand the statement of the
main result and its proof.
Let J = (I,≤, (Gi)i∈I , ϕji (i < j)) be an I-system as in Definition 2.1. For every i ∈ I, Gi
is an abelian group. For each i ∈ I, we define a commutative semigroup Mi and an abelian
group Ĝi as follows: Mi = Gi = Ĝi if i is regular, while Mi = N × Gi and Ĝi = Z × Gi if i
is free. Then, the monoid M(J ) associated to the I-system J is the monoid generated by
{Mi}i∈I , with respect to the defining relations
x+ y = x+ ϕji(y), i < j, x ∈ Mj, y ∈Mi.
Conversely, given a primely generated refinement monoid M , we can associate an I-system
JM to M ([12, Section 2]). To do this, let M be its antisymmetrization, let P(M) be its set
of prime elements, and let I ⊂ P(M) be a set of representatives of P(M) in P(M) such that
p = 2p for any p ∈ Preg. Then, I is a poset with the ordering defined by q < p if and only if
q < p in M . The poset I will be called the poset of primes of M . For each p ∈ I, let Mp be
the archimedean component of p in M . We have:
(1) If p is regular, then Mp is an abelian group, denoted by Gp ([16, Lemma 2.7]).
(2) If p is free, then G′p = {p + α : α ∈ M and p + α ≤ p} is an abelian group (with
respect to the operation ◦ given by (p+α) ◦ (p+β) = p+(α+β)), isomorphic to the
subgroup Gp := {(p+ α)− p : p+ α ∈ G
′
p} of G(Mp) ([12, Remark 2.5]). Moreover,
ϕ : N×Gp → Mp
(n, (p+ α)− p) 7→ np + α
is a monoid isomorphism ([12, Lemma 2.4]).
Thus, given p, q ∈ I such that q < p, the map
ϕpq : Mq → Gp
x 7→ (p+ x)− p
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is a well-defined semigroup homomorphism, and
JM := (I, (Gp)p∈I , ϕpq(q < p))
is the I-system associated to M . Moreover, M(JM) is naturally isomorphic to M ([12,
Theorem 2.7]).
Assume that M is a finitely generated conical refinement monoid, with poset of primes
I. Let p be a free prime and let L(I, p) = {q1, . . . , qn} be the lower cover of p. Then the
archimedean component Mp of p has the form Mp = N×Gp for a finitely generated abelian
group Gp. We will assume that q1, . . . , qr are free primes and that qr+1, . . . , qn are regular
primes.
We will use here the terminology and notation established in Subsection 2.2.
Let Jp be the lower subset of I generated by q1, . . . , qn, and let MJp be the associated
semigroup (cf. Corollary 2.4). By Lemma 2.10, the Grothendieck group of the order-ideal
M(JJp) associated to Jp is precisely G˜Jp = G(MJp).
Lemma 5.1. With the above notation, there exists a surjective semigroup homomorphism
ϕp : MJp → Gp
induced by the maps ϕp,q for q < p.
Proof. Let us suppose that q1, . . . , qr are free primes and qr+1, . . . , qn are regular primes. Write
S := ⊕q<pMq, and identify S with a subsemigroup of ĤJp = ⊕q<pĜq. By a slight abuse of
notation, we will write qi for χ(Jp, qi, (1, eqi)) ∈ ĤJp. Note that HJp is in general a proper
subsemigroup of S. (See Subsection 2.2 for the definitions of these objects.) We have a group
homomorphism ψp := ⊕q<pϕ̂p,q : ĤJp → Gp such that ψp(S) = Gp. In order to show that
(ψp)|HJp is surjective, it is enough to prove that ep ∈ ψp(HJp). Now, for each i = 1, . . . , r, we
have
−ϕp,qi(qi) = ψp(si)
for some si ∈ S. Therefore
ep = rep = ψp
( r∑
i=1
(qi + si)
)
,
and
∑r
i=1(qi + si) ∈ HJp, showing the surjectivity. Now (ψp)|HJp clearly factors through
MJp = HJp/∼, giving rise to a surjective semigroup homomorphism ϕp : MJp → Gp, as
desired. 
Now, by the universal property of the Grothendieck group, we get a unique group homo-
morphism
G(ϕp) : G˜Jp → Gp
such that G(ϕp) ◦ ιJp = ϕp, where ιJp : MJp → G(MJp) is the natural map.
Definition 5.2. We define the set G(MJp)
++ of strictly positive elements of G(MJp) as the
image in G(MJp) of the natural map ιJp : MJp → G(MJp). Note that G(MJp)
++ is just a
subsemigroup of G(MJp), which does not contain the neutral element of G(MJp) in general.
Lemma 5.3. Every element in G˜++Jp = G(MJp)
++ can be represented by an element of the
form
∑r
i=1 χqi(ni, gi)+
∑n
i=r+1 χqi(gi) for some ni ∈ N, i = 1, . . . , r and gi ∈ Gqi, i = 1, . . . , n.
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Proof. This follows immediately from the description of MJp given in Section 2, using that
{q1, . . . , qn} = Max(Jp). 
Example 5.4. Note that the positive cone G(MJp)
++ does not coincide in general with the
positive cone obtained by considering the image of M(JJp) in G(M(JJp)) = G(MJp). For
instance consider the graph monoid M = 〈a, b | b = b+ 2a〉, and J the poset of primes {a, b}
of M . Then ι(a) is in the image of the canonical map ι : M → G(M), but ι(a) /∈ G(MJb)
++,
since G(MJb) = Z× Z2 and G(MJb)
++ = N× Z2.
The following definition is handy to express the conditions charactering finitely generated
graph monoids.
Definition 5.5. Let G1 be an abelian group with a distinguished subsemigroup G
++
1 of
strictly positive elements, and let G2 be an abelian group. We say that a group homomorphism
f : G1 → G2 is an almost isomorphism in case f is surjective and the kernel of f is a cyclic
subgroup of G1 generated by an element in G
++
1 .
We can now state the main result of the paper.
Theorem 5.6. Let M be a finitely generated conical refinement monoid. Then M is a graph
monoid if and only if for each free prime p of M , the map
G(ϕp) : G˜Jp → Gp
is an almost isomorphism.
In particular, we can apply Theorem 5.6 to obtain, using the results in [5], the following
partial affirmative answer to the realization problem for von Neumann regular rings.
Corollary 5.7. Let M be a finitely generated conical refinement monoid such that, for all free
primes p of M , the map G(ϕp) : G˜Jp → Gp is an almost isomorphism. Then, there exists a
(countable) row-finite graph E such that, for any field K, the von Neumann regular K-algebra
QK(E) of the quiver E satisfies V(QK(E)) ∼= M .
Theorem 5.6 enables us to build examples ‘a la carte’ of monoids which are or aren’t graph
monoids (see also Corollary 5.14). The easiest example of a non-graph monoid is still the
following:
Example 5.8. ([13, Theorem 4.2]) Consider the monoid
M := 〈p, a, b : p = p+ a, p = p+ b〉.
Then M is a finitely generated conical refinement monoid which is not a graph monoid.
Indeed, the generators p, a, b are free primes of M , and M is an antisymmetric monoid, so
that Gi is the trivial group for i ∈ {p, a, b}. The map G(ϕp) : G˜Jp → Gp becomes the map
Z
2 → 0, whose kernel is obviously non-cyclic. ThereforeM is not a graph monoid by Theorem
5.6.
We will split the proof of Theorem 5.6 in two parts. First, we prove that the condition is
necessary.
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Proposition 5.9. Let M be a finitely generated conical refinement monoid, and let p be a
free prime of M . If M is a graph monoid then the map
G(ϕp) : G˜Jp → Gp
is an almost isomorphism.
Proof. Assume that M is a graph monoid. Let E be a (row-finite) countable graph without
sinks such that M ∼= M(E). (The condition that E does not have sinks can be assumed
because we can add a loop at every sink, without changing the corresponding graph monoid.)
Let p be a free prime ofM . Let J = JM be the I-system associated toM , so thatM =M(J )
[12, Theorem 2.7]. The condition in the statement only depends on the restricted (I ↓ p)-
system JI↓p. Moreover, by Proposition 2.9, Proposition 2.15 and Lemma 2.18, we get
M(JI↓p) ∼= I(H) ∼= M(EH),
whereH is the hereditary and saturated subset ofE0 corresponding to the order-idealM(JI↓p)
of M = M(J ). Therefore M(JI↓p) is a graph monoid and, restricting attention to I ↓ p, we
may (and will) assume that p is the largest element of I.
We have
V(Lk(E)) ∼= M(E) ∼= M
for any field k [11, Theorem 3.5]. Fix a field k for the rest of the argument. By Proposition
2.9, the order-ideals of M correspond to the lower subsets of the poset I. Moreover, the
order-ideals of M correspond to the graded-ideals of Lk(E) and to the hereditary saturated
subsets of E0 [11, Theorem 5.3].
Since p is the largest element of I, and p + x = p + ϕp,q(x) for all x ∈ Mq, we get that
K0(Lk(E)) = G(M) = G(Mp) = Z×Gp, which is denoted by Ĝp (see Lemmas 2.8 and 2.10).
Now, let I be the graded ideal of Lk(E) corresponding to the lower subset Jp of I generated
by the primes q1, . . . , qn in the lower cover of p. Let H be the hereditary and saturated subset
of E0 corresponding to I, so that I = I(H). Since Jp is a maximal lower subset of I, it
follows that I = I(H) is a maximal graded-ideal of Lk(E), and at the same time it gives rise
to the maximal order-ideal S := M(JJp) of M associated to the restricted Jp-system JJp.
Observe that M/S ∼= Z+. Moreover, by Lemma 2.21, we have
V(Lk(E)/I) ∼= V(Lk(E))/V(I) ∼= M/S ∼= Z
+.
Since Lk(E)/I = Lk(E)/I(H) ∼= Lk(E/H) is a graded-simple Leavitt path algebra, the tri-
cotomy holds for Lk(E/H) (see [1, Proposition 3.1.14]). Since V(Lk(E/H)) ∼= Z
+, Lk(E/H)
must be Morita-equivalent to either k or k[t, t−1], the k-algebra of Laurent polynomials. As
the graph E is row-finite and does not have sinks, the only possibility is that Lk(E/H) is
Morita-equivalent to k[t, t−1]. Thus, the graph E/H must have a unique cycle c, without
exits, to which all the other vertices of E/H connect. Let E ′ be the graph obtained from
E by removing all vertices in E0 \ (H ∪ c0) and all the edges emitted by them. Then (E ′)0
is hereditary in E0, and its saturation in E is precisely E0. Therefore M(E ′) = M(E) by
Lemma 2.18. Hence, replacing E with E ′, we can assume that E/H consists exactly of a
unique cycle c. Further, let v be a vertex in the cycle c. It is easily shown, by a direct
computation which only involves the definition of the graph monoid, that replacing the cycle
c with a single loop based at v does not change the monoid M(E). (In this construction, we
26 PERE ARA AND ENRIQUE PARDO
just re-define the starting vertex of the edges emitted by vertices of the cycle to H to be v.)
Thus, we can assume that E/H is a single loop c, based at v. In particular, we have
Lk(E)/I(H) ∼= Lk(E/H) ∼= k[t, t
−1].
Observe that K0(I) = G(V(I)) = G(MJp) = G˜Jp by Lemma 2.10. Hence, the map K0(I)→
K0(Lk(E)) can be identified with the map ι ◦ G(ϕp), where ι : Gp → Ĝp = Z × Gp is the
canonical inclusion. On the other hand, we have
K1(Lk(E)/I) = K1(k[t, t
−1]) = K1(k)⊕K0(k) ∼= k
× ⊕ Z
(see e.g. [27, Theorem III.3.8]). Clearly, we have that the factor k×, which is generated by
the units of the field k, is contained in the image of the map K1(Lk(E)) → K1(Lk(E)/I),
while the factor Z is generated by multiplication by the unit t of k[t, t−1].
Hence, the exact sequence in K0 and K1 corresponding to the short exact sequence
0 −−−→ I −−−→ Lk(E) −−−→ k[t, t
−1] −−−→ 0
gives the exact sequence
Z
∂
−−−→ G˜Jp
ι◦G(ϕp)
−−−−→ Ĝp −−−→ Z −−−→ 0. (5.1)
The map ∂ : Z → G˜Jp is induced by the connecting homomorphism in algebraic K-theory.
Since we can lift the unit t to the von Neumann regular element c in vLk(E)v, we obtain (cf.
[23, Proposition 1.3]) that
∂([t]) = [v − cc∗]− [v − c∗c] ∈ K0(I).
Now, c∗c = v and cc∗ +
∑
e∈s−1(v)\{c} ee
∗ = v, so that
∂([t]) =
∑
e∈s−1(v)\{c}
[ee∗] =
∑
e∈s−1(v)\{c}
[r(e)] ∈ K0(I).
Hence, the kernel of the canonical mapG(ϕp) : G˜Jp → Gp is generated by the element in G˜Jp =
G(MJp) corresponding to the image of the element
∑
e∈s−1(v)\{c}[r(e)] under the isomorphism
K0(I)→ G(MJp).
It remains to show that
∑
e∈s−1(v)\{c}[r(e)] is a strictly positive element of G˜Jp. Let γ : M →
M(E) be the isomorphism between M and M(E). Then each γ(qi) is a prime element of
the graph monoid M(EH) (see Lemma 2.18). Consider the tree T (v) of v. Then, T (v) is a
hereditary subset of E0 containing v, and by hypothesis the order-ideal I(T (v)) generated by
T (v) must be M(E). By Lemma 2.17, I(T (v)) (and so M(E)) is generated as a monoid by
all the elements of the form aw with w ∈ T (v). Fix an index i ∈ {1, . . . , n}. By the preceding
argument, we can write γ(qi) =
∑m
j=1 awj , where wj ∈ T (v) for all j. Since awj ≤ γ(qi) for
all j, we see that all wj ∈ H . Since γ(qi) is prime, we get that γ(qi) ≤ awj for some j.
So, for some vertex w ∈ T (v) ∩H , γ(qi) ≡ aw (where ≡ denotes the antisymmetric relation
generated by ≤). Thus, we can choose an edge e ∈ s−1(v) \ {c} such that r(e) connects to
w, and so γ(qi) ≤ ar(e). This shows that qi ≤ γ
−1(ar(e)) ∈ M(JJp). Therefore, there exists
some lower subset J ′ of Jp such that γ
−1(ar(e)) ∈ MJ ′ , and since qi ≤ γ
−1(ar(e)), it follows
that qi ∈ J
′. Since this holds for every i = 1, . . . , n, we conclude that γ−1(
∑
e∈s−1(v)\{c} ar(e))
belongs to the maximal component MJp of M(JJp). Hence,
∑
e∈s−1(v)\{c}[r(e)] is the image of
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γ−1(
∑
e∈s−1(v)\{c} ar(e)) under the canonical map MJp → G(MJp), and so it is strictly positive
in G(MJp).
This shows that G(ϕp) is an almost isomorphism. 
To show the converse, we will use a method which is similar to the method employed in
the proof of Theorem 3.6.
5.10. In order to establish the correct setting for the induction argument, we need to introduce
some terminology and notation.
Since M is finitely generated, all the groups GM [p], for p a regular prime, are finitely
generated. In the case where p is regular, we will assume that p is the neutral element of the
group Gp =Mp = GM [p].
If p is a free prime, then the archimedean component GM [p] is of the form
GM [p] = N×Gp,
where Gp is a finitely generated group. Here the free prime p is identified with the element
(1, ep) of N×Gp.
We start by fixing a suitable form for these groups, namely we set, for p = e a regular
prime,
Ge = Z
re ⊕ Zne1 ⊕ · · · ⊕ Znese ,
where re, se ≥ 0, and n
e
i ≥ 1 for all i. For p = e a regular prime, set Ne = re+ se. We denote
by x1, . . . ,xNe the canonical set of group generators of the group Ge = Z
re ⊕Zne1⊕· · ·⊕Znese .
Further, we set xNe+1 = −(x1+· · ·+xre), and we observe that x1, . . . ,xNe,xNe+1 is a family of
semigroup generators for Ge, which we will call the canonical family of semigroup generators
for Ge.
For p a free prime, we will denote by {gp1, . . . , g
p
Np
} a family of semigroup generators of the
group Gp, that is, every element of Gp is a finite sum of some of the elements in the family
{gp1, . . . , g
p
Np
}. Now, we have the following result:
Lemma 5.11. If p is a free prime, then we can assume that each gpi is of the form ϕp,q(g)
for q < p, where g is either one of the canonical semigroup generators of Gq if q is a regular
prime, or g is q if q is a free prime.
Proof. We will show the result by (order-)induction. If p is a minimal prime which is free,
then Gp is a trivial group, and the statement holds vacuously, taking the empty family of
generators for Gp. Assume now that p is a free prime, and that the statement holds for all
free primes below p. By [12, Definition 1.1(c2)] the map⊕
q<p
ϕp,q :
⊕
q<p
Mq → Gp
is surjective. Thus, a family of semigroup generators for Gp is obtained by taking ϕp,q˜(h),
where q˜ < p ranges on the set of regular primes below p, and h ranges on the family of
canonical semigroup generators of the groupGq˜, together with the family {ϕp,q(q)}∪{ϕ̂p,q(h)},
where q < p ranges on the set of free primes below p, and h ranges on the family of canonical
semigroup generators of Gq. By induction hypothesis, applied to the free prime q, each h can
be taken of the form ϕq,q′(h
′), where either q′ < q is a regular prime and h′ is a canonical
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semigroup generator in Gq′, or it is the form ϕq,q′(q
′), where q′ < q is a free prime. In the
former case, we get
ϕ̂p,q(h) = ϕ̂p,q(ϕq,q′(h
′)) = ϕ̂p,q(ϕ̂q,q′(h
′)) = ϕ̂p,q′(h
′) = ϕp,q′(h
′),
and in the latter case we get
ϕ̂p,q(h) = ϕ̂p,q(ϕ̂q,q′(q
′)) = ϕ̂p,q′(q
′) = ϕp,q′(q
′),
which shows the result. 
Definition 5.12. Let p ∈ Ifree. We say that a family of elements {g
p
1, . . . , g
p
Np
} of Gp is the
canonical set of semigroup generators if this family consists of all elements of the form ϕp,q(g)
for q < p, where g is either one of the canonical semigroup generators of Gq if q is a regular
prime, or g is q if q is a free prime.
We are now ready to prove the converse of Proposition 5.9.
Proposition 5.13. Let M be a finitely generated conical refinement monoid such that the
natural map G(ϕp) : G˜Jp → Gp is an almost isomorphism for every free prime. Then there
exists a countable row-finite directed graph E such that M ∼= M(E).
Proof. Notice that, thanks to Lemma 5.11, we can always choose a canonical set of semigroup
generators of Gp for any free prime p ∈ M . We will also require that r +
∑n
i=1Nqi 6 sp for
each p ∈ Ireg, where L(I, p) = {q1, . . . , qn} is the lower cover of p, and r is the number of free
primes in L(I, P ).
We will show the result by order-induction.
Assume that we have a lower subset J of I, and that we have built a countable row-finite
graph EJ such that E
0
J =
⊔
q∈J E
0
q , where each Eq is a strongly connected graph, with
E0q = {v
q
1, . . . , v
q
Nq+1
, (vq)ji (rq + 1 ≤ i ≤ Nq, j ≥ 1)}
for a regular prime q ∈ J , and E0q = {v
q} if q ∈ J is a free prime. We also assume that there
is an isomorphism
γJ : M(J)→M(EJ ),
where M(J) is the order-ideal of M generated by J , such that γJ sends the canonical semi-
group generators xq1, . . . ,x
q
Nq+1
of Gq to v
q
1, . . . , v
q
Nq+1
for all regular q ∈ J , and sends the
element q of GM [q] to v
q for all free q ∈ J .
For q′ < q in J and x ∈ Mq′, we have γJ(ϕq,q′(x)) = φ
q
q′(γJ(x)), where φ
q
q′ : M(EJ )[q
′] →
G(EJ)q is the structural map associated to the JJ-system coming from the finitely generated
conical refinement monoid M(EJ ).
In case J 6= I, let p be a minimal element of I \ J and write J ′ = J ∪ {p}. We will show
that the above statement holds for the lower subset J ′ in place of J . This clearly establishes
the result, because I is a finite poset.
There are two cases to consider:
(1) p is a minimal element of I: In this case, we will associate a graph Ep to GM [p]: when
p is a regular prime, we define Ep using Lemma 3.1, while in case p is a free prime, we take
Ep to be the one-loop graph based at the vertex v
p. Now, let EJ ′ := Ep ⊔ EJ . Then
M(J ′) = M({p})⊕M(J) ∼= M(Ep)⊕M(EJ) = M(EJ ′)
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in a canonical way, showing the result.
(2) p is not a minimal element of I: In this case, let L(I, p) = {q1, . . . , qn} be the lower
cover of p in I. Here, we will assume that q1, . . . , qr are free primes and qr+1, . . . , qn are
regular primes. We will define E0J ′ = E
0
J ⊔ E
0
p , where E
0
p will be specified later. The edges
in the graph EJ ′ will be the edges coming from EJ and a new family of edges that we will
describe. Now, we have two different cases to consider.
(i) p is a regular prime: In this case, the set of vertices E0p is defined as in Lemma 3.1, so
that
E0p = {v
p
1, . . . , v
p
Np+1
, (vp)ji (rp + 1 ≤ i ≤ Np, j ≥ 1)}.
The relations R that define the new edges of the graph EJ ′, all departing from the vertices
in E0p , are as follows:
(1) vpNp+1 = 2v
p
Np+1
+
r∑
i=1
vpi +
Np∑
i=r+1
npi−rv
p
i
(2) For every r + 1 ≤ i ≤ N :
(a) (vp)1i = n
p
i−r(v
p)i + (v
p)1i + (v
p)3i ,
(b) for every j ≥ 1, (vp)2ji = (v
p)2j−1i + (v
p)2ji ,
(c) for every j ≥ 1, (vp)2j+1i = (v
p)2ji + (v
p)2j+1i + (v
p)2j+3i ,
(3) For every 1 ≤ i ≤ r,
vpi = 2v
p
i +
r∑
j=1,j 6=i
vpj +
Np∑
j=r+1
npj−rv
p
j + v
p
Np+1
,
(4) For every r + 1 ≤ i ≤ Np,
vpi =
r∑
j=1
vpj +
Np∑
j=r+,1j 6=i
npj−rv
p
j + (n
p
i−r + 1)v
p
i + v
p
Np+1
+ (vp)1i + Ai + v(i) .
Here, for each r + 1 ≤ i ≤ Np:
• Ai is a nonnegative integral linear combination of the vertices v
p
1, . . . , v
p
Np+1
, which
depends on an element g(i) ∈
⊔n
i=1 Ĝqi, as described below.
• v(i) is a certain vertex in the graph EJ , which will be described below.
There is a map i 7→ g(i) from [rp + 1, rp + r +
∑n
i=1Nqi] ∩ Z to
⊔n
i=1 Ĝqi such that
• sends the set [rp+1, rp+r]∩Z bijectively to the set of free primes q1, . . . , qr in L(I, p).
• establishes a correspondence between [rp+ r+1, rp+ r+
∑r
i=1Nqi]∩Z and
⋃r
i=1{g
qi
j :
j = 1, . . . , Nqi}, and
• establishes a correspondence between [rp + r +
∑r
i=1Nqi + 1, rp + r +
∑n
i=1Nqi] ∩ Z
and
⋃n
t=r+1{x
qt
j : j = 1, . . . , Nqt}.
Of course, we take Ai as the trivial linear combination (with all coefficients being 0) in case
i is larger than rp + r +
∑n
i=1Nqi.
Now, we specify the value of the term Ai and the corresponding vertex v(i), which depend
on the form of the specific generator g(i). Suppose first that i belongs to the interval [rp +
r +
∑r
i=1Nqi + 1, rp + r +
∑n
i=1Nqi ]. In this case g(i) is a canonical group generator of a
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group Gq corresponding to a regular prime q in the lower cover of p. We write
−ϕp,q(g(i)) =
Np+1∑
j=1
ajix
p
j
for some non-negative integers aji. Then, we define
Ai =
Np+1∑
j=1
ajiv
p
j , and v(i) = γJ(g(i)).
We next consider the case where i belongs to the interval [rp + 1, rp + r], so that g(i) = q for
a free prime q in the lower cover of p. Then we write
−ϕp,q(q) =
Np+1∑
j=1
ajix
p
j
for some non-negative integers aji, and we define
Ai =
Np+1∑
j=1
ajiv
p
j , and v(i) = v
q = γJ(q).
Finally, we need to consider the case where g(i) is a canonical semigroup generator of the
group Gq for a free prime q in the lower cover of p. This means by definition that either
g(i) is of the form ϕq,q′(h), where q
′ < q is a regular prime and h is a canonical semigroup
generator of Gq′ , or that q
′ < q is a free prime and g(i) = ϕq,q′(q
′). In the former case, we set
−ϕp,q′(h) =
Np+1∑
j=1
ajix
p
j
for some non-negative integers aji, and we define
Ai =
Np+1∑
j=1
ajiv
p
j , and v(i) = γJ(h).
In the latter case, we compute the non-negative integers aji using −ϕp,q′(q
′), and we define
Ai =
Np+1∑
j=1
ajiv
p
j , and v(i) = v
q′ = γJ(q
′).
Note that, in this situation, the same arguments as in Proposition 3.3 give that the subgraph
Ep is strongly connected, and that there is a group homomorphism γp : Gp → M(EJ ′)[f ]
from the group Gp to the archimedean component M(EJ ′)[f ] of the graph monoid M(EJ ′)
corresponding to the vertices in E0p , where f denotes the neutral element of that component,
which sends the canonical semigroup generators xp1, . . . ,x
p
Np+1
of Gp to the canonical set
vp1 , . . . , v
p
Np+1
of elements of the group M(EJ ′)[f ].
Define a map
γJ ′ : M(J
′)→ M(EJ ′)
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as follows. The map γJ ′ agrees with the isomorphism γJ when restricted to the order-ideal
M(J) of M(J ′). The map γJ ′ restricted to GM(J ′)[p] = GM [p] = Gp is just the map γp
above, which sends the canonical semigroup generators of Gp to the elements v
p
1 , . . . , v
p
Np+1
of GM(EJ′)[f ]. In order to prove that γJ ′ gives a well-defined monoid homomorphism, it
suffices by [12, Corollary 1.6] to show that if q < p and x ∈ GM [q] then γJ ′(x) + γJ ′(p) =
γJ ′(ϕp,q(x)) + γJ ′(p), that is, γJ ′(x) + f = γJ ′(ϕp,q(x)). By the same argument used in the
proof of Theorem 3.6, it is enough to consider the case where q belongs to the lower cover
of p. We will consider only the case where q is a free prime. (The case where q is a regular
prime is easier and is left to the reader.) Assume that q is a free prime in the lower cover of
p. Consider first the case where x = q. There is some i such that g(i) = q and thus v(i) = vq.
Observe that, after using the relations R, relation R(4) can be expressed as:
vpi = v
p
i + f + Ai + v(i) = v
p
i + f − γJ ′(ϕp,q(q)) + v
q.
So, we obtain γJ ′(ϕp,q(q)) = f+v
q, that is, f+γJ ′(x) = γJ ′(ϕp,q(x)), as desired. Now suppose
that x ∈Mq. Write x = mq +
∑
t ϕq,q′t(ht), where m ∈ N, q
′
t < q, and ht is either a canonical
semigroup generator of Gq′t (in case q
′
t is a regular prime) or q
′
t (in case q
′
t is a free prime).
Assume that we have proven that
γJ ′(ϕ̂p,qϕq,q′t(ht)) = f + γJ ′(ht) (5.2)
for each t. Then, using (5.2), the induction hypothesis and the fact that γJ and γp are
semigroup homomorphisms, we get
γJ ′(ϕp,q(x)) = γJ ′(ϕp,q(mq +
∑
t
ϕq,q′t(ht)))
= mγJ ′(ϕp,q(q)) +
∑
t
γJ ′(ϕ̂p,qϕq,q′t(ht))
= f +mγJ(q) + f +
∑
t
γJ(ht)
= f + γJ(mq +
∑
t
ht) = f + γJ(mq +
∑
t
ϕq,q′t(ht))
= f + γJ ′(x).
Thus, it remains to prove (5.2). Assume that q′t is a free prime, so that ht = q
′
t. Let i be the
index such that g(i) = ϕq,q′t(q
′
t) and v(i) = v
q′t = γJ ′(q
′
t). Then R(4) gives again
vi = vi + f − γJ ′(ϕp,q′t(q
′
t)) + γJ ′(q
′
t).
Since ϕp,q′t(q
′
t) = ϕ̂p,qϕq,q′t(q
′
t), we get
γJ ′(ϕ̂p,qϕq,q′t(q
′
t)) = f + γJ ′(q
′
t),
as desired. The case where q′t is a regular prime and ht is a canonical semigroup generator of
Gq′t is treated in the same way.
This shows that the defining relations of M(J ′) are preserved. So, the map γJ ′ is a well-
defined homomorphism from M(J ′) to M(EJ ′). To build the inverse δJ ′ of γJ ′, we follow the
idea in the proof of Proposition 3.3. The image by δJ ′ of the vertices in EJ is determined by
the inverse of γJ . We define δJ ′(v
p
i ) = x
p
i for 1 ≤ i ≤ Np + 1, and δJ ′((v
p)ji ) = p. It is easily
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checked that δJ ′ preserves the defining relations of M(EJ ′), and so it gives a well-defined
homomorphism from M(EJ ′) to M(J
′), which is clearly the inverse of γJ ′.
(ii) p is a free prime: In this case, the canonical map G(ϕp) : G˜Jp → Gp is an almost
isomorphism by hypothesis. Hence, G(ϕp) is surjective and its kernel is generated by a
strictly positive element x. Note that Jp is a lower subset of J .
By Lemma 5.3, we can write
x =
r∑
i=1
χqi(ni, gi) +
n∑
i=r+1
χqi(gi)
for some ni ∈ N, i = 1, . . . , r, and gi ∈ Gqi, i = 1, . . . , n. By Lemma 5.11, for i ∈ {1, . . . , r}
we can write
gi =
∑
q′<qi,q′∈Ifree
aq
′
i ϕqi,q′(q
′) +
∑
q′′<qi,q′′∈Ireg
Nq′′+1∑
j=1
bq
′′
ji ϕqi,q′′(x
q′′
j )
for some non-negative integers aq
′
i and b
q′′
ji , and we can write, for i ∈ {r + 1, . . . , n},
gi =
Nqi+1∑
j=1
ajix
qi
j ,
for some non-negative integers aji. Define the graph EJ ′ with E
0
J ′ = E
0
J ⊔ {v
p}, and with
E1J ′ the union of E
1
J and a set of edges starting at v
p, which are determined by the following
formula:
vp = vp +
r∑
i=1
niv
qi +
r∑
i=1
(Ai +Bi) +
n∑
i=r+1
Ci, (5.3)
where
Ai =
∑
q′<qi,q′∈Ifree
aq
′
i v
q′, Bi =
∑
q′′<qi,q′′∈Ireg
Nq′′+1∑
j=1
bq
′′
ji v
q′′
j , (i = 1, . . . , r) (5.4)
and
Ci =
Nqi+1∑
j=1
ajiv
qi
j , (i = r + 1, . . . , n). (5.5)
If we define x̂ :=
∑r
i=1 niv
qi +
∑r
i=1(Ai +Bi) +
∑n
i=r+1Ci, then we have that γJ(x) = x̂.
The element vp of M(EJ ′) is a free prime, and so M(EJ ′)[vp] = N× G
′
vp for some abelian
group G′vp. It follows easily from the induction hypothesis and the form of the relation (5.3)
that the map γJ |J extends to an order-isomorphism from J
′ = J⊔{p} to the set P of primes of
M(EJ ′), by sending p to v
p. Since M(EJ ′) is a finitely generated conical refinement monoid,
the map φp : M(EJ ′)γJ (Jp) → G
′
vp induced by the various semigroup homomorphisms
φpq : M(EJ ′)γJ (q) → G
′
vp
y 7→ (vp + y)− vp
for q < p is surjective. So, we obtain a surjective group homomorphism
G(φp) : G(M(EJ ′)γJ (Jp))→ G
′
vp .
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In order to somewhat simplify the notation, we will write M(EJ ′)Jp instead of M(EJ ′)γJ (Jp).
Since E0J is a hereditary and saturated subset of E
0
J ′ , the order ideal I(E
0
J ) ofM(EJ ′) gener-
ated by E0J coincides with the monoidM(EJ ) (by Lemma 2.18), and the componentM(EJ ′)Jp
coincides with the component M(EJ )Jp. The monoid isomorphism γJ : M(J) → M(EJ) re-
stricts to a semigroup isomorphism MJp →M(EJ )Jp, which induces a group isomorphism
γ˜Jp : G(MJp)→ G(M(EJ )Jp)
of the Grothendieck groups. Set K := ker(G(φp)), and notice that the relation (5.3) implies
that γ˜Jp(x) = x̂ ∈ K.
Hence, there is a commutative diagram with exact rows
0 −−−→ 〈x〉 −−−→ G(MJp)
G(ϕp)
−−−→ Gp −−−→ 0y yγ˜Jp yγp
0 −−−→ K −−−→ G(M(EJ )Jp)
G(φp)
−−−→ G′vp −−−→ 0 ,
(5.6)
where γp : Gp → G
′
vp is the map induced from the cokernel of the inclusion 〈x〉 →֒ G(MJ) to
the cokernel of the inclusion K →֒ G(M(EJ )Jp). Notice that γp is an onto map.
Now, we define a map
γJ ′ : M(J
′)→ M(EJ ′)
extending the monoid isomorphism γJ : M(J)→ M(EJ ), and defining γJ ′ on the component
Mp ∼= N×Gp of M(J
′) by the formula
γJ ′(mp + g) = mv
p + γp(g),
for m ∈ N and g ∈ Gp. By [12, Corollary 1.6], to show that γJ ′ is a well-defined monoid
homomorphism, it suffices to show that if q < p and y ∈ GM [q] = Mq then γJ ′(y) + γJ ′(p) =
γJ ′(ϕp,q(y) + p), that is, γJ(y) + v
p = γp(ϕp,q(y)) + v
p. As y ∈ GM [q] = Mq and we are
identifying G(M(Jp)) ∼= G(MJp) = G˜Jp (Lemma 2.7), there exists a composition map
τq : Mq →M(Jp)→ G(M(Jp)) ∼= G(MJp)
such that ϕp,q = G(ϕp) ◦ τq. Analogously, we have a map
τγJ (q) : M(EJ ′)γJ (q) → G(M(EJ ′)Jp) = G(M(EJ )Jp)
such that φv
p
γJ(q)
= G(φp) ◦ τγJ (q), and clearly γ˜Jp ◦ τq = τγJ (q) ◦ γJ |Mq .
Using this fact, and the commutativity of (5.6), we have that
γp(ϕp,q(y)) + v
p = γp(G(ϕp)(τq(y))) + v
p
= G(φp)(γ˜Jp(τq(y))) + v
p
= G(φp)(τγJ (q)(γJ(y))) + v
p
= φv
p
γJ (q)
(γJ(y)) + v
p
= ((vp + γJ(y))− v
p) + vp
= vp + γJ(y) ,
as desired.
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This shows that there is a well-defined monoid homomorphism γJ ′ : M(J
′) → M(EJ ′)
sending the canonical semigroup generators of M(J ′) to the corresponding canonical sets of
vertices seen in M(EJ ′). In particular, γJ ′ is an onto map.
In order to prove the injectivity of γJ ′, we can build an inverse map δJ ′ : M(EJ ′)→ M(J
′),
as follows. On M(EJ ) we define δJ ′ to be γ
−1
J , while δJ ′(vp) := p. Notice that the only
relation on M(EJ ′) not occurring already in M(EJ ) is v
p = vp + x̂, where γJ(x) = x̂. Thus,
δJ ′(x̂) = x. But x generates the kernel of the map
G(ϕp) : G˜Jp → Gp →֒ Ĝp = Z×Gp,
so that (p+ x)− p equals 0 in Gp. Hence, the relation p = p+ x holds in M(J
′). Thus, δJ ′ is
a well-defined monoid homomorphism, and it is the inverse of γJ ′. This completes the proof
of the inductive step, and so the result holds, as desired. 
As an illustration of Theorem 5.6, we obtain the characterization of antisymmetric finitely
generated graph monoids [13].
Corollary 5.14. [13, Theorem 5.1] Let M be a finitely generated antisymmetric refinement
monoid. Then M is a graph monoid if and only if for each free prime p in M the lower cover
of p contains at most one free prime.
Proof. Note that in the antisymmetric case we have that the groups Gq are trivial for all
primes q. Consequently the maps ϕp,q, for q < p are all the zero map.
Let p be a free prime of M . If q1, . . . , qr are the free primes in the lower cover of p, then
the component MJp is isomorphic to N
r and thus G(MJp) = Z
r. The canonical map
G(ϕp) : G(MJp) −→ Gp
reduces to the trivial map Zr −→ 0. If r > 1 the kernel of this map cannot be cyclic.
Conversely if r ≤ 1 the kernel of this map is generated by a strictly positive element coming
from
∑
q∈L(I,p) q. 
6. Concluding remarks
We finish the paper with a short overview of the current status of the realization problem
for von Neumann regular rings, with special emphasis on the impact of the present paper in
this program.
After the work done in this paper, we obtain the realization of a large amount of finitely
generated conical refinement monoids as graph monoids, and thus, using the results in [5], we
can realize those monoids as V-monoids of suitable von Neumann regular rings (see Corollary
5.7). Moreover, we understand the reason why some finitely generated conical refinement
monoids are not graph monoids. In order to obtain a general realization result for all finitely
generated conical refinement monoids, it would be helpful to find a more comprehensive class
of algebras, extending the class of Leavitt path algebras, which should include in particular
the class of algebras considered in [4] associated to finite posets. A natural candidate for such
a class could be the class of Kumjian-Pask algebras associated to higher rank graphs [14], or
some variant of it.
In [8], the first-named author and Ken Goodearl have introduced a fundamental distinction
between refinement monoids. A refinement monoidM is said to be tame in case it is the direct
limit of a directed system of finitely generated refinement monoids, and M is said to be wild
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otherwise. Tame refinement monoids inherit from the finitely generated refinement monoids
which approximate them good cancellation and decomposition properties, and include large
classes of refinement monoids (see [8, Section 3]). Every graph monoid M(E) of an arbitrary
graph E is tame ([8, Theorem 4.1]). Also, every primely generated conical refinement monoid
is tame ([12, Theorem 0.1]), but not every graph monoid of a row-finite graph is primely
generated (see [11, p. 171]). This raises the question of determining those tame conical
refinement monoids which are graph monoids. Even assuming that the monoids are countable,
the techniques introduced in the present paper are not enough for this purpose, a first difficulty
(but not the only one) is that we cannot assume that the monoids are primely generated.
For the monoid M := 〈p, a, b : p = p + a, p = p + b〉 considered in Example 5.8, it was
proven in [13, Theorem 4.1] that M is not even a direct limit of graph monoids. However, M
has been realized as the V-monoid of a von Neumann regular K-algebra for any field K, see
[4, Example 3.3].
We present here some examples of conical refinement monoids which can be shown to be
graph monoids by using our results.
Proposition 6.1. Let M be a conical finite refinement monoid. Then M is a graph monoid.
Proof. Every prime of M is necessarily regular, so M is regular and the result follows from
Theorem 3.6. 
Example 6.2. We consider a family of I-systems (where I is a fixed poset) closely related
to the ones introduced in Example 2.2. Let
I = {p, q1, q2, . . . , qr},
where p > qi for all i, and all qi are pairwise incomparable. We set I = Ifree. Since qi are
minimal free primes we must have Gqi = {eqi}. If r = 1, then Gp must be a finite cyclic group
(Example 2.2(1)), and the criteria in Theorem 5.6 are then satisfied, so M(J ) is a graph
monoid. If r > 1, then we see from Theorem 5.6 that M(J ) is a graph monoid if and only
if Gp is of the form Z
r/〈(n1, n2, . . . , nr)〉, where ni are strictly positive integers for all i, and
the maps ϕp,qi are the obvious maps N→ Z
r/〈(n1, n2, . . . , nr)〉 sending the generator of N to
the image of the canonical basis vector ei. In terms of the examples given in Example 2.2(2),
we see that they give rise to a graph monoid if and only if s = r − 1.
Finally we want to add some words about the situation regarding the realization problem for
wild refinement monoids. The abelianized Leavitt path algebras Lab(E,C) associated to sepa-
rated graphs (E,C) (see [6], and also [7]) have the property that their monoids V(Lab(E,C))
are refinement monoids which may lack any possible cancellation or order-cancellation prop-
erty which can fail in a conical abelian monoid. In particular, the monoids V(Lab(E,C)) are
often wild refinement monoids. Some particular examples of this sort have been examined
in [9], showing that they can be realized by exchange K-algebras ([9, Theorem 4.10]) for an
arbitrary field K, and by von Neumann regular K-algebras exactly when the field is count-
able ([9, Theorem 5.5]). This shows that there are evident differences with the case of tame
refinement monoids, and suggests that different techniques have to be developed to deal with
the case of wild refinement monoids.
36 PERE ARA AND ENRIQUE PARDO
Acknowledgments
Part of this work was done during visits of the second author to the Departament de
Matema`tiques de la Universitat Auto`noma de Barcelona (Spain). The second author thanks
the center for its kind hospitality. Both authors thank Kevin O’Meara and the referee for
various suggestions which helped to improve the original version of this paper.
References
[1] G. Abrams, P. Ara, M. Siles Molina, Leavitt path algebras, to appear in Springer’s LNM, prelimi-
nary version available at http://www.uccs.edu/∼gabrams/documents/FirstThreeChaptersJune2016.pdf.
[2] G. Abrams, G. Aranda Pino, The Leavitt path algebra of a graph, J. Algebra 293 (2005), 319–334.
[3] P. Ara, The realization problem for von Neumann regular rings, in Ring Theory 2007. Proceedings
of the Fifth China-Japan-Korea Conference, (H. Marubayashi, K. Masaike, K. Oshiro, M. Sato, Eds.),
Hackensack, NJ (2009) World Scientific, pp. 21–37.
[4] P. Ara, The regular algebra of a poset, Trans. Amer. Math. Soc. 362 (2010), no. 3, 1505–1546.
[5] P. Ara, M. Brustenga, The regular algebra of a quiver, J. Algebra 309 (2007), 207–235.
[6] P. Ara, R. Exel, Dynamical systems associated to separated graphs, graph algebras, and paradoxical
decompositions, Adv. Math. 252 (2014), 748–804.
[7] P. Ara, K. R. Goodearl, Leavitt path algebras of separated graphs, J. Reine Angew. Math. 669
(2012), 165–224.
[8] P. Ara, K. R. Goodearl, Tame and wild refinement monoids, Semigroup Forum 91 (2015), 1–27.
[9] P. Ara, K. R. Goodearl, The realization problem for some wild monoids and the Atiyah problem,
Trans. Amer. Math. Soc., http://dx.doi.org/10.1090/tran/6889, arXiv:1410.8838v2 [math.RA].
[10] P. Ara, K. R. Goodearl, K.C. O’Meara, E. Pardo, Separative cancellation for projective modules
over exchange rings, Israel J. Math. 105 (1998), 105–137.
[11] P. Ara, M.A. Moreno, E. Pardo, Nonstable K-Theory for graph algebras, Algebra Rep. Th. 10
(2007), 157-178.
[12] P. Ara, E. Pardo, Primely generated refinement monoids, Israel J. Math. 214 (2016), 379–419.
[13] P Ara, F. Perera, F. Wehrung, Finitely generated antisymmetric graph monoids, J. Algebra 320
(2008), 1963–1982.
[14] G. Aranda Pino, J. Clark, A. an Huef, I. Raeburn, Kumjian-Pask algebras of higher-rank graphs,
Trans. Amer. Math. Soc. 365 (2013), 3613–3641.
[15] G. Aranda Pino, E. Pardo, M. Siles Molina, Exchange Leavitt path algebras and stable rank, J.
Algebra 305 (2006), 912–936.
[16] G. Brookfield, Cancellation in primely generated refinement monoids, Algebra Universalis 46 (2001),
343–371.
[17] H. Dobbertin, Primely generated regular refinement monoids, J. Algebra 91 (1984), 166–175.
[18] K. R. Goodearl, Von Neumann regular rings and direct sum decomposition problems, in “Abelian
groups and modules” (Padova, 1994), Math. and its Applics. 343, pp. 249–255, Kluwer Acad. Publ.,
Dordrecht, 1995.
[19] K.R. Goodearl, E. Pardo, F. Wehrung, Semilattices of groups and inductive limits of Cuntz
algebras, J. Reine Angew. Math. 588 (2005), 1–25.
[20] J. Ketonen, The structure of countable Boolean algebras, Annals of Math. 108 (1978), 41–89.
[21] A. Kumjian, D. Pask, I. Raeburn, Cuntz-Krieger algebras of directed graphs, Pacific J. Math. 184
(1998), 161–174.
[22] A. Kumjian, D. Pask, I. Raeburn, J. Renault, Graphs, groupoids and Cuntz-Krieger algebras, J.
Funct. Anal. 144 (1997), 505–541.
[23] P. Menal, J. Moncasi, Lifting units in self-injective rings and an index theory for Rickart C*-algebras,
Pacific J. Math. 126 (1987), 295–329.
[24] E. Pardo, F. Wehrung, Semilattices of groups and nonstable K-theory of extended Cuntz limits,
K-Theory 37 (2006), 1–23.
REPRESENTING FINITELY GENERATED REFINEMENT MONOIDS 37
[25] R. S. Pierce, Countable Boolean algebras, in Handbook of Boolean Algebras, Vol. 3 (J. D. Monk and
R. Bonnet, Eds.), Amsterdam (1989) North-Holland, pp. 775–876.
[26] J. Rosenberg, “Algebraic K-theory and its applications” Graduate Texts in Mathematics, 147. Springer-
Verlag, New York, 1994.
[27] C.A. Weibel, “The K-book. An Introduction to Algebraic K-theory”, Graduate Studies in Mathematics,
vol. 145, Amer. Math. Soc., Providence, R.I., 2013.
[28] F. Wehrung, Embedding simple commutative monoids into simple refinement monoids, Semigroup
Forum 56 (1998), 104–129.
[29] F. Wehrung, Non-measurability properties of interpolation vector spaces, Israel J. Math. 103 (1998),
177–206.
Departament de Matema`tiques, Universitat Auto`noma de Barcelona, 08193 Bellaterra
(Barcelona), Spain.
E-mail address : para@mat.uab.cat
Departamento de Matema´ticas, Facultad de Ciencias, Universidad de Ca´diz, Campus de
Puerto Real, 11510 Puerto Real (Ca´diz), Spain.
E-mail address : enrique.pardo@uca.es
URL: https://sites.google.com/a/gm.uca.es/enrique-pardo-s-home-page/
