Abstract In this paper, we present a hybrid circular queue method that can significantly boost the performance of stencil computations on GPU by carefully balancing usage of registers and shared-memory. Unlike earlier methods that rely on circular queues predominantly implemented using indirectly addressable shared memory, our hybrid method exploits a new reuse pattern spanning across the multiple time steps in stencil computations so that circular queues can be implemented by both shared memory and registers effectively in a balanced manner. We describe a framework that automatically finds the best placement of data in registers and shared memory in order to maximize the performance of stencil computations. Validation using four different types of stencils on three different GPU platforms shows that our hybrid method achieves speedups up to 2.93X over methods that use circular queues implemented with shared-memory only.
Introduction
Iterative stencil computations form what are known as stencil kernels in which some computations are performed successively in multiple time steps until convergence. The intermediate results are not of interest and only the results computed at the last time step are needed. Thus, it is important to improve performance by reusing the data accessed multiple times across the multiple time steps. Otherwise, memory bandwidth may become a serious performance bottleneck. Thus, a lot of prior work exploits this kind of reuse across multiple time steps [1] [2] [3] [4] [5] . The circular queue method introduced in [6] can exploit such data reuse across the time steps. By keeping only necessary temporary data on-chip, the on-chip storage required is low as it is proportional to the number of time steps, T , computed at a time. In addition, the on-chip storage required is reused circularly. Earlier implementations of circular queue algorithms on platforms of X86 [1] and Cell [7] have resulted in good performance. These earlier efforts show that these algorithms can be flexibly implemented via indirect memory addressing, which requires the underlying memory to be indirectly addressable, as is the case for the main memory in X86 and the local memory in Cell.
Recently, circular queue methods have also been implemented on GPU, which has become an important parallel computing architecture. A naive solution can be obtained by implementing a circular queue using only its on-chip shared memory, which is indirectly addressable. However, this will not be efficient for GPU since its large number of (on-chip) registers is not utilized. Compared to shared memory, the register file is larger and no extra instructions to access are needed. Therefore, it is possible to accelerate the performance of iterative stencil computations further if registers can also be used in implementing circular queues. Furthermore, registers and shared memory should be used in a balanced manner to increase thread occupancy and In this paper, we propose a hybrid circular queue method, featuring effective utilization of both registers and shared memory, that can significantly boost the performance of stencil computations on GPU. Since registers are not indirectly addressable, we propose a reuse pattern for stencil computations that allows the data stored in registers to be explicitly reused. Moving data to thread-private registers introduces the issue of data exchange. We propose two inter-thread communication schemes to tackle this problem. To balance usage of registers and shared memory, we introduce a framework that can automatically search for a balanced data partition between registers and shared memory in order to maximize the performance of stencil computations.
We have applied our hybrid circular queue method to four different kinds of stencil computations on three different GPU architectures with different register/shared memory ratios. Our best partition achieves speedups of up to 2.93X over the version in which only shared memory is used.
In summary, our main contributions are as follows:
• We propose for the first time to exploit a register reuse pattern spanning across the multiple time steps in stencil computations so that a circular queue can also be implemented effectively using registers.
• We proposed two schemes for stencil's inter-thread communication on GPU: SCR and MCR, for the purpose of reducing shared memory requirement and instruction count respectively, which is important in improving performance on GPU.
• We introduce a search algorithm, with pruning to effectively reduce search candidates, that can automatically find the best placement of data in registers and shared memory as well as the best inter-thread communication scheme when implementing a circular queue.
• We have studied stencils of different dimensionalities and access patterns and find that: 1) Our reuse pattern is generally applicable to stencil computations; 2) Our hybrid circular queue method is effective in improving performance; 3) The best data partition is both application-and machine-dependent; 4) Register allocation is not optimal for our proposed reuse pattern, and suggestions are proposed for compiler.
The rest of paper is organized as follows. In Section 2, we use an example to further motivate our work. In Section 3, we introduce our scalar-based circular queue method. Section 4 deals with inter-thread communication. In Section 5, we describe our framework that automatically generates the CUDA code for stencil computations and searches for the best data partition between registers and shared memory for a circular queue. In Section 6, we describe our experimental results. In Section 7, we review the related work. In Section 8, we summarize the paper and discuss some future work.
Motivation
In this section, we introduce the circular queue method [6] and discuss some performance issues with shared-memory-based circular queues on GPU.
Shared-Memory-Based Circular Queue on GPU
The circular queue method [6] uses a dedicated data structure to hold only necessary values on-chip to perform stencil computations, which can be implemented for both single and multiple time steps. Below we describe how a shared-memory based circular queue is implemented on GPU, by considering initially the single time step and then moving to multiple time steps.
Parallelization Inside One Time Step. Fig.1 focuses on an individual time step for a 2D grid and shows how the grid is decomposed and parallelized on GPU. For 2D Jacobi, the grid is decomposed into tiles, each of which is assigned to a thread block. Within each tile, each thread is responsible for executing a few points in a row. A thread block computes its tile row by row along the Y -direction. The length of tiles in the X-direction is determined by thread block size and the number of points computed by each thread. In the Y -direction, the length of tiles can be arbitrarily long. For 3D Jacobi, a grid is decomposed into cubes, each of which is assigned to a thread block. Within each thread block, each thread is responsible for executing a small tile in a plane. A thread block executes a cube plane by plane along the Z-direction. For the same reasons, cubes can be arbitrarily long in the Z-direction. However, in the X-and Y -directions, their lengths are determined by thread block size and thread granularity.
Circular Queue with Multiple Time Steps. The circular queue method can compute multiple time steps in a row between loading data from and storing results back to off-chip DRAM. The parameter T describes the the number of time steps computed between the loading and storing. Using a large T means computing more time steps between loading from and storing to off-chip global memory, which increases the ratio of computation to memory access. On the other hand, more redundant computations arise due to large ghost zones used [8] . Therefore, a choice of T involves tradeoffs between reducing memory traffic and tolerating computation redundancy.
Data-Flow. Within each iteration, the computation is performed from bottom-right towards top-left. For each iteration in the steady state (Figs. 2(e) and 2(f)), at least two skewed columns plus one bar of data are needed to perform the computation. The storage space is immediately retrieved for newly loaded or computed data once it is no longer used.
Listing 1 shows the pseudo code of the circular queue method for 2D 5-point stencil implemented with shared memory arrays with 3 × T storage locations [1] . Values computed in the current skewed column (the inner loop computes a skewed column) is used by adjacent threads during the next skewed column, and thus synchronization happens after each skewed column is computed to 
Problems with Shared-Memory-Based
Circular Queue on GPU
Unbalanced Usage of On-Chip Storages and the Overhead of Accessing Shared Memory
For GPU, the concept of occupancy [9] is defined as: (1) SM in the above formula is short for Streaming Multiprocessor [9] . Higher occupancy indicates more threads to hide latency, which may have great performance impact. According to [10] 
As a result, increasing occupancy requires usage of register file and shared memory to be balanced. In addition, excessive usage of either storage may result in an decrease of occupancy. All current generations of GPU have a much larger per SM register file than shared memory. For each thread block, the data partition should therefore be biased towards registers. However, for circular queues implemented using shared memory only, data are allocated on shared memory. In this case, the occupancy is determined by shared memory usage with many on-chip registers being left unused.
Besides, shared memory takes extra load and store instructions to access. Putting a circular queue data structure entirely in shared memory is therefore not efficient.
Limited Shared Memory Space
GPU's per SM shared memory is only 48 KB even for newly released Fermi [9] and 16KB for all older generations. Shared memory is shared by all active threads on an SM at a given time. It is recommended that at least 192 threads be simultaneously on an SM [9] , and thus, for each thread block, the number of time steps, T , cannot be very large, which probably prevents us from obtaining the best performance.
In summary, implementing a circular queue using shared memory only is not efficient. Instead, we should consider leveraging both registers and shared memory.
Challenges of Implementing Circular Queue in Register File
If we are to move part or all of circular queue from shared memory to registers, the following challenges must be addressed:
• Registers and shared memory are both precious resources. Thus, how can we utilize both effectively?
• Circular queues require storage reuse, which is easy to implement with pointer arithmetics. However, for registers, which are not indirectly addressable, how should we implement a circular queue using registers?
• Stencils require inter-thread communication. If we put some data in registers, how should we handle the data exchange?
• How do we find the best partition of data between registers and shared memory?
We will provide our solutions to address all these issues below.
3 Scalar-Based Circular Queue on GPU To exploit the potential of registers for circular queue, we must shift from array-based storage to scalarbased storage. In this section, we propose scalar-based circular queue. These scalars variables (SVs) can either reside in registers or shared memory. Two issues need to be figured out for this purpose: 1) The circular queue should be implemented with the least number of SVs;
2) The SVs should be reused explicitly.
To cover the these two issues, we designed the method of reuse pattern. We first discuss it for 2D stencils with each thread computing only one point in the X-dimension, and extend it to coarser thread granularity and higher dimensions later. We refer to the dimension along which the computation moves as the moving dimension. In the 2D case, the moving dimension is the Y -dimension while for the 3D case it is the Z-dimension. We define H as the halo size (the number of neighborhood elements needed in each direction to compute 1 point [8] ) of the moving dimension. We assume the halo size along the Y -axis positive and negative directions are the same.
For a two-dimensional stencil with halo size H, to compute T time steps in a row, intuitively, (2 × H + 1) × T SVs are needed, where 2 × H + 1 SVs are allocated for each time step. Actually, there are two cases where SVs can be reused: 1) The oldest value to compute a point is no longer used after computation, and the SV can be used to hold a newly computed value; 2) The final result is immediately written back to global memory, and thus the SV can be used to hold the value loaded from global memory of the next skewed column. The reuse reduces the number of SVs to 2 × H × T + 1.
We name the SV holding the newly loaded value BaseSV, shown as circled node 0 in Fig.3 (a)-1. We could start from BaseSV, allocate SVs to values as in Fig.3 (a)-1: in each level, if the SV holding a value is SV r , then, the SV holding the value to its left is:
After 2 × H × T + 1 skewed columns (in the case of For stencils with bigger halo size, skewed columns are skewed more towards the horizontal line, and steady states are longer. The prolog contains 2 × H × T partial skewed columns, which can be divided into T consecutive groups, each containing 2 × H partial skewed columns of the same length. Each partial skewed columns in the first group only contains a load from global memory, each column in the next group contains one load followed by one computation, etc. Skewed columns in the next group has one more computation than those in the previous group.
From the above analysis, we could summarize a reuse pattern for a stencil given T and H as follows.
• The steady state of the pattern involves exactly 2 × H × T + 1 skewed columns for the pattern to repeat, which means the loop body contains 2×H ×T +1 skewed columns.
• The prolog of the pattern involves exactly 2×H ×T partial skewed columns. The length of i-th partial skewed columns is i/(2 × H) .
• To compute a new value stored in SV k , the SVs needed are
• The SV holding the next value to compute in the skewed column immediately after the computation of SV k is:
(4) Once the SV used in the first partial skewed column of the prolog is set, we could derive the reuse pattern. Given T and H, code can be automatically generated with the above rules. Some of the SVs will reside in registers, while the rest reside in shared memory, which will be addressed in Subsection 5.1.
It is easy to extend to cases with coarser thread granularity. If each thread computes k points in the X-direction, the k points can be viewed as a super-SV, which can be treated as one plain SV in our method. Therefore we need to allocate 2 × H × T + 1 super-SVs, with each super-SV consisting of k points, resulting in a total of k × (2 × H × T + 1) SVs. Extending to stencils with higher dimensions is similar. For example, in a 3D 7-point stencil, each thread operates on small 2D tiles of data of size m×n, we allocate m×n×(2×H ×T +1) SVs, which are organized as m × n super-SVs with each consisting of 2×H ×T +1 points. Inside each super-SV, computations of different plain SVs can be performed in any order, since Jacobi-like stencils have no order constraints. The reuse pattern can extend to cases where halo size along Y -axis positive and negative directions are different. In this case, we just need to replace 2 × H in the above formulae with H p + H n . point per thread, and then we extend it to more general cases.
In Fig.4 (a), we divide a stencil pattern into three areas: left, right and self. Each point has an index for the Y -dimension. In the case that each thread only computes one point, points in the left and right parts together reflect what data are needed by adjacent threads. Y -indices of these points form a subset, which indicate data to be broadcasted. We divide stencils into two categories according to the size of the subset needed, as shown in Figs. 4(b) and 4(c):
• Type A: all the points in the left and right areas have the same Y -index;
• Type B: points in the left and right areas have different Y -index. The difference between these two types is that for Type B, as computation moves forward, the data broadcasted has temporal reuse in the next few skewed columns, while for Type A, it is only used once. For Type B, we define NIdx as the number of different Yindices in the left area and the right area, MaxIdx and MinIdx as the biggest and smallest among these indices. Note that between MaxIdx and MinIdx, there may be indices that do not appear in the left and right parts.
For Type A, to compute a skewed column, each thread needs to broadcast T values to its adjacent threads. Thus, each thread needs no more than T locations for communication. To use less shared memory space, we could allocate T /RD locations (1 < RD T ), in which case communication space is reused within a skewed column. We name this scheme single column reuse (SCR), and RD as reuse degree of communication space. The bigger RD is, the less shared memory space for communication we need, which is good for occupancy. However, since this storage reuse introduces write-after-read hazard, extra synchronizations are needed, which brings overhead.
For Type B, similar to Type A, we could adopt SCR, allocating T /RD × NIdx locations (1 RD T ). In this manner, each thread needs to write NIdx values for each single computation. Alternatively, we could exploit the temporal reuse, so that each value only needs to be written once, instead of NIdx times for SCR. We propose multiple column reuse (MCR), in which once a value is written to shared memory for communication, it is not overwritten until it is not used anymore. For each single stencil computation, data in the range between MaxIdx and MinIdx should be kept in shared memory. To save space, locations holding values not used anymore are immediately reused to hold newly broadcasted value. The reuse of communication locations follow the reuse pattern with parameter H p + H n being equal to MaxIdx + MinIdx . Thus, (MaxIdx − MinIdx ) × T + 1 locations are needed. When MaxIdx +MinIdx does not equal 2×H, reuse pattern for SVs and communication spaces are different, and thus have different length of steady state. We may need to unroll the original code to their least common multiple.
To compare SCR and MCR, we consider shared memory writes and space requirement. For Type B, the number of shared memory writes of MCR is only 1/NIdx of the number of SCR. As of space requirement, for a specific stencil, the space requirement of MCR is a fixed value while the space requirement of SCR can be reduced by increasing RD, and thus potentially has higher occupancy. Particularly when NIdx < MaxIdx − MinIdx + 1, MCR has bigger disadvantage in space requirement. It is expected that when occupancy plays a more important role than instruction count, SCR will outperform MCR and vice versa.
When MaxIdx equals H, newly loaded or computed values are needed in the next computation along the same skewed column. In this case, new values must be broadcasted immediately after its generation. In other cases, shared memory writes can be clustered together before the computation of a skewed column (or a section of a skewed column when RD > 1 for SCR).
For cases with higher thread granularity, where each thread computes several points in non-moving dimensions, it is possible that data of some points are only needed by points computed by the same thread, and thus not needed by other threads. We need to find out the subset of Y -indices that are only needed by other threads. As a result, points within a thread may have different subsets and some points may not need to broadcast data to other threads. For 3D stencils, we need to analyze adjacent threads from both X-and Ydimensions to decide the subset of needed data, and the rest is similar.
Framework for Circular Queue on GPUs
In this section, we describe our framework that automatically generates code and searches for the best partition of SVs between register and shared memory. Our iterative search engine aims at finding the best partition between registers and shared memory as well as communication scheme for given thread block size and T .
For readability, we summarize denotations that will be used:
T : the number of time steps calculated between one load and store.
H: the number of neighborhood elements along the moving dimension needed in each direction to compute one point.
N R: the number of SVs allocated in registers. N S: the number of SVs allocated in shared memory.
Code Generation
A script which takes H, T , RD and N R as input is used for code generation. Listing 2 shows the generated code for a 2D 5-point stencil with H = 1, T = 2, each thread computing one point, with four SVs in registers and one in shared memory. A complete code consists of four parts: declaration (lines 7∼9), prolog (lines 17∼31), steady state (lines 33∼78) and epilog (lines 79∼100). Given N R, we assign the N R SVs with highest SV numbers to registers. These N R SVs are declared as automatic variables in the form aX, where X is the SV number (line 7), while the rest are declared aggregately as a shared memory array with SV numbers being array indices. We allocate a two-dimensional shared memory array (for 3D stencil, it would be a 3D array) to accommodate both SVs, communication locations and an extra space for global memory coalescing (lines 8∼9), and each thread owns one row of it. The row length of the array is padded to odd numbers (lines 5∼6) to avoid bank conflict.
As explained in the previous section, the length of prolog is 2 × H × T , each of which computes a partial skewed column, and the steady state contains 2 × H × T + 1 skewed columns. The epilog handles arbitrary tile size in the slowest changing dimension. In Listing 2, due to limited space, we only show epilog code when epilog = 1. With the reuse pattern, the script is able to derive SV numbers involved in each load, computation or store. According to SV number, the script either emits an automatic variable name or a shared memory array element.
For SCR, when RD is bigger than 1, the generated code for a skewed column is strip-mined into several sections, with each section does T /RD stencils (except the last section of a skewed column). In each section, data needed by other threads for the following computations are first written to the array, guarded by synchronization statements (lines 35∼38, for example), then computations are performed with data written by adjacent threads (lines 39∼40). Our script examines SV number, and only emits write statements for SVs in registers. For SVs in shared memory, they will be accessed through the array indices of their original storage locations (line 66).
Listing 3. Definition of Macros
The script uses macros as templates for code generation.
The Global memory access must be coalesced [9] . Stencil computations need ghost zones to perform computation. Assuming that there are m threads in the X dimension for each thread block and each thread computes one point, then only the inner m − 2 × T threads write the final result. When m−2×T is not a multiple of 16, the alignment condition of coalescing is not satisfied. To make writes aligned, the script generates code that calculates an offset (line 13 of Listing 2). When writing global memory, threads first write data to shared memory, then a selected subset of threads, determined by the offset, read other threads' data with this offset, and write them to global memory (lines 7∼13 of Listing 3). There are cases where the offset is too big and the subset does not have enough threads to store all the results, thus, the script generates additional global memory writes, guarded by if statement, for them (lines 14∼19 of Listing 3). Global memory reads have the same alignment issue, but we could bind the global memory array to a texture [9] , and use the read-only texture memory to easily solve this problem (lines 1∼4 of Listing 3).
In this work we do not take boundary conditions into account. For a stencil with halo size H and time blocking factor T , we add H × T elements to both ends of each dimension. For example, for an N × N domain, we actually use an array of size (N + 2 × H × T ) × (H + 2 × H × T ), in which only the inner N × N sub-array corresponds to points to be calculated, and the outside are used as ghost zones for blocks at domain boundary. As a result, boundary blocks have the same access pattern as inner blocks. We do this to simplify code generation. Boundary condition handling is orthogonal to the proposed reuse pattern and data partition as reuse pattern and data partition deals with data stored on-chip. Special handling can be added to fix global memory array indices for boundary points. Thus, the proposed method will still work with boundary condition handling code.
Search for the Best Parameters
As shown in Subsection 3.2, the best partition between registers and shared memory is the result of the complex dynamics among occupancy, synchronization overhead and shared memory access overhead. For example, for two code variants, one with slightly higher occupancy but less data in registers, the other with lower occupancy but more data in registers, it is hard to decide which one is better without running. Similarly, two code variants differing both in RD and occupancy may not be compared directly either. Thus, we resort to running to find the best variant among those not directly comparable. An alternative would be to use analytical performance models to help decide. However, models with higher accuracy than those proposed in [11] [12] are required. Luckily, RD and N R are known during code generation, and occupancy can be obtained after compilation. Thus, only a few variants need to be evaluated through running.
For a stencil code with given parameters of T and thread block size, our framework works as follows.
Firstly, we select candidates for each RD value respectively. We iterate RD from 1 to T . For each RD value, we start from the version that N S is 0, and iteratively move one SV from register to shared memory. Each version is compiled to get registers and shared memory requirement, which are then fed to CUDA Occupancy Calculator [10] to compute occupancy. During the process, whenever an SV movement causes occupancy to increase, we mark the new version as a candidate, as this version has higher occupancy than previous ones, and among those with the same occupancy, it has the most SVs in register, and thus has the least instruction count among them. The iteration stops until occupancy drops or all SVs are in shared memory, which eliminates code variants with occupancy lower than the starting version. We also include the shared memory version as a candidate, because it needs no communication space, which may have smaller shared memory requirement, and thus higher occupancy than hybrid versions. For Type B, we also add the version with MSR scheme as a candidate.
Secondly, among candidates with different RD values, we eliminate versions known to perform worse than others. We group all candidates according to their occupancy. In each group, we compare each pair of candidates. Note that, candidates in the same group have different RD values. If the code variant with bigger RD value does not have less data in register, then we eliminate it from the candidate set. Therefore, for each RD value, at most one code variant remains.
Finally, we run the remaining code variants, and select the outperforming one under certain T and thread block size. The process is illustrated in Fig.5 . show how occupancy changes according to R S for RD being 3 and 6 respectively. 2D 5-point stencil is used, with T = 6 on 9800GX2. Code variants in black circles are selected by step 2.
The iteration stops when R S turns 7 and 8 respectively for (a) and (b). In step 3, the two version with RD = 6 are eliminated, because compared to corresponding versions with RD = 3, they have either the same or less data in registers, which will result in worse performance.
Discussion
According to the pruning process, the number of candidates left to run is not more than the product of number of different occupancy values and RD values. Since ranges of both quantities are small, we do not expect many candidates are left for the third step. In reality, as our experiment results show, the number of candidates that require running is very small.
It is important to guarantee that the pruned space still contains the point with optimal performance. Since our code generator is on the source code level, interaction with compiler optimizations must be considered. Our pruning process is based on the assumption that, if occupancy stays the same, moving one SV from register to shared memory or increasing RD would impair performance as they increase dynamic instruction count. However, it is not possible to predict how these sourcelevel behaviors would impact compiler optimizations such as instruction selection/scheduling. It is theoretically possible that moving one SV to shared memory causes performance to increase slightly although occupancy stays the same. These anomalies will not keep us from finding very near-optimal points because: 1) If occupancy stays the same, such modification as moving one SV to shared memory will only make tiny differences in performance; 2) By moving SVs to shared memory or increasing RD, the overall trend is that added instructions cause performance to drop. Local anomalies will not compromise the total performance trend. Thus, even if we miss the optimal point, we still will capture points with near-optimal performance.
In this section, we present the experiment results. This section could be divided into 4 parts. In the first part, we fix the value of T , and see how the proposed techniques affect performance under different T values. In the second part, we incorporate T into discussion. For a certain kind of stencil on GPUs, the best T value changes after the application of our techniques. Thus, the purpose of the second part is to evaluate overall performance improvement for a certain kind of stencil. In the third part, we present the results on the 3D 19-point stencil, and compare our results with those presented in Paulius Micikevicius's paper [22] in order to find difference between our implementations. In the last part, we present our findings related to compiler's register allocation, and suggest further refinement. We tested 4 different kinds of stencils: 2D 5-point, 2D 9-point, 2D 13-point (halo size=3), and 3D 7-point stencils, as shown in Fig.6 . Our evaluation is based on three different generations of GPUs, with the configurations shown in Table 1 (9800GX2 contains two GPUs, we only use one of them). All the programs are compiled by nvcc under -O3 option, and CUDA Profiler is used to measure execution time and dynamic instruction count. Register and share memory requirements are obtained from the .cubin file generated by nvcc. We only measured the execution time on GPU, and CPU-GPU transfer time is excluded. For 2D stencils, we set the tile size in Y -direction 500 points, and tile size in Z-direction 100 points for 3D stencils, so that redundant computation is not too big due to ghost zones [8] . The shared memory versions used 2×H ×T +1 elements per thread for data storage, and no space for communication is needed. We set the thread granularity in the X-direction to 1 in our study.
Performance Improvement for Individual
T Values Except 2D 9-point stencil, we present three versions: the shared mem version with all SVs in shared memory, the hyb reg version with all SVs in registers and no communication space reuse, which is the start point of our search, and the hyb search version, which is the best version through search. For 2D 9-point stencil, we used both SCR and MCR. The thread block sizes for the 4 stencils are 192, 192, 256 and 512 (32 × 16) respectively.
Figs. 7∼9 show the occupancy, dynamic instruction count and performance of various versions under different T values. The instruction counts are normalized to the instruction count of reg versions, and for 2D 9-point stencil, they are normalized to the MCR reg versions. Table 2 summarizes speedups of search versions over shared-mem and reg versions. For 2D 9-point stencils, data before slashes show speedups of MCR search versions over shared-mem versions and MCR search versions over MCR reg versions while data after slashes show speedups of SCR search versions over shared-mem versions and SCR search versions over SCR reg versions. The circular queue's on-chip resource consumption is proportional to T . Thus, when T increases, the occupancy curves present ladder form fall. As shown in Fig.7 , our method enables bigger T values, and for each T value, our search versions provide higher occupancies. Our method generally makes occupancy decrease slower when T increases. Reg versions have all SVs in registers, which eliminates the instructions to access shared memory during computation. Thus, they have the least instruction count. Search versions may have more instructions than reg versions when RD is bigger than 1 or N S is bigger than 0.
For 2D 5-point stencil, on GTX 285, the search version outperforms the reg version when T is equal to and greater than 5. Actually, when T = 4, the search version has higher occupancy, but no performance advantage, which shows that the occupancy level of the reg version is high enough to hide latency. Occupancy plays a more important role when its value is small, which explains the big gap between the search and the reg version when 9 T 16. 9800GX2 has a smaller register file, thus, the reg version even performs worse than the shared-mem version when T = 4, because of the unbalanced usage of register file and shared memory. Tesla C2050's register file and shared memory is significantly larger than its previous generations, and thus, all three versions are able to sustain high occupancy levels even for big T values. The ratio of register and shared memory requirement of the reg version is close to C2050's hardware ratio, and the search version is not able to further improve occupancy. As a result, the curves of the two versions almost overlap. The same happens for 2D 13-point and 3D 7-point stencils on C2050. For 2D 9-point stencil, on all three machines, MCR search versions have the same occupancies as sharedmem versions, but have less SVs in shared memory than shared-mem versions. Thus, their performance gap shows the effect of instruction reduction. Similar to 2D 5-point stencil, due to the smaller register file, the MCR reg version on 9800GX2 has lower occupancies than the shared-mem version and thus performs worse. The SCR versions have more instructions than MCR because they cannot take advantage of the reuse of broadcasted data and thus have more shared memory writes for communication. They even have more instructions than the shared-mem version, because the shared-mem version can exploit the reuse. The performance difference of SCR search and MCR search versions is the result of a combat between occupancy and instruction reduction. When T is small, occupancy is less significant and thus the MCR search version wins as having less shared memory writes. For bigger T values, occupancy is more important and the SCR search version beats the MCR search. SCR-reg versions need a large amount of shared memory to store the broadcasted data of a skewed column, even more than shared-mem versions and thus they perform the worst.
For stencils with big halo sizes such as 2D 13-point stencil, number of SVs grows faster with T . As a result, value range of T is smaller. The occupancy is determined by register usage and reusing communication space and partition hardly find any chance to move enough data from registers to shared memory to increase occupancy. Therefore, most of the time, search versions and reg versions are the same. On 9800GX2, due to a smaller register file and the large storage requirement, even the most balanced version cannot improve occupancy. 3D 7-point stencils have small range of T because we choose the thread block size of 512. With such a thread block size, when T increases, storage requirement quickly exceeds the hardware capacity, which makes code variant not runable. For 3D stencils, the ratio of redundant computation increases faster with T Fig.9 . Performance of the four stencils on all platforms.
than 2D stencils and thus a big thread block size is preferred to increase tile size [8] . 9800GX2 can only run at most 768 threads per SM and thus with a thread block size of 512, there is no chance to improve occupancy. The limited speedup when T = 2 comes from instruction reduction. Table 3 shows the effectiveness of the search space pruning. For 9800GX2, T values used for the four Table 3 . Search Space Pruning As illustrated in the table, only a very small amount of code variants are actually run to find the best one, which shows that our pruning scheme is very effective. For all the four stencils on three platforms, our framework succeeded in capturing the optimal points. Table 4 shows total and average time spent on code generation, compilation and running of the four stencils on C2050 with the above T value and thread block sizes. The CPU of the C2050 system is Intel Xeon E5506 at 2.13 GHz and the main memory is of size 4 GB. Code generation and compilation account for most of the search time. This is due to the fact that: 1) only a small portion of generated and compiled code variants need running; 2) the average time spent on code generation or compilation is on par or longer than the average running time. The number of code variants generated and compiled are 75, 107, 81 and 19 for the four stencils respectively. The size of the loop body is linear to T and thus when T is big, code size is big. Furthermore, the epilog almost doubles the code size. All these cause the code generation and compilation to slow down. The average code generation and compilation time is small for 3D 7-point stencil because a small T is used. To reduce overall search time, possible solutions are: 1) Reduce the number of code variants that are generated and compiled. For example, moving two SVs from registers to shared memory at a time instead of one or developing models to rule out code variants that are unlikely to have high occupancy. Both ways have the risk of missing optimal configurations. 2) Speed up code generation by implementing it with more efficient languages such as C instead of shell scripts we are using now. As for compilation time, it is currently out of our control. However, if inline assembly is allowed, we could generate code with inline assembly directly, which we believe could save some compilation time. We will consider reducing search time in our future work.
Interaction With T
In this subsection, we show how the proposed techniques interact with T and compare performance under each versions' best T values. As discussed in [8] , the best T value is a tradeoff between global memory traffic reduction and redundant computation brought in. On GPUs, performance is also affected by occupancy. Decrease of occupancy may create sudden drops in the performance curve, which makes the actual best T value smaller. The search versions are also affected by communication space reuse and data partition, which impacts synchronization frequency and instruction count. When T increases, to prevent occupancy falling, RD and N S tend to increase, and may hurt performance. When occupancy stays the same, performance of reg versions no longer increases from T = 18 and T = 2 for GTX285 in Figs. 9(a) and 9(b) , indicating the theoretical best T value for the two cases. For the rest cases, the theoretical best T values are not yet reached until the curves of reg versions end. 3D stencils have smaller theoretical best T values because redundancy grows faster [8] . Due to the occupancy change, our search versions are able to reach bigger T values with higher performance originally unreachable, such as the cases of 2D 13-point stencil on all three platforms and 3D 7-point stencil on 9800GX2, as shown in Figs. 9(c) and 9(d). In the rest cases, the best T values either stay the same while performance increases or the best T values itself increase.
For each stencil, we tried thread block sizes of 64, 128, 192, 256, 320, 384, 448, and 512. Fig.10 summarizes the speedups of our search versions over shared mem versions under their own best T values. Table 5 and Table 6 show the parameters of our best Table 5 . Parameters of the Balanced Versions for 9800GX2, GTX285 and C2050 9800GX2 GTX285 C2050 2D 5-pt 2D 9-pt 2D 13-pt 3D 7-pt 2D 5-pt 2D 9-pt 2D 13-pt 3D 7-pt 2D 5-pt 2D 9-pt 2D 13-pt 3D versions and the best shared memory only versions respectively. For 2D 9-point stencil on GTX285, MCR has the best performance, while on 9800GX2, best performance comes with SCR-1. For 3D stencils, thread block sizes are expressed as X × Y , in which X and Y are dimensionalities of X and Y directions. The maximum numbers of threads per SM are different on all the three platforms, and therefore, the same occupancy on the two platforms indicates different number of active threads on an SM.
Comparison with Paulius Micikevicius's Results
Paulius Micikevicius presented results of some 3D difference computation on GPUs [22] . His work focused on 3D stencils with big halo sizes. He also combined the registers and shared memory in the implementation of circular queue but only explored the cases when T = 1. In this subsection, we present experimental results of 3D 19-point stencil and compare our results with Micikevicius's results in the hope of finding something interesting.
There are two differences between our implementations. 1) In Paulius's implementation, all threads in a thread block compute a final result (they only implemented the T = 1 case), and data of the ghost zones are loaded by threads near thread block boundaries. In our implementation, however, only the inner (BLK X − HALO ×T )×(BLK Y −HALO ×T ) threads of a thread block compute final results. Thus, the ratio of redundant computation of our implementation is substantially higher than that of Paulius's implementation. 2) Paulius's implementation involves register-to-register copies when moving along the moving-dimension while in our implementation, these copies are eliminated through reuse pattern. Table 7 shows the performance of the four versions of 3D 19-point stencil on Tesla C2050: Paulius's version, the shared memory version, our search version and a modified implementation of the search version, in which the inner (BLK X − HALO × (T −1))×(BLK Y −HALO ×(T −1)) in a thread block compute final results. The search version ends up the same as the register version. When T = 1, our modified search version has the same ratio of redundant computation as Paulius's version. Thread block sizes are 32×16 and T is 1 for all the four versions. We substitute global memory reads in Paulius's version with texture loads so as to make the comparison fair, which improves the performance by 2 GFLOPS. Both Paulius's version and our modified search version greatly outperform our original search version due to their relatively lower ratio of redundant computation. When T = 1, our modified search version slightly outperforms Paulius's, which we believe is due to the elimination of register-to-register copies. When T = 2, performance of both our original and modified search versions drop greatly because the reduction in memory traffic does not compensate the performance loss brought by the increased ratio of redundant computation. We can observe great performance improvement of our search version over the shared memory version. The occupancies of the shared mem version are 0.667 and 0.333 respectively when T = 1 and T = 2 while the occupancies of the search version are 1.0 and 0.667, which is major reason of the performance improvement. Excessive shared memory requirement causes the low occupancies of the shared memory version. Each thread needs a shared memory space of 2 × HALO × T + 1 elements. When HALO is big, it requires large shared memory space while some registers are not utilized. The searcg version (in this case, also the register version), however, is able to achieve a more balanced usage of shared memory and registers.
Interaction with Register Allocation
The reuse pattern we proposed with minimum number of SVs requires that an SV be assigned the same hardware register for all of its live ranges. Otherwise, more hardware registers are needed than the minimum. With decuda [13] , a third party disassembler, we find that the register allocation is not exactly what we expected, and thus more registers are used. The register allocation part of the tool-chain is not open-sourced, nor do we have control over it. However, we believe it is completely feasible for a compiler to incorporate such a feature as remembering the different live ranges of the same variable in the source code, and assigning them the same hardware register during register allocation. In such a way, the proposed reuse pattern can reach its minimum register requirement.
Related Work
Occupancy and Shared Memory/Register Pressure Related GPU Optimizations. A lot of research has tried to increase occupancy to improve performance. [14] used a method based on graph coloring to reuse shared memory space. It focuses on making different userdeclared shared memory arrays use the same shared memory partition. Since the data structure of circular queue is usually declared as one array, it will find no optimization opportunity for circular queue. [15] proposed to apply loop fission to loops with multiple independent statements and split kernel with ifelse statement into two kernels, where one kernel only executes the if branch and the other only executes the else branch, so as to reduce register pressure. The latter is also adopted by [16] . [17] manually spilled some register variables into shared memory for FFT. Their adjustment of register pressure is ad-hoc, and not as systematic as ours. [18] and [19] separated a complex kernel into several simple kernels, which brings higher occupancy, due to less resource requirement of each simplified kernel. These techniques are either applicationspecific, or not suitable for stencils.
Temporal Blocking for Iterative Stencil Computations. A lot of research has addressed the issue of data reuse across multiple time steps for iterative stencil computations. In [1] [2] , Wonnacott proposed time skewing to take advantage of temporal reuse by tiling both space and time dimensions. Song and Li proposed similar techniques in [4] . [3] proposed a cache-oblivious algorithm to compute stencil computations for the same purpose of temporal reuse. [6] proposed circular queue, which uses a special data structure to hold temporary values. [7] implemented circular queue using the local store of the CBEA. Our work is based on circular queue, and extends it to registers.
Stencil on GPU. [8] proposed a model to determine the best ghost zone size for stencil computations on GPU and a related transformation framework. Their work suggested very small best T values for 2D and 3D stencils, because the tile size of their implementation is limited by on-chip storage. By adopting circular queue, tile size can be enlarged, and thus, our experiment resulted in bigger best T values. Their model cannot be applied directly to circular queue, because when T changes, storage requirement changes too, which may result in a change in occupancy. Their model did not take occupancy into consideration. [20] proposed to loose the synchronization constraints for stencils on GPU. Unlike our work, theirs is an alteration of algorithm. [6, [21] [22] ] all adopted circular queue method, but they only explored the case when T = 1 for GPU. Besides, [21] only used shared memory. Although [6, 12] combined register file and shared memory, they did not attempt to balance the usage of the two storages as we do, and they both used 3 × H × T locations for storage. [23] proposed a new parallel algorithm for computing SSOR, a different kind of stencils than we do. Besides, their work was on the algorithmic level. [6, 24] proposed an autotuning framework for stencils on various platforms including GPU. Our tuning of register and shared memory usage complements their work.
[25] presented new way of tiling as well as ILP-level tuning on both CPUs and GPUs. Our work shared a lot of similarities, but focuses on different aspects. Our work focuses on economizing and balancing onchip storages. Such techniques as using only 2T + 1 SVs, communication space reuse and search for the best partition of data were not used in their work. Similarly, we did not tune ILP as they did. Apart from ILP, their implementation is similar to our reg versions, which our search versions outperform in some cases.
Optimization Space Pruning. Search is a powerful method to find the optimization combination, sequence and parameters of the best performing version. However, exploring the full optimization space incurs prohibitive overhead. Lots of research has been done to prune the search space. On traditional platforms, some use analytical model to eliminate unnecessary candidates, such as [26] [27] [28] [29] . These works focus on a collection of traditional compiler optimizations, and use a model to reduce search candidates. Some adopt method from artificial intelligence to guide search process, such as [30] [31] [32] [33] . On a massively parallel architecture such as GPU, [34] proposed utilization and efficiency as metrics and combined them to prune optimization space. Their method is general and requires that global memory bandwidth is not the bottleneck for performance. In [35] , a new compressed format is proposed for sparse matrix on GPU, and search is needed to determine certain parameters of the format. They proposed an analytical model specific to SpMV to eliminate search candidates. Our iterative search algorithm is designed specifically for the circular queue method on GPU. It tries to find a balance between proposed technique of register/shared memory partition and communication space reusing. It prunes the search space by leveraging knowledge specific to GPUs and our proposed techniques.
Other Related Work. [36] proposed modulo variable expansion (MVE), which assigns multiple registers to a variable in a loop, to eliminate anti-and outputdependence in registers across successive iterations for software pipelining. Both our works used unrolling to expose a reuse pattern. However, MVE was proposed to eliminate anti-and output-dependence. Our work, on the other hand, leverages this reuse pattern to minimize storage requirement. Besides, MVE is an instructionlevel compiler optimization, while our work is a source code level optimization that is well aware of the data flow of the algorithm and specific to circular queue. [37] proposed scalar replacement to keep some subscripted variables in registers to expose reuse. Our work tries to move data originally in lower level of memory into registers. However, our work is fundamentally different in that scalar replacement does not change where a variable is originally stored. It just keeps a copy in a register. Our work is more of a data partition problem that may change the storage location of a variable.
Conclusions and Future Work
In this paper, we addressed the issue of balancing the usage of registers and shared-memory for the circular queue method on GPUs. We proposed a reuse pattern that enables the usage of registers in the circular queue method. Also, we proposed a framework that can generate circular queue code for stencils on GPUs, and can search for the best data partition. The four different kinds of stencils we studied showed up to 2.93X speedup over shared-memory based versions. For future work, we will 1) develop a model to guide the search process to reduce search time, and 2) extend our discussion of on-chip storage allocation on GPUs to a broader range of applications, and develop a more general framework to help programmers optimize their code.
