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We consider the number NθA(θ) of eigenvalues eiθj of a random unitary matrix, drawn from
CUEβ(N), in the interval θj ∈ [θA, θ]. The deviations from its mean, NθA(θ) − E(NθA(θ)), form a
random process as function of θ. We study the maximum of this process, by exploiting the mapping
onto the statistical mechanics of log-correlated random landscapes. By using an extended Fisher-
Hartwig conjecture supplemented with the freezing duality conjecture for log-correlated fields, we
obtain the cumulants of the distribution of that maximum for any β > 0. It exhibits combined
features of standard counting statistics of fermions (free for β = 2 and with Sutherland-type inter-
action for β 6= 2) in an interval and extremal statistics of the fractional Brownian motion with Hurst
index H = 0. The β = 2 results are expected to apply to the statistics of zeroes of the Riemann
Zeta function.
PACS numbers:
Characterizing the full counting statistics of the fluc-
tuations of the number N of 1d fermions in an inter-
val is important in numerous physical contexts, both for
ground state and dynamical properties. It appears e.g.
in shot noise [1], in fermion chains [2, 3], in interacting
Bose gases [4], in non-equilibrium Luttinger liquids [5],
in trapped fermions [6–8], and for studying related ob-
servables, such as the entanglement entropy [9–11] or the
statistics of local magnetization in quantum spin chains
[12]. An equivalent problem can be formulated as count-
ing eigenvalues of large random matrices (RM). As is well
known since Dyson’s work [13], such eigenvalues behave
as classical particles with 1-d Coulomb repulsion at in-
verse temperature β > 0. Namely, consider a unitary
N ×N matrix U and denote the corresponding unimod-
ular eigenvalues as zj = eiθj , j = 1, . . . , N , with phases
θi ∈]−pi, pi]. Then for any given β > 0 one can construct
the so-called Circular β-Ensemble CUEβ(N) in such a
way that the expectation of a function depending only
on the eigenvalues of U will be given by
E(F ) = cN
N∏
j=1
∫ pi
−pi
dθi
∏
1≤j<k≤N
|eiθj − eiθk |β F (1)
where F ≡ F (θ1, . . . , θn). For β = 2 such matrices
can be thought of as drawn uniformly according to the
corresponding Haar’s measure on U(N), whereas for a
generic β > 0 the explicit construction is more involved,
see [14]. For any β > 1, the r.h.s of (1) equals the
quantum expectation value of F in the ground state of
N spinless fermions, of coordinates θi on the unit cir-
cle, described by the Sutherland Hamiltonian [15] H =
−∑i ∂2∂θ2i + ∑i<j β(β−2)8 sin2( θi−θj2 ) . For β = 2, Eq (1) thus
describes non-interacting fermions, while for β 6= 2 the
fermions interact, via an inverse square distance pairwise
potential.
Let us now define the number of eigenvalues/fermions,
NθA(θ), in the interval θj ∈ [θA, θ] as
NθA(θ) =
N∑
j=1
(χ(θ − θj)− χ(θA − θj)) , χ(u) =
{
1 , u > 0
0 , u < 0
(2)
As a function of θ this is a staircase with unit jumps
upwards at random positions θj ∈ [θA, θ]. The mean
slope (i.e. the mean density of eigenvalues/fermions) be-
ing constant, the mean profile is E(NθA(θ)) = N(θ−θA)2pi .
In a given random matrix realization/sample one can de-
fine the deviation to the mean, δNθA(θ) = NθA(θ) −
E(NθA(θ)), and study it as a random process as a func-
tion of θ, i.e. as a function of the length of the inter-
val θ − θA, see Fig. 1 and 2. From the view of such a
process, the standard results on fermion counting statis-
tics [2], encoding the full distribution of δNθA(θ) for a
fixed value of θ, is a very local information. Such infor-
mation is clearly insufficient for understanding various
non-local properties of the process, such as characteriz-
ing maximal deviation of the staircase from its mean, i.e.
maxθ∈[θA,θB ] |NθA(θ) − E(NθA(θ))|. After normalization
this is the Kolmogorov-Smirnov (KS) statistics, an out-
standing open problem for spectra of random matrices
[16], [17].
In this Letter we study the value distribution sepa-
rately for the maximum (and equivalently the minimum)
of the centered process by explicitly calculating the cu-
mulants of the probability density function (PDF) for the
maximum value defined as
δNm = max
θ∈[θA,θB ]
{NθA(θ)− E(NθA(θ))} (3)
on an interval [θA, θB ] ⊂] − pi, pi], of a fixed length
` = θB − θA. To derive the PDF of δNm in the limit
N  1 we will show that for scales larger than 1/N
the process δNθA(θ) is very close to a special version of
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2Figure 1: Constructing an instance of δN0(θ) for θ ∈ [0, pi]
for β = 2 and N = 20. Left: eigenvalues λ = eiθi . Right:
counting staircase (top), with mean subtracted (bottom).
Figure 2: A single realization of δN−pi(θ) for the full circle
θ ∈ [−pi, pi] for β = 2 and N = 200.
1D log-correlated Gaussian field, the so called fractional
Brownian Motion with Hurst index H = 0, denoted as
fBm0, defined in [18] and whose extrema where investi-
gated recently [19, 20]. However it turns out that the
relation to fBm0 alone is insufficient to fully determine
the statistics of δNm. Namely, we will demonstrate that
although the process δNθA(θ) for large N  1 is very
close to the fBm0 at different points, the non-Gaussian
features which characterize its single-point statistics show
up in a non-trivial way in the PDF of its maximum δNm.
These single-point features are inherited from the discrete
nature of the number of fermions/eigenvalues as exempli-
fied e.g. in fermion counting statistics [2].
We now describe our main findings by first assuming
that the Dyson parameter is rational and can be repre-
sented as β/2 = s/r where s and r are mutually prime,
and relaxing this assumption later on. We find that, for
any fixed interval, the mean value of the maximum δNm
defined in (3) exhibits, for N →∞, the universal behav-
ior of the log-correlated fields [21–24] :
2pi
√
β
2
E(δNm) ' 2 logN − 3
2
log logN + c
(β)
` (4)
where c(β)` = O(1) is an unknown `-dependent constant.
The variance for the maximum δNm exhibits to the lead-
ing order the extensive universal logarithmic growth typ-
ical for pinned log-correlated fields [19], on top of which
we can evaluate the corrections of the order of unity:
Ec(δN 2m) '
2
β(2pi)2
(2 logN + C˜
(β)
2 + C2(`)) (5)
Finally, the higher cumulants converge to a finite limit
as N →∞:
Ec(δN km) '
2k/2
βk/2(2pi)k
(C˜
(β)
k + Ck(`)), (6)
where the constants Ck(`) = O(1) depend on the length
` of the interval and will be given below in two limiting
cases. The `−independent constants C˜(β)k for k ≥ 2 are
given by
C˜
(β)
k =
dk
dtk
|t=0 log(Aβ(t)Aβ(−t)) (7)
where
Aβ(t) = r
−t2/2
r−1∏
ν=0
s−1∏
p=0
G(1− ps +
ν+it
√
2
β
r )
G
(
1− ps + νr
) (8)
Here G(z) denotes the standard Barnes function satis-
fying G(z+ 1) = Γ(z)G(z), with G(1) = 1. Note that all
the odd coefficients C˜(β)2k+1 vanish. Specifying for β = 2,
one has A2(t) = G(1+it), leading to C˜
(2)
2 = 2(1+γE) and
C˜
(2)
4 = −12ζ(3). Notably, using (7), (8), we were able to
obtain a formula for the C˜(β)k as single infinite series [27],
which shows that they are smooth as a function of the
Dyson parameter β, thus relaxing the assumption of ra-
tionality. As discussed below, the factors Aβ(t), hence
C˜
(β)
k , are intimately but non-trivially related to the cu-
mulants of the number of fermions (free for β = 2 and
with Sutherland-type interaction for β 6= 2) in a meso-
scopic interval of the circle.
By contrast the factors Ck(`) are β-independent and
originate from the problem of the maximum of a fBm0
on the interval [θA, θB ]. For the `-dependent constants
we obtain explicit formula in two cases:
(i) maximum over the full circle ` = 2pi. In that case
[θA, θB ] =]− pi, pi] and we find for any k ≥ 2
Ck(2pi) = (−1)k d
k
dtk
|t=0 log
[
Γ(1 + t)2G(2− 2t)
G(2− t)3G(2 + t)
]
(9)
which is related to the fBm0 bridge on ] − pi, pi] studied
in [19]
(ii) maximum over a mesoscopic interval 1N  ` 1.
For k ≥ 2 we obtain in this regime
Ck(`) ' 2 log ` δk,2 (10)
+(−1)k d
k
dtk
|t=0
[
2Γ(1 + t)2G(2− 2t)
G(2 + t)2G(2− t)G(4− t)
]
(11)
This result is related to the fBm0 on an interval, with one
pinned and one free end, studied in [19]. Note that the
variance depends logarithmically on ` at small `, whereas
3higher cumulants have limits as ` → 0. Note that l →
0 limit is expected to provide the L  1 asymptotic
for statistics of the maximum of NθA(θ) in intervals of
the order 2piL/N , comparable with the mean eigenvalue
spacing. The universal statistics of CUEβ eigenvalues
at such local scales is described by the so called sine-
β process [25] and the associated counting function has
been studied in [26].
Finally, addressing the question of the location of the
maximum in (3), θm ∈ [θA, θB ], let us define ym =
(θm − θA)/`. For the mesoscopic interval, we predict the
PDF of ym to be symmetric around 12 , with E(y
2
m) =
17
50
and E(y4m) = 3111470 , thus deviating from the uniform dis-
tribution. For the full circle we find a uniform distribu-
tion for θm [28]. However, joint moments for the position
and value of the maximum show the effect of pinning at
θ = θA (see details in [27]).
To elucidate the relation to fBm0, let us recall that the
process δNθA(θ) is exactly given by the difference [27]
δNθA(θ) =
1
pi
Im log ξN (θ)− 1
pi
Im log ξN (θA) (12)
where ξN (θ) = det(1− e−iθU) is the characteristic poly-
nomial (CP). As shown in [29] for β = 2 (see [30] for gen-
eral β > 0) the joint probability density of Im log ξN (θ)
at two distinct points θ1 6= θ2 converges as N → +∞
to that of a Gaussian process Wβ(θ) of zero mean and
covariance
E(Wβ(θ1)Wβ(θ2)) = − 1
2β
log
[
4 sin2
(
θ1 − θ2
2
)]
(13)
a particular instance of the 1D log-correlated Gaussian
field. Since (12) implies that δNθA(θ = θA) = 0 in any re-
alization, the relevant object is the pinned log-correlated
process closely related to fBm0. The log-correlated fields
being highly singular always require a regularization to
study their value distribution. The imaginary parts
of the log ξN (θ) for N  1 provides such a natural
regularization [30, 52–54], being asymptotically a ran-
dom process W which shares the covariance (13) but
with a finite variance E(W (θ)2) = β−1 logN + O(1).
Via (12) this provides the well-known asymptotic of
the eigenvalues/fermions number variance: E(δN 2(θ)) '
2
βpi2 logN . We shall see however [27] that naively replac-
ing the difference δNθA(θ) with its Gaussian approxima-
tion 1pi [Wβ(θ)−Wβ(θA)] (related to the bosonization of
the fermionic problem) is not sufficient for characterizing
the maximum of the process.
Gaussian fields characterized by a logarithmic covari-
ance appear in chaos and turbulence [31], branching ran-
dom walks and polymers on trees [21, 22], multifrac-
tal disordered systems [32, 33], two-dimensional grav-
ity [34, 35]. Early works on their extrema revealed a con-
nection to a remarkable freezing transition [21, 22, 32].
Through exact solutions, it led to predictions for the PDF
of the maximum value of a log-correlated field on the cir-
cle and on the interval [36, 37], involving the freezing
duality conjecture (FDC) (see [20] for an extensive discus-
sion). This led to further results in theoretical and math-
ematical physics [23, 38–42] and probability [24, 43–51].
A log-correlated context of random CP attracting a lot
of attention [30, 45–47, 55–62], none of these studies yet
addressed the eigenvalue/zeros counting function in the
intervals ` = O(1).
To study the maximum of the random field δN (θ) we
follow [20, 36, 37, 55, 56] and introduce a statistical me-
chanics problem of partition sum:
Zb =
N
2pi
∫ θB
θA
dφ e2pib
√
β/2 δNθA (φ), (14)
The “ inverse temperature" is equal to −2pib√β/2, and
we choose b > 0 since we are studying here the maximum
retrieved from the free energy F for b→ +∞ as
δNm = lim
b→+∞
F , F = 1
2pib
√
β/2
logZb (15)
To study the statistics of the associated free energy we
start with considering the integer moments of Zb given
by
E[Znb ] =
(
N
2pi
)n ∫ θB
θA
e−b
√
β/2
∑n
a=1N(φa−θA)
n∏
a=1
dφa
×E[
N∏
j=1
e2pib
√
β/2
∑n
a=1(χ(φa−θj)−χ(θA−θj))] (16)
The expectation value in (16) over the CUEβ(N) com-
puted using (1) has the form E[
∏N
j=1 g(θj)] where we de-
fined
log g(θ) = 2pib
√
β/2
n∑
a=1
(χ(φa − θ)− χ(θA − θ)) (17)
This can be further rewritten for any φa, θ, θA ∈]− pi, pi]
with φa > θA as
log g(θ) = b
√
β/2[
n∑
a=1
φa − nθA (18)
+n arg ei(θA−θ+pi) −
n∑
a=1
arg ei(φa−θ+pi)]
where we define the arg function as
argeiφ =
{
φ − pi < φ ≤ pi
φ− 2pi pi < φ ≤ 3pi (19)
For β = 2, E[
∏N
j=1 g(θj)] = det1≤j,k≤N [gj−k] is a
Toeplitz determinant, where gp =
∫ pi
−pi
dθ
2pi e
−ipθg(θ) is the
associated symbol, and g(θ) according to (18)-(19) has
jump singularities. The corresponding asymptotics as
N → ∞ is given by the famous Fisher-Hartwig (FH)
formula [64] proved rigorously in [65]. For a general
rational β extension of FH formula has been conjectured
in [63]. Specifying the expressions in [63] to our case
4gives for N → +∞ and nb2 < 1
E[Znb ] '
(
N
2pi
)n
N b
2(n+n2)|Aβ(b)|2n|Aβ(bn)|2
×
∫ θB
θA
∏
1≤a<c≤n
|1− ei(φa−φc)|−2b2 (20)
×
∏
1≤a≤n
|1− ei(φa−θA)|2nb2
n∏
a=1
dφa
where the function Aβ(b) is defined in (8). Had we
used instead an approximation replacing the difference
δNθA(θ) in the large−N limit with the logarithmically
correlated Gaussian processWβ(θ) defined via (12) - (13),
we would reproduce the Coulomb gas factors in (20) but
miss the factors Aβ(b), see [27]. Hence, this product en-
capsulates the residual non-Gaussianity of the process.
Let us first discuss the simplest case n = 1 when (20)
can be interpreted, via (14), as giving
E(e2pibδNθA (θ)) ' N2b2 |Aβ(b)|4
(
4 sin2
θ − θA
2
)b2
(21)
This formula can be interpreted as the generating func-
tion for the full counting statistics for the number of
Sutherland-model fermions in an interval of size θ − θA
which seems not to be addressed in the literature apart
from the free-fermion case β = 2 [2, 66] and β = 4 [67].
Further progress is possible in the two cases when the
Coulomb integrals in (20) can be explicitly calculated.
(i) Full circle θA = −pi, θB = pi. In that case the
Coulomb integral is known as the Morris integral [68]
leading to
E[Znb ] '
(
N
2pi
)n
N b
2(n+n2)|Aβ(b)|2n|Aβ(bn)|2
× M(n, a = −nb, b) (22)
whereM(n, a, b) is defined Eq (14) in [19]. This result is
valid in the high temperature phase with nb2 < 1. From
this expression for integer moments there is a well defined
procedure to obtain the double sided Laplace transform
(DSLT) of the free energy first in the high temperature
phase b < 1 via an analytic continuation. Defining t =
−bn we obtain
E
(
e−2pi
√
β
2 (F−F1)t
)
' N−tQ+t2Aβ(t)Aβ(−t)
×Γ(1 + tb) Gb(Q− 2t)Gb(Q)
3
Gb(Q− t)3Gb(Q+ t) (23)
where F1 is a constant [69] andQ = b+ 1b and Gb(x) is the
generalized Barnes function, see Eq. (44) in [37] and [70].
We note that if we multiply both sides of the equation by
Γ(1 + tb ), the right hand side is invariant by duality b→
1/b, since formally Gb(z) = G1/b(z). According to the
FDC [20, 37] we obtain the DSLT in the low temperature
phase b > 1. The result can be written as
E(e−2pi
√
β
2Ft)Γ(1 +
t
b
) = E(e−2pi
√
β
2 δNmt) (24)
where the r.h.s. is our main result, i.e. the DSLT of the
PDF of δNm for the full circle [71]
E(e−2pi
√
β
2 δNmt) ' N−2t+t2 ectAβ(t)Aβ(−t)
×Γ(1 + t)
2G(2− 2t)
G(2− t)3G(2 + t) (25)
which, according to (15), is the b→ +∞ limit of the l.h.s
of (24). Here c = 32 log log(N) + c
′ and c′ is a constant
that we cannot determine by this method. Expansion of
Eq. (25) around t = 0 leads to the large N asymptotics
(4)-(6) for the cumulants, together with the predicted
values for the coefficients C˜(β)k in (7) and Ck(2pi) in (9).
The Ck(2pi) equal, up to a factor (−1)k, the cumulants
Ck given in [19] for the fBm0 bridge, checked against nu-
merics there for k = 2, 3, 4. These coefficients are studied
in more details in [27].
(ii) Mesoscopic interval. A similar calculation gives
the maximum over a mesoscopic interval 1N  `  2pi.
Relegating the details to [27] we simply quote our second
main result, the DSLT of the PDF of δNm for the small
interval limit of small ` 1:
E(e−2pi
√
β
2 δNmt) ' (N`)−2t+t2 ectAβ(t)Aβ(−t)
Γ(1 + t)2
2G(2− 2t)
G(2 + t)2G(2− t)G(4− t) (26)
where c = 32 log logN+c
′′. Expansion around t = 0 leads
to the same coefficients C˜(β)k which are thus independent
of ` (as can be seen already from (16)) and to the result
for Ck(`) in (10), again related to the ones for the fBm0
on an interval given and numerically checked in [19]. The
structure of the above DSLT’s in the complex plane for
t is discussed in [27].
In conclusion, we obtained the cumulants of the max-
imum of the deviation of the counting function from
its mean on an interval, for eigenvalues of random uni-
tary matrices and for free and interacting fermions on
the circle. They inherit features both from the fBm0
log-correlated field and from the fermionic full counting
statistics. Finally, our result for the distribution of δNm
provides a first step to study the Kolmogorov-Smirnov
statistics for the counting staircases, which would fur-
ther require the joint PDF of the maximum and mini-
mum (usually non-trivially correlated [73]).
The results for the mesoscopic interval are expected
to be universal for a broader class of random matrix en-
sembles, as well as for fermions on a lattice in the dilute
limit [72]. Finally, it is natural to conjecture that for
β = 2 universality extends to describing the statistics of
the counting staircases for the nontrivial zeroes tn of the
Riemann zeta-function ζ(1/2+it) in mesoscopic intervals
of the critical line t ∈ R. Such zeroes are known to be
5extremely faithful to the random matrix statistics when
analyzed in appropriate scales [74] underlying a fruitful
line of applications of associated CP to understand ensu-
ing features of ζ(1/2 + it)[29, 30, 75–78].
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8SUPPLEMENTARY MATERIAL
Statistics of extremes in eigenvalue-counting staircases
Yan V. Fyodorov and P. Le Doussal
We provide some additional details for some of the calculations described in the manuscript of the Letter.
CUMULANT AMPLITUDES C˜(β)k AS A FUNCTION OF β
Let us recall the formula given in the text for the coefficients C˜(β)k which enter in the cumulants of the PDF for
δNm, namely, for β = 2s/r, with s, r mutually prime and k ≥ 2
C˜
(β)
k =
dk
dtk
|t=0 log(Aβ(t)Aβ(−t)) (27)
Aβ(t) = r
−t2/2
r−1∏
ν=0
s−1∏
p=0
G(1− ps +
ν+it
√
2
β
r )
G
(
1− ps + νr
) (28)
To obtain more explicit expressions we use that for k ≥ 2
dk
dyk
logG(x+ y)|y=0 = φk(x) := (k − 1)ψ(k−2)(x) + (x− 1)ψ(k−1)(x)− δk,2 (29)
where ψ(k)(x) = d
k+1
dxk+1
log Γ(x). Hence, for even k = 2p, defining p = s− q we obtain
C˜
(β)
2p = (−1)p
2
(rs)p
r−1∑
ν=0
s∑
q=1
φ2p(
ν
r
+
q
s
)− 2 log rδp,1 (30)
and we recall that odd cumulants vanish.
Since any real β can be reached by a sequence β = 2sn/rn of arbitrary large sn, rn we can obtain an alternative
expression valid for any β in terms of a convergent infinite series. We need to distinguish two cases:
Cumulants C2p with p ≥ 2. In that case we see that the large s, r behavior in (30) is dominated by the divergence
of φk(x) near x = 0. We use that
φ2p(x) = − (2p− 1)!
x2p
+O(1) (31)
One finds for k = 2p with p ≥ 2
C˜
(β)
2p = (−1)p+12(2p− 1)!
∞∑
ν=0
∞∑
q=1
1
(ν
√
β
2 + q
√
2
β )
2p
(32)
One of the sum can be carried out leading to two equivalent "dual" expressions
C˜
(β)
2p = (−2)1−pβp
∞∑
ν=0
ψ(2p−1)(1 +
βν
2
) = (−2)p+1 1
βp
∞∑
q=1
ψ(2p−1)(
2q
β
) (33)
where we have used that ψ(2p−1)(1) = (2p− 1)!ζ(2p). The above series are convergent for p ≥ 2, since at large x one
has ψ(2p−1)(x) ' (2p−2)!z2p−1 . Hence the result is analytic in β > 0. This asymptotics can be used to obtain the large β
expansion
C˜
(β)
2p = (−2)1−p(2p− 1)!ζ(2p)βp + (−1)p+12p(2p− 2)!ζ(2p− 1)
1
βp−1
+O(β−p) (34)
as well as the small β expansion
C˜
(β)
2p ' (−1)p+122−p(2p− 2)!ζ(2p− 1)βp−1 , β  1 (35)
9As an example we give more explicitly the fourth cumulant
C˜
(β)
4 = −12
∞∑
ν=0
∞∑
q=1
1
(ν
√
β
2 + q
√
2
β )
4
= − 8
β2
∞∑
q=1
ψ(3)(
2q
β
) = −1
2
β2
∞∑
ν=0
ψ(3)(1 +
βν
2
) (36)
One can then check that this formula, valid for any β, correctly reproduces for the cases β = 2s/r, with s, r mutual
primes, the same result as the original formula (30), for instance one finds
C˜
(β=2)
4 = −12ζ(3) , C˜(β=1)4 =
pi4
4
− 24ζ(3) , C˜(β=4)4 = −24ζ(3)−
pi4
4
(37)
Let us also give more detailed asymptotics at large and small β
C˜
(β)
4 = −
1
30
pi4β2 − 8ζ(3)
β
+
4pi4
15β2
− 32ζ(5)
β3
+O(β−4) (38)
= −2βζ(3)− pi
4β2
60
− β
3ζ(5)
2
+O
(
β5
)
(39)
The fourth cumulant is plotted as a function of β in the Figure 3, together with the large and small β asymptotics
which, as we see, are quite accurate.
Second cumulant C˜(β)2 . The second cumulant reads, for β = 2s/r
C˜
(β)
2 = −
2
rs
r−1∑
ν=0
s∑
q=1
φ2(
ν
r
+
q
s
)− 2 log r (40)
To study the limit where both r, s → +∞ with a fixed (more precisely, converging) ratio β = 2s/r, it is useful to
decompose φ2(x) = − 1x2 + φ˜2(x), where φ˜2(x) is regular at x = 0, and to introduce
∑r−1
ν=0
1
1+ν = Hr ' log r + γE +
O(1/r). Then one has in that limit
− 2
rs
r−1∑
ν=0
s∑
q=1
φ˜2(
ν
r
+
q
s
)→ −2
∫ 1
0
dx
∫ 1
0
dy φ˜2(x+ y) = −2(
∫ 1
0
dssφ˜2(s) +
∫ 2
1
ds(2− s)φ˜2(s)) = 2 log 2 (41)
Hence need to evaluate the limit
C˜
(β)
2 ' 2 log 2 + 2γE + 2
r−1∑
ν=0
[
s∑
q=1
β/2
(ν β2 + q)
2
− 1
1 + ν
] (42)
= 2 log 2 + 2γE + 2
r−1∑
ν=0
[
β
2
ψ(1)(1 +
βν
2
)− β
2
ψ(1)(1 + s+
βν
2
)− 1
1 + ν
] (43)
where we have used that
∑s
q=1
1
(q+a)2 = ψ
(1)(1 + a)− ψ(1)(1 + s+ a). Now one can check that
lim
r→+∞
r−1∑
ν=0
β
2
ψ(1)(1 +
β
2
r +
βν
2
) ' lim
r→+∞
2r−1∑
p=r
1
2
β + p
= log 2 (44)
where the second line is obtained writing p = r + ν and using ψ(1)(x) ∼ 1/x at large x, but the full equivalence has
also been confirmed numerically. Hence we can take the large r, s limit in (42), the factors log 2 cancel, and we finally
obtain the second cumulant for any β as the following convergent "dual" series
C˜
(β)
2 = 2γE + 2
+∞∑
ν=0
[
+∞∑
q=1
β/2
(ν β2 + q)
2
− 1
1 + ν
] = 2γE + 2
+∞∑
ν=0
[
β
2
ψ(1)(1 +
βν
2
)− 1
1 + ν
] (45)
= 2γE + 2 log(β/2) + 2
∞∑
q=1
(
2
β
ψ(1)(
2q
β
)− 1
q
) (46)
Note the non trivial term 2 log(β/2) in the last expression, arising from the replacement −2 log r = −2 log s+2 log(β/2)
in (40). For β = 2 one recovers C˜(β=2)2 = 2 + 2γE . We also find either from (45), or from the original formula (40)
C˜
(β=1)
2 = 2 + 2γE −
pi2
4
, C˜
(β=4)
2 = 2 + 2γE +
pi2
4
+ log(4) (47)
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One obtains the series at large and small β
C˜
(β)
2 =
pi2β
6
+ 2γE − pi
2
3β
+
4ζ(3)
3β2
− 16ζ(5)
15β4
+O(β−5) (48)
= 2 log(β/2) + 2γE +
pi2β
12
+
β2ζ(3)
12
− β
4ζ(5)
240
+O
(
β5
)
(49)
Note that the leading term agrees with (40) although that result assumed p ≥ 2.
The second cumulant is plotted as a function of β in the Figure 3 together with the large and small β asymptotics
which, as we see, are again quite accurate.
1 2 3 4 5 β
-80
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β
Figure 3: Left: fourth cumulant amplitude C˜(β)4 plotted (in blue) as a function of β from (36). Dotted and dashed lines are
small and large β asymptotics, (38) respectively. Right: same for second cumulant amplitude C˜(β)2 (in blue) from (45) and (48).
CUMULANT AMPLITUDES Ck(`)
Let us recall the result given in the text for the amplitudes Ck(`) for ` = 2pi and ` 1. For any k ≥ 2
Ck(2pi) = (−1)k d
k
dtk
|t=0 log
[
Γ(1 + t)2G(2− 2t)
G(2− t)3G(2 + t)
]
(50)
Ck(`) ' 2 log ` δk,2 + (−1)k d
k
dtk
|t=0
[
2Γ(1 + t)2G(2− 2t)
G(2 + t)2G(2− t)G(4− t)
]
(51)
We now use Eq. (29), and we also use that ψ(k)(1) = (−1)k+1k!ζ(k + 1) and ψ(k)(2) = ψ(k)(1) + (−1)kk! and
ψ(k)(4) = ψ(k)(1) + (−1)kk!(1 + 2−k−1 + 3−k−1). We obtain for the full circle
C2(2pi) =
pi2
3
, C3(2pi) = 2pi
2 − 8ζ(3) , C4(2pi) = 14
15
pi4 − 72ζ(3) (52)
Ck(2pi) =
((
1− (−2)k + 3(−1)k) ζ(k − 1) + (1 + (−2)k − 3(−1)k) ζ(k))Γ(k) , k ≥ 3
and for the mesoscopic interval ` 1
C2(`) = 2 log `+
9
4
, C3(`) = −17
4
+
8pi2
3
− 8ζ(3) , C4(`) = 99
8
+
4
5
pi4 − 72ζ(3) (53)
Ck(`) = 6
−k ((−(−12)k + (−3)k2k+1 + 2k+13k) ζ(k − 1) + (−6)k (2k − 4) ζ(k) + (−3)k (2k+1 + 1))Γ(k) , k ≥ 3
DISTRIBUTION OF THE MAXIMUM OVER A MESOSCOPIC INTERVAL 1
N
 ` 2pi
Here we sketch the derivation of our second main result, (26).
To this end we set φa = θA + `xa, with xa ∈ [0, 1], and recall ` = θB − θA. Eq (20) gives
E[Znb ] '
(
N`
2pi
)n
(N`)b
2(n+n2)|Aβ(b)|2n|Aβ(bn)|2
n∏
a=1
∫ 1
0
dxa
∏
1≤a<c≤n
|xa − xc|−2b2
∏
1≤a≤n
x2nb
2
a (54)
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One recognizes now the Selberg integral [68] in the form which arises in the study of the fBm0 on an interval [19, 20].
Using the known expression for its analytical continuation (see Eq. (239) in [20]) and following the same steps as for
the full circle presented in the text, we obtain the DSLT in the high temperature phase b < 1 with t = −nb as [69]
E
(
e−2pi
√
β
2 (F−F˜1)t
)
' (N`)−tQ+t2 |Aβ(−t)|2Γ(1 + tb) Gb(Q)
2Gb(Q− 2t)Gb(2Q)
Gb(Q+ t)2Gb(Q− t)Gb(2Q− t) (55)
The duality invariance can be similarly checked and from the FDC we find that the DSLT in the low temperature
phase b > 1 is given again by (24) with our second main result, i.e. Eq. (26) of the main text.
VERIFICATION OF RELATION EQ.(12)
Our starting point is the characteristic polynomial defined in the text, which we rewrite
ξN (θ) =
∏
j
(
1− ei(θj−θ)
)
=
∏
j
ei(θj−θ−pi)/2 2 sin
θj − θ
2
= e−i
N(pi+θ)
2 +
i
2
∑N
j=1 θj
N∏
j=1
sgn
[
sin
θj − θ
2
] N∏
j=1
2
∣∣∣∣sin θj − θ2
∣∣∣∣ (56)
Further using
N∏
j=1
sgn
[
sin
θj − θ
2
]
=
N∏
j=1
sgn(θj − θ) = (−1)#(θj<θ) = eipi#(θj<θ)
where #(θj < θ) :=
∑N
j=1 χ(θ − θj) is the number of θj not exceeding the value θ, we see that
Im log ξN (θ) = −N
2
(pi + θ) +
1
2
∑
j=1
θj + pi#(θj < θ) (57)
implying via the definition (2)
1
pi
Im log ξN (θ)− 1
pi
Im log ξN (θA) = −N
2pi
(θ − θA) + #(θj < θ)−#(θj < θA) := δNθA(θ) (58)
exactly as claimed in (12).
DEFICIENCY OF THE LOG-CORRELATED GAUSSIAN APPROXIMATION FOR CHARACTERISING
THE MAXIMUM OF δNθA(θ).
Let us demonstrate that naively replacing the difference δNθA(θ) with its Gaussian approximation
1
pi [Wβ(θ)−Wβ(θA)] is not sufficient for the purpose of characterizing the maximum of the process. For this end,
we make the corresponding replacement in the expression (first line of 16) for the integer moments of Zb, yielding
E[Znb ] =
(
N
2pi
)n ∫ θB
θA
E
[
e2b
√
β/2(
∑n
a=1Wβ(φa)−nWβ(θA))
] n∏
a=1
dφa (59)
where now the expectation is over the mean-zero Gaussian process Wβ(θ) with the covariance given by (13) and
the variance E(W (θ)2) = β−1 logN . Due to Gaussian nature of the process the expectation is readily taken via the
identity
E
[
e2b
√
β/2(
∑n
a=1Wβ(φa)−nWβ(θA))
]
= eβb
2[n(n+1)E(W (θA)2)+2
∑n
a<c E(W (φa)W (φc))−2n
∑n
a=1 E(W (φa)W (θA))]
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Substituting here the value (13) for the covariance and the associated variance and recalling that 4 sin2
(
θ1−θ2
2
)
=
|eiθ1 − eiθ2 |2 we immediately arrive at the expression for the moments:
E[Znb ] '
(
N
2pi
)n
N b
2n(n+1)
∫ θB
θA
∏
1≤a<c≤n
|1− ei(φa−φc)|−2b2 (60)
×
∏
1≤a≤n
|1− ei(φa−θA)|2nb2
n∏
a=1
dφa
which misses exactly the factor |Aβ(b)|2n|Aβ(bn)|2 when compared to the formula (20). As those factors contribute
to the cumulants for the maximum of the process, the Gaussian approximation is clearly insufficient for this purpose.
DSLT IN THE COMPLEX PLANE
The formulas (23), (25), (26), of the main text for the DSLT were obtained for real values of the parameter t.
We expect them to extend to a domain around t = 0 in the complex plane. For real t this domain cannot contain
t = Q/2 for b > 1 and t = 1 for b ≤ 1, which is the location of a termination point transition for the pinned fBm0 (it
corresponds to events when the minimum is at θm ≈ θA), analyzed in [19, 40]. The domain should also be contained
within Im(t) < 1/2 (for β = 2) because of the integer nature of the field N (θ). Extending the formula beyond remains
open. However, results from [2, 65] for β = 2, suggest that, treating nb = −t and b as independent variables, the
integrand in (20) can be extended formally to a sum over bn→ bn+ iZ, b→ b+ iZ. Investigating these properties is
left for future studies.
MOMENTS OF THE POSITION OF THE MAXIMUM
As to the position of the maximum θm ∈ [θA, θB ], we recall that its statistics for the fBm0 on an interval has been
investigated in [20] by calculating those of the Jacobi ensemble of random matrices and performing the continuation
to n = 0. Defining ym = (θm − θA)/`, the moments E(ykm) are thus the ones given in [20] (in Eqs. (129-130) for
k = 2, 4 and Eqs. (101),(98-100), and Appendix C for general k). Extending that calculation to treat the case of
the mesoscopic interval, one checks that the additional factors in (54) do not contribute, and arrives at the results
mentioned in the Letter.
JOINT MOMENTS OF THE POSITION AND THE VALUE OF THE MAXIMUM
Preliminary remark. Consider two random variables X1 and X2. By definition the connected moments (also called
bivariate cumulants) are given by
Ec(Xq11 X
q2
2 ) = ∂
q1
t1 |t1=0∂q2t2 |t2=0 logE(et1X1+t2X2) (61)
Let us define the following biased average
〈f(X2)〉t1 =
E(f(X2)et1X1)
E(et1X1)
(62)
Expanding the r.h.s of (61) in powers of t2 we see that
Ec(X2Xq1 ) = ∂
q
t1 |t1=0〈X2〉t1 , Ec(X22Xq1 ) = ∂qt1 |t1=0(〈X22 〉t1 − 〈X2〉2t1) (63)
and so on, which is also equivalent (upon multiplying by 1/q! and summing over q) to the following formula for the
generating functions of the bivariate cumulants of lowest order in X2
Ec(X2et1X1) = 〈X2〉t1 =
E(X2et1X1)
E(et1X1)
, Ec(X22et1X1) = 〈X22 〉t1 − 〈X2〉2t1 (64)
which will be useful below.
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Mesoscopic interval
Let us discuss first the mesoscopic interval. Let us denote, as in the text, y = θ−θA` ∈ [0, 1], and 〈yk〉 the k-th
moment of the random variable y with respect to the Gibbs measure associated to Zb defined in (14), for a fixed
random configuration of the eigenvalues θi. One can evaluate the following ratio of averages w.r.t. the measure CUEβ
for the eigenvalues
E[〈yk〉Znb ]
E[Znb ]
= 〈yk〉β,a,b,n|(β,a,b)→(b,2nb2,0) = Mk(t = −bn, b) (65)
The numerator in the l.h.s. of (65) equals Eq. (54) of the text with xa → ya and yk1 inserted in the integrand. The
corresponding ratio is thus the k-th moment of the Jacobi ensemble denoted 〈yk〉β,a,b,n in [20] with the identification
of parameters corresponding to fBm0 (see Eqs. (56,57) there). Note that the extra factors containing Aβ(z) in (54),
not present in the fBm0, drop out in the ratio. The expression for the 〈yk〉β,a,b,n were obtained in [20] and we denote
Mk(t = −bn, b) these expressions, which are rational fractions of the variables t = −bn and b. We thus obtain
E(〈yk〉e−2pi
√
β
2 tF ) = Mk(t, b)E(e−2pi
√
β
2 tF ) (66)
which is valid in the high temperature phase b < 1. The simplest examples are the first two moments k = 1, 2. From
(107) and (190) in [20] we obtain
M1(t, b) =
1
2
− tb
2(1 + b2)
, M2(t, b) =
(
b2 − bt+ 1) (b (b (4b2 − bt+ t2 + 9)− t)+ 4)
2 (6b6 + 19b4 + 19b2 + 6)
(67)
These expressions are duality invariant, i.e. does not change under b→ 1/b. All momentsMk(t, b) share this property
[20] (their explicit expressions are given in (91-92) there). Hence the freezing duality conjecture (FDC) allows to
continue (66) for b > 1. As in the text, the r.h.s. is duality invariant if multiplied by Γ(1 + tb ), hence the value of the
l.h.s, as a function of b, freezes at b = 1. Taking b→ +∞ we obtain
E(ykme−2pi
√
β
2 tδNm) = Mk(t, 1)E(e−2pi
√
β
2 tδNm) (68)
where ym is the position of the maximum. Setting t = 0 yields the results for the moments E(ykm) quoted in the text.
Let us denote the centered variables
y˜m = ym − E(ym) , δN˜m = δNm − E(δNm) (69)
Consider (68) for k = 1. Using that E(ym) = 12 , this can be written as
E(y˜me−2pi
√
β
2 tδN˜m) = − t
4
E(e−2pi
√
β
2 tδN˜m) ⇔ 〈y˜m〉t = − t
4
(70)
where it is useful to define the following averages
〈f(y˜m)〉t := E(f(y˜m)e
−2pi
√
β
2 tδN˜m)
E(e−2pi
√
β
2 tδN˜m)
(71)
which represent averages under a biased probability e−2pi
√
β
2 tδN˜m ×P(δN˜m), where P is the PDF of δN˜m. Here t < 0
corresponds to biasing the values of the maximum towards the positive values and leads to positive values on average
for y˜m. Expansion in powers of t in (70) yields the relations, valid for any p ≥ 0
E
(
y˜m(δN˜m)p
)
=
p
4
1
2pi
√
β/2
E
(
(δN˜m)p−1
)
= pE
(
y˜mδN˜m
)× E((δN˜m)p−1) (72)
In particular
E
(
y˜m(δN˜m)p
)
=
1
(2pi
√
β/2)p
×

1
4 , p = 1
0 , p = 2
3
4 (2 logN`+
9
4 ) , p = 3
(− 174 + 8pi
2
3 − 8ζ(3)) , p = 4
(73)
The result for p = 1 shows that positions of maximum ym > 1/2 correlate with values of the maximum larger than
the average, consistent with the pinning at y = 0, i.e. δN (θ = θA) = 0, while the boundary condition at y = 1 is free.
Since δNm−E(δNm) is typically ∼
√
logN` the correlation with the Gaussian part of the fluctuations of the value of
the maximum is absent in the correlation for p = 1 (which is O(1)). Now, it is easy to see that (72) and (70) imply
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that all higher bi-variate cumulants vanish, i.e. the information contained in (70) can be summarized as
E
(
y˜mδN˜m
)
=
1
4
1
2pi
√
β/2
(74)
Ec
(
y˜m(δN˜m)p
)
= 0 , p ≥ 2 (75)
consistent with (73) which is the sum of all disconnected averages.
For k = 2 we obtain
E(y2me−2pi
√
β
2 tδN˜m) =
1
100
(2− t) (17− 2t+ t2) E(e−2pi√ β2 tδN˜m) ⇔ 〈y2m〉t = 1100(2− t) (17− 2t+ t2) (76)
For t = 0 we obtain the result given in the text E(y2m) = 1750 . Expansion of the first equation in powers of t allows to
obtain all joint moments of the form E(y2m(δN˜m)p) using our results for the cumulants of the value of the maximum
(given in the text). Alternatively we may write the bi-variate cumulants (see preliminary remark above)
Ec(y2me−2pi
√
β
2 tδN˜m) = 〈y2m〉t − 〈ym〉2t =
1
400
(4− t2)(9 + 4t) (77)
Expanding in powers of t on both sides we see that for k = 2, only the first three connected moments are non zero.
Full circle
Consider now the average of cos kφ with respect to the Gibbs measure associated to Zb, defined in (14), on the full
circle, i.e. with θA = −pi and θB = pi. Again one can evaluate the ratio of averages w.r.t. the measure CUEβ for the
eigenvalues
E[〈cos kφ〉Znb ]
E[Znb ]
= 〈cos(kφ)〉β,µ,n = (−1)k〈yk〉β,a,b,n|(β,a,b)→(b,−1−b2,2nb2) = M˜k(t = −bn, b) (78)
The numerator in the l.h.s. of (78) equals Eq. (20) of the text with cos kφ1 inserted in the integrand. The second
equality is the conjecture obtained in Eqs. (157-158) in [20] (where 〈cos(kφ)〉β,µ,n denotes the l.h.s. in (158) there,
with κ = −β2 → −b2 and µ → nb2) which relates the moments in the circular ensemble to those on the interval, i.e
the moments 〈yk〉β,a,b,n already used in the previous section. The different specialisations of the parameters leads to
other rational functions M˜k(t = −bn, b). From (107) and (91-92) in [20] we obtain
M˜1(t, b) = − tb
1 + b2
, M˜2(t, b) =
bt
(
b4 + 2b3t− b2t2 + 3b2 + 2bt+ 1)
(b2 + 1) (b2 + 2) (2b2 + 1)
(79)
These expressions are again duality invariant. From the FDC we obtain
E(cos(kθm)e−2pi
√
β
2 tδNm) = M˜k(t, 1)E(e−2pi
√
β
2 tδNm) (80)
where θm is the position of the maximum of δN (θ) on the full circle. We can check that for t = 0 all E(cos(kθm)) = 0,
θm has a uniform distribution on the circle. For k = 1 we obtain
E(cos(θm)δN˜m) = 1
2
1
2pi
√
β/2
(81)
which shows that higher values of the maximum correlate with cos(θm) > 0, i.e. θm being closer to 0 than to ±pi, the
point at which its value is pinned to zero. Again we see that all connected correlations Ec(cos(θm)(δN˜m)p) vanish.
For k = 2 we obtain
E(cos(2θm)e−2pi
√
β
2 tδN˜m) =
1
18
(5− t)t(t+ 1)E(e−2pi
√
β
2 tδN˜m) (82)
which, upon expanding in t yields all joint moments of the form E(cos(2θm)(δN˜m)p).
