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ABSTRACT
The aggregation of online reviews is fast becoming the chosen
method of quality control for users in various domains, from re-
tail to entertainment. Consequently, fair, thorough and explain-
able aggregation of reviews is increasingly sought-after. We con-
sider the movie review domain, and in particular Rotten Tomatoes’
ubiquitous (and arguably over-simplified) aggregation method, the
Tomatometer Score (TS). For a movie, this amounts to the percent-
age of critics giving the movie a positive review. We define a novel
form of argumentative dialogical agent (ADA) for explaining the
reasoning within the reviews. ADA integrates: 1.) NLP with re-
views to extract a Quantitative Bipolar Argumentation Framework
(QBAF) for any chosen movie to provide the underlying structure
of explanations, and 2.) gradual semantics for QBAFs for deriving
a dialectical strength measure for movies, as an alternative to the
TS, satisfying desirable properties for obtaining explanations. We
evaluate ADA using some prominent NLP methods and gradual se-
mantics for QBAFs.We show that they provide a dialectical strength
which is comparable with the TS, while at the same time being able
to provide dialogical explanations of why a movie obtained its
strength via interactions between the user and ADA.
KEYWORDS
Dialogical Interactions; Explainability; Argument Mining; Quanti-
tative Argumentation
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1 INTRODUCTION
In an age in which e-commerce and audio/video streaming are
dominant markets for consumers, products’ online reviews are
fast becoming the preferred method of quality control for users.
The aggregation of these reviews allows users to check the qual-
ity of a product while avoiding reviews which may be incoherent,
irrelevant or even malicious. Users are increasingly turning to ag-
gregation sites that give an overview of reviews, e.g. Metacritic’s1
1https://www.metacritic.com
Proc. of the 18th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2019), N. Agmon, M. E. Taylor, E. Elkind, M. Veloso (eds.), May 13–17, 2019,
Montreal, Canada. © 2019 International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.
aggregation of trusted critic reviews for music albums. The method
of aggregation and the way in which it is presented to a user (i.e. an
explanation of the aggregation) must be thorough, trustworthy and
intuitive in order to both satisfy existing users and attract new ones.
Within the movie domain, Rotten Tomatoes2 (RT) is a popular review
site that aggregates critics’ reviews (simplified to a binary classifi-
cation of either Fresh or Rotten) to obtain an overall percentage of
critics who like the movie and critics who do not, the Tomatometer
Score (TS). The TS is further simplified to a binary classification
for the movie of Fresh or Rotten once again, based on whether it
is greater or equal to 60% or not, respectively. A short consensus
is also written by a moderator to give a linguistic summary of the
reviews. This simplification into TS, fresh/rotten classification and
consensus gives users a quick way to determine whether a movie
is worth watching or not. The simple and recognisable TS has been
subsequently incorporated into streaming sites (e.g. iTunes), search
engines (e.g. Google) and ticket sales apps (e.g. Fandango).
This phenomenon is not without its problems. Within the
movie industry numerous contributors have bemoaned RT’s appar-
ently detrimental effect on the industry3, with one of the more plau-
sible claims being that the ubiquitous TS oversimplifies a movie’s
aggregated review and “hacks off critical nuance”4. Another issue
is that the TS score represents the percentage of top critics who
felt anywhere from mildly to wildly positively about a given movie.
This means that a critic’s mixed review that is slightly positive over-
all will have the same weight as a rave review from another critic,
leading to the case where a movie with a maximum TS could be
composed of only generally positive reviews. Also, the TS does not
take into account user preferences and so factors which decrease
the TS may not have any relevance in a user’s personal selection cri-
teria, meaning movies may be overlooked when they may actually
be perfectly suited to a user’s tastes. Taking into account user pref-
erences would raise a plethora of privacy concerns unless a method
to explain the aggregation sufficiently for all users is undertaken, so
that they can decide for themselves. That being said, the percentage
of critics who believe a film is fresh rather than rotten is a useful
and intuitive indicator for users of all backgrounds. Therefore, if
the TS or a similar measure were supplemented with dialogical ex-
planations empowering users to interact with the system for more
information about a movie’s aggregated review, this may alleviate
the issues stated above while maintaining the advantages of the TS.
We propose a novel model for an argumentative dialogical
agent (ADA), overviewed in Figure 1, that can extract explanations
2https://www.rottentomatoes.com
3https://www.theatlantic.com/amp/article/543090/
4https://nyti.ms/2xcXS0Y
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Figure 1: An overview of ADA for extracting aggregated scores with dialogical explanations from (snippets from) reviews,
compared with the original RT method of computing a TS score as an aggregation method.
from review snippets and can engage human users within dialogical
exchanges about the TS for movies, using these explanations. ADA
relies upon a feature-based conceptualisation of reviews (for movies,
taken as example products in this paper) and mines review aggrega-
tions (RAs) from snippets drawn from reviews by critics to obtain
votes (on bothmovies and their features) that are in turn used to gen-
erate Quantitative Bipolar Argumentation Frameworks (QBAFs).
These are argumentation frameworks where arguments can attack
or support arguments, and where arguments are equipped with
a base score, as in [4], and a strength obtained using a gradual se-
mantics. We select QBAFs as a principle formalism for our method
firstly for their suitability in this application. For a given movie or
one of its features: the base score gives a measure of the reviews’
general sentiment towards it, while the strength measure takes
into account the strengths of related features, paving the way to
dialogical explanations based on these dialectical relations. QBAFs
also generalise a number of other argumentation frameworks (see
[4]) and so could be restricted as such in this application if required.
We mine RAs from snippets using Natural Language Processing
(NLP) methods, namely Argument Mining and Sentiment Analysis.
ADA uses NLP to determine whether snippets provide positive or
negative votes for (features of) movies, by looking for arguments
supporting or attacking, respectively, the (features of) movies. ADA
then uses the obtained QBAFs to extract dialogical explanations for
the strengths of the movies (which correlate with their TS) obtained
via gradual semantics of these frameworks that exhibit properties
conducive to the computed strength to mimic the TS.
2 RELATEDWORK
ArgumentMining (AM) is a recent but well studied field (see [21] for
a recent overview). It can be seen as an advancement of Sentiment
Analysis (SA) and Opinion Mining (as indicated in [18, 21]). Whilst
the goal of SA and Opinion Mining is to identify what users think,
the goal of AM is to understand the reasons why users think the
way they do, not limiting to opinions and their sentiment polarity.
In our setting, one can see opinions as arguments as to why users
should or should not choose a product (e.g. watch a movie).
Amongst several approaches to AM, the one we use is closest
to that in [8], where attack and support relations are mined from
tweets, i.e. texts which are similar in size to the review snippets we
consider in this paper. In our experimental evaluation, we use two
different techniques for supporting AM: one concerning feature-
based SA and the other based on deep learning [11].
Several works with applications in the movie setting make
use of (feature-based) SA and machine learning techniques. Related
works include those proposing aggregation methods for recom-
mending movies [36] and document-level SA in the movie setting
[6, 10, 23, 34, 35]. Other works focus on extracting important fea-
tures from reviews using machine learning techniques [20, 25, 37].
Our dialogical explanations can be seen as an argumentation-
based summary of reviews. [15] propose a general summarisation
framework based on abstract argumentation used to select sen-
tences from text. This summarisation extracts the most relevant
information (arguments) from reviews. We use the mined argu-
ments and relations to generate votes that are used to obtain argu-
mentation frameworks. Argumentation has also been used exten-
sively to generate explanations in AI: e.g. [16] formalise dialecti-
cal explanations for argument-based reasoning, while in [30], an
argumentation-driven recommender system provides explanations
for recommendations extracted from argumentation frameworks.
Our argumentative agents extract the argumentation frameworks
from votes in turn obtained by NLP, in an innovative fashion.
Dialogical argumentation has been studied in various set-
tings, e.g. dialogue games for argumentation [28], persuasion dia-
logue [29] and strategic argumentation [19]. We use it for support-
ing the exchange of explanations with users. Argumentation has
been used to support dialogical agents in games [3], negotiation
[22] and decision making with goals [14]. Separately from argu-
mentation, dialogue is an important medium for agents with other
purposes e.g. for task completion [33] or information access [12].
3 BACKGROUND
As in [4], a QBAF is a quadruple ∐︀𝒜,ℒ−,ℒ+,τ ̃︀ consisting of a set𝒜
of arguments, a binary (attack) relation ℒ− on𝒜, a binary (support)
relation ℒ+ on𝒜 and a total function τ ∶𝒜→ I; for any α ∈ 𝒜, τ(α)
is the base score of α . Throughout this paper, we will use I = (︀0, 1⌋︀.
For any α ∈ 𝒜, the strength of α is given by σ(α), where σ ∶ 𝒜→ I
is a total function (also referred to as a gradual semantics). For any
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set of arguments S ⊆ 𝒜 we denote σ(S) a sequence (in any order)
of all elements of the set {σ(α)⋃︀α ∈ S} (thus σ(S) ∈ I∗).
In our experimental evaluation, we consider three gradual
semantics for a QBAF: QuAD [5], DF-QUAD [32] and the Restricted
Euler-based semantics (REB) [1]. We briefly recap them, using the
following notation: for a given QBAF ∐︀𝒜,ℒ−,ℒ+,τ ̃︀ and α ∈ 𝒜:ℒ−(α) = {β ∈ 𝒜⋃︀(β,α) ∈ ℒ−} is the set of attackers of α ; ℒ+(α) ={β ∈ 𝒜⋃︀(β,α) ∈ ℒ+} is the set of supporters of α .
In QuAD, for α ∈ 𝒜, σ(α) = д(τ(α),ℱa(τ(α), σ(ℒ−(α))),ℱs(τ(α),σ(ℒ+(α))))where if (α1, . . . ,αn) is an arbitrary permu-
tation of the (n ≥ 0) attackers in ℒ−(α), σ(ℒ−(α)) = (σ(α1), . . . ,
σ(αn)) (similarly for supporters). The operator д ∶ I×I∪{nil}×I∪{nil}→ I is defined, for v0,va ,vs ∈ I, as: if vs = nil and va ≠ nil ,
д(v0,va ,vs) = va ; if va = nil and vs ≠ nil , д(v0,va ,vs) = vs ; if
va =vs =nil , д(v0,va ,vs) = v0; otherwise д(v0,va ,vs) = va+vs2 .
Letting × stand for either a or s , the operator ℱ× is defined asℱ×∶I∗→I, where for S=(v1, . . . ,vm)∈I∗,(w1, . . . ,wn) is an arbitrary
permutation of the non-zero elements in S5: if n=0:ℱ×(v0,S)=
nil ; if n = 1:ℱ×(v0,S) = f×(v0,w); if n > 1:ℱ×(v0,(w1, . . . ,wn)) =
f×(ℱ×(v0,(w1, . . . ,wn−1)),wn); with the base expressions f×∶ I×I→ I
defined, forv0,v∈I, as: fa(v0,v)=v0⋅(1−v) and fs(v0,v)=v0+v−v0⋅v .
In DF-QuAD, for any α ∈ 𝒜 with τ(α) = v0 and n attack-
ers with strengths v1, . . . ,vn and m supporters with strengths
v′1, . . . ,v′m , σ(α) = 𝒞(v0,ℱ(v1, ...,vn),ℱ(v′1, ...,v′m)). The com-
bination function 𝒞, for an argument with base score v0, attackers
with strengths v1, ...,vn (for n≥0, n=0 amounts to the argument
having no attackers) and supporters with strengths v′1, ...,v′m (for
m ≥ 0, m = 0 amounts to the argument having no supporters) is
defined as follows, for va =ℱ(v1, ...,vn) and vs =ℱ(v′1, ...,v′m): if
va =vs then 𝒞(v0,va ,vs)=v0; else if va >vs then 𝒞(v0,va ,vs)=
v0 − (v0 ⋅ ⋃︀vs −va ⋃︀); otherwise 𝒞(v0,va ,vs)=v0 + ((1 −v0) ⋅ ⋃︀vs −
va ⋃︀). Given n arguments with strengths v1, ...,vn , if n = 0 thenℱ(v1, ...,vn)=0, otherwise ℱ(v1, ...,vn)=1−∏ni=1(⋃︀1−vi ⋃︀).
The REB semantics is such that for α ∈ 𝒜, σ(α) = 1 −
1−τ (α)2
1+τ (α)⋅eE where E = ∑β∈ℒ+(α) σ(β) −∑γ ∈ℒ−(α) σ(γ).
In general, the choice of a semantics for an application is
based on the desirable behaviour it should exhibit, which can be
defined in the form of properties the semantics should satisfy, such
as the properties of (strict) balance ((S)B) and (strict) monotonicity
((S)M) [4]. The former two state that an imbalance between the
strengths of an argument’s attackers and supporters must corre-
spond to a difference in its strength and its base score, whereas
the latter two require that the strength of an argument depends
monotonically on its base score and the strengths of its attackers
and supporters and their strengthening/weakening will do likewise
to the argument. The three semantics we consider hold different
combinations of the four mentioned properties, as shown in Table 1
[4]. Note that the SB property is not satisfied by any of the gradual
semantics considered here. This is not a concern for the setting
considered in this paper as SB states that any difference in the base
score and strength of an argument must correspond to a specific
form of dominance between the sets of attackers and supporters,
a requirement which is not desirable here, e.g. given an argument
with two attackers with strengths 0.1 and 0.2 and a single supporter
5This formulation is a modification of the original formulation of ℱ× , in which(w1, . . . , wn) was not used.
with strength 0.9, we may require that it has a strength higher than
its base score, which violates SB (see [4] for details).
Semantics PropertiesB SB M SM
QuAD ⋅ ⋅ ✓ ⋅
DF-QuAD ✓ ⋅ ✓ ⋅
REB ✓ ⋅ ✓ ✓
Table 1: QBAF semantics and properties of (strict) balance
((S)B) and (strict) monotonicity ((S)M) from the literature.
4 ARGUMENTATIVE DIALOGICAL AGENT
ADA is designed around a feature-based characterisation of movies6:
Definition 4.1. Letℳ be a given set of movies, andm ∈ℳ
be any movie. A feature-based characterisation ofm is a finite set ℱ
of features with sub-features ℱ ′ ⊂ ℱ such that each f ′ ∈ ℱ ′ has a
unique parent p(f ′) ∈ ℱ ; for any f ∈ ℱ/ℱ ′, we define p(f ) =m.
A sub-feature is more specific than its parent feature, e.g. for
the moviem =Wonder Wheel, a feature may be acting, the parent of
the sub-feature Kate Winslet. Below we will often refer to elements
of ℱ/ℱ ′ as features, and to elements of ℱ ′ as sub-features. Also,
we will refer to a sub-feature with parent f as a sub-feature of f .
This feature-based characterisation may be obtained from
metadata or the top critics’ snippets that appear on RT movie pages
(e.g. see Wonder Wheel’s reviews7). In doing so, for Wonder Wheel,
we may obtain features {fA,fD ,fW ,fT}, where fA is acting, fD is
directing, fW is writing and fT is themes.8 The sub-features in ℱ ′
may be of different types, namely single (e.g. for features fD or
fW , if we only consider movies with a single director or writer) or
multiple (e.g. for fA, as movies will generally have more than one
actor (Wonder Wheel has Jim Belushi, Justin Timberlake and Kate
Winslet as sub-features of fA), and fT , sincemovies will generally be
associated with several themes). Single sub-features can be equated
with the feature (e.g. for Wonder Wheel, Woody Allen is the sole
director and so this sub-feature can be represented by fD itself).
Furthermore, sub-features may be predetermined, namely obtained
from meta-data (as for the sub-features with parents fA, fD , fW in
the running example), or mined from (snippets of) reviews (e.g. for
Wonder Wheel the sub-feature amusement park of fT may be mined
rather than predetermined). To determine the mined sub-features
of a movie we can use semantic information, e.g. in our experiments
in Section 5.1 we use the semantic network ConceptNet9 to identify
related terms for fT . For example, forWonderWheel, we identify the
sub-feature amusement park (f ′T 1) as several reviews mention the
related terms Coney Island and fairground, as in ‘like the fairground
ride for which it’s named, Wonder Wheel is entertaining’.
Using this feature-based characterisation of a movie and
snippets from the movie reviews by critics, as in RT, ADA uses
6Movies are our chosen products here, but ADA can be defined for any products.
7https://www.rottentomatoes.com/m/wonder_wheel/reviews/?type=top_critics
8In the experiments in Section 5.1 we limited the analysis to exactly these four features
only as these are the ones that occur most frequently in the movie domain.
9http://conceptnet.io/
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NLP to generate votes on arguments, amounting to the movie in
question and its (sub-)features. The result is a review aggregation for
the movie, defined in Section 4.1, which the agent then transforms
into a QBAF, as defined in Section 4.2, and from which the agent
generates dialogical explanations, as defined in Section 6.
4.1 Extracting Review Aggregations
Letm ∈ℳ be any movie and ℱ be a feature-based characterisation
ofm as given in Definition 4.1. Let 𝒜 denote {m} ∪ℱ , referred to
as the set of arguments. We then define the following:
Definition 4.2. A review aggregation form is a tripleℛ(m) =∐︀ℱ ,𝒞,𝒱̃︀ where:● 𝒞 is a finite, non-empty set of critics;● 𝒱 ∶ 𝒞 ×𝒜 → {−,+} is a partial function, with 𝒱(c,α)
representing the vote of critic c ∈ 𝒞 on argument α ∈ 𝒜.
Straightforwardly, a positive/negative vote from a critic on
a (sub-)feature of the movie signifies positive/negative stance on
that (sub-)feature and a positive/negative vote onm signifies posi-
tive/negative stance on the overall movie.
A review aggregation can be augmented by exploiting the
parent relation. Indeed, a vote for/against an argument can be seen
as a vote for/against the argument’s parent.
Definition 4.3. Given a review aggregationℛ0(m)=∐︀ℱ,𝒞,𝒱0̃︀,
an augmented review aggregationℛ(m) = ∐︀ℱ ,𝒞,𝒱̃︀ is such that for
any c ∈ 𝒞 and any α ∈ 𝒜:● if 𝒱0(c,α) is defined, then 𝒱(c,α) = 𝒱0(c,α); else● if ⋃︀{β ∈ 𝒜⋃︀p(β) = α ∧ 𝒱0(c, β) = +}⋃︀ > ⋃︀{γ ∈ 𝒜⋃︀p(γ) =
α ∧ 𝒱0(c,γ) = −}⋃︀ then 𝒱(c,α) = +; else● if ⋃︀{β ∈ 𝒜⋃︀p(β) = α ∧ 𝒱0(c, β) = +}⋃︀ < ⋃︀{γ ∈ 𝒜⋃︀p(γ) =
α ∧ 𝒱0(c,γ) = −}⋃︀ then 𝒱(c,α) = −; else● 𝒱(c,α) is undefined.
For example, let c’s vote on fA be undefined, c’s vote on sub-
feature f ′A1 of fA be + and there be no − votes from c on any other
sub-features of fA. We then assume that c’s overall stance on fA is
positive and therefore set c’s vote on fA to +. This notion of aug-
menting the review aggregation combats the brevity of the snippets
causing the review aggregation being too sparsely populated.
ADA uses NLP to extract review aggregations, from which
augmented review aggregations are obtained as in Definition 4.3.
The NLP is used to analyse each critic’s review independently,
tokenising each into sentences, which are then split into phrases
when specific keywords (but, although, though, otherwise, however,
unless, whereas, despite) occur. Each phrase may then constitute an
argument with a vote from its critic in the review aggregation. For
illustration, consider the following review form =Wonder Wheel
from critic c1: Allen, 82, has his ups and downs, and while there have
been more downs than ups lately he is always worth the benefit of
the doubt. But Wonder Wheel is a ride to nowhere. ADA extracts
two phrases: p1: Allen...doubt. and p2:Wonder...nowhere. A review
comprising a single sentence, e.g. c2: Despite a stunning performance
by Winslet and some beautiful cinematography by Vittorio Storaro,
Wonder Wheel loses its charms quickly and you’ll soon be begging to
get off this particular ride may be split into p3: Despite...Storaro. and
p4: Wonder...ride. Finally, consider the review from critic c3: As we
watch Allen worry and nitpick over the way women fret over aging,
painting ginny as pathetic, jealous, insecure, and clownish, it’s dull,
unoriginal, and offensive. Frankly, we’ve had enough Woody Allen
takes on this subject. Here, ADA extracts two phrases concerning
Woody Allen: p5: As ... offensive and p6: Frankly ... subject.
In order to determine the arguments on which the votes
acts, ADA uses a glossary G using movie-related words for each
feature as well as for movies in general.G is as follows (for anym ∈ℳ): G(m) = {movie, f ilm,work}; G(fD) = {director}; G(fA) ={actinд,cast ,portrayal ,per f ormance}; G(fW )={writer,writinд,
screenplay,screenwriter,screenwritinд,storyline,script ,character}.
When determining the argument on which a vote acts, sub-features
take precedence over features. A mention of “Kate Winslet" (f ′A1)
(with or without a word fromG(fA)) connects with f ′A1, whereas a
sole mention of any word fromG(fA) connects with fA. A text that
contains two entities (a sub-feature or a word from the glossary)
corresponding to different (sub-)features results in two arguments
(and votes), one for each (sub-)feature identified.
Once arguments have been identified, votes on them can also
be extracted by NLP techniques. In our experiments in Section 5.1,
we experiment with and compare two alternative NLP techniques
to determine votes and thus conclude the mining of review aggrega-
tions. These techniques are Sentiment Analysis (SA) and identifying
attack/support by Argument Mining (AM), as described next.
4.1.1 Mining votes using SA. The sentiment polarity of each
phrase is translated into a (negative or positive) vote from the cor-
responding critic. We impose a threshold on the sentiment polarity
to filter out phrases that can be deemed to be “neutral" and there-
fore cannot be considered to be votes. Votes are then assigned to
arguments based on occurrences of words from G. For example,
ADA may deem the phrase p1 to have a polarity of 0.611 and to be
assigned to fD , therefore giving 𝒱(c1, fD) = +. Similarly, p2 may
result in a sentiment/target argument pair of (−0.518,m), therefore
giving 𝒱(c1,m) = −. If the neutrality threshold is ±0.6, a positive
vote corresponding to p1 is assigned to fD , whereas the negative
vote corresponding to p2 is not assigned tom. From the review from
c2, ADA may extract one vote for the sub-feature Kate Winslet (f ′A1)
and one for the movie in general, i.e. p3 gives (0.833, f ′A1) therefore𝒱(c2, f ′A1) = +, while p4 gives (−0.604,m) therefore 𝒱(c2,m) = −.
It should be noted that if the feature cinematography had been
included in our ℱ then we may have had another vote from c2.
This could be achieved by using more metadata of the movies and
hence an occurrence of Storaro would correspond to a vote on cine-
matography. We could also identify more features by using topic
modelling and aggregate similar terms to identify the clusters that
lead to the top features (similar to the four we selected). However, in
the RT setting, cinematography is not a topic which is commented
on most often in review snippets. If the review of a single critic re-
sults in several phrases associated with an argument with different
polarities, ADA takes that with the highest sentiment magnitude
to determine the vote on that argument. For example, given: p5:
(−0.659, fD ) and p6: (0.500, fD ), p5 supersedes and 𝒱(c3, fD) = −.
Here, the sentiment for p6 is incorrect but the neutrality thresh-
old leads to it being ignored. ADA determines the votes for the
mined fT in the same way as the other features. For example, given
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p7: like the fairground ride for which it’s named, Wonder Wheel is
entertaining leading to (0.741, f ′T 1), ADA obtains 𝒱(c, f ′T 1)=+.
4.1.2 Mining votes using AM. Relation-based AM, as in [11], can
be used for identifying attack/support/neither relations between
two extracted phrases, where attack leads to a negative vote and
support to a positive vote. For example, consider the feature fA and
a sentence mentioning acting. AM may determine whether there
is an argumentative relation between the sentence and the pre-set
argument fA, which may be read as the natural language argument:
the acting was good, and this relation can be used to assign a vote.
For illustration, considering the phrases extracted from critic c1,
AM may give that p1 supports fD and p2 attacksm, and therefore𝒱(c1, fD) = + and 𝒱(c1,m) = −. Neutrality (of the form discussed
for SA) is given by the third relation (neither attack not support).
4.2 Formulating QBAFs from Review
Aggregations
In order to obtain a QBAF from a review aggregation, we must
determine: the arguments, their base scores and between which ar-
guments attacks and supports are present. For arguments we choose𝒜 as before, for base scores we use an intuitive aggregation of crit-
ics’ votes, and for the attacks and supports, straightforwardly, we
impose that a (sub-)feature attacks or supports its parent argument
depending on its aggregated stance, as follows:
Definition 4.4. Let ℛ(m) = ∐︀ℱ ,𝒞,𝒱̃︀ be any (augmented)
review aggregation for m ∈ ℳ. For any γ ∈ 𝒜 = ℱ ∪ {m}, let𝒱+(γ)= ⋃︀{c ∈𝒞⋃︀𝒱(c,γ)=+}⋃︀ and 𝒱−(γ)= ⋃︀{c ∈𝒞⋃︀𝒱(c,γ)=−}⋃︀. Then,
the QBAF corresponding to ℛ(m) is ∐︀𝒜,ℒ−,ℒ+,τ ̃︀ such that
ℒ−={(α ,β) ∈ ℱ2⋃︀β =p(α)∧𝒱+(β)>𝒱−(β)∧𝒱+(α)<𝒱−(α)}∪{(α ,β) ∈ ℱ2⋃︀β =p(α)∧𝒱+(β)<𝒱−(β)∧𝒱+(α)>𝒱−(α)}∪{(α ,m)⋃︀α ∈ ℱ ∧m=p(α)∧𝒱+(α)<𝒱−(α)};ℒ+={(α ,β) ∈ ℱ2⋃︀β =p(α)∧𝒱+(β)≥𝒱−(β)∧𝒱+(α)≥𝒱−(α)}∪{(α ,β) ∈ ℱ2⋃︀β =p(α)∧𝒱+(β)≤𝒱−(β)∧𝒱+(α)≤𝒱−(α)}∪{(α ,m)⋃︀α ∈ ℱ ∧m=p(α)∧𝒱+(α)≥𝒱−(α)};
τ(m) =0.5+0.5⋅ 𝒱+(m)−𝒱−(m)⋃︀𝒞⋃︀ and ∀f ∈ℱ , τ(f )= ⋃︀𝒱+(f )−𝒱−(f )⋃︀⋃︀𝒞⋃︀ .
An attack is defined as either from a feature with dominant
negative votes (with respect to positive votes) towards the movie
itself or from a sub-feature with dominant negative (positive) votes
towards a feature with dominant positive (negative, respectively)
votes. The latter type of attack can be exemplified by a sub-feature
of fA with positive stance attacking the negative (due to other
votes/arguments) feature fA, which attacksm. Conversely, a sup-
port is defined as either from a feature with dominant positive
votes towards the movie itself or from a sub-feature with dominant
positive (negative) votes towards a feature with dominant positive
(negative, respectively) votes. The latter type of support can be
exemplified by a sub-feature of fA with negative stance supporting
the negative feature fA, which attacksm. It should be noted that
(sub-)features with equal positive and negative votes are treated as
supporters, though we could have assigned no relation here.
The base score ofm, τ(m) ∈ (︀0, 1⌋︀, has been adapted from
[31], where several useful properties thereof are shown. Intuitively,
τ(m) = 1 represents all critics having a positive stance on the
movie while τ(m) = 0 requires universally negative stance. The
base score of a (sub-)feature f is again in (︀0, 1⌋︀ where, differently
to movies since a feature already represents positive/negative senti-
ment towards the argument it supports/attacks, τ(f ) = 0 represents
no dominant negative/positive stance from the critics on f while
τ(f ) = 1 represents universally negative/positive stance on f .
5 RESULTS & DISCUSSION
In this section, we evaluate empirically (Section 5.1) and qualita-
tively (Section 5.2) different realisations of ADA. In particular, we
consider which method for vote mining (amongst SA and AM) and
which gradual semantics for QBAFs (amongst those detailed in
Section 3) allow for better correlation with the TS. Moreover, we
identify properties of gradual semantics that render them better
suited for generating explanations from QBAFs.
5.1 Experimental Results
We tested our proposed method on box-office movies from January
2015 to August 2018 inclusive and on the top 100 movies of all
time10, giving a total of 1281 movies after removing those without
reviews. We conducted experiments to determine the performance
of our predicted ratings compared to the TS using both SA and AM
techniques. We report the Mean Absolute Error (MAE) and the Root
Mean Squared Error (RMSE) on the scale 0-100, along with scaling
the score to a 0-9 point scale to reflect the ‘grade’ of the movie (e.g.
7 = (︀70, 79⌋︀). We also show the classification report of predicting
whether a movie is certified Fresh or Rotten, where movies with TS≥ 60 are classified as Fresh and those with TS < 60 as Rotten. In all
of our experiments, we analyse movies for which we obtain votes
from at least 33% of the critics who reviewed the movies, removing
those for which the NLP techniques mined few votes, resulting in
approximately 900 movies and 35219 snippets (which gave 840874
tokens). From these, we consider 33554 arguments that are analysed
using the method outlined in Section 4.
The first experiment uses SA, for which we deployed an off-
the-shelf classifier on movie reviews [24]. The second experiment
uses AM, for which we deployed the dataset and the basis of the best
performing neural model from [11]. This Deep Learning architec-
ture consists of two parallel Long-Short-Term-Memory networks
(LSTMs) that model the two texts (phrases) separately. We concate-
nated the two outputs of the LSTMs and fed them to a softmax
classifier to determine the argumentative relation (support, attack
or neither). We used a 100-dimensional GloVe embedding [27] and
limited the input texts to 30 words. We set the LSTM dimension to
32 and the activation function to tanh. We applied dropout of 0.2
after the LSTMs. These hyper-parameters are those which led to
the best performing model. The other options for hyper-parameters
(e.g. dropout and LSTM 64, 100, 128) led to a less performant model
for detecting argumentative relations, in both accuracy and F1 mea-
sure. We trained for 1000 epochs with patience set to 5 with 20% of
the dataset as the validation set.
10https://www.rottentomatoes.com/top/bestofrt/
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% Scale Grade Scale
MAE RMSE PCC MAE RMSE PCC
SA
QuAD 16.004 19.306 0.731 1.535 1.925 0.708
DF-QuAD 15.978 19.329 0.729 1.527 1.927 0.707
REB 17.530 20.296 0.752 1.693 2.005 0.725
A
M
QuAD 16.404 19.662 0.714 1.582 1.960 0.689
DF-QuAD 16.343 19.677 0.712 1.573 1.961 0.687
REB 18.125 20.911 0.734 1.735 2.045 0.712
Table 2: Errors between strength and TS for SA and AM.
Precision Recall F1
SA
QuAD Fresh 0.84 0.93 0.88Rotten 0.80 0.62 0.70
DF-QuAD Fresh 0.84 0.94 0.88Rotten 0.81 0.59 0.68
REB Fresh 0.88 0.88 0.88Rotten 0.74 0.74 0.74
A
M
QuAD Fresh 0.85 0.92 0.89Rotten 0.78 0.63 0.70
DF-QuAD Fresh 0.85 0.93 0.89Rotten 0.79 0.61 0.69
REB Fresh 0.89 0.88 0.88Rotten 0.73 0.75 0.74
Table 3: Classification report using SA (682 Fresh and 306
Rotten movies) and AM (620 Fresh and 267 Rotten movies).
The difference in the number of movies is due to SA and AM
filtering ‘neutral’ relations using different methods.
Table 2 shows the MAE and RMSE. Since ratings are highly
subjective and reviews deemed to be both slightly or highly posi-
tive will be classified as Fresh in RT, we focus on the MAE score
where individual differences are weighted equally in the average.
Using SA, DF-QuAD is the best performing semantics, followed by
QuAD and REB. It achieves 15.978 MAE on the scores and 1.527 on
the graded scores. Similarly, using AM, DF-QuAD performs best,
followed by QuAD and REB. It achieves 16.343 MAE on the scores
and 1.573 on the ‘graded’ scores. The errors for AM are slightly
higher than those for SA. One reason for this may be the neural
model filtering ‘neutral’ relations between a sentence from a re-
view and the argument for its associated feature, which, using SA,
were deemed to be positive/negative. We also report the Pearson
Correlation Coefficient (PCC) which showed similar results across
all of the semantics.
The classification report in Table 3 shows less difference
between SA and AM, while REB has an advantage w.r.t. F1.
Table 4 shows examples of the mined sub-features of fT , an
important aspect of ADA. These sub-features can modify a movie’s
score significantly, e.g. they strengthened Call Me by Your Name
from 77 to 88 (TS 98) and The Godfather from 78 to 90 (TS 95).
From a computational point of view, the strengths can be
calculated in polynomial time (since the QBAFs we determine by
SA and AM are acyclic). When a new review is added, the pre-
trained SA and AM methods simply extend the QBAF. The real
computational cost is in training the SA and AM models, which is,
however, completed upfront and offline.
Movie Theme Keywords
Lady Bird adolescence adolescence, coming of age
Get Out race black people, of color
La La Land relationship rapport, intimacy
Phantom clothing clothe, fashion,Thread dress, designer
Table 4: Examples of movies’ extracted themes.
5.2 Qualitative Assessment
Focusing on the DF-QuAD algorithm, which showed the smallest
error with respect to the TS, we obtain movie scores close to the TS,
e.g. RBG (86 vs TS 90), exact scores, e.g. ET The Extraterrestrial (97),
and also results in contrast to the TS, e.g. The Greatest Showman (79
vs TS 36). One reason for this is the errors which occur in extracting
votes, e.g. from the review: The director, Michael Gracey, delivers
quick doses of excitement in splashy scenes but has little feel for the
choreographic action we only obtain ...doses of excitement in splashy
scenes, resulting in a positive vote. Another is the failure to identify
any votes from reviews such as the following (negative) text: In a
broader sense, the mishmash does recall the real Barnum, who once
sewed half a fish to half an ape and called it a mermaid, as it does
not mention any (sub-)feature or opinion about the movie itself.
With more development of our method and of NLP techniques in
general, the frequency and impact of these errors will be reduced.
The difference in the semantics’ results in Table 2 can be
attributed to the properties that they satisfy. The minor differences
between QuAD and DF-QuAD are due to the fact that they only
differ in certain situations (see [32]), but this highlights the fact
that the property of balance (satisfied by REB and DF-QuAD but
not QuAD, see Table 1) may be less crucial in this setting than one
might think. The greater accuracy of (DF-)QuAD compared to REB
can be explained by the following properties.
The first two properties (forms of strict monotonicity) equate
to: adding reasoning against (for) a movie/feature decreases (in-
creases, respectively) its strength. Only REB satisfies these11.
Property 1. For any α ,β ,γ ∈𝒜 where ℒ+(α)=ℒ+(β) and
τ(α)=τ(β)>0, if ℒ−(β)=ℒ−(α)∪{γ} where σ(γ)>0, then σ(β)<σ(α).
Property 2. For any α ,β ,γ ∈𝒜 where ℒ−(α)=ℒ−(β) and
τ(α)=τ(β)<1, if ℒ+(β)=ℒ+(α)∪{γ} where σ(γ)>0, then σ(β)>σ(α).
REB satisfying Properties 1 and 2 means that the combined
effect of a set of attackers or supporters must never saturate. This
means that attackers or supporters will, in general, have less effect
on an argument’s strength and so its strength is shifted towards its
base score, when compared with (DF-)QuAD. The semantics may
therefore be more suitable for applications with a large number of
attackers or supporters, e.g. debates on social media, but here it
seems to subdue the attackers and supporters somewhat, e.g. for
Lady Bird, which has strong supporters, the TS, QuAD, DF-QuAD
and REB results are 100, 92, 92 and 85, respectively. We therefore
conclude that Properties 1 and 2 (and strict monotonicity in general)
characterise behaviour which is not desirable in this setting.
11All proofs follow directly by inspection of the semantics’ definitions.
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The following, novel property, is satisfied by QuAD and DF-
QuAD but not by REB. It defines the attainability of a semantics,
which in our setting equates to: all strength values are attainable for
any given base score with a certain set of attackers or supporters.
Property 3. For any α ∈ 𝒜, ∀v ∈ (︀0, 1⌋︀, ∃S,T ∈ (︀0, 1⌋︀∗ such
that if σ(ℒ−(α)) = S and σ(ℒ+(α)) = T , then σ(α) = v .
The fact that REB does not satisfy Property 3 highlights a
problem in that there is a blind spot in its strength results. If we
express the algorithm in the form y = 1− 1−τ (α)21+τ (α)⋅ex we can see that
as x approaches∞ (the balance of reasoning moves in favour of
support),y = 1, while as x approaches −∞ (the balance of reasoning
moves in favour of attack), y = τ(α)2, i.e. attackers cannot weaken
the argument further than the square of its base score. In this
context, this implies that as the votes on an argument become
stronger, it becomes increasingly resistant to the weakening effect
of negative reasoning. This also causes an asymmetry between
attackers and supporters, inhibiting the attackers’ effect compared
to the supporters’, which may be suitable in some settings whereas
here symmetry is more intuitive. Thus, Property 3 characterises
behaviour which is desirable for a semantics in this context.
In Table 3, SA and AM show that REB has a slight advantage
over (DF-)QuAD when considering F1. In terms of Precision, REB
is more accurate than (DF-)QuAD for the Fresh class but not for
the Rotten class, which is due to REB satisfying Properties 1 and
2 and its shift towards the base score. Given that the Rotten class
comprises arguments with strength less than 0.6 and that the mid-
point of the base score is 0.5, REB wrongly shifts some movies into
the Rotten class while those it classes as Fresh are more likely to
be correctly classified. The Recall results back up this finding since
REB correctly classifies many more Rotten movies than (DF-)QuAD.
6 DIALOGICAL EXPLANATIONS
The extracted QBAFs also provide the underlying structure for
generating dialogical explanations for users. Firstly, we give two
properties (reformulations of Neutrality [2]), satisfied by all three
semantics, stating that attackers/supporters with the minimum
strength have no effect on the arguments they attack/support. This
allows us to ignore arguments with a base score of 0 and without
attackers or supporters, simplifying the explanation aspect of ADA.
Property 4. For anyα ,β ,γ ∈𝒜, if τ(α)=τ(β),ℒ+(α)=ℒ+(β),ℒ−(α)=ℒ−(β)/{γ}, γ ∈ℒ−(β) and σ(γ)=0 then σ(β)=σ(α).
Property 5. For anyα ,β ,γ ∈𝒜, if τ(α)=τ(β),ℒ−(α)=ℒ−(β),ℒ+(α)=ℒ+(β)/{γ}, γ ∈ℒ+(β) and σ(γ)=0 then σ(β)=σ(α).
A user may interact with ADA by requesting an explanation
of an argument (movie or (sub-)feature).
Definition 6.1. Given any (augmented) review aggregation∐︀ℱ ,𝒞,𝒱̃︀ of anym ∈ℳ and corresponding QBAF ∐︀𝒜,ℒ−,ℒ+,τ ̃︀
with strength σ , an argumentation dialogue between a user and
ADA consists of explanation requests 𝒬(α) for α ∈ 𝒜 from the user,
to which ADA responds with explanations 𝒳 (α).
We define a simple argumentation dialogue as follows.
Definition 6.2. Let r+a , r−a , r+b , r−b be functions giving positive
primary, negative primary, positive secondary and negative secondary
r+a (γ) = {because (the) γ was/were great};
r−a (γ) = {because (the) γ was/were poor};
r+b (γ) = {although (the) γ was/were great};
r−b (γ) = {although (the) γ was/were poor};
r+a (∅) = r−a (∅) = r+b (∅) = r−b (∅) = {}.
Figure 2: Functions r+a , r−a , r+b , r−b , for any γ ∈ 𝒜
(respectively) phrases about an argument, as in Figure 2. For any
S ⊆ 𝒜, if S = ∅ letmax(S) = ∅; else, letmax(S) = arдmaxs∈Sσ(s).
Then, a simple argumentation dialogue is such that for any α ∈ 𝒜:
if α =m and σ(α) < 0.6 and ∃β ∈ ℒ−(α) ∪ℒ+(α) s.t. σ(β) > 0 ∶𝒬(α) = {Why was α poorly rated?}𝒳 (α) = {This movie was poorly rated}+
r−a (max(ℒ−(m))) + r+b (max(ℒ+(m))); else
if α =m and σ(α) ≥ 0.6 and ∃β ∈ ℒ−(α) ∪ℒ+(α) s.t. σ(β) > 0 ∶𝒬(α) = {Why was α highly rated?}𝒳 (α) = {This movie was highly rated}+
r+a (max(ℒ+(m))) + r−b (max(ℒ−(m))); else
if α ∈ ℱ and 𝒱+(α)<𝒱−(α) and ∃β ∈ℒ−(α)∪ℒ+(α) s.t. σ(β)>0 ∶𝒬(α) = {Why was/were (the) α considered to be poor?}𝒳 (α) = {(The) α was/were considered to be poor}+
r−a (max(ℒ−(m))) + r+b (max(ℒ+(m))); else
if α ∈ ℱ and 𝒱+(α)≥𝒱−(α) and ∃β ∈ℒ−(α)∪ℒ+(α) s.t. σ(β)>0 ∶𝒬(α) = {Why was/were (the) α considered to be great?}𝒳 (α) = {(The) α was/were considered to be great}+
r+a (max(ℒ+(m))) + r−b (max(ℒ−(m))); else
if 𝒱+(α) < 𝒱−(α) and ∄β ∈ ℒ−(α) ∪ℒ+(α) s.t. σ(β) > 0 ∶𝒬(α) = {What did critics say about (the) α being poor?}𝒳 (α) = {[p from c ∈ 𝒞 constituting 𝒱(c,α) = −]}; else
if 𝒱+(α) ≥ 𝒱−(α) and ∄β ∈ ℒ−(α) ∪ℒ+(α) s.t. σ(β) > 0 ∶𝒬(α) = {What did critics say about (the) α being great?}𝒳 (α) = {[p from c ∈ 𝒞 constituting 𝒱(c,α) = +]}.
Our intuition here is that a simple explanation of the rea-
soning for each argument’s strength may consist of its strongest
attacker and its strongest supporter linked by because/although
connectives, depending on whether the argument is Fresh/Rotten
for movies or had mostly positive/negative votes for features. If an
argument has no attackers or supporters, we use critics’ phrases
(which constitute the votes towards the argument’s base score) to
explain its strength. It should be noted that this form of explana-
tion is only possible due to the use of the QBAF mechanism. Other
formalisms, or indeed semantics, may lead to different explana-
tions which may be better suited to different contexts. For example
the Propagation Semantics [7], defined for Abstract Argumentation
Frameworks (AFs) [13], (restrictions of QBAFs comprising only
arguments and attacks) are defined globally, i.e. an indirect (not
immediate) attacker can have as much influence as a direct attacker.
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Figure 3: QBAF for the movie Phantom Thread with base
scores (normal font) and DF-QuAD strengths (bold font).
In this case, the main justification may be an argument which is
not in the set of direct attackers or supporters.
Consider the QBAF in Figure 3 for the movie Phantom Thread
(TS=98). All four features support the movie and thus represent
positive reasoning for its strength, with Daniel Day-Lewis (f ′A1)
supporting the movie’s strongest feature, fA, and clothing (f ′T 1)
supporting the next strongest, fT . A simple argumentation dialogue
between a user and ADA, may then be as follows:
user: Why was Phantom Thread highly rated?
ADA: This movie was highly rated because the acting was great.
user: Why was the acting considered to be great?
ADA: The acting was considered to be great because Daniel Day-
Lewis was great.
user: What did critics say about Daniel Day-Lewis being great?
ADA: “...Daniel Day-Lewis remains our greatest actor...”
user: Why were the themes considered to be great?
ADA: The themes were considered to be great because (the theme)
clothing was great.
user: What did critics say about (the theme) clothing being great?
ADA: “...it’s set in an evocative ecosphere of haute couture fashion...”
This dialogue is fairly repetitive given this movie’s almost
universally positive reviews (as well as our argumentation dia-
logue’s fairly simple nature for illustration) but consider the QBAF
for The Post (TS=91) in Figure 4. This QBAF has a different structure
from that for Phantom Thread as no themes were mined for this
movie (i.e. fT has no effect and so is not shown), there is an attack
and it has two sub-features supporting fA. We can see that fD
positively contributed very little and fW was actually considered
to be poor since it attacksm. However, the acting from Tom Hanks
(f ′A1) and, particularly, Meryl Streep (f ′A2) contributed to the high
strength. The argumentation dialogue may then be:
user: Why was The Post highly rated?
ADA: This movie was highly rated because the acting was great,
although the writing was poor.
user: Why was the acting considered to be great?
ADA: Its acting was considered to be great because Meryl Streep was
great.
user: What did critics say about Meryl Streep being great?
ADA: “...Streep’s hesitations, rue, and ultimate valor are soul-deep...”
There are a plethora of ways in which more complicated
argumentation dialogues could be defined to give more interesting
and varied interactions. For example, the strength scale could be
separated to a greater degree and attackers/supporters other than
those with the maximum strength could be considered for different
Figure 4: QBAF for the movie The Post with base scores (nor-
mal font) and DF-QuAD strengths (bold font).
levels of sentiment, rather than simply great/poor, e.g. the writing
was okay but wasn’t great; functions giving phrases could depend
upon the type of argument for a more natural sounding phrase,
e.g. for an actress: Meryl Streep put in an excellent performance;
or arguments could be considered in tandem, e.g. the acting was
exceptional thanks to Tom Hanks and, particularly, Meryl Streep.
7 CONCLUSIONS
We have studied how a popular instance of review aggregation
that suffers from a lack of explainability, Rotten Tomatoes’ TS, can
benefit from NLP and quantitative argumentation integrated within
a novel form of (argumentative dialogical) agents that interact with
users to provide explanations. The explanations are extracted from
a form of argumentation frameworks, QBAFs, mined from review
aggregations, in turn mined from the reviews. We experimented
with three gradual semantics for QBAFs that give comparable re-
sults to the TS. These semantics and properties used in the analysis
(one of which is novel and highlights the blind spot limitation of
a semantics) have been assessed in their suitability to this setting,
for both matching the TS and providing explanations to users.
Our method empowers existing techniques (sentiment analy-
sis, argument mining, gradual evaluation for QBAFs) to be deployed,
surpassing the individual components it integrates. It is extensible
(e.g. we can add more features), and the extensions do not require
the models to be retrained (as the training occurs independently
of the features). Further, our method is independent of the NLP
method used to extract the votes, and as these methods improve
over time, our results will do likewise. The advantage of ADA lies
in its explanations while giving a comparable measure to the TS.
We foresee numerous directions for futurework, from further
development to implementation and user studies. ADA could be
developed by representing phrases as arguments (see [26]) which,
combined with more sophisticated mining techniques, would allow
the recognition of similar phrases that can be represented as a single
argument or the detection of attacks/supports between phrases (see
[9]). We envisage developing ADA to utilise both NLP methods
(SA and AM) together in a complimentary manner, rather than
comparing the two methods separately. ADA could be tested on
larger datasets, e.g. the full RT reviews (as opposed to the snippets),
while user studies on the best way to provide the explanations, e.g.
graphical, visual or linguistic, for different contexts and users, as in
[17], would also be fruitful. Further work on generating dialogical
explanations, e.g. using restrictions of QBAFs or different semantics,
could lead to a more evolved dialogue between ADA and users.
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