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Beyond the LTfLL project: a road-map towards sustainability 
of results achieved 
 
Executive summary 
This report presents a roadmap for the sustainability of the language technologies implemented 
within the LTFLL project. 
 
The roadmap provides three layers of analysis for infrastructure and tools according to final 
validation results. The first layer describes achievements and explains why these achievements 
are significant. The second layer describes the requirements for adoption as highlighted by the 
LTfLL final validation report. The third layer discusses logical extensions for infrastructure and 
tools. The last section of this report discussed a vision for the future of LTFLL tools. 
 
1. Introduction 
Language technologies for education have, up to now, focused primarily on evaluative 
approaches. For example, the commonly used Latent Semantic Analysis has found its 
application primarily in essay grading. LTfLL has been an innovative project in that it has moved 
away from an exclusive focus on this evaluative framework in the direction of providing 
personalised formative feedback for facilitating formal collaborative learning and informal social 
learning. With increasing numbers of students in ever more specialised learning programs, the 
tutor’s ability to support each learner individually is limited.  
 
Social and collaborative learning are economically important, in that they alleviate this resource 
problem. This trend in learning is moreover of educational importance in that it promotes greater 
cognitive involvement, leading to better retention of the learned material. Instruction from peers 
often has the advantage of better fitting into the “zone of proximal development,” but can have 
the disadvantage that comes from “the blind leading the blind.” For social and collaborative 
learning to work, there must be monitoring and support such as that provided by the LTfLL tools 
or by future language technology-based learning tools. 
 
Social and collaborative learning to some extent merge the role of learner and tutor. There is, of 
course, a distinction between learner-as-tutor and the formal tutor whose job it is to teach. With 
so much specialised domain knowledge available  today, it is normally the case that the learners 
have some specialised knowledge not possessed by formal tutors. Therefore, it is natural to  
assume that formal tutors are learning from learner-as-tutors and collaborating with each other. 
So “collaborative learning” should be understood more generally with collaboration between all 
the parties involved. In fact, it turns out, especially in the case of the positioning service 
LeaPoS, that the LTfLL tools also support collaboration in the broader sense.  
 
LeaPoS was designed to support formal tutors in identifying the learner’s "zone of proximal 
development" so as to provide "live" personalised formative feedback and then to suggest 
learning materials accordingly. Formative feedback comes in the form of two complementary 
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analyses of learner texts, i.e., the concepts covered in the text and the expressions used to 
express those concepts. The fact that LeaPoS also supports collaboration between the formal 
tutors was a surprising outcome of the validation, which is described below in section 3.1. 
 
The LTfLL tool PolyCAFe charts topic threads in educational chats and forums. Here, the main 
idea is not to evaluate the participants starting from a model, but rather to monitor the ongoing 
usefulness of their social learning in chats and forums to ensure that it is promoting learning as 
in Vygotsky (1978) and generally in social constructivist theory. iFLSS provides ongoing support 
to learners by means of socially constructed folksonomies, which are used to mine for useful 
learning materials. Similarly, FLSS makes use of ontologies for annotating and searching for 
learning materials. 
 
Learners approach domain knowledge from different directions, and may well have different, but 
equally valid conceptualisations. To visualise such conceptualisations, Conspect provides 
concept maps as a form of support for tutors and formative feedback to learners. Concept maps 
support the understanding of the learner underlying conceptualisations of domain knowledge. In 
the case of Pensum, an LSA-based tool is used to monitor learner performance in the 
cognitively-demanding process of text summarisation. Learners must identify the concepts in 
the text and properly incorporate these concepts into the summary. The cognitive involvement in 
this task helps to ensure that the ideas in the text are retained. 
 
Looking into the future of educational environments that emphasise social and collaborative 
learning, the LTfLL tools have the prospect of playing a central role in supporting learners in 
discovering appropriate learning paths and identifying peers to collaborate with. LTfLL tools 
facilitate the identification of knowledge asymmetries within the zone of proximal development 
and can be used to suggest learning materials and motivate different kinds of collaboration 
involving learners and tutors. 
 
We therefore begin this report in section 2 by looking at the LTfLL infrastructure supporting 
personalised tools for social and collaborative learning.This will be discussed on the basis of the 
validation results in terms of: 
● achievements 
● requirements for adoption 
● logical extensions  
 
Following the same structure, the following sections discuss the LTfLL tools one by one.  
Finally, section 9 provides a vision of the future for educational language technologies and the 
LTFLL tools.  
 
LTfLL - 2008-212578  
 
6 
 
2. Open Problems and Future Challenges for Learning 
Technology Infrastructure 
 
Learning technology as a tool for lifelong learning is becoming increasingly personalised in 
recent years. A research and practice movement, called ‘personal learning environments’ (PLE), 
was begun back in the 1990s in parallel and somewhat in opposition to research and 
development of learning management systems. Later, these two strands come back together 
and the PLEs inspired institutional virtual learning providers to become more open. Universities 
such as the Technical University of Graz or the Open University started to offer highly adaptable 
environments that could interface through the use of widgets with third-party learning technology 
and content providers. 
 
Conceptually, this brought along a change in user interface and underlying metaphors. Whereas 
classical learning management systems had been working with a portal or window metaphor, 
these new personal learning environments resembled  rivers, with activity flowing across the 
screen, moving from widget to widget. Prominent projects such as iGoogle, the Apple and 
Microsoft dashboard, or NetVibes  paved the way for this user interface innovation. It is clear 
that this decomposition of applications into use-case sized mini-web applications is often still a 
challenge for usability and further innovation. However, the advantage is that it brings along an 
increased flexibility and recombinability of technology along very individual learning and web 
work flows. 
 
2.1. Achievements  
 
The major contribution of LTfLL regarding the PLE infrastructure can be summarised as follows: 
 
Inter-Widget Communication (IWC) 
 
Developments both on the widget server and client side were required. Regarding the widget 
server, we based our developments on improving the Wookie engine with additional 
functionalities (Hoisl, 2010a). On the client side, an easy-to-use JavaScript library is now 
available, which is integrated into a widget template (Hoisl et al., 2010a). By using these 
software tools, IWC as needed for a PLE can be established. We have tested this inter-widget 
communication facilities in different scenarios, ranging from same-origin to cross-domain 
implementations. 
 
A Connector Framework for Elgg 
 
We used the social software Elgg as a demonstrator platform for a learning environment, for 
which we developed a connector framework (Hoisl, 2010b). We then extended several existing 
plugins for Elgg to interface with this connector framework. For example, an extension was 
made to feature widgets on the Elgg start page. We also extended browsing and searching 
facilities for widgets. 
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Experiences regarding Widget-based PLEs 
 
In addition to software mentioned above, we also implemented a second widget engine and 
connector framework based on the web application framework OpenACS (Demetriou and Hoisl, 
2010). Therefore, we were able to show the transferability of our developments and gain 
important experience for planning an architecture for widget-based PLEs (see also Hoisl, 2011). 
 
Language Technology Infrastructure 
 
We based our language technology work on the R scripting language and environment. In order 
to deal with a huge amount of data we, therefore, adapted and improved the lsa (Wild, 2010) 
and tm (Feinerer, 2010) packages. Furthermore, we built a language technology infrastructure 
suited to fit our requirements for computational resources, flexibility, and transferability. In 
addition, we collected and obtained large amounts of data which we formatted and stored 
appropriately for easy further processing. 
 
2.2. Requirements for adoption 
 
Currently, Wookie is in a development-state. A first official release will be made once it has 
been assured that our developments are integrated in the release. An official release will 
significantly improve impact and uptake. Manuals, guidelines, and detailed installation 
instructions will be made public to raise adoption of our services and tools. 
 
An enjoyable user experience is of utmost importance. An intuitive usage of our services is 
essential. In general, embedded instructional or self-instructional support mechanisms must be 
integrated. Guidelines should be provided to answer FAQs, to avoid mistakes and to support 
users in learning the use of the software while they are experiencing it. Design experiments in 
the form of browser plug-ins (such as the MUPPLE-II prototype, see Gridinoc et al., 2010) show 
the technical feasibility of generic assisted user guidance in web workflows. 
 
Workflows between widgets could be improved by allowing the possibility of modeling 
dependencies. Also different event types could be introduced in order to allow for ‘unplanned’ 
communication. Tracking of user, system, and message flows could also be envisaged. In order 
to retain W3C widget standard compatibility, dependencies need to be modeled as features. For 
error handling and conflict resolution, this will require parse extensions and further modifications 
both in the connector framework (such as used in the Elgg plugin) and in the runtime 
environment. 
 
Future work could also encompass launching a public widget repository for hosting learning-
based widgets. The repository should have the ability to bundle widgets into collections and 
concrete arrangements (e.g., collaborative widgets or widgets for a particular activity). This will 
involve the elaboration of an exchange format for sets of (dependent) widgets. 
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● Widgets are designed to provide use-case sized functionality within the boundaries of a 
restricted space on screen. In case of desktop computers, this typically means that the 
available screen space is restricted horizontally by a two or three column lay-out. A 
widget’s user interface has to accommodate these restrictions. For some use-cases, this 
may not be sufficient and a fullscreen option must be provided (as provided by our Elgg 
connector framework) or the widget has to be deconstructed into several smaller ones. 
 
2.3. Logical extensions 
 
A decision was made to implement widgets for the deployment of LTFLL tools in Elgg. But as 
the tools are not confined to this type of learning environment they could be also be deployed in 
a ‘mashup’ learning environment (e.g. MUPPLE) or in other environments available in the 
future, which will involve various kinds of PLE/Social Network mixtures.  Concentrating, 
however, on the tools at hand, the main future trends involve incorporation of threads and visual 
programming. 
 
A pragmatic decomposition in modules, widgets, and background services is what currently 
exists.  A future full decomposition will deliver additional benefits and a bigger toolkit. The 
threading of language technologies and tools will put requirements on the data, in particular for 
the input and output. Whenever a data transfer is difficult for the user and endangers the 
usability, a manual transfer should be replaced by pre-processing (converters). The chosen 
threading approach makes this conversion even more important. Generic solutions should be 
taken to prevent us from continuously changing the modules to meet new data formats. Specific 
converter widgets could be designed and developed to enable data integration and to guarantee 
that the API of each module will be fed with the correct data, such as provided by Yahoo and 
DERI pipes. 
  
We expect that in the beginning, threading will be done by developers, who are able to connect 
the different widgets and to enable common access to data and data transfer. However, if we 
want to exploit our LTfLL services and toolkit on a larger scale, we should offer end user 
programming with additional support. 
 
By the introduction of a visual programming environment, we will support the possibilities to: 
 
● reuse and to adapt existing threads 
● create new threads based on configuring individual services 
● create new threads and services from scratch  
 
The programming environment combines a drawing canvas for the control flow with tabbed tool 
palettes to configure or to link and position the entities (e.g., data, converters, and modules). 
The main entity of the environment is the learner task being a specific combination of domain, 
control flow, and a set of functionalities. By changing at least one of these three elements, new 
learner tasks can be created. 
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Figure 1 
 
Figure 1 gives a glimpse at the concepts behind a possible visual programming environment. 
“Extend” (Rivera, 1997) uses the same approach of offering a visual programming environment 
to support interactive modelling. (Chatti (2009) and Chatti et al.(2010) ) introduce such a visual 
programming environment for PLEs. In our case, especially the openness of the environment 
will be important. It will be a major challenge to allow the import of third party widgets to extend 
the functionality even further. 
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3. LeaPoS (Learner Positioning Service) 
 
LeaPoS is designed to support tutors and provide formative feedback to learners. The output 
includes phrases characteristic of the relevant speech genre as used in learner texts, concepts 
covered by the learner texts, and a grade. Additionally, the service automatically annotates 
learner answers and learning materials with concepts from an ontology to build a repository. 
 
The characteristic phrases were originally conceived as a way to improve accuracy in the 
categorisation and grading of  learners’ texts (Burek and Gerdemann, 2009). After the second 
round validation, it became evident that although the text categorisation part was of primary 
importance, the formative feedback provided by this output was a desirable side effect. 
 
This approach to positioning reflects a shift from the originally conceived pure ‘cognitive’  
approach towards a more ‘constructivist’ approach with a focus on CoP relevant linguistic 
knowledge and the provision of formative feedback. Conceptual and linguistic knowledge are 
reflected by the learner’s coverage of a domain and the phrases and linguistic patterns used to 
express that  knowledge respectively.  
 
3.1. Achievements 
 
LeaPoS provides support for tutors while providing formative feedback to learners. Although the 
initial design served the purpose of supporting tutors in the evaluation of learners including 
saving stakeholder education providers time and and costs, developers designed a service also 
capable of providing formative feedback. This decision had a significant impact on how the 
learning position design evolved to accommodate  formative feedback.  Learner text automatic 
scoring and concept discovering results became visible to learners and speech genre analysis 
began to play a central role in supporting tutors in positioning learners.  
 
LeaPoS design covers also very important aspects related to data requirements. The service 
assumes that learner texts, learning materials and relevant ontologies are available for analysis. 
The design includes a simple procedure for manually creating questionnaires that trigger the 
generation of learner texts and learning materials. 
 
LeaPoS is capable of improving its accuracy by means of incrementally building text and data 
repositories. Text and ontology lexicalisations are generated as a by-product of using the 
service. Learner generated texts are used to build corpora together with learning materials 
uploaded during the set up stage. LeaPoS supports the semi-automatic creation of learning 
material repositories by discovering and annotating lexicalisations of relevant conceptual 
knowledge and by allowing tutors to refine those learning material annotations. LeaPoS can 
start working by using simple concept hierarchies with few lexicalisations. Lexicalisation 
coverage will increase as part of the annotation refinement. The integration between LeaPoS 
and FLSS supports the data communication between both tools allowing for the semi-automatic 
lexicalisation of FLSS ontology using LeaPoS outputs. 
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More specifically, last round validation results showed that design and development aims had 
been positively recognised by stakeholders. Page 61 of the LeaPoS VRT describes the 
following benefits: 
  
● Saving tutor time and costs of formative feedback and positioning: reduced number of 
tutors are needed. This enables the learning provider to save costs. 
  
● Targeting learning materials according to learner need: LeaPoS returns available 
learning materials to the learner. Therefore the learner is able to proceed with his 
learning tasks with minimal tutor support.   
 immediately  
● Feedback is provided immediately:The learners receive  feedback immediately and are 
able to continue their learning activities without the need of interaction with  tutors. 
  
● Exciting to use, useful and motivating: The learners enjoy using the functional user 
interface and are motivated by the lists of additional phrases and concepts to follow up 
their learning activities 
  
● Support for tutors building a repository of targeted learning materials: uploading and 
annotating  learning materials improves the motivation of  individual tutors in using the 
service because of the collaborative nature of this task.  
    
3.1.1. Verification results 
 
In terms of the effectiveness of LeaPoS LIVE feedback in supporting tutors and learners, 
verification results show that the knowledge poor (i.e., phrases list and LSA scoring) and 
knowledge rich (i.e., concepts list) outputs are significantly correlated with the grades given by 
tutors to learners answers. 
 
A set of 10 questions about IT were written in German and then translated to English and  
Bulgarian. The questions in German were answered by Bimedia ‘Basic IT’ course students. The  
questions in English and Bulgarian were answered by students from the Sofia University.  Both 
group of students used LeaPoS for writing the answers in German, English or Bulgarian 
respectively to the language used by the question set presented to them. 
 
Correlation was calculated as follows: 
 
● Pearson correlation between the automatic scoring and the tutor’s grade. The scoring 
algorithm used by LeaPoS finds the 3 stored answers that are closer (i.e., in terms of 
cosine similarity) to the learner answer and calculate weighted (by closeness) average 
grade. 
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● Pearson correlation between phrase score and the tutor’s grade. The qualitative output 
of the phrase list was quantified by summing up the underlying phrase scores of 
identified phrases in the answer, which are used to determine which phrases are 
displayed to the user. 
 
● Pearson correlation between concept score and the tutor’s grade. The qualitative output 
of the concept list was quantified by summing up the number of identified concepts in the 
answer. 
 
Correlation results for answers in German, Bulgarian and English respectively 
 
● Correlations between automatic score and tutor’s grade are 0.57, 0.63 and 0.59   
 
● Correlations of the sum of phrase scores and the tutor’s grade are 0.43,  0.50 and 0.43  
 
● Correlations between the number of concepts and the tutor’s grade are 0.55, 0.35 and 
0.43 
 
In this context, it is worth mentioning that correlation between tutor’s grade against phrases and 
concepts should be expected to be lower for difficult questions. The correlation is lower because 
in more difficult questions the ratio ‘number of phrases TO text length’  and the ratio ‘number of 
concept lexicalisations TO text length’ will tend to be lower than in easy questions, as more 
difficult questions tend to require learner reasoning that is rarely found in learning materials. 
 
3.2. Requirements for adoption 
Although stakeholders have highlighted the good results obtained during the second round 
validations VRT, they have also pointed out some functionalities of the positioning service that 
could be improved before adoption. The VRT highlighted weaknesses relate mainly to outputs, 
accuracy and visualisation. In this respect, page 61 of LeaPoS VRT mentions the following: 
  
● It takes time to get oriented in the result (lists): Lists of missing phrases and concepts 
that were not included in the learner's answer may be perceived by the learner as a 
negative result. Therefore, learners may need to be guided in using  this information for 
their next learning activities. 
  
● Two different lists are confusing for some learners: The usage of two lists can be 
confusing for some learners. 
 
As explained in the previous section LeaPoS is capable of incremental improvements in 
accuracy. The current implementation is expected to improve its output accuracy as the data 
repository (including texts and ontology lexicalisation) increase in size.  
 
In relation to the two lists that are part of the live feedback, it is worth mentioning that 
Amazon.com present the user with two kinds of phrases that are used to characterise books 
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(i.e.  Statistically Improbable Phrases (SIPs) e.g., ‘triangular numbers’ and ‘length dividing’. 
Capitalized Phrases (CAPs) e.g., ‘Neutral Hackenbush’ and ‘Donald Knuth’.1Both lists of 
phrases are presented to the user one after the other (along with “learn more” links), and this 
apparently does not cause confusion for customers interested in buying the book.  
 
In the case of LeaPoS, however, the distinction between the two kinds of phrases is more subtle 
as phrases from both lists may overlap considerably depending on the degree of lexicalisations 
of the ontology and the amount of available representative corpora to train. The concepts list 
generated by means of ontology lexicalisations that may have been observed in external text 
sources not necessarily included in LeaPoS’ corpora. So for LeaPoS, it makes sense to allow 
the user to choose one or the other of these lists. To avoid the risk of confusing users with two 
different lists, the LePoS widget provides the option to visualise one output or the other.  
 
 
3.3. Logical extensions 
 
3.3.1. Improving LeaPoS’ technology 
 
The second round validation results showed a demand for further improvements both in the 
visualisation of the feedback results as well as an improvement in the overall feedback quality. 
A number of possibilities are mentioned below: 
 
● Improving accuracy for answer scoring 
 
In addition to the current training procedure, which identifies the optimal number of LSA 
dimensions on a per-question basis, expert users will benefit from a semi-automatic procedure 
capable of supporting setting up the service by means of selecting the most accurate and 
efficient algorithm configuration depending on each task/question. 
 
The future development of the knowledge rich methods will be towards the exploitation of the 
represented knowledge and its improvement. 
 
● Improve/add grammars, lexicons, ontologies. Further facilitate the updating of 
lexicalisations 
 
The improvement of knowledge will be directed to the acquisition of new lexicalisations and new 
concepts. This process could be implemented on two levels - personalization of the ontology 
and the lexicon; and relation to phrases. The personalisation will support filtering of the ontology 
in order to define a view of the conceptual information appropriate for the curriculum, thus 
providing access to a smaller amount of concepts. Also, addition of more specific concepts will 
                                              
1SIP and CAP phrases extracted from the Book of Numbers written by Conway & Guy. 
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be allowed. Similarly, the lexicon will be tuned to the new view the ontology. The annotation 
process will be made automatic on the basis of a general lexicon and a grammar for the 
corresponding language. This personalization could introduce some level of errors which will be 
a responsibility of the tutor. Another source of new knowledge will be the further integration 
between the services for phrase extraction and the grammar for semantic annotation. The result 
of this integration will give for each phrase a list of ranked concepts. These concepts will be the 
candidates for the representation of meaning of the phrase in the context of the learning 
materials. The new knowledge will be distributed via appropriate procedure for integration of 
common resources (ontologies, lexicons and grammars). 
 
● Provide an interface to enable the selection of FLSS ontologies used depending on the 
current LeaPoS course domain 
 
We also envisage extension of the usage of the available knowledge. The selection of 
appropriate ontologies, lexicons, and other resources will be done on the base of a description 
of a curriculum instead of being initialised manually by the tutor. This is necessary because the 
selection of an appropriate ontology, lexicon, etc. is not an easy task for a tutor. In this case the 
tutor will provide appropriate descriptions of the curriculum as well as appropriate learning 
materials. The service will analyse them, and on the basis of the semantic annotation a list of 
suggestions to the tutor will be generated. Such suggestions will include a list of ontologies. 
 
● Phrase extraction 
 
To get the most out of phrase extraction, LeaPoS needs to to create corpora for relevant speech 
genres. Here the primary point is to avoid duplicate texts from finding their way into the corpus. 
Suffix arrays provide a powerful technique to support tutors in  finding such duplication, 
including partial duplication within and across texts. To obtain proper balance, however, 
requires not just ruling out duplications, but also ruling out an abundance of overly similar texts, 
or worse, an over-abundance of non-prototypical texts. The use of discontiguous phrases 
extraction (Gerdemann and Burek, 2010) can provide a new dimension to the analysis of text by 
means of phrases relationships (e.g. patterns including more than one phrase) in addition to 
bags of phrases. 
 
3.3.2. Implementing  new technologies and functionalities 
 
In order to facilitate the service set up, a valuable extension  to LeaPoS  would be to add a new 
functionality that suggests questions that cover relevant concepts. Those questions could then 
be incorporated to the questionnaires used by LeaPoS for learner positioning.  Automatically 
generating assessment queries from underlying text or knowledge is an emerging research area 
that it is expected to have a major impact in educational applications (Piwek and Stoyanchev, 
2010). 
 
Another logical extension to LeaPoS will involve functionalities that support tutors in grouping 
learners with complementary knowledge. Within a scenario where tutors (social constructivists) 
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would like learners to work in groups based on complementary ‘linguistic’ and ‘conceptual’ 
knowledge. This could be done by the positioning service knowledge rich approach looking at 
how coverage of concepts complement each other. Additionally, from the knowledge poor 
perspective, LeaPoS could look at how characteristic phrases are used by individual learners. 
Moreover, learners’ texts can be linked to wiki-documents giving the learners an understanding 
of how the concepts they discuss in their group text relates to other concepts. 
LTfLL - 2008-212578  
 
16 
 
 
4. Conspect (Monitoring Conceptual Development) 
 
The Conspect service uses language technologies to support learners and tutors by analysing 
the semantic content of a learning blog or diary. It presents the results in a visualisation called a 
conceptogram, which highlights concepts and gaps in a learner’s text. It was designed to 
alleviate the heavy workload of tutors responsible for evaluating learners’ conceptual 
development and to provide immediate feedback to learners, thus avoiding the common 
problem of a lengthy wait for assessment results. 
  
Conspect can be used by learners and tutors to analyse the progress of a learner, individually; 
and to compare the learner with another learner, with the course learning outcomes, with the 
emerging reference model, and with a group of learners. 
  
Conspect combines two technologies – Latent Semantic Analysis (LSA) and Network Analysis 
(NA) into a technique called Meaningful Interaction Analysis (MIA). MIA uses LSA for the 
language analysis and NA to provide visualisations of the semantic relatedness information 
calculated by LSA. 
 
4.1. Achievements 
 
During the course of the project, WP4.2 has developed a service to be used by both tutors and 
learners. Some of the functionality was developed independently and some was implemented 
as a result of validation testing. (See D7.3) The most important achievements are: 
● provided a fast way of extracting the key concepts from large quantities of text materials 
● provided a way to compare against others 
● showed a method of providing formative feedback on demand 
● demonstrated an innovative approach to analyse text 
● encouraged student self-reflection by requiring written summaries 
● responded to users’ requests by: 
○ providing alternative views - some people like graphs, some prefer lists 
○ writing a more detailed help page 
○ improving output with better labels 
○ improving the consistency of language in the interface 
○ creating a multiple combined conceptogram to identify outliers 
 
4.2. Requirements for adoption 
 
The consensus of the stakeholders was that the approach of Conspect is good but that aspects 
need to be improved. Based on the validation results reported in VRT Round 3, we have 
identified several areas for improvement. 
● improve the relevance and completeness of concepts reported by Conspect  
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● eliminate stemmed words – replace with the original complete word 
● provide short phrases as concepts 
● allow input other than just RSS feeds, such as Word docs and pdf files 
● improve the visualisations so they are more intuitive and/or provide more help on how to 
interpret them 
● provide an easier way to locate outliers 
● reduce the complexity of using Conspect and/or improve the help page 
● implement the embedding of Conspect in other VLEs (e.g. Moodle, Blackboard ) besides 
Elgg 
● find a way to overcome objection to using OpenID (it is perceived as difficult – we 
believe it may be difficult to use the first time (due to set up requirements) but second 
and future logins are easy 
● encapsulate parameters/choices in an administrator module 
● add a time-based view of learner progress through the use of a slider 
● improve help page by, for example, explaining use of tags 
● improve the integration of the management of the process of providing formative 
feedback into the service and configuration to be intelligently adaptive to the inputs. 
Manual user configuration of thresholds adds undue complexity to the process. 
 
 Based on user input, the developers of Conspect believe these improvements will help 
considerably in increasing the chances of adaptation of the service. 
 
4.3. Logical extensions 
 
Comparative research that evaluates one approach against another is needed. For example, in 
this class of statistical language processing approaches – empirical distributional semantics 
(Cohen & Widdows, 2009) – we have chosen, there are closely related but different alternative 
methods such as topic models, Latent Dirichlet Allocation, support vector machines, neural 
networks, and many more. Furthermore, these techniques are not exclusive and allow for 
recombination. For example, support vector machines can be used for clustering on top of latent 
semantic spaces. 
 
One of the great challenges in this area is missing agreement on evaluation approaches and – 
in consequence – missing test collections. There is no widespread common understanding on 
what has to be evaluated when developing new learning technology. Is it relevance of 
recommendations? Is it quality of feedback generated? Is it acceptance? Usability? How is 
that measured? From closely related fields such as information retrieval, recommender 
systems, semantic annotation, and human computer interaction, evaluation methodology can be 
borrowed, but it is not a one-to-one translation. For example, the ability of a system for 
monitoring conceptual development does not involve presenting a ranked list of recommended 
documents. It cannot be reduced to measuring the mere appropriateness or completeness of 
descriptors. It rather has to take descriptors, the ability to create relevant (and commonly 
shared) structure in these descriptors, and the relevance of recommendations into account. All 
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of them involve separate functions of a typical system and can be evaluated separately, but 
their interplay and overall results say more about the usefulness of a system. 
 
Data collection is a demanding job. Since evaluation methodologies are lacking or are not 
widely shared, the building up of larger test collections for the automated and more objective 
evaluation of systems in this field is still hindered. Other fields, such as information retrieval and 
recommender systems, have pooled data from various sources (from real life use), annotated 
them with multiple human judgement. They can be used by researchers in the field to reduce 
the costs of evaluation – and they allow for comparative research, benchmarking one system 
or technique against another. 
 
Within LTfLL and task T4.2, we formulated a new social semantic theory, grounded in mediated 
action of activity theory (Engeström & Miettinen, 1999; Wertsch, 1994) and distributional 
semantics founding in methodical culturalism (Janich, 1998). The theory aims at explaining how 
learning takes place in interaction with the complex system that surrounds 
the individual, thereby forming an ecosystem of dependent forces between the actors (humans, 
tools, etc.) in this environment.  
 
We have complemented this new emerging theory with a computational model that grafts 
network analysis techniques on top of latent semantic analysis to allow for the calculation of 
social semantic network representations from writings and textual conversation performed in 
learning tools. It remains to refine this theory and model – not least by testing its applicability in 
other areas and for other purposes, not just monitoring of conceptual development. One of the 
most interesting areas is the analysis of employability: the compacting of performance data of 
individuals or groups that allows for reasoning about the underlying competence profile. This 
goes beyond domain-specific concepts and involves rich professional aspects such as the 
evaluation of methodical skills, social skills, or capabilities for reflection. And particularly 
includes methods for making higher order structure of textual data and social relations more 
salient. 
 
Empirical distributional semantics in general, but latent semantic analysis in particular still fall 
short in explaining what amounts of texts are required to reflect reality. It is more than 
reasonable to assume, that strong artificial intelligence expectations cannot be fulfilled and 
some sort of human involvement (e.g. in assessing relevance or fitness of representation) 
always will have to take place. Decisions can only be supported, but not replaced. However, 
there is insufficient knowledge about what the driving factors in bootstrapping semantic models 
from text with LSA are. Within LTfLL we have made first steps in investigating those factors and 
their inter-dependancies (Wild, unpublished report) and have provided us with new findings 
about these. Typically, proposals on how to create latent semantic spaces stay either agnostic 
about the required size of a corpus while at the same time warning not to use too small ones 
(Quesada, 2007) or they recommend the use of bigger corpora and spaces with an unreflected 
‘bigger is better’ assumption. We have found that small spaces as such work equally well as 
bigger ones – given the right sampling method and configuration of LSA. It would be a great 
achievement to expand the study to other use cases, not just essay scoring, to see whether the 
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findings hold for LSA in general. The role of seed documents and vocabulary growing 
procedures deserve special attention in the future in order to better support the retention of 
small corpora for a specific context from an open corpus. 
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5. PolyCAFe 
In most educational scenarios, the learners that use online discussions such as instant 
messaging and discussion forums never receive feedback for their conversations, especially 
due to the fact that such an analysis is very difficult and time consuming for tutors. This is the 
main problem that PolyCAFe is addressing by providing automatic feedback to learners and by 
supporting tutors in the analysis of their students’ multi-party online discussions. 
 
A new polyphonic theory and the corresponding methodology have been developed for 
analyzing the discourse in collaborative online conversations with multiple participants. This 
analysis framework is based on the ideas of parallel discussion threads, considering implicit 
links that correspond to voices (in an extended sense) between utterances (Trausan-Matu & 
Rebedea, 2009). Most of the elements for this theory of discourse are based on Bahktinian 
ideas of dialogism, heteroglossia and inter-animation of voices.  
 
This theory has been the starting point for the design of PolyCAFe - the tool that provides 
feedback to students and tutors for their participation in collaborative online discussions (chats 
and forums). First of all, PolyCAFe employs a new method of analysis for online discussions 
using Bakhtin’s dialogic theories and makes use of various natural language  and social network 
processing techniques in order to discover implicit links between utterances and discussion 
threads and to assess the collaboration of the discussion. An NLP pipe (stemming, POS tagging 
and parsing, spell checker) is used for pre-processing, followed by speech and argumentation 
acts identification, combined with Latent Semantic Analysis and Wordnet-based semantic 
similarity measures between utterances. Another innovation of PolyCAFe is the development of 
a method to measure the degree of collaboration in online conversations by considering the 
degree of similarity and of novelty between each utterance and all the (explicit and implicit) links 
it has and by taking into account also the issuer of the utterance (Dascalu, Rebedea & Trausan-
Matu). 
 
5.1. Achievements 
 
The result of the analysis is to provide formative and summative feedback on three levels: whole 
discussion, for each participant and for each utterance in order to fit every user’s needs and to 
provide a top-down analysis of the received feedback. An additional feature is the conversation 
visualization which has been very useful by the participants in the last two validation rounds. 
Plus, there is an extra search conversation feature that supports the users by employing a 
combined lexical and semantic search.  
 
In the third validation round over 50 students from UNIMAN and PUB have used the feedback 
and support provided by PolyCAFe. The most important benefits that resulted after the analysis 
of the results of this validation round are (see WP5.1 third round VRT for more details): 
● PolyCAFe promotes learner reflection on their performance as individuals and as 
members of a group. 
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● Feedback from PolyCAFe has been shown to improve the collaborative skills of learners 
in online discussions. 
● The institution requires less tutor time for feedback, support and grading. 
● PolyCAFe monitors the participation of the students, makes the learning processes more 
transparent e.g. locating the outliers, thus positioning individual learners in the peer 
group. 
● PolyCAFe contributes to improving the consistency of feedback between tutors, 
especially if PolyCAFe is used as a start point when providing the manual feedback to 
the learners 
● The feedback appears to have motivational aspects for engaging students with their 
activity. 
 
5.1.1. Verification results 
 
In order to test the accuracy of the indicators provided by PolyCAFe, several verification 
experiments were set up to test: accuracy of speech acts and community of inquiry labels, 
correlation between participant rankings provided by PolyCAFe and those provided by tutors 
and students, and the correlation between utterance grading provided by PolyCAFe and that 
provided by domain experts. 
 
For computing the accuracy of the speech acts annotation for chat conversations, two chat 
conversations were manually annotated by tutors with speech acts and the results were 
compared with the ones provided by PolyCAFe. The results are encouraging as the average 
speech act class precision is 85% and the average speech act class recall is 70%. However 
there are some speech act classes (e.g. partial accept, partial reject) where the results can be 
improved (the F1 score is less than 60% for both classes). Results for the inquiry labels model 
computed for discussion forums achieved an overall accuracy of 63%. The latest results can still  
be considered encouraging due to the fact that  a 10 class model was used in this case. 
 
For computing the accuracy of the participant feedback provided by PolyCAFe, the correlation, 
precision and average distance between the automatic ranking and the one provided by 
learners and tutors have been computed for 7 chat conversations (with 4 students each) that 
were produced in the last validation round. The results are very good, as summarized in table 1.  
 
Rankings compared Correlation Precision Average distance 
Tutors – System 0.94 77% 0.23 
Students – System 0.84 66% 0.43 
Tutors – Students 0.84 71% 0.40 
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Table 1 shows that the system has a higher correlation to the tutor average than to the student 
average. Moreover, the correlation between PolyCAFe and the tutor average ranking is even 
greater than the correlation between 2 distinct tutors. 
 
The final experiment described in this section compares the scores assigned by PolyCAFe and 
the ones of the domain experts for each utterance in two chat conversations, consisting of more 
than 600 utterances. The scores have been from 1 to 4 (1 - very poor, 4 - very good) and the 
correlation for the first chat between PolyCAFe and the average tutor’s grade was 0.57, while 
the inter-rater correlation was just slightly above, at  0.61. For the second chat conversation the 
correlation between the expert grades and PolyCAFe’s grades had a similar value, 0.55.  
 
Besides the results presented in these section, there are some other verification experiments 
described in WP5.1 VRT for the third validation round. 
 
5.2. Requirements for adoption 
 
Final validation round results show that PolyCAFe is very useful when used in an educational 
setting, where tutors need  to provide feedback to students for their online discussions, and 
where learners expect such feedback in order to improve their learning and collaboration skills. 
However, regardless of the educational context, two feature were highlighted for improvement in 
order to increase the adoption chances. 
 
Improving the usability of PolyCAFe is considered the most important aspect for increasing the 
service’s chances of adoption. This includes adding tool-tips and a better help section, 
improving outputs’ visualisation by rearranging the different widgets. Alternatively, deploying 
PolyCAFe as a single widget or a stand-alone web-based application will facilitate the 
visualisation of outputs in a single flow. 
 
Reshaping the feedback for learners also addressed a better user experience (being thus 
related to usability), but is also linked to motivational aspects for using PolyCAFe. The first 
aspect in this category is a change in the delivery format of the feedback in order to have a 
more direct and helpful impact for the learners by mapping the indicators into short messages 
that are more meaningful for them (e.g. instead of “feedback for content: bad” it would be better 
to have a message motivating the learner to study further). The second aspect is to reduce the 
amount of information displayed to novice users of PolyCAFe and only present all the indicators 
to advanced users who activate this option. 
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5.3. Logical extensions 
 
5.3.1. Improving PolyCAFe’s technology and functionality  
 
Besides the improvements mentioned in the previous section about adoption, improving 
PolyCAFe’s accuracy is very important as it is related to the perceived trust that the users have 
in the system. Below we describe different ways to improve accuracy: 
 
● To improve the accuracy of the speech act annotation and the community of inquiry 
labelling  will be to combine linguistic rules with statistical machine learning methods 
such as decision trees or Bayesian learning.  
 
● Validation participants in particular experts, expressed concerns and alternative 
viewpoints on the meaning of good collaboration; it will be useful for PolyCAFe to have 
available several alternative algorithms for assessing the degree of collaboration in a 
discussion and comparing their results on a golden standard in order to determine the 
best one.  
 
● Exploration of other techniques for computing semantic similarity between concepts in 
order to improve the detection of implicit links. To this extent, it is important to try to use 
Latent Dirichlet Allocation (LDA) or pLSA instead of (or together with) LSA and compare 
the results. A similar direction also exists for the other tools that use LSA (see Pensum’s 
7.3 section) 
 
● Investigating an alternative method for partitioning the conversation in discussion 
threads. As the current implementation of PolyCAFe discovers a great number of implicit 
links, several elongated discussion threads have been observed. Therefore, there is a 
need to improve the discussion threads partitioning algorithm in order to split these 
threads and bring more useful results to the users. 
 
● An additional issue for improving the tool’s functionality addresses language 
transferability. As several contacts who are interested to use PolyCAFe are Romanian 
teachers, there is a need to  adapt the services to work for Romanian courses. The 
missing parts are to find or develop an open-source Romanian POS tagger for the NLP 
pipe, to integrate a Romanian WordNet (possibly from the MultiWordnet project - 
http://multiwordnet.fbk.eu) or at least a dictionary, and to discover text corpora for 
training the latent semantic spaces. 
 
5.3.2. Implementing new technologies and functionalities 
 
New extended PolyCAFe functionalities can be split into three categories: further development, 
educational scenario related and increasing accessibility.  
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For further development, the most important aspect that has also been highlighted by the 
participants of the third validation round is to use PolyCAFe as the starting point for developing 
a conversational agent that guides the participants into a conversation in order to encourage 
collaboration, creativity and reaching specific goals or discovering a learning domain. The most 
difficult obstacles to overcome in order to achieve this goal are the need to adapt to the cold 
start problem (at the beginning of a conversation, the system shall only have very little data to 
take into consideration) and the delivery of the feedback after each utterance, therefore the 
computations need to be really fast. 
 
In order to widen the educational scenarios where PolyCAFe is useful, it would be useful to 
adapt PolyCAFe in order to provide feedback that guides the users and offers feedback about 
the coverage of a list of learning outcomes defined by the teachers. For this, a method is 
needed for the automatic evaluation of the degree of reaching the learning outcomes, which are 
specified by the teacher when setting up the assignment. This way the usage scenario is 
extended to cases where teachers need to assess the degree of reaching/fulfilling a learning 
outcome for a chat or forum assignment (or for each participant in such a conversation). 
Machine learning may be used to determine the features of each learning outcome given a 
corpora of texts relevant for each outcome. Alternatively, separate latent semantic spaces could 
be trained for each learning outcome. 
 
For increasing the accessibility of PolyCAFe in different educational contexts and institutions 
(including informal learning), the following new functionalities are proposed:  
● To develop import mechanisms for the most important forums and discussion groups 
that are used by online communities of practice: Google Groups, phpBB, d2jsp, etc., and 
from Moodle, Blackboard or Sakai forums. 
● In order to increase the accessibility of PolyCAFe for courses where it is difficult to find 
training materials for these semantic spaces: develop a method for the automatic 
extraction of corpora from Wikipedia pages for specific learning domains/topics. 
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6. Pensum 
 
Pensum is a web service that proposes to the learner and the teacher automated tools to 
extract relevant information from learning material (e.g., course texts) in order to provide pieces 
of feedback that help them understand course content (learners) and take better instructional 
decisions (teachers) through course synthesis. Three kinds of automated feedback are provided 
about the syntheses: inter-sentence coherence, off-topic and topic coverage. Moreover, 
Pensum enables the learners to regulate themselves during the work-flow: they can modify 
each piece of feedback and tune its severity. 
 
Pensum is now fully widgetized and can communicate with other widgets (iFLSS, Conspect, see 
LTfLL Deliverable on Integration). The main language technologies used have not evolved since 
version 1.5 and the integration of R-LSA, except for the fact that it can now handle various 
vector spaces, with a view to allowing to propose to the user to select the one to be used among 
a list which could be associated to different domains (and of course different languages). 
Sentence extraction has been improved since version 1.5, which could, in turn, slightly improve 
feedback results, especially regarding coherence gaps. But the impact of each of these 
improvements on Pensum behavior has yet to be studied deeply. Finally, elements of a 
management interface are already operational, but none integrated to a user-ready tutor’s 
widget. All the same, none of these improvement have been properly studied and the 
conclusions of the validation from which this section stems have been drawn from version 1.5. 
The current version represents first steps of this roadmap (see for instance section 7.2 : 
ergonomic improvement of the interface or improve feedback validity), but does not tackle the 
core of the suggestions made below. 
 
The remainder of this section discusses each of these points in more depth, and begins with the 
most important achievements we devised. 
 
   6.1. Achievements 
 
The most important achievements  in designing and implementing Pensum mainly concern the 
devising of an original theoretical background in the context of PLEs. First, we devised a new 
approach driven by a Bakhtinian view of the assessment of learner's writing (e.g., Dessus & 
Trausan-Matu, 2010). This approach has proven fruitful in the implementation of new PLEs and 
the analysis of learners’ interactions or written productions. Second, we applied the Self-
regulated learning (SRL) approach (seldom applied in PLE research, as mentioned in Vovides 
et al., 2007) to assess free-text writing from multiple sources (thereby addressing the integration 
of three separate research fields: writing-to-learn, SRL, multiple source writing). This approach 
leads to design systems that can foster learners’ comprehension of course material since it 
engages them in complex activities. Third, we devised a method to uncover semantic relations 
LTfLL - 2008-212578  
 
26 
 
between course and learner synthesis from this course to infer and therefore assess his/her 
comprehension. 
    6.2. Requirements for adoption 
 
We will list in this section the most essential future changes needed in order to make Pensum a 
fully functional (for both learners and tutors) self-explanatory piece of software. The current 
version is more usable when it comes to completely self-regulated learning, but is costly to set 
up in a more supervised environment. The diverse studies we have carried out point to some 
updates to be done in various directions—back-end, interfaces and also scenario—, all of these, 
while possibly costly in time, are mostly straightforward: 
● Improve feedback validity. The validation pilot has shown that improvements in feedback 
are necessary: most learners do not trust the coherence feedback, for instance. 
Research aimed at tuning comparison algorithms, notably for the English language, will 
be worth undertaking. To do so, we might use learners’ texts as a testing device for 
threshold values (questioned feedback, stabilization of threshold). In the short run, some 
particular cases can be contemplated to lead to slight conceptual improvement: 
processing of phrases composed only of “stop-words” should be more specific and might 
lead to less costly feedback improvement. But it will not be sufficient to exempt us from 
undertaking the aforementioned tests. Moreover, recall and precision might be improved 
by taking into account not only sentences but also the main ideas (e.g., concepts) 
mentioned in the synthesis. This improvement might shift its focus on recall over 
precision, once a sufficient level of the latter is achieved, depending on the user’s 
response to scenario enhancement reported below (last item of this sub-section).  
● Implement an administrator interface. A fully functional administrator interface is needed, 
in order to use Pensum in e-learning and life-long learning contexts. For instance, the 
possibility of handling students (as individuals or members of a group), LSA spaces 
(dimensions, thresholds, domains and language handling) is necessary. It is worth 
noting  some pieces of code already exist (data structure for handling multiple vector 
spaces and for adding other interface and documents languages; functions to add a 
document, create a course or a user, assign a course to a user, display the various 
versions of a given synthesis, course subscription), but that they are not fully integrated 
in a single interface. 
● Annotation functionalities and ergonomic improvements of the interface. Learners and 
tutors proposed some important enhancements of the interface: better text and synthesis 
display (independent, larger), text highlighting and commenting, synthesis formatting and 
eventually viewing the feedback within the synthesis editing zone (see beta-testing 
conclusions, section 4 of WP 5.2-related part of D7.4). In the long run, one can imagine 
computing feedback on the fly (see last item of next sub-section).  
● Switch in focus on the feedback: This point is scenario-related. It would worth 
introducing Pensum to the learner not as a feedback tool (which provides fully valid 
feedback every time) but also as an annotation tool that guides him/her in the writing 
process. Pensum can be viewed as a checklist of questions to pose in the process of 
understanding a course. To fully perform this scenario enhancement, the system 
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enhancement above (previous item) should be completed as well. It would also benefit 
from improved feedback (first item of this list). 
The full administrator interface seems to be the biggest barrier for adoption, the other three 
might be slightly less urgent, but nonetheless essential. As we said in the introduction to this 
section they differ in difficulty: only feedback validity will require proper research to be 
implemented (the others will need to be tested, but will not require research to be devised). 
 
    6.3. Pensum logical extensions 
 
We describe in this section the optional changes that could be made in Pensum in the near 
future. While some improvements are rather engineering-oriented in their nature (e.g., on-the-fly 
feedback, see corresponding list item below), they most of the time constitute research projects 
of their own in diverse fields. These projects directly stem from Pensum, and the outcomes of 
which would decide of the next generations of the system. We have organized them as a 
threefold list: system-related changes, scenario-based ones and e-learning research paths. 
 
System-related changes 
The following changes concern the way to technically enhance the functionalities of Pensum. 
● Consider alternatives to LSA. Recent research literature challenges the overwhelming 
domination of LSA (Pensum’s engine) for assessing educational material. New methods 
have been proposed that aim at improving the basic similarity measures. Probabilistic 
LSA (pLSA) is based on another model of the way words are distributed into documents 
and it seems to provide better performance especially on polysemy (Hofmann, 1999). 
pLSA is grounded in a strong probabilistic framework and offers a better interpretation of 
the meaning of dimensions than LSA. It has been mainly tested in the information 
retrieval community but an attempt has been made to compare it to LSA in the text 
assessment community (Kakkonen et al., 2005). However, in another study, Latent 
Dirichlet Allocation (Blei et al., 2003), a Bayesian version of pLSA, does not seem to 
provide better performance for essay grading (Kakkonen et al., 2006). These new tools 
are appealing but they have not been tested as extensively as LSA in an educational 
setting. In addition, they are not grounded in a cognitive framework: they are mostly the 
results of improvements at the level of basic similarity measures. That is the reason why 
classical LSA was chosen as the main tool in our project three years ago. LSA is still the 
most reliable tool nowadays, but we aim at extending the research on its competitors, 
especially from a cognitive point of view. Another improvement consists in generalizing 
the classical word x document matrix which is the input of SVD (Singular Value 
Decomposition), in order to take into account other kinds of data. To go beyond 
matrices, one improvement is to work on tensors (Turney & Pantel, 2010). For instance, 
several corpora from different domains can be analyzed by considering the domain as 
an additional dimension. Instead of having a word-document matrix, the semantic space 
can be based on a  word-document-domain tensor. In the same way, the language can 
be the extra dimension (Chew et al., 2007). It has been shown that the tensor technique 
provided better results on the classical TOEFL test (Turney, 2007). Another issue is the 
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efficiency of computation. Random indexing is another way of computing a semantic 
space. It has been shown that this technique performs as well as LSA on the TOEFL test 
(Karlgren & Sahlgren, 2001). This technique appears to be a serious candidate due to its 
efficiency and incrementality. Another line of research, closely akin to the previous one, 
consists in testing LSA itself. There are many ways of modifying the way LSA is applied 
(stemming or not, term weighting, number of dimensions, etc.). Turney and Pantel 
(2010) provide an extensive list of LSA parameters. Gamallo & Bordag (Forthcoming) 
even question the usefulness of SVD for inferring word similarity, but not for educational 
purposes. An interesting line of research is to test the effects of these parameters from a 
text assessment perspective. 
 
● System adaptability towards personalization. The existing traces (i.e., records that are 
kept of the users’ activity inside the system: we have added various functionalities in this 
direction in version 1.5 and up) can prove to be a reliable source of information towards 
adaptability. The vector spaces chosen and the parameters used could be made to 
adapt better to variations of domain, source text, type of writing (single text summary vs. 
multiple text synthesis) or even according to learner/tutor interaction with the system. 
Indeed, we now have infrastructure to allow the user to change the different threshold 
values and to explicitly question the feedback. Facilities towards implementing 
functionalities to allow the user to toy also with the vector space used have already been 
implemented. This can be used to set up experiments in which the user is prompted to 
validate or invalidate every single feedback. This would allow to test more extensively 
various parameters, to find empirically the most appropriate settings for each situation. 
Once strategies are implemented, the system could be modified so as to adapt on the fly 
depending on user interaction with the feedback, yielding better 
customization/personalization of the system. 
 
● New course text extraction. Since, the beginning of Long Thread testing (the add-text 
functionality was not available in version 1.5), there have been numerous remarks 
regretting the inability of the system to directly import data from websites (including 
iFLSS provided links). But, this reasoning overlooks the difficulty of separating content 
from boilerplate (menus, ads, user comments, etc.) on web pages. This is a field of 
research of its own as testified by the existence of the Cleaneval 
(http://cleaneval.sigwac.org.uk/) competition (and datasets) meant to assess the different 
methods and tools. Among the latter, Boilerpipe (http://code.google.com/p/boilerpipe/) is 
an open source application whose conceivers concede that it is not 100% reliable 
(Kohlschütter et al., 2010). This is a little problematic if the user gets unwanted items, 
but a lot more so if the actual content gets truncated.The direction we propose to follow 
would be devising a specific web-based tool to help the user select the appropriate 
sections in a document. This tool would function as Firebug Fout! De 
hyperlinkverwijzing is ongeldig.Fout! De hyperlinkverwijzing is ongeldig.Fout! De 
hyperlinkverwijzing is ongeldig.Fout! De hyperlinkverwijzing is ongeldig.Fout! De 
hyperlinkverwijzing is ongeldig.Fout! De hyperlinkverwijzing is ongeldig.Fout! De 
hyperlinkverwijzing is ongeldig. does for selecting elements: the learner would select 
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for importation the relevant elements (see figure 2 below) and it would be automatically 
uploaded and processed as a new piece of acourse in Pensum. Ideally, a tool like 
Boilerpipe or Tidyread (http://tidyread.com) could preselect elements and previous user 
selections could serve as patterns to import new documents from each given website 
almost automatically. But depending on the article type, a given website can have 
different frequently updated templates, more or less loosely followed by the authors, 
hence our decision to leave the user involved. 
● Integrating collaboration. Make Pensum interoperable with a collaborative writing 
environment to enable collaborative synthesis writing (to foster collaborative learning as 
presented in Stahl’s, 2006, cycle, as also stated in OVT 2.2). This new interface would 
also foster learner-tutor interactions. The Notepad functionality (seldom used during 
Round 3 Pilot study, OVT 2.1) would also serve these collaborative interactions. 
● On-the-fly feedback. Learners proposed that Pensum could deliver feedback without any 
request (see OVT 4.1), like a spellchecker in a word processor usually does. This could 
be done by fully using AJAX technology to compute the feedback while the learner is 
typing, thus gaining efficiency by sending smaller amounts of data with higher frequency. 
In order to fully integrate this functionality, the feedback should be displayed in the 
synthesis editing zone (see “ergonomic improvements” item above). 
 
 
Figure 2 – Example of Firebug interface for selecting element (red border moves depending on 
which element the mouse hovers) 
 
E-learning research paths 
● SRL-based research. The way learners self-regulate their learning has become an 
important research field (Boekaerts, Pintrich & Zeidner, 2000), so the content of the 
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Notepad can be viewed as metacognitive comments on the comprehension of the 
course and compared with LSA. 
● Didactics-based researach: As is, Pensum allows tracking the changes performed on 
any given synthesis through an RSS feed and a very rough tutor’s interface displaying 
not only the syntheses but the feedback provided. This can provide information towards 
the different strategies regarding the use of Pensum or even the general synthesis 
writing process from a didactic viewpoint. This latter point would require collecting more 
extensive traces of the user activity, such as temporal information or even key strokes, 
so as not to be solely dependent on the learner’s saving of the text. 
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7. FLSS 
 
Formal Learning Support System (FLSS) is a system to provide access to learning materials via 
semantic search techniques The system data include a domain ontology to provide a formal 
conceptualization of a domain and semantically annotated learning objects. The services 
provide search, edit and visualization facilities to help the user to access and modify the 
information. The user can also leave comments and remarks, and can produce materials for 
others. 
 
7.1. Achievements 
 
The verification and validation results have shown that the high proportion of learning materials 
in FLSS are relevant for the course creation. Semantic search is the service that facilitates the 
retrieval of relevant materials with respect to a specific topic. Also, the ontology as a structured 
resource helps the tutors in designing their courses. Especially helpful is the quick search option 
when browsing among various concepts. The main achievements behind FLSS are as follows: 
● Visualization of the annotated learning objects: This option presents different formats for 
viewing the selected materials. First, it suggests a combined view (with the annotation as 
additional mark-up). Then, it displays the document in HTML for better readability. Last, 
but not least, it gives the concept frequency information per document, which facilitates 
the orientation of the tutor. 
● Pre-selected repository with materials in a specific domain: With illustration in the IT 
domain, we showed that the preselected materials in a specific domain ensure quicker 
searches and efficiency in retrieving relevant learning objects. 
● Three NLP pipelines with respect to efficiency and richness of information (this 
achievement has been verified):  The initial NLP pipe has been separated into three 
pipes, since the previous validation cycle reported that it was very slow. In this way, the 
basic NLP steps can be performed fast and efficiently. The three new pipelines are: Pipe 
0.1 uses CLaRK-components. It includes tokenization and concept annotation, and is 
very fast. Thus, the following step of semantic search is facilitated on newly added 
learning objects; Pipe 0.2 uses CLaRK and OpenNLP-components. It includes the above 
information from the previous step and in addition POS and syntactic information. It is 
also reasonably fast; Pipe 0.3, uses CLaRK and OpenNLP-components. It includes all 
the modules, i.e. in addition to the above: Annotation with synsets from WordNet, 
coreference annotation and distribution of conceptual information on the basis of 
coreference annotation. However, it is slow due to the use of the underlying algorithm in 
OpenNLP over the coreferences and Wordnet information. 
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7.2. Requirements for adoption 
The validation also identified some requirements that still lack for the smooth adoption of FLSS. 
These requirements are concerned with: (1) addition of new data to the system; (2) better 
highlighting of the data within the system; (3) documentation. 
The first group of requirements are related to addition of new learning materials and 
modification of ontologies. The addition of new documents to the repository is not trivial: The 
problem comes from the fact that some formats are not supported, such as Word and PDF. The 
addition of new concepts to the ontology or new terms to the related lexicon is also not trivial: A 
user-friendly and simple mechanism is needed to allow the tutors to add new information easily 
and consistently. 
The better view over the data within the system requires additionally definition of new views 
over ontologies. This is necessary because ontologies are not simple enough in order to be 
comprehensible by stakeholders: Thus, the too abstract information has to be tuned to the 
domain in question. Also more statistics over the available learning material are necessary. For 
example, there are no statistics over the occurrences of the concepts in the whole repository: 
The information on concept occurrences in group of documents would facilitate the thematic 
orientation of the tutors within the repository. 
Additionally the validation showed that exhaustive guidelines on the FLSS exploration are 
needed: Two elaborate guidelines will be developed: one for common users and one for 
specialists (implementators, ontology designers, etc.) The use case (course creation) that has 
been developed successfully for the usability of FLSS in one domain  (IT domain) is not enough. 
In order for the users to have abetter understanding of the possibilities of the system more use 
cases and different domains have to be added as positive illustrations. At the moment, some 
initial steps have been done with interested colleagues in the iconography domain and for the 
use case of retrieving tourist information.  
 
7.3. Logical extensions 
 
The main future development of the annotation service is in the direction of technology 
extension  as a basis for the establishment of a better basis for semantic search. Thus, the first 
next step will be to extend the annotation service to cover relations between concepts with the 
text, annotation of non-domain concepts. It is necessary, because more relations other than the 
“is-a” relation would facilitate a tutor’s work on the conceptual network in the texts, and because 
sometimes the information coming only from the specific concepts is not enough to get the 
whole picture of the topic. This also implies better integration between the language resources 
(ontology, lexicons, pipes, texts). For example, at the moment there is no visible connection 
between the concept in the ontology and the concept occurrences within learning objects. 
The FLSS can show its full potential when made compatible with a real LMS. The integration 
with other facilities of LMS will provide better usage of FLSS. For example, at the moment the 
course structure is managed outside the FLSS, but a LMS will provide a full range of facilities for 
structuring a course and assigning learning materials and tests. Such integration will support in 
a better way the testing of other scenarios, also the addition of new domains and languages. 
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8. iFLSS  
 
The Informal Learning Support System (iFLSS) consists of a range of services that integrate 
ontologies with social media. The system is based on a domain ontology enrichment 
methodology, word sense disambiguation and semantic modelling of social media content. The 
widget-based visualisation of the system has a strong focus towards using an expert validated 
ontology for providing a structured overview of the domain while social media services allow for 
personalisation of content recommendation. 
 
8.1. Achievements 
 
We provide an overview below of the main achievements related to the development of the 
iFLSS: 
 
 Integration of social media content and social networks in the learning path. The learner has 
the possibility to retrieve relevant learning materials from social media sites such as 
Delicious, YouTube, Bibsonomy and Slideshare being guided by a domain ontology in this 
process. In addition, they can filter the results of their search by looking at their own social 
network. (Monachesi and Markus 2010) 
 
 The validation has confirmed that the iFLSS knowledge discovery and social search 
systems provide a high proportion of relevant learning materials that match the search topic. 
This aids students in finding relevant learning materials that are trusted and relevant for their 
current task and or course. (Westerhout et al. 2010) 
 
 The use of additional meta-data on top of providing easy access to learning materials was 
appreciated by the learners during the validation. More specifically titles, definitions, users 
and tags were useful support for the tasks that the learners had to perform as part of their 
course. (Westerhout et al. 2010) 
 
 The iFLSS system has several opportunities to save tutors’ time while supporting their 
students. It can make it easier to point them to relevant learning materials and supports 
them in conveying and strengthening the important concepts and interrelations of a domain 
 
 The social learning component of the iFLSS is able to leverage the structure in the social 
networks of the learners and can recommend relevant peers for a specific topic. An average 
learner’s social network contains enough peers either directly or through the tutor such that 
relevant peers can be recommended. 
 
 A user-friendly visual representation of the domain has been developed which is used in the 
Knowledge Discovery tool. The validation has confirmed that it can help learners to 
understand the domain better than they would have without such a domain ontology driven 
visualization.  
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 A methodology has been developed for Iterative domain ontology enrichment using social 
media. This methodology allows us to enrich an existing domain ontology with additional 
concepts and lexicalisations that are in active use by a Community of Practice within social 
media such as Delicious. The resulting ontology allows for knowledge discovery in an 
elearning context. (Monachesi et al. 2011) 
 
 An approach has been developed for automatically disambiguated social media search. 
Search queries are automatically disambiguated on the basis of an ontological 
interpretation. To this end a domain ontology and background ontologies such as DBpedia 
are being employed. This allows us to improve the quality of search results retrieved from 
social media. (Monachesi and Markus 2010) 
 
 Identified the strengths and weaknesses of ontology driven support for knowledge discovery 
using a domain ontology and social media on the basis of validation activities with actual 
students and scenarios. (Westerhout et al. 2010) 
 
 A method for identifying users that generate valuable content in a social networking 
neighborhood has been developed and validated in a learning environment. (Posea and 
Trausan-Matu 2010) 
 
 We have established that the social networks contain relevant resources for learning 
purposes and we have shown how these resources can be used in a learning environment. 
The users and resources from the social networks that are proposed to the students for 
further reading are considered relevant by those. 
 
 
8.2. Requirements for adoption 
 
The validation activities that are reported in D7.4 were a valuable instrument to assess the 
limitation with respect to user adoption of the iFLSS tools and services.  
 
There is some variation in the feedback we have received from the learners who took part in the 
validation activities. For example the students from PUB-NCIT preferred the ontology-supported 
knowledge discovery tool while UU students showed a preference for the more familiar keyword 
based social search. A preliminary investigation leads us to believe that this is caused by both 
differences in educational background and learning styles. One message that came very 
strongly from the validation activities is that students in general are reluctant to adopt new tools 
when directly comparing them to well acquainted tools (such as Google). This is however 
compensated for by the fact that the results suggest that early adopters are quite positive about 
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the iFLSS potential. They are able to identify new opportunities for reflection and getting an 
overview of the learning material and important relations between domain entities. 
 
There are a few aspects which potentially affect adoption and would thus require either further 
attention. It is important to note that our group of learners was especially critical about the 
adoption of new tools, because iFLSS-usage was an obligatory part of their university course. 
This affected their willingness to invest time in new tools due to both time pressure and the 
grades that needed to be achieved to pass the course.  
 
The requirements that we will address in the rest of this section involve only minor changes to 
the current setup. However, we also faced more complex requirements that address wider 
societal questions such as the friction between privacy and the pervasive use of social 
networks.  
 
● Expanding the target audience 
○ The system is highly regarded among certain groups of students. There are 
however also students who are not yet convinced that the system supports them 
in improving their study output. It should be investigated whether there are ways 
to additionally motivate these students to use the system for a longer period, 
because the validation activities suggest that more reflection on the added value 
of the tools is required. A first step in this direction would be to introduce the 
system in an academic skills course, as a useful tool for finding high-quality 
learning materials and learning the structure of a domain. 
○ Make advantages of the system compared to established search engines clear to 
users. Clearly explain how the system supports learners during their learning 
path and how that type of support is different from keyword based search for 
resources as performed with current search engines. The validation interview 
sessions (D7.4) highlighted the growing interest of students in using the system 
once the differences between the knowledge discovery and established search 
engines became clearer. 
● Functionality 
○ Provide an integrated version of the personalised social search and the 
knowledge discovery components. During the validation, the two components 
were validated separately. A combination of the two components should appeal 
to both conservative (social search) and more adventurous learners (knowledge 
discovery) and the interactions between the two complementary components 
could be beneficial to both groups of learners.  
○ Enable tutors to modify and reuse parts of the information provided to learners. 
This amounts to creating a user-friendly and time-efficient tool for ontology 
creation and editing for non-experts. This would allow tutors to not only cover 
generic concepts, but also specific notions that they want to address in their own 
course context. 
○ Increase the overlap between a fixed curriculum and the domain ontology. The 
interview sessions highlighted that the students would appreciate a greater 
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amount of integration between the curriculum and a domain ontology. It was 
reported that the ontology supported exploring many subjects, but that it was 
unclear which subjects were actually mandatory. A first suggestion would be to 
colour-code the concepts and relations which are required by the curriculum such 
that the students are able to explore the ontology in a more focused way. 
● Usability 
○ Provide a less elaborate method for setting up the system and an installation 
guide. At present, setting up the system requires a fair amount of time and 
technical know-how. This makes it difficult for an individual teacher or tutor to 
deploy the system in order to quickly investigate its advantages. It could be 
worthwhile to create a virtual machine image with all the software ready to be 
used which would allow potential adopters to experiment with the software much 
faster and they would not be constrained to a single online demo. 
○ Improve the ontology navigation through breadcrumbs. Some students reported 
that it was hard to backtrack to previous concepts when navigating the ontology. 
Although it is good that the tool supported students in exploring new subjects 
quickly it is also important to allow them to get back to an initial concept of 
interest. A possible way to support students would be to add breadcrumbs to the 
visualisation as is also common for websites with a deep menu-structure. This 
would allow learners to identify the path which led them to some concept of 
interest and allow them to quickly return to some other concept by simply clicking 
on it. 
● Transferability 
○ Evaluate the system with students in an informal lifelong learning context, in 
which supervision by a tutor is missing. During the project the validation was 
aimed at an academic institution with a fixed curriculum whereas the software 
was designed for a Self-directed lifelong learning situation. An additional 
validation activity would need to be run in order to verify whether the software 
better addresses the needs of such learners and or whether other requirements 
arise when used with another type of learners. 
○ Apply social ontology enrichment to other domain ontologies. Within the scope of 
the project, ontology enrichment was only validated with a single domain 
ontology. The created ontology enrichment methodology should however also 
apply to other domains than computing provided that there is content shared in 
social media with appropriate tags. The verification activities for the social 
ontology enrichment should be repeated with a different domain ontology in order 
to verify that the methodology is indeed generic.  
● Research & Transferability 
○ Investigate privacy issues. There are privacy concerns with both tutors as well as 
students regarding the social search features. Tutors would for example be 
interested in sharing academic resources with students through social networks, 
but would, at the same time, like to keep their personal social networking 
accounts separate from their work-related student contacts. Similar concerns 
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exist with students who may want to keep their personal and study-related social 
networks separated. 
 
 
8.3. Logical extensions and optional future enhancements 
 
The new technologies and functionalities that can be developed for iFLSS mainly target the 
continued integration of social media oriented services for personalisation with domain 
ontologies. The personalisation could then not only cover the current state of affairs, but also 
the learning process over time. The final point where we see room for logical extensions is the 
integration of additional social networking sites. In particular the integration of the currently 
largest social networking site Facebook. More specifically, we foresee these possible future 
enhancements: 
 
● Extend the current knowledge discovery system with support for language use by means 
of language technology. It will be thus possible to allow the system to identify the 
conceptual knowledge of students and their language use within a certain domain. This 
information can be used to tailor a domain ontology to a particular user or to include 
additional lexicalisations to compensate for inappropriate search terms in order to 
retrieve learning objects. Identifying the concepts that are already familiar to the learner 
allows the knowledge discovery service to give more attention to new concepts of 
interest or provide resources at a higher skill level.  
 
● Use personalised ontologies to model conceptual coverage over time. (H. Krieger 2010). 
Identifying the acquisition of concepts during the learning process allows for additional 
monitoring of the student by a tutor. For example whether the pace at which the student 
is progressing is fast enough instead of only looking at the end result. This functionality 
would not only require that we store the current state of the ontology, but also store the 
conceptual changes over time using time slices.  
 
● Investigate whether and how Facebook can be used for learning. Facebook allows for 
the annotation and sharing of arbitrary resources on the Internet using the Open Graph 
protocol. It needs to be investigated whether the process of resource sharing and 
annotation within Facebook is similar to that of YouTube, Delicious or Slide-Share or 
whether there are constraints  which may lead to additional requirements  in either the 
methodology of social search and/or social ontology enrichment. The reason why this 
needs to be investigated is that Facebook is nowadays the largest generator of social 
media resources and its policies and APIs for sharing media resources are changing 
rapidly. 
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9. A vision for the future 
 
Education in the future will involve more social and collaborative learning. Given current trends, 
tutors, with ever larger classes, cannot possibly support the individual needs of so many 
students. Moreover, learners are required to learn in increasingly specialised fields for which 
tutors could not possibly give individual instruction. Rapid development in computer and Internet 
technologies has already been moving in the direction of enabling social learning. Complete 
untutored learning however is not achievable for most learners who will flounder in a learning 
environment without personalised guidance. 
 
The LTfLL project did not start in a vacuum. It is undeniable that search engine technologies 
have radically transformed the way people learn. Wikipedia and blogs are examples of 
collaborative knowledge generating processes. Social media sites are transforming the way 
people interact with each other. With so many new technologies available, there is a question 
concerning the role of specialised learning tools such as the ones developed within the LTfLL 
project. How, for example, can a search-engine-based tool such as iFLSS compete with 
Google? The answer is personalisation. A program that has a good model of the user can 
provide much more on-target information than a general program for everybody. This is 
especially true when learners are able to refine the model in ways that search engines do not 
allow. 
 
Moreover, search results from commercial search engines are often adversarial in the sense 
that many hits involve companies trying to sell products. The use of social tags alleviates this 
problem since users will tend to categorise search results more finely. Blogs use informal 
language, and therefore there is a significant noise level that needs to be filtered out. 
Commercial search engines are not able to compete with the personalised search engines that 
are proven to be more efficient in this task. Open source tools such as iFLSS empower the user 
by means of the selection of sources that in this case are other social network user texts with 
lower noise levels. 
 
Just as iFLSS can be seen as competing with Google, FLSS can be seen as competing against 
Google Scholar. Despite being a very attractive tool, Google Scholar is not perfect either, in fact 
it suffers from the recurrent problem of selective attachment (Redner 1998, Lawrence 2008); 
papers with many citations are preferentially presented and therefore receive even more 
citations, leaving worthy but uncited papers out of the picture. The issue of selective attachment 
is a major problem that cannot be solved by a single project; nevertheless, FLSS is a step in the 
right direction. The ontology semantic search engine can determine ranking semantically thus 
reducing the reliance upon citation based ranking. Moreover the pre-selection of learning 
materials for the database also helps to ensure relevant results, or a relevant variety of results 
in the case of multi-concept query. 
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As discussed by Google researcher Kevin McCurley (2009), expanding upon ideas originally 
developed by Tversky (1977), results may be similar to the query on the basis of different 
features which in the context of LTfLL are formalised by ontologies such as the ones used by 
FLSS. Following Tvesky’s classic example, the query 'Cuba' is similar to the query 'Soviet 
Union' and to the query 'Jamaica' on the basis of different concepts. A good search engine 
should return results of both clusters. As will be discussed below in the context of 
summarisation, the similarity clusters can also be represented as vector space dimensions as in 
LSA. 
 
Modern search engines necessarily provide short summaries of the results so that users can 
identify what they are looking for. This process of summarisation is not trivial, since specialized 
textual descriptions must be grouped into similarity clusters, just as LSA reduces dimensions. 
 
 For learning, therefore, the activity of summarisation is important in that it requires a high 
degree of cognitive involvement. The summaries also provide a means to convey effectively to 
other learners what the learning material is about and thereby contribute to collaborative 
learning. Moreover, in the long thread Pensum is used to summarise multiple iFLLS outputs. 
 
High quality summaries must do more than cover all the required concepts. The sentences in 
the summary must also be tied together cohesively. Fortunately, LSA can also be used for this 
purpose as the bond among sentences can be measured by semantic overlap between 
neighbouring sentences. This use of LSA is also of importance in PolyCAFE because the 
cohesiveness of sentences leads to better communication, and therefore to better collaborative 
learning in a forum environment. Computer-based forums have been popular since the 80's but 
only recently has their  pedagogical value been discovered. But evaluating participation in such 
forums is not practical for humans; technological support is required. Such use of forums can 
certainly be expected to continue in the future. And the monitoring of such forums will naturally 
improve as the natural language understanding program will also improve. This trend has been 
convincingly demonstrated by the success of the IBM Jeopardy playing program. 
 
Conspect helps learners and tutors to perform a visual overview of conceptual relationships 
covered by learner texts. Visualisation by charts and graphs such as the ones used by 
Conspect facilitate the inspection of data at a surface level. Visualisation can be used to 
provoke discussion points that will be of greater value in a forum for learner - tutor type 
discussions similar to the ones analysed by PolyCAFE. In the context of collaborative learning, 
PolyCAFe could play a significant role if used within a social media platform such as Facebook. 
 
Collaborative learning involves individuals taking the roles of tutors in specific knowledge areas 
where they find themselves in a higher level of conceptual development than their peers. Also, 
they take the role of learners where their knowledge is less developed than their peers’ 
knowledge. LeaPoS therefore has a central role in grouping learners together who have the 
same knowledge and therefore facilitating collaborative learning. Learners who are a step 
ahead of their peers are often best able to present topics to these peers within the zone of 
proximal development. 
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LeaPoS goes a step further than merely grouping learners in terms of conceptual coverage. It 
positions learners also on the basis of speech genre. Identifying the speech genre involves 
picking up distinctive features of a person’s phraseology. The string mining techniques involved 
have been developed primarily in bio-informatics and in endeavours such as the human-
genome project. The algorithms developed in this domain have been adapted to natural 
language for applications in Google Ngrams, Machine Translation, Chinese Word Segmentation 
and many others in addition to the educational data mining application used for LeaPoS.  
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