Rates of molecular evolution can vary over time. Diverse statistical techniques for divergence time estimation have been developed to accommodate this variation. These typically require that all sequence (or codon) positions at a locus change independently of one another. They also generally assume that the rates of different types of nucleotide substitutions vary across a phylogeny in the same way. This permits divergence time estimation procedures to employ an instantaneous rate matrix with relative rates that do not differ among branches. However, previous studies have suggested that some substitution types (e.g., CpG to TpG changes in mammals) are more clock-like than others. As has been previously noted, this is biologically plausible given the mutational mechanism of CpG to TpG changes. Through stochastic mapping of sequence histories from context-independent substitution models, our approach allows for context-dependent nucleotide substitutions to change their relative rates over time. We apply our approach to the analysis of a 0.15 Mb intergenic region from eight primates. In accord with previous findings, we find comparatively little rate variation over time for CpG to TpG substitutions but we find more for other substitution types. We conclude by discussing the limitations and prospects of our approach.
Introduction
Molecular sequence data provide information about the amount of evolution, or the branch lengths, between species, but they do not suffice for disentangling evolutionary rates and times. When substitution rates change over time, divergence time estimation becomes more challenging because fossil evidence that separates rates and times on one part of a phylogeny does not guarantee that rates and times can be well-separated on other parts of the tree. Just as improved analysis of fossil data can lead to better divergence time estimates, improved treatment of evolutionary rates can yield more successful divergence time estimates.
A wide variety of relaxed clock methods have been proposed and studied for facilitating the separation of rates and times (Sanderson 1997 (Sanderson , 2002 Thorne et al. 1998; Huelsenbeck et al. 2000; Yoder and Yang 2000; Kishino et al. 2001; ArisBrosou and Yang 2003; Drummond et al. 2006; Rannala and Yang 2007) . One promising direction is to identify factors that cause rate variation over time or that at least covary with this rate variation. For example, Lartillot and Delsuc (2012) have considered how life-history traits such as body size might covary with nucleotide substitution rates. By combining life history trait information of extant species with the sequence data from these species, Lartillot and Delsuc are able to partially separate evolutionary rates and times. They do this by exploiting covariation across a phylogeny between body size and evolutionary rates.
Other potential ways to partially or completely separate rates and times are motivated by other factors that affect substitution rates. These include the possibility that natural selection induces a correlation between substitution rate and effective population size (Ohta 1973 ) and the ability to better understand substitution rates by incorporating mutation data. Although diverse treatments of substitution rate variation over time are available, a typical assumption is that the relative rates of different substitution types vary among branches on a phylogenetic tree in relatively simple ways. For example, the absolute rates of all substitution types might change over time but the relative rates among types might be invariant. Alternatively, effective population size might vary among branches of a tree so that mutation-selection balance approaches inspired by population genetics can assist in the determination of how rates of different substitution types vary among branches (e.g., see Yang and Nielsen 2008; Rodrigue et al. 2010) .
Beyond the effects of generation time and natural selection, there are compelling biological reasons to believe that additional flexibility in substitution rate variation over time is warranted. Even for a neutrally evolving sequence, variation across the phylogeny in generation length might be insufficient to completely explain variation across the phylogeny in substitution rates. Although mutation rate equals substitution rate with neutral evolution (Kimura 1968 (Kimura , 1983 , different mutational mechanisms underlie different types of point mutations. If mutation occurred only in meiosis, then mutation rate variation over time might be exclusively attributable to changes in generation length. But, this is not the situation. Some mutational mechanisms seem prone to yielding almost clock-like substitution behavior because they can operate nearly at any time during a life cycle whereas other mutational mechanisms are meiotic and therefore prone to affecting a sequence site only once per generation. In addition, the relative importance of mutational mechanisms can change across a phylogeny because the genetic and environmental components affecting them can change.
Despite the fact that the molecular clock seldom holds in empirical analyses, it has been suggested that CpG dinucleotides (i.e., cytosines immediately followed in sequence by guanines) may evolve in a comparatively clock-like fashion in mammals and primates (Hwang and Green 2004; Kim et al. 2006; Peifer et al. 2008) . As CpG methylation exists during much of the life cycle of germ-line cells (Smallwood and Kelsey 2012) , mutations associated with DNA methylation can accumulate throughout much of the duration of each generation (Kim et al. 2006 ). Hwang and Green (2004) implemented a pioneering Bayesian Markov chain Monte Carlo (MCMC) method that allows substitution rates to depend on neighboring nucleotides. They observed that CpG transitions have a relatively clock-like behavior in mammals. Kim et al. (2006) noted that divergence times between the human and chimpanzee species pair and the macaque and baboon species pair are thought to be similar, but the humanchimpanzee pair has longer generation times. They pointed out that the macaque-baboon pair had accumulated significantly more transitions at non-CpG sites than the other pair, probably by virtue of the generation-time effect. However, inferred amounts of transition substitutions at CpG sites were similar between pairs. As emphasized by these studies, methylation-origin mutations at CpG sites may be dependent on chronological time rather than on time measured in generations. In other words, CpG sites might serve as the basis of a relatively accurate molecular clock even for a phylogeny relating lineages with diverse generation times. Inspired by this earlier work and also by the realization that there are a variety of other reasons why substitution rates may vary over time differently for different substitution types, we aim to investigate the clock-like natures of different kinds of (possibly context-dependent) nucleotide substitutions and we aim to simultaneously improve divergence time estimation.
New Approaches
Prior to describing its details, we provide an overview of our approach that begins with considering the history of sequence changes on each branch of the phylogeny. Unfortunately, complete substitution histories are not directly observed when phylogenetically related interspecific data sets are collected. Instead, only the sequences at the tips of a rooted evolutionary tree are observed. This lack of complete information makes the inference problem more challenging. As allowing different substitution types to have different clocks is computationally daunting with context-dependent substitution, we provide another nonideal solution.
In this study, we collect substitution histories of homologous sequences according to their posterior distribution using a context-independent substitution model through a slightly modified version of the PhyloBayes-MPI software (Lartillot et al. 2013 ). These substitution histories are then the basis for inferring context-dependent rates on each branch. Instead of different genes having different branch lengths as is the situation for multigene divergence time estimation (Thorne and Kishino 2002) , now we have different kinds of nucleotide substitutions with different "substitution lengths." The substitution types share the same set of divergence times, but each substitution type has its own rate trajectory on the phylogeny. The substitution lengths and the associated uncertainty for each substitution type can be approximated given the substitution histories. Based upon these approximations for the different substitution types, the divergence times and chronological substitution rates of each kind of substitution are estimated with a relaxed molecular clock through MCMC (Thorne et al. 1998; Kishino et al. 2001; Thorne and Kishino 2002) .
Augmented Data Likelihood
The observed data are the homologous sequence alignment D of length N from S species. The species are related through a rooted phylogenetic tree with a topology that is assumed known. The root has index 2S À 2, tips have indices j ¼ 0; . . . ; S À 1, and nonroot internal nodes have indices j ¼ S; . . . ; 2S À 3. A branch is given the same index as the node at its end.
Consider a specific branch j on a tree and a specific site i in a DNA sequence. Assume the full substitution history of the DNA sequence on branch j is observed. This history includes the number of substitutions undergone for every site on branch j, the timing of the substitution events, and the states before and after each substitution. The substitution rate per site on branch j from site context a to nucleotide b will be abj . Here, "context" represents both the state of the site of interest and (possibly) states at other neighboring sites. The vector l j will represent the entire collection of abj for all possible contexts a and nucleotides b on branch j.
We are interested in the product of abj and time for each branch. We refer to this product as the "substitution length" of branch j from context a to nucleotide b. Although the product can be estimated from sequence data, rates and the branch time are confounded. We will set the branch time at 1 for all branches. This means that the substitution length for change from a to b is known on branch j if abj is known. Let aij ( aij 2 ½0; 1) be the proportion of time site i has context a on branch j with U ij being a vector representing values of the dwell proportions aij for all a, and let n abij be the number of changes from context a to nucleotide b at site i on branch j. We have n ij be the vector of substitution counts n abij for all a and b.
As an example, consider the substitution history illustrated in figure 1. If j represents the branch being depicted and 1949 Molecular Clocks for Different Substitution Types . doi:10.1093/molbev/msv099 MBE context a represents a CpG dinucleotide, then the proportion of time that site i = 2 is a CpG site is a2j ¼ 0:4=1:0 ¼ 0:4. Because there was one substitution from C to b ¼ T for site i = 2 in the CpG dinucleotide context, n ab2j ¼ 1. This will contribute to the CpG transition length. Site 3 in figure 1 also begins branch j as part of a CpG dinucleotide. Because there was a substitution from C to T at time 0.4 for site i = 2, the proportion of time that site i = 3 is a Cpg site is a3j ¼ 0:4. Also, because no substitution occurred at site i = 3 for the CpG dinucleotide context, n ab3j ¼ 0.
If the nucleotide substitution process is treated as a continuous time Markov chain, then the likelihood for the observed history of site i on branch j is
where s ij0 is the initial state of site i on branch j. The likelihood without conditioning on the initial state s ij0 would be
One simplification that is often made when modeling molecular evolution is to assume stationarity of the substitution process. The stationarity assumption means that the initial state s ij0 has some information pertaining to the rate parameters. We treat pðs ij0 j l j Þ as not being a function of l j . Therefore, we are only focusing on the transient part of the likelihood. This means that equation (1) summarizes the information about l j in an observed history.
Suppose the complete substitution history of every site is available. The likelihood for the observed history of all sites on branch j is then
where n j ; U j , and s j0 are, respectively, vectors of the substitution counts n ij , the dwell proportions U ij , and the initial states s ij0 . The log-likelihood is then
where the substitution counts N abj ¼ P i n abij and the summed dwell proportions È aj ¼ P i aij . Therefore, the sufficient statistics of abj on branch j consist of the summed dwell proportions spent in context a on branch j, È aj , and the number of changes from context a to nucleotide b on branch j, N abj . By setting the first derivative to zero and solving, we have the maximum-likelihood estimateŝ
We can consider l ab as a vector of substitution lengths of changes from context a to nucleotide b on the phylogenetic tree. We have
Let M ¼ fM ij g 1 i N;1 j 2SÀ2 represent the substitution history (stochastic mapping) that generates the molecular sequence data D such that M ij is the substitution history at site i on branch j. The substitution history M ij can be summarized by the sufficient statistics for abj . These are n abij and aij .
With a context-independent model of sequence change, there are four possible states (A, T, C, and G) and 4 Â 3 = 12 possible types of single-nucleotide substitutions (e.g., A ! T, A ! C, etc.). If strand-symmetry is assumed so that types have the same rate as their complement (e.g., A ! C and T ! G have an identical rate), context-independence yields six types of single nucleotide substitutions: Four transversions and two transitions. These six types of single nucleotide substitutions are listed in table 1. In contrast, there are nine types of changes (pooling together complementary changes) and three states (contexts) when classifying a site according to whether it or its complement might have a methylated C in a CpG dinucleotide. These nine types of changes are listed in table 2. They include four transversions and two transitions for non-CpG sites, and two transversions and one transition for CpG sites. For instance, if the substitution history is fully observed, the substitution length of CpG transitions (Type 9 in table 2) on a branch can be inferred by the number of CpG transitions divided by the sum over sites of the proportions of time that CpG sites were located on that branch. Similarly, the substitution length of non-CpG G ! C and C ! G substitutions (Type 1 in table 2) is computed as the number of G ! C and C ! G substitutions at non-CpG sites divided by the summed proportions of time that nonCpG C or G sites existed on that branch. Note that the way we define substitution lengths can be applied to other types of context-dependent substitutions not discussed here. It is possible to derive the substitution lengths for contexts considering any combinations of 5 0 and 3 0 neighboring nucleotides. 
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Sampling Substitution Histories
The "substitution lengths" of different types of substitutions provide a basis for inferring the rates of each kind of change. This quantity is hard to estimate directly from the molecular sequence alignment, but the estimation becomes rather straightforward if the substitution histories (mappings) can be fully observed. We therefore employ data augmentation to help estimate the "substitution lengths" of each kind of change. That is, the augmented data (unobserved substitution histories) are constructed from the observed sequence alignment. Diverse strategies have been developed for sampling substitution histories M conditional upon the sequence alignment D and a vector of parameters that represents the tree topology, branch lengths, and the parameters of the substitution process. Sampling histories M from the distribution Pr ðM j DÞ is categorized as endpoint-conditioned sampling because the sequence data D are observed at the endpoints (tips) of the tree. Endpoint-conditioned sampling strategies for molecular sequence data have been evaluated by Hobolth and Stone (2009) and reviewed by Hobolth and Thorne (2014) .
The probability of a mapping conditioned on the molecular sequence alignment can be written as
However, the true values of the parameters in are usually unknown. A mapping sampled from the marginal distribution PrðM j DÞ by integrating out all possible parameter values in has density
Lartillot (2006) proposed a sampling algorithm that includes data augmentation and conjugate Gibbs sampling to obtain samples from the joint posterior probability distribution PrðM; j DÞ and implemented it in the PhyloBayes-MPI software (Lartillot et al. 2013 ). The algorithm proceeds in two alternating steps. First, draw a substitution history conditional on the parameters in in a way that is similar to Nielsen's algorithm (Nielsen 2002) . Second, resample the parameters in through a Gibbs sampler that is conditional on the substitution history. A Gibbs sequence is generated after repeating this process many times, where a subset of samples of and substitution histories are taken as draws from the full joint posterior distribution of all parameters. The Monte Carlo estimate of any moments (e.g., mean) for the marginal distribution of the substitution histories can be directly computed from the realizations of the Gibbs sequence.
We use a slightly modified version of the PhyloBayes-MPI software with an independent-site time-reversible model to generate the substitution histories. We then use these sampled histories to make inferences about parameters in a richer context-dependent substitution model. We do this by relying upon the assumption that the distribution of substitution histories is robust to substitution model specification. In other words, we assume that the endpointconditioned sample from PhyloBayes-MPI for our data set can be treated as an endpoint-conditioned sample according to our substitution model of interest. For data sets with long branches that generate high probabilities of multiple changes per site or high probabilities of changes at consecutive sites, this assumption will be problematic. For data sets with short branches and little sequence divergence, the assumption should be more appropriate. Further implications of this as well as potential improvements to it are detailed in the Discussion section.
Substitution Length Estimation
The PhyloBayes-MPI software samples endpoint-conditioned substitution histories M and a vector of parameters that specifies the substitution processes, tree topology, and branch lengths from the joint posterior distribution PrðM; j DÞ. Further details about the PhyloBayes-MPI settings that we used are in the Materials and Methods section. By only keeping a set of widely spaced realizations of mappings and parameters, we can generate C approximately independent and identically distributed samples of M and from PrðM; j DÞ. ðcÞ ij includes the number of substitutions from context a to nucleotide b at site i on branch j and the proportion of time site i on branch j has context a in the cth iteration.
The "substitution lengths" of changes from context a to nucleotide b on the phylogeny l ab can be estimated by maximum likelihood from M ðcÞ . The maximum-likelihood estimate of l ab for iteration c iŝ 
We can estimate l ab bŷ
so that
By assuming the maximum-likelihood estimates are asymptotically normally distributed, we approximate the variance of ðcÞ abj for iteration c by the inverse Fisher information. This yields the variance estimate
By the Law of Total Variance, the variance of abj is
The first term can be estimated from the sample variance of 
and
Note that some sources of uncertainty are unfortunately not included in the estimates. For instance, we do not include uncertainty due to using substitution histories that are not generated from a context-dependent model.
Divergence Time Estimation
Multidivtime is a Bayesian MCMC program for estimating divergence times on a known rooted phylogeny with a relaxed autocorrelated clock model (Thorne et al. 1998; Kishino et al. 2001; Thorne and Kishino 2002) . Data sets consisting of multiple genes can be analyzed in Multidivtime by assuming a common set of divergence times but allowing independent rate trajectories for each gene. Multidivtime takes a two-step procedure to estimate species divergence times from multigene data sets. First, it estimates branch lengths through maximum likelihood and uses the curvature of the log-likelihood surface to estimate a variance-covariance matrix between the branch length estimates for each gene. Second, it adopts an MCMC procedure to sample divergence times and rates by approximating the likelihood surface with a multivariate normal distribution for each gene, which is determined by the branch length estimates and the variance-covariance matrix obtained in the first step.
In this study, we use Multidivtime for data sets where "substitution lengths" vary among substitution types rather than data sets where branch lengths vary among genes. By sampling the substitution histories from PhyloBayes-MPI, the substitution lengths and the associated variance-covariance matrix can be estimated as described above for each kind of nucleotide substitution. Different kinds of nucleotide substitutions are treated by Multidivtime in the same way as it treats different genes that share the same set of divergence times. Just as Multidivtime allows the rate trajectories of different genes to independently vary over the phylogeny and just as it allows some genes to change rate in a more clock-like fashion than others, our analyses with Multidivtime have different substitution types change rate independently and allow some substitution types to be more clock-like than others.
A weakness of Multidivtime that exists for multigene analyses is that it ignores the possibility of correlated rate changes among genes. Likewise, a weakness of our analyses of changing substitution rates over time is that correlated changes in rate among substitution types are biologically plausible but Multidivtime assumes the rates change independently. An additional shortcoming of using Multidivtime for studying substitution rate change is the treatment of variance and covariance structure of estimated substitution lengths. Although Multidivtime can account for covariances in estimation error of substitution lengths among branches for each substitution type, its current implementation assumes no covariance in estimation error among substitution types.
Results
As described in the Materials and Methods section, the DNA sequences for all divergence time analyses consisted of approximately 0.15 Mb from nine primates, one of which was treated as the outgroup. The assumed topology is shown in figure 2.
One difficulty with divergence time studies is that the truth tends to be unknown. We decided to compare the results of our analyses with the divergence time estimates reported by the TimeTree database (Hedges et al. 2006; Kumar and Hedges 2011) . The divergence times reported by the TimeTree database should certainly not be considered true, but we expect them to be comparatively reliable because the estimates emerge from studies that surpass ours in terms of the inclusion and treatment of fossil evidence as well as number of taxa.
Substitution Lengths
We investigate the degree of deviation from clock-like behavior of each type of substitution by first checking the substitution lengths of each type. If the rate of a substitution type is constant over time, then the root-to-tip substitution lengths for that type are expected to be similar for all lineages. The substitution lengths for context-independent and contextdependent substitution types were estimated from a sample of substitution histories from PhyloBayes-MPI. The root-to-tip substitution lengths for all lineages were computed and normalized so that the average root-to-tip substitution length within the same substitution type is 1. The normalized root-to-tip substitution lengths are summarized in figures 3 and 4. These figures were inspired by corresponding figures from Hwang and Green (2004) .
Among all lineages, the root-to-marmoset and root-tosquirrel monkey substitution lengths are always the greatest, regardless of substitution type. Also, the root-to-human substitution lengths tend to be among the smallest. Species within the same clade share branches in their root-to-tip paths, and therefore their root-to-tip substitution lengths are correlated. In addition, these species with similar root-to tip substitution lengths have similar generation times and body sizes. This observation is consistent with the generation-time effect such that rates of lineages with relatively shorter generation times are elevated. Even though this phenomenon is relatively minor for CpG transitions (Type 9), it is consistent with some transitions affecting CpG sites not being associated with methylation (e.g., replication errors).
The average root-to-tip substitution lengths for each substitution type before normalization are related to the rate of each type of substitution. For context-independent substitutions, transition rates (Type 5 and Type 6) are higher than transversion rates (Type 1-Type 4), whereas Type 5 (G!A and C!T) is the highest of all (see fig. 3 ). This observation is consistent with the hypothesis that mutation is biased Fig. 3 . Normalized root-to-tip substitution lengths for each type of context-independent single nucleotide substitution. Types are defined in table 1. Root-to-tip substitution lengths are normalized so that within-type average substitution length is 1. The normalized root-to-tip substitution lengths are labeled with different colors for each tip. The average root-to-tip substitution length for each type before normalization is reported as well as the variance after normalization. toward A + T content (Sueoka 1988 (Sueoka , 1992 . For contextdependent substitutions, Type 9 (CpG transitions) has the highest rate, whereas Type 3 (non-CpG T ! A and A ! T) and Type 4 (non-CpG T ! G and A ! C) have the lowest rates (see fig. 4 ). Moreover, CpG sites are substitution hotspots so that the rates at CpG sites are accelerated. The CpG transition rate (Type 9) is much higher than non-CpG transition rates (Type 5 and Type 6). Furthermore, CpG transversion rates (Type 7 and Type 8) are also much higher than nonCpG transversion rates (Type 1 and Type 2). Kong et al. (2012) suggested that the high CpG transversion rate stems not only from hypermutable CpG sites but also from mutational bias favoring changes that decrease G + C content. As a matter of fact, our estimated CpG transversion rates are actually comparable to non-CpG transition rates.
The spread of the root-to-tip substitution lengths (quantified by the variance after normalization) reflects the degree of deviation from clock-like behavior. Among all contextdependent substitution types, Type 9 (CpG transitions) has the smallest variance after normalization, suggesting that it is the most clock-like (see fig. 4 ). Following CpG transitions, Type 8 (CpG G ! T and C ! A) has the second smallest variance after normalization. Despite these patterns, one should not conclude that CpG sites are more clock-like than non-CpG sites because the other transversion types for CpG sites, Type 7 (CpG G ! C and C ! G), have a large normalized variance for the root-to-tip substitution lengths. In addition, Type 1 (non-CpG G ! C and C ! G) and Type 6 (non-CpG A ! G and T ! C) have relatively small variances, meaning that they are more clock-like than other types. In fact, Type 1 (G ! C and C ! G) and Type 6 (A ! G and T ! C) are also the most clock-like among all context-independent single-nucleotide substitutions. This result, does not agree with the observations of Kim et al. (2006) that transversions exhibit less generation-time effect and are more clock-like than transitions.
Divergence Time and Substitution Rate Estimates
We performed a variety of divergence time analyses with the primate data and the Multidivtime software. For each of the six context-independent substitution types and for each of the nine context-dependent types, we inferred divergence times using only that type. We also estimated times when the six substitution types were jointly considered with each type having its own relaxed clock. Likewise, a joint analysis of the nine context-dependent types was performed. To constrain the time to the value suggested by the TimeTree database, all analyses adopted a gamma prior with mean 44.2 My and standard deviation 0.1 My for the ingroup root. Divergence time estimates and 95% credible intervals for the other ingroup internal nodes are listed in table 3 (context-independent substitutions) and table 4 (contextdependent substitutions). Because the ingroup root time had a tight prior, the estimated times for it are not reported. Except for the external information represented by the tight prior on the ingroup root time, no other calibration information was employed in our analyses.
Substitution types that are relatively clock-like are expected to give better divergence time estimates because rates on different branches will be highly correlated and therefore information about rates can be shared across branches. This prediction is indeed consistent with the divergence time estimates from using the CpG transitions only, which according to the divergence times reported by TimeTree outperforms most other analyses in terms of precision and accuracy. On the other hand, substitution types that occurred less frequently (e.g., CpG transversions) would have greater uncertainty associated with the estimated substitution lengths, and thus their divergence time estimates have greater uncertainty as well.
The divergence time estimates from the joint analysis for context-dependent substitutions are dominated by less clock-like non-CpG substitutions, because non-CpG sites represent about 99% of the data. If the proportion of clock-like substitution types in the sequence alignment increases, the divergence time estimates from this joint analysis would presumably improve.
We also performed analyses with the BEAST software (see table 3 ). However, BEAST and Multidivtime implement quite different treatments for the prior distributions of rates and times, and therefore the differences in the resulting inferences   FIG. 4 . Normalized root-to-tip substitution lengths for each type of context-dependent substitution. Types are defined in table 2. Root-to-tip substitution lengths are normalized so that within-type average substitution length is 1. The normalized root-to-tip substitution lengths are indicated with different colors for different tips. The average root-to-tip substitution length for each type before normalization is reported as well as the variance after normalization.
1954
Lee et al. . doi:10.1093/molbev/msv099 MBE could have a variety of causes. The BEAST analysis with a strict clock results in tight 95% credible intervals for all times, but the posterior means depart from the times according to TimeTree (Hedges et al. 2006; Kumar and Hedges 2011) . The posterior means of divergence times from the BEAST lognormal uncorrelated relaxed clock model analysis are similar to those from the strict clock analysis, but allowing rate variation among branches makes the 95% credible intervals wider. On the other hand, the posterior means of divergence times with a strict clock from BEAST and from Multidivtime are similar. This is not the case when an autocorrelated lognormal relaxed clock is considered ("Shared Relaxed Clock" in table 3).
Considering the analyses that were done in the conventional way by not having separate clocks for separate substitution types and also considering the analyses that combined all substitution types but let each have its own relaxed clock and its own independent rate trajectory, there is a disquieting tendency for producing narrow credible intervals that do not include the divergence times reported by TimeTree. This arises both for analyses performed by Multidivtime and by BEAST. We do not attribute these issues to the estimates from TimeTree. Probably, it would be desirable to allow different substitution types to have different relaxed clocks but to permit these relaxed clocks of different substitution types change in a correlated way. However, it is unclear what the primary cause of the misleading and overly narrow credible intervals is.
In order to exploit the best available estimates of divergence times so that rate variation over time among figure 2 and the divergence times in parentheses under the node labels are obtained from TimeTree (Hedges et al. 2006; Kumar and Hedges 2011) . The types of the single nucleotide substitutions are defined in table 1. Rows for types 1-6 are the results from Multidivtime where each type of single nucleotide substitution was analyzed separately. The "Joint Relaxed Clocks" row has the results from Multidivtime with all substitution types analyzed jointly, each type having its own relaxed clocks. The "Strict Clock" and "Shared Relaxed Clock" represent conventional analyses with an HKY model plus discrete-gamma heterogeneity with four categories in Multidivtime. The last three rows are the results from BEAST (with a strict clock and with an uncorrelated lognormal relaxed clock using a GTR model plus discrete-gamma heterogeneity with four categories) when substitution types were not allowed to have different clocks. NOTE.-Posterior means and 95% credible intervals of divergence times in units of millions of years. The nodes are labeled as in figure 2 and the divergence times in parentheses under the node labels are obtained from TimeTree (Hedges et al. 2006; Kumar and Hedges 2011) and listed in table 3. The types of the context-dependent substitutions are defined in table 2. Rows for types 1-9 are the results from Multidivtime where each type of context-dependent substitution was analyzed separately. The last row has results from Multidivtime with context-dependent substitutions treated jointly, each type having its own relaxed clocks.
substitution types could be examined, we performed additional analyses where tight constraints were placed around the divergence times reported by TimeTree for all internal nodes. Using these tight constraints, we reestimated the divergence times and substitution rates from Multidivtime by separately analyzing each type of context-dependent substitution. The averages among nodes of the posterior means of chronological substitution rates and the averages among nodes of the posterior standard deviations of substitution rates are reported in table 5. The chronological substitution rates for CpG transitions (Type 9) are much higher than rates for other types of substitutions. In fact, the magnitudes of chronological substitution rates for each type of context-dependent substitution estimated by Multidivtime closely correspond to the average root-to-tip substitution lengths reported in figure 4 . To better visualize the pattern of rate change over time, the inferred substitution rates for each node and each substitution type were normalized so that the within-type average among nodes is 1. Doing this shows that the inferred rates among nodes are the most constant for CpG transitions ( fig. 5 ; see also supplementary fig. S1 Supplementary Material online, for corresponding plot of context-independent substitutions). Figure 5 is consistent with the variance of the normalized root-to-tip substitution lengths in figure 4. Because CpG sites are rare in the sequence alignment (around 1%) and the rates of transversions are relatively low compared with transitions, the inferred normalized substitution rates for Type 7 and Type 8 are associated with large uncertainty.
Simulation
To evaluate our method, especially the assumption that the distribution of substitution histories is robust to substitution model specification, we simulated ten data sets with a program that we wrote (details in Materials and Methods section). Each simulated data set used the observed human sequence as the root and the same tree topology as assumed for the real data. Sequences were simulated with the estimated substitution lengths for each context-dependent substitution type on each branch. The simulated data sets have about the same proportions of CpG, non-CpG C + G, and non-CpG A + T sites as the actual data. Simulated data were analyzed in the same way as the observed data.
To compare simulated and actual data, we estimated branch lengths from a sample of substitution histories by counting the number of substitutions on each branch. The branch lengths estimated from the actual and simulated data are similar and are listed in table 6. We also used the PAML software (Yang 2007) to estimate branch lengths. Those estimates are similar to our estimates from sampling substitution histories (results not shown).
Root-to-tip substitution lengths for each context-dependent substitution type are compared between the actual and an arbitrarily selected simulated data set in figure 6 . The substitution lengths are generally consistent between the real and the simulated data, except that the root-to-tip substitution lengths for CpG transitions from the simulated data are slightly less than those from the actual data. As the CpG transition rate is high, these changes may tend to occur earlier on branches than would be indicated by a sample of substitution histories obtained with a model that did not permit special treatment of CpG transitions. This could lead to CpG transition substitution lengths being underestimated. In general, the simulations suggest that substitution histories are relatively insensitive to misspecification of the substitution model.
Discussion
Endpoint-conditioned sampling of substitution histories has received increasing attention in statistical and molecular evolutionary literature (Nielsen 2002; Hobolth and Jensen 2005, 2011; Rodrigue et al. 2005 Rodrigue et al. , 2006 Rodrigue et al. , 2008 Lartillot 2006; Mateiu and Rannala 2006; Hobolth 2008; Minin and Suchard 2008; Hobolth and Stone 2009; Tataru and Hobolth 2011) . This approach can be viewed as a data augmentation technique and has been utilized to improve MCMC mixing for sampling from the full posterior distribution. Alternatively, sampling from the posterior distribution of substitution histories can sometimes be employed to obtain maximum-likelihood estimates (e.g., Rodrigue et al. 2007) .
Our somewhat crude approximation is simply to sample mappings M ð1Þ , . . . , M ðCÞ with a context-independent model and to then assume that these histories are actually sampled from the context-dependent distribution PrðM j D; l ab Þ. We then estimate abj as ð1=CÞ 
aj Þ, the sampling distribution of our estimator is asymptotically normal with its variance approximated by the law of total variance. Our approach also has the advantages of computational feasibility and ease of implementation. In addition, our approach allows other types of context-dependent rates not included in this study to be investigated.
A shortcoming of our approach is that the independentsites model for sampling substitution histories differs from the context-dependent substitution model for which rates are estimated from the substitution histories. For the primate data analyzed here, this shortcoming does not appear to have serious consequences (e.g., see table 6 and fig. 6 ). However, problems would be more severe if branches were longer so that sampled substitution histories would be more sensitive to the model employed for sampling substitution histories. A future direction that might overcome the shortcoming would be to apply importance sampling (e.g., Liu 2001) to the substitution histories. The idea is that some of the sampled substitution histories would become relatively more likely and some would become relatively less likely when evaluated by the context-dependent substitution rates that we have estimated. By evaluating the ratio of the probability density of each sampled substitution history according to the contextdependent rates versus according to the independent-sites model used for sampling, an importance weight could be assigned to each history in the sample. The importance weights associated with each sampled history could then be employed to derive new estimates of the summed dwell proportions È aj and the substitution counts N abj . These would lead to new values for the inferred context-dependent substitution rates. The iterative process of reweighting substitution histories and then estimating new context-dependent substitution rates could continue until the rate estimates converged.
An advantage of this envisioned importance sampling procedure is that a computationally feasible independent-sites model could be employed for obtaining a single sample of substitution histories. This would presumably be more computationally tractable than implementing a contextdependent model directly into an MCMC procedure that lets the clocks of different substitution types relax to different 
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Molecular Clocks for Different Substitution Types . doi:10.1093/molbev/msv099 MBE degrees. Although importance sampling tends to be less successful when the distribution used for sampling differs enough from the distribution of interest as to make all or almost all samples particularly improbable according to the distribution of interest, the envisioned approach could be configured to exploit the fact that the substitution history of a sequence consists of the substitution histories of its sites. In other applications, sampling substitution histories of individual sites from independent-sites models has been successfully employed for inference with dependent-sites models (reviewed in Hobolth and Thorne 2014) . In accord with earlier studies, our results indicate that CpG transitions occurred at a higher rate and are more clock-like than other types of substitutions in primates. Based on the TimeTree values, the CpG transition analysis performs relatively well in estimating the primate divergence times compared with other analyses. In addition, the degree to which other substitution types change rates over time can be diverse. This suggests that divergence time analyses should not assume that all substitution types change rates over time in the same way.
Our strategy is to define different substitution types and then to assume that each substitution type has a relaxed clock that changes rate independently of all other substitution types. Based on our "joint relaxed clocks" result for context-dependent substitutions (see table 4), we suspect this would be a poor strategy if the selected number of substitution types is too large. There are parallel issues in multilocus divergence time analyses. Some factors affecting change in evolutionary rates are lineage-specific whereas others are gene-specific. Ideally, relaxed clock analyses would accommodate both gene-specific and lineage-specific tendencies to change rates. Failure to consider both gene-specific and lineage-specific tendencies may yield multilocus divergence time estimates that are overly precise (Thorne and Kishino 2002; Zhu et al. 2014) . Similarly, relaxed clocks of different substitution types may change in a correlated way due to lineage-specific factors. Although our technique has the desirable feature of letting substitution types vary rates over time in different ways, a presumably better treatment would facilitate correlated rate changes over time among substitution types.
Materials and Methods
Data
We explored the clock-like fashion of CpG transitions using a subset of data previously studied by Kim et al. (2006) . We intentionally concentrated on genomic data with little evidence for important biological function so that rate variation over time among substitution types was less apt to be influenced by natural selection. We obtained sequence data of humans and eight other primate species for a region that is orthologous to human Chromosome 16 (hg19.chr16:60842337-61130970) according to the Multiz alignment of 100 vertebrates in the UCSC (the University of California-San Cruz) genome browser (Kent et al. 2002; Blanchette et al. 2004) . Throughout, the nine species of primates analyzed here are assumed related through the phylogenetic tree in figure 2 with bushbaby as the outgroup species. These nine species yield a phylogeny for which branches are long enough to yield substantial information about substitution lengths, but short enough to lessen the chance of multiple substitutions per site and avoid serious concerns about alignment uncertainty.
CpG islands are often free of methylation (Bird 1986 ) and not hypermutable. Therefore, the substitution process for these regions is not similar to CpG dinucleotides in the rest of the genome. For this reason, CpG islands were removed from the analysis. Removed stretches had GC content of 50% or greater along 200 or more base pairs with an observed/ expected CpG content greater than 0.6. Similarly, positions in the exons and repetitive elements identified by RepeatMasker (Smit et al. 1996 (Smit et al. -2010 were excluded from the analyses. The final data set contains approximately 115 kb for each species and the proportion of CpG sites is around 1%.
Settings in PhyloBayes-MPI
Both the observed and the simulated DNA sequence data were analyzed by having 312 substitution histories sampled for every site. To generate the substitution histories with a modified version of the PhyloBayes-MPI 1.5a software, we used the CAT-GTR (general time reversible) model (see Tavar e 1986; Lartillot and Philippe 2004) , with a four-category discretized gamma distribution to accommodate rate heterogeneity among sites (Yang 1994) . The discrete-gamma distribution of rate variation among sites was parameterized by a shape parameter with an exponential prior of mean 1. All prior distribution settings for branch lengths and for the CAT-GTR model were the PhyloBayes-MPI default values. We also obtained substitution histories through the GTR model with four discrete-gamma categories and obtained results similar to those from the CAT-GTR model (results not shown).
Divergence Time Estimation in Multidivtime and BEAST
The divergence times and substitution rates for the phylogeny in figure 2 were estimated by considering one substitution type per analysis and by jointly considering the collection of a strand-symmetric context-dependent substitution types. The divergence times were also estimated from Multidivtime and BEAST (Drummond et al. 2006 (Drummond et al. , 2012 with conventional analyses that have all substitution types change rate in the same way on each branch. For all conventional analyses, the Hasegawa-Kishino-Yano (HKY) model (Hasegawa et al. 1984 ) and discrete-gamma rate heterogeneity among sites with four categories (Yang 1994) were adopted for Multidivtime analyses. For BEAST analyses, the nucleotide substitution model was the GTR model (Tavar e 1986) instead.
The Multidivtime and BEAST analyses were run for between 2 Â 10 7 and 10 9 iterations in order to achieve convergence. Each case was run twice to ensure convergence. The first 10% of the samples were burn-in and not included in the posterior approximations.
To enhance MCMC convergence, we removed the outgroup species in the BEAST analyses and placed a prior on the ingroup root time. The tree topology was considered known and fixed for all Multidivtime and BEAST analyses. For the purposes of comparison, the root time prior for all analyses was tight. It was gamma distributed with mean 44.2 My and standard deviation 0.1 My.
For all Multidivtime analyses except the "strict clock," the lognormal autocorrelated relaxed clock model (Kishino et al. 2001 ) was employed. The root rate had a gamma prior with mean and standard deviation 0.0012. The actual marginal priors on divergence times were formed by the combination of the root time prior and the generalized Dirichlet distribution of Kishino et al. (2001) . The autocorrelation between rates on adjacent branches is controlled by the parameter ( ! 0). When is 0, rates are forced to be the same for all branches and a strict clock results. Rates are less correlated with larger . The autocorrelation parameter had a gamma prior with mean and standard deviation of 0.023, which is the inverse of the prior mean of the root time.
For BEAST analyses, either the strict clock or the uncorrelated lognormal relaxed clock was selected. For the strict clock case, the single rate of the phylogeny had the same prior as the root rate prior in Multidivtime analyses. For the uncorrelated BEAST case, the mean rate (ucld.mean) had the root rate prior of Multidivtime and the standard deviation of the mean rate (ucld.stdev) had an exponential prior with mean 0.33. A birth-death process was used for the priors on divergence times in BEAST analyses. The mean growth rate had a uniform (0, 100,000) prior and the relative death rate had a uniform (0, 1) prior. Rate heterogeneity among sites was modeled by a four-category discrete-gamma rate model
