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Sekiguchi-Debiard operators at infinity
M.L.Nazarov and E.K. Sklyanin
Department of Mathematics, University of York, York YO10 5DD, United Kingdom
Abstract: We construct a family of pairwise commuting operators such that
the Jack symmetric functions of infinitely many variables x1, x2, . . . are their
eigenfunctions. These operators are defined as limits at N →∞ of renormalised
Sekiguchi-Debiard operators acting on symmetric polynomials in the variables
x1, . . . , xN . They are differential operators in terms of the power sum variables
pn = x
n
1 +x
n
2 + . . . and we compute their symbols by using the Jack reproducing
kernel. Our result yields a hierarchy of commuting Hamiltonians for the quantum
Calogero-Sutherland model with infinite number of bosonic particles in terms of
the collective variables of the model. Our result also yields the elementary step
operators for the Jack symmetric functions.
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1. Introduction
1.1. Calogero-Sutherland model. This quantum model describes a system of N
bosonic particles on a circle R/πZ with the Hamiltonian [5,19,20]
HCS = −
1
2
∑
i
∂2
∂q2i
+
∑
i<j
β (β − 1)
sin2(qi − qj)
where 0 6 q1, . . . , qN < π. Being translationally invariant HCS commutes with
the momentum operator
PCS = − i
∑
j
∂
∂qj
.
After eliminating the vacuum factor
ω =
∣∣∣ ∏
i<j
sin(qi − qj)
∣∣∣β
and then passing to the exponential variables xj = exp(2iqj) and the parameter
α = β−1 more common in the mathematical literature, the Hamiltonian becomes
ω−1 ◦HCS ◦ ω =
2
α
H
(2)
N +
N3 −N
6α2
where
H
(2)
N = α
∑
i
(
xi
∂
∂xi
)2
+
∑
i<j
xi + xj
xi − xj
(
xi
∂
∂xi
− xj
∂
∂xj
)
. (1.1)
Respectively, PCS gives rise to the operator
H
(1)
N =
1
2
PCS =
∑
j
xj
∂
∂xj
.
The operators H
(1)
N and H
(2)
N commute and act on symmetric polynomials of
the variables x1, . . . , xN . It is known that both operators can be included into
a quantum integrable hierarchy, that is into a polynomial ring of commuting
differential operators with N generators of orders 1, . . . , N respectively, called
the Sekiguchi-Debiard operators [6,16]. The Jack symmetric polynomials [8] are
joint eigenfunctions of the hierarchy. They are labelled by partitions of 0, 1, 2, . . .
with no more than N non-zero parts.
In combinatorics it is quite common to extend various symmetric polynomials
to an infinite countable set of variables. These extensions are called symmetric
functions . In particular, the extensions of the Jack symmetric polynomials are
well studied [8]. They are labelled by partitions of 0, 1, 2, . . . . However, no explicit
expressions for higher commuting Hamiltonians corresponding to the infinite set
of variables have been yet available in the Jack case, with an exception of a few
lower order operators. The main purpose of the present article is to fill up the gap,
by studying the limits of the Sekiguchi-Debiard operators as N →∞ and giving
explicit expressions for the resulting commuting Hamiltonians.
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As another application of our result, we construct elementary step operators
for the Jack symmetric functions. In terms of the labels, our operators correspond
to decreasing by 1 any given non-zero part of a partion, and to the operation on
partitions inverse to that, see our formulas (2.31) and (2.29) respectively. For the
origins of this construction see the work [18] and references therein. For related
but different results on the Jack polynomials see the work [7].
1.2. Collective variables. The standard way to treat theN =∞ case is to rewrite
the Hamiltonian (1.1) in terms of the power sums (the “collective variables” in
the condensed matter physics terminology)
xn1 + . . .+ x
n
N where n = 1, . . . , N (1.2)
and to take the limit at N → ∞ afterwards. Denoting the limit of the power
sum (1.2) by pn where n = 1, 2, . . . the resulting Hamiltonian reads [9]
H (2) = lim
N→∞
α
(
H
(2)
N −NH
(1)
N
)
=
∞∑
m,n=1
(
α (m+ n) pm pn
∂
∂pm+n
+ α2mnpm+n
∂2
∂pm∂pn
)
+
(α− 1)
∞∑
n=1
αn2pn
∂
∂pn
. (1.3)
The first and the second summands in the middle line of the above display are
known as splitting terms and joining terms respectively, see also [3] and [4].
Consider the vector space Λ = C[ p1, p2, . . . ] and equip it with the operators
an where n ∈ Z \ {0} , defined on the polynomials f ∈ Λ by
an (f) =
{
p−n f if n < 0,
α n ∂f/∂pn if n > 0 ;
see also the equality (2.14) below. The operators an satisfy the relations
[ am, an ] = mαδm+n,0 . (1.4)
Thus Λ becomes a highest weight module for an infinite-dimensional Heisenberg
Lie algebra. In terms of the operators an the Hamiltonian (1.3) takes the form
H(2) =
∞∑
m,n=1
(
a−ma−nam+n + a−m−naman
)
+ (α− 1)
∞∑
n=1
n a−n an .
Similarly, the H
(1)
N yields a first order differential operator commuting with H
(2)
H(1) = lim
N→∞
αH
(1)
N =
∞∑
n=1
αn pn
∂
∂pn
=
∞∑
n=1
a−nan . (1.5)
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1.3. Quantum field theory. In terms of the field ϕ(s) on the circle S1 ≡ R/2πZ
ϕ(s) =
∑
n6=0
an exp(−ins) for s ∈ S
1
the commutation relations (1.4) read
[ϕ(s), ϕ(t)] = 2π iαδ ′(s− t) .
Setting a0 = 0 and using the Wick normal ordering : : with the operators an
for n < 0 to the left and for n > 0 to the right, the Hamiltonian H(1) becomes
1
2α
∑
m+n=0
: aman : =
1
2α
∫
S1
ds
2π
: ϕ2(s) :
while H(2) becomes the Hamiltonian of quantized Benjamin-Ono equation [1,13]
1
3
∑
l+m+n=0
: alaman : +
α− 1
2
∑
m+n=0
|n| : aman : =∫
S1
ds
2π
( 1
3
: ϕ3(s) : +
1− α
2
: ϕ′(s)
(
Hϕ
)
(s) :
)
where H stands for the Hilbert transform
(
Hϕ
)
(s) = p.v.
∫
S1
dt
2π
cot
s− t
2
ϕ(t) .
In the particular case α = 1 the Jack symmetric polynomials degenerate into
Schur polynomials. The Benjamin-Ono equation respectively degenerates into
the dispersionless KdV (also called Burgers) equation. An explicit construction
of a countable set of commuting Hamiltonians for the quantum dispersionless
KdV can be obtained via boson-fermion correspondence and is available in terms
of recurrence relations [12] or a generating function [11,14].
The higher quantum Hamiltonians for any parameter α are constructed in the
present article, see the theorem in Subsection 2.5. Note that in the case α = 1
our Hamiltonians A(k) are different from those considered in [11,12,14] being
rather their polynomial combinations, see for example (2.16) and (2.17) below.
In their turn, Jack symmetric polynomials can be regarded as degenerations
of the Macdonald polynomials in the variables x1, . . . , xN also depending on two
formal parameters q and t . The Jack case corresponds to q = tα where t → 1 .
The Sekiguchi-Debiard operators can be then regarded as degenerations of the
Macdonald operators [8] acting on the symmetric polynomials in x1, . . . , xN . Our
theorem generalizes to the Macdonald case [10], see also the earlier works [2,17].
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1.4. Plan of the article. In the next section we recall some basic facts from the
theory of symmetric functions and set up the notation. We then introduce the
Jack polynomials and Sekiguchi-Debiard differential operators. Our main tool
is the notion of the symbol of an operator relative to the reproducing kernel for
Jack polynomials. After establishing the basics, we state our main result which
is an explicit formula for the symbol of the generating function of commuting
Hamiltonians. Then we explicitly construct our elementary step operators for the
Jack symmetric functions. We finish Section 2 with reducing the proof of our
theorem to certain determinantal identities which are then proved in Section 3.
In this article we generally keep to the notation of the book [8] for symmetric
functions. When using the results from [8] we will simply indicate their numbers
within the book. For example, the statement (1.11) from Chapter I of the book
will be referred to as [I.1.11] assuming it is from [8]. We do not number our own
lemmas, propositions, theorems or corollaries because we have only one of each.
2. Symmetric functions
2.1. Monomial functions. Fix any field F . For any positive integer N denote
by ΛN the F-algebra of symmetric polynomials in N variables x1, . . . , xN . The
algebra ΛN is graded by the polynomial degree. The substitution xN = 0 defines
a homomorphism ΛN → ΛN−1 preserving the degree. Here Λ0 = F . The inverse
limit of the sequence
Λ1 ← Λ2 ← . . .
in the category of graded algebras is denoted by Λ . The elements of Λ are called
symmetric functions . Following [8] we will introduce some standard bases of Λ .
Let λ = (λ1, λ2, . . . ) be any partition of 0, 1, 2, . . . . The number of non-zero
parts is called the length of λ and is denoted by ℓ(λ) . If ℓ(λ) 6 N then the sum
of all distinct monomials obtained by permuting the N variables in xλ11 . . . x
λN
N
is denoted by mλ(x1, . . . , xN ) . The symmetric polynomialsmλ(x1, . . . , xN ) with
ℓ(λ) 6 N form a basis of the vector space ΛN . By definition, for ℓ(λ) 6 N
mλ(x1, . . . , xN ) =
∑
16i1<...<ik6N
∑
σ∈Sk
d−1λ x
λ1
iσ(1)
. . . xλkiσ(k) (2.1)
where we write k instead of ℓ(λ) . Here Sk is the symmetric group permuting
the numbers 1, . . . , k and
dλ = k1! k2! . . . (2.2)
if k1, k2, . . . are the respective multiplicites of the parts 1, 2, . . . of λ . Further,
mλ(x1, . . . , xN−1, 0) =
{
mλ(x1, . . . , xN−1) if ℓ(λ) < N ;
0 if ℓ(λ) = N .
(2.3)
Hence for any fixed partition λ the sequence of polynomialsmλ(x1, . . . , xN ) with
N > ℓ(λ) has a limit in Λ . This limit is called the monomial symmetric function
corresponding to λ . Simply omitting the variables, we will denote the limit by
mλ . With λ ranging over all partitions of 0, 1, 2 . . . the symmetric functions mλ
form a basis of the vector space Λ . Note that if ℓ(λ) = 0 then we set mλ = 1 .
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2.2. Power sums. For each n = 1, 2, . . . denote pn(x1, . . . , xN ) = x
n
1 + . . .+ x
n
N .
When the index n is fixed the sequence of symmetric polynomials pn(x1, . . . , xN )
with N = 1, 2, . . . has a limit in Λ , called the power sum symmetric function of
degree n . We denote the limit by pn . More generally, for any partition λ put
pλ = pλ1 pλ2 . . . (2.4)
where we set p0 = 1 . The elements pλ form another basis of Λ . In other words,
the elements p1, p2, . . . are free generators of the commutative algebra Λ over F .
The basis of pλ can be related to the basis of monomial symmetric functions as
follows. For any two partitions λ and µ denote by Rλµ the number of mappings
θ : {1, . . . , ℓ(µ)} → {1, 2, . . .} such that∑
θ(j)=i
µj = λi for each i = 1, 2, . . . . (2.5)
For any such θ the partition µ in (2.5) is called a refinement of λ . Note that if
Rλµ 6= 0 then λ and µ are partitions of the same number. Moreover, then by
[I.6.10] we have µ 6 λ in the natural partial ordering of partitions:
µ1 6 λ1 , µ1 + µ2 6 λ1 + λ2 , . . . .
By [I.6.9] we have
pµ =
∑
µ
Rλµmλ . (2.6)
2.3. Jack functions. Now let F be the field Q(α) where α is another variable.
Define a bilinear form 〈 , 〉 on the vector space Λ by setting for any λ and µ
〈 pλ, pµ 〉 = α
ℓ(λ)zλ δλµ (2.7)
where
zλ = 1
k1k1! 2
k2k2! . . .
in the notation (2.2). This form is obviously symmetric and non-degenerate. By
[Ex.VI.4.2] there exists a unique family of elements Pλ ∈ Λ such that
〈Pλ, Pµ 〉 = 0 for λ 6= µ
and such that any Pλ equals mλ plus a linear combination of the elements mµ
with µ < λ in the natural partial ordering. The elements Pλ ∈ Λ are called the
Jack symmetric functions . Alternatively, they can be defined as follows.
Denote by ∆(x1, . . . , xN ) the Vandermonde polynomial of N variables
det
[
xN−ji
]
N
i,j=1
=
∏
16i<j6N
(xi − xj) .
Put
SN (u) = ∆(x1, . . . , xN )
−1 · det
[
xN−ji
(
u+ j − 1− αxi∂i
)]N
i,j=1
(2.8)
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where u is a variable and ∂i is the operator of partial derivation relative to xi .
Here the determinant is defined as the alternated sum∑
σ∈SN
(−1)σ
N∏
i=1
(
x
N−σ(i)
i
(
u+ σ(i)− 1− αxi∂i
))
(2.9)
where as usual (−1)σ denotes the sign of permutation σ . In every product over
i = 1, . . . , N appearing in (2.9) the operator factors pairwise commute, hence
their ordering does not matter. Further, SN (u) is a polynomial in the variable u
with pairwise commuting operator coefficients preserving the space ΛN , see for
instance [Ex.VI.3.1]. We will call the restrictions of these coefficients to the space
ΛN the Sekiguchi-Debiard operators . By [Ex.VI.4.2] the latter operators have a
common eigenbasis in ΛN parametrized by partitions λ of length ℓ(λ) 6 N . The
eigenvectors are called the Jack symmetric polynomials .
For each λ with ℓ(λ) 6 N there is an eigenvector denoted by Pλ(x1, . . . , xN )
which is equal to mλ(x1, . . . , xN ) plus a linear combination of the polynomials
mµ(x1, . . . , xN ) with µ < λ and ℓ(µ) 6 N . It turns out that each coefficient in
this linear combination does not depend on N . Note that if λ and µ are any two
partitions of the same number such that λ > µ , then ℓ(λ) 6 ℓ(µ) due to [I.1.11].
It follows that the polynomials Pλ(x1, . . . , xN ) enjoy the same stability property
as the polynomials mλ(x1, . . . , xN ) in (2.3):
Pλ(x1, . . . , xN−1, 0) =
{
Pλ(x1, . . . , xN−1) if ℓ(λ) < N ;
0 if ℓ(λ) = N .
(2.10)
In particular, the sequence of polynomials Pλ(x1, . . . , xN ) with N > ℓ(λ) has a
limit in Λ . This is exactly the Jack symmetric function Pλ . The eigenvalues of
Sekiguchi-Debiard operators acting on ΛN are also known. By [Ex.VI.4.2]
SN (u)Pλ(x1, . . . , xN ) =
N∏
i=1
(
u+ i− 1− αλi
)
· Pλ(x1, . . . , xN) . (2.11)
2.4. Reproducing kernel. In this subsection we will regard the elements of Λ as
infinite sums of finite products of the variables x1, x2, . . . . For instance, we have
pn = x
n
1 + x
n
2 + . . .
for any n > 1 . When we need to distinguish x1, x2, . . . from any other variables,
we will write f(x1, x2, . . .) instead of any f ∈ Λ . Now let y1, y2, . . . be variables
independent of x1, x2, . . . . According to [VI.10.4] with the bilinear form (2.7)
one associates the reproducing kernel
Π =
∞∏
i,j=1
(1− xiyj)
−1/α. (2.12)
This Π should be regarded as an infinite sum of monomials in x1, x2, . . . and in
y1, y2, . . . by expanding the factor corresponding to i, j as a series at xiyj → 0 .
The property of Π most useful for us can be stated as the following lemma.
For any f ∈ Λ denote by f ∗ the operator on Λ adjoint to the multiplication by
f relative to the bilinear form (2.7). Note that here f = f(x1, x2, . . .) .
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Lemma. We have
f ∗(Π)/Π = f(y1, y2, . . .) . (2.13)
Proof. The commutative algebra Λ is generated by the elements pn with n > 1 .
Therefore it suffices to prove (2.13) for f = pn only. Consider the operator ∂/∂pn
of derivation in Λ relative to pn = pn(x1, x2, . . .) . By the definition (2.7) we have
p∗n = αn ∂/∂pn (2.14)
On the other hand, by taking the logarithm of (2.12) and then exponentiating,
Π = exp
( ∞∑
n=1
pn(x1, x2, . . .) pn(y1, y2, . . .)/αn
)
.
The relation (2.13) for f = pn follows from the last two displayed equalities. ⊓⊔
2.5. Main result. Let F = Q(α) as in the previous two subsections. For N > 1
let ρN be the homomorphism ΛN → ΛN−1 defined by setting xN = 0 , as in the
beginning of Subsection 2.1. Denote
AN (u) = SN (u)/(u)N (2.15)
where we employ the Pochhammer symbol
(u)N = u (u+ 1) . . . (u+N − 1) .
The right hand side of the equation (2.15) is regarded as a rational function of
u with the values being operators acting on the space ΛN . Due to the stability
property (2.10) of Jack symmetric polynomials, the equation (2.11) implies that
ρN AN (u) = AN−1(u) ρN
where A0(u) = 1 . So the sequence of AN (u) with N > 1 has a limit at N →∞.
This limit can be written as a series
A(u) = 1 + A(1)/(u)1 + A
(2)/(u)2 + . . .
where the inverses of the (u)1, (u)2, . . . can be regarded as series in u
−1 whereas
A(1), A(2), . . . are certain linear operators acting on Λ . By definition, the Jack
symmetric functions are joint eigenvectors of these operators. In particular, the
operators A(1), A(2), . . . pairwise commute, and are self-adjoint relative to the
bilinear form (2.7). We call them the Sekiguchi-Debiard operators at infinity .
Due to the property (2.10) their definition immediately implies that
A(k)Pλ = 0 if ℓ(λ) < k .
It is also transparent from (2.11) that for any homogeneous f ∈ Λ
A(1)f = −α deg f .
Hence in the notation (1.5)
− A(1) = H (1) . (2.16)
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The operator A(2) is well studied [Ex.VI.4.3]. In particular, it is known that
A(1)(A(1)+ 1)− 2A(2) = H (2) (2.17)
in the notation (1.3). The main result of our article is the more general
Theorem. In the notation (2.2) for each k = 1, 2, . . . we have
A(k) = (−1)k
∑
ℓ(λ)=k
dλmλm
∗
λ (2.18)
where λ ranges over all partitions of length k .
By inverting the relation (2.6) any monomial symmetric function mλ can be
expressed as a linear combination of the functions pµ where λ , µ are partitions of
the same number and λ 6 µ . By substituting into (2.18) and using (2.4),(2.14)
one can write each operator A(k) in terms of pn and ∂/∂pn where n = 1, 2, . . . .
In particular, one recovers the above formulas for the operators A(1) and A(2).
2.6. Step operators. In this subsection we will get a corollary to our theorem by
using the following particular case of the Pieri rule for Jack symmetric functions.
By [VI.6.24] for any partition µ the product p1Pµ equals the linear combination
of the symmetric functions Pλ with the coefficients
i−1∏
j=1
α(λi − λj)− i+ j − 1
α(λi − λj − 1)− i+ j
·
i−1∏
j=1
α(λi − λj − 1)− i+ j + 1
α(λi − λj)− i+ j
(2.19)
where λ ranges over all partitions such that the sequence λ1, λ2, . . . is obtained
from µ1, µ2, . . . by increasing one of its terms by 1 and i is the index of the term.
Further, by [VI.6.19] the above stated equality implies that for any partition
λ the symmetric function ∂Pλ/∂ p1 = α
−1p∗1Pλ equals the linear combination of
the Pµ with the coefficients
λi−1∏
j=1
α(λi − j − 1) + λ
′
j − i+ 1
α(λi − j) + λ ′j − i
·
λi−1∏
j=1
α(λi − j + 1) + λ
′
j − i
α(λi − j) + λ ′j − i+ 1
(2.20)
where µ ranges over all partitions such that the sequence µ1, µ2, . . . is obtained
from λ1, λ2, . . . by decreasing one of its terms by 1 and i is the index of the term.
As usual, here λ ′ = (λ ′1, λ
′
2, . . .) is the partition conjugate to λ.
Now define the linear operators B (1), B (2), . . . acting on Λ by setting
B(u) = B (1)/(u)1 +B
(2)/(u)2 + . . .
where
[ p1, A(u)] = αB(u) (2.21)
while the square brackets denote the operator commutator. Further, define the
operators C (1), C (2), . . . acting on Λ by setting
C(u) = C (1)/(u)1 + C
(2)/(u)2 + . . .
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where
[A(u), ∂/∂p1 ] = C(u). (2.22)
Our definitions of the operators B (1), B (2), . . . and C (1), C (2), . . . are motivated
by the results of [15]. Our theorem yields explicit expressions for these operators,
stated as the following corollary. The corollary will then allow us to construct the
elementary step operators for Jack symmetric functions, see (2.29) and (2.31).
Corollary. For every k = 0, 1, 2, . . . we have the equalities
B (k+1) = (−1)k
∑
ℓ(µ)=k
dµ⊔1mµ⊔1m
∗
µ , (2.23)
C (k+1) = (−1)k
∑
ℓ(µ)=k
dµ⊔1mµm
∗
µ⊔1 (2.24)
where µ⊔1 denotes the partition obtained from µ by appending one extra part 1.
Proof. The equalities (2.23) and (2.24) follow from each other, because by (2.14)
B(u)∗ = C(u) .
But the equality (2.24) follows from (2.18) and (2.22) by using [Ex. I.5.3]. ⊓⊔
By the definition (2.15) of the series A(u), for any partition λ we have
A(u)Pλ =
∞∏
i=1
u+ i− 1− αλi
u+ i− 1
· Pλ , (2.25)
see (2.11). In the infinite product displayed above the only factors different from
1 are those corresponding to i = 1, . . . , ℓ(λ). For any such i consider the product
1
u+ i− 1
ℓ(λ)∏
j=1
j 6=i
u+ j − 1− αλj
u+ j − 1
. (2.26)
It follows from the definition (2.21) that for any given partition µ we have
B(u)Pµ =
∑
λ
Bλµ(u)Pλ (2.27)
where Bλµ(u) is the product of (2.19) by (2.26) while λ ranges over all partitions
such that the sequence λ1, λ2, . . . is obtained from µ1, µ2, . . . by increasing one
of its terms by 1 and i is the index of the term. Similarly, it follows from the
definition (2.22) that for any given partition λ we have
C(u)Pλ =
∑
µ
Cµλ(u)Pµ (2.28)
where Cµλ(u) is the product of (2.20) by (2.26) and by α while µ ranges over
all partitions such that the sequence µ1, µ2, . . . is obtained from λ1, λ2, . . . by
decreasing one of its terms by 1 and i is the index of the term.
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Let the partition λ be fixed. Then for i = 1, . . . , ℓ(λ) the elements αλi− i+1
of the field Q(α) are pairwise distinct. Therefore by the part (i) of the corollary
for the partition µ corresponding to any of these indices i we have
B(αλi − i+ 1)Pµ = Bλµ(αλi − i+ 1)Pλ (2.29)
where the coefficient Bλµ(αλi − i+ 1) is the product of (2.19) by
ℓ(λ)∏
j=1
1
αλi − i+ j
·
ℓ(λ)∏
j=1
j 6=i
(αλi − αλj − i+ j ) . (2.30)
The left hand side of the equality (2.29) should be understood as the value in Λ
of the rational function B(u)Pµ at the point u = αλi − i+ 1. Similarly, by (ii)
C(αλi − i+ 1)Pλ = Cµλ(αλi − i+ 1)Pµ (2.31)
where Cµλ(αλi − i+ 1) is the product of (2.20) by (2.30) and by α .
2.7. Reduction of the proof. In this subsection we reduce the proof of our theorem
to proving a certain determinantal identity for each N = 1, 2, . . . . This identity
will be proved in the next section by using the induction on N .
By the lemma from Subsection 2.4 our theorem is equivalent to the equality
A(u)(Π)/Π =
∞∑
k=0
(−1)k
(u)k
∑
ℓ(λ)=k
dλmλ(x1, x2, . . .)mλ(y1, y2, . . .) (2.32)
where the coefficients of the series A(u) are regarded as operators acting on the
symmetric functions in the variables x1, x2, . . . . Here we set (u)0 = 1 . It suffices
to prove for each N = 1, 2, . . . the restriction of the functional equality (2.32) to
xN+1 = xN+2 = . . . = 0 . (2.33)
By the very definition of A(u) the restriction of the left hand side of (2.32)
to (2.33) as of a function in the variables x1, x2, . . . equals
AN (u)(ΠN )/ΠN (2.34)
where we denote
ΠN =
N∏
i=1
∞∏
j=1
(1− xiyj)
−1/α.
Simply by the definition of the monomial symmetric function mλ(x1, x2, . . .) its
restriction to (2.33) is mλ(x1, . . . , xN ) if ℓ(λ) 6 N and vanishes if ℓ(λ) > N .
Therefore the restriction of the right hand side of (2.32) to (2.33) equals
N∑
k=0
(−1)k
(u)k
∑
ℓ(λ)=k
dλmλ(x1, . . . , xN )mλ(y1, y2, . . .) . (2.35)
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Further, due to [VI.2.19] to prove the equality of (2.34) to (2.35) it suffices to set
yN+1 = yN+2 = . . . = 0 .
However, we will keep working with the infinite collection of variables y1, y2, . . . .
This will simplify the induction argument in the next section.
Let us compute the function (2.34). It depends on the variable u rationally.
It is also symmetric in either of the two collections of variables x1, . . . , xN and
y1, y2, . . . . This function can be obtained by applying to the identity function 1
the result of conjugating AN (u) by the operator of multiplication by ΠN .
Conjugating the operator (2.9) by ΠN amounts to replacing each ∂i in (2.9)
with the sum
∂i + α
−1
∞∑
l=1
yl
1− xiyl
.
Here we are just adding to each ∂i the logarithmic derivative of the function ΠN
relative to xi . Hence conjugating (2.9) by the multiplication by ΠN yields
∑
σ∈SN
(−1)σ
N∏
i=1
(
x
N−σ(i)
i
(
u+ σ(i)− 1− αxi∂i −
∞∑
l=1
xiyl
1− xiyl
))
.
Here in any single summand each of the factors corresponding to i = 1, . . . , N
does not depend on the variables xj with j 6= i . Therefore when applying the
latter operator sum to the identity function 1 we can simply replace each ∂i with
zero. Then we get the function
∑
σ∈SN
(−1)σ
N∏
i=1
(
x
N−σ(i)
i
(
u+ σ(i)− 1−
∞∑
l=1
xiyl
1− xiyl
))
=
det
[
xN−ji
(
u+ j − 1 +
∞∑
l=1
xiyl
xiyl − 1
) ]
N
i,j=1
. (2.36)
It follows that the function (2.34) is equal to the determinant (2.36) divided
by the Vandermonde polynomial ∆(x1, . . . , xN ) and by the Pochhammer symbol
(u)N , see (2.8) and (2.15). This ratio is equal to the right hand side of (2.35) by
the proposition in Subsection 3.1, see the argument at the end of that subsection.
We will prove the proposition in Subsections 3.2 to 3.4. Thus we will complete the
proof of our theorem. Note that another proof of this theorem can be obtained
by using the results of [2, Sec. 3] and [17, Sec. 9] on the Macdonald operators.
3. Determinantal identities
3.1. Getting the theorem. Let F be any field. Consider the rational function of
two variables u, v
Ψ(u, v) =
u v
u v − 1
(3.1)
with values in F . This function is a solution of the equation
(u− v)Ψ(u, w)Ψ(v, w) = uΨ(v, w)− v Ψ(u, w) . (3.2)
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Here w is a third variable. One can easily demonstrate that any non-zero rational
solution Ψ(u, v) of (3.2) has the form u/(u − ψ(v)) where ψ(v) is an arbitrary
rational function of a single variable. In particular, by choosing ψ(v) = 1/v we
get the solution (3.1).
Let x1, . . . , xN and y1, y2, . . . be independent variables. Here we assume that
N > 1 . In the next three subsections we will prove the following proposition.
Proposition. For any solution Ψ(u, v) of the equation (3.2) we have an identity
det
[
xN−ji
(
u+ j − 1 +
∞∑
l=1
Ψ(xi, yl)
)]
N
i,j=1
=
∆(x1, . . . , xN )
N∑
k=0
(u+ k) . . . (u+N − 1)
∑
i1,...,ik
j1,...,jk
k∏
r=1
Ψ(xir , yjr) (3.3)
where all the indices i1, . . . , ik ∈ {1, . . . , N} are distinct, the indices j1, . . . , jk ∈
{1, 2, . . .} are all distinct too, and the sum is taken over all collections of these
indices such that different are all the corresponding sets of k pairs{
(i1, j1), . . . , (ik, jk)
}
. (3.4)
For any k > 1 take the symmetric group Sk . Using the permutations σ ∈ Sk
the sum over the indices i1, . . . , ik and j1, . . . , jk at the right hand side of the
equality (3.3) can be also written as∑
i1<...<ik
j1<...<jk
∑
σ∈Sk
k∏
r=1
Ψ(xir , yjσ(r)) . (3.5)
Hence by choosing the function Ψ(u, v) as in (3.1) our proposition implies that
the determinant (2.36) equals
∆(x1, . . . , xN)
N∑
k=0
(u+ k) . . . (u+N − 1) ×
∑
ℓ(λ)=k
dλmλ(x1, . . . , xN )mλ(y1, y2, . . . ) . (3.6)
Indeed, if Ψ(u, v) is the rational function (3.1) then the sum (3.5) equals∑
i1<...<ik
j1<...<jk
∑
σ∈Sk
k∏
r=1
xiryjσ(r)
xiryjσ(r) − 1
=
∑
i1<...<ik
j1<...<jk
∑
σ∈Sk
∞∑
l1,...,lk=1
k∏
r=1
(xiryjσ(r))
lr =
∑
i1<...<ik
j1<...<jk
∑
σ,τ∈Sk
∑
ℓ(λ)=k
d−1λ
k∏
r=1
(xiryjσ(r))
λτ(r) .
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Here λ ranges over all partitions λ of length k . The sum displayed in the last line
equals the sum in the second line of (3.6), by using the expression (2.1) for the
polynomial mλ(x1, . . . , xN ) and a similar expression for mλ(y1, y2, . . . ) . Thus
our proposition implies the theorem as stated in Subsection 2.5.
3.2. Expanding the determinant. We will prove the proposition by induction on
N . The case N = 1 is the induction base. Here the left hand side of (3.3) is
u+
∞∑
l=1
Ψ(x1, yl) .
The right hand side of (3.3) is then the same by definition, since ∆(x1) = 1 .
Now take N > 1 and assume that the identity (3.3) holds for N − 1 instead
of N . For each index i = 1, . . . , N we will for short denote
∆i = ∆(x1, . . . , x̂i, . . . , xN )
where as usual the symbol x̂i indicates the omitted variable. By expanding the
determinant at the left hand side of (3.3) in the first column and then using the
induction assumption with u+ 1 instead of u , we get the sum
N∑
i=1
(−1)i+1xN−1i u ∆i ×
N−1∑
k=0
(u+ k + 1) . . . (u+N − 1)
∑
i1,...,ik 6=i
j1,...,jk
k∏
r=1
Ψ(xir , yjr) +
N∑
i=1
(−1)i+1xN−1i
∞∑
l=1
Ψ(xi, yl) ∆i ×
N−1∑
k=0
(u+ k + 1) . . . (u+N − 1)
∑
i1,...,ik 6=i
j1,...,jk
k∏
r=1
Ψ(xir , yjr) . (3.7)
Now consider the sum
N∑
i=1
(−1)i+1xN−1i ∆i
∞∑
l=1
∑
i1,...,ik 6=i
j1,...,jk
Ψ(xi, yl)
k∏
r=1
Ψ(xir , yjr)
coming from the last two lines of the display (3.7). This sum can be written as
N∑
i=1
(−1)i+1xN−1i ∆i
∑
i1,...,ik 6=i
j1,...,jk
∑
l6=j1,...,jk
Ψ(xi, yl)
k∏
r=1
Ψ(xir , yjr) +
N∑
i=1
(−1)i+1xN−1i ∆i
∑
i1,...,ik 6=i
j1,...,jk
k∑
s=1
Ψ(xi, yjs)
k∏
r=1
Ψ(xir , yjr) . (3.8)
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The next two subsections will show that the sum in the second line of (3.8) equals
k
N∑
i=1
(−1)i+1xN−1i ∆i
∑
i1,...,ik 6=i
j1,...,jk
k∏
r=1
Ψ(xir , yjr) . (3.9)
Due to that equality the sum (3.7) can be rewritten as
N∑
i=1
(−1)i+1xN−1i ∆i ×
( N−1∑
k=0
(u+ k) (u+ k + 1) . . . (u+N − 1)
∑
i1,...,ik 6=i
j1,...,jk
k∏
r=1
Ψ(xir , yjr) +
N−1∑
k=0
(u+ k + 1) . . . (u+N − 1)
∑
i1,...,ik 6=i
j1,...,jk 6=l
Ψ(xi, yl)
k∏
r=1
Ψ(xir , yjr)
)
. (3.10)
Here the indices i1, j1, . . . , ik, jk and l are assumed to be running. In the second
line of (3.10) we can include the index k = N to the summation range without
affecting the sum since k distinct indices i1, . . . , ik 6= i exist only if k < N . In
the third line we can replace k + 1 with k where k = 1, . . . , N . We get
N∑
k=1
(u+ k) . . . (u+N − 1)
∑
i1,...,ik−1,i
j1,...,jk−1,l
Ψ(xi, yl)
k−1∏
r=1
Ψ(xir , yjr) .
Here the set {
((i1, j1), . . . , (ik−1, jk−1), (i, l)
}
can be any of the sets (3.4) appearing in (3.3), provided that in (3.4) one of the
indices i1, . . . , ik coincides with the given index i . That one index can be then
denoted by ik because the order of the k elements of the set (3.4) does not matter.
These observations will show that the sum displayed in the second and the
third lines of of (3.10) equals
N∑
k=0
(u+ k) . . . (u+N − 1)
∑
i1,...,ik
j1,...,jk
k∏
r=1
Ψ(xir , yjr) .
In particular, they will show that this sum does not depend on the index i .
Hence we will have the identity (3.3) proved, by expanding the determinant
∆(x1, . . . , xN ) in the first column.
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3.3. Two sums. We need to prove for k = 0, . . . , N−1 that the sum (3.9) equals
the sum in the second line of (3.8). By using (3.2) the last mentioned sum can
be written as
N∑
i=1
∑
i1,...,ik 6=i
j1,...,jk
k∑
s=1
(−1)i+1xN−1i ∆i ×
xi Ψ(xis , yjs)− xis Ψ(xi, yjs)
xi − xis
∏
r 6=s
Ψ(xir , yjr)
which by subtracting the product xis Ψ(xis , yjs) from the numerator of the above
displayed fraction and then adding it back can be rewritten as
N∑
i=1
∑
i1,...,ik 6=i
j1,...,jk
k∑
s=1
(−1)i+1xN−1i ∆i
k∏
r=1
Ψ(xir , yjr) +
N∑
i=1
∑
i1,...,ik 6=i
j1,...,jk
k∑
s=1
(−1)i+1xN−1i ∆i ×
(
xis Ψ(xis , yjs)
xi − xis
+
xis Ψ(xi, yjs)
xis − xi
) ∏
r 6=s
Ψ(xir , yjr) . (3.11)
The summands in the first line of the display (3.11) do not depend on s .
Hence their sum equals (3.9). Let us show that the sum appearing in the second
and the third lines of (3.11) equals zero. By opening the brackets in the third line
and then swapping the running indices i, is in each term coming from the second
fraction in the brackets, the sum in the second and the third lines becomes
N∑
i=1
∑
i1,...,ik 6=i
j1,...,jk
k∑
s=1
( k∏
r=1
Ψ(xir , yjr)
)
×
(−1)i+1 xN−1i xis ∆i + (−1)
is+1 xN−1is xi∆is
xi − xis
Here in the first line the product over r = 1, . . . , k depends neither on the index s
nor on the choice of the index i 6= i1, . . . , ik . The fraction in the second line does
not depend on the indices j1, . . . , jk . We will show that for any fixed distinct
indices i1, . . . , ik ∈ {1, . . . , N} the sum of these fractions over s = 1, . . . , k and
i 6= i1, . . . , ik is equal to zero. This will complete our proof of the identity (3.3).
Let σ range over SN . By the definition of the Vandermonde polynomial, the
sum of the last displayed fractions over s = 1, . . . , k and i 6= i1, . . . , ik equals
∑
i6=i1,...,ik
k∑
s=1
∑
σ(i)=1
(−1)σ
xN−1i x
N−σ(is)+1
is
− xN−1is x
N−σ(is)+1
i
xi − xis
∏
j 6= i,is
x
N−σ(j)
j
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which is in turn equal to the sum
∑
i6=i1,...,ik
k∑
s=1
∑
σ(i)=1
(−1)σ
σ(is)−1∑
r=2
xN−ri x
N−σ(is)+r−1
is
∏
j 6= i,is
x
N−σ(j)
j . (3.12)
Recall that here N > 1 . One can easily prove by induction on N = 2, 3, . . .
that the total number of terms in the sum (3.12) equals
(N − 1)! (N − 2) (N − k) k / 2 .
However, we shall not use this equality and will leave its proof to the reader. In
the next subsection, we will prove that all terms in (3.12) cancel each other.
3.4. Cancellations. The sum (3.12) is taken over quadruples (i, s, σ, r) . Take any
of them such that
σ−1(r) 6= i1, . . . , ik .
Such a quadruple will be called of type I . Denote σ−1(r) = ı¯ . Observe that
ı¯ 6= i because σ( ı¯) = r > 2 while σ(i) = 1 . Put
σ¯ = σ τ i ı¯ (3.13)
where τ i ı¯ ∈ SN is the transposition of i and ı¯ . Then σ¯ (i) = r and σ¯ ( ı¯) = 1 .
We also have σ¯ (is) = σ(is) because is 6= i, ı¯ . Hence the quadruple ( ı¯ , s, σ¯ , r)
appears in (3.12) together with the quadruple (i, s, σ, r) . But the summands
in (3.12) corresponding to these two quadruples cancel each other. Indeed,
− (−1)σ xN−ri x
N−σ( ı¯ )
ı¯ x
N−σ(is)+r−1
is
∏
j 6= i, ı¯ ,is
x
N−σ(j)
j =
(−1) σ¯ x
N− σ¯ (i)
i x
N−r
ı¯ x
N− σ¯ (is)+r−1
is
∏
j 6= i, ı¯ ,is
x
N− σ¯ (j)
j .
Note that here
σ¯−1(r) = i 6= i1, . . . , ik
hence ( ı¯ , s, σ¯ , r) is also of type I . Moreover, by applying our construction to the
latter quadruple instead of (i, s, σ, r) we get the initial quadruple (i, s, σ, r) back.
Next take a quadruple (i, s, σ, r) showing in (3.12) such that for some index s¯
σ(is)− r + 1 = σ(i s¯ ) .
Such a quadruple will be called of type II . Note that s 6= s¯ because r 6= 1 . Put
σ¯ = σ τ isi s¯ .
Here σ¯ (i) = σ(i) = 1 because i 6= is , i s¯ . We also have σ¯ (i s¯ ) = σ(is) . Hence the
quadruple (i, s¯ , σ¯ , r) appears in (3.12) together with (i, s, σ, r) . The summands
in (3.12) corresponding to these two quadruples cancel each other. Indeed,
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− (−1)σ xN−ri x
N−σ(is)+r−1
is
x
N−σ(i s¯ )
i s¯
∏
j 6= i,is,i s¯
x
N−σ(j)
j =
(−1) σ¯ xN−ri x
N− σ¯ (is)
is
x
N− σ¯ (i s¯ )+r−1
i s¯
∏
j 6= i,is,i s¯
x
N− σ¯ (j)
j .
Here
σ¯ (i s¯ )− r + 1 = σ(is)− r + 1 = σ¯ (is)
and (i, s¯ , σ¯ , r) is also of type II . Moreover, by applying our construction to the
latter quadruple instead of (i, s, σ, r) we get the initial quadruple (i, s, σ, r) back.
Note that the above two constructions differ for the quadruples of type
I and II , while a quadruple can be of both types simultaneously. However, the
summands in (3.12) corresponding to quadruples of any of the two types still
cancel each other. Indeed, take any quadruple (i, s, σ, r) of type I which also
has type II . By applying our first constuction to it we get another quadruple
( ı¯ , s, σ¯ , r) of type I , where σ¯ is defined by (3.13) while ı¯ = σ−1(r) . But then
for a certain index s¯ we have
σ¯ (is)− r + 1 = σ(is)− r + 1 = σ(i s¯ )
because (i, s, σ, r) also has type II . Hence the quadruple ( ı¯ , s, σ¯ , r) is of type II
too. We could similarly check that the result of applying our second construction
to (i, s, σ, r) is not only of type II but of type I as well. However, this is already
not needed for the cancellation. So we will leave checking it to the reader.
Finally, take any quadruple (i, s, σ, r) appearing in (3.12) which is neither of
type I nor of type II . Such a quadruple will be called of type III . Here r = σ(i s¯ )
for some index s¯ because (i, s, σ, r) is not of type I . For some index ı¯ 6= i1, . . . , ik
we also have
σ(is)− r + 1 = σ( ı¯) (3.14)
because (i, s, σ, r) is not of type II . Observe that here the four indices i, i s¯ , is, ı¯
are pairwise distinct. Indeed, here we have i, ı¯ 6= is, i s¯ by definition. Further,
here i 6= ı¯ because σ(i) = 1 while σ( ı¯) > 2 by the definition (3.14). Furthermore,
here is 6= i s¯ because r < σ(is) while r = σ(i s¯ ) . Put σ¯ = σ τ where τ ∈ SN
cyclically permutes the indices i, i s¯ , is, ı¯ and leaves all the remaining indices
fixed. More exactly,
τ : i 7→ i s¯ 7→ is 7→ ı¯ 7→ i .
Let r¯ be the number at either side of equality (3.14). Consider the quadruple
( ı¯ , s¯ , σ¯ , r¯ ) . Here σ¯ ( ı¯) = σ(i) = 1 by definition. Due to the range of r we also
have
2 6 r¯ 6 σ(is)− 1 = σ¯ (i s¯ )− 1 .
Therefore the quadruple ( ı¯ , s¯ , σ¯ , r¯ ) appears in (3.12) together with (i, s, σ, r) .
The summands in (3.12) corresponding to the two quadruples cancel each other.
Indeed, we have the equality
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− (−1)σ xN−ri x
N−σ(i s¯ )
i s¯
x
N−σ(is)+r−1
is
x
N−σ( ı¯ )
ı¯
∏
j 6= i,i s¯ ,is, ı¯
x
N−σ(j)
j =
(−1) σ¯ x
N− σ¯ (i)
i x
N− σ¯ (i s¯ )+ r¯−1
i s¯
x
N− σ¯ (is)
is
xN− r¯ı¯
∏
j 6= i,i s¯ ,is, ı¯
x
N− σ¯ (j)
j .
Here r¯ = σ¯ (is) so that ( ı¯ , s¯ , σ¯ , r¯ ) is not of type I . We also have
σ¯ (i s¯ )− r¯ + 1 = σ¯ (i)
so that ( ı¯ , s¯ , σ¯ , r¯ ) is not of type II . So this quadruple is of type III. Moreover,
by applying our third construction to this quadruple instead of (i, s, σ, r) we
get the initial quadruple (i, s, σ, r) back. Thus all summands in (3.12) cancel each
other. We have now completed the induction step in the proof of our proposition.
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