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systeme mit hierarchischen Belegungskarten
Zusammenfassung
Die Zahl der im Straßenverkehr Verunglückten in Deutschland ist rückläufig. Die Fahrzeugher-
steller tragen ihren Teil zur Sicherheit im Straßenverkehr bei, indem sie Fahrern immer kom-
plexere Fahrerassistenz- und Sicherheitssysteme anbieten, um sicher und entspannt ans Ziel
zu kommen.
Für moderne Fahrerassistenzsysteme ist eine zuverlässige und umfassende Umgebungser-
fassung unerlässlich. Um möglichst viele unterschiedliche Systeme mit einer gemeinsamen
Umgebungserfassung bedienen zu können, ist es notwendig, dass diese eine möglichst sen-
sorunabhängige, anwendungsübergreifende, konsistente und umfassende Repräsentation der
Umgebung liefert.
Belegungskarten ermöglichen die Analyse von Freiraum, die Fahrbahnverlaufsschätzung, die
Detektion bewegter Objekte und die Selbstlokalisierung. In dieser Arbeit wird daher eine drei-
dimensionale Belegungskarte zur Umgebungsmodellierung für Fahrerassistenzsysteme einge-
setzt.
Um den effizienten Einsatz von dreidimensionalen Karten zu ermöglichen wird ein Verfahren
vorgestellt, mit dem sich der Detaillierungsgrad der Umgebungsmodellierung dynamisch und
anwendungsgesteuert anpassen lässt.
Um die Umgebungserfassung zu vervollständigen wird sowohl die rasterbasierte Selbstlokali-
sierung in zwei und drei Dimensionen als auch die Detektion und Verfolgung bewegter Objekte
behandelt.
Als weitere Anwendungen für die vorgeschlagene Umgebungsrepräsentation werden eine La-
serscanner-basierte Höhenschätzung für Brücken und eine Parklückendetektion und -vermes-
sung beschrieben und evaluiert.
IV
V
Environment Perception for Driver Assistance
Systems Using Hierarchical Occupancy Grids
Summary
The number of casualties from road traffic is decreasing in Germany. Vehicle manufacturers
contribute to safety by providing drivers with more and more complex driver assistance and
safety systems, making driving safer and more relaxing.
A reliable and comprehensive environment perception is essential for modern driver assistan-
ce systems. To support as many different applications as possible with a single environment
representation, a sensor-independent and application-independent consistent environment re-
presentation must be applied.
Occupancy grids enable free space analysis, road course estimation, detection of moving ob-
jects and self-localization among other things. Therefore, this thesis uses a three-dimensional
occupancy grid to model the environment for driver assistance systems.
To allow for an efficient application of three-dimensional occupancy grids, a dynamic method
to control the occupancy grid detail level is proposed. The desired resolution is controlled by
the applications.
To complete the environment perception, a grid-based simultaneous self-localization and map-
ping approach for two and three dimensions as well as the detection and tracking of moving
objects are described and evaluated.
In addition, exemplary applications for the proposed environment representation are charac-
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Die Zahl der im Straßenverkehr Verunglückten in Deutschland ist rückläufig. Dies ist zum
einen der Politik zu verdanken, die durch Regularien und Forschungsprojekte einwirkt. Zum
anderen haben Automobilhersteller ein Interesse, ihre Fahrzeuge so sicher wie möglich zu
gestalten. Die Daimler AG beispielsweise verfolgt die Vision vom unfallfreien Fahren in naher
Zukunft [20].
Als Hauptursache von Unfällen in Deutschland im Jahr 2010 hat das statistische Bundesamt
Fahrfehler der Fahrzeugführer ermittelt. Diese bestehen neben nicht angepasster Geschwin-
digkeit im Wesentlichen aus Fehlern beim Abbiegen, Wenden, Rückwärtsfahren sowie beim
Ein- und Anfahren [118]. Fahrfehler entstehen hauptsächlich, wenn Fahrer in Eile sind, unter
Stress stehen, übermüdet sind oder einen mangelnden Überblick über die Verkehrssituation
haben. Technische Mängel der Fahrzeuge spielen lediglich eine untergeordnete Rolle.
Automobilhersteller stellen dem Fahrer deshalb mehr und mehr Assistenzsysteme zur Verfü-
gung, um die Sicherheit im Straßenverkehr zu erhöhen. Dabei gibt es zwei unterschiedliche
Arten von Systemen: Komfortsysteme wie zum Beispiel die Verkehrszeichenerkennung oder
den Nachtsicht-Assistenten, die zu einem vorausschauenden und entspannten Fahren beitra-
gen sollen und Sicherheitssysteme, deren Ziel es ist, drohende Gefahren abzuwenden.
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Sicherheitssysteme im Fahrzeug können wiederum in zwei Klassen eingeteilt werden: Passive
Sicherheitssysteme haben zum Ziel, die Folgen von drohenden oder unvermeidbaren Unfäl-
len zu reduzieren. Aktive Sicherheitssysteme versuchen durch einen aktiven Eingriff Unfälle
zu verhindern oder Unfallfolgen zu mindern. Ein aktives Sicherheitssystem im erweiterten
Sinn stellt das autonome Fahren dar: Hierbei übernimmt das Fahrzeug selbstständig alle
Fahraufgaben. Fahrfehler des Menschen werden somit ausgeschlossen.
Passive Sicherheit
Das Ziel der passiven Sicherheit ist es, die Schwere von Unfällen oder deren Folgen zu ver-
ringern. Den Anfang der passiven Sicherheit stellt die Erfindung des Sicherheitsgurts 1903
dar. In einem Fahrzeugmodell von Mercedes-Benz wurde 1959 erstmals eine Sicherheitskaros-
serie realisiert, die Einführung des Airbags 1981 ist ein weiterer Meilenstein für die passive
Sicherheit [117].
Für passive Sicherheitssysteme wie den Gurtstraffer oder den Airbag ist lediglich der Zustand
des eigenen Fahrzeuges relevant: Wird eine starke Verzögerung sowie eine Verformung der
Frontpartie des Fahrzeuges detektiert, lösen diese Systeme aus.
PreCrash-Systeme gehen einen Schritt weiter. Hier erfolgt eine Reduktion der Unfallschwere
über das Auslösen von reversiblen Rückhaltesystemen zu einem besonders günstigen Zeit-
punkt [55], nach Möglichkeit deutlich vor der eigentlichen Kollision. Ein im Rahmen des
Experimental-Sicherheitsfahrzeuges 2009 der Daimler AG betrachtetes System ist „Pre-Safe
Pulse Plus“: Hier werden die Insassen bei einer drohenden seitlichen Kollision aus dem Ge-
fahrenbereich gerückt, um einen möglichst großen Abstand zum Unfallgegner zu schaffen [15].
Um diese Systeme möglich zu machen, ist eine zuverlässige Erfassung des Umfelds des Fahr-
zeuges erforderlich.
Aktive Sicherheit und Komfortsysteme
Ein prominentes Beispiel der Systeme, die aktiv in das Geschehen eingreifen, ist der Abstands-
regeltempomat ACC (engl. Adaptive Cruise Control). Dieser führt das Fahrzeug selbständig
entlang der Längsachse, basierend auf einer Erfassung der Umgebung. Ein weiteres Beispiel
ist der Fußgängerschutz. Die Daimler AG arbeitet an einem Ausweichassistenten, der je nach
Situation automatisch ausweicht oder eine Vollbremsung durchführt, wenn ein Fußgänger
plötzlich auf die Straße tritt [15].
Die Funktion aktiver Sicherheitssysteme basiert im Wesentlichen auf dem Wissen über die
Umgebung des eigenen Fahrzeugs. Hierzu wird mit einem oder mehreren Sensoren die Umge-
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bung des Fahrzeugs erfasst und analysiert, so dass das Fahrzeug über alle relevanten Objekte
in der Umgebung informiert ist. Bei potentiellen Gefahrensituationen kann der Fahrer damit
rechtzeitig gewarnt werden; er hat mehr Zeit zum Handeln. Zudem lassen sich im Fahrzeug
Maßnahmen treffen, um die Auswirkungen einer möglichen Kollision zu entschärfen oder eine
Kollision ganz zu verhindern, beispielsweise durch rechtzeitiges Abbremsen des Fahrzeuges.
Ein Überblick über Fahrerassistenzsysteme wird in [145] gegeben.
Autonomes Fahren
Das autonome Fahren im privaten individuellen Straßenverkehr ist noch eine Zukunftsvision.
Beim autonomen Fahren übernimmt das Fahrzeug selbst alle Fahraufgaben. Wenn solche
Systeme ausreichend abgesichert werden können, wären diese in der Lage die Sicherheit im
Straßenverkehr weiter zu erhöhen: Immerhin werden menschliche Fahrfehler als Fehlerquelle
ausgeschlossen. Die Daimler AG lässt Fahrtests heute schon automatisiert durchführen, weil
menschliche Fahrer sicherheitskritische Versuche nicht reproduzierbar fahren können [16].
Als nächster Zwischenschritt zum vollständigen autonomen Fahren ist die automatische Quer-
führung denkbar, das heißt das Folgen des Fahrbahnverlaufs sowie das automatische Ein- und
Ausscheren bei Überholvorgängen. Autonome Fahrzeuge wären von besonderem Interesse für
junge oder ältere Fahrzeugführer, die ansonsten noch nicht oder nicht mehr fahren können.
Aber auch alle anderen Fahrzeugführer könnten ihre Zeit besser nutzen, wenn sie sich nicht
mehr auf den Verkehr konzentrieren müssen. Für autonome Fahrzeuge ist eine vollständige
Erfassung rund um das eigene Fahrzeug unerlässlich.
1.2 Anforderungen zukünftiger Fahrerassistenz- und
Sicherheitssysteme an die Umgebungserfassung
Fahrerassistenz- und Sicherheitssysteme werden zunehmend komplexer, weshalb die Anfor-
derungen an solche Systeme wachsen. Insbesondere ist eine zuverlässige und vollständige
Erfassung der Umgebung für moderne Fahrerassistenz- und Sicherheitssysteme grundlegend.
Bei Versuchsträgern oder Fahrzeugen, die bei Wettbewerben wie der DARPA Urban Chal-
lenge (siehe beispielsweise [69]) zum autonomen Fahren zum Einsatz kommen, werden meist
hochgenaue Sensoren verwendet, die aufgrund der Bauform oder anderen Einschränkungen
nicht immer serientauglich sind. Im Gegensatz dazu sollen Seriensensoren kompakt, verdeckt
verbaubar, zuverlässig und kostengünstig sein. Aufgrund der unterschiedlichen Anforderun-
gen und Randbedingungen müssen bei Seriensensoren in Bezug auf die Genauigkeit und das
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Messrauschen gegenüber prototypischen High-End Sensoren teilweise Kompromisse eingegan-
gen werden.
Die Situation, in der sich das eigene Fahrzeug befindet, soll mit Hilfe der Umgebungserfassung
möglichst exakt modelliert werden. Dazu zählt die Kenntnis des Zustandes aller Verkehrsteil-
nehmer in der Umgebung, die Abmaße aller statischen Hindernisse, der Fahrbahnverlauf sowie
die Position und Orientierung (Pose) des eigenen Fahrzeugs relativ zu diesen Objekten. Wei-
tere Anforderungen an die Umgebungserfassung sind Zuverlässigkeit und Ausfallsicherheit,
welche durch redundante Systeme und komplementäre Sensorik erfüllt werden können.
1.3 Einsatzgebiete für Belegungskarten
Bei Belegungskarten (engl. Occupancy Grids) wird die Umgebung des Fahrzeugs in der Regel
durch ein Raster in Zellen gleicher Größe unterteilt. Für jede Zelle des Rasters wird auf Basis
von Sensormessungen geschätzt, ob diese belegt ist oder nicht. Somit kann die Umgebung des
Fahrzeugs je nach Zellgröße unterschiedlich fein repräsentiert werden. Eine Belegungskarte
kann für unterschiedlichste Anwendungen im Bereich der Fahrerassistenz- und Sicherheits-
systeme eingesetzt werden, die im Folgenden beschrieben werden.
Freiraumanalyse
In einer Belegungskarte, in der Hindernisse der Umgebung abgelegt sind, lässt sich der Frei-
raum ermitteln. Dieser dient unter anderem zur Pfadplanung bei autonomen Fahraufgaben
oder zur Bestimmung einer Ausweichtrajektorie bei drohenden Kollisionen. Die Freiraumana-
lyse wird in Abschnitt 6.2.3 eingehend behandelt.
Selbstlokalisierung
Bei unzureichender Kenntnis der Lage des Sensorfahrzeuges beziehungsweise der gefahrenen
Strecke seit dem letzten Messzeitpunkt kann eine Belegungskarte zur Lokalisierung genutzt
werden. Dazu gibt es mehrere Verfahren: Die rasterbasierte Selbstlokalisierung, die merk-
malsbasierte Selbstlokalisierung und die Registrierung der Umgebungskarte auf eine digitale
Karte. In der Literatur (unter anderem in [116]) werden auch Verfahren zum Loop-Closing
beschrieben. Dabei wird die erstellte Karte korrigiert, indem ein bereits in der Vergangenheit
vermessenes Objekt mit der erneuten Messung desselben Objektes in Übereinklang gebracht
wird. Mit einer dreidimensionalen Karte ist zusätzlich die Ermittlung des Nick- und Wank-
winkels möglich. Durch die Selbstlokalisierung lassen sich Odometriedaten stützen, vor allem
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in Bereichen, in denen keine oder nur ungültige GPS-Positionsinformationen verfügbar sind.
Die Selbstlokalisierung wird ausführlich in Kapitel 4 behandelt.
Fahrbahnverlaufsschätzung
Zur Feststellung der Relevanz von Objekten ist es hilfreich zu wissen, ob sich diese auf der
Fahrbahn befinden. Diese Aufgabe wird häufig dadurch gelöst, dass die Randbebauung in
einer Belegungskarte modelliert wird. In dieser können dann Vorhersagen über den Fahr-
bahnverlauf getroffen werden. Durch eine Kombination mit einer digitalen Karte kann die
Reichweite der Vorhersagen in der Regel deutlich erhöht werden. Weitere Hinweise und Lite-
raturstellen finden sich in Abschnitt 4.2.1.
Höhenschätzung
Häufig werden zweidimensionale Belegungskarten betrachtet. Die Verwendung von dreidimen-
sionalen Belegungskarten hat jedoch einen deutlichen Vorteil: Hier bilden sich auch Struk-
turen wie Brücken korrekt ab. Die Schätzung der Höhe einer solchen über die Fahrbahn
hängenden Struktur wird möglich. Mit diesem Wissen kann eine Brücke sicher von Hinder-
nissen auf der Fahrbahn unterschieden werden. Auf die Höhenschätzung wird in Abschnitt 6.1
eingegangen. Weiterhin kann durch die dreidimensionale Modellierung auch auf die Überfahr-
barkeit von Zielen geschlossen werden. Niedrige Bordsteine sind beispielsweise überfahrbar,
zeigen sich in einer zweidimensionalen Karte aber unter Umständen als Hindernis.
Detektion und Verfolgung bewegter Objekte
Mit Hilfe einer Belegungskarte lassen sich ebenso bewegte Objekte detektieren. In der Lite-
ratur werden im Wesentlichen zwei Ansätze unterschieden: Die Detektion bewegter Objekte
über Artefakte, die in der Karte entstehen [141] und die Detektion durch die Bildung einer
Differenzkarte [76]. Ebenso ist die Detektion bewegter Objekte über eine Modellierung durch
die Evidenztheorie nach Dempster und Shafer (DST) möglich, siehe Moras [87]. Ziel der De-
tektion bewegter Objekte ist einerseits, Artefakte bewegter Objekte aus der Belegungskarte
zu entfernen. Andererseits ist die Verfolgung bewegter Objekte für viele Funktionen essen-
tiell. In der Belegungskarte lassen sich bewegte Objekte verfolgen durch eine Registrierung
von dynamisch klassifizierten Zellen. Über diese Registrierung lassen sich lokale Objektkar-
ten aufbauen, die der Bestimmung der exakten Außenkontur von bewegten Objekten dienen.
Kapitel 5 widmet sich diesem Thema ausführlich.
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1.4 Zielsetzung
Es gibt Fahrerassistenzsysteme, bei denen alle Komponenten in einem Gehäuse integriert sind:
Vom Sensor über die Signalverarbeitung bis zur Abbildung der Funktion. Solche Systeme sind
für einfache Funktionen geeignet, bei denen wenige Sensoren genutzt werden. Beispielsweise
wird in [113] ein Spurwechselassistent beschrieben, bei dem die Warnindikatoren direkt vom
Sensor angesteuert werden. Komplexere Funktionen sind in der Umgebungserfassung jedoch
meist anspruchsvoller, es wird häufig ein erweiterter Sichtbereich und/oder komplementäre
Sensorik benötigt, um steigende Sicherheitsstandards zu erfüllen. Um Redundanz zu erhalten
und um den meist eingeschränkten Sichtbereich eines Sensors zu erhöhen, werden in der Regel
mehrere Sensoren eingesetzt. Dies führt zu dem Problem, dass die Daten unterschiedlicher
Sensoren zu einem konsistenten Gesamtbild zusammengeführt werden müssen. Die Fusion
der Daten mehrerer Sensoren wird typischerweise in einer zentralen Einheit durchgeführt.
Umgekehrt sollten unterschiedliche Funktionen alle notwendigen Informationen aus dem Um-
gebungsmodell extrahieren können, das durch diese zentrale Einheit zur Verfügung gestellt
wird. Im Gegensatz zu mehreren anwendungsspezifischen Modellen können durch eine sol-
che zentrale Einheit Rechenzeit und Speicher, die Kosten bedeuten, eingespart werden. Der
Gewinn ist umso größer, je mehr Funktionen bedient werden können. Des Weiteren ent-
steht Einsparpotenzial, wenn dieselbe zentrale Einheit zur Umgebungserfassung durch ihre
Flexibilität in mehreren Baureihen eingesetzt werden kann und mit unterschiedlichen Sen-
sorkonfigurationen zusammenarbeitet.
Um die in Abschnitt 1.2 gestellten Anforderungen zu erfüllen wird vorgeschlagen, ein System
zur umfassenden dreidimensionalen Umgebungserfassung zu realisieren, mit dem möglichst
viele Fahrerassistenzfunktionen abgedeckt werden können. Dieses soll so generisch und flexi-
bel wie möglich sein. Weiterhin sollte es nicht stark von Applikationen abhängig sein, das
heißt der Einsatz von applikationsspezifischen Schwellwerten und Modellen sollte weitest-
gehend vermieden werden. Hierzu bieten sich dreidimensionale Belegungskarten an, wie im
vorigen Abschnitt 1.3 aufgezeigt. Belegungskarten sind sehr gut geeignet, um unbekannte
Umgebungen modellfrei in hoher Genauigkeit darzustellen.
Komplementär ausgelegte Sensoren und eine Erfassung der Umgebung des Fahrzeuges in 360◦
bedingen einen hohen Speicherbedarf und eine hohe Rechenzeit. Dabei steigen der Speicher-
bedarf und die Rechenzeit naturgemäß mit der Detailtreue, mit der die Umgebung modelliert
wird. Je nach Anwendung muss die Umgebung jedoch nicht in jedem Punkt mit dem glei-
chen Detaillierungsgrad dargestellt werden. Für ein PreCrash-System genügt es, den Bereich
direkt um das eigene Fahrzeug exakt zu modellieren. Für einen Parkassistenten ist es aus-
reichend, Parklücken exakt zu vermessen. In Bereichen, die für momentan aktive Funktionen
nicht relevant sind, kann demnach Speicher und Rechenzeit eingespart werden, indem der
Detaillierungsgrad reduziert wird. Mit anderen Worten ergeben sich Rechenzeit- und Spei-
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chervorteile, wenn die Bereiche der Umgebung, die für Anwendungen relevant sind, bekannt
sind und bei der Umgebungsmodellierung in höherer Auflösung berücksichtigt werden als an-
dere Bereiche. Hierzu fließt lediglich ein Modell für potenziell relevante Bereiche ein, es wird
jedoch nicht die gesamte Umgebung durch einfache geometrische Modelle wie Quader abstra-
hiert. Die Modellierung der Umgebung ist gitterbasiert diskret, so dass auch unvorhersehbare
Gegebenheiten repräsentiert werden können.
Ziel der vorliegenden Arbeit ist es, eine auf Belegungskarten basierende Umgebungserfassung
zu realisieren. Hierbei kann Anwendungswissen in die Umgebungsmodellierung einfließen,
indem die Auflösung der Belegungskarte lokal dynamisch angepasst wird. Um die Unab-
hängigkeit des Ansatzes von speziellen Sensoren zu demonstrieren, werden beispielhaft un-
terschiedliche Sensoren zur Umgebungserfassung angebunden: Laserscanner, Radarsensoren
und eine Stereokamera. Als demonstrationsfähige Anwendungen für die Umgebungserfassung
werden eine robuste Selbstlokalisierung, die Schätzung der Höhe von Brücken, die Detekti-
on und Vermessung von Parklücken sowie die Detektion und Verfolgung bewegter Objekte
umgesetzt.
Abbildung 1.1 zeigt die hierzu vorgeschlagene Architektur. Basierend auf den Distanzprofilen
beispielsweise eines Laserscanners werden simultan eine Selbstlokalisierung, eine Detektion
bewegter Objekte und eine Kartierung durchgeführt. Hierzu ist die genaue Pose des Sen-
sorfahrzeugs erforderlich. Zur Ermittlung der Pose des Sensorfahrzeuges kann entweder eine
Schätzung der Inertialsensorik verwendet werden oder Odometriedaten. Die Selbstlokalisier-
ung und die Unterscheidung zwischen statischen und dynamischen Objekten bilden einen
Kreislauf. Für Lokalisierungsalgorithmen sind bewegte Objekte störend, diese müssen also
bekannt sein, um entfernt werden zu können. Umgekehrt ist für die Detektion bewegter Ob-
jekte die exakte Pose und Dynamik des Sensorfahrzeuges zu kennen.
In dieser Arbeit wird dieses Problem iterativ gelöst: Die Selbstlokalisierung liefert trotz der
Artefakte bewegter Objekte eine Positionsschätzung. Mit dem so geschätzten Zustand des
Sensorfahrzeugs kann die Detektion bewegter Objekte durchgeführt werden. Um die Ergeb-
nisse zu verbessern, wird diese Vorgehensweise iterativ wiederholt. Die Detektion bewegter
Objekte liefert als Ergebnis zum einen eine statische Karte, die zur Freiraumanalyse und
Pfadplanung verwendet werden kann. Zum anderen liefert sie Hinweise auf bewegte Objekte,
die in einem Verfahren zur Zustandsschätzung verfolgt werden. Als Besonderheit kann die
Anwendung vorgeben, welche Bereiche der Umgebung von besonderem Interesse sind. Hier
wird der Detaillierungsgrad dynamisch erhöht, während er in allen anderen Bereichen gering




















Abbildung 1.1 – Vorgeschlagene Architektur zur Umgebungserfassung mit hierarchischen Be-
legungskarten. Als Besonderheit wird der Detaillierungsgrad der Umgebungsmodellierung durch
die Applikation gesteuert.
1.5 Aufbau der Arbeit
In Kapitel 2 werden theoretische Grundlagen erläutert. Anschließend werden in Kapitel 3 der
Aufbau und die Funktionsweise der dreidimensionalen hierarchischen Belegungskarte einge-
führt. Essentiell für den korrekten Aufbau einer Belegungskarte ist die Kenntnis über die
Pose des Sensorfahrzeugs. In Kapitel 4 werden deshalb mögliche Lokalisierungsansätze für
Belegungskarten aufgezeigt und diskutiert. Da Belegungskarten nur statische Objekte korrekt
beschreiben, wird die Detektion und die Verfolgung dynamischer Objekte in Kapitel 5 behan-
delt. Unterschiedliche Experimente und deren Auswertung werden in Kapitel 6 vorgestellt.




In diesem Kapitel werden die Grundlagen der in den folgenden Kapiteln vorgestellten Ver-
fahren erläutert und die Notation eingeführt. Abschnitt 2.1 führt in die Wahrscheinlichkeits-
theorie ein. Abschnitt 2.2 beschreibt die Probleme der Zustandsschätzung im Allgemeinen,
Abschnitt 2.3 fasst unterschiedliche Verfahren zur Zustandsschätzung zusammen, die alle auf
dem Satz von Bayes basieren. Abschließend werden in Abschnitt 2.4 Sensoren vorgestellt, die
im Kontext Fahrerassistenz- und Sicherheitssysteme beziehungsweise Referenzsysteme zur
Umgebungserfassung eingesetzt werden.
2.1 Wahrscheinlichkeitstheorie
In diesem Abschnitt werden Grundlagen zur Wahrscheinlichkeitstheorie und die Notation
eingeführt.
Sei X eine Zufallsvariable und x ein Ereignis, das X annehmen kann. Dann bezeichnet
p(X = x) (2.1)
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die Wahrscheinlichkeit, dass X das Ereignis x annimmt. Wenn eindeutig ist, um welche
Zufallsvariable es sich handelt, so wird p(X = x) zu p(x) abgekürzt.
Sowohl diskrete als auch kontinuierliche Wahrscheinlichkeiten summieren sich zu Eins:
∑
x
p(x) = 1 (2.2)∫
p(x)dx = 1 (2.3)
Insbesondere summieren sich die Wahrscheinlichkeiten, dass Ereignis x und dessen Gegener-
eignis x eintritt, zu Eins. Daher gilt:
p(x) = 1− p(x) (2.4)
Schätzverfahren arbeiten typischerweise in einem kontinuierlichen Raum. Hier besitzen Zu-
fallsvariablen eine Wahrscheinlichkeitsdichtefunktion (PDF, engl. Probability Density Func-
tion). Ein Beisiel für eine PDF ist die eindimensionale Normalverteilung N (µ, σ) mit dem
Erwartungswert µ und der Standardabweichung σ:






Die mehrdimensionale Normalverteilung wird auch multivariate Normalverteilung genannt.
Sie ist gegeben durch:






Hier steht ~µ für den mehrdimensionalen Erwartungswert und C für die Kovarianzmatrix. Die
Verbundwahrscheinlichkeit zweier Zufallsvariablen X und Y ist definiert durch:
p(x, y) = p(X = x und Y = y) (2.6)
Wenn X und Y statistisch unabhängig sind, gilt:
p(x, y) = p(x) p(y) (2.7)
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Die bedingte Wahrscheinlichkeit wird folgendermaßen notiert:
p(x|y) = p(X = x gegeben, dass Y = y) (2.8)
und steht für die Wahrscheinlichkeit, dass x eintritt, unter der Bedingung, dass Ereignis y
bereits eingetreten ist.
Für p(y) 6= 0 ist die bedingte Wahrscheinlichkeit wie folgt definiert:
p(x|y) = p(x, y)
p(y) (2.9)
Sind X und Y unabhängig, gilt demnach:
p(x|y) = p(x)p(y)
p(y) = p(x) (2.10)
Mit diesen Definitionen können zwei Sätze aufgestellt werden. Der Satz der totalen Wahr-
scheinlichkeit lautet:
p(x) = ∑y p(x|y) p(y) (diskreter Fall) (2.11)
p(x) =
∫
p(x|y) p(y) dy (kontinuierlicher Fall) (2.12)
Wegen p(x, y) = p(y, x) folgt aus Gleichung (2.9) der Satz von Bayes. Er stellt unter der




Der Nenner in (2.13) hängt nicht von x ab, deshalb wird p(y)−1 häufig verkürzend als Nor-
malisierungsfaktor η geschrieben:
p(x|y) = η p(y|x)p(x) (2.14)
Ein Box-Whisker-Plot dient der kompakten Darstellung der robusten Streuungsmaße einer
Zufallsvariablen. Abbildung 2.1 zeigt den Box-Whisker-Plot einer 10000-elementigen Stich-
probe der Zufallsvariablen X ∼ N (0, 1). Der rote Querstrich kennzeichnet den Median der
Stichprobe. Das blaue Rechteck wird durch das untere und das obere Quartil begrenzt und
enthält demnach 50% der Stichproben. Die gestrichelte schwarze Linie wird durch den 1,5-
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fachen Interquartilsabstand begrenzt. Dies entspricht bei einer normalverteilten Stichprobe
annähernd ±2,7σ, beziehungsweise einer Abdeckung von 99,3% der Stichprobe. Außerhalb











Abbildung 2.1 – Boxplot einer 10000-elementigen Stichprobe einer normalverteilten Zufalls-
variablen mit µ = 0 und σ = 1.





Hierbei bezeichnet x den wahren Wert und E den Erwartungswert.
Ist der wahre Wert nicht bekannt, kann mit folgender Formel auch der Fehler zwischen zwei







Auf Basis des Satzes von Bayes kann der Zustand von Systemen mittels Beobachtungen
geschätzt werden. Sowohl der Systemzustand als auch Messungen werden dann als Wahr-
scheinlichkeiten aufgefasst: Ein Zustand x wird durch die Wahrscheinlichkeit p(x) und eine
Messung y durch p(y) repräsentiert. Wenn von einer Messung y auf den Zustand x eines Sys-
tems geschlossen werden kann, dann heißt p(x) die a priori Wahrscheinlichkeit und p(x|y)
die a posteriori Wahrscheinlichkeit.
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Die Schätzung x̂ des Wertes von x, welche die Wahrscheinlichkeit p(x|y) maximiert, wird
„Maximum a posteriori“-Schätzung genannt. Umgekehrt wird die Maximierung der Wahr-
scheinlichkeit p(y|x) als „Maximum Likelihood“-Schätzung bezeichnet. Diese beiden Wahr-
scheinlichkeiten können durch den Satz von Bayes ineinander überführt werden.
Der Zustand x beschreibt die Eigenschaften eines Systems zu einem bestimmten Zeitpunkt.
Falls sich diese Eigenschaften über die Zeit ändern heißt das System dynamisch, andernfalls
statisch. Dynamische Systeme können in lineare und nichtlineare Systeme aufgeteilt werden.
Steuerdaten, die das System beeinflussen, werden in dem Steuervektor u zusammengefasst.
Die resultierenden Eigenschaften des Systems sind meist nicht alle direkt schätzbar. Letzte-
re können aber über zeitliche Zusammenhänge zwischen aufeinanderfolgenden Messungen y
beobachtet werden.
Die rekursive Änderung eines Systemzustands in einer zeitdiskreten Betrachtung kann über
die Zustandsübergangsfunktion f formalisiert werden als:
xk = f(xk−1,uk−1, sk−1). (2.17)
Der diskrete Zeitindex wird hierbei mit k bezeichnet, das Prozessrauschen mit s. Eine Mes-
sung kann formalisiert werden als:
yk = g(xk,wk). (2.18)
Hier steht g für die Messgleichung und w für das Messrauschen. In einem linearen System
mit additivem Rauschen lauten diese Gleichungen:
xk = Fxk−1 + Buk−1 + sk−1 (2.19)
yk = Gxk + wk (2.20)
dabei bezeichnet F die Zustandsübergangsmatrix, B die Eingangsmatrix und G die Mess-
matrix.
Das Ziel der Zustandsschätzung ist es, die bestmögliche Schätzung x̂k für xk zu bestimmen,
gegeben eine Menge von Messungen y1:k und eine Sequenz von Steuervektoren u1:k−1. Hierbei
bezeichnet x1:k eine Serie von aufeinanderfolgenden Zuständen zu den Zeitpunkten 1, . . . , k.




Wenn der Zustand xk alle Informationen aus der Vergangenheit beinhaltet, also der nächste
Zustand xk+1 lediglich von xk abhängt, so wird dieser Prozess als Markov-Kette bezeichnet.
Der Zustand xk hängt dann nur vom vorherigen Zustand xk−1 und dem vorherigen Steuervek-
tor uk−1 ab. Eine Messung yk ist unabhängig von vorangegangenen Messungen, sie hängt nur
vom aktuellen Systemzustand ab. Ein solches System kann als dynamisches Bayes-Netzwerk
dargestellt werden, siehe Abbildung 2.2. Diese Abbildung verdeutlicht, dass die Informatio-
nen der vorherigen Messungen y1:k−1 und vorangegangener Steuervektoren u1:k−2 in xk−1
enthalten sind. Daher kann die PDF (2.21) wie folgt vereinfacht werden:
p(xk|x0:k−1,y1:k−1,u1:k−1) = p(xk|xk−1,uk−1). (2.22)
Die PDF (2.22) wird auch Zustandsübergangswahrscheinlichkeitsdichtefunktion genannt. Die
Wahrscheinlichkeit p(yk|x0:k,y1:k−1,u1:k−1) wird auch Messwahrscheinlichkeitsdichtefunktion
genannt. Diese kann ebenso vereinfacht werden:











Abbildung 2.2 – Dynamisches Bayes-Netzwerk.
2.3 Bayes-Filter
Die rekursive Bayessche Zustandsschätzung, auch genannt Bayes-Filter, ist ein allgemeiner
Zustandsschätzer, der auf der Wahrscheinlichkeitstheorie basiert. Ein Bayes-Filter schätzt
eine PDF.
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Die a posteriori Wahrscheinlichkeitsdichteverteilung des Systemzustands xk zum Zeitpunkt
k ist definiert als die bedingte Wahrscheinlichkeit des Zustandes unter der Voraussetzung,
dass die vorangegangenen Messungen und Steuervektoren bekannt sind:
p(xk|y1:k,u1:k−1). (2.24)
Diese PDF beinhaltet die Informationen der aktuellen Messung. Zur Zustandsschätzung wird
hingegen häufig eine Wahrscheinlichkeit benötigt, bevor die aktuelle Messung yk einfließt.
Diese Verteilung wird auch a priori PDF oder Prädiktion genannt und wie folgt definiert:
p(xk|y1:k−1,u1:k−1). (2.25)
Die Innovation, also die Aktualisierung durch eine Messung, wird durchgeführt, indem die a
posteriori PDF aus der a priori PDF berechnet wird. Dazu wird der prädizierte Zustand mit
der tatsächlichen Messung verglichen. Die mathematische Formulierung für das Bayes-Filter




p(xk|xk−1,uk−1) p(xk−1|y1:k−1,u1:k−2) dxk−1 (2.26)
Innovation:
p(xk|y1:k,u1:k−1) = η p(yk|xk) p(xk|y1:k−1,u1:k−1) (2.27)
Für eine mathematische Herleitung sei auf [130] verwiesen.
2.3.1 Das binäre Bayes-Filter mit statischem Zustand
Ein Beispiel für ein Bayes-Filter ist das binäre Bayes-Filter mit statischem Zustand. Dieses
kommt bei der Schätzung der Belegungswahrscheinlichkeit der in Kapitel 3 beschriebenen
Belegungskarte zum Einsatz. Binär heißt in diesem Fall, dass der zu schätzende Zustand
lediglich zwei Werte annehmen kann: Null oder Eins. Dabei wird angenommen, dass sich
dieser Zustand nicht ändert. Deshalb erhält x keinen zeitlichen Index:
x ∈ {0, 1} (2.28)
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Die folgende Herleitung ist an Thrun [130] angelehnt. Da der Zustand statisch ist, hängt die
Schätzung zum Zeitpunkt k lediglich von den bisherigen Messungen ab:
p(x|y1:k,u1:k−1) = p(x|y1:k) (2.29)





Eine Einzelmessung yk ist nur vom Zustand x abhängig, nicht jedoch von vorangegangenen
Messungen, deshalb gilt:
p(yk|x,y1:k−1) = p(yk|x) (2.31)





Der Ausdruck p(yk|x) wird Messmodell genannt. Die Anwendung des Satzes von Bayes (2.13)































Die Schätzung des Zustandes kann durch die Repräsentation des Quotenverhältnisses durch-





Das logarithmische Quotenverhältnis logit eines Zustandes x ist weiterhin definiert durch:
logit(x) := log p(x)1− p(x) (2.38)
Aus dem Quotenverhältnis logit(x) erhält man die Wahrscheinlichkeit durch folgende Formel:
p(x) = 1− 11 + exp{logit(x)} (2.39)




+ log p(x|y1:k−1)1− p(x|y1:k−1)
+ log 1− p(x)
p(x)














+ logitk−1(x)− logit0(x) (2.42)
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2.3.2 Das lineare Kalman-Filter
Das Kalman-Filter [68, 142] ist ein rekursives Verfahren um den Zustand eines linearen Sys-
tems zu schätzen. Die Schätzung basiert sowohl auf der Modellierung als auch auf Beobach-
tungen des Prozesses. Das Kalman-Filter ist ein Bayes-Filter; der Zustand wird geschätzt
indem rekursiv jeweils ein Prädiktions- und ein Innovationsschritt durchgeführt werden. Der
Prozessfehler wird in einer Kovarianzmatrix P, der Prozessfehlerkovarianzmatrix geschätzt.
Der geschätzte Zustand x̂ und die Prozessfehlerkovarianzmatrix P repräsentieren die a pos-
teriori PDF, wie sie für das Bayes-Filter in 2.26 definiert wurde. Das Kalman-Filter ist ein
optimales Filter, das den mittleren quadratischen Fehler minimiert.
In den Zustandsgleichungen (2.19) und (2.20) für ein lineares System wird beim Kalman-
Filter sowohl das Prozessrauschen sk als auch das Messrauschen wk als weiß, mittelwertfrei,
normalverteilt und gegenseitig unkorreliert angenommen:
sk ∼ N (0,Qk) (2.43)
wk ∼ N (0,Rk) (2.44)
Die Kovarianzmatrix Qk stellt das Prozessrauschen dar, wogegen die Kovarianzmatrix Rk
das Messrauschen beschreibt. Zur Vereinfachung werden Q und R wie in [142] als konstant
angenommen.
Mit diesen Annahmen können die Formeln für das Kalman-Filter aufgestellt werden, Abbil-
dung 2.3 stellt diese übersichtlich grafisch dar. Hierbei bezeichnet K die Kalman-Verstär-
kungsmatrix, ȳ das Residuum, S die Kovarianzmatrix des Residuums und I die Einheitsma-
trix.
Prädiktion
x̂∗k = Fkx̂k−1 + Bkuk−1 (2.45)
P∗k = FkP̂k−1FTk + Q (2.46)
Innovation
ȳ = (yk −Gx̂∗k) (2.47)
S = GP∗kGT + R (2.48)
Kk = P∗kGTS−1 (2.49)
x̂k = x̂∗k + Kkȳ (2.50)
Pk = (I−KkG)P∗k (2.51)
Initialisierung
für x0 und P0
Abbildung 2.3 – Das Kalman-Filter.
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Um bei der Implementierung numerischen Problemen vorzubeugen, die durch die Subtraktion
in (2.51) auftreten können, wird stattdessen die Joseph-Form verwendet:
Pk = (I−KkG)P∗k(I−KkG)T + KkRkKTk (2.52)
2.3.3 Das erweiterte Kalman-Filter
Mit dem linearen Kalman-Filter, das im letzten Abschnitt beschrieben wurde, können le-
diglich lineare Prozesse abgebildet werden. Um nichtlineare Prozesse beschreiben zu können,
kann das Kalman-Filter zum so genannten erweiterten Kalman-Filter (EKF) ergänzt werden.
Kann der Zustandsübergang nicht linear durch eine Matrix F (2.19) beschrieben werden,
so wird dieser über eine nichtlineare Zustandsübergangsfunktion f durchgeführt. Diese kann
zwar genutzt werden, um den Zustand zu prädizieren (2.45), sie kann jedoch nicht als Matrix
dargestellt werden um die Prozessfehlerkovarianzmatrix (2.46) zu prädizieren. Das Gleiche gilt
für die Messgleichung g. Beide Funktionen können jedoch über Jacobi-Matrizen approximiert









Durch die Approximierung ist das EKF kein optimaler Schätzer. Wenn die Funktionen f
und g im Punkt x nicht gut linearisiert werden können, kann ein nichtlineares Schätzproblem
besser durch das Unscented Kalman-Filter gelöst werden. Hierfür sei auf Julier [65] verwiesen.
2.3.4 Sequentielle Monte-Carlo-Methoden
Analytische Methoden wie das Kalman-Filter stellen für nichtlineare Systeme lediglich eine
suboptimale Lösung dar. Einen alternativen Ansatz stellen numerische Verfahren dar, bei
denen die Stützstellenwahl für die Zustandsschätzung deterministisch oder stochastisch er-
folgt. Bei deterministischen Methoden wird der Zustandsraum diskret abgebildet. Eberhardt
behandelt beispielsweise die Zustandsschätzung basierend auf einer Baumstruktur [29]. Für
eine Übersicht sei auf Bergman [6] verwiesen.
Stochastische Simulationsverfahren wie die sequentiellen Monte-Carlo-Verfahren haben den
Vorteil, dass die Stichproben aus den Bereichen des Zustandsraums gezogen werden, die
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hauptsächlich zur Monte-Carlo-Integration beitragen. Die Monte-Carlo-Integration wird im
folgenden Abschnitt eingeführt.
Monte-Carlo-Integration




f(x) π(x) dx, (2.55)
dabei ist π(x) eine nicht-negative Funktion, deren Integral 1 ergibt:∫
Rn
π(x) dx = 1. (2.56)
Die Eigenschaften von π lassen es zu, π als PDF zu betrachten. Im Kontext der Bayes-
Filterung ist π die a posteriori PDF: π(x) = p(x|y). Eine weitere Annahme für Monte-
Carlo-Methoden ist, dass aus f(x) eine große Anzahl M an Stichproben χ(m), m = 1, . . . ,M ,
gezogen werden kann, deren Verteilung der Wahrscheinlichkeitsdichte von π(x) entsprechen.












Für M → ∞ geht der Approximierungsfehler gegen Null. Gegenüber anderen numerischen
Integrationsverfahren hat die Monte-Carlo Integration den Vorteil, dass der Schätzfehler un-
abhängig von der Dimension des Zustands ist [6].
Zur Bayesschen Zustandsschätzung wird die Monte-Carlo-Integration sequentiell angewandt,
daher der Name sequentielle Monte-Carlo-Methoden. Die einzelnen Stichproben, mit denen
die PDF approximiert wird, werden auch „Partikel“ genannt und das Filter zur Zustands-
schätzung daher Partikel-Filter . Wie beim Bayes-Filter ist das Ziel des Partikel-Filters, die a
posteriori Wahrscheinlichkeit p(xk|yk) zu schätzen, wobei diese Wahrscheinlichkeit rekursiv
aus p(xk−1|yk−1) hervorgeht. Ein Partikel χ entspricht einer diskreten Stichprobe, die einen
möglichen Zustand des Systems repräsentiert. Die Notation für die Menge aller Partikel X










Beim sequentiellen gewichteten Ziehen von Stichproben, genannt SIR-Partikel-Filter (engl.
Sequential Importance Resampling) [26], wird eine Verteilung p(xk|y1:k) durch eine Menge








: m ∈ [1,M ]
}
(2.59)





k = 1 (2.60)
Der Algorithmus für das SIR-Partikel-Filter lautet:
1. Resampling: Ziehe für alle m ∈M einen Index i mit Wahrscheinlichkeit q(m)k aus [1,M ]
und ersetze χ(m)k durch χ
(i)
k . Partikel mit hohem Gewicht werden also häufiger gezogen.




























Die Funktionsweise des Algorithmus wird exemplarisch in Abbildung 2.4 veranschaulicht. Die
einzelnen Schritte des Algorithmus sind von oben nach unten dargestellt. Der Algorithmus
kann auch ohne Schritt 1 (Resampling) eingesetzt werden. Das zugehörige Filter nennt sich
Sequential Importance Sampling (SIS)-Filter. Dieses neigt jedoch dazu mit der Zeit zu de-
generieren und damit die a posteriori Wahrscheinlichkeitsdichteverteilung nicht mehr gut zu
approximieren [25], und wird daher hier nicht weiter betrachtet.
Hol [61] vergleicht mehrere Ansätze zum Resampling und beschreibt das Systematic Resamp-












Abbildung 2.4 – Grafische Veranschaulichung des SIR-Partikel-Filters. Von oben nach unten
sind die einzelnen Schritte des Algorithmus dargestellt.
lität der resultierenden Partikelmenge. Beim Systematic Resampling wird eine Zufallszahl ũ
gleichverteilt aus dem Intervall (0, 1] gezogen. Aus dieser werden systematisch weitere Zahlen
um erzeugt, welche Partikel aus der durch die Gewichtungen gegebenen Verteilungsfunktion
auswählen:
um =
(m− 1) + ũ
M
, m = 1, . . . ,M (2.64)
Anschließend wird für jedes m das Partikel χ(m)k durch das Partikel χ
(i)







. Das Systematic Resampling wird grafisch in Abbildung 2.5
veranschaulicht.
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Das SIR-Partikel-Filter in dieser Form ist auch unter dem Namen „Condensation-Algorith-


















Abbildung 2.5 – Grafische Veranschaulichung des Systematic Resampling nach [8]. Es wird
eine Zufallszahl ũ bestimmt, alle weiteren Zahlen um werden effizient durch die fortlaufende Ad-
dition von 1M bestimmt. Die so ermittelten Werte dienen der gewichteten Auswahl von Partikeln.
In diesem Beispiel wird χ(1) verdoppelt, wogegen χ(6) verworfen wird.
2.4 Umgebungserfassende Sensorik im automobilen
Umfeld
In diesem Abschnitt werden Sensoren zur Umgebungserfassung beschrieben, die im Kontext
Fahrerassistenz-, Sicherheits- und Referenzsysteme relevant sind. Insbesondere werden die in
dieser Arbeit verwendeten Sensoren vorgestellt und deren Messprinzip erläutert.
2.4.1 Radarsensoren
Nahbereichsradare
Bei den eingesetzten Nahbereichsradaren (SRR, engl. Short Range Radar) handelt es sich
um Sensoren, die auch in den aktuellen Baureihen der Daimler AG zum Einsatz kommen.
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Winkelgenauigkeit ± 5◦ . . . 10◦
Reichweite 0.2 – 30 m
Genauigkeit der Abstandsmessung ± 5 cm . . . 7.5 cm
Die Nahbereichsradare arbeiten mit dem Amplituden-Monopulsverfahren zur Winkelmes-
sung. Aus einem ausgesendeten Messimpuls werden durch zwei seitlich versetzte Antennen
zwei Empfangssignale gebildet. Durch den Vergleich der Amplitude der Empfangssignale in
beiden Kanälen kann ein Winkel berechnet werden, der sich aus der lateralen Ablage eines
Objektes ergibt. Die Frequenz liegt bei 24,125GHz und die Bandbreite beträgt 5GHz. Eine
detaillierte Sensorspezifikation ist in Tabelle 2.1 angegeben. Eine weiterführende Beschrei-
bung ist bei Wenger [144] zu finden.
2.4.2 Lidar Sensoren
Lidar (engl. Light Detection and Ranging)-Sensoren sind aktive Sensoren zur Distanzmes-
sung. Die Ermittlung der Distanz erfolgt über die Messung der Zeitdifferenz zwischen dem
Senden und dem Empfangen eines Lichtpulses, der an einem Objekt reflektiert wird. Das
Licht, das emittiert wird, liegt in der Regel im nahen Infrarot-Bereich bei 905 nm.
Lidar-Sensoren lassen sich in zwei Kategorien einteilen: in Mehrstrahl-Lidar und in Laserscan-
ner. Bei einem Mehrstrahl-Lidar messen mehrere feststehende Dioden parallel, während bei
einem Laserscanner die Lichtpulse einer oder mehrerer Dioden durch eine geeignete Mechanik
die Umgebung überstreichen, um einen größeren Sichtbereich zu erhalten. In der Praxis kann
durch die Ablenkung der Lichtpulse durch einen Spiegel ein Sichtbereich von bis zu 240◦
erzielt werden. Mit einem Laserscanner, bei dem die Laserdioden in einem rotierenden Ge-
häuse angebracht sind, lässt sich ein Sichtbereich von 360◦ erreichen. Bei einem Laserscanner
erfolgen die einzelnen Messungen leicht zeitversetzt.
Beim Einsatz von Lidar- und Radarsensoren im automobilen Umfeld sollte beachtet werden,
dass Nickbewegungen des Sensorfahrzeuges, die unter anderem bei Bremsvorgängen entste-
hen, ausgeglichen werden müssen. Dazu kann ein Laserscanner mit mehreren übereinander-
liegenden Scanebenen eingesetzt werden. Bei einzeiligen Laserscannern oder Lidar-Sensoren
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sollte die vertikale Strahlaufweitung groß genug sein, um Nickbewegungen ausgleichen zu
können. In Böhlau [9] wird ein einzeiliger Laserscanner mit einer vertikalen Strahlaufwei-
tung von 3◦ beschrieben. Es folgt ein Überblick über Lidar-Sensoren, die in der Forschung
verwendet werden.
Hella IDIS 1.0
Dieser Lidar-Sensor mit 16 fest angeordneten Dioden wurde für ACC-Funktionen entwickelt,
siehe Abbildung 2.6a. Neben den Spezifikationen in Tabelle 2.2 finden sich mehr Details in
[124].
(a) IDIS 1.0 Li-
dar
(b) IDIS Scanner
Abbildung 2.6 – Hella Lidar-Sensoren, Quelle: Hella




Der einzeilige Hella IDIS Laserscanner arbeitet mit einer Diode und einem rotierenden Spie-
gel, um die Lichtpulse abzulenken. Dabei entsteht ein horizontaler Sichtbereich von bis zu
170◦. Die Strahlgeometrie ist dabei variabel von einer äquidistanten Auflösung von einem
Grad bis zu einer Konfiguration mit einer Auflösung von 2◦ und 4◦ am Randbereich. Ab-
bildung 2.7 zeigt die Strahlgeometrie des Scanners im Vergleich zum IDIS 1.0. Deutlich zu
erkennen ist der höhere Erfassungsbereich und die kippenden Strahlkeulen im Randbereich.
Die vertikale Aufweitung beträgt 3◦ und ist damit in gewissem Rahmen geeignet, Nickbewe-
gungen des Fahrzeuges auszugleichen. Eine sehr detaillierte Beschreibung über den Aufbau
und die Funktionsweise findet sich in [9]. Ebenso wurden Tests durchgeführt, welche die
Tauglichkeit für den Einsatz im Automobilbereich zeigen.
(a) Alasca XT (b) Lux
Abbildung 2.8 – Ibeo Laserscanner, Quelle: Ibeo
Ibeo Alasca XT
Der Laserscanner Alasca XT von Ibeo besitzt vier übereinander liegende Scanebenen, um
die Nickempfindlichkeit zu reduzieren. Die Scanebenen haben einen vertikalen Abstand von
0,8◦, so dass vertikal insgesamt ein Sichtbereich von 3,2◦ abgedeckt wird. Analog zum Hella
IDIS Scanner kippen die Strahlkeulen zunehmend zum Rand des horizontalen Sichtbereiches
auf Grund des Messprinzips, so dass sich der vertikale Sichtbereich reduziert. Abbildung 2.8a
zeigt den Scanner ohne Schutzgehäuse. Die technischen Spezifikationen sind in Tabelle 2.2
aufgelistet. Weitere Details und eine Beschreibung der Funktionsweise des Scanners finden
sich in [72, 78].
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Ibeo LUX
Der Ibeo LUX ist eine Weiterentwicklung des Alasca XT, jedoch mit kompakterem Gehäuse
und einem daraus resultierenden verminderten Sichtbereich von 110◦ [63]. Die kompaktere
Bauweise soll die Integration in ein Fahrzeug erleichtern. Die Spezifikation findet sich ebenso
in Tabelle 2.2, Abbildung 2.8b zeigt den Scanner. Ein baugleicher Sensor wird auch von der
SICK AG unter dem Namen SICK LD-MRS für Industrieanwendungen vertrieben.
Velodyne HDL-64E
Der Velodyne High Definition Lidar (Abbildung 2.9) ist ein 3D-Laserscanner, der durch sei-
ne hohe Auflösung genaue Distanzprofile mit Rundumsicht (360◦) erzeugt [131]. Durch die
präzise Vermessung der Umgebung eignet er sich sehr gut als Referenzsensor für automotive-
taugliche Sensoren. Die Spezifikation findet sich in Tabelle 2.2.
Abbildung 2.9 – Velodyne HDL-64E, Quelle: Velodyne.
2.4.3 Stereokamera
Eine Stereokamera ist ein passiver Umgebungssensor, bei dem zwei Kameras die gleiche Szene
aus leicht unterschiedlichen Perspektiven wahrnehmen. Die zu den Bildebenen gehörenden
Brennpunkte sind durch die Basis b voneinander getrennt. Werden zwei Linsen mit der Brenn-
weite f genutzt, so gilt für den Abstand r eines Objektes
r = b f
d
, (2.65)
wobei d für die Disparität steht. Durch die Bestimmung der Disparitäten eines Objektes im
Stereobild kann also dessen Abstand ermittelt werden. Wird der Abstand für jeden Punkt
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Tabelle 2.2 – Spezifikation von Lidar-Sensoren im automobilen Kontext, Herstellerangaben
Hersteller Hella Hella IBEO IBEO Velodyne
Bezeichnung IDIS 1.0 IDIS Scanner Alasca XT Lux HDL-64E
Laser-Dioden 16 1 4 4 64
Sichtbereich horiz. 16◦ 90–170◦ 160–240◦ 85–110◦ 360◦
Auflösung horiz. 1◦ 1–3,1◦ 0,1–1◦ 0,1–1◦ 0,09–0,27◦
Sichtbereich vert. 3◦ 0,5–3,2◦ 0–3,2◦ 3,2◦ 26,8◦
Auflösung vert. 3◦ 0,5–3,2◦ 0–0,8◦ 3,2◦ 0,4◦
Distanzgenauigkeit ±1% 0,1 m 0,04 m 0,1 m 0,02 m
Abtastfrequenz 16 Hz 20 Hz 12,5/25 Hz 12,5/25 Hz 5/10/15 Hz
Reichweite 150 m 150 m 200 m 110 m 120 m
Anzahl Ziele 1 2 4 3 1
Schnittstelle CAN CAN TCP/IP,CAN TCP/IP,CAN UDP
des Bildes ermittelt, so ergibt sich ein Tiefenbild wie in Abbildung 2.10 oben. Die ermittelte
Tiefe ist farblich kodiert.
Badino [4] beschreibt eine Abstraktion für ein solches Tiefenbild: Die Umgebungsmodellierung
durch Stixel. Abbildung 2.10 aus Pfeiffer [99] zeigt neben dem dichten Tiefenbild (oben) die
zugehörige Stixelrepräsentation (unten). In dieser Arbeit wird lediglich auf die abstrakte
Stixel-Repräsentation zurückgegriffen.
Abbildung 2.10 – Umgebungserfassung mit einer Stereokamera. Oben: Ein dichtes Tiefenbild.





In diesem Kapitel wird die Modellierung der statischen Umgebung eines Fahrzeuges durch
dreidimensionale hierarchische Belegungskarten beschrieben. Die Modellierung unterstützt
dabei eine dynamische Anpassung des Detaillierungsgrades, so dass relevante Bereiche feiner
aufgelöst werden können als andere. Dies dient der Erhöhung der Genauigkeit in anwen-
dungsrelevanten Bereichen, um beispielsweise die Position von Landmarken möglichst exakt
zu bestimmen oder den befahrbaren Freiraum möglichst präzise zu erfassen. Eine hierar-
chische Datenstruktur macht den Einsatz einer dreidimensionalen Karte in der Praxis erst
möglich.
Eine Belegungskarte setzt einerseits voraus, dass lediglich statische Objekte integriert werden
und andererseits, dass die Sensorlage relativ zur Karte bekannt ist. Die Unsicherheit in der
Schätzung der Pose wird als normalverteilt modelliert. Diese zwei Annahmen sollen für dieses
Kapitel als erfüllt betrachtet werden. In den beiden folgenden Kapiteln 4 und 5 werden
Ansätze beschrieben, die Lösungen bieten, um diese Annahmen zu erfüllen.
30 3 Umgebungsmodellierung durch hierarchische Belegungskarten
3.1 Motivation
Die Umgebungserfassung für Fahrerassistenz- und Sicherheitssysteme basiert in der Regel auf
kostengünstigen und ins Design integrierten Sensoren. Bei diesen Sensoren tritt zum Teil ein
relativ hohes Messrauschen auf. Mit Belegungskarten lässt sich dieses teilweise kompensieren.
In einer Karte, die den Raum in diskrete Zellen unterteilt, werden Sensormessungen über die
Zeit akkumuliert. Damit kann Rauschen reduziert und die Genauigkeit erhöht werden. Ein
weiterer Vorteil der Akkumulierung von Sensormessungen besteht in der virtuellen Erweite-
rung des Sichtfeldes, da Bereiche, die aus dem Sensorsichtfeld geraten, noch für eine gewisse
Zeit in der Karte gehalten werden.
Mit zweidimensionalen Karten kann ein Großteil der komplexen Funktionen wie Lokalisie-
rung, Freiraumanalyse und Detektion bewegter Objekte abgedeckt werden. Eine Modellierung
der Umgebung in drei Dimensionen legt jedoch den Grundstein für zusätzliche Möglichkeiten:
Die Betrachtung der Höhe eines Hindernisses macht die Entscheidung, ob dieses über- oder
unterfahrbar ist, erst möglich. Eine Selbstlokalisierung in Steilkurven und auf Rampen ist
generell nur in drei Dimensionen möglich. Des Weiteren können überhängende Strukturen
wie Brücken korrekt abgebildet und deren Höhe geschätzt werden. Ein 3D-Laserscanner wie
zum Beispiel der Velodyne HDL-64E (siehe Abschnitt 2.4.2), der ein sphärisches Distanzprofil
liefert, entfaltet mit einer dreidimensionalen Karte erst sein volles Potenzial.
In dieser Arbeit wird deshalb der Einsatz einer dreidimensionalen Belegungskarte vorge-
schlagen, um so viele Funktionen wie möglich mit einer Art der Umgebungsrepräsentation
bedienen zu können.
Eine dreidimensionale Repräsentation der Umgebung benötigt naturgemäß mehr Speicher-
platz und Rechenzeit als eine ebene Modellierung. Es bleibt zu zeigen, dass die Anforderungen
an die Hardware sich reduzieren, indem hierarchische Datenstrukturen eingesetzt werden.
Kapitelübersicht
Abschnitt 3.2 gibt einen ausführlichen Überblick über den Stand der Technik der Kartierung
mit Belegungskarten. In Abschnitt 3.3 werden die verwendeten Koordinatensysteme definiert.
Anschließend wird in Abschnitt 3.4 ein generisches inverses Sensormodell beschrieben, mit
dem Messungen der verwendeten aktiven Sensoren in die Belegungskarte integriert werden
können. Abschnitt 3.5 führt schließlich die Datenstruktur ein, die eine dünn besetzte Bele-
gungskarte realisiert, bei der im Betrieb die Auflösung einzelner Bereiche für die Anwendung
angepasst werden kann. Die beschriebenen Ansätze gelten gleichermaßen für sowohl zwei-
als auch dreidimensionale Belegungskarten. In Abschnitt 3.6 wird auf die Schätzung des Be-
legungszustandes basierend auf der Wahrscheinlichkeitstheorie und auf die Möglichkeit der
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Modellierung mit Hilfe der Evidenztheorie nach Dempster und Shafer (DST) eingegangen.
Abschnitt 3.7 beschreibt die notwendigen Operationen um die Datenstruktur zu modifizieren
und Messungen zu integrieren. In Abschnitt 3.8 werden unterschiedliche Funktionen präsen-
tiert, anhand derer der Detaillierungsgrad der Karte gesteuert werden kann. In Abschnitt 3.9
erfolgt eine Evaluierung der Effizienz der Datenstruktur und Algorithmen. Schließlich folgt in
Abschnitt 3.10 eine Zusammenfassung und Möglichkeiten zur Erweiterung der vorgestellten
Ansätze.
3.2 Stand der Technik
Zweidimensionale Karten
Im Jahr 1986 begründete Alberto Elfes Belegungskarten (engl. Occupancy Grids) für Anwen-
dungen in der Robotik [35]. Seine Arbeiten basieren auf Ultraschallsensorik und haben die
Kartierung und Navigation im Innenraum von Gebäuden zum Ziel. Da Messungen von Ultra-
schallsensoren mit hohen Unsicherheiten behaftet sind, wird eine probabilistische Darstellung
gewählt. Eine solche Karte teilt einen mehrdimensionalen Raum in diskrete Zellen, deren Zu-
stand (frei oder belegt) als Belegungswahrscheinlichkeit angegeben wird. Sensordaten werden
in dieser Belegungskarte akkumuliert. Initial beträgt die Belegungswahrscheinlichkeit einer
Zelle typischerweise 50% und steigt oder sinkt dann je nachdem, welche Sensormessungen in
dieser Zelle anfallen. In Anlehnung an Landkarten verwendet Elfes eine flache Modellierung
der Umgebung mit einer zweidimensionalen Karte. Dies ist zudem nützlich um mit den ein-
geschränkten Kapazitäten der damaligen Rechner auszukommen. Elfes schlägt 1986 bereits
Karten mit unterschiedlich hohem, jedoch konstantem Detaillierungsgrad vor, um je nach
Problemstellung die passende Auflösung zur Verfügung zu stellen. Der Begriff „Occupancy
Grid“ wird durch Elfes 1989 eingeführt [34].
Konolige [73] beschreibt ein Sensormodell für Ultraschallsensoren, um in Belegungskarten
besser mit Totalreflexionen der Sensoren umgehen zu können.
Thrun [128] führt die Verwendung eines Vorwärtssensormodells ein. Typischerweise wird bei
Belegungskarten ein inverses Sensormodell genutzt: Von einer Sensormessung wird auf die
wahrscheinlichste zugehörige Umgebung geschlossen, Abhängigkeiten zwischen benachbar-
ten Sensormessungen werden dabei in der Regel ignoriert. Beim Vorwärtssensormodell wird
diejenige Karte gesucht, die am wahrscheinlichsten zum gegebenen Satz von Sensormessun-
gen geführt hat. Hierbei handelt es sich um ein aufwändiges Optimierungsproblem, bei dem
theoretisch alle möglichen Karten betrachtet werden müssen. Im Gegensatz zum inversen Sen-
sormodell werden dabei Abhängigkeiten zwischen benachbarten Zellen berücksichtigt und das
Problem der Kartenerstellung im hochdimensionalen Raum gelöst.
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In [130] gibt Thrun eine umfassende Einführung in Belegungskarten und nutzt diese um
mit Laserscannern 2D-Karten zu erstellen sowie Navigations- und Lokalisierungsprobleme zu
lösen.
C.-C. Wang [136] stellt einen Ansatz vor um die Selbstlokalisierung und die Detektion be-
wegter Objekte integriert zu lösen. Dazu nutzt er eine 2D-Belegungskarte für innerstädtische
Szenerien.
M. Wang [137] beschreibt einen Ansatz zur Segmentierung und Merkmalsextraktion aus La-
serscannerdaten. Die Landschaftsdaten werden vom Flugzeug aus aufgenommen und in einer
Octree-Datenstruktur verarbeitet.
Linzmeier [80] erstellt aus den Messdaten mehrerer Thermopiles eine 2D-Karte, um Fußgäng-
er zu detektieren.
Weiss beschreibt zweidimensionale Belegungskarten für Anwendungen im Automobilbereich
[140]. Als Sensor kommt ein Alasca XT (Abschnitt 2.4.2) Laserscanner zum Einsatz. Die
Positions- und Orientierungsunsicherheit des Fahrzeuges wird mit der Messunsicherheit des
Laserscanners überlagert. Als Anwendungen behandelt er die Detektion bewegter Objekte, die
Detektion des Fahrbahnrandes und Navigation mit Punktlandmarken. Damit keine unnötigen
Diskretisierungsartefakte entstehen wird das Fahrzeug über die Karte bewegt. Bevor das
Fahrzeug den Rand der Karte erreicht, wird diese im Speicher dynamisch verschoben.
Hundelshausen et al. [132] beschreiben eine auf einem 3D-Laserscanner basierende fahrzeug-
lokale Belegungskarte, die in jedem Zeitschritt neu erstellt wird. Diese wird benutzt, um
eine Freiraumanalyse für autonome Fahrfunktionen durchzuführen. Dieser Ansatz wird mit
„Fahren mit Tentakeln“ bezeichnet.
Richter et al. [102] motivieren die Notwendigkeit der Bestimmung von Objektgeschwindigkei-
ten aus Belegungskarten über eine Funktion zur Kollisionsvermeidung. Dazu nutzen sie eine
2D-Karte und berechnen Geschwindigkeitsvektoren für jede Zelle. Um den Berechnungsauf-
wand zu reduzieren, stellen sie einen Ansatz namens Pyramiden-Gitter vor. In Anlehnung
zur Beschreibung von Elfes [35] werden mehrere Karten in unterschiedlichen Auflösungen be-
trachtet. Zuerst werden Messungen in ein grobes Gitter mit konstanter Auflösung integriert.
Belegte Gitterzellen werden anschließend weiter betrachtet: Die zugehörige Messung wird er-
neut in ein weiteres Gitter mit höherer Auflösung integriert. Nicht belegte Zellen werden von
der groben Karte in die Karte mit höherer Auflösung kopiert.
Alternativ zur klassischen Wahrscheinlichkeitstheorie beschreiben unter anderem Mullane
[89], Effertz [30] und Konrad [74] die DST als Grundlage für die Schätzung des Belegungs-
zustandes einer Zelle. Durch die Evidenztheorie lässt sich neben dem Belegungszustand auch
eine Art Unsicherheit über den Belegungszustand schätzen.
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Darms stellt die Sensorfusion eines Fernbereichsradars mit Monokamera in einer Belegungs-
karte vor [21]. Dabei kommen sowohl UND- als auch ODER-Karten zum Einsatz. Als An-
wendung für die Belegungskarte wird eine Fahrbahnschätzung vorgestellt, die unabhängig
von Spurmarkierungen arbeitet.
Konrad [77] beschreibt eine Belegungskarte zur Fahrbahnverlaufsschätzung. Als Sensoren
kommen Radar- und Lidarsensoren sowie eine Monokamera zum Einsatz. Bilder der Mono-
kamera werden über die Methode „Inverse Perspective Mapping“ (IPM) in die Belegungskarte
integriert. Für IPM wird eine flache Bodenebene angenommen. Die Grauwerte im Kamera-
bild werden über eine Koordinatentransformation auf die Bodenebene im dreidimensionalen
Raum abgebildet. Somit kann eine Zuordnung zu Zellen in der Belegungskarte erfolgen. Zur
Fahrbahnverlaufsschätzung wird eine digitale Karte mit der Belegungskarte registriert, um
eine höhere Vorausschau zu erreichen.
Zweidimensionale Karten mit Höheninformationen
Evans et al. [41] stellen eine 2D-Karte mit Höheninformationen für den Innenraum vor. Die
Höheninformationen werden durch einen einzeiligen Laserscanner gewonnen, der um 12◦ nach
unten geneigt ist.
Montemerlo und Thrun [85] beschreiben eine 212D-Karte mit Höheninformation. Dabei gehen
sie davon aus, dass bei einem Distanzsensor wie bei einem Laserscanner mit steigendem
Abstand auch die Messunsicherheiten steigen. Sie benutzen eine Reihe von Belegungskarten,
die je nach Abstand einer Messung aktualisiert werden, damit durch die geringe Auflösung
in großen Distanzen keine Hindernisse übersehen werden.
Kleiner [71] verwendet eine Belegungskarte für Rettungsroboter. Er schätzt die Höhe von
Objekten in einem 2D-Gitter, in dem neben der Belegungswahrscheinlichkeit Höhenwerte
abgelegt werden. Er geht dabei von einer Welt ohne dynamische Objekte aus.
Himmelsbach et al. [60] benutzen eine nicht-akkumulierende Belegungskarte, um die dreidi-
mensionalen Punktwolken eines Velodyne Laserscanners zu segmentieren. Für die Segmen-
tierung werden die absoluten Höhendifferenzen in den Zellen der Karte genutzt. Weitere
Verarbeitungsschritte wie eine Objektklassifikation beruhen wieder auf den zugehörigen 3D-
Punktwolken.
Badino [4] repräsentiert Verkehrssituationen mit Höheninformationen durch den Stixel-An-
satz. Die Stixel werden aus den Daten einer Stereokamera abgeleitet. Ein Stixel beschreibt
einen auf einer hypothetischen Fahrbahnebene senkrecht stehenden Bereich durch einen Ab-
standswert zur Kamera, einen Azimut-Winkel und eine Höhe. Die Stixelwelt stellt in dieser
Form eine kompakte Umgebungsrepräsentation dar, die jedoch dieselben Nachteile hat wie
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andere 212D-Ansätze: Brücken und andere überhängende Strukturen können nicht korrekt
dargestellt werden und sorgen dafür, dass der befahrbare Freiraum möglicherweise unnötig
eingeschränkt wird. Pfeiffer [98] erweitert den Ansatz, indem er Stixel in mehreren Ebenen
betrachtet, um diese Probleme zu beseitigen.
Dreidimensionale Karten
Erstmals in der Literatur treten bei Meagher 1982 Octrees zur Modellierung dreidimensionaler
geometrischer Objekte auf [83].
Moravec [88] erweitert die Idee der Belegungskarte auf drei Dimensionen im Jahre 1996. Er
beschreibt eine dichte dreidimensionale Belegungskarte konstanter Auflösung für den Innen-
raum. Als Sensor benutzt er eine Stereokamera.
Payeur et al. [96] stellen 1997 die Modellierung der Umgebung durch Belegungskarten in 3D
durch Octrees vor. Dabei wird für eine Sensormessung zunächst eine polare Karte angelegt,
welche anschließend in die Belegungskarte integriert wird. Der hierarchische Aufbau des Oc-
trees wird genutzt: Lediglich in Knoten, in denen sich eine Objektgrenze befindet, wird die
Rekursionstiefe erhöht und die Belegungswahrscheinlichkeit detailliert übertragen. Die De-
taillierung der Karte in belegten Zellen ist jedoch konstant. Der Einsatz der Karte dient der
Überprüfung von Stromleitungen durch einen Spezialroboter. Das Verfahren wird auf simu-
lierten Daten einer Stromleitung evaluiert. Die Berechnung einer Karte mit 3 Metern Größe
benötigt bei einer maximalen Auflösung von 0,05 m auf den damaligen Rechnern noch bis zu
15 Minuten.
Thrun et al. [129] erstellen aus zwei 2D-Laserscannern eine dreidimensionale Karte. Die Karte
wird durch Polygone repräsentiert, die aus den Laserscannerpunkten erstellt werden.
Huber et al. [62] erstellen mit unterschiedlichen Distanzsensoren eine dreidimensionale Karte,
die ebenfalls durch Polygonnetze repräsentiert wird.
Foessel-Bunting et. al [43, 44] stellen ein dreidimensionales Sensormodell für ein frequenz-
moduliertes Dauerstrichradar (FMCW) vor und erstellen damit eine dreidimensionale Bele-
gungskarte fester Größe. Das Radar ist durch das notwendige wiederholte Aufnehmen der
Situation in 15 Elevationswinkeln nicht in der Automobilindustrie anwendbar.
Teizer [123] benutzt eine 3D-Belegungskarte um Baustellen zu modellieren. Er benutzt eine
dreidimensionale Belegungskarte mit konstanter Auflösung. Messunsicherheiten der Senso-
rik werden nicht betrachtet, das bedeutet, dass jede Messung jeweils genau eine Gitterzelle
beeinflusst.
3.2 Stand der Technik 35
Scheunert et al. [105] beschreiben ein Grid Framework zur Akkumulierung von Sensordaten.
Dazu werden polare oder kartesische Belegungskarten verwendet. Die Daten eines mehrzei-
ligen Laserscanners und eines PMD-Sensors werden in einer Karte mit konstanter Auflösung
akkumuliert. Es werden drei Modi zur Kartierung beschrieben: Eine globale Kartierung mit
einer ortsfesten Karte, eine fahrzeuglokale Kartierung und eine Kartierung mit objektlokalen
Karten.
Pathak [95] beschreibt ein dreidimensionales Vorwärts-Sensormodell und wendet es auf eine
3D-Karte an. Als Sensoren kommen ein PMD-Sensor und eine Stereokamera zum Einsatz,
die in der Karte fusioniert werden.
Wurm et al. [146] stellen die „OctoMap“ vor, eine Belegungskarte mit Octrees. In der „Oc-
toMap“ werden Datensätze unterschiedlicher Laserscanner integriert. Das Hauptaugenmerk
der Arbeit liegt auf einem geringen Speicherbedarf der Karte. So wird zur Komprimierung
der Karte der Belegungszustand durch eine Schwellwertoperation in den ternären Zustands-
raum { frei, belegt, unbekannt } überführt und der entstehende Bitdatenstrom komprimiert.
Die Auflösung der Karte ist konstant zu beispielsweise 0,2 Meter gewählt, wobei jedoch Ab-
fragen auf gröberen Stufen möglich sind. Ebenso werden homogene Bereiche automatisch
zusammengefasst. Die Veröffentlichung enthält eine gute Übersicht über bisherige Arbeiten
zur Umgebungsmodellierung mit Octrees. Die Implementierung der „OctoMap“ ist frei ver-
fügbar.
Einhorn et al. [31, 32] führen einen Nd-Baum für Belegungskarten ein. Ein Quadtree ist
dabei der Spezialfall eines 22-Baumes und ein Octree der eines 23-Baumes. Die Karte wird
vergrößert, indem neue Wurzelknoten hinzugefügt werden. Der Detaillierungsgrad wird di-
rekt durch anfallende Messungen gesteuert: Treten in einer Zelle Messungen auf, die zum
vorherigen Belegungszustand inkonsistent sind, wird die Hierarchietiefe erhöht bis zu einer
maximalen vorgegebenen Auflösung von beispielsweise 0,05 Metern Kantenlänge. Dazu wird
für jede Zelle ein Histogramm über die angefallenen Messungen geführt.
Dryanovski et al. [28] beschreiben „Multi-Volume Occupancy Grids“ als effiziente Alternative
zur Modellierung dreidimensionaler Belegungskarten. Hierbei handelt es sich um ein 2D-
Gitter, bei dem jede Zelle zwei Listen enthält: Jeweils eine Liste mit belegten und eine mit
freien Quadern, die sich senkrecht entlang der z-Achse über der Zelle befinden. Als Sensor
kommt ein PMD-Sensor mit einer Reichweite von bis zu 8 Metern im Innenraum zum Einsatz.
Bouzouraa und Hofmann [10, 11] benutzen einen Laserscanner zum Aufbau einer Belegungs-
karte für Fahrerassistenzsysteme. Dynamische Objekte werden über Inkonsistenzen zwischen
der bestehenden Belegungskarte und den Messungen des Laserscanners detektiert. Der Zu-
stand dynamischer Objekte wird geschätzt. Bei der Prädiktion eines Objektes werden die
zugehörigen Zellen aus der Belegungskarte an neue Positionen verschoben. Dabei wird eine
Subzellberechnung eingesetzt, um entstehende Diskretisierungsartefakte zu minimieren.
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Übersicht
Tabelle 3.1 gibt abschließend eine Übersicht über den Stand der Technik zu Belegungskarten.
Zusammenfassend lässt sich sagen, dass Belegungskarten intensiv in der Robotik zum Einsatz
kommen, sowohl in zwei als auch in drei Dimensionen. Der Einsatz von zweidimensionalen
Belegungskarten im automobilen Kontext für Fahrerassistenzsysteme ist in den letzten Jahren
ebenfalls sehr beliebt geworden.
Dreidimensionale Belegungskarten für den Einsatz in Fahrerassistenzsystemen sind jedoch
noch relativ unbekannt. Im Rahmen dieser Arbeit wurde hierzu 2010 ein Paper veröffent-
licht [153]. Eine weitere Arbeit, ebenfalls aus 2010, stammt von Bouzouraa [10]. Einige Ar-
beiten, vor allem im Robotik-Bereich, beschreiben Karten unterschiedlicher Auflösung für
unterschiedliche Anwendungsbereiche. Es existiert jedoch noch kein Verfahren, bei dem die
Auflösung der Karte dynamisch und von der Anwendung gesteuert für unterschiedliche Be-
reiche der Belegungskarte angepasst werden kann. Bestehende Verfahren sind demnach dazu
in der Lage, die Bereiche der Karte fein aufzulösen, in denen Messungen gehäuft auftreten.
Es ist jedoch nicht möglich, anwendungsrelevante Bereiche definieren, in denen die Auflösung
angepasst wird. Somit ist es nicht möglich, und somit eine genauere Kartierung erzielt wird.
Tabelle 3.1 – Übersicht zum Stand der Technik zu Belegungskarten
Anwendungen 2D 2,5D 3D
Robotik
Kartierung [35] [41, 85] [88, 146, 31]
Navigation [35, 130] [71] [96]
Fahrerassistenzsysteme
Kartierung [140] [44]
Spurschätzung [21, 140, 77, 109]
Selbstlokalisierung [136, 140]
Detektion bewegter Objekte [136, 141, 87] [11]
Fußgängerdetektion [80]





Abbildung 3.1 zeigt eine Übersicht über die in der Arbeit verwendeten Koordinatensysteme.



















Abbildung 3.1 – Die in der Arbeit verwendeten Koordinatensysteme: Globales Kartenkoordi-
natensystem KK, fahrzeuglokales Koordinatensystem FK und Sensorkoordinatensystem SK.
3.3.1 Kartenkoordinatensystem
Es gibt zwei Möglichkeiten das Kartenkoordinatensystem zu wählen: Entweder man wählt
das Koordinatensystem ortsfest und das Sensorfahrzeug bewegt sich über die Karte, oder
man wählt ein fahrzeuglokales Koordinatensystem, das sich mit dem Fahrzeug durch die
Welt bewegt.
Weiss [140] beschreibt das Problem, das entsteht wenn die Kartenkoordinaten fest zum Sen-
sorfahrzeug gewählt werden: Bei jeder Bewegung des Fahrzeuges müssen bereits diskretisierte
Belegungswerte neu diskretisiert werden, was zu einem erhöhten Rechenaufwand und einer
zunehmenden Unschärfe in einzelnen Gitterzellen führt. Abbildung 3.2 verdeutlicht dieses
Problem.
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Überlappende
Zellen
Abbildung 3.2 – Eine Neudiskretisierung in jedem Zeitschritt macht eine fahrzeuglokale Karte
unpraktikabel. Quelle: Weiss [140].
Bei einem ortsfesten Kartenkoordinatensystem KK sind alle Gitterzellen inhärent parallel zu
den Koordinatenachsen ausgerichtet. Die Pose des Fahrzeuges relativ zur Karte wird mitge-
führt. Abbildung 3.3 zeigt zwei Möglichkeiten, ein kartesisches ortsfestes Koordinatensystem
zu definieren: Das „Earth Centered Earth Fixed“ (ECEF) Koordinatensystem und das „East-
North-Up“ (ENU) Koordinatensystem. Beim ECEF liegt der Ursprung im Erdmittelpunkt,
die x-Achse geht durch den Schnittpunkt des Äquators mit dem Nullmeridian und die z-
Achse geht durch den Nordpol. Beim ENU-Koordinatensystem liegt der Ursprung hingegen
in einem definierten Punkt auf der Erdoberfläche. Die E-N-Ebene stellt eine lokale Tangen-
tialebene dar. Die U-Achse zeigt im Ursprung stets senkrecht von der Erde weg nach außen.
Die geographische Länge wird hier mit λ und die geographische Breite mit ϕ bezeichnet.
Aus praktischen Gründen wird in dieser Arbeit das ENU-System gewählt. Der Ursprung des
Kartenkoordinatensystems wird auf den Startpunkt der Messfahrt festgelegt.
3.3.2 Fahrzeugkoordinatensystem
Das Fahrzeugkoordinatensystem FK wird wie in [12] definiert festgelegt. Die x-Achse ent-
spricht der Fahrzeuglängsachse, in Fahrtrichtung positiv; die y-Achse der Fahrzeugquerachse,
positiv nach links und die z-Achse der Fahrzeughochachse, positiv nach oben. Der Koordina-




















Abbildung 3.3 – Bezug zwischen ECEF-Koordinatensystem und ENU-Koordinatensystem.
Das ENU-Koordinatensystem stellt eine lokale Tangentialebene dar.
3.3.3 Sensorkoordinatensysteme
Der Ursprung des Sensorkoordinatensystems SK wird in den Ursprung des jeweiligen Sensors
gelegt. Die Messungen eines Sensors, welche ein Distanzprofil in der Ebene darstellen, liegen
in der Regel in Polarkoordinaten vor. Dabei wird der Abstand mit r und der Azimutwinkel
mit ϕ bezeichnet. Bei Sensoren, die ein dreidimensionales Distanzprofil messen, kommt der
Elevationswinkel θ hinzu. Um die Sensormessungen einheitlich darstellen zu können wird für
Sensoren, die keine Elevation messen, der Elevationswinkel auf 0◦ festgelegt. Damit liegt eine






Um die Position einer Sensormessung in das kartesische Kartenkoordinatensystem transfor-
mieren zu können, wird diese zunächst in kartesische Sensorkoordinaten transformiert. Dazu







r cos θ cosϕ r cos θ sinϕ r sin θ
]T (3.2)
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3.3.4 Koordinatentransformationen
Die Position des Fahrzeuges bezüglich der Karte wird in kartesischen Koordinaten mit dem
Translationsvektor [xF yF zF ]T angegeben. Die Lage des Fahrzeuges im Raum wird mit den
drei Eulerwinkeln Rollwinkel (Φ), Nickwinkel (Θ) und Gierwinkel (Ψ) beschrieben. Es gibt
also sechs Freiheitsgrade, die in dem Vektor xF zusammengefasst werden:
xF =
[
xF yF zF Φ Θ Ψ
]T
(3.3)
Eine aus diesen Komponenten aufgestellte homogene 4x4-Transformationsmatrix dient der










Wobei Rxyz eine 3x3-Rotationsmatrix ist, welche aus den Drehmatrizen um die einzelnen
Koordinatenachsen zusammengesetzt ist:
Rxyz = Rx(Φ) Ry(Θ) Rz(Ψ) (3.5)
TFK→KK wird in diesem Kapitel als bekannt vorausgesetzt. Näheres zur Bestimmung der
Lage und Orientierung des Fahrzeuges findet sich in Kapitel 4. Die Sensoranbauposition und
Orientierung wird mit TSK→FK angegeben und wird aus der Anbauposition und -orientierung
des jeweiligen Sensors bestimmt.
Die Position einer Sensormessung relativ zum Fahrzeug pFK erhält man dann mit (3.6), die
Position über der Karte pKK mit (3.7):
pFK = TSK→FK · pSK (3.6)
pKK = TFK→KK ·TSK→FK · pSK (3.7)
Bei Laserscannern tritt durch die abtastende Arbeitsweise ein Effekt auf, der zu einer Verzer-
rung in den Messdaten führt: Durch eine Bewegung des Sensorfahrzeuges erscheinen Mess-
punkte teilweise an der falschen Position. Die erforderliche Korrektur für pKK wird in Ab-
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schnitt 3.4.3 beschrieben.
3.4 Inverses Sensormodell
Ein Sensormodell beschreibt, welchen Messwert ein Sensor in einer realen Umgebung liefert.
Das inverse Sensormodell hingegen lässt, basierend auf dem Messwert eines Sensors, Rück-
schlüsse darauf ziehen, wie die reale Welt dazu ausgesehen haben muss. Um nicht für jeden
Sensor ein spezielles inverses Sensormodell angeben zu müssen, wird ein einheitliches generi-
sches Modell eingeführt. Das inverse Sensormodell soll zur Integration von sowohl Lidar- als
auch Radarmessungen geeignet sein.
3.4.1 Messrauschen
Jede Sensormessung ist mit einer Messunsicherheit behaftet. Wenn man davon ausgeht, dass
die Messunsicherheit durch die Überlagerung einer großen Anzahl von voneinander unabhän-
gigen Einflüssen entsteht, kann mit dem zentralen Grenzwertsatz angenommen werden, dass
die Messunsicherheit normalverteilt ist. In der Realität stellt die multivariate Normalvertei-
lung (2.5) eine gute Näherung für die Messunsicherheiten von aktiven Sensoren dar.
Ein Vorteil der Normalverteilung ist, dass diese einfach parametrisch beschrieben werden
kann: Durch eine Kovarianzmatrix C und einen Mittelwert µ. Für jeden Sensor, der ein
Distanzprofil in Kugelkoordinaten liefert, kann eine Kovarianzmatrix Cm basierend auf der
Sensorspezifikation aufgestellt werden. Diese nähert im Sinne der Normalverteilung das Mess-
rauschen an. Diese Kovarianzmatrizen werden in den folgenden Abschnitten für unterschied-
liche Sensoren eingeführt.
Lidar-Sensoren
Bei einem Lidar-Sensor kann das Messrauschen durch eine Diagonalmatrix Cm dargestellt
werden. Die Elemente auf der Hauptdiagonalen werden durch die Genauigkeit der Distanz-













Der Faktor 6−1 resultiert aus der Annahme, dass durch den Strahl 99,7% aller Messwerte
entstehen und dieser damit dem ±3σ-Intervall entspricht.
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Laserscanner mit Spiegeloptik
Für Laserscanner wird für die Beschreibung der Strahlaufweitung dieselbe Matrix wie für
Lidar-Sensoren genutzt (3.8). Die Strahlkeulen bestimmter Laserscanner neigen sich jedoch,
bedingt durch das Messprinzip, nach außen hin. Unter anderem ist dies beim Ibeo Alasca
XT und beim Hella IDIS Scanner der Fall [9, 51], siehe Abschnitt 2.4.2. Aus diesem Grund
werden die Strahlkeulen auch im Modell in der Längsachse um den Azimutwinkel ϕ der
Messung rotiert, der dem negativen Neigungswinkel der Strahlkeulen entspricht. Dafür wird





0 − sin(−ϕ) cos(−ϕ)
 (3.9)
Der Velodyne Laserscanner (siehe Abschnitt 2.4.2) hat diesen Effekt nicht, so dass hier Rx = I
gesetzt wird.
Für Sensoren mit Spiegeloptik gilt also:











Besonderheiten des Hella IDIS mit variabler Auflösung
Der Hella IDIS Scanner mit einem Öffnungswinkel von 161◦ besitzt unterschiedliche Auf-
lösungen je nach Azimutwinkel. In den Randbereichen wird die Auflösung reduziert: Dies
dient der Reduktion der Auslastung des Datenübertragungskanals. Im Sensor intern wird
dies folgendermaßen umgesetzt: Es wird zunächst mit konstanter Auflösung gemessen, an-
schließend werden aber mehrere Messungen zusammengefasst. Im Intervall ϕ ∈ [0◦, 20,5◦]
wird mit 1◦ Auflösung gemessen; im Intervall ϕ ∈ [20,5◦, 60,5◦] wird mit 2◦ gemessen, da-
mit werden jeweils N = 2 Einzelmessungen zusammengefasst. Im Bereich ϕ ∈ [60,5◦, 80,5◦]
wird mit 4◦ Auflösung gemessen, damit wird jeweils über N = 4 Einzelmessungen gemittelt.
Um die Messunsicherheiten korrekt zu modellieren, werden zunächst virtuelle Punkte pi mit
deren Messunsicherheiten Cmi in konstantem Abstand von 1◦ berechnet. Die Messpunkte
werden anschließend über (3.11) zu p̄ gemittelt und die Messunsicherheiten über (3.12) zu
Cm zusammengefasst. Abbildung 3.4 zeigt die modellierten Messunsicherheiten für eine reale
Messung.










Cmi + (pi − p̄)(pi − p̄)t
]
(3.12)
Abbildung 3.4 – Reale Messung mit modellierten Messunsicherheiten des Hella IDIS Laser-
scanners mit variabler Auflösung.
Radarsensoren
Radarsensoren liefern in der Regel sowohl nicht gefilterte Rohdatenziele als auch gefilterte
Ziele (Objekte). Für die Integration in die Karte werden die ungefilterten Rohdatenziele
gewählt. Unter Vernachlässigung des Mehrwegeempfangs und der Nebenkeulen kann deren










Transformation in kartesische Koordinaten
Die Transformation einer Kovarianzmatrix von Kugelkoordinaten in das kartesische Koordi-
natensystem kann über eine Jacobimatrix J approximiert werden. J ist gegeben durch:
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J =

cos θ cosϕ −r cos θ sinϕ −r sin θ cosϕ
cos θ sinϕ r cos θ cosϕ −r sin θ sinϕ
sin θ 0 r cos θ
 (3.14)
Die kartesische Kovarianzmatrix Cmc kann dann approximiert werden durch:
Cmc = J Cm JT (3.15)
Diese Transformation verursacht einen Fehler, der mit steigender Winkelunsicherheit wächst.
Für große Winkelunsicherheiten sollte demnach die „Unbiased Transformation“ verwendet
werden, hierfür sei auf Longbin [81] verwiesen.
Cmc kann durch den assoziierten ±3σ-Ellipsoiden dargestellt werden. Dieser wird exempla-
risch für einen Datensatz eines Hella IDIS Laserscanners in Abbildung 3.5 (oben) gezeigt.
Unten sind die realen Messkeulen des Sensors abgebildet. Im direkten Vergleich sieht man,
dass die Modellierung durch die Normalverteilung eine gute Annäherung bietet.
Abbildung 3.5 – Messunsicherheiten des Hella IDIS Laserscanners. Oben: Modellierung durch
eine dreidimensionale Normalverteilung und Visualisierung der ±3σ-Ellipsoide. Unten: Aufnah-
me der realen Strahlkeulen, die auf eine Wand treffen. Durch die perspektivische Sicht der
Kamera werden die Strahlkeulen nach rechts schmaler.
Zum Vergleich unterschiedlicher Sensoren und deren Messunsicherheiten wird exemplarisch
eine Momentaufnahme aus einer Sequenz betrachtet, die in einem städtischen Szenario auf-
gezeichnet wurde. Abbildung 3.6a zeigt das Bild der Dokumentationskamera. Rechts am
Straßenrand befinden sich parkende Fahrzeuge, das Sensorfahrzeug fährt einem PKW hinter-
her.
Abbildung 3.6b zeigt die zugehörigen Messungen der Nahbereichsradare, wie in Abschnitt
2.4.1 beschrieben. Links ist die Situation mit den Sensormessungen in der Draufsicht darge-
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stellt, rechts in einer perspektivischen Darstellung aus der Sicht des Fahrers. Auf dem voraus-
fahrenden Fahrzeug liegt eine Messung, ebenso liegen zwei Messungen direkt hintereinander
auf dem vordersten der parkenden Fahrzeuge.
In Abbildung 3.6c wird die Messung des Ibeo LUX Laserscanners, wie in Abschnitt 2.4.2
beschrieben, für dieselbe Momentaufnahme gezeigt. Wie bei den Radarsensoren ist die Si-
tuation links in der Draufsicht dargestellt, rechts in einer perspektivischen Darstellung. Das
vorausfahrende Fahrzeug bildet sich deutlich durch einige Messungen ab, in der unteren Ebe-
ne sind sogar die Räder des Fahrzeuges zu erkennen. Die Kontur der parkenden Fahrzeuge
wird abgebildet, ebenso der Bordstein auf der linken und auf der rechten Seite.
Abbildung 3.6d zeigt eine stixelbasierte Messung der Stereokamera, wie in Abschnitt 2.4.3
beschrieben. Zum Vergleich ist links wiederum die Situation in der Draufsicht, rechts in der
perspektivischen Ansicht dargestellt. Das vorausfahrende Fahrzeug bildet sich hier ebenfalls
durch mehrere Messungen ab. Die Kontur der parkenden Fahrzeuge ist auch deutlich zu
erkennen. Rechts neben dem vorderen parkenden Fahrzeug wird der Baum mit deutlichem
Höhenunterschied zu den Fahrzeugen gemessen.
3.4.2 Gemessener Freiraum
Lidar-Sensoren liefern neben dem gemessenen Abstandswert aufgrund des stark gebündel-
ten Laserstrahls implizit die Information, dass der Weg von der Laserdiode zum gemessenen
Objekt frei ist. Dieser Freiraum wird in dieser Arbeit im dreidimensionalen über eine Pyra-
mide approximiert, um geometrische Berechnungen einfach zu gestalten. Die Pyramide wird
über fünf Ebenen beschrieben, vier Ebenen die den Strahl längs begrenzen und eine Ebene,
die das Ende des Strahles markiert. Die Ebenen werden durch einen Normalen- und einen
Stützvektor repräsentiert. Der Normalenvektor zeigt stets in das Innere des Strahles. Mit
dem Kreuzprodukt kann für einen Punkt effizient bestimmt werden, ob dieser innerhalb oder
außerhalb der Pyramide liegt.
Um die Ellipsenform des Strahles anzunähern können die vier Ebenen rhombenförmig oder
rechteckig angeordnet werden. Abbildung 3.7 zeigt die zwei unterschiedlichen Möglichkeiten.
Abbildung 3.8 zeigt ein Beispiel der modellierten pyramidenförmigen Freiräume anhand realer
Messdaten. In Abbildung 3.9 ist das zugehörige Bild der Dokumentationskamera zu sehen.
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(a) Bild der Dokumentationskamera einer
Testfahrt in Böblingen.
(b) Messungen von sechs Nahbereichsradaren. In Grün sind die Sichtbereiche dargestellt.
(c) Messungen des Ibeo LUX Laserscanners. Der Sichtbereich ist in Cyan dargestellt.
(d) Messungen einer Stereokamera, der Sichtbereich ist in Rot visualisiert.
Abbildung 3.6 – Es sind jeweils Messungen zu der in (a) gezeigten Sequenz dargestellt. Links
in der Draufsicht mit den Sichtbereichen der Sensoren, rechts aus der Perspektive des Fahrers.
Die roten Linien markieren jeweils 10m–Schritte im Abstand zum Ursprung.







Abbildung 3.7 – Modellierung eines Laserstrahles als Pyramide. e1 – e5 bezeichnen jeweils die
fünf Ebenen, die zur Begrenzung des Freiraums dienen. Es gibt zwei unterschiedliche Methoden.
Links: Approximierung durch einen Rhombus. Rechts: Approximierung durch ein Rechteck.
Abbildung 3.8 – Modellierung der gemessenen Freiräume durch Pyramiden (cyan) mit dem
Hella IDIS Laserscanner. Ein vorausfahrendes Fahrzeug bildet sich im Distanzprofil des Laser-
scanners ab. Man erkennt deutlich die Modellierung der Messunsicherheiten über Ellipsoide.
Abbildung 3.9 – Referenzbild der Dokumentationskamera zu der in Abbildung 3.8 gezeigten
Modellierung.
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3.4.3 Motion-Scan-Effekt
Motivation
Laserscanner tasten die Umgebung des Fahrzeuges schrittweise ab. Daraus resultiert, dass
Messpunkte aus benachbarten Winkelschritten nicht zur gleichen Zeit aufgenommen werden
können, sondern einer nach dem anderen. Das Distanzprofil, das der Laserscanner auf der
Datenschnittstelle ausgibt, spiegelt diese schrittweise Aufnahme jedoch nicht wider. Bei ei-
nem stillstehenden Fahrzeug und einer statischen Szene wirkt sich dies nicht aus. Bei einem
bewegten Fahrzeug oder einer Bewegung in der Umgebung treten allerdings Fehler auf.
Kapp [70] liefert eine genaue Beschreibung des Motion-Scan-Effekts und zeigt die Auswir-
kungen durch eine Simulation. Der Fehler, der durch die Relativbewegung zwischen dem
eigenen Fahrzeug und einem angemessenen Fahrzeug auftritt, wird durch ein Bewegungs-
modell kompensiert. Zusätzlich müssen Annahmen zur Form und Bewegungsrichtung der
Verkehrsteilnehmer getroffen werden. In einer Simulation kann dies berücksichtigt werden.
Für den Aufbau einer Belegungskarte, die hauptsächlich statische Elemente der Umgebung
widerspiegeln soll, genügt eine Kompensation der Eigenbewegung. Auf eine Kompensation
des Fehlers von anderen Verkehrsteilnehmern, deren Bewegungsrichtung nicht bekannt ist,
und die sich aus dem Distanzprofil des Sensors nicht direkt ermitteln lässt, wird verzichtet.
Beispiel 3.1 Ein hypothetischer Laserscanner ist mit 180◦ Sichtbereich nach vorne auf einem
Fahrzeug befestigt, rotiert mit 20Hz und tastet in 1◦-Schritten die Umgebung ab. Für das
Distanzprofil, das er auf der Datenschnittstelle ausgibt, wirkt sich eine Geschwindigkeit von
180 km/h (=50m/s) bei der Geradeausfahrt wie folgt aus:
Eine volle Rotation erfolgt alle 50ms. Der Sichtbereich wird demnach in 25ms überstri-
chen. Daraus ergibt sich zwischen zwei benachbarten Winkelschritten eine Zeitdifferenz von
0,139ms. Diese wirkt sich bei 50m/s Eigengeschwindigkeit als Fehler von 0,7 cm in x-Rich-
tung aus. Über den kompletten Sichtbereich von 180◦ summiert sich der Fehler zwischen den
äußersten Winkelbereichen auf 1,25m auf.
Inertialkorrektur
Durch die Inertialkorrektur werden Sensormessungen korrigiert, die durch die Inertialbewe-
gung des Fahrzeuges verfälscht wurden. Dafür spielt die Einbaulage des Sensors im Fahrzeug
eine wesentliche Rolle. Ein vom Sensor gemessener Punkt pSK wird deshalb zunächst ins
Fahrzeugkoordinatensystem transformiert, siehe Gleichung (3.6).
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Durch das Bewegungsmodell des Fahrzeuges, das in Abschnitt 4.3 eingeführt wird, kann der
Fehler verringert werden. Die Änderung der Position des Fahrzeuges im Raum wird dabei
von der Funktion s(v, Θ̇, Ψ̇,∆t) beschrieben, die von der Geschwindigkeit v, der Nickrate Θ̇,
der Gierrate Ψ̇ und der Zeitdifferenz ∆t abhängt, wie in Gleichung (4.7) definiert. Dabei
beschreibt ∆t die Zeitspanne, die zwischen dem realen Aufnahmezeitpunkt eines einzelnen
Messpunktes und dem Zeitstempel t0 des Distanzprofils liegt.
Ein Messpunkt in Fahrzeugkoordinaten wird korrigiert durch:
pFKcorr = pFK − s(v, Θ̇, Ψ̇,∆t) (3.16)
pKKcorr = TFK→KK · pFKcorr (3.17)
Durch (3.17) wird der Scanpunkt relativ zum Kartenkoordinatensystem berechnet.
3.5 Datenstruktur
Für zweidimensionale Belegungskarten wird häufig ein Datenfeld (engl. Array) als Daten-
struktur verwendet. Bei Datenfeldern ist ein schneller und einfacher Zugriff möglich. Bei
dreidimensionalen Belegungskarten ist ein Datenfeld, das in diesem Fall ein Voxelgitter dar-
stellt, jedoch ungeeignet, da der Speicherbedarf kubisch mit der Kartengröße wächst.
Beispiel 3.2 Bei einer gewünschten Auflösung von 0,05m und einer Größe der Karte von
100m · 100m · 25m ergeben sich 2 Milliarden Zellen. Dies entspricht bei 16Bit Belegungs-
wahrscheinlichkeit einem Speicheraufwand von 3,73GB.
3.5.1 Dünn besetzte Voxelgitter
Ein Voxelgitter ist ein Raster zur räumlichen Unterteilung in drei Dimensionen. Eine einzelne
Zelle des Gitters wird Voxel genannt. Werden alle Einträge gespeichert, so nennt man das
Gitter dicht besetzt, andernfalls dünn besetzt.
Ein dünn besetztes Voxelgitter wird in dieser Arbeit durch ein assoziatives Datenfeld rea-
lisiert. Zur Indizierung wird als Schlüssel das Tripel (i, j, k) verwendet, wobei i den Index
auf der x-Achse, j den Index auf der y-Achse und k den Index auf der z-Achse angibt. Die
Implementierung wurde aus der C++-Standard Bibliothek gewählt. In Abbildung 3.10 wird
ein exemplarisches Voxelgitter dargestellt, an dem die Indizierung dargestellt wird.










Abbildung 3.10 – Überblick über ein dünn besetztes Voxelgitter. Dargestellt sind beispielhaft
sieben Zellen, die in einem globalen Koordinatensystem liegen. Indiziert wird eine Zelle über
ein Tripel (i,j,k). Der Ursprung des Koordinatensystems entspricht dem Zentrum der Zelle an
Position (0,0,0). Diese Vorgehensweise ist unabhängig von der konkreten Seitenlänge einer Zelle,
diese muss allerdings bekannt sein um den Zellen Messungen zuordnen zu können.
3.5.2 Hierarchische Datenstrukturen
Meist ist eine hohe Auflösung nur in funktionsrelevanten Bereichen notwendig, beispielsweise
an Objekträndern oder bei Landmarken. In homogenen Bereichen genügt ein deutlich ge-
ringerer Detaillierungsgrad. Eine hierarchische Datenstruktur erlaubt das Zusammenfassen
homogener Bereiche zu größeren Blöcken. Zudem ist neben der Erhöhung der Kartenauflösung
in inhomogenen Bereichen auch das explizite Erhöhen der Auflösung für relevante Bereiche
und die explizite Verringerung für nicht relevante Bereiche möglich. Auf den dynamischen
Detaillierungsgrad wird weiter in Abschnitt 3.8 eingegangen.
Folgende hierarchische Datenstrukturen zur räumlichen Unterteilung in drei Dimensionen
sind aus der Literatur bekannt [45]:
BSP-Baum
Bei der binären Raumpartitionierung BSP (engl. Binary Space Partitioning) [48, 49] werden
multidimensionale Daten rekursiv durch Hyperebenen unterteilt. Die Hyperebenen sind frei
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wählbar, im Besonderen müssen sie nicht senkrecht aufeinander stehen. Dadurch ergeben sich
Unterräume mit unterschiedlichsten Formen. Dies macht die Anwendung von BSP-Bäumen
auf Belegungskarten in der Praxis kompliziert.
k-d-Baum
k-d-Bäume wurden von Bentley [5] eingeführt. Ein k-d-Baum ist ein Spezialfall eines BSP-
Baumes, bei dem die Unterteilungsebenen stets achsenparallel sind. Dabei werden die ein-
zelnen Raumdimensionen nacheinander betrachtet. Bei einem k-d-Baum mit drei Raumdi-
mensionen wird der Raum zunächst mit einer Ebene senkrecht zur x-Achse unterteilt. Beide
Teilgebiete werden nun jeweils mit einer senkrechten Ebene zur y-Achse unterteilt, anschlie-
ßend alle vier Teilgebiete jeweils mit einer senkrechten Ebene zur z-Achse. Daraus resultie-
ren acht Gebiete. Genügt diese Unterteilung nicht, wird der Raum weiter nacheinander mit
senkrechten Ebenen zur x-, y- und z-Achse unterteilt. Da die Koordinatenachsen separat
betrachtet werden, entstehen im dreidimensionalen in der Regel unterschiedlich große Qua-
der. Abbildung 3.11 zeigt einen würfelförmigen dreidimensionalen k-d-Baum mit jeweils einer
Unterteilung pro Dimension. Die unterschiedlich großen Quader würden die Berechnung der




Abbildung 3.11 – k-d-Baum mit drei Dimensionen und jeweils einer Unterteilung pro Koor-
dinatenachse. Zunächst wird senkrecht zur x-Achse aufgeteilt (Magenta), dann senkrecht zur
y-Achse (Grün) und schließlich senkrecht zur z-Achse (Blau).
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Nd-Baum
Einhorn et al. [31] beschreiben einen Nd-Baum. Abbildung 3.12 zeigt einen Nd-Baum mit
N = 3 und d = 2. Ein d-dimensionaler Wurzelknoten mit gleich langen Seiten wird dabei
rekursiv in jeweils Nd gleich große Kindknoten unterteilt.
x
y
Abbildung 3.12 – 32-Baum aus [31]. In diesem Beispiel wird ein zweidimensionales Quadrat
rekursiv in jeweils 32 = 9 Quadrate unterteilt.
Octree
Ein Octree ist der Spezialfall einesNd-Baumes mitN = 2 und d = 3. Ein würfelförmiger Wur-
zelknoten wird so lange rekursiv in acht Kindknoten mit halber Seitenlänge des Elternknotens
unterteilt, bis die gewünschte Auflösung erreicht ist. Alle Knoten auf einer Hierarchiestufe
sind demnach würfelförmig und haben dieselbe Größe. Der Octree und viele Operationen
auf Octrees, wie zum Beispiel der effiziente Zugriff auf einzelne Knoten, Mengenoperationen
auf ganzen Bäumen oder Raycasting durch die Datenstruktur sind aus der Computergrafik
bekannt [45].
Für eine dreidimensionale räumliche Aufteilung in Belegungskarten bietet sich der Octree
als Datenstruktur an, da die Knoten jeweils würfelförmige Bereiche abdecken. Die Vorteile
eines Octree gegenüber einem N3-Baum mit N > 2 ist die höhere Speichereffizienz und die
Performanzvorteile bei großen Detaillierungsunterschieden in der Karte.
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In Abbildung 3.13 ist exemplarisch ein Octree dargestellt. Die Kindknoten auf der ersten
Ebene sind gestrichelt eingezeichnet. Die Indizierung der Kindknoten ist über die in der
Abbildung angegebenen Ziffern definiert. Einen Knoten, der selbst keine Kinder hat, nennt
man Blattknoten. Das Octree-lokale Koordinatensystem hat seinen Ursprung im Zentrum des
Wurzelknotens. Die Seitenlänge des Octree-Wurzelknotens sei mit l bezeichnet. Die Seitenlän-





















































































Abbildung 3.13 – Indizierung der Kindknoten eines Octreeknotens. Das octreelokale Koordi-
natensystem hat seinen Ursprung im Zentrum des Wurzelknotens.
Um eine Zelle in einer Belegungskarte zu repräsentieren muss ein Octree-Knoten lediglich die
Information über den Belegungswert enthalten und Zeiger auf sowohl den Vaterknoten als
auch die acht Kindknoten, sofern vorhanden. Es sind keine Informationen über die Position
des Knotens abgelegt; diese ergeben sich implizit bei der Traversierung des Baumes. Bei
der Implementierung wird auf die speichereffiziente Methode aus [146] zurückgegriffen, bei
der Zeiger auf Kindknoten erst angelegt werden, wenn diese benötigt werden. Alternativ zu
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der mit Zeigern realisierten Variante lassen sich Octrees auch über eine Streuwert-Funktion
implementieren, siehe Choi [14].
Analog zur dreidimensionalen Raumunterteilung durch Octrees lässt sich der zweidimensio-
nale Raum hierarchisch durch Quadtrees aufteilen. Hierdurch können im Vergleich zu einem
zweidimensionalen Datenfeld bei gleichem Speicheraufwand punktuell höhere Auflösungen
erreicht werden.
3.5.3 Kombination von Voxelgittern und hierarchischen
Datenstrukturen
Der Wurzelknoten einer hierarchischen Baumstruktur, wie der eines Octrees, hat eine feste
Kantenlänge, die sich im Nachhinein nicht mehr ändern lässt ohne die Datenstruktur neu
zu organisieren. Da das Kartenkoordinatensystem ortsfest ist und sich das Fahrzeug darüber
fortbewegt, würde das Fahrzeug früher oder später an die Grenzen einer durch einen einzelnen
Baum repräsentierten Karte geraten. Ein dünn besetztes Voxelgitter hat diesen Nachteil nicht,
es bietet allerdings auch nicht den Vorteil, dass die Auflösung in einem durch eine Applikation
definierten Bereich variiert werden kann.
Um eine Belegungskarte zu erhalten, die sowohl im Laufe der Beobachtungszeit wachsen kann
als auch eine Adaption der Auflösung ermöglicht, werden Octree-Wurzelknoten gleicher Größe
als Zellen eines dünn besetzten Voxelgitter eingesetzt. Die Beschreibung der in dieser Arbeit
verwendeten Datenstruktur für Fahrerassistenzsysteme wurde vorab in [153] veröffentlicht.
Für die zweidimensionale Variante der Implementierung werden Quadtrees eingesetzt, analog
zu den Octrees im dreidimensionalen Fall. Da der zweidimensionale Fall eine Vereinfachung
des dreidimensionalen Falls darstellt, wird fortan nur noch der dreidimensionale Fall beschrie-
ben.
Die vorgeschlagene Datenstruktur lässt sich flexibel konfigurieren. In den Extremfällen lässt
sich die Umgebung entweder als ein Octree mit großer Kantenlänge und großer Hierarchietiefe
darstellen oder als Voxelgitter, das lediglich Wurzelknoten ohne Kindknoten enthält. Abbil-





tensystem, der durch die Da-
tenstruktur dargestellt wer-
den soll.
(b) Datenstruktur als dünn
besetztes Voxelgitter. Die ent-
haltenen Octrees bestehen le-
diglich aus Wurzelknoten, die
Hierarchietiefe ist 0. Die Kan-
tenlänge der Octrees ent-
spricht der Zellgröße. Belegte
Zellen sind grau markiert.
(c) Datenstruktur als einzel-
ner Octree. Die Kantenlänge
ist achtmal so groß wie in (b).
Die Hierarchietiefe ist 3.
(d) Kombination aus (b) und
(c). Die Kantenlänge ist dop-
pelt so groß wie in (b), die
Hierarchietiefe ist 1.
Abbildung 3.14 – Demonstration der Wandlungsfähigkeit der Datenstruktur. Zur Vereinfa-
chung wird lediglich die Draufsicht dargestellt.
3.5.4 Zugriff auf die Datenstruktur
Zugriff auf eine einzelne Zelle
Für einen Zugriff auf eine Zelle der Belegungskarte wird zunächst der zugehörige Octree Oj
im Voxelgitter V ermittelt. Die Funktion idx bildet einen Punkt p ∈ R3 auf den Index j des
zugehörigen Octree Oj ab:
idx : p→ j, p ∈ R3, j ∈ N (3.19)
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In dem ermittelten Octree wird anschließend die betroffene Zelle ermittelt. Dies erfolgt mit-
tels „Lokalisierungscodes“, wie von Frisken und Perry vorgestellt [47]. Lokalisierungscodes
ermöglichen eine effiziente Vorausberechnung der Indizes der Kindknoten bis zum gewünsch-
ten Blattknoten. Dazu werden die x-, y- und z-Komponenten von p jeweils separat mit 2cmax
multipliziert. Die Konstante cmax entspricht der maximalen Hierarchietiefe des Octrees. Die
drei ermittelten Werte werden nun wie folgt interpretiert: Zunächst werden diese ins Dual-
system konvertiert. Anschließend wird für jede Stelle aus den drei Dualzahlen eine Zahl im
Oktalsystem zusammengesetzt. Diese entspricht exakt dem Index des Kindknotens, in dem
der gesuchte Punkt p liegt, wie in Abbildung 3.13 festgelegt.
Abbildung 3.15 zeigt beispielhaft Lokalisierungscodes für ein eindimensionales Beispiel eines
Binärbaums. Frisken und Perry beschreiben in ihrer Veröffentlichung eine zweidimensionale
Implementierung für Quadtrees, die für diese Arbeit auf drei Dimensionen erweitert wurde.
Lokalisierungscode
Position
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Abbildung 3.15 – Eindimensionales Beispiel eines Binärbaumes mit „Lokalisierungscodes“
nach Frisken und Perry [47]. Oben: Intervall mit räumlicher Unterteilung. Unten: Zugehöriger
Binärbaum mit Lokalisierungscodes für die entsprechenden Knoten.
Zugriff auf einen Bereich der Belegungskarte
Betrifft eine Operation einen bestimmten Bereich der Karte, so sind im Allgemeinen meh-
rere Blattknoten aus unterschiedlichen Octrees O betroffen. Die Ermittlung der Liste aller
Blattknoten ni ∈ N eines Kartenausschnittes Q wird im Folgenden beschrieben. Der Karten-
ausschnitt wird durch einen achsenparallelen Quader Q definiert, der durch zwei Punkte pa
und pb begrenzt wird. In diesem Bereich werden alle Octrees Ojk ∈ O durch (3.20) bestimmt.
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idx : pa,pb → {jk} ,pa,pb ∈ R3, jk ∈ N (3.20)
Anschließend erfolgt die Ermittlung der betroffenen Knoten Nj für jeden Octree in O. Die
Lokalisierungscodes lassen sich auch für Bereichsabfragen nutzen, in dem für den Quader
Q der kleinste gemeinsame Vaterknoten T ermittelt wird. Dies erfolgt durch eine bitweise
Oder-Operation der jeweiligen Lokalisierungscodes der Punkte pa und pb. Der resultierende
Lokalisierungscode führt direkt zu T .
In dem ermittelten Teilbaum T wird die Menge Nj aller Blattknoten bestimmt, die ganz
oder teilweise in Q enthalten sind. Die Menge aller betroffenen Blattknoten N wird über die





Für eine Bearbeitung der Datenstruktur in einer Laufzeitumgebung, die Nebenläufigkeit un-
terstützt, muss die Sperrung einzelner Bereiche der Karte zur exklusiven Bearbeitung mittels
wechselseitigem Ausschluss vorgenommen werden. Sowohl durch das dünn besetzte Voxelgit-
ter als auch durch die Octrees als Elemente des Voxelgitters ergibt sich eine Unterteilung der
Karte auf unterschiedlichen Hierarchiestufen. Damit lässt sich der Zugriff auf die Datenstruk-
tur auf unterschiedlichen Ebenen sperren.
Das Integrieren einer Messung betrifft in der Regel nur einen begrenzten Bereich der Da-
tenstruktur. Im Rahmen dieser Arbeit wird der wechselseitige Ausschluss auf Ebene der
Wurzelknoten der Octrees vorgenommen. So können Messungen, die unterschiedliche Octrees
betreffen, parallel integriert werden.
Projektion der Karte in eine Ebene
Gegebenenfalls ist für Algorithmen lediglich eine zweidimensionale Projektion der dreidimen-
sionalen Karte notwendig. Insbesondere für Bildverarbeitungsalgorithmen wird ein zweidi-
mensionales Bild benötigt. Zur Visualisierung der dreidimensionalen Karte in einer zweidi-
mensionalen Ansicht bietet sich eine zweidimensionale Textur ebenso an.
Eine Draufsicht erhält man dadurch, dass die dreidimensionale Karte auf die x-y-Ebene des
Kartenkoordinatensystems KK projiziert wird. Unterschiedliche Zellgrößen werden hierbei
aufgelöst, so dass alle Zellen mit konstant maximaler Auflösung abgebildet werden. Die Größe
der Zellen der zweidimensionalen Textur entspricht der Zellgröße der Octrees auf maximaler
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Hierarchietiefe cmax. Für die Projektion ermittelt ein rekursiver Algorithmus alle Blattknoten,
deren Wahrscheinlichkeiten dann in einem zweidimensionalen Raster geeignet akkumuliert
werden.
Analog zu diesem Verfahren lassen sich auch Projektionen auf die x-z- und auf die y-z-Ebene
realisieren.
3.6 Schätzung des Belegungszustandes
Jeder Octree-Knoten n in der Datenstruktur wird als Bereich der realen Welt interpretiert,
für den der Belegungszustand (belegt oder frei) geschätzt wird. Die Belegungswahrschein-
lichkeiten mehrerer Messungen werden über die Zeit akkumuliert. Im Folgenden werden zwei
Möglichkeiten zur Schätzung des Belegungszustandes erläutert.
3.6.1 Binäres Bayes-Filter
Das binäre Bayes-Filter mit statischem Zustand wird in der Literatur häufig für die Para-
meterschätzung in Belegungskarten verwendet, siehe Thrun [130]. Der Belegungszustand der
Karte K zum Zeitpunkt t wird durch die Belegungswahrscheinlichkeit pt(K) ausgedrückt, sie-
he Gleichung (3.22). Sie ist abhängig von allen bisherigen Messungen. Sie ist jedoch nicht
abhängig von den Aktionen des Fahrzeuges, da sich der Zustand der Karte durch Bewegungen
des Fahrzeuges nicht ändert. Es gibt in diesem Fall also keinen Steuervektor u, wie sonst bei
Bayes-Filtern üblich, siehe Abschnitt 2.3.
pt(K) = p(K|y1:t) (3.22)
Zur Vereinfachung wird in diesem Kapitel angenommen, dass die Umgebung des Fahrzeugs
sich nicht ändert, also statisch ist. Deshalb erhält die Belegungskarte K keinen zeitlichen
Index. In Kapitel 5 werden Methoden beschrieben, die diese Einschränkung aufheben.





p(ni = OCC|y1:t) , ni ∈ K (3.23)
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Formel (3.23) gibt den Belegungszustand für die gesamte Karte an, für den Belegungszustand
eines einzelnen Knoten ni gilt zum Zeitpunkt t:
pt(ni = OCC) = p(ni = OCC|y1:t) (3.24)
Ein Knoten ni kann dabei entweder den Wert belegt (OCC) oder den Wert frei (EMP)
annehmen, wobei gilt: p(OCC) = 1− p(OCC).
In Abschnitt 2.3.1 wurde das binäre Bayes-Filter (2.42) hergeleitet. Angewandt auf die Zu-





+ logitt−1(ni)− logit0(ni) (3.25)
Jede Zelle der Karte wird mit logit0 (2.41) initialisiert. Für den initialen Zustand wird die
maximale Entropie angenommen; das heißt, dass als Zustand für eine Zelle frei und belegt
als gleich wahrscheinlich angenommen wird. Somit gilt p(n) = p(n) = 12 , und logit0 ergibt





Diese rekursive Formulierung erleichtert die Integration aufeinanderfolgender Messdaten. Sie
wird in dieser Form für die Implementierung in diesem und in den folgenden Kapiteln einge-
setzt.
3.6.2 Evidenztheorie
In der Regel wird die klassische Wahrscheinlichkeitstheorie verwendet, um den Zustand einer
Zelle einer Belegungskarte zu modellieren. Die Wahrscheinlichkeit, dass eine Zelle belegt ist
p(n), entspricht dabei der Wahrscheinlichkeit, dass die Zelle nicht frei ist:
p(n) = p(n) (3.27)
= 1− p(n) (3.28)
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Dies hat einen entscheidenden Nachteil bei der Modellierung der Zustände von Zellen einer
Belegungskarte:
Beispiel 3.3 Ein Sensor misst, dass eine Zelle belegt ist. Dem Sensor kann zu 60% vertraut
werden. Diese Messung besagt nun nicht automatisch, dass dieselbe Zelle zu 40% frei ist,
sondern dass der Zustand der Zelle zu 40% unbekannt ist.
Mit der Evidenztheorie nach Dempster und Shafer DST (engl. Dempster-Shafer Theory)
[22, 110] lässt sich dieses Nicht-Wissen über den Belegungszustand korrekt modellieren.
Plausibilität für Frei Vertrauen für Belegt
Vertrauen für Frei Plausibilität für Belegt
Frei Belegt
Abbildung 3.16 – Beispiel des modellierten Belegungszustandes einer Zelle durch die DST.
Zusätzlich zum Vertrauen in die Zustände „frei“ und „belegt“ wird eine Unsicherheit modelliert.
Abbildung 3.16 zeigt exemplarisch den Belegungszustand einer Zelle, der mit Hilfe der DST
modelliert wird. Das Vertrauen für „frei“ ist 30%, das Vertrauen für „belegt“ ist 60%. Da-
durch wird nicht das ganze Intervall abgedeckt. Die restlichen 10% stellen gewissermaßen eine
Unsicherheit dar. Diese fließt jeweils in die Plausibilitäten ein: Die Plausibilität für „frei“ ist
40%, wogegen die Plausibilität für „belegt“ 70% beträgt. Der Unterschied zwischen Bayes-
und Dempster-Shafer-Methoden wird von Dietmayer [23] erläutert.
In der Literatur wurde bereits mehrfach die Modellierung eines Belegungsgitters mit der DST
beschrieben [89, 30]. In Moras [87] findet sich erstmals ein Hinweis auf einen praktischen Nut-
zen der Modellierung mit der DST gegenüber der Wahrscheinlichkeitstheorie: Durch bewegte
Objekte entstehen in den überquerten Zellen kurzfristig Inkonsistenzen. Diese können genutzt
werden, um bewegte Objekte zu detektieren.
Mit der in Abschnitt 3.8 beschriebenen dynamischen Zellverfeinerung ergibt sich ebenfalls eine
interessante Möglichkeit für den praktischen Nutzen der DST: Zellen mit kleiner Unsicherheit
(das heißt, es liegen bereits Messungen vor) und einem ausgewogenen Verhältnis von Evidenz
für einen freien Bereich und Evidenz für einen belegten Bereich lassen auf widersprüchliche
Messungen schließen. In der Realität ist ausgeschlossen, dass ein Punkt gleichzeitig belegt
und frei ist. Wenn der inkonsistente Zustand nicht durch ein bewegtes Objekt entstanden
ist, lässt sich also darauf schließen, dass die Diskretisierung der Belegungskarte an dieser
Stelle zu grob ist. Gerade an Randbereichen von Objekten tritt dies regelmäßig auf. So ergibt
sich durch die DST ein sehr guter Indikator dafür, ob die Seitenlänge einer Zelle zu groß
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gewählt ist und lässt sich automatisch durch die dynamische Zellverfeinerung verkleinern, bis
der Rand des Objektes genau erfasst wird und sich keine widersprüchlichen Messungen mehr
ergeben. Umgekehrt lassen sich homogene Bereiche mit dieser Methode vergröbern, womit
der Speicherplatzbedarf und Rechenzeit sinkt. Dieses Verfahren wurde in [152] patentiert.
3.6.3 Zeitliches Abklingen
Durch Unsicherheiten in der Schätzung der Pose nimmt die Qualität der Karte mit der Zeit
ab. Durch das regelmäßige Anwenden eines Verfallsfaktors auf die komplette Karte, analog zu
[28], kann dem entgegengewirkt werden. Hierdurch wird der Belegungszustand von Zellen, die
in der nahen Vergangenheit keine Messungen erhalten haben, gewissermaßen zurückgesetzt.
Ein Abklingen wird durch die Integration einer Belegungswahrscheinlichkeit von 12 − ε für






Als logarithmisches Quotenverhältnis ausgedrückt gilt:







ε ist abhängig vom Messrauschen der eingesetzten Sensoren sowie von der Anwendung und
wird empirisch ermittelt.
3.7 Operationen auf der Datenstruktur
Zu Beginn ist der Zustand der Belegungskarte unbekannt. Allen Bereichen wird eine Bele-
gungswahrscheinlichkeit von p(n) = 12 zugeordnet. Für jede Messung, die eingetragen werden
soll, werden zunächst an den betroffenen Stellen Octrees mit einem Wurzelknoten in das
Voxelgitter eingesetzt. Um eine Sensormessung in erhöhter Auflösung in die Karte einzutra-
gen, müssen die entsprechenden Wurzelknoten der Octrees anschließend rekursiv durch das
Anlegen von Kindknoten verfeinert werden.
Im Gegensatz dazu können im späteren Verlauf hoch aufgelöste Bereiche, die nicht länger
von Interesse sind, vergröbert werden, um Speicher- und Rechenaufwand zu reduzieren. Da-
zu sind Verfeinerungs- und Vergröberungsoperation notwendig, die ein- oder mehrfach auf
die entsprechenden Bereiche angewandt werden. Diese Operationen werden in den beiden
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folgenden Abschnitten beschrieben.
3.7.1 Verfeinern eines Kartenausschnittes
Ein Kartenausschnitt wird verfeinert, indem alle betroffenen Octrees in einem Quader Q ver-
feinert werden. Dazu werden durch Gleichung (3.20) alle Octrees bestimmt, die durch den
Quader ganz oder teilweise überdeckt werden. Die im Folgenden beschriebene Verfeinerungs-
operation für Octree-Teilbäume wird anschließend auf alle so ermittelten Octrees angewandt.
Zur Verfeinerung eines Teilbaumes wird der Knoten, der den Teilbaum repräsentiert, rekur-
siv unterteilt. Dabei wird der Knoten in acht gleich große Knoten mit halber Seitenlänge
unterteilt, die zusammen genommen wieder denselben Raum einnehmen wie der ursprüng-
liche Knoten. Die Belegungswerte für die Kindknoten ni mit i = 1 . . . 8 werden nach Glei-
chung (3.31) direkt vom Vaterknoten np übernommen. In Bezug auf das Volumen V der
Knoten ergibt sich so für die Belegungswahrscheinlichkeit in diesem Bereich keine Änderung,
wie in Gleichung (3.32) dargestellt. Entsprechen die neu entstandenen Kindknoten noch nicht
dem gewünschten Detaillierungsgrad, werden diese ebenfalls rekursiv verfeinert.
p(ni) = p(np) , i ∈ 1 . . . 8 (3.31)
p(np) · Vnp =
8∑
i=1
p(ni) · Vni (3.32)
3.7.2 Reduktion der Auflösung eines Kartenausschnittes
Analog zur Verfeinerung wird bei einem Kartenausschnitt die Auflösung reduziert, indem die
Hierarchiestufe aller betroffenen Octrees in einem Quader Q verkleinert wird. Dazu werden
durch Gleichung (3.20) alle Octrees bestimmt, die durch den Quader ganz oder teilweise
überdeckt werden. Die im Folgenden beschriebene Operation wird anschließend auf alle so
ermittelten Octrees angewandt.
Ein Teilbaum wird vergröbert, indem die Kindknoten des Knotens, der den Teilbaum reprä-
sentiert, entfernt werden. Eine maximale Vergröberung liegt vor, wenn ein Octree lediglich
aus einem Wurzelknoten besteht. Bevor die Kinder eines Knotens entfernt werden, wird der
Mittelwert über die Belegungswahrscheinlichkeiten der Kindknoten berechnet. Diese Wahr-
scheinlichkeit wird dann als gemittelte Wahrscheinlichkeit des neuen Blattknotens gesetzt.
Anschließend werden alle Kindknoten entfernt, so dass der Knoten wieder zum Blattknoten
wird. Handelt es sich bei den Kindknoten nicht um Blattknoten, werden diese zuvor rekursiv
vergröbert.
3.7 Operationen auf der Datenstruktur 63
Die Reduktion der Auflösung von Bereichen der Karte ist sinnvoll, um Ressourcen in den
Bereichen der Karte zu sparen, in denen keine hohe Auflösung mehr benötigt wird. Dies
kann abstandsbasiert zum Sensorfahrzeug erfolgen: Entfernt sich ein Octree zu weit vom
Sensorfahrzeug, so wird eine Vergröberung durchführt. Für eine Fahrbahnschätzung oder
eine grobe Lokalisierung genügt eine grob aufgelöste Karte. Bereiche, die gänzlich unwichtig
geworden sind, werden komplett gelöscht, indem die zugehörigen Octrees mit allen Knoten
gelöscht werden.
3.7.3 Integration von Messungen
Alle Komponenten, die zur Integration von Messungen in die Belegungskarte notwendig sind,
sind in den Abschnitten Sensormodell (Abschnitt 3.4), Datenstruktur (Abschnitt 3.5) und
Schätzung des Belegungszustandes (Abschnitt 3.6) beschrieben. Liefert ein Sensor mehrere
Messungen gleichzeitig, so werden diese sequentiell eingetragen. Im Folgenden wird demnach
lediglich von der Integration einer Messung gesprochen.
Messungen eines aktiven Sensors liefern in der Regel eine Indikation über einen belegten
Bereich, wie den Abstand zu einem Fahrzeug oder einem Gebäude. Für die Integration einer
Messung in die Karte werden folgende Schritte durchgeführt:
Betroffenen Kartenausschnitt ermitteln Die Position der Messung in der Karte ist durch
pKK gegeben, siehe Gleichungen (3.7) und (3.17).
Aufgrund der Messunsicherheit betrifft eine Messung in der Regel nicht nur einen Blatt-
knoten. Um den von der Integration einer Messung betroffenen Kartenausschnitt zu
ermitteln, wird die Kovarianzmatrix Cmc herangezogen, die ein Modell für die Unsi-
cherheit darstellt (Abschnitt 3.4.1).
Geometrisch kann das ±3σ-Intervall der Kovarianzmatrix Cmc als Ellipsoid betrachtet
werden. Der umschreibende Quader Q um dieses Ellipsoid an der Position pKK legt den
Bereich fest, in dem die Belegungskarte modifiziert wird.
Nun muss der Fall betrachtet werden, dass die Region Q mehrere Octrees O in V
berührt. Die Menge oder Octrees O wird daher zunächst, wie in Abschnitt 3.5.4 be-
schrieben, bestimmt. Die folgenden Operationen erfolgen demnach pro Octree Oj ∈ O.
Die in Abschnitt 3.5.4 beschriebenen Lokalisierungscodes werden eingesetzt, um den
Teilbaum T zu bestimmen, den es zu modifizieren gilt.
Kartenausschnitt verfeinern Eine oder mehrere Anwendungen, die auf Basis der Bele-
gungskarte arbeiten, definieren die Auflösung der Karte, wie in Abschnitt 3.8 einge-
führt wird. Vor der Integration der Messung wird die Auflösung im ermittelten Kar-
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tenausschnitt Q deshalb gegebenenfalls wie von der Anwendung gefordert erhöht. Die
Verfeinerung wird in Abschnitt 3.7.1 beschrieben. Nach einer Verfeinerung muss der zu
modifizierende Teilbaum T gegebenenfalls erneut bestimmt werden.
Betroffene Zellen ermitteln Um die Belegungskarte zu modifizieren, ist eine Liste aller
betroffenen Blattknoten ni notwendig. In dem ermittelten Teilbaum T wird die Menge N
aller Blattknoten bestimmt, die ganz oder teilweise in Q enthalten sind, siehe Abschnitt
3.5.4.
Belegungswahrscheinlichkeiten berechnen Für jeden Knoten ni ∈ N wird die Bele-
gungswahrscheinlichkeit r(ni) nach Gleichung (3.33) berechnet. Die Belegungswahr-
scheinlichkeit wird für jeden Knoten näherungsweise lediglich an dessen Mittelpunkt












Wahrscheinlichkeiten normieren Nach der Berechnung der Wahrscheinlichkeiten muss
aufgrund der Annäherung in den Zellen eine Normierung durchgeführt werden. Da-
für wird der Kehrwert der Summe aller betroffenen Knoten in allen Octrees O als
Normierungsfaktor eingesetzt. Für einen Knoten ni ist die zu integrierende Belegungs-











V(ni) beschreibt das Volumen des Knotens ni.
3.7.4 Löschen freier Bereiche
Ein Lidar-Sensor oder Laserscanner besitzt stark gebündelte Strahlkeulen und misst ein Ob-
jekt in der Regel direkt an, so dass hier auch Aussagen über den Freiraum getroffen werden
können: Der zurückgelegte Weg vom Sensor zum angemessenen Objekt muss frei sein. Diese
Information kann ebenfalls in die Karte integriert werden.
Bei anderen aktiven Sensoren wie einem Radarsensor kann der Freiraum nicht in der Art
und Weise modelliert werden, da die Antennenkeule deutlich weniger stark fokussiert ist und
Objekte unter Umständen auch über Mehrwegeempfang detektiert werden.
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Freiraumbestimmung durch Lidar-Sensorik
Die Messdaten eines Lidar-Sensors oder Laserscanners enthalten neben den Abstandswerten
noch die implizite Information über den Freiraum zwischen Messung und Sensor. Erhält ein
Scanner in einem Winkelbereich eine Messung in 50m Entfernung, so hat der Laserstrahl
den Weg dorthin ungehindert zurückgelegt. Das lässt darauf schließen, dass der Bereich zwi-
schen Sensor und angemessenem Objekt frei ist [139]. In diesem Abschnitt wird beschrieben,
wie diese Information in die Karte einfließen kann. Bei einem mehrzielfähigen Laserscanner
wird dabei lediglich der Freiraum zwischen dem Sensor und des ersten Ziels integriert. Der
Raum zwischen zwei Zielen kann im Allgemeinen nicht als frei angenommen werden, wie Ab-
bildung 3.17 verdeutlicht. Wenn der Scanner in einem Winkelschritt keine gültige Messung
liefert, wird ein Bereich von einem Viertel der maximalen Reichweite als frei angenommen.
Ziel 1 Ziel 2
frei teilweise belegt
Abbildung 3.17 – Ein mehrzielfähiger Laserscanner ist in der Lage, pro ausgesendetem Laser-
puls mehrere Abstandsmessungen auszuwerten. Hier werden durch eine hohe vertikale Strahl-
aufweitung zwei Ziele detektiert: Der Bordstein und die dahinterliegende Böschung. Der Bereich
zwischen Sensor und Ziel 1 kann als frei angenommen werden, der Bereich zwischen Ziel 1 und
2 dagegen jedoch nicht.
Für die Reduzierung der Belegungswahrscheinlichkeit in einem als frei gemessenen Raum
werden folgende Schritte durchgeführt:
Betroffenen Kartenausschnitt ermitteln Die Bestimmung des betroffenen Kartenaus-
schnittes erfolgt analog zur Vorgehensweise bei belegten Bereichen. Lediglich das grund-
legende geometrische Modell unterscheidet sich: Der gemessene Freiraum wird durch die
in Abschnitt 3.4.2 beschriebene Pyramide modelliert. Der umschreibende Quader Q um
diese Pyramide legt den Bereich fest, in dem die Belegungskarte modifiziert wird.
Kartenausschnitt verfeinern Um Freiraum explizit zu modellieren, müssen im Bereich Q
gegebenenfalls Zellen angelegt und auf die gewünschte Auflösung gebracht werden. Dies
erfolgt analog zur Verfeinerung.
Betroffene Zellen ermitteln Um die Belegungskarte zu modifizieren, ist eine Liste aller
betroffenen Blattknoten ni notwendig. Dazu wird für jede Zelle in Q bestimmt, ob sie
innerhalb des modellierten Freiraumes liegt oder diesen schneidet. Die fünf Ebenen der
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Pyramide werden dabei durch jeweils einen Normalen- und einen Stützvektor repräsen-
tiert. Die Normalenvektoren zeigen dabei stets in das Innere der Pyramide. Mit dem
Skalarprodukt kann für einen Punkt effizient bestimmt werden, ob dieser innerhalb
oder außerhalb der Pyramide liegt.
Für alle Knoten ni in Q werden jeweils alle acht Eckpunkte getestet. Für jeden Knoten
ni trifft einer der folgenden drei Fälle zu:
(a) Alle acht Eckpunkte liegen oberhalb aller fünf Ebenen: Der Knoten liegt vollstän-
dig in der Pyramide.
(b) Alle acht Eckpunkte liegen unterhalb mindestens einer der fünf Ebenen: Der Kno-
ten liegt außerhalb des Strahles und schneidet ihn auch nicht.
(c) Sonst: Die Zelle berührt die Pyramide.
Im Fall (c) wird der Knoten so lange verfeinert, bis die gewünschte Auflösung erreicht
ist. Der Algorithmus wird dann rekursiv auf die Kindknoten angewandt, wobei bereits
berechnete Ecken wieder verwendet werden um eine hohe Performanz zu gewährleisten.
Belegungswahrscheinlichkeiten reduzieren Im Fall (a) liegt der Knoten vollständig in-
nerhalb des freien Raumes. Deshalb wird die Belegungswahrscheinlichkeit hier deutlich
reduziert, es wird der empirisch ermittelte Wert p(n) = 0,3 integriert. Im Fall (b) liegt
der Knoten außerhalb des Strahls und wird nicht weiter betrachtet. Wenn auf der höchs-
ten Detaillierungsstufe jedoch erneut Fall (c) eintritt, so wird nicht weiter verfeinert.
Diskretisierungsfehler werden auf dieser Stufe in Kauf genommen, die Belegungswahr-
scheinlichkeit wird jedoch nicht mehr so stark reduziert wie in Fall (a). Es wird die
ebenfalls empirisch ermittelte Belegungswahrscheinlichkeit von p(n) = 0,4 integriert.
Abbildung 3.18 zeigt die Integration einer Freiraummessung an einem Beispiel. Es sind
drei Octrees betroffen. Knoten, die den Rand der Pyramide berühren, werden rekursiv
verfeinert. Auf der höchsten Detaillierungsstufe wird dann eine Belegungswahrschein-
lichkeit von p(n) = 0,4 integriert. Alle Knoten, die vollständig im Strahl liegen, müssen
nicht rekursiv verfeinert werden. Hier wird die Belegungswahrscheinlichkeit direkt durch
eine Integration von p(n) = 0,3 reduziert.
Vom Sensorfahrzeug überquerte Bereiche
Belegte Zellen, die vom eigenen Fahrzeug durchquert werden, stellen für sich genommen eine
Kollision dar. Resultiert solch eine Zelle jedoch aus Falschmessungen und wird korrekterweise
durch eine Schwellwertbildung oder durch eine weitergehende Signalverarbeitung ignoriert,
so kann diese in der Karte als frei markiert werden. Dazu werden die Belegungswahrschein-




Abbildung 3.18 – Beispiel einer Freiraummessung, die drei Octrees überdeckt. Zur Integration
der Belegungswahrscheinlichkeiten werden zunächst die vom Sensormodell berührten Bereiche
verfeinert. Die integrierten Belegungswahrscheinlichkeiten sind in Graustufen kodiert. Für Zel-
len, die komplett in der Pyramide liegen, wird die Wahrscheinlichkeit mit p(n)=0,3 stärker
reduziert als für Zellen, welche die Pyramide lediglich berühren: p(n)=0,4.
lichkeiten der Zellen, die vom Fahrzeug überquert werden, zurückgesetzt. Als Modell des
Fahrzeuges kommt dabei ein Quader, der den Abmessungen des Fahrzeuges entspricht, zum
Einsatz.
Beispielsequenz
Die Integration von Messungen wird an einem Beispiel verdeutlicht. Abbildung 3.19 zeigt
eine Beispielsituation, in der ein einzeiliger Laserscanner eingesetzt wird. Der Laserscanner
ist links in der Abbildung zu sehen, zwei statische Objekte O1 und O2 befinden sich auf
der rechten Seite in grün. Die Freiräume werden in den Abbildungen der Übersichtlichkeit




Abbildung 3.19 – Beispielsituation mit einem einzeiligen Laserscanner auf der linken Seite
und zwei statischen Objekten O1 und O2 auf der rechten Seite.
In Abbildung 3.20 wird eine Messung von Objekt O1 in die Karte integriert. Sensormessungen
sind in rot durch das ±3σ-Ellipsoid dargestellt. Die Summe der Wahrscheinlichkeiten aller
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betroffenen Zellen wird auf 1 normiert. Objekt O2 aus Abbildung 3.19 wird vom Laserscanner
noch nicht gesehen.
Abbildung 3.20 – Sensormessungen sind in rot durch das ±3σ-Ellipsoid dargestellt, welches
die Messunsicherheit darstellt. Eine Messung wird in die Belegungskarte integriert. Die Summe
der Belegungswahrscheinlichkeiten aller Knoten wird auf 1 normiert.
Nach einer Änderung der Sensorposition nach rechts verschwindet Objekt O1 aus dem Sicht-
bereich des Sensors (Abbildung 3.21). Stattdessen wird Objekt O2 erstmalig vom Sensor
detektiert. Die neue Messung wird integriert. Der vom Objekt O2 resultierende gemessene
Freiraum des Sensors wird genutzt, um die zuvor integrierten Belegungswahrscheinlichkeiten
von Objekt O1 zu reduzieren.
Abbildung 3.21 – Nachdem sich die Position des Sensors geändert hat, wird ein weiteres
Objekt vom Sensor detektiert. Es wird in die Karte integriert. Über den gemessenen Freiraum
werden Belegungswahrscheinlichkeiten des zuerst angemessenen Objektes O1 wieder reduziert.
3.7.5 Mengenoperationen auf Karten
Als Grundlage für weiterführende Algorithmen sind Mengenoperationen auf Belegungskarten
notwendig. Insbesondere bei der Detektion bewegter Objekte in Kapitel 5 kommen Mengen-
operationen zum Einsatz. Wird dabei die Messkarte separat von der statischen Karte be-
trachtet, ist die Vereinigung zweier Karten notwendig. Weiterhin ist die Differenz und die
Schnittmenge zweier Karten von Interesse.
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Vereinigung zweier Karten
In Foley [45] wird die Vereinigung zweier Quadtrees exemplarisch beschrieben. Basierend
darauf kann auch die Vereinigung zweier Belegungskarten A und B zu U durchgeführt werden:
U = A ∪B (3.35)
Für jeden Octree-Index j werden die korrespondierenden Octrees aus den Karten A und B
betrachtet. Enthält entweder A oder B einen Octree an Index j, so wird dieser direkt in U
übernommen.
Enthalten sowohl A als auch B einen Octree an Index j, so wird ein rekursiver Algorithmus
auf die Wurzelknoten angewandt, um die Octrees zu vereinigen. Dabei müssen Bereiche aus
A oder B gegebenenfalls verfeinert werden, damit die Knoten aus A und B jeweils auf der-
selben Hierarchiestufe sind. Für die Belegungswahrscheinlichkeiten des Ergebnisknotens wird
jeweils das Maximum der Belegungswahrscheinlichkeiten der zugehörigen Knoten aus A und
B gewählt.
Differenz zweier Karten
Die Subtraktion läuft analog zur Vereinigung und wird folgendermaßen notiert:
D = A−B (3.36)
Für jeden Octree-Index j in A oder B werden folgende Betrachtungen angestellt: Tritt Oj
lediglich in Karte A auf, wird der Octree direkt in die Ergebniskarte übernommen. Tritt er
lediglich in Karte B auf wird er nicht übernommen. Enthält A und B einen Octree an Index
j, so wird ein rekursiver Algorithmus zur Subtraktion angewandt.
Dabei müssen Bereiche aus A oder B gegebenenfalls verfeinert werden, damit die Knoten
aus A und B jeweils auf derselben Hierarchiestufe sind. Die Belegungswahrscheinlichkeit
eines Ergebnisknotens nD,i auf maximaler Hierarchietiefe entsteht vereinfachend durch eine
Schwellwertbildung: Wenn p(nB,i) ≤ 12 wird p(nD,i) auf p(nA,i) gesetzt, andernfalls auf 0.
Schnittmenge zweier Karten
Die Schnittbildung läuft ebenso analog zur Vereinigung. Für jeden Octree-Index j in A oder
B werden nur Octrees betrachtet, die sowohl in A als auch in B enthalten sind. Ein rekursiver
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Algorithmus berechnet die Schnittmenge. Dabei müssen Bereiche aus A oder B gegebenenfalls
verfeinert werden, damit die Knoten aus A und B jeweils auf der gleichen Hierarchiestufe sind.
Die Belegungswahrscheinlichkeit eines Knotens in C entsteht dann durch Minimumbildung
der Belegungswahrscheinlichkeiten der zugehörigen Knoten aus A und B.
C = A ∩B (3.37)
3.8 Bestimmung des Detaillierungsgrades der
Belegungskarte
Bei existierenden Verfahren zur Kartierung der Umgebung mit Belegungskarten ist es not-
wendig, die gesamte Karte mit derselben hohen Auflösung darzustellen. Die hierarchische
Datenstruktur aus Abschnitt 3.5 erlaubt es, Bereiche mit hoher Auflösung und Bereiche mit
niedriger Auflösung zu definieren.
Ein wichtiger Punkt bei der Wahl des dynamischen Detaillierungsgrades einer Region ist,
dass nicht alle Knoten automatisch bis zur gewünschten Auflösung verfeinert werden. Ledig-
lich an Stellen, an denen neue Messungen auftreten, wird der Bereich vor dem Integrieren
der Messung auf die gewünschte Auflösung verfeinert. Leere Bereiche oder Bereiche, in denen
keine Beobachtungen mehr auftreten, bleiben also unberührt. Dies würde auch keinen Vor-
teil bieten, da durch die nachträgliche Verfeinerung die ursprüngliche Messung nicht mehr
zur Verfügung steht. Lediglich durch ein Speichern vorangegangener Messungen bringt eine
nachträgliche Verfeinerung einen Vorteil, was in dieser Arbeit jedoch nicht verfolgt wird.
3.8.1 Detaillierung abhängig vom Einsatzbereich der
Umgebungskarte
Eine Belegungskarte lässt sich für vielerlei Anwendungen einsetzen. Dadurch ergeben sich
für die Detaillierungssteuerung unterschiedliche Anforderungen. Für eine PreCrash Anwen-
dung ist beispielsweise der Bereich direkt vor dem Fahrzeug wichtiger als weiter entfernte
Objekte. Für eine merkmalsbasierte Navigation auf Punktlandmarken muss die Position der
Landmarken möglichst genau bestimmt werden, wohingegen Objekte wie Büsche ignoriert
werden können. Für eine Parkfunktion soll die Kontur der Parklücke möglichst exakt dar-
gestellt werden können, wogegen der gegenüberliegende Fahrbahnrand nicht so interessant
ist.
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Abhängig von dem Anwendungsfall oder den Anwendungsfällen ist es von Vorteil, die Auf-
lösung der Karte gezielt steuern zu können. Dies wird über Funktionen realisiert, die den
Detaillierungsgrad für jeden Bereich der Karte definieren. Bei mehreren Anwendungen wird
der maximale Detaillierungsgrad gewählt, um alle Anwendungen optimal bedienen zu können.
Der vorgegebene Detaillierungsgrad LOD (engl. Level of Detail) für einen Punkt p ∈ R3 wird
als Funktion LOD(p) definiert, welche die entsprechende Hierarchietiefe der Octrees angibt:
LOD(p) := max
i=1...n
LODi(x) ∀ p ∈ R3, LODi ∈ Lod (3.38)
Die Menge der Funktionen Lod = LODi, i ∈ 1 . . . n ist anwendungsabhängig. Im Folgenden
werden mehrere Funktionen angegeben. Für eine konkrete Anwendung müssen diese in der
Regel angepasst werden. Das Verfahren zur Anpassung des Detaillierungsgrades in hierarchi-
schen Karten wurde in [148] zum Patent angemeldet.
3.8.2 PreCrash-Funktionen
Für eine PreCrash-Anwendung wird eine hohe Auflösung in der Nähe des eigenen Fahrzeuges
benötigt, wohingegen weniger relevante Objekte in großer Distanz nicht so hoch aufgelöst wer-
den müssen. Deshalb wird hier Lod zu LODPC gewählt. LODPC ist eine Detaillierungsfunk-




cmax, |dist(xF ,p)| < cPCa
cmax − 1, cPCa ≤ |dist(xF ,p)| < cPCb
cmax − 2, sonst
∀ p ∈ R3 (3.39)
dist(a, b) entspricht dabei dem euklidischen Abstand zwischen den Punkten a and b. Weiter-
hin gilt 0 < cPCa < cPCb . Diese Konstanten werden abhängig von der konkreten Funktion
gewählt. Die Position des Sensorfahrzeuges relativ zur Karte lässt sich direkt aus der Transfor-
mationsmatrix TFK→KK ermitteln. Die Konstante cmax entspricht der maximal gewünschten
Octree-Hierarchietiefe. Diese gibt direkt an, wie hoch die dargestellte Auflösung der Daten-
struktur sein soll.
Abbildung 3.22 zeigt ein Beispiel, bei dem die Funktion LODPC (3.39) verwendet wird. Die
Auflösung ist somit nahe dem Fahrzeug am höchsten und sinkt mit steigendem Abstand zum
Fahrzeug.
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Abbildung 3.22 – Messungen des Hella IDIS Scanners werden unter Berücksichtigung der
Messunsicherheiten in die Belegungskarte integriert. Zur Detaillierungssteuerung wird eine
PreCrash-Anwendung angenommen. Die Auflösung ist somit nahe dem eigenen Fahrzeug am
höchsten und sinkt mit steigendem Abstand. Die unterschiedlichen Auflösungen werden durch
die unterschiedlich großen Zellen in der Belegungskarte deutlich. Links: Messunsicherheiten sind
durch Ellipsoide visualisiert. Pro Ellipsoid werden alle Zellen in einem umschreibenden Qua-
der ermittelt. Rechts: Die Zellen werden durch eine normalisierte Belegungswahrscheinlichkeit
aktualisiert.
Zur Ermittlung der Hierarchietiefe, welche die beste Performanz bietet, sei auf Abschnitt 3.9
verwiesen.
3.8.3 Navigation mit Punktlandmarken
Für die Navigation mit Punktlandmarken muss die Position der Landmarken so genau wie
möglich ermittelt werden, siehe beispielsweise Weiss [139]. Eine zu grobe Diskretisierung
durch die Belegungskarte ist hier von Nachteil. Eine lokale Erhöhung des Detaillierungsgrades
für Punktlandmarken löst dieses Problem, ohne den Speicherbedarf der gesamten Karte zu
erhöhen. Für eine Menge S von Punktlandmarken mit |S| = l wird Lod zu {LODLMi}, i ∈




cmax, |dist(si,p)| < cLM
cmax − 2, sonst
∀ p ∈ R3, si ∈ S (3.40)
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3.8.4 Parkfunktionen
Um eine Parklücke zu detektieren, muss die Kontur der Parklücke sehr genau bestimmt wer-
den. Dazu ist eine hohe Zellenauflösung notwendig. Es ist jedoch nicht effizient, die gesamte
Szene in hoher Auflösung darzustellen. Die dynamische Detaillierung der Karte bietet die
Möglichkeit lediglich entlang der Kontur der Parklücke eine hohe Auflösung zu verwenden.
Die Detaillierungssteuerung für Parkfunktionen wird ausführlich in Abschnitt 6.2.4 behan-
delt.
3.9 Evaluierung der Effizienz der Algorithmen
Zur Ermittlung der Effizienz der in diesem Kapitel beschriebenen Belegungskarte werden
die benötigte Rechenzeit und der Speicherplatzbedarf beim Aufbau der Karte anhand realer
Messdaten betrachtet. Dazu werden unterschiedliche Konfigurationen evaluiert und mitein-
ander verglichen. Die Ergebnisse der folgenden Auswertung werden als Box-Whisker-Plots
dargestellt.
3.9.1 Mögliche Konfigurationen der Belegungskarte
Die beschriebene Datenstruktur ist bei konstanter minimaler Zellgröße in Bezug auf die Hier-
archietiefe flexibel, wie in Abbildung 3.14 verdeutlicht wird. Um die effizienteste Variante zu
ermitteln, werden unterschiedliche Kombinationen von maximaler Octree-Hierarchietiefe cmax
und Kantenlänge der Octrees miteinander verglichen. Die maximale Zellgröße wird dabei auf
beispielsweise (0,1m)3 festgehalten.
Beispiel 3.4 Eine Zellgröße von (0,1m)3 kann durch Octrees der Kantenlänge 0,1m und ei-
ner maximalen Hierarchietiefe von cmax = 0 erreicht werden. Dieselbe Zellgröße wird erreicht
durch 0,2m Kantenlänge und einer Hierarchietiefe von cmax = 1. Analog lassen sich beliebig
große Octrees verwenden, wenn die Hierarchietiefe entsprechend erhöht wird.
Im ungünstigsten Fall WC (engl. Worst Case) sind belegte oder freie Zellen räumlich so
verteilt, dass die dünn besetzte hierarchische Datenstruktur in allen Teilbäumen maximal
aufgeteilt ist. Dieser Fall wird zur Auswertung simuliert, indem für jeden Octree sofort alle
Knoten bis zur maximale Hierarchiestufe angelegt werden.
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3.9.2 Randbedingungen
System zur Auswertung
Die Auswertung erfolgt auf Standardhardware. Dazu wird eine Intel Core i7-2620M CPU
mit 2,7GHz und 4GB Speicher eingesetzt. Als Betriebssystem wird Ubuntu 10.4 LTS 32Bit
verwendet; das Framework zur Entwicklung von Fahrerassistenzsystemen ist ADTF [33] in
der Version 2.6.2.
Als Sensor kommt der Ibeo LUX (siehe Kapitel 2.4.2) zum Einsatz. Es werden alle gültigen
Messpunkte in die Karte integriert, die vom Sensor nicht als Bodenmessung klassifiziert wur-
den. Im Mittel werden 307 Messungen pro Zeitschritt integriert. Der Sensor wird mit 25Hz
betrieben; das bedeutet, dass alle 40ms ein neuer Datensatz vorliegt.
Evaluiertes Szenario
Die ausgewertete Sequenz wurde während einer Fahrt auf einer innerstädtischen Straße in
Böblingen aufgezeichnet. Die Sequenz hat eine Länge von 01:08 Minuten. Aus den Ergeb-
nissen der Evaluierung durch eine Sequenz lässt sich nicht auf Allgemeingültigkeit schlie-
ßen, es lassen sich jedoch Tendenzen im Vergleich zwischen den Konfigurationen untereinan-
der erkennen. Insbesondere in der Hinsicht auf Parkhilfefunktionen stellt diese Sequenz mit
mehreren geparkten Fahrzeugen ein Szenario dar, das in der Realität regelmäßig vorkommt.
Abbildung 3.23 zeigt zur Verdeutlichung ein Standbild der Dokumentationskamera aus der
Sequenz.
Abbildung 3.23 – Ausgewähltes Standbild der Dokumentationskamera aus der evaluierten
Sequenz.
Abbildung 3.24 zeigt die zugehörige erstellte Belegungskarte in der Draufsicht. Die Belegungs-
karte ist für diese Evaluierung auf einen Radius von 60m um das Sensorfahrzeug begrenzt,
es wird also eine Strecke von einer Länge bis zu 120m abgebildet.
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Abbildung 3.24 – Ausschnitt aus der evaluierten Sequenz in der Draufsicht. Etwa in der
Mitte ist das Sensorfahrzeug zu sehen. Die Zellen der Belegungskarte sind von gelb nach rot
farblich kodiert: Gelb entspricht einer Belegungswahrscheinlichkeit von knapp über 50%, rot
bedeutet eine Belegungswahrscheinlichkeit von 100%. Am rechten Fahrbahnrand sind parkenden
Fahrzeuge zu sehen. Auf der linken Fahrbahn sind entgegenkommende Fahrzeuge sichtbar, die
ohne Sonderbehandlung Artefakte in der Karte hinterlassen. Des Weiteren sind Gebäude zu
sehen. Die Zellen des quadratischen Gitters im Hintergrund haben eine Kantenlänge von 5m.
3.9.3 Berechnungsaufwand
Der Berechnungsaufwand wird separat für zwei- und dreidimensionale Karten ermittelt. Zur
Evaluierung der Effizienz der Belegungskarte wird die Berechnungsdauer unterschiedlicher
Konfigurationen bei Operationen auf der Datenstruktur verglichen.
Zu diesen Operationen zählen:
• Das Integrieren aller in einem Zeitschritt angefallenen Messungen mit den modellierten
Messunsicherheiten,
• Verwaltungsoperationen auf der Karte, wie das Anlegen, Verfeinern, Vergröbern und
Löschen von Bäumen und
• das Anwenden eines konstanten Verfallfaktors auf die gesamte Karte.
Zweidimensionale Karten
Abbildung 3.25 zeigt die Rechenzeit der Belegungskarte mit einer konstanten maximalen
Zellgröße von (0,1m)2 mit unterschiedlichen Hierarchietiefen der Quadtree-Implementierung.
Die Box-Whisker-Plots über die Rechenzeit zeigen, dass die höchste Effizienz durch Quadtrees
mit cmax = 5 erreicht wird, was in dem Fall einer Kantenlänge von 3,2m entspricht. Für alle
folgenden Auswertungen mit hierarchischen Konfigurationen in zwei Dimensionen wird daher
die Hierarchietiefe 5 eingesetzt.






























Abbildung 3.25 – Rechenzeit für Operationen auf der zweidimensionalen hierarchische Karte
mit (0,1m)2 großen Zellen. Auf der y-Achse sind die Rechenzeiten über die Integration der
Messungen als Box-Plots aufgetragen. Es werden unterschiedliche Quadtree-Hierarchietiefen
verglichen. Das Minimum zeigt sich bei Tiefe 5.
Durch die Anwendung einer Funktion zur dynamischen Detaillierungssteuerung für Park-
lücken, siehe Abbildung 3.26, kann der maximale Zeitaufwand im Vergleich zu einer konstan-
ten Auflösung in den Quadtrees deutlich reduziert werden.
Die Referenz besteht in der Implementierung „SA“ (engl. Sparse Array), bei der die Quadtrees
jeweils durch ein dünn besetztes zweidimensionales Datenfeld ersetzt wurden. Bei einer kon-
stanten Auflösung „CONST“ werden alle Zellen maximal bis zur vorgegebenen Hierarchietiefe
aufgelöst. Die „SA“ zeigt einen Geschwindigkeitsvorteil zur konstanten Auflösung „CONST“,
die dargestellte Belegungskarte ist jedoch identisch.
„PL“ entspricht der Funktion zur Parklückenerkennung LODPL, siehe Gleichung (6.4). Die
Konstante cPL wird hierbei auf 1m gesetzt. Das bedeutet, dass alle Zellen in einem Radius
von einem Meter um definierte Konturpunkte in maximaler Auflösung dargestellt werden,
währenddessen andere Zellen in einer reduzierten Auflösung angelegt werden. Dazu wird
die hierarchische Struktur der Quadtrees genutzt. Bei einer Auflösung von 0,1m (Abbil-
dung 3.26b) zeigt sich der Geschwindigkeitsvorteil durch die LODPL-Funktion nicht deutlich,
bei einer höheren Auflösung (Abbildung 3.26a) von 0,05m wird jedoch im Mittel 28% der
benötigten Rechenzeit eingespart.
Abbildung 3.27 zeigt die Rechenzeit für unterschiedliche Zellgrößen bei einer dynamischen
Hierarchietiefe von 5 mit der LODPL-Funktion. Die zweidimensionale Karte mit 0,025m Auf-
lösung ist mit einem maximalen Zeitaufwand von 179,0ms nicht echtzeitfähig. Eine Halbie-
rung der Auflösung auf 0,05m reduziert den maximalen Zeitaufwand auf 39,5ms und ist
damit echtzeitfähig. Eine weitere Reduktion der Auflösung führt erwartungsgemäß zu einer


































































(b) 2D-Karte mit (0,1m)2 großen Zellen.
Abbildung 3.26 – Vergleich der Funktion zur Detaillierungssteuerung mit einer Implementie-
rung, die ein dünn besetztes Datenfeld nutzt. Links wird die Test-Sequenz mit einer maximalen
Auflösung von 0,05m ausgeführt, rechts mit einer maximalen Auflösung von 0,1m. Die Funktion
„CONST“, welche die Auflösung konstant hält, benötigt erwartungsgemäß am meisten Rechen-
zeit. Rechts ist jeweils die Rechenzeit für eine zweidimensionale Datenfeld-Implementierung
„SA“ dargestellt. Bei der Steuerung des Detaillierungsgrades durch die PL-Funktion kann Re-
chenzeit eingespart werden, da nur selektiv Bereiche verfeinert werden.


































Abbildung 3.27 – Vergleich der Rechenzeit unterschiedlicher Zellgrößen der zweidimensionalen
Karte bei dynamischer Hierarchietiefe in logarithmischer Skala.
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Dreidimensionale Karten
Die Auswertung wird für dreidimensionale Belegungskarten analog durchgeführt. Zur Evalu-
ierung der Effizienz der Belegungskarte wird die Berechnungsdauer mehrerer Konfigurationen
bei Operationen auf der Datenstruktur verglichen. Abbildung 3.28 zeigt die Rechenzeit der
dreidimensionalen Belegungskarte mit konstanter Zellgröße von (0,2m)3 mit unterschiedli-
chen Octree-Hierarchietiefen. Der Graph zeigt, dass die höchste Effizienz durch Octrees mit
cmax = 4 und einer Kantenlänge von 3,2m erreicht wird. Bei allen folgenden dreidimensiona-
































Abbildung 3.28 – Dreidimensionale Karte mit 0,2m großen Zellen. Auf der y-Achse ist die
Rechenzeit über die Integration der Lux-Daten als Box-Plot aufgetragen. Es werden unter-
schiedliche Octree-Hierarchietiefen verglichen. Das Minimum zeigt sich bei Tiefe 4.
Durch die Anwendung der Funktion LODPL zur dynamischen Detaillierungssteuerung (siehe
Abbildung 3.29) kann der maximale Zeitaufwand im Vergleich sowohl zu einer konstanten
Auflösung „CONST“ als auch zur Referenzimplementierung „SA“ diesmal deutlich reduziert
werden. Die Referenz besteht in der Implementierung „SA“ (engl. Sparse Array), bei der
die Octrees jeweils durch ein dichtes dreidimensionales Datenfeld ersetzt wurden. Die darge-
stellte Belegungskarte ist somit identisch zu „CONST“. LODPL entspricht der Funktion zur
Parklückenerkennung, siehe Gleichung (6.4). Hier wird die hierarchische Struktur der Octrees
genutzt, indem weniger relevante Bereiche in geringerer Auflösung dargestellt werden. Bei ei-
ner Auflösung von 0,2m (Abbildung 3.29b) zeigt sich der Geschwindigkeitsvorteil durch die
LODPL-Funktion bereits deutlich, im Mittel werden 50,4% der benötigten Rechenzeit einge-
spart. Bei einer höheren Auflösung von 0,1m (Abbildung 3.29a) wird im Mittel sogar 61,7%
der benötigten Rechenzeit eingespart.
Abbildung 3.30 zeigt die Rechenzeit für unterschiedliche Zellgrößen bei einer dynamischen
Hierarchietiefe von 4 in logarithmischer Skala. Die dreidimensionale Karte mit 0,05m Auflö-






























































(b) 3D-Karte mit (0,2m)3 großen Zellen.
Abbildung 3.29 – Vergleich von unterschiedlichen Lod-Funktionen für die dreidimensiona-
le Implementierung. Links wird die Test-Sequenz mit einer maximalen Auflösung von 0,1m
ausgeführt, rechts mit einer maximalen Auflösung von 0,2m. Die Funktion „CONST“, welche
die Auflösung konstant hält, benötigt erwartungsgemäß am meisten Rechenzeit. Rechts ist je-
weils die Rechenzeit für die dreidimensionale Datenfeld-Implementierung „SA“ dargestellt. Bei
der Steuerung des Detaillierungsgrades durch die LODPL-Funktion wird deutlich Rechenzeit
eingespart, da nur selektiv Bereiche verfeinert werden.
sung ist mit einem maximalen Zeitaufwand von 376,7ms nicht echtzeitfähig. Eine Halbierung
der Auflösung auf 0,1m reduziert den maximalen Zeitaufwand auf 66,7ms. Bei 0,2m Auflö-


































Abbildung 3.30 – Vergleich der Rechenzeit unterschiedlicher Zellgrößen der dreidimensionalen
Karte bei einer dynamischen Hierarchietiefe von 4 in logarithmischer Skala.
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3.9.4 Speicherbedarf
Der Speicherbedarf wird für zwei- und dreidimensionale Belegungskarten separat ermittelt.
Für die Analyse des Speicherbedarfs wird das erste Fünftel der Sequenz, in der sich die Karte
erst aufbaut, übersprungen.
Zweidimensionale Karten
In Abbildung 3.31 werden unterschiedliche Konfigurationen der hierarchischen Quadtree-
Implementierung verglichen. Alle Konfigurationen stellen dieselbe Karte in konstant hoher
Auflösung von 0,1m dar. Lediglich die übergeordnete Baumstruktur wird mit steigender
Hierarchietiefe größer, was sich im Speicherbedarf zeigt. Bei der Hierarchietiefe 5 beträgt der




























Abbildung 3.31 – Speicherbedarf der zweidimensionalen hierarchischen Karte. Die Auflösung
beträgt konstant 0,1m. Mit steigender Hierarchietiefe wächst der Speicherbedarf.
Abbildung 3.32 zeigt die Auswertung für (0,05m)3 große Zellen. Bei der Hierarchietiefe 5 liegt
der maximale Speicherbedarf bei 3.999,4 kB und damit etwa um den Faktor 3,25 höher als
bei der Variante mit 0,1m Auflösung.
Abbildung 3.33 stellt unterschiedliche Konfigurationen gegenüber. Ausgangspunkt ist die
maximale Auflösung von 0,1m, die allen Konfigurationen gemein ist. Es werden die hie-
rarchischen Implementierungen mit Detaillierungssteuerung betrachtet, wobei die maximale
Hierarchietiefe zu 5 gewählt ist. Referenz ist der mit „CONST“ bezeichnete Plot, der die
Zellgröße konstant hält und in Abbildung 3.31 der Hierarchietiefe 5 entspricht. LODPL ent-
spricht der Funktion zur Parklückenerkennung, siehe Gleichung (6.4). Durch diese Funktion
wird der Speicherbedarf noch einmal deutlich reduziert, um 77,5% auf 274 kB. Dennoch sind





























Abbildung 3.32 – Speicherbedarf der zweidimensionalen Karte bei einer Auflösung von 0,05m.
Es werden unterschiedliche Hierarchietiefen verglichen.
alle funktionsrelevanten Teile der Belegungskarte in maximaler Auflösung dargestellt. Der
ungünstigste Fall „WC“ tritt dann ein, wenn für die Konfiguration „CONST“ durch eine
ungünstige Verteilung der Messwerte alle Bäume maximal verfeinert werden.
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Abbildung 3.33 – Vergleich des Speicherbedarfs unterschiedlicher Konfigurationen der zwei-
dimensionalen Karte mit 0,1m Auflösung in logarithmischer Skala.
Des Weiteren werden zwei hypothetische Datenfeld-Konfigurationen zum Vergleich betrach-
tet. Die mit „SA“ bezeichnete Konfiguration repräsentiert den Bereich eines Voxels durch
ein dünn besetztes Datenfeld (engl. Sparse Array). „DA“ hingegen repräsentiert die Karte in
ihren gesamten Ausmaßen als dichtes Datenfeld (engl. Dense Array). Durch den zusätzlichen
Speicheraufwand bei den hierarchischen Implementierungen benötigt „CONST“ 22,3% mehr
Speicherplatz als „SA“ und „WC“ 21,8% mehr Speicherplatz als „DA“.
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Es bleibt zu erwähnen, dass alle Konfigurationen bis auf LODPL die Karte in voller Auflösung
darstellen.
Dreidimensionale Karten
In Abbildung 3.34 werden unterschiedliche Konfigurationen der hierarchischen Octree-Imple-
mentierung verglichen. Alle Konfigurationen stellen dieselbe Karte in konstant hoher Auflö-
sung von 0,2m dar. Lediglich die übergeordnete Baumstruktur wird mit steigender Hierar-
chietiefe wieder größer, was sich im Speicherbedarf zeigt. Bei der Hierarchietiefe 3 beträgt



























Abbildung 3.34 – Speicherbedarf der dreidimensionalen hierarchischen Karte. Die Auflösung
beträgt konstant 0,2m. Mit steigender Hierarchietiefe wächst der Speicherbedarf.
Abbildung 3.35 zeigt die Auswertung für (0,1m)3 große Zellen. Bei der Hierarchietiefe 3 liegt
der maximale Speicherbedarf bei 10.226,0 kB und damit etwa um den Faktor 4,9 höher als
bei der Variante mit 0,2m Auflösung.
Abbildung 3.36 stellt unterschiedliche Konfigurationen gegenüber. Ausgangspunkt ist die ma-
ximale Auflösung von 0,1m, die allen Konfigurationen gemein ist. Es werden die hierarchi-
schen Implementierungen mit Detaillierungssteuerung betrachtet, wobei die Hierarchietiefe
konstant zu 3 gewählt ist. Referenz ist der mit „CONST“ bezeichnete Plot, der in Abbil-
dung 3.35 Plot 3 entspricht. Durch die Funktion „PL“ lassen sich hier 81,7% gewinnen, der
Speicherbedarf beträgt dann lediglich nur noch 1.823,3 kB im Vergleich zu 10.226,0 kB.
In der dreidimensionalen Variante kehrt sich der Speicheraufwand der Konfigurationen „SA“
und „DA“ um: Hier benötigen die Datenfeld-Varianten mehr Speicherplatz als die hierar-



























Abbildung 3.35 – Speicherbedarf der dreidimensionalen Karte bei einer Auflösung von 0,1m.
Es werden unterschiedliche Hierarchietiefen vergleichen.
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Abbildung 3.36 – Vergleich des Speicherbedarfs unterschiedlicher Konfigurationen der dreidi-
mensionalen Karte mit Zellen von 0,1 m Kantenlänge in logarithmischer Skala.
chischen Implementierungen. „CONST“ benötigt 19,8% weniger Speicherplatz als „SA“ und
„WC“ 36,5% weniger Speicherplatz als „DA“.
Bewertung des Speicherbedarfs
Zur Bewertung des Speicherbedarfs wird eine Auflösung von 0,1m betrachtet. Gegenüber ei-
ner Implementierung mit einem dichten Datenfeld über die gesamten Kartenausmaße gewinnt
man mit der zweidimensionalen hierarchischen Quadtree-Implementierung, in der dieselben
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Informationen abgebildet werden, in der Testsequenz 54,9% Speicherplatz. Mit einer speziell
für die Parklückendetektion ausgelegten Detaillierungssteuerung werden sogar 89,9% Spei-
cherplatz weniger benötigt. Hier werden Bereiche, die für die Funktion weniger relevant sind,
in geringerer Auflösung dargestellt.
Mit der dreidimensionalen Octree-Implementierung sind die Einsparungen noch deutlich grö-
ßer: Gegenüber des dichten dreidimensionalen Datenfelds benötigt die hierarchische Variante
83,2% weniger Speicherplatz. Mit dem Fokus auf Parklücken können sogar 96,9% Speicher-
platz eingespart werden.
3.10 Zusammenfassung und Ausblick
Zusammenfassung
In diesem Kapitel wurden Methoden beschrieben, um eine zwei- oder dreidimensionale hierar-
chische Belegungskarte aufzubauen. Der Fokus lag auf dreidimensionalen Karten, um mög-
lichst viele Anwendungen durch eine Art der Umgebungsmodellierung abdecken zu können.
Erstmalig kann dabei der Detaillierungsgrad der Belegungskarte dynamisch von einer oder
mehreren Anwendungen gesteuert werden. So können für eine Anwendung relevante Bereiche
in hoher Auflösung dargestellt werden, wohingegen die Auflösung für nicht relevante Bereiche
verringert wird. Dies dient einer Erhöhung der Genauigkeit der Datenbasis für eine sich
anschließende Situationsanalyse bei gleichzeitig optimiertem Ressourcenverbrauch.
Zur Realisierung der Belegungskarte wurde eine dreidimensionale hierarchische Datenstruk-
tur verwendet, welche die Vorteile der Octree-Datenstruktur mit denen eines dünn besetzten
Voxelgitters kombiniert. Diese Kombination ermöglicht den effizienten Einsatz einer dreidi-
mensionalen Karte, da homogene Bereiche zu größeren Knoten zusammengefasst werden.
Die Größe der Karte ist nicht konstant, wie häufig in anderen Ansätzen zu finden. Die Karte
erweitert sich dynamisch je nach Anforderung und kann ebenso wieder reduziert werden.
Damit eignet sich die Umgebungsmodellierung dazu, je nach Speicherkapazität beliebig große
Karten darzustellen oder aber jeweils nur einen kleinen Bereich um das Sensorfahrzeug.
Als inverses Sensormodell wurde eine multivariate Normalverteilung eingesetzt. Dabei wur-
den erstmalig die Effekte, die durch Laserscanner mit Spiegeloptik entstehen, modelliert.
Um Freiraummessungen zu integrieren wurde ein geometrisches Modell eingeführt, dass die
Strahlkeulen von Laserscannern als Pyramiden modelliert.
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In Abschnitt 3.6.2 wurde ein Verfahren beschrieben, um basierend auf der Unsicherheit des
Zustandes einer Zelle die dynamische Detaillierung zu steuern. Die Unsicherheit im Belegungs-
zustand wird mittels DST geschätzt. Das Verfahren wurde zum Patent angemeldet [152].
In Abschnitt 3.9 wurde die Performanz und der Speicherplatzbedarf der Implementierung aus-
gewertet. Die zweidimensionale Variante ist unter den beschriebenen Bedingungen mit einer
Auflösung von 0,05m echtzeitfähig. Für die dreidimensionale Implementierung ist eine Auflö-
sung von 0,2m echtzeitfähig. Gegenüber einer Implementierung mit einem dichten Datenfeld
über die Kartenausmaße gewinnt man mit der zweidimensionalen hierarchischen Implemen-
tierung in der ausgewerteten Testsequenz 54,9% Speicherplatz. Mit einer speziell für die
Parklückendetektion ausgelegten Detaillierungssteuerung werden sogar 89,9% Speicherplatz
weniger benötigt. Für die dreidimensionale Karte sind die Einsparungen noch deutlich grö-
ßer: Gegenüber des dichten dreidimensionalen Datenfelds benötigt die hierarchische Variante
83,2% weniger Speicherplatz, mit Fokus auf Parklücken können sogar 96,9% Speicherplatz
eingespart werden.
In diesem Kapitel wurden die Grundannahmen getroffen, dass die eigene Pose exakt bekannt
ist und dass alle Objekte in der Welt statisch sind. In Kapitel 4 folgen Methoden zur Selbst-
lokalisierung auf der beschriebenen Belegungskarte und in Kapitel 5 werden Methoden zur
Detektion bewegter Objekte basierend auf der Belegungskarte vorgestellt. In diesen beiden
Kapiteln wird auch darauf eingegangen, wie die beiden oben genannten Grundannahmen
erfüllt werden können.
In Kapitel 6 folgen praktische Experimente, um den Einsatz der Belegungskarte für Fahreras-
sistenz- und Sicherheitssysteme zu zeigen und die Genauigkeit festzustellen.
Ausblick
• Die Quad- und Octree-Datenstruktur wurde in dieser Arbeit klassisch über eine verzei-
gerte Baumstruktur beschrieben. Es bleibt zu untersuchen, welche Vorteile eine auf einer
Streuwertfunktion basierende Implementierung bieten würde. Choi [14] beschreibt eine
auf einer Streuwertfunktion basierende Octree-Datenstruktur. Eine Streuwertfunktion
führt von einer absoluten Position direkt auf die Adresse des zugehörigen Knotens. Die-
ser Zugriff ist im Allgemeinen langsamer als eine auf Zeigern basierende Implementie-
rung, da ein Zugriff in eine Streuwerttabelle nicht schneller erfolgt als eine Pointerindi-
rektion. Durch optimierte Zugriffsoperationen, die eine Traversierung der Baumstruktur
unnötig machen, könnte jedoch ein Geschwindigkeitsvorteil entstehen, wie beispielswei-
se von Castro [13] beschrieben. Als Hash-Schlüssel eignen sich direkt die in dieser Arbeit
verwendeten Lokalisierungscodes.
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• Messunsicherheiten werden in dieser Arbeit durch multivariate Normalverteilungen mo-
delliert. Dies ist eine gute Approximation für Messungen mit geringen Winkelunsicher-
heiten. Bei hohen azimutalen Unsicherheiten, wie sie zum Beispiel bei einem Ultraschall-
sensor entstehen, kann mit anderen Modellen, wie zum Beispiel einer Gleichverteilung
über den gesamten Winkelbereich, eine höhere Genauigkeit erzielt werden. Für bildge-
bende Radarsensoren bietet sich nach Shnidman [111] die nichtzentrale χ2-Verteilung
als Modell für Rohdatenziele an. Um den Mehrwegeempfang und die Antennencha-
rakteristik eines Radarsensors korrekt einfließen zu lassen, sind noch umfangreichere
Sensormodelle notwendig. Zur Integration der Messdaten passiver Sensoren wie Mono-
oder Stereokameras sind gegebenenfalls weitere Sensormodelle notwendig.
• Im Kontext der Fahrzeug-Fahrzeug (V2V)-Kommunikation beziehungsweise Fahrzeug-
Infrastruktur (V2I)-Kommunikation sind fahrzeugübergreifende Belegungskarten denk-
bar. Dies würde einer umfassenderen Freiraum-Analyse für einzelne Verkehrsteilnehmer
dienen, die ohne Kommunikation in einer Kreuzung nicht feststellen können, welchen
Verlauf die Fahrbahn hinter einem Gebäude nimmt. Des Weiteren werden durch eine
fahrzeugübergreifende Belegungskarte Freiräume frühzeitig allen Verkehrsteilnehmern
bereitgestellt. Dies hat den Vorteil, dass mögliche Parklücken oder die Durchfahrtshöhe
von Brücken von jedem Fahrzeug einzeln evaluiert werden können, da sie von der Fahr-
zeugaußenkontur abhängen. Die Fusion von Belegungskarten mehrerer Sensorfahrzeuge
wirft jedoch mehrere Probleme auf: Zum einen ist eine kompakte Repräsentation der
Karte zur Übertragung auf Datenbussen mit niedrigen Übertragungsraten notwendig.
Hierzu bietet sich gegebenenfalls eine verlustfreie Kompression analog zu Wurm [146]
an. Zum anderen resultieren aus einer Fusion mehrerer Belegungskarten mit unter-
schiedlichen Bezugssystemen zwangsweise Diskretisierungsfehler, die es zu beachten gilt.
Weiterhin treffen Sensordaten von anderen Verkehrsteilnehmern in der Regel mit hoher
Latenz ein, diese gilt es ebenso zu berücksichtigen.
• Der Belegungszustand wird in dieser Arbeit durch die Wahrscheinlichkeitstheorie ge-
schätzt. In Abschnitt 3.6.2 wurde die DST beschrieben. Es bleibt zu untersuchen, welche
Verbesserungen durch die Modellierung mit der DST erreicht werden. Die Unsicherheit
im Belegungszustand kann, wie in Abschnitt 3.6.2 beschrieben, auch dazu genutzt wer-
den, die dynamische Zellverfeinerung zu steuern. Die Vorteile einer Detaillierungssteue-
rung anhand der geschätzten Unsicherheit des Belegungszustandes einer Zelle bleiben
mit einer Implementierung und Auswertung zu zeigen.
• Neben den Belegungszuständen belegt (OCC) und frei (EMP) könnten beispielswei-
se durch die DST auch mehrere Objektklassen unterschieden werden. Unter Zuhilfe-
nahme eines kamerabasierten Klassifikators ließen sich beispielsweise die Zellklassen
Fahrbahn, Fahrbahnmarkierung, Hindernis, PKW, LKW, Zweiradfahrer und Fußgän-
ger unterscheiden.
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• Viele aktive Sensoren wie Laserscanner und Radarsensoren liefern für jede Messung
einen Amplitudenwert oder eine Echopulsbreite, die nähere Rückschlüsse über die re-
flektierte Energie erlauben. Es bleibt zu untersuchen, ob sich mit diesen Informationen
die zu integrierenden Belegungswahrscheinlichkeiten gewinnbringend anpassen lassen.
• Alle Implementierungen wurden für Standard PC-Hardware vorgenommen. Die Über-
tragung der Software auf Steuergeräte, die im Fahrzeug eingesetzt werden können, steht
noch aus. Durch die Umstrukturierung der Quad- oder Octree-Datenstruktur während
der Kartenerstellung und -auswertung sind dynamische Speicherallokationen notwen-
dig, die auf einem Steuergerät problematisch sein können. Die Datenstrukturen könnten
auf den herausforderndsten Fall ausgelegt werden, wodurch jedoch der Gewinn durch
die Reduktion der Auflösung verschwindet. Hierzu muss noch ein Konzept ausgearbeitet
werden. Durch den hierarchischen Aufbau der Datenstruktur ist jedoch eine Paralleli-
sierung der Operationen auf der Datenstruktur möglich, so dass bei einer Adaption
für ein FPGA (engl. Field Programmable Gate Array) Geschwindigkeitsvorteile durch
parallele Verarbeitungsmodule genutzt werden können.
• Die Parallelisierbarkeit der Operationen auf der Datenstruktur lässt sich auch in einem
anderen Kontext nutzen: Ein Grafikprozessor GPU (engl. Graphics Processing Unit)
kann über eine API oftmals direkt programmiert werden, wie das Beispiel von CU-
DA (engl. Compute Unified Device Architecture) zeigt. Da ein GPU über sehr schnelle
parallele Recheneinheiten verfügt, würde eine Implementierung hierfür deutlich feine-
re Zellen wie bisher ermöglichen. Durch die vorgestellten Algorithmen sind lokal Zel-
lauflösungen im Zentimeterbereich möglich. Durch eine GPU-Implementierung ließen
sich möglicherweise Zellen im Millimeterbereich darstellen. Dies wäre insbesondere für
Forschungs- und Evaluierungszwecke von Interesse.
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Simultane Selbstlokalisierung und Kartierung
Für eine komplexe Situationsanalyse ist neben der Kenntnis über andere Verkehrsteilneh-
mer sowohl der dynamische Zustand des eigenen Fahrzeuges als auch dessen Pose relativ zu
statischen Objekten der Umgebung erforderlich. Die Pose beinhaltet die Position und die Ori-
entierung des Fahrzeuges im Raum. In diesem Kapitel wird die Schätzung des Zustandes des
eigenen Fahrzeuges in Kombination mit der Erstellung einer Karte mit statischen Objekten
betrachtet. In der Literatur wird dieses Verfahren als SLAM bezeichnet (engl. Simultaneous
Localization and Mapping).
4.1 Motivation
Die Kenntnis über die Pose des eigenen Fahrzeuges und dessen Dynamik ist für moderne
Fahrerassistenz- und Sicherheitssysteme essentiell. Navigationsgeräte sollen beispielsweise in
Tunneln nicht ausfallen, sondern die eigene Position weiter aktualisieren. Radarsensoren als
weiteres Beispiel benötigen Eigenbewegungsdaten für die Verfolgung von Verkehrsteilneh-
mern.
Eine grundlegende Posen- und Bewegungsschätzung kann durch Odometriedaten erfolgen.
Aus der Anzahl der Umdrehungen der Räder und deren Umfang kann man auf Positions-
und Lageänderungen schließen. Es wird jedoch keinerlei Höheninformation erfasst, so dass ei-
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ne Positionierung ausschließlich in der zweidimensionalen Ebene erfolgt. Wesentlich genauere
Daten können durch ein Inertialmesssystem (IMU, engl. Inertial Measurement Unit) ermittelt
werden, das Gier-, Nick- und Wankrate sowie die Beschleunigungen entlang den drei Sensor-
koordinatenachsen misst. Der dreidimensionale Fahrbahnverlauf ist relevant für die Fahrt auf
Rampen oder in Steilkurven.
Doch selbst bei Inertialmesssystemen akkumulieren sich Messfehler über die Zeit auf, so dass
Korrekturen durch absolute Stützmessungen notwendig sind, die beispielsweise durch GPS
bestimmt werden können. Die Verfügbarkeit von GPS ist unter Umständen jedoch einge-
schränkt, wie in Häuserschluchten oder Tunneln, so dass dies keine allgemeingültige Lösung
darstellt. Aufgrund der Akkumulierung von Messfehlern entsteht ohne absolute Stützmessun-
gen folgendes Problem: Kehrt ein Fahrzeug nach einer Fahrt wieder an den Ausgangspunkt
zurück, so entspricht die Schätzung der Pose unter Umständen nicht wieder der Ausgangspo-
se, wie erwartet. Über die Erkennung und Wiedererkennung von Merkmalen in der Umgebung
lässt sich dieses „Loop Closing“-Problem lösen. Dieses Verfahren wird Selbstlokalisierung ge-
nannt.
Zur Selbstlokalisierung werden Sensoren eingesetzt, welche die Umgebung geeignet erfas-
sen. Durch Änderungen in der wahrgenommenen Umgebung während der Fahrt lassen sich
Posenänderungen des Fahrzeuges schätzen. Dies kann durch die Registrierung zweier zeitlich
aufeinanderfolgender Messungen erfolgen oder durch die Registrierung der aktuellen Messung
auf eine Repräsentation vorangegangener Sensormessungen, die beispielsweise durch eine Be-
legungskarte dargestellt wird. Mit einer Posenschätzung basierend auf einer Belegungskarte
ist zudem eine relative Positionierung zu statischen Objekten möglich. Die Zuordnung zu
einer Fahrspur, die Bestimmung des Abstands zum Fahrbahnrand oder die Bestimmung des
Abstands und die Orientierung zu einer Parklücke sind mögliche Anwendungen.
Weiterhin ist die Kenntnis über den Zustand des eigenen Fahrzeuges Grundvoraussetzung
für den Aufbau einer Belegungskarte. Für die Erstellung der in Kapitel 3 eingeführten Be-
legungskarte wird vorausgesetzt, dass die Pose des eigenen Fahrzeuges bekannt ist. Erst die
Kenntnis über die exakte Position und Orientierung zum Zeitpunkt der Messung ermöglicht
die Erstellung einer präzisen Karte. In der Praxis stehen jedoch weder eine genaue Karte noch
genaue Poseninformationen zur Verfügung. Somit sind beide Aufgaben simultan zu lösen.
Abbildung 4.1 veranschaulicht das SLAM-Problem. Die zur Kartierung notwendige Pose wird
durch die Lokalisierung ermittelt, die wiederum eine genaue statische Karte benötigt. Das
Problem wird vereinfacht, wenn neben dem Distanzprofil eines Umgebungssensors weitere
Informationen zur Verfügung stehen: Die Odometrie kann zur Initialisierung der Selbstloka-









Abbildung 4.1 – Architektur: Simultane Selbstlokalisierung und Kartierung.
Zielsetzung für die Selbstlokalisierung
Ein GPS ist im automobilen Kontext in der Regel verfügbar, um eine grobe absolute Lo-
kalisierung durchzuführen. Es wird deshalb ein Verfahren gesucht, um diese Posenschätzung
lokal zu verbessern, da die Genauigkeit von GPS für zukünftige Fahrerassistenzsysteme in
der Regel nicht ausreicht und die Odometrie dazu tendiert, durch Kalibrierfehler und Rei-
fenschlupf ungenaue Werte zu liefern. Dennoch soll es möglich sein, die Messungen von GPS
oder der Odometrie einfließen zu lassen.
Für globale Navigationsaufgaben ist das „Loop-Closing“-Problem zu lösen. Navigationsaufga-
ben werden in dieser Arbeit jedoch nicht betrachtet, das Loop-Closing-Problem wird deshalb
für die Selbstlokalisierung außer Acht gelassen. Für eine lokale Kartierung und Posenschät-
zung muss dieses Problem auch nicht gelöst werden, da hier die absoluten Fehler vernachläs-
sigt werden können. Dies wird anhand der folgenden Anwendungen deutlich: Einen PKW in
eine Parklücke zu führen, eine Reaktion auf potentiell kollidierende Verkehrsteilnehmer in der
näheren Umgebung (PreCrash), die Querführung auf der Autobahn (Spurwechselassistent)
oder die Reaktion auf Fußgänger, die möglicherweise die Straße betreten - diese Funktionen
greifen lediglich auf eine lokale Karte und die darin befindlichen bewegten Objekte zurück.
Ebenso außer Acht gelassen werden die Besonderheiten der Selbstlokalisierung durch die Ana-
lyse aufeinanderfolgender Kamerabilder, auch als visuelle Odometrie bekannt. Die Selbstlo-
kalisierung soll stattdessen sowohl mit hochaufgelösten sphärischen Distanzprofilen als auch
mit wenigen Messpunkten aus einer Ebene arbeiten. Weiterhin werden Möglichkeiten zur
dreidimensionalen Selbstlokalisierung auf Basis einer dreidimensionalen Karte untersucht.
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Kapitelübersicht
In Abschnitt 4.2 dieses Kapitels wird der Stand der Technik für SLAM-Ansätze beschrieben.
Nach einer Einführung in die Eigenbewegungsschätzung durch ein erweitertes Kalman-Filter
in Abschnitt 4.3 wird die Integration der Messungen der Odometrie in Abschnitt 4.4 vorge-
stellt. Als Lokalisierungsverfahren werden in Abschnitt 4.5 rasterbasierte Verfahren beschrie-
ben. Die Pose des Fahrzeuges wird dabei durch die Registrierung von Sensorrohdaten auf die
statische Belegungskarte geschätzt. In Abschnitt 4.6 wird eine Evaluierung der vorgestellten
Ansätze durchgeführt, indem die geschätzten Fahrzeugpositionen mit der Referenzsensorik
verglichen werden. Anschließend wird in Abschnitt 4.7 ein Verfahren zur absoluten Lokali-
sierung durch einen dreidimensionalen Kartenabgleich skizziert. Das Kapitel endet mit einer
Zusammenfassung und einem Ausblick in Abschnitt 4.8.
4.2 Stand der Technik
Thrun gibt in [127] einen historischen Rückblick über die Kartierung in der Robotik. In
[130] werden mehrere Verfahren vertieft und detailliert beschrieben. Seit den 1990er Jahren
dominieren probabilistische Methoden zur Kartierung.
4.2.1 Kalman-SLAM
Smith beschreibt 1990 [114] ein Lokalisierungsverfahren namens „stochastische Karte“. Bezie-
hungen zwischen Objekten werden probabilistisch modelliert. Die Unsicherheiten vergrößern
sich bei Bewegungen des Roboters und verringern sich entsprechend bei neuen Beobachtun-
gen. Als Filterverfahren wird das Kalman-Filter eingesetzt, das die Verbundwahrscheinlich-
keit über die Position des Roboters und die Position von K Landmarken im Zustandsvektor
schätzt. Die Rechenzeit steigt quadratisch mit der Anzahl der Landmarken, die typischer-
weise zwischen 10 und 100 liegt. Das Verfahren ist in der Literatur auch unter dem Namen
Kalman-SLAM bekannt.
Durch die Weiterentwicklung von Kalman-SLAM zu FastSLAM von Montemerlo [84] und
Thrun [126] lässt sich die Rechenzeit auf O(logK) reduzieren. Der Vorteil der Kalman-
SLAM Algorithmen ist, dass sie streng konvergieren. Der Hauptnachteil ist jedoch, dass das
Korrespondenz-Problem nicht gelöst ist und gleiche Landmarken nicht wiedererkannt werden.
Himmelsbach [58] stellt ein neues SLAM-Verfahren namens Topological FastSLAM vor. Die-
ses ist eine Erweiterung von FastSLAM um lokale Unterkarten, um das Problem des Loop-
Closing lösen. Die Auswertung erfolgt anhand simulierter Daten.
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Selbstlokalisierung über Punktkorrespondenzen
Gutmann [56] vergleicht unterschiedliche Verfahren zur Registrierung von Laserscannermes-
sungen (engl. Scan Matching) für Roboter im Innenraum. Er setzt eine Kombination aus
zwei Verfahren ein: Beim Cox-Verfahren werden aus Messdaten Geraden extrahiert, welche
aufeinander registriert werden. Dieses Verfahren funktioniert nur in Umgebungen, die durch
ebene Wände begrenzt sind. Beim ICP (engl. Iterative Closest Point)-Algorithmus hingegen
werden direkt die Abstände zwischen korrespondierenden Punkten minimiert. Dieser Algo-
rithmus arbeitet auch in Umgebungen ohne ebene Wände, zeigt jedoch deutliche Nachteile
bei langen Korridoren. Gutmann setzt, je nach vorgefundener Situation, den Algorithmus ein,
der die besseren Ergebnisse liefert.
Der ICP-Algorithmus [7] dient dazu, Punktwolken zu registrieren. Dabei wird die Summe der
quadratischen Abstände zwischen einzelnen Punkten minimiert. Im ursprünglichen Algorith-
mus wird davon ausgegangen, dass jeder einzelne Punkt in einer Menge jeweils eine exakte
Korrespondenz in der anderen Menge hat. Dies ist bei einer Fahrt mit einem Laserscanner
jedoch nicht der Fall. Abbildung 4.2 schildert dies an einem Extremfall: In einem Tunnel oh-
ne Merkmale außer den Wänden ändert sich die Umgebung für einen Laserscanner während
der Geradeausfahrt nicht. Somit ist eine Selbstlokalisierung nicht ohne weiteres möglich. Der
ICP-Algorithmus würde eine exakte Übereinstimmung zwischen den Punktmengen ermitteln,
aber keine Positionsänderung.
k-1 k
Abbildung 4.2 – Fahrt durch einen Tunnel. Es sind keine Merkmale zur longitudinalen Loka-
lisierung vorhanden. Die Umgebung sieht an der Position zum Zeitpunkt k− 1 genauso aus wie
an der Position zum Zeitpunkt k.
Mit solchen schwachen Merkmalen ist es generell nicht möglich, eine vollständige Selbstloka-
lisierung durchzuführen. Es lassen sich Informationen über die laterale Translation und das
Gieren ableiten. Über die longitudinale Translation jedoch lässt sich nichts aussagen. Die-
ses Nicht-Wissen muss bei der Selbstlokalisierung berücksichtigt werden, um an dieser Stelle
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beispielsweise die genaueren Messungen von der Odometrie einfließen zu lassen. Wang [136]
führt für den ICP-Algorithmus hierzu vielfach Registrierungen mit unterschiedlichen Initia-
lisierungen durch.
Die Lösung des SLAM-Problems in drei Dimensionen erfordert die Bestimmung von sechs
Parametern: Die drei Raumkoordinaten sowie den Roll-, Nick- und den Gierwinkel. Deshalb
wird das Problem auch als 6D-SLAM bezeichnet [93]. Zur Lösung des 6D-SLAM-Problems
werden von Nüchter [94] einzelne 3D-Scans mit dem ICP-Algorithmus [3] registriert. Als La-
serscanner kommt dabei der AIS 3D Laserscanner [121] zum Einsatz. Hierbei handelt es sich
um einen einzeiligen SICK LMS 200, der durch einen seitlich angebrachten Servo Nickbewe-
gungen durchführen kann und somit in der Lage ist 3D-Scans zu erstellen. Für einen Scan mit
181 · 256 Datenpunkten benötigt dieser 3,4 Sekunden. Eine initiale Schätzung für die Trans-
formation wird mit Hilfe von Octrees berechnet: Hier werden überlagerte 3D-Punktmengen
und die daraus resultierenden Octrees registriert. Alleine dieser Schritt benötigt für 20.000 –
300.000 Punkte bis zu 2 Sekunden Rechenzeit [93]. Zur Steigerung der Geschwindigkeit wird
die Anzahl der Messpunkte reduziert. Benachbarte Punkte eines 2D-Scans werden durch deren
Mittelpunkt ersetzt; anschließend wird nur jede dritte Ebene verwendet um den 3D-Scan zu
bilden. Um benachbarte Punkte schneller zu finden, erfolgt die Suche durch einen approximie-
renden kd-Baum. Eine Einführung in kd-Bäume findet sich in Abschnitt 3.5.2. Im Vergleich
zwischen einer zweidimensionalen und einer dreidimensionalen Variante hat sich herausge-
stellt, dass die dreidimensionale Variante im Vorteil ist, da hier wesentlich mehr Merkmale
zur genauen Registrierung vorhanden sind [93]. Ein interessanter Einsatzzweck wird in [94]
verfolgt: Die Kartierung einer verlassenen Mine, von der keine genauen 3D-Karten existieren,
mit einem autonomen Roboter.
In Sequenzen, in denen gute Merkmale und dichte Daten vorhanden sind, ist es möglich mit
einem auf Punktkorrespondenzen basierenden Algorithmus sehr gute Ergebnisse zu erhalten,
wie beispielsweise von Moosmann [86] gezeigt. Hier wird ein Velodyne HDL-64E verwendet,
der sehr dichte Punktwolken liefert. Es wird eine Sequenz mit sehr starken Merkmalen in
einer Stadt untersucht.
Rasterbasierte Selbstlokalisierung
C.-C. Wang [136] stellt einen Ansatz vor, um Selbstlokalisierung und die Detektion be-
wegter Objekte integriert zu lösen. Dazu nutzt er eine 2D-Belegungskarte für innerstädti-
sche Szenarien. Das Loop-Closing Problem löst er über eine merkmalsbasierte Darstellung,
wogegen die Selbstlokalisierung über kurze Distanzen über Korrelationsmethoden auf 2D-
Kartenabschnitten gelöst wird.
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Weiss benutzt Belegungskarten zur Selbstlokalisierung im Kontext Fahrerassistenzsysteme
[141, 139]. Zur Lokalisierung wird zunächst die Eigenbewegung verwendet, die durch Drehra-
te, Radgeschwindigkeiten und Lenkwinkel geschätzt wird. Die Lokalisierung wird durch einen
gitterbasierten Ansatz gestützt. Hier wird der Freiheitsgrad geschätzt, der am meisten zu ei-
ner verbesserten Schätzung beträgt: Der Gierwinkel. Um die Unsicherheit der Fahrzeugpose
in Betracht zu ziehen, wird diese mit den Messunsicherheiten des Sensors überlagert. Als
Sensor wird ein Laserscanner Ibeo Alasca XT (siehe Abschnitt 2.4.2) verwendet. Um auch
beim Schleudern des Fahrzeuges korrekte Ergebnisse zu erhalten, erfolgt eine Lokalisierung
mit einem hybriden SLAM-Ansatz [138, 139, 140]. Hierzu wird bei der Detektion von Schleu-
dern des eigenen Fahrzeuges durch die ESP-Sensorik auf einen aufwändigeren Algorithmus
umgeschaltet: Ein merkmalsbasierter Ansatz mit Punktlandmarken namens TrAss (von engl.
Triangle Association). Aus der Belegungskarte werden Punktmerkmale extrahiert, von denen
jeweils drei zu einem Dreieck zusammengefasst werden. Diese können durch Lagebeziehungen
assoziiert werden, was die Eigenlokalisierung verbessert. Weiss erreicht eine Genauigkeit von
1m in der Positionsschätzung mit Landmarkennavigation, im Vergleich zum Fehler von 20m
nur mit der Odometrie [139].
Vu [133] schlägt ein Verfahren namens „Voting SLAM“ vor, bei dem eine Gütefunktion ma-
ximiert wird, welche die Überdeckung des aktuellen Scans mit der bestehenden Karte be-
schreibt. Dazu wird die eigene Pose bis zu 400-fach zufällig variiert und das Ergebnis mit der
besten Güte ausgewählt. Konzeptuell findet der Algorithmus selten exakt das Maximum, hat
aber dafür den Vorteil, dass er nicht in lokalen Maxima stecken bleibt.
Levinson [79] kalibriert den Velodyne-Laserscanner, so dass alle 64 Ebenen eine homogene
Intensität liefern. Für einzelne Zellen einer Karte wird neben der mittleren Intensität aller
angefallenen Messungen auch deren Varianz gespeichert. Statische Objekte kennzeichnen sich
durch eine geringe Varianz, wogegen die Fahrbahn typischerweise eine hohe Varianz aufweist.
In einer Offline-Verarbeitung mit mehreren Messfahrten erhält er einen mittleren Positions-
Fehler von 0,09m.
Selbstlokalisierung über Monte-Carlo-Methoden
Eliazar [36] schätzt mit einem Verfahren namens DP (engl. Distributed Particle)-SLAM die
Karte und die Roboterpose simultan. Dazu wird ein Partikelfilter verwendet. Jedes Partikel
der multivariaten Verteilung drückt sowohl die Roboterpose als auch die Beobachtungen aus.
Um die resultierenden Karten nicht duplizieren zu müssen, werden in jeder Zelle alle Beobach-
tungen in einem balancierten Baum abgelegt. Das Verfahren findet mit einem Laserscanner
im Innenraum eines Gebäudes Anwendung.
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Fairfield et al. [42] benutzen ein Partikelfilter zur Lösung des SLAM-Problems mit Octree-
Evidence-Grids. Ziel ist die Erkundung von wassergefüllten Kalksteinlöchern (Cenoten). Als
Sensoren werden Ultraschallsensoren eingesetzt.
Frei verfügbare Implementierungen zur Lösung des SLAM-Problems werden durch das Open-
SLAM.org-Projekt [115] zur Verfügung gestellt.
Weitere Lokalisierungsmethoden im Kontext
Fahrerassistenzsysteme
Über die Registrierung einer Belegungskarte mit einer digitalen Karte, genannt Kartenab-
gleich (engl. Map Matching), lässt sich die Schätzung der Fahrzeugpose durch absolute Stütz-
messungen verbessern.
Konrad [75] und Szczot [122] beschreiben eine Fahrbahnverlaufsschätzung basierend auf der
Registrierung von einer lokalen Belegungskarte zu einer digitaler Karte. Dazu wird ein La-
serscanner eingesetzt. Ziel ist, basierend auf einer initialen GPS-Messung, eine exakte Po-
sitionierung zu erlauben und mit den vorhandenen digitalen Kartendaten eine erweiterte
Fahrbahnvorausschau zu erreichen. Dies dient unter anderem dazu, die Relevanz eines Ob-
jektes zu bestimmen. Wenn sich ein Fußgänger auf der Fahrbahn befindet, muss anders auf
ihn reagiert werden, als wenn er sich neben der Fahrbahn befindet. Schüle [109] untersucht
den gleichen Sachverhalt, basierend auf den Daten eines bildgebenden Radarsensors.
In der Forschungsinitiative Ko-FAS (Kooperative Fahrerassistenzsysteme) werden im Teil-
projekt Ko-TAG kooperative Transponder untersucht. Schwarz stellt diese in [108] vor. Die
Transponder können dazu genutzt werden, die Fahrzeugposition zu bestimmen. Mit Ab-
standsmessungen zu drei Transpondern kann die eigene Position trianguliert werden. Wei-
terhin können die Transponder ihre absolute Position übermitteln, so dass eine absolute
Positionierung möglich ist.
4.3 Schätzung des Fahrzeugzustandes
Informationen über den Fahrzeugzustand können häufig nicht exakt gemessen werden. Eine
Fahrt durch einen Tunnel verhindert beispielsweise GPS-Messungen. Odometriedaten werden
durch Schleuderbewegungen sehr ungenau. Das Ziel einer genauen Eigenbewegungsschätzung
ist es daher, möglichst alle verfügbaren Informationen über die eigene Pose und deren Än-
derung über die Zeit einfließen zu lassen. Als eine Informationsquelle dient die Fahrzeugodo-
metrie. Diese wird vom ESP (Elektronisches Stabilitätsprogramm)-Steuergerät ermittelt und
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beinhaltet beispielsweise die Geschwindigkeit v und die Gierrate Ψ̇ des Fahrzeugs. Weiter-
hin können durch GPS ermittelte Positionsinformationen einfließen sowie Posenänderungen,
die durch die Umgebungssensorik erfasst werden können. Das erweiterte Kalman-Filter eignet
sich zur Fusion dieser mit Unsicherheiten behafteten Messungen. Zur Schätzung des Zustands
des Fahrzeugs werden die zu schätzenden Parameter in einem Zustandsvektor zusammenge-
fasst.
4.3.1 Zustandsraum
Um im dreidimensionalen kartesischen Raum die Position eines Objektes anzugeben, sind drei
Koordinaten notwendig: x, y und z. Um zusätzlich die Orientierung des Objektes im Raum
anzugeben, sind drei weitere Parameter notwendig. Hier können unter anderem die drei Euler-
Winkel genutzt werden: Die Rotation um die x-Achse Φ (Rollen), die Rotation um die y-Achse
Θ (Nicken) und die Rotation um die z-Achse Ψ (Gieren). Die Position und Orientierung
zusammengenommen wird als Pose bezeichnet und wie in Gleichung (3.3) dargestellt als xF
geschrieben.
Um die Pose des Fahrzeugs prädizieren zu können, sind weiterhin Informationen über die
Dynamik des Fahrzeugs notwendig. Die Änderung der Orientierung kann durch die Win-
kelgeschwindigkeiten Φ̇, Θ̇ und Ψ̇ beschrieben werden. Die Geschwindigkeit des Objektes in
Fahrtrichtung wird mit v bezeichnet. Von Beschleunigungssensoren kann gegebenenfalls die
Beschleunigung eines Objektes gemessen werden, diese erhöht die Genauigkeit einer Prädik-
tion. Die Beschleunigung wird mit a bezeichnet. Geschwindigkeiten oder Beschleunigungen,
welche auf die y-Achse oder auf die z-Achse wirken, werden nicht modelliert, sondern fließen
als Rauschen in die Zustandsschätzung ein.
Abbildung 4.3 zeigt den Zustand des Fahrzeuges in Bezug auf das ENU-Koordinatensystem,
wie in Abschnitt 3.3.1 beschrieben. Der Zustandsvektor x, der den Fahrzeugzustand be-
schreibt, wird aus allen Komponenten zusammengesetzt:
x =
[




Die Positionsänderung des Fahrzeuges zwischen zwei Zeitpunkten wird über die drei Trans-
lationskomponenten ∆x, ∆y und ∆z angegeben. Zur Bestimmung dieser Komponenten wird
ein Fahrzeugmodell ähnlich wie in Mählisch [91] verwendet. Das Modell wurde lediglich auf
die dritte Raumdimension erweitert.





















Abbildung 4.4 – Koordinierte Fahrt auf einer Kreisbahn.
In Abbildung 4.4 ist die Bewegung eines Fahrzeuges auf einer Kreisbahn skizziert. Aus dieser
Bewegung ergeben sich für die Translation folgende Komponenten:
∆x = v sin(Ψ̇∆t)Ψ̇−1 (4.2)
∆y = v(1− cos(Ψ̇∆t))Ψ̇−1 (4.3)
In Abbildung 4.5 ist die modellierte Nickbewegung zu sehen. Hieraus ergeben sich für die
Translation folgende weitere Komponenten:









Abbildung 4.5 – Modellierte Nickbewegung des Fahrzeuges bei unebener Straße.
∆x = v sin(Θ̇∆t)Θ̇−1 (4.4)
∆z = v(1− cos(Θ̇∆t))Θ̇−1 (4.5)
Die Rotation des Fahrzeuges wird durch die kartesische 3x3-Rotationsmatrix Rxyz beschrie-
ben, siehe Gleichung (3.5). Mit den Gleichungen (4.2)–(4.5) und der Annahme, dass sich die
Winkel Φ, Θ, Ψ und die Geschwindigkeit v linear mit der Zeit ändern und die Winkelge-
schwindigkeiten Φ̇, Θ̇, Ψ̇ und die Beschleunigung a konstant sind, kann die Zustandsüber-
gangsfunktion f(xt,∆t) aufgestellt werden:






+ s(v, Θ̇, Ψ̇,∆t)
Φ + Φ̇ ∆t
Θ + Θ̇ ∆t
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Dabei fasst die Funktion s(v, Θ̇, Ψ̇,∆t) die drei Translationskomponenten zusammen:
s(v, Θ̇, Ψ̇,∆t) = Rxyz





Hierbei sei erwähnt, dass jeweils Sonderbehandlungen auszuführen sind, wenn entweder die
Nickrate Θ̇, die Gierrate Ψ̇ oder beide Null werden, da ansonsten die Translationskompo-
nenten nicht mehr definiert sind. Dies ist entsprechend durch bedingte Verzweigungen gelöst,
die jeweils eine entsprechend einfachere Zustandsübergangsfunktion realisieren. Aufgrund der
Übersichtlichkeit wird an dieser Stelle auf eine Darstellung verzichtet.
Zur Verwendung mit einem erweiterten Kalman-Filter ist des Weiteren die Linearisierung der




Mit diesem Wissen kann nun der Systemzustand x und die Prozessfehlerkovarianzmatrix P
im Prädiktionsschritt des EKF prädiziert werden:
x̂∗k = f(x̂k−1,∆t) (4.9)
P∗k = Fk−1P̂k−1FTk−1 + Qk−1 (4.10)
Kovarianzmatrix Prozessrauschen
Die in der Zustandsübergangsfunktion (4.6) als konstant angenommenen Komponenten sind
in der Realität im Allgemeinen nicht konstant. Um dies im EKF abzubilden, werden die Än-
derungen dieser Komponenten in der Kovarianzmatrix des Prozessrauschens Q als Rauschen
berücksichtigt. Q ist definiert als Diagonalmatrix:
Q = diag
(









Zur konkreten Wahl der Größen σΦ̇, σΘ̇, σΨ̇ und σa sei auf Abschnitt 4.6.2 verwiesen.
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4.4 Odometrie
Die Odometrie selbst zählt nicht zu den Lokalisierungsverfahren, sondern beschreibt die er-
wartete Änderung der Pose des Sensorfahrzeuges basierend auf den Aktoren im Fahrzeug:
Den Radumdrehungen und dem Lenkwinkel. Da die Odometrie einen guten Anhaltspunkt
über die Bewegung des Sensorfahrzeuges liefert, wird sie häufig als Initialisierung für Selbst-
lokalisierungsalgorithmen verwendet. Das ESP-Steuergerät ermittelt aus den einzelnen Rad-
drehzahlen bereits eine kombinierte Fahrzeuggeschwindigkeit vo. Ein Gierratensensor liefert
die Gierrate Ψ̇o.
4.4.1 Modellierung einer Messung












Zur Wahl der konkreten Größen von vo und σΨ̇o sei auf Abschnitt 4.6.2 verwiesen.
4.4.2 Integration der Messungen
Eine Messung des ESP-Sensors yo,t vom Zeitpunkt t wird über die Messmatrix Go in das
EKF integriert, die den Zustandsvektor direkt auf den Messvektor abbildet:
Go =
 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1 0 0
 (4.14)
Über diese Messungen erreicht die Eigenbewegungsschätzung bereits akzeptable Ergebnisse,
die häufig auch direkt so verwendet werden. Über die Zeit akkumulieren sich Fehler jedoch
stark auf, die beispielsweise durch Reifenschlupf oder Unterschiede im Reifendruck entstehen.
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Um den entstehenden Fehler zu minimieren und sowohl Schleuderbewegungen als auch Nick-
und Wankbewegungen des Fahrzeuges erfassen zu können, werden im Folgenden Möglichkei-
ten untersucht, um zusätzlich Messungen aus der Umgebungserfassung in die Fahrzeugposi-
tionsschätzung zu integrieren.
4.5 Rasterbasierte Selbstlokalisierung
Bei der rasterbasierten Selbstlokalisierung wird ein möglichst hoher Grad der Überlagerung
zwischen zwei Belegungskarten oder einer bestehenden Belegungskarte und der aktuellen
Messung gesucht. Genauer gesagt wird die Transformationsmatrix TFKt−1→FKt gesucht, die
eine Überführung der Fahrzeugpose zum Zeitpunkt t − 1 zur Fahrzeugpose zum Zeitpunkt
t darstellt. Diese Transformation wird in der Regel über eine Registrierung der aktuellen
Messung entweder mit der vorangegangenen Messung oder aber mit einer akkumulierten Re-
präsentation einer Historie vorangegangener Messungen ermittelt. Durch diese Registrierung
liegt direkt eine Messung der gesuchten Parameter x, y, z, Φ, Θ und Ψ vor.
Um bekannte Optimierungsverfahren wie den Simplex-Algorithmus einsetzen zu können, wird
eine Gütefunktion definiert, die den Grad der Überlagerung angibt. Um die aktuelle Messung
nicht zuerst in eine rasterbasierte Darstellung überführen zu müssen, was Diskretisierungs-
fehler mit sich bringen würde, wird eine Gütefunktion gesucht, welche die Überlagerung einer
Messung im kontinuierlichen Raum zu einer Belegungskarte liefert.
4.5.1 Definition der Gütefunktion
Da die Gütefunktion die Überlagerung einer Messung mit der Belegungskarte beschreibt, sind
Abfragen von Zellen der Karte notwendig. Dies erfolgt unter Berücksichtigung der Messunsi-
cherheiten. Es wird zunächst das in Abschnitt 3.5.4 beschriebene Verfahren benutzt, um die
Menge aller Zellen ni,d ∈ Nd in einem Bereich Qd um den d.-ten Messpunkt pd der Messung
y zu bestimmen. m(ni) bezeichnet hierbei den Mittelpunkt des Knotens i in Kartenkoordi-
naten. Der Bereich Q wird jeweils bestimmt als umschreibender Quader um das 3σ-Ellipsoid
des d.-ten Messpunktes pd.
Die Gütefunktion h ist dann definiert als die Summe der Wahrscheinlichkeiten aller belegten
Zellen, die von Messungen überstrichen werden, gewichtet nach deren Messunsicherheiten
(4.15). Diese Gütefunktion hat zwei Vorteile: Zum einen muss nicht zuerst aufwändig ei-
ne rasterbasierte Repräsentation der Messung erstellt werden, zum anderen werden damit
Diskretisierungsfehler vermieden.
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Die Gütefunktion h ist abhängig von der Transformationsmatrix TSK→KK, die wiederum
aus der Sensoreinbaulage TSK→FK (konstant) und aus der Matrix TFK→KK zusammengesetzt
ist. TFK→KK kann aus der Pose xF berechnet werden. Eine Maximierung der Gütefunktion
resultiert daher in einer Bestimmung der Pose des Sensorfahrzeuges, bei der die aktuelle























pKKd = TFK→KK(xF ) ·TSK→FK · pd (4.16)
Die Gütefunktion h ist nichtlinear. Im Folgenden werden daher nichtlineare Optimierungsver-
fahren zur Maximierung der Gütefunktion betrachtet. Da diese häufig als Minimierungspro-
bleme formuliert sind, wird das Maximierungsproblem in ein Minimierungsproblem überführt
und eine Kostenfunktion cost(xF ) definiert:
cost(xF ) = −h(xF ) (4.17)
4.5.2 Definition der Messung
Um die Pose des Fahrzeuges xF zu schätzen, wird die Messung der Pose des Fahrzeuges in
einem Messvektor yFg zusammengefasst. Dieser wird durch eine Registrierung der aktuellen
Messung mit der bestehenden Umgebungskarte bestimmt:
yFg =
[




Die Messunsicherheit für die geschätzte Pose des Fahrzeuges im Raum ist notwendig, um eine
Aussage darüber treffen zu können, wie zuverlässig die Schätzung in unterschiedlichen Rich-
tungen ist. Diese Information ist insbesondere bei der Fusion von Messungen unterschiedlicher
Quellen hilfreich.
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Wenn die geschätzte Pose des Fahrzeuges als Zufallsvariable betrachtet wird und die Gü-
tefunktion h als zugehörige Wahrscheinlichkeitsdichteverteilung, kann durch eine Varianz-
schätzung die Messunsicherheit bestimmt werden. Die Messunsicherheit wird in der 6x6-
Kovarianzmatrix Rg angegeben. Vereinfachend werden die Unsicherheiten je Koordinaten-
achse als unkorreliert angenommen. Die daraus resultierende Überschätzung der wahren Un-

















Die einzelnen Varianzen werden über einen Varianzschätzer geschätzt. Die Varianz einer





Da die Funktion h nicht analytisch verfügbar ist, wird sie nur an einigen diskreten Stellen
xF +sk ausgewertet. Durch Addition von sk wird jeweils nur eine Komponente von xF variiert,
beispielsweise die erste Komponente:
sk =
[
s0 0 0 0 0 0
]T
(4.21)






xF + sk − yFg
)2
h(xF + sk). (4.22)
Um die Eigenschaft ∑
k
h(xF + sk) = 1 (4.23)
einer Wahrscheinlichkeitsdichteverteilung einzuhalten, wird die Summe durch den Faktor η
auf 1 normiert. Als Mittelwert wird der durch das Optimierungsverfahren ermittelte Punkt
maximaler Güte pb, welcher der gemessenen Pose yF g entspricht, verwendet. Die Varianz σ2xg




(xF + sk − yF g)2h(xF + sk) (4.24)
Die Varianzen σ2yg , σ2zg , σ2Φg , σ2Θg und σ2Ψg werden analog ermittelt.
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Messmatrix
Eine Messung yg,t zum Zeitpunkt t kann direkt über die Messmatrix Gg in das EKF integriert
werden, wobei Gg die Elemente aus x passend auf y abbildet:
Gg =

1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0





Das Gradientenverfahren ist ein Optimierungsverfahren ohne Nebenbedingungen, das einge-
setzt werden kann, um eine reellwertige, differenzierbare Funktion f : Rn → R zu minimieren.
Die Kostenfunktion cost erfüllt diese Bedingungen, der Gradient ∇cost kann an der Stelle

















Für eine effiziente Implementierung muss die Kostenfunktion cost jedoch approximiert wer-
den, indem die Messunsicherheiten jeweils nur im 3σ-Intervall betrachtet werden. Dies führt
zu Unstetigkeitsstellen, so dass ein Gradientenverfahren nicht ohne weiteres einsetzbar ist.
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Downhill-Simplex-Verfahren
Das Downhill-Simplex-Verfahren nach Nelder und Mead [92] dient der Minimierung nichtli-
nearer Funktionen und kommt dabei ohne eine Ableitung aus. Die Anzahl der Freiheitsgrade
wird hier mit N bezeichnet. Im Fall der 2D-Lokalisierung mit N = 3 gibt es vier Anfangs-
punkte, bei der 3D-Lokalisierung mit N = 6 gibt es sieben Anfangspunkte.
Das Verfahren besteht aus mehreren Schritten:
1. Das Simplex S wird aus (N + 1) Anfangspunkten aufgebaut. Ein Anfangspunkt ist die
im Prädiktionsschritt berechnete Fahrzeugpose, die anderen N Punkte werden durch
eine Schrittweite S variiert.
2. Die Funktionswerte an diesen Punkten werden berechnet. Es wird jeweils der beste
Punkt pb := minp∈S cost(p) und der schlechteste Punkt pw := maxp∈S cost(p) unter
ihnen bestimmt.
3. Ist pb ausreichend nahe am Minimum (der Gradient an dieser Stelle ist kleiner ε), wird
das Verfahren erfolgreich beendet. Ansonsten wird der Punkt pw mit dem schlechtesten
Funktionswert durch einen neuen Punkt ersetzt, der durch das Verfahren von Nelder
und Mead bestimmt wird. Das Verfahren wird im Folgenden beschrieben.
4. Fahre mit Schritt 2 fort.
Im Verfahren nach Melder und Nead werden neben den (N+1) Punkten des Simplex folgende






und der Punkt pr, der durch Reflexion des schlechtesten Punktes am Zentrum entsteht:
pr := z + α(z − pw) (4.28)
Hierbei setzt man im Allgemeinen α = 1. Der Punkt mit dem zweitschlechtesten Funktions-
wert sei mit ps bezeichnet.
Pro Iterationsschritt des Verfahrens werden drei Fälle unterschieden:
• Wenn cost(pb) ≤ cost(pr) ≤ cost(ps), also der reflektierte Punkt zwischen dem besten
Punkt und dem zweitschlechtesten Punkt liegt, wird ein Reflexionsschritt durchgeführt.
Dieser ist exemplarisch in Abbildung 4.6a für N = 2 skizziert.

















Abbildung 4.6 – Mögliche Schritte im Downhill-Simplex-Verfahren nach Nelder und Mead.
• Wenn cost(pr) < cost(pb), also der reflektierte Punkt besser als der bisher beste Punkt
ist, wird ein weiterer expandierter Punkt pe betrachtet:
pe := z + β(z − pw)
Im Allgemeinen wird β = 2 gewählt. Gilt cost(pe) < cost(pr), so wird ein Expansions-
schritt durchgeführt; dieser ist in Abbildung 4.6b skizziert. Andernfalls wird lediglich
die Reflexion durchgeführt.
• Wenn cost(pr) > cost(ps), also der reflektierte Punkt schlechter als der bisher zweit-




z + γ(pw − z), cost(pr) > cost(pw)
z + γ(z − pw), sonst
(4.29)
Dabei wird γ im Allgemeinen zu 12 gewählt. Ist cost(pk) < cost(pw), also der kon-
trahierte Punkt besser als der bisher schlechteste, so wird pw durch pk ersetzt. Diese
Kontraktion Typ A ist in Abbildung 4.6c skizziert. Ist der kontrahierte Punkt schlechter
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als der bisher schlechteste, so wird das Simplex in Richtung des Punktes pb kontrahiert.




2 , pi ∈ S, i 6= b
Die Kostenfunktion cost besitzt im Allgemeinen mehrere Minima. Die Zeitschritte ∆t, zu
denen die Selbstlokalisierung durchgeführt wird, haben in der Regel einen geringen Abstand
von beispielsweise 0,1 s. Zudem wird der Zustand auf den aktuellen Zeitpunkt prädiziert
und gegebenenfalls durch einen Innovationsschritt durch die Odometrie aktualisiert. Deshalb
wird angenommen, dass die Lokalität zur Auswertung des absoluten Minimums erfüllt ist.

















Abbildung 4.7 – Visualisierung der dreidimensionalen Gütefunktion für eine Beispielsequenz.
Im Maximum sind jeweils Schnitte durch die x-y-, die x-Ψ- und die y-Ψ-Ebene gelegt. Neben
dem Maximum zeigen sich mehrere Nebenmaxima.
In dieser Arbeit wird auf die Implementierung des Downhill-Simplex-Verfahrens aus der GNU
Mathematikbibliothek (GSL) [1] zurückgegriffen.
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4.6 Ergebnisse
4.6.1 Versuchsträger zur Realdatenauswertung
Zur Auswertung erfolgt eine Installation des implementierten Systems auf einem Versuchsträ-
ger. Das Serienfahrzeug wurde mit einem Messtechnikrechner und der notwendigen Sensorik
ausgestattet. Abbildung 4.8a zeigt den Versuchsträger, eine Mercedes-Benz S-Klasse [19], auf
dem Gelände des Daimler-Forschungszentrums in Ulm. In Abbildung 4.8b ist der Dachge-
päckträger zu sehen, auf dem ein Velodyne HDL-64E, eine GPS- und eine GSM-Antenne
montiert sind. Sowohl die GPS- als auch die GSM-Antenne gehören zur Inertialmesseinheit,
die im Kofferraum installiert ist.
(a) Der Versuchsträger. (b) Links im Bild ist der Velodyne zu
sehen, im Vordergrund die GSM-Antenne
und rechts die GPS-Antenne.
Abbildung 4.8 – Versuchsträger zur Realdatenauswertung.
Umgebungserfassende Sensorik
Zur Umgebungserfassung wird ein Velodyne HDL-64E verwendet, wie in Abschnitt 2.4.2
vorgestellt. Für die zweidimensionale Selbstlokalisierung wird der Einfachheit halber jedoch
lediglich eine der 64 Ebenen genutzt, und zwar diejenige, die parallel zur Fahrbahn verläuft.
Referenzsensorik: ADMA
Weiterhin ist das Fahrzeug mit einem „Automotive Dynamic Motion Analyzer“ (ADMA) [52]
der GeneSys Elektronik GmbH aus Offenburg ausgerüstet.
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Bei dem ADMA handelt es sich um eine auf Laserkreiseln basierende Inertialsensorik (IMU).
Diese wird von einem GPS mit Differentialsignal (DGPS) gestützt und arbeitet damit mit
einer Genauigkeit von 1-2 Zentimetern in der Positionsschätzung. Abbildung 4.9 zeigt die
Inertialmesseinheit. Die Beschleunigungssensoren arbeiten mit einer Genauigkeit von 1mg.
Die faseroptischen Kreisel haben einen Drift von 6◦/h. Die Aufzeichnungen erfolgen per CAN-
Bus mit 100Hz.
Zur Korrektur des GPS-Signals werden per GSM-Verbindung fortwährend GPS-Korrekturda-
ten des Satellitenpositionierungsdienstes SAPOS [27] empfangen und ausgewertet. Um eine
korrekte Arbeitsweise sicherzustellen wurde sowohl die Einbauposition im Kofferraum als auch
die Position der GPS-Antenne auf dem Dach exakt vermessen und im Gerät konfiguriert.
Abbildung 4.9 – ADMA
4.6.2 Bestimmung von Mess- und Prozessrauschen
Über den ADMA kann sowohl das Messrauschen des ESP-Sensors als auch das Prozessrau-
schen der Eigenbewegungsschätzung ermittelt werden.
Messrauschen der Odometrie
In Abschnitt 4.4.1 blieb die Wahl der Größen σvo und σΨ̇o offen. Zur Bestimmung des Mess-
rauschens der Odometriedaten aus dem ESP-Sensor werden diese mit den Referenzdaten aus
dem ADMA verglichen.
Mit dem Versuchsträger wurden dazu mehrere Manöver unter Extrembedingungen aufge-
zeichnet, das heißt mit maximaler Beschleunigung, Verzögerung und Drehrate auf trockenem
Asphalt. In Abbildung 4.10 sind die zugehörigen Messwerte aufgezeichnet. Das Messrauschen












































Abbildung 4.10 – Absoluter Fehler der Odometrie im Vergleich zur Referenz in Extremsitua-
tionen auf trockenem Asphalt.
































Abbildung 4.11 – Absoluter Fehler der Odometrie im Vergleich zur Referenz in normalen
Fahrsituationen auf trockenem Asphalt.
Des Weiteren wurden mehrere Fahrten mit normaler Fahrweise ausgewertet. In Abbildung
4.11 sind die hier zugehörigen Messwerte aufgezeichnet. Die resultierenden Standardabwei-
chungen sind erwartungsgemäß kleiner:












Für die Evaluierung werden die Werte σvo und σΨ̇o eingesetzt. Um mit Extremsituationen
umgehen zu können, ist eine adaptive Anpassung auf σvo,extrem und σΨ̇o,extrem denkbar, basierend
auf v und Ψ̇. Diese Betrachtung ist auf eine trockene Fahrbahn eingeschränkt. Auf nasser
oder eisglatter Fahrbahn würden sich andere Werte ergeben, die in dieser Arbeit jedoch nicht
betrachtet werden.
Prozessrauschen
In Abschnitt 4.3.2 ist die konkrete Wahl der Standardabweichungen σΦ̇, σΘ̇, σΨ̇ und σa für
die Prozessfehlerkovarianzmatrix Q offen geblieben. Mit dem ADMA lassen sich diese nähe-
rungsweise bestimmen, indem die maximalen Werte der zu Grunde liegenden Größen ermittelt
werden.
Über mehrere Fahrten in Grenzsituationen wurden für den Versuchsträger die absoluten
Beschleunigungsänderungen und die absoluten Rotationsbeschleunigungen ermittelt. Hierbei














































Unter der Voraussetzung, dass die diskrete Schrittweite ∆k = 0,1 s beträgt, erhält man die






















4.6.3 Auswertung mit realen Messdaten
Die gitterbasierte Selbstlokalisierung wurde mit realen Messdaten zweier unterschiedlicher
Sequenzen evaluiert.
Sequenz A: Drei Achten vor einem Gebäude
Die erste Sequenz zur Evaluierung der Selbstlokalisierungsalgorithmen besteht aus drei Ach-
ten, die auf dem Gelände des Daimler Forschungszentrums abgefahren wurden. In Abbil-
dung 4.12 ist die Sequenz in der Draufsicht dargestellt. Im Hintergrund ist das Satellitenbild
zu sehen, im Vordergrund die abgefahrene Trajektorie: Die abgefahrene Strecke entspricht
drei „Achten“. Die Positionen, in denen nur einfacher GPS-Empfang ohne Korrekturdaten
möglich war, sind rot gekennzeichnet. Die Positionen, bei denen zumindest grober DGPS-
Empfang vorhanden war, sind in Gelb dargestellt. Sehr guter DGPS-Empfang war gar nicht
vorhanden. Diese Sequenz ist sowohl für GPS mit den starken Abschattungen durch das hohe
Gebäude als auch für die Odometrie herausfordernd, da nur geringe Geschwindigkeiten und
Kurven mit maximal eingeschlagenem Lenkrad gefahren werden.
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Abbildung 4.12 – Einfahrt vor einem Gebäude. Im Hintergrund ist das Satellitenbild zu sehen.
Die Qualität der GPS-Daten in jeder Position ist farblich kodiert.
Abbildung 4.13 zeigt die zu dieser Sequenz geschätzten Positionsfehler des ADMA. Mit Kor-
rekturdaten liegt der geschätzte Fehler konstant bei 0,03m. Sobald aufgrund von Verschattun-
gen durch Gebäude nicht mehr genügend Satelliten sichtbar sind, fällt die Positionskorrektur
weg und die geschätzten Fehler wachsen schnell auf bis zu 0,3m an.









































Abbildung 4.13 – Vom ADMA geschätzter Positionsfehler über die Sequenz in Abbildung 4.12.
Mit Korrekturdaten (GPS-Status 0,2) liegt der geschätzte Fehler konstant bei 0,03m. Sind
jedoch nicht mehr genügend Satelliten sichtbar, fällt die Positionskorrektur weg (Status 0,1)
und die geschätzten Fehler wachsen in dieser Sequenz schnell auf bis zu 0,3m.
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Evaluierung der zweidimensionalen Selbstlokalisierung vor einem Gebäude
Die rasterbasierte Selbstlokalisierung erfolgt durch das Downhill-Simplex-Verfahren. Die ma-
ximale Anzahl an Iterationen wird auf 50 beschränkt, um Echtzeitfähigkeit zu gewährleisten.
Zur zweidimensionalen Selbstlokalisierung werden die Komponenten z, Φ und Θ auf 0 festge-
halten, ansonsten erfolgt das Verfahren analog zur dreidimensionalen Selbstlokalisierung. Die
Belegungskarte hat eine Auflösung von 0,2m und ist auf einen Radius von 60m um das Fahr-
zeug beschränkt. Damit ist die Szene fast zu jedem Zeitpunkt vollständig vom Laserscanner
einsehbar.




















Abbildung 4.14 – Dreifach abgefahrene Acht vor einem Gebäude. Vergleich von rasterbasierter
Selbstlokalisierung zu Odometrie und Referenz durch den ADMA. Startpunkt ist im Ursprung
bei (0,0).
Abbildung 4.14 zeigt die Trajektorien der unterschiedlichen Verfahren. Die Trajektorie des
ADMA bildet die Referenz. Die Fehler, die durch die Odometrie entstehen, sind am größten;
sie akkumulieren sich unbegrenzt. Die Varianten der rasterbasierten Selbstlokalisierung lie-
fern deutlich bessere Ergebnisse, die sehr nahe an der Referenz liegen. Abbildung 4.15 zeigt
die mittleren Fehler der drei Varianten. Die Odometrie liefert über die gesamte Sequenz einen
mittleren Fehler von 2,24m zur Referenz. Durch die Fusion von rasterbasierter Selbstlokali-
sierung und Odometrie wird die Genauigkeit deutlich besser, hier liegt sie bei 0,64m.
Durch den Vergleich der Abbildungen 4.16 und 4.17 wird deutlich, was dies für die Kartie-
rung bedeutet. Abbildung 4.16 zeigt die resultierende Belegungskarte, die lediglich auf den
116 4 Simultane Selbstlokalisierung und Kartierung





















Abbildung 4.15 – Fehler in der Positionsschätzung. Verglichen werden Odometrie, raster-
basierte Selbstlokalisierung und rasterbasierte Selbstlokalisierung mit Odometrie jeweils zur
Referenz durch den ADMA.
Abbildung 4.16 – Posenbestimmung durch die Odometrie. Durch die häufigen Richtungswech-
sel, starke Lenkwinkel und die langsame Fahrt ist die Odometrie alleine nicht geeignet, um eine
genaue Belegungskarte aufzubauen.
Informationen der Odometrie beruht. Die sich stark akkumulierenden Posenfehler resultieren
in einer stark verwischten Belegungskarte.
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(a) Belegungskarte über Referenztrajekto-
rie durch den ADMA
(b) Belegungskarte über Selbstlokalisier-
ung: Fusion der Odometrie mit der raster-
basierten Methode
Abbildung 4.17 – Durch die Selbstlokalisierung mit der rasterbasierten Methode in Kombina-
tion mit der Odometrie (b) kann eine sehr genaue Positionsschätzung erreicht werden. Es lassen
sich Ergebnisse erzielen, die der Referenz durch den ADMA (a) sehr nahe kommen.
In 4.17 werden zwei Belegungskarten gegenübergestellt: Abbildung 4.17a zeigt die Belegungs-
karte, die durch die Referenzsensorik entstand. Die Wände sind scharf und deutlich konturiert
abgebildet. Über die drei Runden ergeben sich keine nennenswerten Unterschiede, da ständig
absolute Positionsmessungen zur Verfügung stehen. Abbildung 4.17b zeigt die Belegungskar-
te, die durch das vorgeschlagene Verfahren zur Selbstlokalisierung entsteht. Obwohl keine
absoluten Positionsmessungen zur Verfügung stehen, ist der Fehler deutlich geringer als bei
der Odometrie. Die resultierende Karte reicht in ihrer Qualität nahezu an die der Referenz-
sensorik heran.
Evaluierung der dreidimensionalen Selbstlokalisierung vor einem Gebäude
Bei der dreidimensionalen Selbstlokalisierung gibt es sechs Freiheitsgrade. Damit konvergiert
das Optimierungsverfahren in der Regel nicht so früh: Die maximale Anzahl an Iterationen
wird deshalb auf 100 festgelegt. In der Draufsicht ähneln sich die Trajektorien stark denen
in Abbildung 4.14. Interessant wird es in der Seitenansicht, wie in Abbildung 4.18 veran-
schaulicht. Hier werden die dreidimensionalen Trajektorien von der Seite gezeigt. Die drei
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zusätzlichen Freiheitsgrade resultieren in einer größeren Abweichung zur Referenz als bei der
zweidimensionalen Selbstlokalisierung.




















Abbildung 4.18 – Dreifach abgefahrene Acht vor einem Gebäude. Vergleich von rasterbasierter
Selbstlokalisierung mit sechs Freiheitsgraden zu Referenz in der Seitenansicht. Startpunkt ist
im Ursprung bei (0,0,0).
In Abbildung 4.19 sind die mittleren Fehler des dreidimensionalen Verfahrens dargestellt.
Über die gesamte Sequenz erzeugt die Odometrie einen mittleren Fehler von 2,24m und
die rasterbasierte Selbstlokalisierung einen mittleren Fehler von 1,76m. Mit der Fusion aus
beiden Quellen lässt sich der mittlere Fehler auf 1,5m reduzieren.























Abbildung 4.19 – Dreifach abgefahrene Acht vor einem Gebäude. Vergleich des mittleren Feh-
lers der rasterbasierten Selbstlokalisierung mit sechs Freiheitsgraden zur Referenz. Startpunkt
ist im Ursprung bei (0,0,0).
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Sequenz B: Fahrt auf einer Landstraße
Die zweite evaluierte Sequenz entstand auf einer Fahrt bei Ulm von der Sporthalle Nord nach
Mähringen und zurück. Die Sequenz zeichnet sich durch starke Höhendifferenzen aus.
Abbildung 4.20 – Fahrt von der Sporthalle Nord nach Mähringen und zurück. Im Hintergrund
ist das Satellitenbild zu sehen. Die Qualität der GPS-Positionen sind für jeden Punkt farblich
kodiert.
Abbildung 4.20 zeigt die gefahrene Strecke. Im Hintergrund ist das Satellitenbild zu sehen.
In Rot sind die Positionen eingezeichnet, in denen nur einfacher GPS-Empfang ohne Korrek-
turdaten möglich war. In Gelb sind die Positionen eingezeichnet, bei denen zumindest grober
DGPS-Empfang vorhanden war und in Grün sind Positionen mit bestem DGPS-Empfang
dargestellt. Abbildung 4.21 zeigt den vom ADMA geschätzten Fehler. Sind nicht genügend
GPS-Satelliten sichtbar, so wächst der geschätzte Positionsfehler schnell auf 0,3m an.
In Abbildung 4.22 ist das Höhenprofil der Sequenz dargestellt. Die maximale absolute Hö-
hendifferenz beträgt 87m.
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Abbildung 4.21 – Vom ADMA geschätzte Positionsfehler für die in Abbildung 4.20 dargestell-
te Sequenz. Mit Korrekturdaten im besten GPS-Status (0,25) liegt der geschätzte Fehler bei
konstant 0,01m. Mit etwas weniger Satelliten (GPS-Status 0,2) wächst der geschätzte Fehler
bis auf etwa 0,1m. Sind kurzzeitig noch weniger Satelliten sichtbar, fällt die Positionskorrektur
weg (Status 0,1) und die geschätzten Fehler wachsen schnell auf bis zu 0,3m.





































Abbildung 4.22 – Höhenprofil der Strecke. Das Profil ist nahezu symmetrisch, da derselbe
Rückweg gewählt wurde. Der maximale Höhenunterschied beträgt 87m.
Evaluierung der zweidimensionalen Selbstlokalisierung auf der Landstraße
Abbildung 4.23 zeigt die geschätzte Trajektorie der Odometrie und der zweidimensionalen
Selbstlokalisierung im Vergleich zur Referenz. Durch die lange Sequenz von 5,2 km akku-
mulieren sich die Fehler in der Position stark auf. Durch die Selbstlokalisierung kann die
Posenschätzung im Vergleich zur Odometrie deutlich verbessert werden.
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Abbildung 4.23 – Trajektorien der Selbstlokalisierung in Sequenz B. Es wird die rasterbasierte
Selbstlokalisierung und die Odometrie mit der Referenz verglichen. Dadurch, dass die Sequenz
die Hin- und Rückfahrt auf derselben Strecke enthält, sollte der Endpunkt wieder auf dem
Startpunkt liegen. Startpunkt ist im Ursprung bei (0,0). Bei der Referenztrajektorie ist dies der
Fall; bei der rasterbasierten Selbstlokalisierung ist schon eine deutliche Abweichung zu erkennen.
Die rein auf der Odometrie basierende Trajektorie weicht noch viel stärker ab.



































Abbildung 4.24 – Absoluter Fehler in der Positionsschätzung. Vergleich Odometrie und ras-
terbasierte Selbstlokalisierung mit Odometrie jeweils zur Referenz durch ADMA in zwei Dimen-
sionen.
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Der RMSE über die 2D-Position wird in Abbildung 4.24 dargestellt. Für die Evaluierung
werden nur die Fehler betrachtet, die auf den ersten 100m der Strecke auftreten. Dieses Sze-
nario ist dafür geeignet, kurze Ausfälle des GPS zu kompensieren. Allein durch die Odometrie
beträgt der absolute Fehler, der während den ersten 100m Strecke entsteht, 3,35m. Mit der
Selbstlokalisierung kann dieser Wert deutlich reduziert werden auf 0,85m.
Evaluierung der dreidimensionalen Selbstlokalisierung auf der Landstraße
Abbildung 4.25 zeigt die mittleren Fehler für die dreidimensionale Selbstlokalisierung. Im
Dreidimensionalen kommen drei zusätzliche Freiheitsgrade hinzu. Der mittlere absolute Feh-
ler, der durch die Odometrie entsteht, beträgt 4,86m nach den ersten 100 gefahrenen Metern.
Dieser Wert ist höher als in zwei Dimensionen, da durch die Odometrie die Höhendifferenzen
nicht betrachtet werden. Mit der Selbstlokalisierung in drei Dimensionen kann dieser Wert
auf 2,17m reduziert werden.

































Abbildung 4.25 – Absoluter Fehler in der Positionsschätzung. Vergleich der Odometrie und
der rasterbasierten Selbstlokalisierung mit Odometrie, jeweils zur Referenz durch den ADMA
in drei Dimensionen.
4.7 Dreidimensionaler Kartenabgleich
Ein Kartenabgleich (engl. Map Matching) wird dazu verwendet, die Pose des Fahrzeuges
durch die Registrierung einer Umgebungskarte mit einer digitalen Karte zu schätzen. Durch
eine digitale Karte mit absoluten Ortsinformationen lässt sich somit auch die absolute Pose
ermitteln. Dieses Verfahren wird bereits mit zweidimensionalen digitalen Karten eingesetzt,
unter anderem in [75, 122, 109].
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In letzter Zeit kommen jedoch auch digitale Karten mit Höheninformationen auf. Für die
USA gibt es beispielsweise mit dem „National Elevation Dataset“ (NED) Höhendaten [53].
Google hat 2010 die „Elevation API“ [54] für Google Maps vorgestellt, die es ermöglicht
Höhenprofile für bestimmte Routen abzufragen.
Ress et al. [101] betrachten Höheninformationen für Kartendaten speziell im Kontext Fah-
rerassistenzsysteme. Der ADAS-Horizont ist eine Vorausschau auf Streckendaten, die aus
einer digitalen Karte stammen. Mittels der aktuellen Position und der Fahrtrichtung werden
aus einer digitalen Karte alle relevanten Informationen wie Abzweigungen ermittelt, die sich
auf der vorausliegenden Strecke befinden und auf einer Schnittstelle bereitgestellt. Dabei ist
im Protokoll ADASIS Version 2 bereits die Übertragung von Höheninformationen vorgesehen.
Diese Höhendaten lassen in Verbindung mit einer dreidimensionalen Belegungskarte, wie sie
in Kapitel 3 beschrieben wird, einen dreidimensionalen Kartenabgleich zu. Abbildung 4.26
zeigt ein Beispiel der dreidimensionalen Karte.
Abbildung 4.26 – Dreidimensionale Karte einer Fahrt durch Mähringen.
Aus einer Belegungskarte extrahierte Kurvenradien sind im Zweidimensionalen geeignete
Merkmale, um eine Registrierung der Belegungskarte zu einer digitalen Karte herzustellen,
siehe [75, 109]. Im Dreidimensionalen stehen neben den Kurvenradien zusätzlich Neigungs-
winkel und das Höhenprofil der Straße in Fahrtrichtung als Merkmale für die Registrierung
zur Verfügung. Abbildung 4.27 zeigt eine Skizze des dreidimensionalen Kartenabgleichs über
eine digitale Karte mit Höheninformationen.
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Fahrzeuglokale Umgebung
durch 3D-Belegungskarte repräsentiert
Globale digitale Karte mit Höheninformationen
Durch Matching des Spurverlaufs wird absolute
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Eigenes Fahrzeug
Abbildung 4.27 – Skizze des dreidimensionalen Kartenabgleichs. Aus einer dreidimensionalen
Belegungskarte extrahierte Merkmale werden mit denen einer digitalen Karte abgeglichen. So
kann zum einen die absolute Fahrzeugposition ermittelt werden, zum anderen sind aus der
digitalen Karte Daten der bevorstehenden Strecke ablesbar.
Es ist davon auszugehen, dass durch die dreidimensionale Registrierung genauere Ergebnisse
erzielt werden können, insbesondere auf Strecken, in denen wenige Kurven vorkommen. Das
Verfahren wurde zum Patent angemeldet [150], es wurde im Rahmen dieser Arbeit jedoch
nicht evaluiert.
4.8 Zusammenfassung und Ausblick
Zusammenfassung
In diesem Kapitel wurde eine rasterbasierte Selbstlokalisierung für die zwei- und dreidimen-
sionale Kartierung untersucht. Die Methoden wurden implementiert und auf ihre Genauigkeit
überprüft.
Die rasterbasierte Selbstlokalisierung arbeitet auf Basis der in Kapitel 3 vorgestellten hierar-
chischen Belegungskarte. In der zweidimensionalen Variante läuft die Selbstlokalisierung in
Echtzeit. Für die in Abschnitt 4.6.3 beschriebene Sequenz lässt sich die Genauigkeit der Po-
senschätzung deutlich verbessern. Die Odometrie liefert in einem städtischen lokal begrenzten
Szenario einen mittleren Fehler von 2,24m zur Referenz. Mit der rasterbasierten Selbstlokali-
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sierung bei 0,2m Auflösung wird eine deutliche Verbesserung auf eine Genauigkeit von 0,64m
erzielt. Auf der Landstraße stehen deutlich weniger Objekte zur Selbstlokalisierung zur Ver-
fügung, die gefahrenen Manöver sind jedoch einfacher. Der Fehler der Odometrie nach 100m
beträgt 3,35m, dieser konnte mit der Selbstlokalisierung auf 0,85m reduziert werden.
Die dreidimensionale Selbstlokalisierung ist, durch die zusätzlichen Freiheitsgrade und die
komplexere Karte, noch nicht echtzeitfähig. Im städtischen Szenario liefert die Odometrie
eine Standardabweichung von 2,24m, welche sich durch die rasterbasierte Selbstlokalisierung
auf 1,5m verbessern lässt. Auf der Landstraße nach den ersten 100m beträgt der Fehler
durch die Odometrie 4,86m, welcher durch die Selbstlokalisierung auf 2,17m reduziert werden
kann. Der Fehler der dreidimensionalen Selbstlokalisierung ist durch die zusätzlichen drei
Freiheitsgrade größer als der Fehler der zweidimensionalen Selbstlokalisierung.
Ausblick
• Zur weiteren Verbesserung der Selbstlokalisierung ist eine Kombination der vorgestell-
ten rasterbasierten Lokalisierung mit einer punktlandmarkenbasierten Lokalisierung,
wie von Weiss [139] beschrieben denkbar. Damit sollte die Genauigkeit in Situationen,
in denen geeignete Punktmerkmale zur Lokalisierung vorhanden sind, weiter erhöht
werden können.
• Der in Abschnitt 4.7 vorgeschlagene dreidimensionale Kartenabgleich wurde nicht eva-
luiert. In zwei Dimensionen wird dieser Ansatz bereits erfolgreich angewandt [75, 109].
In drei Dimensionen stehen für den Abgleich mehr Merkmale zur Verfügung, von da-
her sollte eine Registrierung genauer erfolgen können. Die Skizzierung dieses Ansatzes
stellt eine Basis für zukünftige Realisierungen und Auswertungen dar. Eine große Her-
ausforderung wird dabei die Extraktion des dreidimensionalen Fahrbahnverlaufs aus
der Belegungskarte sein.
• Der ADMA ist ein kostspieliges Referenzgerät und steht deshalb nicht in jedem Ver-
suchsträger zur Verfügung. Einen Hinweis auf die Güte eines SLAM-Algorithmus ohne
absolute Referenz durch eine IMU bekommt man durch die Schärfe der resultierenden
Belegungskarte. Je schlechter die Posenschätzung ist, desto stärker verwischen Objekte
in der Karte. Ein Verfahren zur Bewertung von Lokalisierungsalgorithmen basierend
auf der Schärfe der resultierenden Belegungskarten wäre daher von Interesse.
• In Abschnitt 4.7 wurde ein neues Verfahren vorgestellt, um einen dreidimensionalen
Kartenabgleich durchzuführen. Das Verfahren profitiert von einer dreidimensionalen
Belegungskarte der Umgebung. Des Weiteren wird eine digitale Karte mit Höhenin-
formationen vorausgesetzt, wie sie beispielsweise über das ADASIS-Protokoll zur Ver-
fügung gestellt werden kann. Das Verfahren wurde zum Patent angemeldet [150]. Die
126 4 Simultane Selbstlokalisierung und Kartierung




Detektion und Verfolgung bewegter Objekte
In diesem Kapitel wird ein neues Verfahren vorgestellt, um bewegte Objekte mittels einer
Belegungskarte zu detektieren und deren Zustand zu schätzen. In der Literatur sind ähnliche
Verfahren unter dem Begriff „DATMO“ (engl. Detection and Tracking of Moving Objects)
bekannt.
5.1 Motivation
Viele Fahrerassistenz- und Sicherheitsfunktionen basieren auf den Dynamikdaten von Ver-
kehrsteilnehmern in der Umgebung. Beispiele hierfür sind der Abstandsregeltempomat, eine
PreCrash-Funktion oder ein Spurwechselassistent. Eine zuverlässige Detektion und Zustands-
schätzung bewegter Verkehrsteilnehmer ist daher essentiell.
Belegungskarten sind sehr gut geeignet, um eine Freiraumanalyse durchzuführen, die bei-
spielsweise für einen Parkhilfeassistenten benötigt wird oder für ein Sicherheitssystem, das
mögliche Ausweichtrajektorien bestimmen muss. Bei Belegungskarten wird im Allgemeinen
die Grundannahme getroffen, dass ausschließlich Messungen von statischen Objekten inte-
griert werden, insbesondere bei der in Kapitel 3 eingeführten Belegungskarte. Wird diese
Annahme nicht erfüllt, so entstehen Artefakte in der Karte, die von bewegten Objekten
stammen. Diese Artefakte sind in der Regel unerwünscht und können eine zuverlässige Frei-
128 5 Detektion und Verfolgung bewegter Objekte
raumanalyse unmöglich machen. Im automobilen Umfeld ist die Annahme einer statischen
Umgebung nur selten erfüllt. Bewegte Objekte müssen daher detektiert und bei der Erstellung
einer statischen Belegungskarte ausgeschlossen werden.
Es gibt Verfahren, um bewegte Objekte in Belegungskarten zu detektieren und damit die
beiden geschilderten Problemstellungen auf einmal zu lösen: Die Detektion und Verfolgung
bewegter Objekte (DATMO) in Belegungskarten. Diese Verfahren haben den Vorteil, dass
sowohl der Zustand anderer Verkehrsteilnehmer geschätzt, als auch eine korrekte statische
Karte für eine Freiraumanalyse aufgebaut werden kann.
Zielsetzung
Dieses Kapitel verfolgt zwei Ziele: Eine artefaktfreie statische Karte zu generieren sowie den
Dynamikzustand anderer Verkehrsteilnehmer zu schätzen. Artefakte in der statischen Karte
sollen unterdrückt werden, indem bewegte Objekte detektiert werden und verhindert wird,
dass Messungen von bewegten Objekten in die statische Karte gelangen.
Die Detektion bewegter Objekte soll dabei nicht für mögliche Fehler in der Segmentierung von
Sensordaten anfällig sein. Des Weiteren soll die Verfolgung modellfrei erfolgen, so dass Fehler
in der Modellbildung und in der Merkmalsextraktion ausgeschlossen werden. Die Verfolgung
soll deshalb auf einer niedrigen Abstraktionsstufe stattfinden, noch bevor eine sichere Detek-
tion eines bewegten Objektes oder eine Segmentierung der Sensordaten stattgefunden hat.
Mit diesem „Track-before-detect“-Ansatz können Objektgeschwindigkeiten geschätzt werden,
ohne dass Vorkenntnisse über Objektgröße, -form und Fahrtrichtung notwendig sind.
Kapitelübersicht
Im nächsten Abschnitt 5.2 folgt der Stand der Technik zur Detektion und Verfolgung bewegter
Objekte in Belegungskarten. In Abschnitt 5.3 wird ein Ansatz zur Detektion inkonsistenter
Zellen in dreidimensionalen und hierarchischen Belegungskarten eingeführt, die in der Regel
von bewegten Objekten stammen. In Abschnitt 5.4 werden Ansätze zur Verfolgung der de-
tektierten Zellen und die Objektbildung beschrieben. Eine Evaluierung mit realen Messdaten
und Referenzinformationen erfolgt in Abschnitt 5.5. Das Kapitel endet mit einer Zusammen-
fassung und einem Ausblick in Abschnitt 5.6.
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5.2 Stand der Technik
Das motivierte Problem der Detektion bewegter Objekte ist gelöst, wenn jedem Messpunkt
entweder die Klasse „stammt von bewegtem Objekt“ (Dyn) oder die Klasse „stammt von
statischem Objekt“ (Stat) zugeordnet werden kann. Dann müssen lediglich Messungen aus
der Klasse Dyn in nachfolgenden Algorithmen zur Zustandsschätzung betrachtet werden,
während ausschließlich Messungen aus der Klasse Stat in die Belegungskarte integriert wer-
den.
Eine solche Klassifikation ist allerdings nicht ohne weiteres zu erreichen. Mit einem Laser-
scanner ist diese in folgendem Extremfall sogar unmöglich: Ein langer Bus fährt mit derselben
Geschwindigkeit wie das Sensorfahrzeug neben diesem her. In den Messdaten ist diese Situa-
tion nicht von einer Schutzplanke am Fahrbahnrand zu unterscheiden, dennoch haben beide
unterschiedliche Geschwindigkeiten. Im Folgenden wird zunächst auf Lidar-Sensoren einge-
gangen, da diese Geschwindigkeiten nicht direkt messen können, dafür jedoch eine deutlich
höhere Auflösung besitzen als andere aktive Sensoren. Anschließend wird auf weitere Sensoren
im automobilen Kontext eingegangen.
Für Lidar-Sensoren existieren in der Literatur im Wesentlichen zwei unterschiedliche Vorge-
hensweisen: Die objektbasierte Verfolgung und die rasterbasierte Verfolgung. Zunächst wird
die objektbasierte Verfolgung beschrieben. Der Übersichtlichkeit halber wird die rasterba-
sierte Verfolgung bewegter Objekte in zwei Abschnitte unterteilt: Zuerst werden Arbeiten
zur Detektion bewegter Objekte in Belegungskarten beschrieben, anschließend Arbeiten zur
Verfolgung bewegter Objekte aus Belegungskarten.
5.2.1 Objektbasierte Verfolgung mit Lidar-Sensoren
Bei der objektbasierten Verfolgung von Verkehrsteilnehmern wird von den Rohdaten des
Laserscanners schrittweise abstrahiert. Die einzelnen Schritte sind die Segmentierung, die
Merkmalsextraktion und das Aufstellen einer Objekthypothese. Jedes hypothetische Objekt
wird anschließend verfolgt, siehe hierzu beispielsweise Skutek [112, 100]. Abbildung 5.1 skiz-
ziert den Ablauf. Eine naheliegende Lösung ist, über die Geschwindigkeit der resultierenden
verfolgten Objekte eine Klassifikation in die Klassen Stat oder Dyn durchzuführen. Alle
Messungen, die zu Objekten ohne nennenswerte Geschwindigkeit gehören, können demnach
in eine Belegungskarte zur Freiraumanalyse integriert werden. Diese Lösung hat mehrere
Nachteile: Die Segmentierung basiert auf mehreren Schwellwerten, die auf einen Sensor und
eine Applikation abgestimmt werden müssen. Eine Änderung der Bedingungen führt schnell
zu falsch segmentierten Daten, so dass zwangsläufig auch bei nachfolgenden Schritten Feh-
ler auftreten. Weiterhin werden alle Segmente verfolgt, auch diejenigen von nicht bewegten
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Abbildung 5.1 – Verarbeitung von Laserscannerdaten für die objektbasierte Verfolgung.
5.2.2 Detektion bewegter Objekte in Belegungskarten mit
Lidar-Sensoren
Wang [136] stellt ein Konzept vor, um SLAM und DATMO zu kombinieren. Es werden zeitlich
aufeinanderfolgende Messungen betrachtet und deren Konsistenz analysiert. Die Abstandsän-
derung eines Messpunktes pro Winkelschritt in Polarkoordinaten lässt auf bewegte Objekte
schließen, wenn die Eigenbewegung bereits kompensiert wurde. Beinhaltet ein Segment mehr
als 50% dynamische Messungen, wird das ganze Segment als dynamisch klassifiziert. Fußgän-
ger sind meist zu langsam, um durch diesen Ansatz detektiert zu werden. Deshalb wird in
der Arbeit eine spezielle Karte vorgeschlagen, um dieses Problem zu lösen: Eine Karte, die
lediglich bewegte Objekte enthält. Befindet sich ein Objekt in einem Bereich, der bereits von
einem bewegten Objekt durchquert wurde, so muss es sich dabei um ein dynamisches Objekt
handeln.
Vu et al. [135] gehen analog vor. Messpunkte werden segmentiert, indem Punkte mit einem
Abstand kleiner als 0,3m zusammengefasst werden. Eine separate dynamische Karte enthält
die Information, wie viele bewegte Objekte jeweils eine Zelle durchquert haben. So lassen sich
zukünftige Messungen schneller klassifizieren.
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Weiss [141] detektiert bewegte Objekte in Belegungskarten über deren „Schweif“. Ein Ob-
jekt, das sich radial zum Laserscanner bewegt, hinterlässt in der Karte eine Reihe von Spu-
ren. Diese sind charakteristisch für dynamische Objekte und lassen sich mit Methoden der
Bildverarbeitung detektieren. Über den Abstand der einzelnen Spuren lässt sich die Objekt-
geschwindigkeit ermitteln. Die Anwendbarkeit dieser Methode auf querenden Verkehr wurde
noch nicht gezeigt.
Petrovskaya und Thrun [97] verwenden einen virtuellen zweidimensionalen Scan, um Mes-
sungen zu modellieren. Die Umgebung des Fahrzeuges wird rundum in 0,5◦ große Sektoren
eingeteilt. Für jeden virtuellen „Strahl“ wird der Bereich bis zum nächsten Objekt als frei
betrachtet, der Bereich hinter dem nächsten Objekt hingegen als verdeckt. Als Hauptmerk-
mal bei der Detektion eines bewegten Objektes wird der Bereich genutzt, der hinter einem
bewegten Objekt frei wird. Zur Detektion sind drei Zeitschritte notwendig: Mit zwei Zeit-
schritten wird generell auf ein bewegtes Objekt geschlossen, der dritte Zeitschritt wird zur
Plausibilisierung genutzt. Schwarze Objekte absorbieren in großen Teilen die Lichtpulse des
Laserscanners und liefern deshalb typischerweise wenige Messungen. Diese werden in einem
3D-Scan detektiert: Die Abwesenheit von Bodenmessungen lässt auf ein schwarzes Objekt
schließen, das Lichtpulse absorbiert. Die Distanz zum schwarzen Objekt entspricht somit in
etwa dem Abstand der letzten Bodenmessung in dieser Richtung. Das Verfahren funktio-
niert, so lange genügend Bodenmessungen vorhanden sind. Mit dem Velodyne beträgt die
Reichweite 25-30m.
Bouzouraa und Hofmann [10, 11] identifizieren dynamische Zellen durch eine Differenzbil-
dung von aktueller Messung und bestehender Belegungskarte. Diese werden anschließend
segmentiert. Um die Segmente wird ein umschreibender Quader gelegt, der die Ausmaße und
Orientierung eines Objektes modelliert.
Konrad und Dietmayer [76] beschreiben zwei Ansätze zur Detektion bewegter Objekte in
2D-Karten: Der erste Ansatz ist die verzögerte Kartografierung, bei der lediglich Messungen
in die Karte eingetragen werden, die entweder auf eine belegte Zelle fallen oder mit einer
Messung aus dem vorherigen Zeitschritt korrespondieren. Messungen, die erstmalig auftreten,
werden nicht berücksichtigt. Der zweite beschriebene Ansatz ist die rasterbasierte Verfolgung.
Hierzu wird für jede Messung des Laserscanners eine temporäre Belegungskarte aufgestellt,
die sogenannte „Messkarte“. Aus den Messkarten zweier aufeinanderfolgender Zeitschritte
kann nun eine Differenzkarte bestimmt werden. Zellen der Differenzkarte werden anschließend
binarisiert und segmentiert. Für jedes Segment wird ein umschließendes Rechteck ermittelt,
das eine Objekthypothese darstellt.
Fulgenzi et al. [50] erweitern den Belegungskartenansatz um die Modellierung von Objektge-
schwindigkeiten. Dazu erhalten einzelne Zellen der Belegungskarte Geschwindigkeitsvektoren.
Bewegte Zellen werden über die Zeit durch die Karte propagiert, um zu bestimmen, ob es zu
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einer Kollision kommen wird.
Richter et al. benutzen eine 2D-Karte und berechnen Geschwindigkeitsvektoren für jede Zel-
le [102]. Des Weiteren untersuchen sie eine vierdimensionale Karte, die neben den beiden
Raumdimensionen zwei Dimensionen für die kartesische Geschwindigkeit umfasst. Hier ent-
steht auch für die Geschwindigkeitsschätzung eine Diskretisierung.
Moras [87] detektiert bewegte Objekte in DST-basierenden Belegungskarten. Eine Zelle mit
hoher Evidenz für „frei“ erhält eine Evidenz für „belegt“, wenn sich ein Objekt hineinbewegt.
Diese Inkonsistenz wird genutzt, um bewegte Objekte zu identifizieren.
5.2.3 Detektion bewegter Objekte mit weiteren Sensoren
Auch mit Radarsensoren und Stereokameras können bewegte Objekte detektieren werden. In
den folgenden Abschnitten wird darauf kurz eingegangen.
Radarsensoren
Radarsensoren haben in der Regel deutlich höhere Messunsicherheiten als Lidar-Sensoren.
Weiterhin existieren auf einem PKW oder LKW mehrere Radarstreuzentren. Das bedeutet,
dass die Unsicherheit eines Messpunktes dadurch erhöht wird, dass in mehreren Auswertungs-
schritten unterschiedliche Punkte auf einem Fahrzeug angemessen werden, wie zum Beispiel
das Kennzeichen, die Radkästen oder die Felgen.
Radarsensoren messen in der Regel über den Dopplereffekt die Radialgeschwindigkeit vrad von
Objekten. Messungen mit vrad > 0 können direkt der Klasse Dyn zugeordnet werden. Eine
Radialgeschwindigkeit von vrad = 0 ist eine notwendige Bedingung für die Klasse Stat, aber
keine hinreichende: Objekte, die beispielsweise an Kreuzungen quer zum eigenen Fahrzeug
fahren haben ebenfalls eine Radialgeschwindigkeit vrad = 0.
Die meisten Radarsensoren bieten darüber hinaus direkt eine Objektschnittstelle, bei der
Rohdatenziele bereits durch ein Filter wie das Kalman-Filter verfolgt werden. Ein Beispiel
ist der in Abschnitt 2.4.1 beschriebene Radarsensor. In dieser Arbeit wird die Detektion
bewegter Objekte durch Radarsensoren in Belegungskarten deshalb nicht betrachtet.
Stereokamera
Die Detektion bewegter Objekte basierend auf Stereokameradaten wird in dieser Arbeit eben-
falls nicht betrachtet. Im Spezialfall der Stixel-Repräsentation sei hierfür auf Erbs [38] ver-
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wiesen.
5.2.4 Verfolgung bewegter Objekte in Belegungskarten
In diesem Abschnitt wird ein Überblick über Methoden zur Schätzung des Zustandes der
detektierten Objekte gegeben.
Kalman-Filter
Wang [136] verfolgt bewegte Objekte mit einem IMM (engl. Interacting Multiple Model)-
Filter. Dazu verwendet er das CA (engl. Constant Acceleration)- und das CV (engl. Constant
Velocity)-Modell für bewegte Objekte.
Effertz [30] beschreibt eine Kombination von Objekten mit einer Belegungskarte. Objekte
werden durch lokale Objektkarten repräsentiert, um eine beliebige Objektkontur abbilden
zu können. Zur Vereinfachung wird ein umhüllender Polygonzug um belegte Zellen definiert.
Bei der Datenassoziation werden die Linien des Polygonzugs mit berücksichtigt. Liefert ein
Sensor lediglich eine Punktmessung, wird diese auf den Polygonzug projiziert. Die Verfolgung
erfolgt durch ein Kalman-Filter pro Stützstelle des Polygonzugs.
Bouzouraa und Hofmann [10, 11] verfolgen bewegte Objekte durch ein Kalman-Filter. Als
Assoziationsverfahren wird das GNN (Globaler Nächster Nachbar)-Verfahren eingesetzt. Der
Zustandsvektor enthält die aus dem Quader-Modell für ein bewegtes Objekt ermittelte Pose
und Ausmaße, sowie die Geschwindigkeit und die Beschleunigung des Objektes. Es wird das
CA-Modell mit unabhängiger Beschleunigung für die einzelnen Koordinatenachsen eingesetzt.
Zusätzlich werden für jedes Objekt die zugehörigen Zellen aus der Belegungskarte mitgeführt,
so dass sich die Kontur von Objekten akkumuliert.
Konrad [76] schätzt mit einem Kalman-Filter und einem CV-Bewegungsmodell die Mittel-
punkte von rechteckigen Objekthypothesen. Zur Evaluierung werden bewegte Zellen manuell
markiert und die Detektionsleistung der Verfahren damit verglichen.
Monte-Carlo-Methoden
Vu et al. [134] verwenden den Metropolis-Hastings-Algorithmus [57] zur Verfolgung bewegter
Objekte. Tracks ω werden so gesucht, dass die Wahrscheinlichkeit p(ω|y) maximal ist. Dabei
bezeichnet y die Messungen aus den n letzten Zeitschritten. Es werden vier Objektklassen
unterschieden: Bus, PKW, Fahrrad und Fußgänger. Für Fußgänger wird ein Punktmodell
angenommen, für die anderen Objektklassen ein Box-Modell. Diese Modelle werden in die
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segmentierten Messungen des Laserscanners eingepasst. Es werden mehrere Bewegungsmo-
delle in einem IMM-Ansatz kombiniert: CV, CA, CT und statisch.
Petrovskaya und Thrun [97] schlagen einen modellbasierten Ansatz vor. Das Modell ist auf
rechteckige Objekte zugeschnitten. Als Bewegungsmodell wird das CV-Modell verwendet.
Die Objektverfolgung erfolgt durch ein Rao-Blackwellized Partikel-Filter, wobei die Pose und
die Geschwindigkeit des Objektes durch Monte-Carlo-Methoden geschätzt werden und die
Objektdimensionen in jedem Partikel durch ein Kalman-Filter geschätzt werden.
5.3 Detektion bewegter Objekte
5.3.1 Überblick
Ein Laserscanner, wie in Abschnitt 2.4.2 beschrieben, misst lediglich Distanzen, eine Ob-
jektgeschwindigkeit kann nicht direkt gemessen werden. Über die Konsistenz aufeinanderfol-
gender Messungen eines Laserscanners kann jedoch auf bewegte Objekte in der Umgebung
geschlossen werden. Bewegte Objekte führen zu Änderungen im Distanzprofil des Laserscan-
ners. Diese Änderungen werden in dieser Arbeit über den Ansatz einer Karte mit dynamischen
Zellen festgehalten.
Um Änderungen des Distanzprofils durch die Eigenbewegung möglichst auszuschließen, wer-
den Messungen des Laserscanners stets im globalen Kartenkoordinatensystem KK betrachtet.
Die aktuelle Pose des Fahrzeugs mit dem Sensor wird durch das in Kapitel 4 vorgestellte Ver-
fahren zur Selbstlokalisierung möglichst genau ermittelt. Anschließend werden mehrere neue
Karten definiert, um die statische Karte frei von bewegten Objekten zu halten und separat
bewegte Objekte verfolgen zu können: Die statische Karte Kstatic, die Messkarte Kmeas und
die Karte mit dynamischen Messungen Kdyn. Der Aufbau dieser Karten wird in den folgenden
Abschnitten beschrieben.
5.3.2 Die Messkarte
Zur Erstellung der Messkarte Kmeas werden dieselben Algorithmen genutzt, wie in Kapitel 3
eingeführt. Es wird jedoch zu jedem Zeitschritt lediglich die neueste Messung in die Messkarte
integriert. Für jeden Zeitschritt k entsteht somit eine neue Messkarte Kkmeas. Die Messkarte
wird nur in zwei Dimensionen betrachtet, eine dreidimensionale Messung wird deshalb auf
eine zweidimensionale Ebene projiziert und in die zweidimensionale Karte integriert. Boden-
messungen aus dem dreidimensionalen Distanzprofil müssen vorher jedoch entfernt werden.
Bei ebener Fahrbahn kann dazu mit dem Ransac-Algorithmus eine Ebene in die Laserscan-
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nerdaten eingepasst werden. Alle Punkte, die sich innerhalb einer Fehlerschranke um diese
Ebene befinden, werden dann entfernt. Für eine unebene Fahrbahn ist ein aufwändigerer
Algorithmus notwendig, wie beispielsweise von Himmelsbach [59] beschrieben.
Abbildung 5.2 zeigt zwei Beispiele von Messkarten. In 5.2a wird lediglich eine Ebene des Ve-
lodyne Laserscanners verwendet, um die Messkarte aufzubauen. In 5.2b hingegen werden alle
64 Ebenen des Laserscanners auf eine zweidimensionale Ebene projiziert und in die Messkarte
integriert.
(a) Messkarte mit einer Ebene (b) Messkarte mit 64 Ebenen
Abbildung 5.2 – Messkarten Kmeas mit einer unterschiedlichen Anzahl an betrachteten Ebenen
des Laserscanners.
5.3.3 Die statische Belegungskarte
Die in Kapitel 3 eingeführte Belegungskarte zur Abbildung statischer Objekte aus der Um-
gebung wird nachfolgend mit Kstatic bezeichnet. Diese wird dahingehend modifiziert, dass
lediglich Zellen, die in mehreren aufeinanderfolgenden Zeitschritten belegt sind, integriert
werden. Zur Bestimmung der wiederholt belegten Zellen wird die Schnittmenge aus zeitlich
aufeinanderfolgenden Messkarten bestimmt: Kkmeas∩Kk−1meas. Dazu werden die in Abschnitt 3.7.5
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definierten Mengenoperationen auf Belegungskarten genutzt. Die statische Belegungskarte
Kstatic zum Zeitpunkt k kann demnach rekursiv wie folgt definiert werden:





Die statische Belegungskarte zu Beginn K0static wird als leer angenommen. Anschließend wird
die statische Karte rekursiv um die Zellen erweitert, die in den beiden letzten Messkarten
auftraten. Damit akkumulieren sich belegte Bereiche in der statischen Karte ohne großen
Einfluss von dynamischen Objekten.
Aufgrund von Fehlmessungen oder Witterungseinflüssen wie Regen werden statische Objekte
möglicherweise jedoch nicht in jedem Zeitschritt beobachtet. Um statische Objekte mit kleiner
Ausdehnung nicht zu übersehen wird die Vorgehensweise erweitert. Es fließen deshalb die drei
letzten Messkarten in die Aktualisierung der statischen Karte ein:









Andererseits kommt es vor, dass nicht alle dynamischen Objekte aus der statischen Karte
entfernt werden. Dies liegt daran, dass sich ein Teil der Längsseite eines PKW oder LKW
in mehreren Zeitschritten über dieselben Zellen der Belegungskarte bewegt. Diese Zellen
werden fälschlicherweise zunächst auch in die statische Belegungskarte integriert. In dem
später folgenden Abschnitt 5.4.6 wird eine Methode vorgestellt, die dieses Problem löst.
5.3.4 Belegungskarte mit dynamischen Messungen
Die Karte mit dynamischen Messungen Kdyn wird aus der aktuellen statischen Karte Kkstatic
sowie der Messkarte Kkmeas aufgebaut. Dazu werden ebenfalls die in Abschnitt 3.7.5 definierten
Mengenoperationen auf Belegungskarten genutzt.
Durch die Subtraktion der statischen Karte von der aktuellen Messkarte bleiben bewegte
Objekte übrig:
Kkdyn = Kkmeas − Kkstatic (5.3)
Bei dieser Lösung bleiben jedoch statische Objekte unberücksichtigt, die neu in der Messkarte
enthalten sind: Diese bleiben in der dynamischen Karte erhalten. Dies tritt beispielsweise
regelmäßig bei Schutzplanken auf, die erstmalig in den Sichtbereich geraten.
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Diese Lösung hat zum Nachteil, dass bewegte Objekte erst mit einer Verzögerung von ei-
nem Zeitschritt detektiert werden, was zu Gunsten der robusteren Detektion jedoch in Kauf
genommen wird.
Ein weiteres Problem für eine hoch aufgelöste Belegungskarte stellen feingliedrige Objekte
wie Äste oder Zäune dar, die nicht aus jeder Perspektive in jedem Winkelschritt gesehen
werden. Über die vorgestellte Methode zur Erstellung einer dynamischen Belegungskarte
werden diese als mögliche bewegte Objekte detektiert und stellen somit Rauschen dar. In
dieselbe Kategorie fallen sich im Wind bewegende Objekte wie Blätter: Diese sind genau
genommen zwar beweglich, sollen aber dennoch nicht als bewegte Objekte verfolgt werden
und sind in der dynamischen Karte unerwünscht.
Um den Einfluss von Rauschen zu minimieren wird deshalb ein Operator „dil“ (von engl.
dilate: dehnen, aufweiten) definiert, der belegte Zellen in der statische Karte aufweitet. Diese
Vorgehensweise ist legitim, wenn davon ausgegangen wird, dass bewegte und statische Objekte
einen gewissen Mindestabstand nicht unterschreiten. Aus der Bildverarbeitung sind Verfahren
bekannt, die in einem Octree alle Nachbarknoten zu einem gegebenen Knoten bestimmen.
Da die Octrees jedoch in einem dünn besetzten Voxelgitter angeordnet sind, treten an den
Rändern der Octree-Wurzelknoten Sonderbedingungen auf. Um diese zu umgehen, werden
zur Umsetzung der dil-Funktion nicht direkt die benachbarten Zellen bestimmt, sondern die
in Kapitel 3.7.3 beschriebene Methode zur Integration von Messungen herangezogen. Mit
dieser wird für jede belegte Zelle eine Kugel mit einem definierten Radius integriert. Die








Abbildung 5.3 zeigt exemplarisch das Resultat der Detektion bewegter Objekte. In Abbil-
dung 5.3b ist die aktuelle Messkarte Kmeas mit allen Messungen des Velodyne Laserscanners
aus 64 Ebenen dargestellt. Auf Basis der Messkarten wird die statische Karte Kstatic akku-
muliert, siehe Abbildung 5.3c. Abbildung 5.3d zeigt schließlich die resultierende dynamische
Karte Kdyn. Kdyn enthält lediglich die bewegten Objekte sowie etwas Rauschen. Man kann
erkennen, dass das bewegte Fahrzeug, welches sich direkt links neben dem Sensorfahrzeug
befindet, ebenso Spuren in der statischen Karte hinterlässt, siehe Abbildung 5.3c. Dabei
handelt es sich um die Seitenwand eines Fahrzeuges, die sich über mehrere Zeitschritte über
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dieselbe Stelle bewegt; die zugehörigen Distanzmessungen ändern sich deshalb nicht und wer-
den als vermeintlich statisch identifiziert. Dieser Fehler wird in einem nachfolgenden Schritt
korrigiert, siehe Abschnitt 5.4.6.
(a) Bild der Referenzkamera
(b) Aktuelle Messkarte Kmeas (c) Statische Karte Kstatic (d) Dynamische Karte Kdyn
Abbildung 5.3 – Die in Kapitel 3 beschriebene Karte wird separiert in eine Messkarte (b),
eine statische Karte (c) und eine dynamische Karte (d).
Abbildung 5.4 zeigt den schematischen Ablauf der Erstellung der dynamischen Karte Kdyn
und der statischen Karte Kstatic über Mengenoperationen.
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Abbildung 5.4 – Architektur Detektion bewegter Objekte.
5.3.5 Zusammenfassung
Die definierten Funktionen sind sowohl für zwei- als auch dreidimensionale Karten gültig. Ob-
wohl neue statische Objekte und Rauschen erfolgreich aus der dynamischen Karte entfernt
werden können, gibt es nach wie vor einen Nachteil der beschriebenen Vorgehensweise: Da
die Seitenwand beispielsweise eines LKW sich über mehrere Zeitschritte über dieselbe Stel-
le bewegt, ändern sich die zugehörigen Distanzmessungen nicht. Selbst durch Betrachtung
mehrerer aufeinanderfolgender Messungen werden bewegte Objekte deshalb nicht komplett
erfasst. Stattdessen wird die Seitenwand des LKW in der statischen Karte eingetragen, in der
sie unerwünscht ist. Dieser Fehler muss in einem nachfolgenden Schritt korrigiert werden, da
eine zuverlässige Freiraumanalyse ansonsten nicht möglich ist.
Die dynamische Karte ist ausreichend, um einen Hinweis auf alle bewegten Objekte in einer
Szene zu geben, erfasst diese jedoch nicht komplett. Um die beschriebenen Probleme zu lösen
sowie um den Zustand von Verkehrsteilnehmern zu schätzen, wird im nächsten Abschnitt die
Verfolgung von bewegten Objekten behandelt.
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5.4 Verfolgung bewegter Objekte
Zur Schätzung des Zustandes von Verkehrsteilnehmern sind keine Systemeingangsdaten be-
kannt, Verkehrsteilnehmer können lediglich durch Sensoren wahrgenommen werden. Das in
Abschnitt 2.2 vorgestellte allgemeine Bayes-Netzwerk vereinfacht sich damit deutlich zu dem
in Abbildung 5.5 gezeigten Netzwerk.
x0 x1
y1





Abbildung 5.5 – Bayes-Netzwerk für die Verfolgung von Verkehrsteilnehmern.
Im vorigen Abschnitt wurde die dynamische Belegungskarte Kdyn eingeführt. Diese enthält
mit inkonsistenten Zellen Hinweise auf bewegte Objekte und stellt die Messung für das
Bayes-Netzwerk dar. Auf Basis dieser soll in diesem Abschnitt eine möglichst robuste Zu-
standsschätzung aller im Umfeld befindlichen Verkehrsteilnehmern erreicht werden. Für die
Zustandsschätzung eines einzelnen Objektes wird zunächst der Systemzustand definiert.
5.4.1 Systemzustand
Im Straßenverkehr treten neben PKW und LKW auch Busse, Motorräder, Fahrräder und
Fußgänger auf. Auch wenn nicht alle Verkehrsteilnehmer für jede Funktion relevant sind, so
sorgen diese dennoch für Artefakte in der Belegungskarte, wenn sie nicht verfolgt und entfernt
werden. Ziel dieses Abschnittes ist somit, alle Verkehrsteilnehmer verfolgen zu können.
Ohne Verwendung eines kamerabasierten Objektklassifikators ist es jedoch äußert schwierig
diese Objektklassen, basierend auf den Messungen des Laserscanners, zuzuordnen. PKW
können mit einem 3D-Laserscanner wie dem Velodyne vom Hintergrund separiert werden
[60], mit automotive-tauglichen Laserscannern ist dies jedoch nicht ohne weiteres robust
möglich [106]. Wender [143] zeigt eine robuste Klassifikation, die jedoch unter anderem auf
den dynamischen Parametern eines bereits verfolgten Objektes beruht.
Um alle diese Objektklassen mit einem gemeinsamen Zustandsmodell beschreiben zu kön-
nen, wird ein sehr einfaches Zustandsmodell gewählt, welches lediglich die Position und die
Geschwindigkeit in kartesischen Koordinaten beschreibt:
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x =
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Die Bewegung für einen PKW kann sehr genau modelliert werden, wie es auch im Kapitel
Selbstlokalisierung für das Sensorfahrzeug beschrieben ist, siehe Abschnitt 4.3. Die Bewegung
von Fußgängern ist deutlich schwieriger zu modellieren, nicht zuletzt aufgrund der geringeren
Trägheit. Um für alle Verkehrsteilnehmer ein gemeinsames Bewegungsmodell angeben zu
können, kommen nur sehr allgemeine Bewegungsmodelle in Frage. In dieser Arbeit wird das
Bewegungsmodell mit konstanter Geschwindigkeit basierend auf dem Zustandsvektor (5.6)
betrachtet, wie auch in [76] angewandt.
Bewegungsmodell mit konstanter Geschwindigkeit
Beim Bewegungsmodell mit konstanter Geschwindigkeit wird die Geschwindigkeit als kon-
stant angenommen, wohingegen die Position sich linear mit der Geschwindigkeit ändert. Be-
schleunigungen eines Verkehrsteilnehmers müssen über das Prozessrauschen in das System
einfließen. Hieraus ergibt sich folgendes Modell:
xk = xk−1 + vx,k−1∆t (5.7)
yk = yk−1 + vy,k−1∆t (5.8)
vx,k = vx,k−1 (5.9)
vy,k = vy,k−1 (5.10)
5.4.3 Zustandsschätzung
Zur Schätzung der in Abbildung 5.5 gezeigten Systemzustände können die in Kapitel 2 be-
schriebenen Bayes-Filter genutzt werden. Im Allgemeinen ist davon auszugehen, dass sich
jeweils mehrere Verkehrsteilnehmer im Sichtfeld der Sensoren aufhalten. Die inkonsistenten
Zellen aus der Belegungskarte, welche von bewegten Objekten resultieren, enthalten also in
der Regel Informationen über mehrere Objekte. Weiterhin ist je nach Szene mehr oder weniger
Rauschen in der Karte enthalten. Die dynamische Belegungskarte Kdyn kann, entsprechend
normiert, somit als diskrete multimodale Wahrscheinlichkeitsdichteverteilung betrachtet wer-
den.
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Das Kalman-Filter ist ein optimaler Schätzer für unimodale und normalverteilte Wahrschein-
lichkeitsdichtefunktionen. Befinden sich in einer Messung mehrere Objekte, so müssen diese
zunächst separiert werden. Das Kalman-Filter ist also auch in diesem Fall unter gewissen An-
nahmen dazu in der Lage, die Objektzustände zu schätzen. Die notwendige Vorverarbeitung
basiert jedoch in der Regel häufig auf anwendungs- und sensorspezifischen Schwellwerten.
Ein Partikelfilter kann direkt multimodale Wahrscheinlichkeitsdichtefunktionen schätzen und
ist daher für eine generische Verarbeitung besser geeignet. Mit dem „Track-Before-Detect“
(TBD)-Ansatz [103] kann weiterhin Rauschen eliminiert werden, indem Messungen verfolgt
werden, bevor ein Objekt tatsächlich bestätigt wird. Diese Bestätigung erfolgt dann nicht nur
auf dem Abstand zwischen Messpunkten, wie bei der Segmentierung von Laserscannerdaten
[119, 112], sondern zusätzlich auf der Homogenität der Geschwindigkeitsvektoren.
5.4.4 Partikelfilter
Als Partikelfilter wird der im Grundlagenkapitel vorgestellte SIR-Partikelfilter eingesetzt,
siehe Abschnitt 2.3.4.
Die Gewichtung q(m)k eines Partikels wird definiert als die Summe der mit den Belegungswahr-


















Die Wahrscheinlichkeit p(n) bezeichnet dabei die Belegungswahrscheinlichkeit des Knotens n





über eine Gewichtungsfunktion realisiert, die den gewichteten Abstand des Mittelpunktes
m(n) des Knotens n zu einem gegebenen Partikel χ(m)k bestimmt.
Gewichtungsfunktion
Die Gewichtungsfunktion sorgt dafür, dass „gute“ Partikel beim Resampling höher gewichtet
werden als andere. „Gut“ ist ein Partikel dann, wenn es möglichst nahe an Messungen, das
heißt an inkonsistenten Zellen liegt. Als Gewichtungsfunktionen werden in der Regel Kern-
dichtefunktionen verwendet. Eine häufig gewählte Gewichtungsfunktion ist der Gaußkern.
Hier gilt:












Als quadratische Funktion, die effizienter zu berechnen ist, kommt der vereinfachte Epanech-









2) , falls |u2| ≤ 1
0 , sonst
(5.14)
Abbildung 5.6 zeigt die beiden untersuchten Kerndichtefunktionen, die Normalverteilung und
den vereinfachten Epanechnikov-Kern.



















Abbildung 5.6 – Die zwei untersuchten Kerndichtefunktionen.
Verfolgung mehrerer Objekte
Mit einem Partikelfilter können theoretisch multimodale Verteilungen geschätzt werden. Dies
funktioniert für die Verfolgung mehrerer Objekte aber nur, wenn folgende Annahmen er-
füllt sind [107]: Alle Objekte sind dauerhaft sichtbar, haben ein ähnliches Signal-Rausch-
Verhältnis, die Anzahl der Objekte ist bekannt und statisch und alle Objekte folgen ähnlichen
Bewegungsmodellen. Weiterhin ist eine sehr hohe Anzahl an Partikeln notwendig. Da diese
Annahmen für die in Abschnitt 5.3 beschrieben dynamische Karte Kdyn nicht erfüllt sind, ten-
dieren die Partikel dazu, auf das Objekt mit der höchsten Gewichtung zu konvergieren [82].
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Zur Lösung dieses Problems werden in der Literatur in der Regel mehrere Partikelfilter ein-
gesetzt: Schulz [107] beschreibt die Kombination mehrerer Partikelfilter mit JPDA (engl.
Joint Probabilistic Data Association), um mehrere Personen im Innenraum von Gebäuden
zu verfolgen. Jung [66] nutzt ebenfalls mehrere Partikelfilter, um mehrere Personen in einem
Kamerabild zu verfolgen. MacCormick nutzt einen partitionierten Partikelfilter [82].
In dieser Arbeit wird ebenfalls die Zustandsschätzung mehrere Objekte über mehrere Parti-
kelfilter gewählt. Für die Initialisierung der Partikelfilter wird demnach eine Schätzung über
die Anzahl der vorhandenen Objekte benötigt. Weiterhin muss beobachtet werden, ob neue
Objekte im Sichtbereich auftauchen oder alte Objekte diesen verlassen. Für diesen Zweck wird
die dynamische Karte Kdyn segmentiert. Als Segmentierungsverfahren für die dynamischen
Zellen wird der DBSCAN-Algorithmus [39] verwendet. Zu Beginn wird für jede Häufung von
inkonsistenten Zellen ein Partikelfilter aufgesetzt. Taucht im weiteren Verlauf ein neues Ob-
jekt im Sichtbereich auf, das noch nicht durch einen konvergierten Partikelfilter verfolgt wird,
so wird an dieser Stelle ein neuer Partikelfilter aufgesetzt. Verlässt ein Objekt den Sichtbereich
hingegen, so wird das zugehörige Partikelfilter nach einiger Zeit gelöscht. Um festzustellen,
ob ein Partikelfilter bereits auf einem Objekt konvergiert ist, wird dessen Streuung ermittelt.
Bestimmung der Streuung eines Partikelfilters
Wird pro Partikelfilter lediglich ein reales Objekt verfolgt, so konvergiert die Partikelmenge
auf diesem Objekt. Über die Streuung der Partikel, die über eine Kovarianzmatrix angegeben
werden kann, kann darauf geschlossen werden, ob die Partikelmenge bereits konvergiert ist
oder nicht. Der gewichtete Mittelwert der Partikelmenge gibt Aufschluss über den geschätzten
Zustand des Objektes.
Für ein Partikelfilter werden im Folgenden neben den Partikeln und den zugehörigen Gewich-
ten ein gewichteter Mittelwert χ und eine Kovarianzmatrix Cχ betrachtet. Dabei wird Cχ






































































Die Trackverwaltung zur Objektverfolgung und anschließenden Detektion (TBD) wird über





@y ∧ ktent > klim
|Cχ| ≤ cconv
kstatic > klim








Abbildung 5.7 – Trackverwaltung für die Verfolgung bewegter Objekte.
Die Zustandsmaschine beginnt im Initialisierungszustand. Für das Partikelfilter werden Stich-
proben lediglich aus inkonsistenten Zellen von Kdyn gezogen. Jede inkonsistente Zelle ndyn wird
initial durch |X ||{ni:ni∈Kdyn,p(ni>0,5)}| Partikel repräsentiert, also die Anzahl der Partikel geteilt
durch die Anzahl der inkonsistenten belegten Zellen in der dynamischen Belegungskarte.
Abbildung 5.8a zeigt die Initialisierung des Partikelfilters durch die erste dynamische Karte
K0dyn. Für das CV-Modell wird v gleichverteilt aus dem Intervall [−a∆k, a∆k] gezogen. Für
den Velodyne Laserscanner liegt ∆k bei 0,1 s.
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Nach der Initialisierung wechselt der Zustandsautomat in den Zustand „Vorläufig“. In diesem
Schritt verteilen sich die Partikel ihrer zufälligen Initialisierung entsprechend. Die Abbildun-
gen 5.8b und 5.8c geben Beispiele. Treten keine Messungen mehr auf, so wechselt der Zustand
nach „Tot“. Wenn zwar Messungen auftreten, der Prozessfehler aber groß ist, verbleibt der
Track im Zustand „Vorläufig“. Sinkt das Volumen der Kovarianzmatrix Cχ unter eine Kon-
stante cconv, so wechselt der Zustand auf „Bestätigt“. Dies gilt als Detektion für ein bewegtes
Objekt und als Bestätigung für den Track. In den Abbildungen 5.8d und 5.8e ist ein bestätig-
tes Objekt dargestellt, das durch den Partikelfilter verfolgt wird. Wird lediglich ein einzelnes
Objekt verfolgt, so verlässt der Zustandsautomat diesen Zustand nicht mehr; vorausgesetzt
es sind Messungen vorhanden.
So lange der Track im Zustand „Vorläufig“ ist, wird ein Zähler ktent inkrementiert. Konvergiert
der Track nicht, bevor eine Schwelle klim überschritten ist, so wird der Track entfernt. Dies
dient dazu, Rauschen zu eliminieren.
In Abbildung 5.8f ist die zugehörige statische Karte abgebildet, in der alle Artefakte, die durch
den vorausfahrenden PKW entstehen würden, nicht mehr vorhanden sind. In Abbildung 5.9
ist das zugehörige Bild der Referenzkamera dargestellt.
Treten während der Objektverfolgung keine inkonsistenten Zellen mehr auf, so wechselt der
Filter in den Zustand „Verfehlt“. In diesem Zustand werden keine Innovationen mehr berück-
sichtigt, der Zustand wird lediglich prädiziert. Dieser Zustand dient dazu, Objekte korrekt zu
verfolgen die kurzzeitig verdeckt sind, den Sichtbereich verlassen oder aus anderen Gründen
keine Messungen liefern. Die Gewichtung der Partikel wird nicht geändert; der Resampling-
schritt wird demnach auch nicht durchgeführt. Die Prozessfehlerkovarianzmatrix wächst und
ein Zähler kmissed wird erhöht. Treten nach kurzer Zeit wieder Messungen auf, so kann der Par-
tikelfilter die Verfolgung wieder aufnehmen. Treten jedoch keine neuen Messungen mehr auf,
wird mit dem Zähler kmissed eine definierte Schwelle überschritten und der Zustand wechselt
auf „Tot“.
Verkehrsteilnehmer bewegen sich in der Regel nicht durchgängig, sondern bleiben unter an-
derem an Ampeln oder Kreuzungen stehen. Um dieses Verhalten zu modellieren, gibt es
einen weiteren Zustand: „Stationär“. Dieser wird erreicht, wenn die geschätzte Geschwindig-
keit v des Objektes unter eine Schwelle vmin fällt. In diesem Zustand wird der Zähler kstatic
inkrementiert.
Diese Modellierung hat zwei Vorteile: Zum einen entstehen keine statischen Zellen, die sich an
der Position des temporär stehen gebliebenen Objektes bilden würden. Zum anderen befindet
sich der Filter bereits im Zustand „Bestätigt“ und die Verfolgung kann ohne Verzögerung wie-
deraufgenommen werden, sobald das Objekt seine Bewegung wieder aufnimmt. Überschreitet
kstatic jedoch eine definierte Schwelle, so wird der Track entfernt und die zugehörigen Zellen
werden wieder als statisch in die Karte eingetragen.
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(a) Initialisierung der Parti-
kelmenge
(b) Die zufällig initialisierten
Partikel divergieren zunächst
(c) Die Partikelmenge konver-
giert langsam auf dem realen
Objekt
(d) Die konvergierte Partikel-
menge gibt Aufschluss über
den Zustand des Objekts
(e) Die Partikelmenge folgt
der Bewegung des realen Ob-
jekts
(f) Die zugehörige statische
Karte mit dem über das Parti-
kelfilter geschätzten bewegten
Objekt
Abbildung 5.8 – Exemplarische Veranschaulichung der Zustände der Trackverwaltung.
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Abbildung 5.9 – Bild der Referenzkamera zu der in Abbildung 5.8 betrachteten Sequenz.
5.4.5 Kalman-Filter
Im Vergleich zur Verfolgung mit dem Partikelfilter wird für ein einzelnes Objekt auch die
Zustandsschätzung mit einem Kalman-Filter betrachtet. Wie in Abschnitt 5.2.1 zur objekt-
basierten Verfolgung beschrieben, wird dazu eine Segmentierung der Messpunkte des Laser-
scanners benötigt. Hier wird, wie für die Initialisierung des Partikelfilters, der DBSCAN-
Algorithmus [39] eingesetzt. Die Mittelpunkte der Häufungen werden als Messung für die
Objektposition aufgefasst.
Prozessrauschen
Für die maximale Beschleunigung eines Fahrzeuges wird amax = 9,81 ms2 angenommen. Wird
diese als 3σ-Intervall interpretiert, so gilt für die Standardabweichung der Beschleunigung
σa = 3,27 ms2 .
Für den Velodyne Laserscanner gilt ∆k = 0,1 s und damit σv = 0,327 ms . Da die Bewegungs-
richtung des Objektes nicht explizit modelliert wird, wird approximativ sowohl σvx als auch
σvy auf 0,327 ms gesetzt.
Die Kovarianzmatrix für das Prozessrauschen ergibt sich somit zu:
Q = diag
(





5.4 Verfolgung bewegter Objekte 149
Messung








Das Messrauschen ist ebenfalls durch die Segmentierung bestimmt: Die Messpunkte des La-
serscanners liegen in der Regel auf der Außenkontur von Objekten, wohingegen als Referenz-
punkt die Objektmitte angenommen wird. Bei der Evaluierung wird ein PKW betrachtet.
Wenn alle Messpunkte auf der Rückfront des PKW liegen und dessen Länge 5m beträgt,
so entsteht ein maximaler Fehler von 2,5m. Wird dieser als 3σ-Intervall angenommen, so
ergeben sich stark vereinfachend die Standardabweichungen σx und σy zu 0,833m.






Die Messmatrix, die für den Innovationsschritt des Kalman-Filters erforderlich ist, ergibt sich
direkt aus dem Zustandsvektor und dem Messvektor:
G =
1 0 0 0
0 1 0 0
 (5.22)
5.4.6 Aktualisierung der statischen Karte
In Abschnitt 5.3.3 wurde geschildert, dass trotz der aufwändigen Separierung der statischen
Karte Kstatic von der dynamischen Karte Kdyn noch Artefakte von bewegten Objekten in der
statischen Karte auftreten. Ein bestätigtes bewegtes Objekt kann dazu genutzt werden, dieses
Problem zu lösen und die statische Karte zu aktualisieren. Es wird angenommen, dass sich ein
dynamisches Objekt stets über einen Freiraum bewegt. Das bedeutet, dass fälschlicherweise
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belegte Bereiche, die durch Rauschen verursacht werden und über die sich ein Objekt bewegt,
in der statischen Karte gelöscht werden können.
Aus der Prozessfehlerkovarianz des Partikelfilters wird die Ellipse berechnet, die dem 1σ-
Intervall entspricht.
In dem Bereich, der innerhalb dieser Ellipse liegt, werden belegte Zellen gelöscht. Dies dient
der Robustheit der statischen Karte. Werden jedoch Zellen aus der statischen Karte aufgrund
einer Falschdetektion gelöscht, tritt folgendes Problem auf: Statische Zellen aus der Messkarte
werden dann als bewegt identifiziert, was eine Verstärkung des Effektes zur Folge hat. Dieses
Problem wurde bereits in Abschnitt 5.3.4 beschrieben. Falschdetektionen durch Rauschen
müssen daher vermieden werden, beispielsweise durch eine Anpassung der Konstante cconv.
5.5 Auswertung
Zur Evaluierung der vorgestellten Ansätze zur Detektion und Verfolgung bewegter Objekte ist
sowohl für die geschätzte Position als auch für die geschätzte Geschwindigkeit der verfolgten
Objekte eine Referenzmessung notwendig.
5.5.1 Szenario
Mit den automatisch fahrenden Fahrzeugen der Daimler AG [16] wurde solch eine Referenz-
messung durchgeführt. Der in Abschnitt 6.1.4 beschriebene Versuchsträger wurde mit einem
Anthony Best Dynamics (ABD)-Fahrroboter ausgestattet. Dieser erlaubt es, vorgegebene
Trajektorien hochgenau abzufahren und aufzuzeichnen. Ein weiterer stationärer Versuchsträ-
ger wurde mit einem Velodyne Laserscanner ausgestattet um das Szenario aufzuzeichnen.
Abbildung 5.10 zeigt das Roboterfahrzeug auf einem Testgelände.
An dem Tag der Messung hat es geregnet, was zu einem erhöhten Messrauschen führt. Zudem
liefert ein schwarzes Fahrzeug wenige Messungen: Aufgrund der schwarzen Lackierung wird
das Laserlicht absorbiert. Als Trajektorie wurde ein schwieriges Szenario aufgezeichnet: Der
Versuchsträger fährt die in Abbildung 5.11a dargestellte Acht ab, bei der die Perspektive
auf den Versuchsträger ständig wechselt und mehrere Richtungsänderungen vorgenommen
werden. Die Referenz für die Geschwindigkeit des Roboters ist in Abbildung 5.11b dargestellt.
5.5 Auswertung 151
Abbildung 5.10 – Roboterfahrzeug, mit dem vorgegebene Trajektorien sehr genau abgefahren
und aufgezeichnet werden können.





















(a) Trajektorie des Fahrroboters. Das be-
obachtende Fahrzeug befindet sich an Posi-
tion (0,0).
































(b) Geschwindigkeit des Fahrroboters.
Abbildung 5.11 – Referenzfahrt des Roboterfahrzeuges.
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5.5.2 Auswertung der Positionsschätzung
In Abbildung 5.12 sind die geschätzten Trajektorien der Objektverfolgungsansätze darge-
stellt. Die dynamische Belegungskarte Kdyn hat eine Auflösung von 0,2m. Beide Ansätze sind
in der Lage die Trajektorie nachzuvollziehen, trotz des einfachen CV-Bewegungsmodells. Das
Partikelfilter arbeitet mitM = 1000 Partikeln und der Normalverteilung als Kerndichtefunk-
tion.



























Abbildung 5.12 – Trajektorien der Objektverfolgung mit Partikelfilter und Kalman-Filter im
Vergleich zur Referenz.
In Abbildung 5.13 sind die Fehler der Positionsschätzung der Objektverfolgungsansätze dar-
gestellt. Das Kalman-Filter schätzt die Position des Fahrzeuges zu Beginn genauer, später
lässt sich im Vergleich zum Partikelfilter kein eindeutiger Unterschied mehr ausmachen. Wei-
terhin wird der Epanechnikov-Kern als Kerndichtefunktion betrachtet.
Der RMSE des Kalman-Filters beträgt 1,14m. Der des Partikelfilters mit M = 1000 und
der normalverteilten Kerndichtefunktion 1,15m. Deutlich schlechter ist der Partikelfilter mit
M = 1000 und dem vereinfachten Epanechnikov-Kern: Hier beträgt der RMSE 1,63m.
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Abbildung 5.13 – Fehler der geschätzten Position der Objektverfolgung mit Partikelfilter und
Kalman-Filter zur Referenz.
5.5.3 Auswertung der Geschwindigkeitsschätzung
In Abbildung 5.14 sind die geschätzten Geschwindigkeiten der Objektverfolgungsansätze dar-
gestellt. Die Schwankungen in der Schätzung sind darauf zurückzuführen, dass die Perspek-
tive auf das verfolgte Fahrzeug wechselt und die inkonsistenten Zellen von der Rückseite des
Fahrzeugs in kurzer Zeit zur Vorderseite wandern.






































Abbildung 5.14 – Geschätzte Geschwindigkeit der Objektverfolgung mit Partikelfilter und
Kalman-Filter im Vergleich zur Referenz.
In Abbildung 5.15 sind die geschätzten Fehler der Geschwindigkeitsschätzung der Objektver-
folgungsansätze dargestellt. Das Partikelfilter mit M = 1000 und der Normalverteilung als
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Kerndichtefunktion hat einen RMSE von 0,57 m
s
, das mit dem vereinfachten Epanechnikov-
Kern hat einen RMSE von 0,56 m
s
. Das Kalman-Filter schneidet mit einem RMSE von 0,49 m
s
etwas besser ab. Bei t = 13 s und t = 30 s gibt es jeweils einen deutlichen Anstieg des Fehlers:
Bei t = 13 s rutschen die Partikel vom Fahrzeugheck über die Fahrzeugseite zur Fahrzeug-
front, wodurch eine zu hohe Geschwindigkeit geschätzt wird. Bei t = 30 s hingegen verletzt
der plötzliche Stillstand des Fahrzeuges nach der Verzögerung das Bewegungsmodell und
führt so zu einem erhöhten Fehler.




































Abbildung 5.15 – Fehler der geschätzten Geschwindigkeit der Objektverfolgung mit Partikel-
filter und Kalman-Filter zur Referenz.
5.5.4 Verfolgung mehrerer Objekte
Für Sequenzen mit mehreren dynamischen Objekten stehen keine Referenzdaten zur Verfü-
gung. Die Verfolgung mehrerer Objekte wird daher an einer innerstädtischen Sequenz ohne
Referenzdaten exemplarisch betrachtet. Da für jedes hypothetische Objekt ein Partikelfilter
aufgesetzt wird, wird die Anzahl der Partikel pro Filter auf M = 500 reduziert.
Abbildung 5.16a zeigt den ersten Ausschnitt aus der Sequenz. Das Sensorfahrzeug steht an
einer Ampel und wartet. Von hier sind Fußgänger und mehrere abbiegende Fahrzeuge zu
beobachten. Es sind vier bestätigte Objekte zu sehen. Das dem Sensorfahrzeug nächstliegende
Objekt entspricht einem Kind auf einem Skatebord, es ist ganz rechts am Rand des Bildes der
Referenzkamera (Abbildung 5.16b) zu sehen. Das Objekt mit dem größten Abstand entspricht
einem auf den Referenzbildern kaum zu erkennenden Fußgänger, der die Straße von links
nach rechts überquert. Die beiden weiteren bestätigten Objekte in der Mitte entsprechen
zwei PKW, die von rechts kommen und nach links beziehungsweise rechts abbiegen.
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Abbildung 5.16b zeigt dieselbe Szene wenige Augenblicke später. Nun sind fünf bestätig-
te Objekte vorhanden: Der Fußgänger ist auf der anderen Straßenseite angekommen, der
Skateboardfahrer nähert sich dem Sensorfahrzeug an. Die beiden PKW befinden sich im Ab-
biegevorgang. Es ist hervorzuheben, dass der hintere der beiden PKW gut verfolgt werden
kann, obwohl er zu großen Teilen verdeckt ist. Als weiteres Fahrzeug kommt von rechts ein
LKW, der auf dem Dokumentationsbild noch nicht zu sehen ist.
In Abbildung 5.16c ist der LKW bereits fast vollständig abgebogen. Insgesamt sind sechs be-
stätigte Objekte vorhanden. Der LKW fährt dem schwarzen Fahrzeug aus Abbildung 5.16b
hinterher und ihm folgen zwei weitere PKW. Der LKW und die zwei ihm folgenden PKW
sind im Dokumentationsbild in Abbildung 5.16c sehr gut zu erkennen. Ebenso sind alle vier
Objekte gut in der Draufsicht identifizierbar. Der Skateboardfahrer ist nochmals näher ge-
kommen. Das Objekt im Hintergrund ist eine Falschdetektion: Die fehlende Modellierung
von Verdeckungen führt zu einer scheinbaren Bewegung auf der Hauswand. Diese wird in
der Annahme, dass ein bewegtes Objekt vorhanden ist, gelöscht. Zur Vervollständigung des
Ansatzes ist daher zusätzlich die Modellierung und Behandlung von Verdeckungen zu lösen.
5.6 Zusammenfassung und Ausblick
Zusammenfassung
In diesem Kapitel wurden Methoden zur Detektion und Verfolgung bewegter Objekte in
Belegungskarten vorgestellt. Die Detektion und Verfolgung arbeiten dabei nahezu modellfrei,
um den Anspruch, möglichst viele unterschiedliche Objekte verfolgen zu können, zu erfüllen.
Erstmalig in der Literatur wurden dabei bewegte Zellen in einer hierarchischen Karte de-
tektiert. Die Detektion erfolgte durch Mengenoperationen auf Belegungskarten und führt zu
einer Separierung von statischer Karte und dynamischer Karte. Die dennoch auftretenden
Artefakte von dynamischen Objekten in der statischen Karte wurden über eine Objektverfol-
gung durch ein Partikelfilter eliminiert, um eine robuste statische Umgebungsrepräsentation
für die Freiraumanalyse zu erreichen.
Zur Verfolgung von dynamischen Objekten wurden zwei Ansätze verglichen: Ein Partikelfilter
mit einer angepassten Gewichtungsfunktion und das Kalman-Filter mit einer vorangehenden
Segmentierung und Referenzpunktbestimmung.
Das Verfahren wurde mit zwei Roboterfahrzeugen der Daimler AG evaluiert. Es wurde ein
Szenario mit äußerst schwierigen Bedingungen für einen Laserscanner zur Evaluierung ge-
wählt: Bei Regen wird ein schwarz lackiertes Fahrzeug verfolgt, welches ständig die Fahrtrich-
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(a) (b) (c)
Abbildung 5.16 – Verfolgung bewegter Objekte. Oben ist jeweils das Bild der Dokumentati-
onskamera abgebildet, unten die zugehörige Draufsicht auf die statische Belegungskarte Kstatic
und die Zustandsschätzung durch mehrere Partikelfilter. Die Belegungskarte ist in rot darge-
stellt, die Partikel in grün. Bestätigte Objekte werden als blaue Punkte dargestellt. Der Ansatz
ist in der Lage, mehrere Objekte simultan zu verfolgen.
tung ändert.
Im Hinblick auf den Vergleich des Kalman-Filters mit dem Partikelfilter sei darauf hinge-
wiesen, dass das Kalman-Filter auf der Segmentierung der detektierten inkonsistenten Zellen
beruht. Die Parametrierung für die Segmentierung ist stark abhängig von dem betrachteten
Szenario, um eine robuste Verfolgung zu ermöglichen. Beim Partikelfilter wird die Segmen-
tierung lediglich für die Initialisierung der Anzahl der zu verfolgenden Objekte genutzt. Das
eingesetzte Partikelfilter ist im Gegensatz zum eingesetzten Kalman-Filter demnach nicht für
Segmentierungsfehler anfällig.
Bei dem evaluierten Szenario zeigt sich mit dem Partikelfilter ein Fehler von 1,15m in der Po-
sitionsbestimmung und ein Fehler von 0,57 m
s
in der Geschwindigkeitsschätzung. Das Kalman-
Filter erzielt zum Vergleich für ein einzelnes Objekt einen Fehler von 1,14m in der Positions-
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bestimmung und einen Fehler von 0,49 m
s
in der Geschwindigkeitsschätzung.
Der hohe Fehler in der Positionsschätzung ist darauf zurückzuführen, dass als gemeinsames
möglichst generisches Objektmodell für alle Objekte das Punktmodell gewählt wurde. Die-
ses passt nicht ideal auf PKW. Zudem sind bei Szenarien mit einfacheren Manövern unter
günstigen Witterungsbedingungen bessere Ergebnisse zu erwarten.
Ausblick
• Für die Evaluierung der Verfolgung mehrerer Objekte stand leider keine Referenzplatt-
form zur Verfügung. In zukünftigen Arbeiten wäre eine Evaluierung der Verfolgung
mehrerer Objekte von Interesse, insbesondere könnten hiermit unterschiedliche Ansät-
ze zur Objektverfolgung realitätsnah verglichen werden.
• In dieser Arbeit wurden Verdeckungen von statischen Objekten durch dynamische Ob-
jekte nicht betrachtet. Statische Objekte erscheinen demnach durch Verdeckungen teil-
weise als dynamisch und führen sowohl in der Zustandsschätzung als auch in der stati-
schen Karte zu Fehlern. Eine Modellierung von Verdeckungen ist daher unerlässlich.
• Eine besondere Schwierigkeit stellt die Objektverfolgung dar, wenn die Klasse des zu
verfolgenden Objektes nicht bekannt ist. So können keine spezifischen Bewegungsmodel-
le und Modelle zu den geometrischen Dimensionen eingesetzt werden. Nach der Bestä-
tigung für ein Objekt sollte demnach in zukünftigen Arbeiten eine Objektklassifikation
mit einer Anpassung des Objekt- und Bewegungsmodells untersucht werden. Ein Grund
für den großen Fehler von 1,1m in der Positionsbestimmung ist, dass die Referenzpositi-
on jeweils zur Hinterachse angegeben ist, wohingegen die Messungen des Laserscanners
auf der Objektaußenkontur liegen. Bereits ein einfaches rechteckiges Objektmodell wür-
de diesen Fehler deutlich reduzieren.
• In diesem Kapitel wurde das CV-Modell mit konstanter Geschwindigkeit zur Verfol-
gung von Verkehrsteilnehmern untersucht. In zukünftigen Arbeiten könnte neben einer
Objektklassifikation und spezifischen Bewegungsmodellen weiterhin die Leistungsfähig-
keit einer Verfolgung durch mehrere Modelle parallel in einem IMM-Filter untersucht
werden.
• Zur Evaluierung mit Referenzsensorik standen lediglich Messungen des Velodyne La-
serscanners zur Verfügung. Die Verfahren sollten weiterhin mit Sensoren evaluiert wer-
den, die verdeckt verbaut werden können, wie beispielsweise dem Ibeo LUX (Ab-
schnitt 2.4.2).
• In dieser Arbeit wurden bewegte Objekte durch Mengenoperationen auf Belegungskar-
ten detektiert. Moras [87] beschreibt die Detektion bewegter Objekte mit Hilfe der DST,
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jedoch keine Objektverfolgung. Die Arbeit von Moras könnte mit der dreidimensionalen
hierarchischen Karte und der in diesem Kapitel vorgestellten Variante des Partikelfilters
kombiniert werden. Eine besondere Herausforderung stellt hier die Unterscheidung dar,
ob es sich bei inkonsistenten Zellen um ein bewegtes Objekt handelt oder ob lediglich
die Diskretisierung der Karte zu gering ist, wie in Abschnitt 3.6.2 beschrieben.
• Die detektierten dynamischen Zellen wurden durch den in diesem Kapitel beschriebenen
Ansatz lediglich zur Objektverfolgung genutzt. Die dynamischen Zellen könnten jedoch
in objektlokalen Karten [30] akkumuliert werden, um Objektkonturen über die Zeit
genauer und vollständig zu beschreiben. Abbildung 5.17 zeigt ein Beispiel des Nutzens
von objektlokalen Karten. Ein Objekt wird nach der Detektion einer Bewegung in einer
objektlokalen Karte mit dem Koordinatensystem OK geführt. Eine Herausforderung













(b) Verfolgung eines Objektes mit einer objektlokalen Bewegungskarte.
Abbildung 5.17 – Ein parkendes Fahrzeug, das sich länger nicht bewegt hat, wird der sta-
tischen Karte zugeordnet (a). Fährt das Fahrzeug los, so können die Belegungswahrscheinlich-
keiten aus der statischen Karte nach der Detektion der Bewegung in einer objektlokalen Karte




In den vorigen Kapiteln wurden bereits zwei Applikationen beschrieben: Die Schätzung der
Pose und der Dynamik des Sensorfahrzeuges in Kapitel 4 und die Verfolgung von Verkehrs-
teilnehmern in Kapitel 5. Beide Applikationen basieren auf der dreidimensionalen Umge-
bungsmodellierung, die in Kapitel 3 vorgestellt wurde.
Weitere Anwendungen, die sich mit der vorgeschlagenen Belegungskarte realisieren lassen sind
Fahrbahnverlaufsschätzung, Freiraumanalyse, Detektion und Vermessung von Parklücken so-
wie Höhenschätzung. In diesem Kapitel werden zwei dieser Anwendungen herausgegriffen und
näher untersucht und ausgewertet: Die Detektion und Vermessung von Parklücken sowie die
Schätzung der Höhe von Brücken.
Kapitelübersicht
In Abschnitt 6.1 wird eine Höhenschätzung basierend auf der dreidimensionalen Belegungs-
karte aus Kapitel 3 präsentiert. Die Belegungskarte wird dabei unter anderem mit einem
einzeiligen Laserscanner aufgebaut. Abschnitt 6.2 stellt die Parklückendetektion und -vermes-
sung vor. Hierfür kommen als Sensoren Nahbereichsradare, Laserscanner und eine Stereoka-
mera zum Einsatz. Beide Anwendungen, sowohl die Höhenschätzung als auch die Parklücken-
vermessung, werden anhand mehrerer Messfahrten mit realen Sensordaten evaluiert. Das
Kapitel endet nach Abschnitt 6.3 mit einer Zusammenfassung und einem Ausblick.
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6.1 Höhenschätzung
In diesem Abschnitt wird die Höhenschätzung von überhängenden Strukturen, wie beispiels-
weise Brücken, mit realen Laserscannermessdaten vorgestellt. Damit wird eine Anwendung
beschrieben, die ausschließlich auf einer echt dreidimensionalen Datenstruktur arbeiten kann.
6.1.1 Einleitung
Für ein System zur Längsführung, wie den Abstandsregeltempomaten (ACC), ist es wichtig,
ob das eigene Fahrzeug unter Schilderbrücken, Brücken oder Tunneleinfahrten durchfahren
kann. Ist die Umgebungserfassung nicht in der Lage, einem Objekt die korrekte Höhe zuord-
nen zu können, so stellt das System im schlechtesten Fall auch für eine Brücke eine mögliche
Kollision fest und führt eine Notbremsung durch.
6.1.2 Stand der Technik
Diewald [24] beschreibt eine radarinterferenzbasierte Höhenschätzung. Die Genauigkeit der
Höhenschätzung reicht aus, um ein Ziel als „Brücke“ beziehungsweise als „keine Brücke“ zu
klassifizieren.
Pfeiffer [98] erweitert den Stixel-Ansatz, der einer abstrakten Repräsentation eines Tiefenbil-
des einer Stereokamera entspricht, um mehrere Ebenen. Einzelne Stixel erhalten daher eine
Höhe, die zur Schätzung der Höhe einer Brücke eingesetzt werden kann.
6.1.3 Verfahren
In Abbildung 6.1 wird ein einfacher Algorithmus zur Höhenschätzung skizziert. In der drei-
dimensionalen statischen Belegungskarte Kstatic werden zwei Schritte durchgeführt: Im ersten
Schritt wird vor dem Fahrzeug ein Hindernis gesucht. Die Höhe des Hindernisses spielt dabei
keine Rolle. Im zweiten Schritt wird an der Position des Hindernisses von der Fahrbahnober-
fläche aus nach oben nach belegten Zellen gesucht. Die Höhe, an der zum ersten Mal belegte




Abbildung 6.1 – Skizzierung des Algorithmus zur Höhenschätzung.
6.1.4 Eingesetzter Versuchsträger: E-Klasse.
Als Versuchsträger für die Höhenschätzung wird eine modifizierte E-Klasse [18] eingesetzt,
bei der alle Sensoren verdeckt verbaut sind. Abbildung 6.2a zeigt ein Bild der E-Klasse auf
dem Gelände des Forschungszentrums der Daimler AG in Ulm.
(a) Versuchsträger auf dem Gelände des For-
schungszentrums in Ulm
(b) Zwei SICK LD-MRS im unteren Bereich
der Stoßstange
Abbildung 6.2 – Versuchsträger E-Klasse Baureihe 212
Sensorkonfiguration
Das Sensorsetup besteht aus vier Serien-Nahbereichsradaren sowie zwei baugleichen Nah-
bereichsradaren, die zusätzlich angebracht wurden, um den Seitenbereich des Fahrzeuges
beobachten zu können. Weiterhin sind zwei Sick LD-MRS, die baugleich zum Ibeo LUX
sind, eingebaut (siehe Abschnitt 2.4.2). Abbildung 6.2b zeigt ein Bild der Laserscanner im
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Versuchsträger. Die Einbaulagen und die resultierenden Sichtbereiche der Sensoren sind in
Abbildung 6.3 in der Draufsicht dargestellt.
Abbildung 6.3 – Sensorsetup der E-Klasse. In Türkis ist der Sichtbereich des Sick LD-MRS
eingezeichnet und in Grün die sechs Nahbereichsradare. Die Rasterung dient der Veranschauli-
chung, eine Zelle ist 5x5m groß.
Kalibrierung
In dieser Arbeit wird nur der rechte der beiden Laserscanner verwendet. Zur Bestimmung
der Einbaulage wird der Laserscanner zum Fahrzeug kalibriert. Die Halterung ermöglicht
eine Justage in drei Freiheitsgraden. Es wird davon ausgegangen, dass die Angaben über die
Elevation der einzelnen Messebenen relativ zum Gehäuse aus dem Datenblatt exakt sind, so
dass es genügt, das Gehäuse des Sensors gegen das Fahrzeug zu kalibrieren. Das Gehäuse
wird mit einem Laserabstandsmessgerät kalibriert, das mit einer Genauigkeit von ±1,5mm
arbeitet. Abbildung 6.4 zeigt das Vorgehen bei der Kalibrierung des Gehäuses des Laserscan-
ners. Mit dem Laserabstandsmessgerät wird in Verlängerung der Blickrichtung des Sensors
der Abstand d1 zur Wand gemessen, weiterhin wird der Abstand d2 ermittelt. Der Nickwinkel
β ergibt sich somit zu β = tan−1 d2
d1
.
Der Laserscanner wurde speziell für Brückendetektionen um 3,2◦ nach oben ausgerichtet,
um Brücken sicher detektieren zu können. Der Laserscanner hat ein vertikales Sichtfeld von
±1,6◦. Eine fünf Meter hohe Brücke kann damit im Idealfall theoretisch in einem Abstand
zwischen 56m und 168,3m detektiert werden. Bei einer Einbaulage mit einem Nickwinkel von
0◦ kann eine Brücke lediglich in Abständen größer als 168,3m detektiert werden. Um eine
universelle Einsatzfähigkeit von Laserscannern für mehrere Funktionen zu erreichen, sollten
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d1 d2β
Abbildung 6.4 – Kalibrierung des Nickwinkels des Laserscanners.
daher zukünftig Sensoren mit einem erhöhten vertikalen Sichtbereich eingesetzt werden, wie
zum Beispiel der prototypische Ibeo LUX 8L mit einem vertikalen Sichtbereich von 6,4◦.
6.1.5 Ergebnisse
Die Auswertung erfolgt exemplarisch an zwei überhängenden Gebäuden und an zwei Brücken,
um die Machbarkeit der Höhenschätzung über Belegungskarten zu demonstrieren. Die Bele-
gungskarte wird dreidimensional aufgebaut mit einer konstanten Zellgröße von (0,2m)3. Der
Versuchsträger nähert sich in den Sequenzen jeweils der Brücke.
In Sequenz 1 handelt es sich um eine Brücke in Neu-Ulm. Die Referenzhöhe wurde mit einem
hochgenauen Laserabstandsmessgerät ermittelt und beträgt 5,0m. Abbildung 6.5b zeigt das
Bild der Dokumentationskamera. Die Höhe der Brücke kann erstmals in einer Distanz von
82m geschätzt werden. Abbildung 6.5a zeigt das zugehörige Diagramm des Algorithmus zur
Höhenschätzung. Die durchfahrbare Höhe wird während der Annäherung an die Brücke mit
einem mittleren Fehler von 0,25m geschätzt.
In Sequenz 2 handelt es sich um eine 4,5m hohe Brücke in Neu-Ulm, siehe Abbildung 6.6b. Die
Höhe der Brücke kann erstmals in einer Distanz von 98m geschätzt werden. Abbildung 6.6a
zeigt den Graphen für die geschätzte Höhe. Die Höhe wird mit einem mittleren Fehler von
0,52m geschätzt.
In Sequenz 3 handelt es sich um die überhängende Struktur eines Gebäudes auf dem Gelände
des Daimler Forschungszentrums in Ulm. Die wahre Höhe beträgt 3,761m. Abbildung 6.7b
zeigt das Bild der Dokumentationskamera. In Abbildung 6.7a ist der zugehörige Graph für
die Höhenschätzung dargestellt. Die Höhe des Gebäudes kann erstmals in einer Distanz von
77m geschätzt werden, der mittlere Fehler beträgt hier 0,462m.
Bei der vierten und letzten Sequenz handelt es sich ebenfalls um ein Gebäude auf dem Ge-
lände des Daimler Forschungszentrums, siehe Abbildung 6.8b. Die wahre Höhe beträgt hier
























(a) Geschätzte Höhe (b) Referenzbild
Abbildung 6.5 – Sequenz Nr. 1: Die Höhe wird während der Annäherung an die Brücke mit




















(a) Geschätzte Höhe (b) Referenzbild
Abbildung 6.6 – Sequenz Nr. 2: Die Höhe wird mit einem mittleren Fehler von 0,52m ge-
schätzt.
4,5m. Die Höhe des Gebäudes kann erstmals in einer Distanz von 92m geschätzt werden.
Abbildung 6.8a zeigt den zugehörigen Graphen des Algorithmus zur Höhenschätzung, der
mittlere Fehler der Höhenschätzung beträgt 0,51m.
Über die vier Beispielszenarien beträgt der mittlere Fehler in der Höhenschätzung 0,48m.
Zur Verringerung des Fehlers können folgende Maßnahmen ergriffen werden:






















(a) Geschätzte Höhe (b) Referenzbild
























(a) Geschätzte Höhe (b) Referenzbild
Abbildung 6.8 – Sequenz Nr. 4: Die Höhe wird mit einem mittleren Fehler von 0,51m ge-
schätzt.
• Erhöhung der Auflösung der Belegungskarte
• Definition einer Funktion zur Detaillierungssteuerung für Brücken, analog zu der in
Abschnitt 3.8.1 beschriebenen Vorgehensweise.
• Exaktes Kalibrieren des Laserscanners über dessen Strahlkeulen wie in [90] beschrieben
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(b) Während der Annäherung verliert der Laserscanner die Brücke aus dem Sichtbereich,
durch das Freiraummodell bildet sich die Brücke korrekt in der dreidimensionalen Karte
ab.
Abbildung 6.9 – Skizze der Höhenschätzung mit einem einzeiligen Laserscanner.
Selbst mit einem einzeiligen Laserscanner wie dem Hella IDIS, siehe Abschnitt 2.4.2, ist eine
Höhenschätzung in dreidimensionalen Belegungskarten möglich. Abbildung 6.9 skizziert das
Verfahren: Zunächst misst der einzeilige Laserscanner die Brücke an, siehe Abbildung 6.9a.
Während der Annäherung an die Brücke verliert der Laserscanner die Brücke aus dem Sicht-
bereich. Das Freiraummodell des Laserscanners aktualisiert die Belegungskarte, damit wird
der befahrbare Freiraum unter der Brücke in der dreidimensionalen Belegungskarte abgebil-
det, siehe Abbildung 6.9b.
Das Verfahren soll an einem realen Beispiel demonstriert werden. Der Versuchsträger fährt
auf eine brückenähnliche überhängende Struktur zu. In Abbildung 6.10a ist das Referenzbild
dargestellt. Es werden zwei unterschiedliche Situationen dieser Sequenz dargestellt. Solange
die Distanz zur überhängenden Struktur über 50m groß beträgt, befindet sich das Objekt im
Sichtbereich des Laserscanners, damit werden in die Belegungskarte Messungen integriert.
Die integrierten Messungen erscheinen aufgrund des inversen Sensormodells als Wand mit
hoher Belegungswahrscheinlichkeit, siehe Abbildung 6.10b.
6.1 Höhenschätzung 167
(a) Bild der Referenzkamera
(b) Dreidimensionale Karte mit Messun-
gen der überhängenden Struktur. In einer
großen Distanz wird die Struktur angemes-
sen; das inverse Sensormodell führt zur ge-
zeigten Belegungskarte.
(c) Dreidimensionale Belegungskarte mit
Freiraummodellierung. In dem hier redu-
zierten Abstand zum Gebäude sorgen Frei-
raummessungen dafür, dass das Gebäude
sich herausbildet.
Abbildung 6.10 – Modellierung einer überhängenden Struktur mit dem einzeiligen Laserscan-
ner Hella IDIS. Die überhängende Struktur entwickelt sich in der dreidimensionalen Belegungs-
karte während der Annäherung des Versuchsträgers an das Objekt.
Sobald der Abstand unter 50m fällt, verlässt das Objekt den Sichtbereich des Laserscanners.
Die Freiraummessungen des Laserscanners, wie in Abschnitt 3.7.4 beschrieben, sorgen dafür,
dass die Belegungswahrscheinlichkeit bereits belegter Zellen wieder sinkt. Alle Zellen, die
außerhalb des neuen Sichtbereichs des Laserscanners liegen, bleiben jedoch unberührt. In
einem Abstand von 30m haben die Freiraummessungen den Bereich komplett gelöscht. Damit
bleibt ein realistisches Modell der realen überhängenden Struktur, siehe Abbildung 6.10c. Die
Zellgrößen sind in diesem Beispiel (0,2m)3 groß.
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6.2 Detektion und Vermessung von Parklücken
In diesem Abschnitt wird die Detektion und Vermessung von Parklücken vorgestellt und aus-
gewertet. Das vorgestellte Verfahren basiert auf der in Kapitel 3 vorgestellten Belegungskarte.
Als Sensoren kommen Radarsensoren, ein Laserscanner und eine Stereokamera zum Einsatz.
6.2.1 Einleitung
Ford führte 2011 eine Studie [46] durch, die ergab, dass 32% der europäischen Autofahrer
mehr als einen Versuch beim Einparken benötigen. Viele Fahrer empfinden beim Einparken
zudem deutlichen Stress. Dies erklärt die hohe Nachfrage von Fahrern nach Parkhilfeassis-
tenzsystemen. EurotaxGlass’s and Harris Interactive führte 2011 eine Studie [40] zu der Ver-
baurate von Parkhilfeassistenzsystemen durch. Europäische Fahrer, die in den letzten zwölf
Monaten einen Neuwagen gekauft hatten, wurden befragt mit welchen Assistenzsystemen der
neue Wagen ausgestattet ist. Parkhilfeassistenzsysteme wurden in 48% der Fälle genannt, bei
Premiumfahrzeugen waren es sogar 59%.
Bei einem Parkhilfeassistenten handelt es sich um ein Komfortsystem: Das Fahrzeug soll au-
tomatisch in eine Parklücke fahren oder dem Fahrer soll über ein entsprechendes Lenkmoment
eine Trajektorie vorgeschlagen werden. Hierfür sind die Detektion und die exakte Vermessung
der Parklücke notwendig.
Ziel der in diesem Abschnitt vorgestellten Parklückendetektion und -vermessung ist es, die
Parklücke möglichst früh zu detektieren und exakt zu vermessen. Im Unterschied zu heutigen
Systemen soll der Fahrer daher nicht zuerst an einer Lücke vorbeifahren müssen, damit diese
von der Sensorik vermessen werden kann. So kann das Fahrzeug frühzeitig abgebremst werden
und der Einparkwunsch rechtzeitig durch Blinken dem nachfolgenden Verkehr signalisiert
werden.
6.2.2 Stand der Technik
Scheunert [104] stellt eine Methode zur Parklückendetektion vor, basierend auf einer zwei-
dimensionalen Belegungskarte und einer PMD (engl. Photonic Mixer Device)-Kamera. In
jeder Zelle werden neben der geschätzten Belegungswahrscheinlichkeit die Rohdatenpunkte
abgelegt, um einzelnen Zellen der Karte eine der folgenden Klassen zuzuweisen: Fahrbahn,
niedriges Hindernis oder hohes Hindernis. Basierend auf diesen Daten wird die Bordsteinkante
ermittelt. Aus den Zellen der Klasse „hohe Hindernisse“ wird anschließend ein Distanzpro-
fil bezüglich der Bordsteinkante erstellt. Bei der Vermessung von 22 Parklücken wurde ein
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mittlerer Fehler von 0,252m ermittelt.
Suhr [120] detektiert Querparklücken über optischen Fluss. Als Sensor wird eine Rückfahrka-
mera eingesetzt. Dazu wird beim Rückwärtsfahren die Position der benachbarten parkenden
Fahrzeuge geschätzt. Bei Testfahrten wurden 139 von 154 Querparklücken erkannt. Dies ent-
spricht einer Erfolgsquote von 90,3%. Die Schwächen der Methode zeigen sich besonders bei
ungünstigen Lichtverhältnissen und bei großen Entfernungen zur Parklücke.
Jung [67] detektiert Querparklücken mit einem Laserscanner, der am Heck angebracht ist.
Eine Parklücke wird dabei nicht bei der Vorbeifahrt detektiert, sondern erst wenn das Fahr-
zeug sich bereits zum Einparken positioniert hat. Vermessen werden die Parklücken jedoch
nicht. Von 112 Parklücken wurden 110 als solche detektiert, was einer Detektionsrate von
98,2% entspricht.
Abad [2] präsentiert ein Verfahren, das sowohl für Quer- als auch Längsparklücken geeig-
net ist. Die zwei Fahrzeuge, zwischen die eingeparkt werden soll, werden über senkrechte
Rechtecke modelliert. Mit Ultraschallsensoren wird der laterale Abstand zu den parkenden
Fahrzeugen bestimmt, während mit einer Rückfahrkamera und optischem Fluss die Eck-
punkte der Fahrzeuge bestimmt werden. Aus diesen wird über ein Histogramm die Länge der
Parklücke bestimmt. Die Abweichung der Parklückenlänge beträgt im Mittel 0,16m.
6.2.3 Ansatz zur Parklückendetektion
Weiss [139] beschreibt die Fahrbahnverlaufsschätzung basierend auf einer zweidimensionalen
Belegungskarte. Dazu werden von der Fahrzeuglängsachse aus Segmente nach links und rechts
verschoben, bis diese auf belegte Zellen treffen. Dieser Ansatz wird für die Freiraumanalyse auf
drei Dimensionen erweitert, um auf Basis der dreidimensionalen Belegungskarte Kstatic (5.2)
arbeiten zu können. Auf Basis des Freiraums werden Parklücken anschließend detektiert und
vermessen. Teilergebnisse des im Folgenden beschriebenen Ansatzes wurden bereits in [155]
veröffentlicht. Zu dem Verfahren wurde ein Patent angemeldet [151].
Freiraumanalyse
Als Freiraum wird der Bereich um das Fahrzeug definiert, in dem keine belegten Zellen liegen.
Zur Vereinfachung wird der Freiraum lediglich in einem gewissen Bereich bestimmt. Zunächst
wird deshalb ein Intervall auf der Fahrzeuglängsachse definiert, innerhalb dessen der Freiraum
bestimmt werden soll. Eine Schrittweite s bestimmt, wie groß die diskreten Schritte sind, in
denen die Belegungskarte abgetastet wird.
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Zur Bestimmung des Freiraums werden rechteckige Segmente Sj ausgehend von der x-z-
Ebene des Fahrzeuges senkrecht nach außen verschoben, bis belegte Zellen in der statischen
Belegungskarte Kstatic erreicht werden. Die Kontur des Freiraums wird demnach durch die
Menge aller Segmente
P = {Sj} (6.1)
im Fahrzeugkoordinatensystem beschrieben. Abbildung 6.11 zeigt eine Beispielsituation, in
der Segmente (dargestellt in Rot) in Richtung der Kontur der Parklücke verschoben werden.
yFK
xFK
Abbildung 6.11 – Skizze eines parallelen Parkplatzes. Der Algorithmus zur Freiraumerkennung
tastet die Kontur belegter Zellen der Belegungskarte über Segmente ab.
Die Position eines Segmentes ist für den Fall des rechten Fahrbahnrands korrekt bestimmt,
wenn der Bereich links des Segmentes frei und der Bereich rechts des Segmentes belegt ist.
Um die konkrete Position eines Segmentes Sj zu bestimmen, wird ein Quader Q zu Hilfe
genommen, der dem Segment entlang der y-Achse eine Ausdehnung verleiht. In diesem Quader
kann die Belegungskarte anschließend auf Belegung überprüft werden.
Das Segment Sj ist im Fahrzeugkoordinatensystem durch die zwei Punkte pFKj,a und pFKj,b de-
finiert. Das Segment erhält eine räumliche Ausdehnung, indem pFKj,a entlang der positiven y-
Achse in Fahrzeugkoordinaten um einen konstanten Betrag verschoben wird. Der resultieren-
de Quader wird mit QFKSj bezeichnet. Dieser wird anschließend im Kartenkoordinatensystem
betrachtet. Da der Quader dort nicht mehr achsenparallel ausgerichtet ist, wird stattdessen
der kleinste achsenparallele umschließende Quader QKKSj um Q
FK
Sj
betrachtet. In diesem wer-
den alle Zellen ni durch den in Abschnitt 3.5.4 beschriebenen Zugriff auf die Datenstruktur
bestimmt. Die Mittelpunkte der Zellen werden über die Transformationsmatrix TFK→KK−1
zurück ins Fahrzeugkoordinatensystem transformiert, wo die Prüfung, ob ein Punkt innerhalb




auftritt, wird das Maximum der Belegungswahrscheinlichkeiten aller Zellen bestimmt.
Ein Segment Sj startet dabei jeweils bei y = 0. Der Abstand von pFKj,a und pFKj,b auf der x-
Achse beträgt exakt s. Übersteigt die Belegungswahrscheinlichkeit des zugehörigen Quaders
QFKSj eine gewisse Schwelle nicht, so wurde keine Belegung gefunden. In diesem Fall wird
das Segment um einen konstanten Betrag z weiter an den Fahrbahnrand verschoben, bis
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eine Belegung auftritt. An dieser Position wird das Segment festgehalten. Trifft das Segment
innerhalb eines gewissen Abschnittes auf keine Belegung, so wird die Positionsbestimmung
abgebrochen und ein definierter Maximalwert von beispielsweise 20m gesetzt.
In [156] wurden Alternativen zur linearen Verschiebung des Quaders um einen konstanten
Betrag z untersucht. Als am effizientesten hat sich folgende Vorgehensweise erwiesen: Die
Suche nach belegten Bereichen wird zunächst mit einer großen Schrittweite von beispielsweise
z = 1m durchgeführt. Sobald eine Belegung auftritt, wird in diesem Bereich erneut mit einer
Schrittweite von z = 0, 05m die genaue Position des Segmentes bestimmt.
yFK
xFK
Abbildung 6.12 – Skizze eines parallelen Parkplatzes. Es kann nicht davon ausgegangen wer-
den, dass die Parklücke parallel zur Fahrtrichtung des eigenen Fahrzeuges ausgerichtet ist. In-
folge dessen geht durch die diskrete Abtastung der Umgebung durch die Segmente Genauigkeit
verloren.
Wie in Abbildung 6.12 angedeutet ist, kann nicht davon ausgegangen werden, dass das eige-
ne Fahrzeug parallel zu den parkenden Fahrzeugen ausgerichtet ist. Daher wird im nächsten
Schritt die Orientierung der Parklücke bestimmt. Diese wird genutzt um ein Koordinaten-
system zu bestimmen, welches parallel zur Parklückenorientierung liegt: Das Parklücken-
koordinatensystem PK. Die Bestimmung der Orientierung erfolgt effizient auf der bereits
bestimmten Kontur des Freiraums P . Als Verfahren kommen ein Ransac-Algorithmus und
ein Kleinster-Quadrate-Schätzer zum Einsatz, die dazu genutzt werden, eine Gerade l in
die Segmentmenge einzupassen. Als Datenpunkte kommen jeweils die Mittelpunkte m der





Durch die Wahl der Mittelpunkte von Segmenten entsteht für die Positionierung der Geraden
ein systematischer Fehler. Dies wird beispielsweise in Abbildung 6.12 deutlich: Die Segmente
stoßen mit einem Endpunkt an belegte Zellen, die Mittelpunkte der Segmente haben jedoch
noch einen gewissen Abstand zu den belegten Zellen. Dies ist im Rahmen einer konservativen
Schätzung des freien Bereiches jedoch durchaus erwünscht.
Vorbereitend zur Parklückendetektion soll zudem der Abstand zu parkenden Fahrzeugen er-
mittelt werden. Bei einer langen Reihe parkender Fahrzeuge kann es jedoch vorkommen,
dass die Mehrheit der Segmente auf den Fahrzeugseitenkonturen liegt oder aber auf dem
Bordstein. Die durch den Ransac-Algorithmus bestimmte Gerade könnte daher zwischen den
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Fahrzeugseitenkonturen und der Bordsteinkante hin- und herspringen. Daher wird das Ver-
fahren erweitert, um zwei Geraden l1 und l2 einzupassen. Zwei Segmente liefern wiederum ein
Modell für eine Gerade. Ein zusätzliches drittes Segment definiert eine zur ersten Geraden





Abbildung 6.13 – Skizze eines parallelen Parkplatzes. Der Algorithmus zur Bestimmung der
Orientierung der Parklücke passt zwei parallele Geraden l1 und l2 in die Segmente ein.
Die Gerade mit dem kleineren Abstand l1 zum Fahrzeug wird als Modell für die Fahrzeug-
außenkonturen interpretiert, wogegen die Gerade mit dem größeren Abstand als Bordstein
interpretiert wird. Die Gerade entlang der Fahrzeugaußenkonturen l1 wird als x-Achse des
Koordinatensystems PK definiert.
Parklückendetektion
Auf Grundlage der Orientierung der parkenden Fahrzeuge wird eine potenzielle Parklücke
gesucht. Entlang der x-Achse des Koordinatensystems PK wird ein Quader QP so lange über
belegte Zellen bewegt, bis ein Freiraum gefunden wird. Abbildung 6.14 zeigt das Parklücken-




Abbildung 6.14 – Skizze eines parallelen Parkplatzes. Zur Detektion der Parklücke wird der
Quader QP entlang der x-Achse von PK bewegt.
Anschließend wird der Quader so weit ausgedehnt, bis er seitlich als auch längs an belegte
Zellen stößt. Hierfür sind zwei unterschiedliche Strategien möglich: Der Quader kann zunächst
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entlang der x-Achse ausgedehnt werden, womit längere Parklücken gefunden werden, als wenn






Abbildung 6.15 – Skizze eines parallelen Parkplatzes. Ist der Freiraum gefunden wird der Qua-
der im zweiten Schritt ausgedehnt. Hat der Quader seine maximale Ausdehnung im Freiraum
erreicht, werden durch dessen Enden die Bereiche ROIA und ROIB definiert.
Um die vordere und die hintere Parklückenbegrenzung wird jeweils ein Bereich von Inter-
esse ROI (engl. Region of Interest) definiert: ROIA und ROIB. Abbildung 6.15 zeigt den
ausgedehnten Quader und die Bereiche ROIA und ROIB.
Die Parklückenkonturbestimmung erfolgt nicht wie die Freiraumanalyse in Bezug auf das
Fahrzeugkoordinatensystem FK, sondern in Bezug auf das Parklückenkoordinatensystem PK.
Zur Ermittlung der Parklückenkontur wird zunächst eine große konstante Schrittweite s ge-
wählt, um eine hohe Performanz zu erreichen. Die große Segmentbreite hat jedoch den Nach-
teil, dass bei der Konturbestimmung große Diskretisierungsfehler entstehen. Für die Ermitt-
lung der Parklückenkontur werden daher die Segmente in den Bereichen ROIA und ROIB
anschließend noch einmal feiner unterteilt. Diese dynamische Anpassung der Schrittweite
führt zu einer hohen Performanz des Algorithmus, als auch zu einer präzisen Parklücken-
vermessung. Die Umgebung wird damit an den Ecken einer Parklücke in hoher Auflösung
dargestellt, während der Rest in größerer Schrittweite abgetastet wird.
Abbildung 6.16 zeigt ein Beispiel eines detektierten Parkplatzes. Die konstante Segmentbreite
s betrug hier zunächst 1,5m und ist noch in den breiten Segmenten zu sehen. Anschließend
erfolgte eine dynamische Verfeinerung, die in einer Segmentbreite von 0,08m resultiert.
Ermitteln der Abmaße einer Parklücke
Für ein Parkhilfeassistenzsystem sind neben der Umgebungserfassung weitere Komponen-
ten, wie die Trajektorienberechnung und -ausführung notwendig. Es wird eine einfache pa-
rametrische Darstellung des Parkplatzes gesucht, um eine abstrakte Schnittstelle von der
Umgebungserfassung zur Situationsanalyse zu bieten. Abbildung 6.17 zeigt die gewählten
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Abbildung 6.16 – Beispiel eines detektierten Parkplatzes. Die Kontursegmente sind alternie-
rend hell- und dunkelrot eingefärbt. Die Ecken des Parkplatzes wurden mit feinen Segmenten der
Länge 0,08 m abgetastet. Alle anderen Segmente sind deutlich größer, um eine hohe Performanz
des Algorithmus zu gewährleisten. Die zu Grunde liegende Belegungskarte ist im Hintergrund
sichtbar.









Abbildung 6.17 – Skizze mit den abstrakten Parametern P1 bis P4 einer detektierten Parklücke
für die Situationsanalyse.
Um zu bestimmen, ob die Parklücke groß genug ist, werden zwei weitere Parameter bestimmt:
Die Parklückenlänge l und die Parklückenbreite w. Um diese zu berechnen werden lediglich
die Eckpunkte der Parklücke bezüglich des Parklückenkoordinatensystems PK betrachtet:
l =
∣∣∣PPK4 .x− PPK1 .x∣∣∣ (6.2)
w =
∣∣∣PPK4 .y − PPK1 .y∣∣∣ (6.3)
Dabei bezeichnet PPK.x die x-Koordinate eines Eckpunktes in Parklückenkoordinaten und
PPK.y entsprechend die y-Koordinate.
Präzise Umgebungsrepräsentation im Innenraum von Gebäuden
In Tiefgaragen und Parkhäusern treten vereinzelt Elemente auf, die von der Decke hängen
oder an der Wand befestigt sind und somit die Größe der Parkplätze einschränken. Beispie-
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Abbildung 6.18 – Beispiel für eingeschränkte Parklücken in einem Parkhaus.
le für solche Elemente sind Belüftungsanlagen oder Rohre. Abbildung 6.18 zeigt ein reales
Beispiel einer solchen Situation.
Ein eingeschränkter Parkplatz erscheint in einer zweidimensionalen Repräsentation in der
Regel teilweise als belegt, obwohl das Fahrzeug unter gewissen Voraussetzungen tatsäch-
lich hineinpasst. Der in Abbildung 6.19 gezeigte PKW passt beispielsweise vorwärts in die
Parklücke, rückwärts jedoch nicht.
Abbildung 6.19 – Dreidimensionale Struktur einer eingeschränkten Parklücke in einem Park-
haus.
Durch eine dreidimensionale Beschreibung des eingeschränkten Parkplatzes, zusammen mit
der dreidimensionalen Kontur des eigenen Fahrzeuges, kann dieser Sachverhalt korrekt dar-
gestellt werden. Die Segmente S können genutzt werden, um die Umgebung in mehreren
Höhenschritten diskret abzubilden. Dazu wird die in Abschnitt 6.2.3 beschriebene Freiraum-
analyse in mehreren diskreten Höhenschritten ausgeführt. Die rote Linie in Abbildung 6.19
zeigt schließlich eine Darstellung der Situation, die mit dem vorgestellten Ansatz beschrieben
werden kann.
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6.2.4 Adaption des Detaillierungsgrades für die Belegungskarte
Bei der Parklückendetektion auf Basis einer Belegungskarte ist es von Vorteil, wenn diese in
einer hohen Auflösung vorliegt. Wenn die grobe Parklückenkontur bekannt ist, genügt es, die
Kontur der Parklücke hochaufgelöst abzubilden. Es muss nicht die gesamte Szene in hoher
Auflösung repräsentiert werden.
Die dynamische Detaillierung der Karte, wie in Abschnitt 3.8.1 beschrieben, bietet die Mög-
lichkeit, lediglich entlang der Kontur der Parklücke eine hohe Auflösung zu verwenden. Alle
anderen Bereiche, die für eine Parkfunktion nicht relevant sind, werden in geringerer Auflö-
sung repräsentiert.
Der Detaillierungsgrad für eine Parklücke PL wird durch die Funktion LODPL bestimmt. Die




cmax, min |dist(p, Si)| < cPL ∀Si ∈ P
cmax − 2, sonst
∀ p ∈ R3
(6.4)
Die Menge P enthält dabei eine Menge von Punkten Si auf der Parklückenkontur. Die Be-
stimmung der Parklückenkontur wird in Kapitel 6.2.3 beschrieben.
Abbildung 6.20a zeigt eine skizzierte Parklücke. Die Parklückenkontur wird über die Menge
der roten Kontursegmente P dargestellt. Die graue Markierung definiert den Bereich, in dem
die Distanz eines Segmentes Si unter eine Distanz von 1m fällt. Der Detaillierungsgrad wird
in diesem Bereich zu cmax gewählt, wohingegen andere Bereiche gröber dargestellt werden.
Abbildung 6.20b zeigt die Ergebnisse einer realen Messung, die durch Nahbereichsradare ent-
standen ist. Die minimale Seitenlänge einer Zelle ist zu 0,1m gewählt. Durch die Anwendung
von Gleichung (6.4) wird der Bereich nahe der detektierten Parklückenkontur durch (0,1m)3
große Zellen hoch aufgelöst. Andere Bereiche werden durch deutlich gröbere Würfel der Größe
(0,4m)3 repräsentiert.
6.2.5 Eingesetzter Versuchsträger: A-Klasse
Ein prototypischer Versuchsträger, der mit einigen zusätzlichen Sensoren ausgerüstet ist,
wurde auf Basis einer A-Klasse [17] aufgebaut. Der Versuchsträger ist in Abbildung 6.21 zu





(a) Skizzierung der Detaillierungssteuerung für Parklücken anhand eines Beispiels.
(b) Hier wird Funktion zur Detaillierungssteuerung, Gleichung (6.4), auf reale Messdaten
angewandt. Für jede neu zu integrierende Messung wird überprüft, ob die Hierarchietiefe
des Octrees erhöht werden muss. So werden Messungen im Bereich der Parklückenkontur
mit hoher Auflösung in der Karte repräsentiert. Zu Beginn, wenn noch keine Parklücke
detektiert wurde, werden alle Messungen in niedriger Auflösung eingetragen. Zusätzlich
werden die Einbaulagen der Nahbereichs-Radarsensoren über deren Sichtbereiche farbig
dargestellt: Die violette Markierung kennzeichnet den Sichtbereich nach links, die rote
Markierung nach vorn, die blaue Markierung vorne nach rechts und die gelbe Markierung
den Sichtbereich hinten nach rechts.
Abbildung 6.20 – Steuerung der Auflösung in der Belegungskarte anhand der Funktion zur
Detaillierungssteuerung, wie in Gleichung (6.4) beschrieben. Für eine Parkfunktion werden alle
Zellen in einem definierten Abstand zur detektierten Lücke in hoher Auflösung dargestellt,
wohingegen andere Bereiche in geringer Auflösung dargestellt werden.
sehen.
Das prototypische Sensorsetup beinhaltet acht Nahbereichsradare (siehe Abschnitt 2.4.1),
einen Ibeo LUX Laserscanner (siehe Abschnitt 2.4.2) und eine Stereokamera (siehe Ab-
schnitt 2.4.3). Die Einbaulagen und die resultierenden Sichtbereiche der Sensoren sind in
Abbildung 6.22 in der Draufsicht dargestellt. Die Kalibrierung der Sensoren erfolgte analog
zu der in Abschnitt 6.1.4 beschriebenen Kalibrierung.
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Abbildung 6.21 – Versuchsträger zur Evaluierung der Parklückenvermessung.
Bei der eingesetzten Stereokamera handelt es sich um ein prototypisches System. Die Basis-
breite beträgt 0,26m. Der Öffnungswinkel der Stereokamera beträgt in etwa 57◦. Auf dem
CAN-Bus werden Stixel mit 25Hz bereitgestellt, eine Messung enthält dabei jeweils 50 Stixel.
Abbildung 6.22 – Sensorsetup der A-Klasse. In Türkis ist der Sichtbereich des Ibeo LUX
eingezeichnet, in Grün die acht Nahbereichsradare und in Rot die Stereokamera. Die Rasterung
dient der Veranschaulichung. Eine Zelle ist 5m x 5m groß.
6.2.6 Ergebnisse
In diesem Abschnitt wird der vorgestellte Algorithmus anhand realer gemessener Parklücken
evaluiert. Zum Parken wird die zweidimensionale Belegungskarte, die mit einem Quadtree
realisiert wurde, eingesetzt.
Für sowohl die Nahbereichsradare, den Laserscanner als auch die Stereokamera erfolgt die
Auswertung mittels unterschiedlicher Szenarien, die im realen Straßenverkehr aufgenommen
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wurden, separat. Für jede Sensortechnologie wird zunächst eine exemplarische Sequenz vor-
gestellt, anschließend erfolgt eine Auswertung über mehrere Sequenzen. Zur Analyse der
Performanz des Algorithmus werden unterschiedliche Zellgrößen betrachtet. Die Ergebnis-
se im folgenden Abschnitt sind auf demselben Rechner entstanden wie in Abschnitt 3.9.2
beschrieben.
Laufzeit
Abbildung 6.23 zeigt die Laufzeit der Parklückendetektion und -vermessung mit dem Ibeo
LUX, abhängig von der eingesetzten Zellgröße der Belegungskarte und unter Verwendung der
in Abschnitt 6.2.4 beschriebenen dynamischen Detaillierungsfunktion. Mit 0,04m Auflösung
der Karte Kstatic beträgt die maximale Rechenzeit über eine Sequenz, in der nacheinander
mehrere Parklücken detektiert und vermessen werden, 273,3ms. Bei 0,075m Auflösung sinkt
die maximale Laufzeit bereits auf 132,8ms. Bei 0,1m Auflösung beträgt die maximale Rechen-
zeit 91,7ms, damit kann sowohl die abstrakte Parklücke als auch die exakte Parklückenkontur
mit 10Hz an die Situationsanalyse weitergereicht werden. Bei 0,4m Auflösung schließlich ste-






















Abbildung 6.23 – Laufzeit der Parklückendetektion und -vermessung mit dem Ibeo LUX,
abhängig von der eingesetzten Zellgröße unter Verwendung der Detaillierungsfunktion (6.4).
Ibeo LUX Laserscanner
Abbildung 6.24 zeigt exemplarisch die Längenschätzung einer detektierten Parklücke einer
typischen Sequenz mit dem Ibeo LUX. Die Parklücke wird erstmalig in einer Distanz von
54,18m detektiert, hier wird die Länge jedoch noch nicht richtig geschätzt. Betrachtet man
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Abbildung 6.24 – Exemplarische Sequenz einer detektierten Parklücke mit dem Ibeo LUX.
Mit der A-Klasse wurden in Böblingen sechs parallele Parklücken am rechten Fahrbahnrand
aufgezeichnet. Der Versuchsträger nähert sich in den Sequenzen jeweils einer Parklücke an.
Die wahren Längen der Parklücken wurden mit einem hochgenauen Laserabstandsmessge-
rät vermessen. Die Abweichungen in der Längenschätzung sind in Abbildung 6.25 als Box-



























Abbildung 6.25 – Längenschätzung mit dem Ibeo LUX in der A-Klasse. Dargestellt sind
Abweichungen in der Längenschätzung vom wahren Wert über 6 Sequenzen. Es werden nur
Schätzungen in einem Abstand kleiner 35m zur Parklücke betrachtet. Der mittlere Fehler über
alle Sequenzen beträgt 0,12m.
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Nahbereichsradare
Abbildung 6.26 zeigt eine exemplarische Sequenz einer detektierten parallelen Parklücke mit
den Nahbereichsradaren der A-Klasse. Die Parklücke wird erstmalig in einer Distanz von
12,1m detektiert. Der mittlere Fehler beträgt in dieser Sequenz 0,38m bei Schätzungen unter
einer Distanz unter 10m. Die geschätzte Länge nimmt nach dem Passieren der Lücke etwas





































Abbildung 6.26 – Exemplarische Sequenz einer detektierten Parklücke mit den Nahbereichs-
radaren.
Die Abweichungen in der Längenschätzung mit den Nahbereichsradaren in Böblingen, aufge-
schlüsselt nach Sequenz, sind in Abbildung 6.27 als Box-Whisker-Plots dargestellt. Über alle
Sequenzen beträgt der mittlere Fehler 0,28m.
Mit der E-Klasse wurden in Neu-Ulm 13 Sequenzen mit parallelen Parklücken im realen
Straßenverkehr aufgezeichnet und ausgewertet. Abbildung 6.28 zeigt die Fehler in der Län-
genschätzung nach Sequenz als Box-Whisker-Plot. Der mittlere Fehler über alle Sequenzen
beträgt hier 0,36m.
Ebenfalls mit der E-Klasse wurden vier Querparklücken aufgezeichnet und ausgewertet. Das
Verfahren zur Parklückendetektion und -vermessung funktioniert analog zu den paralle-
len Parklücken. Abbildung 6.29 zeigt eine exemplarische Sequenz einer detektierten Quer-
parklücke mit den Nahbereichsradaren. Die Parklücke wird erstmalig in einer Distanz von
5,2m detektiert. Die geschätzte Parklückenbreite schwankt um den wahren Wert. Nachdem
das Sensorfahrzeug die Parklücke passiert hat, wird die Schätzung schlechter: Die hohen
Winkelfehler des hinteren Nahbereichsradars lassen die Parklücke kürzer erscheinen, als sie
ist. Der mittlere Fehler beträgt in dieser Sequenz 0,18m. Abbildung 6.30 zeigt die Fehler in

























Abbildung 6.27 – Längenschätzung mit den Nahbereichsradaren in der A-Klasse. Dargestellt
sind Abweichungen in der Längenschätzung vom wahren Wert über 6 Sequenzen. Es werden nur
die geschätzten Längen in einem Abstand kleiner 10m zur Parklücke betrachtet. Der mittlere
























Abbildung 6.28 – Längenschätzung mit den Nahbereichsradaren in der E-Klasse. Dargestellt
sind Abweichungen in der Längenschätzung vom wahren Wert über 13 Sequenzen. Es werden nur
die geschätzten Längen in einem Abstand kleiner 10m zur Parklücke betrachtet. Der mittlere
Fehler über alle Sequenzen beträgt 0,36m.
der Breitenschätzung je nach Sequenz als Box-Whisker-Plot. Der mittlere Fehler über alle
Sequenzen mit Querparklücken beträgt 0,36m.






























































Abbildung 6.30 – Breitenschätzung mit den Nahbereichsradaren in der E-Klasse. Dargestellt
sind Abweichungen in der Breitenschätzung vom wahren Wert über vier Sequenzen. Es werden
nur die geschätzten Breiten in einem Abstand kleiner 10m zur Parklücke betrachtet. Der mittlere
Fehler über alle Sequenzen beträgt 0,36m.
Stereokamera
Abbildung 6.31 zeigt eine exemplarische Sequenz einer detektierten Parklücke mit der Stereo-
kamera im Versuchsträger. Die Parklücke wird erstmalig in einer Distanz von 19m detektiert.
Der mittlere Fehler beträgt in dieser Sequenz 0,14m bei Schätzungen in einer Distanz unter
15m.



































Abbildung 6.31 – Exemplarische Sequenz einer detektierten Parklücke mit der Stereokamera.
Für die Stereokamera im Versuchsträger existieren lediglich zwei Sequenzen. Abbildung 6.32
zeigt die Fehler in der Längenschätzung nach Sequenz als Box-Whisker-Plot. Der mittlere



























Abbildung 6.32 – Längenschätzung mit der Stereokamera im Versuchsträger. Dargestellt sind
Abweichungen in der Längenschätzung vom wahren Wert über 2 Sequenzen. Es werden nur
die geschätzten Längen in einem Abstand kleiner 15m zur Parklücke betrachtet. Der mittlere
Fehler über die Sequenzen beträgt 0,26m.
Vergleich
Zum direkten Vergleich werden die Sequenzen je nach Sensorik zusammengefasst. Mit dem
Laserscanner sind es sechs Sequenzen, für unterschiedliche Konfigurationen von Nahbereichs-
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Tabelle 6.1 – Mittlerer Fehler in der Längenschätzung paralleler Parklücken nach Sensorik.
Sensor Sequenzen RMSE [m]
Nahbereichsradare 19 0,32
Stereokamera (Stixel) 2 0,26
Ibeo LUX Laserscanner 6 0,12
radaren 19 Sequenzen und für die Stereokamera zwei Sequenzen. Es ist zu bemerken, dass
die Länge von Parklücken mit dem vorgestellten Ansatz, unabhängig von der Sensorik, ten-
denziell eher etwas zu kurz als zu lang geschätzt wird. Im Sinne eines Parkhilfeassistenten ist
eine konservative Schätzung der Parklückenlänge zu bevorzugen, um eine Kollision in jedem
Falle zu vermeiden.
Abbildung 6.33 zeigt die Fehler in der Längenschätzung. Tabelle 6.1 schlüsselt die mittle-
ren Fehler je nach Sensorik auf. Mit dem Laserscanner lassen sich Parklücken am genaues-
ten vermessen. Mit den Nahbereichsradaren treten höhere Abweichungen auf, wodurch die
Mindestparklückenlänge etwas zunimmt. Für die Stereokamera existieren leider zu wenige
Sequenzen, so dass hier keine allgemeine Aussage getroffen werden kann. Das Potenzial zur























Abbildung 6.33 – Abweichungen der Längenschätzung über alle Sequenzen mit parallelen
Parklücken der unterschiedlichen Sensoren.
186 6 Weitere Applikationen
6.3 Zusammenfassung und Ausblick
Zusammenfassung
In diesem Kapitel wurden zwei neuartige Funktionen vorgestellt. Die Schätzung der Höhe
von überhängenden Strukturen basierend auf einem Laserscanner, die im Besonderen von
einer dreidimensionalen Belegungskarte profitiert sowie die Detektion und Vermessung von
Parklücken, basierend auf unterschiedlichen Sensoren. Zur Realisierung und Evaluierung die-
ser Funktionen wurde auf zwei weitere Versuchsträger zurückgegriffen. Dies hat einerseits
den praktischen Hintergrund, dass diese Versuchsträger mit unterschiedlichen Sensoren und
Sensorkonfigurationen versehen sind. Andererseits demonstriert dies die Allgemeingültigkeit
der Modelle und Algorithmen.
Bei der Höhenschätzung wurde mit einer dreidimensionalen Belegungskarte mit einer Auf-
lösung von 0,2m die Höhe von Brücken mit einer Genauigkeit von 0,48m geschätzt. Diese
Anwendung stellt lediglich exemplarisch die Möglichkeiten einer dreidimensionalen Karte dar.
Die Möglichkeiten sind hier noch nicht ausgereizt.
Das Verfahren zur Parklückendetektion ist zur Detektion von sowohl Parallel- als auch Quer-
parklücken geeignet und arbeitet mit unterschiedlichen Sensoren. Mit dem Laserscanner wer-
den Parklücken bereits in Entfernungen von bis zu 50m detektiert, ab einer Distanz von 35m
werden diese in der Länge mit einem mittleren Fehler von 0,12m vermessen. Mit den Nah-
bereichsradaren werden diese in einer Distanz von 12m detektiert, und ab einer Distanz von
10m mit einem mittleren Fehler von 0,32m in der Länge vermessen. Für die Stereokamera
lässt sich aufgrund der zu geringen Stichprobe der aufgezeichneten Parklücken keine Aussage
treffen, das Potenzial zur sehr genauen Parklückenvermessung ist jedoch vorhanden. Das Ver-
fahren zur Detektion und Vermessung von Parklücken wurde zum Patent angemeldet [151].
Ausblick
• Zur Erhöhung der Genauigkeit der Höhenschätzung sollten Unebenheiten in der Fahr-
bahnoberfläche berücksichtigt werden.
• Neben den vorgestellten Sensoren für die Parklückenvermessung wäre eine Untersu-





Fahrerassistenz- und Sicherheitssysteme übernehmen immer umfangreichere Aufgaben in mo-
dernen Fahrzeugen und werden damit zunehmend komplexer. Ein wichtiger Faktor für die Zu-
verlässigkeit von solchen Systemen ist eine robuste, umfassende und hochgenaue Umgebungs-
erfassung. Hohe Sicherheitsstandards erfordern komplementäre Sensorik, ein hoher Sichtbe-
reich bedingt in der Regel ebenfalls mehrere Sensoren. Um ein konsistentes Gesamtbild der
Umgebung zu liefern, werden die Daten mehrerer Sensoren häufig zu einem gemeinsamen
Umgebungsmodell fusioniert.
Zweidimensionale Umgebungsmodelle haben den Nachteil, dass Brücken oftmals nicht als
unterfahrbar oder Bordsteine nicht als überfahrbar erkannt werden. Aktuelle Forschungsar-
beiten behandeln daher zunehmend dreidimensionale Repräsentationen in Bezug auf Fah-
rerassistenzsysteme [98, 11].
Je mehr Funktionen mit einer gemeinsamen Umgebungsrepräsentation bedient werden kön-
nen und je unabhängiger diese von speziellen Sensoren ist, desto eher kann diese universell
und baureihenübergreifend eingesetzt werden.
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Aus diesen Anforderungen resultieren hohe Rechenzeit- und Speicheranforderungen für die
Umgebungserfassung und Sensordatenfusion. Um diese bewältigen zu können, wurde in die-
ser Arbeit ein System zur Umgebungserfassung beschrieben, bei dem Anwendungen relevante
Bereiche definieren können, in denen die Umgebungsmodellierung beeinflusst wird. So können
erstmalig anwendungsrelevante Gebiete der Umgebung in hoher Auflösung repräsentiert wer-
den, während weniger wichtige Bereiche in geringer Auflösung dargestellt werden. Realisiert
wurde das System über eine zwei- und dreidimensionale hierarchische Belegungskarte. Dieses
Verfahren wurde in [148] patentiert. In Abschnitt 3.6.2 wurde ein Verfahren beschrieben, um
basierend auf der Unsicherheit des Belegungszustandes in der Belegungskarte die dynamische
Detaillierung zu steuern. Die Unsicherheit im Belegungszustand wird mittels DST geschätzt.
Das Verfahren wurde zum Patent angemeldet [152]. In Abbildung 1.1 wurde die Architektur
des Systems zur Umgebungsmodellierung vorgestellt. Diese wurde exemplarisch umgesetzt
und der prototypische Einsatz wurde mit unterschiedlichen Applikationen nachgewiesen.
In Abschnitt 3.9 wurden der Rechenzeit- und der Speicherplatzbedarf der Implementierungen
ausgewertet. Die zweidimensionale Variante ist mit einer konstanten Auflösung von 0,1m
echtzeitfähig. Durch den Einsatz der Funktionen zur Detaillierungssteuerung wird auch eine
Auflösung von 0,05m echtzeitfähig. Die dreidimensionale Implementierung ist aufwändiger,
hier ist eine Auflösung von 0,2m echtzeitfähig. Unter Verwendung der Detaillierungssteuerung
kann die Auflösung auf 0,1m erhöht werden.
Gegenüber einer Implementierung mit einem dichten zweidimensionalen Datenfeld (engl. Ar-
ray), welches die gesamte Karte abdeckt, gewinnt man mit der hierarchischen Implemen-
tierung in der ausgewerteten Testsequenz 54,9% Speicherplatz. Mit einer speziell für die
Parklückendetektion ausgelegten Detaillierungssteuerung werden sogar 89,9% Speicherplatz
weniger benötigt. Für die dreidimensionale Karte sind die Einsparungen noch größer: Gegen-
über eines dichten dreidimensionalen Datenfelds benötigt die hierarchische Variante 83,2%
weniger Speicherplatz, mit dem Fokus auf Parklücken können sogar 96,9% Speicherplatz ein-
gespart werden.
In Kapitel 4 wurde eine rasterbasierte Selbstlokalisierung vorgestellt. In der zweidimensiona-
len Variante läuft die Selbstlokalisierung in Echtzeit. Für die in Abschnitt 4.6.3 beschriebene
herausfordernde Sequenz lässt sich die Genauigkeit der Posenschätzung im Vergleich zur Odo-
metrie deutlich verbessern. Die Odometrie liefert in diesem lokal begrenzten Szenario einen
mittleren Fehler von 2,24m zur Referenz. Mit der rasterbasierten Selbstlokalisierung bei 0,2m
Auflösung wird eine deutliche Verbesserung auf einen mittleren Fehler von 0,64m erzielt. Auf
der Landstraße stehen erwartungsgemäß deutlich weniger Objekte zur Selbstlokalisierung zur
Verfügung. Der Fehler der Odometrie nach einer gefahrenen Strecke von 100m beträgt 3,35m,
dieser konnte mit der Selbstlokalisierung auf 0,85m reduziert werden.
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Die dreidimensionale Selbstlokalisierung ist, durch die drei zusätzlichen Freiheitsgrade und
die komplexere Karte, noch nicht echtzeitfähig. Im städtischen Szenario liefert die Odometrie
einen mittleren Fehler von 2,24m, welcher sich durch die rasterbasierte Selbstlokalisierung
auf 1,5m verbessern lässt. Auf der Landstraße während den ersten 100m Strecke beträgt der
mittlere Fehler der Odometrie 4,86m der durch die Selbstlokalisierung immerhin auf 2,17m
reduziert werden kann.
Ein neues Verfahren, um einen dreidimensionalen Kartenabgleich durchzuführen, wurde in
Abschnitt 4.7 vorgestellt. Das Verfahren profitiert von der dreidimensionalen Belegungskarte
der Umgebung. Dafür wird eine digitale Karte mit Höheninformationen vorausgesetzt, wie sie
beispielsweise über das ADASIS-Protokoll zur Verfügung gestellt werden kann. Das Verfahren
wurde patentiert [150].
Das Erscheinungsbild von Verkehrsteilnehmern ist äußerst vielfältig: Die Kontur von PKW
oder LKW kann durch ein quaderförmiges Modell gut angenähert werden, für Zweiradfah-
rer oder Fußgänger passt dieses Modell jedoch weniger. Weiterhin sind Positionsänderungen
von motorisierten Fahrzeugen über Bewegungsmodelle gut vorhersagbar, Fußgänger hingegen
können jederzeit spontan ihre Richtung ändern. Die Detektion und Verfolgung bewegter Ob-
jekte in Kapitel 5 arbeitet daher nahezu modellfrei, um den Anspruch zu erfüllen, möglichst
viele unterschiedliche Objekte ohne vorherige Klassifikation verfolgen zu können.
Erstmalig in der Literatur wurden dabei bewegte Zellen in einer hierarchischen Karte de-
tektiert. Die Detektion erfolgte durch Mengenoperationen auf Belegungskarten und führt zu
einer Separierung von statischer und dynamischer Karte. Durch eine Zustandsschätzung dy-
namischer Objekte über ein Partikelfilter konnten auch durch Rauschen auftretende Artefakte
weitestgehend eliminiert werden, um eine robuste statische Umgebungsrepräsentation für die
Freiraumanalyse zu erzielen. Das Verfahren wurde mit zwei Roboterfahrzeugen der Daimler
AG evaluiert. Es wurde ein Szenario mit äußerst schwierigen Bedingungen für einen Laser-
scanner zur Evaluierung gewählt: Bei Regen wird ein schwarz lackiertes Fahrzeug verfolgt, das
ständig die Fahrtrichtung ändert. Als Verfahren wurde ein Partikelfilter mit einer angepass-
ten Gewichtungsfunktion angewandt, wofür keine anwendungsabhängige und fehleranfällige
Segmentierung der Messpunkte des Laserscanners notwendig ist.
Bei dem evaluierten Szenario zeigt sich ein mittlerer Fehler von 1,15m in der Positionsbe-
stimmung und ein Fehler von 0,57 ms in der Geschwindigkeitsschätzung. Der hohe Fehler in
der Positionsschätzung ist darauf zurückzuführen, dass weder das Objektmodell noch das
Bewegungsmodell für einen PKW berücksichtigt wurde. In künftigen Arbeiten könnte daher
eine Klassifikation von Verkehrsteilnehmern und das Anwenden von passenden Modellen zu
einer Verringerung des Fehlers genutzt werden.
In Kapitel 6 wurden zwei weitere neuartige Funktionen vorgestellt: Die Schätzung der Höhe
von überhängenden Strukturen basierend auf einem Laserscanner sowie die Detektion und
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Vermessung von Parklücken.
Die Höhenschätzung arbeitet mit unterschiedlichen Laserscannern und profitiert im Beson-
deren von der dreidimensionalen Belegungskarte. Mit einer Kartenauflösung von 0,2m wurde
die Höhe von Brücken mit einem mittleren Fehler von 0,48m geschätzt. Diese Anwendung
stellt prinzipiell die Potenzial einer dreidimensionalen Karte dar, die Möglichkeiten sind damit
aber noch nicht ausgereizt.
Das Ziel der bearbeiteten Parklückendetektion war es, parallele Parklücken möglichst früh
während des Heranfahrens zu detektieren und zu vermessen. Dabei konnte auf unterschiedli-
che Sensoren zurückgegriffen werden. Mit einem Laserscanner wurden Parklücken bereits in
Entfernungen von bis zu 50m detektiert, ab einer Distanz von 35m wurden diese in der Länge
auch sehr genau vermessen: Der mittlere Fehler beträgt lediglich 0,12m. Mit Nahbereichsra-
daren wurden Parklücken in einer Distanz von 12m detektiert und ab einer Distanz von 10m
mit einer Genauigkeit von 0,32m in der Länge vermessen. Das Verfahren war ebenso in der
Lage, Querparklücken zu detektieren und zu vermessen. Weiterhin wurde die Parklückende-
tektion und -vermessung mit einer Stereokamera, basierend auf der Stixel-Repräsentation,
betrachtet. Dieses Verfahren besitzt ebenso das Potenzial zur sehr genauen Vermessung von
Parklücken, sollte jedoch noch in größerem Umfang evaluiert werden. Das Verfahren zur
Detektion und Vermessung von Parklücken wurde zum Patent angemeldet [151].
Ausblick
An einigen Stellen der Untersuchungen wurden mögliche Erweiterungsfelder identifiziert, die
im Rahmen dieser Arbeit jedoch nicht betrachtet wurden. In den Zusammenfassungen der
einzelnen Kapitel wurde bereits auf spezielle weiterführende Themen eingegangen, die in
diesem Abschnitt noch einmal zusammengefasst werden.
Die Applikationen, die im Rahmen dieser Arbeit präsentiert wurden, befinden sich noch
in einem frühen Stadium. So ist die Höhenschätzung in der vorgestellten Form noch nicht
einsatzfähig, demonstriert jedoch eindrucksvoll die Möglichkeiten einer vollständigen dreidi-
mensionalen Umgebungsrepräsentation. Mitunter sollten Unebenheiten in der Fahrbahnober-
fläche zur Erhöhung der Genauigkeit berücksichtigt werden. Im Rahmen der Evaluierung der
Parkfunktion stellte sich heraus, dass die getroffenen Annahmen in Verbindung mit dem ein-
heitlichen inversen Sensormodell für die hochgenaue Vermessung von Parklücken noch nicht
zu einem optimalen Ergebnis führen. Durch die Betrachtung der statistischen Abhängigkeiten
der Messungen könnte die Vermessung verbessert werden.
Die Belegungskarte wurde im Rahmen dieser Arbeit lediglich in Bezug auf ein einzelnes
Sensorfahrzeug betrachtet. Im Kontext der Fahrzeug-Fahrzeug (V2V)-Kommunikation sind
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fahrzeugübergreifende Belegungskarten denkbar. Dies würde einer umfassenderen Freiraum-
analyse für einzelne Verkehrsteilnehmer dienen, die ohne Kommunikation und ohne digitale
Straßennetzkarte in einer Kreuzung nicht feststellen können, welchen Verlauf die Fahrbahn
hinter einem Gebäude nimmt. Des Weiteren würden durch eine fahrzeugübergreifende Bele-
gungskarte Freiräume frühzeitig allen Verkehrsteilnehmern bereitgestellt. Dies hat den Vor-
teil, dass mögliche Parklücken oder die Durchfahrtshöhe von Brücken von jedem Fahrzeug
einzeln evaluiert werden können, da sie von der jeweiligen Fahrzeugaußenkontur abhängen.
Der Belegungszustand wurde in dieser Arbeit durch die Wahrscheinlichkeitstheorie geschätzt.
Eine Schätzung über die Evidenztheorie nach Dempster und Shafer, siehe dazu Abschnitt
3.6.2, hätte möglicherweise zwei Vorteile: Zum einen könnten inkonsistente Zellen dazu ge-
nutzt werden, die dynamische Zellverfeinerung zu steuern [152]. Zum anderen könnte die
aufwändige Detektion bewegter Objekte durch Mengenoperationen auf Belegungskarten in
Abschnitt 5.3 durch die DST gelöst werden, wie von Moras [87] gezeigt. Eine besondere
Herausforderung stellt die Unterscheidung dar, ob es sich bei inkonsistenten Zellen um ein
bewegtes Objekt handelt, oder ob lediglich die Auflösung der Karte zu gering ist.
Zur Vervollständigung des Ansatzes zur Selbstlokalisierung ist eine Kombination der vor-
gestellten rasterbasierten Variante mit einer punktlandmarkenbasierten Lokalisierung, wie
von Weiss [139] beschrieben, denkbar. Damit sollte die Genauigkeit in Situationen, in de-
nen geeignete Punktmerkmale zur Lokalisierung vorhanden sind, weiter erhöht werden. Das
Hinzunehmen von Kontextwissen, wie zum Beispiel die aktuelle Straßenneigung, könnte die
Genauigkeit weiter erhöhen.
Der in Abschnitt 4.7 vorgeschlagene dreidimensionale Kartenabgleich wurde nicht evaluiert.
In zwei Dimensionen wird dieser Ansatz bereits erfolgreich angewandt [75, 109]. In drei Di-
mensionen stehen für den Abgleich mehr Merkmale zur Verfügung, von daher sollte eine
Registrierung genauer erfolgen können. Eine Herausforderung stellt hier die Extraktion des
dreidimensionalen Fahrbahnverlaufs aus der Belegungskarte dar.
Die Verfolgung bewegter Objekte erfolgt in dieser Arbeit lediglich mit einem einfachen ein-
heitlichen Modell. Um eine größere Genauigkeit zu erhalten, ist eine Klassifikation in unter-
schiedliche Klassen von Verkehrsteilnehmern notwendig. Dies macht den Einsatz von unter-
schiedlichen Objekt- und Bewegungsmodellen möglich. Unterschiedliche Bewegungsmodelle
könnten alternativ auch parallel mit einem IMM-Filter verfolgt werden. Die Evaluierung der
Zustandsschätzung bewegter Objekte sollte in Folgearbeiten weiterhin mit Sensoren erfolgen,
die verdeckt verbaut werden können, wie beispielsweise dem Ibeo LUX Laserscanner (siehe in
Abschnitt 2.4.2). Ein weiterer Punkt, der bei der Detektion und Verfolgung bewegter Objekte
noch nicht gelöst ist, ist die Verdeckung von Hintergrundobjekten durch Verkehrsteilnehmer.
Verdeckungen wurden in dieser Arbeit nicht gesondert behandelt und führen gelegentlich zu
Falschdetektionen. In zukünftigen Arbeiten sollten Verdeckungen modelliert und behandelt
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werden, wie beispielsweise in [106] vorgestellt, um solche Fehler reduzieren zu können.
Die detektierten dynamischen Zellen werden durch den in Kapitel 5 beschriebenen Ansatz
zur Objektverfolgung genutzt. Die dynamischen Zellen könnten zusätzlich in objektlokalen
Karten [30] akkumuliert werden, um Objektkonturen über die Zeit genauer und vollständig zu
beschreiben. Eine Herausforderung wäre die Akkumulierung der dreidimensionalen Geometrie
von Verkehrsteilnehmern in objektlokalen Belegungskarten. Diese hätten zum Vorteil, dass
ein bislang parkendes Fahrzeug, das losfährt, sofort mit seiner bereits bekannten Kontur als
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