In observational studies, the causal effect of a treatment may be confounded with variables that are related to both the treatment and the outcome of interest. In order to identify a causal effect, such studies often rely on the unconfoundedness assumption, i.e., that all confounding variables are observed. The choice of covariates to control for, which is primarily based on subject matter knowledge, may result in a large covariate vector in the attempt to ensure that unconfoundedness holds. However, including redundant covariates is suboptimal when the effect is estimated nonparametrically, e.g., due to the curse of dimensionality. In this paper, datadriven algorithms for the selection of sufficient covariate subsets are investigated. Under the assumption of unconfoundedness we search for minimal subsets of the covariate vector. Based on the framework of sufficient dimension reduction or kernel smoothing, the algorithms perform a backward elimination procedure testing the significance of each covariate. Their performance is evaluated in simulations and an application using data from the Swedish Childhood Diabetes Register is also presented.
Introduction
In many studies the goal is to investigate the causal effect of a treatment on an outcome of interest. Although randomization is considered to be a gold standard, observational data may often be the only data available. In an observational study the effect of the treatment may be confounded with other variables that are associated with both the treatment and the outcome of interest. The causal effect of the treatment can be identified if all confounders are observed, which is an assumption commonly referred to as unconfoundedness or no unmeasured confounding. The assumption of unconfoundedness is not testable in general, and thus it must be based on subject matter knowledge. In many applications where there is a rich set of pretreatment variables, referred to as covariates in the sequel, the unconfoundedness assumption may be more credible. In practice, the researcher will use the data to select a subset of the covariates, for instance the set of covariates that are predictors in a model for the outcome or for the treatment assignment.
There may be several different sets of covariates such that unconfoundedness holds, henceforth referred to as a sufficient set. Tests for sufficiency of a given subset were proposed by Robins (1997) and further described in a graphical model setting in Greenland, Pearl, and Robins (1999) . Although the tests are useful, they require that the empirical researcher defines the specific subset to be tested. A directed acyclic graph can also be applied as a basis to evaluate the sufficiency of a covariate set (Pearl 2009 ). Here as well, the requirements on the researcher's knowledge are high since the graph needs to be specified. Other authors (de Luna, Waernbaum, and Richardson 2011) have emphasized conditional independence properties of variables as a guidance for selection of sets. A large part of the literature concerns the selection of sets satisfying the balancing property (Rosenbaum and Rubin 1983; Rubin 1997) . This corresponds to identifying covariates whose distribution differs between treated and untreated, e.g., selecting relevant covariates for a propensity score model. Brookhart, Schneeweiss, Rothman, Glynn, Avorn, and Stürmer (2006) , Kelcey (2011) and Vansteelandt, Bekaert, and Claeskens (2012) study covariate selection in a parametric setting, where the association of the covariates with both the treatment and the outcome is considered. In such a parametric setting a variance reduction of the estimator holds even if the covariates associated with outcome are not associated with the treatment assignment.
de Luna, Waernbaum, and Richardson (2011) studied covariate selection for nonparametric estimation of treatment effects, and showed, for instance, that controlling for covariates associated with outcomes but not treatment assignment may result in a loss of efficiency. More generally, they show that using unnecessary large covariate sets result in larger semi-parametric efficiency bounds and thus introduce algorithms for the selection of minimal sufficient subsets of covariates. In this paper we describe these algorithms and propose a data-driven implementation. The latter is studied in a simulation study, where continuous, discrete and mixed continuous-discrete sets of covariates are considered. In the case of continuous covariates we use marginal co-ordinate hypothesis (MCH) tests (Cook 2004; Li, Cook, and Nachtsheim 2005) from the theory of sufficient dimension reduction in regression (Cook 1994; Cook 1996) . When discrete covariates are present we use methods based on kernel smoothing (Hall, Racine, and Li 2004; Hall, Li, and Racine 2007a; Hall, Li, and Racine 2007b; Li, Racine, and Wooldridge 2009) . As a motivating example, we estimate nonparametrically the effect of low compulsory school grades on acute complications of Type 1 Diabetes Mellitus using covariates selected with the described algorithms. We conclude that the methods proposed for selecting covariates are successful in choosing sufficient subsets. Furthermore, utilizing the selected minimal subsets result in smaller mean squared error (MSE) when estimating average causal effects of a treatment by matching on the vector norm or on the propensity score.
The paper will proceed as follows. In the next section the theoretical framework and the covariate selection procedure are introduced. In Section 3, results from a simulation study are presented and an application concerning the effect of low compulsory school grades on acute complications of Type 1 Diabetes Mellitus can be found in Section 4. A discussion concludes the paper.
2 Covariate selection: context, theory and algorithms
Context
We consider a binary treatment, T , which will take on the value of 1 if treatment is received and 0 if no treatment (or an alternative treatment) is received. We work within the potential outcome framework for causal inference (Neyman 1923; Rubin 1974; Rubin 1977) , and for each unit we define two potential outcomes, Y 1 if the unit is treated and Y 0 if the unit is untreated. For each unit, only one of the potential outcomes can be observed and we denote the observed response Y , where
Let X denote a set of covariates observed for all units. We consider two parameters of interest, the average treatment effect,
and the average treatment effect of the treated,
In observational studies, where treatment assignment is not randomized, unconfoundedness, when it holds, allows us to identify causal parameters such as β and γ. Consider, thus, the following assumptions,
Under A.1 and A.2, the average treatment effect of the treated can be identified since
In addition, if A.1-A.4 holds, we have for the average treatment effect,
In this paper, we refer to assumptions A.1 and A.3 when discussing unconfoundedness, sometimes referred to as weak unconfoundedness (Imbens 2000) . In situations where A.1-A.4 hold the parameters β and γ may be estimated nonparametrically by conditioning on the covariates X, e.g., using matching and/or inverse probability weighting estimators; see Imbens and Wooldridge (2009) for a review on estimation of causal effects under unconfoundedness.
Theory
Many applications where the assumption of unconfoundedness is plausible are such that a large reservoir of covariates is available. However, not all the available covariates need to be confounders and the MSE of nonparametric estimators will typically depend on how many covariates are utilized. More precisely, de Luna, Waernbaum, and Richardson (2011, Prop. 5 & 6) show that the semiparametric efficiency bounds for the estimation of β and γ are larger with unnecessary large covariate sets. Bias properties of nonparametric estimators may also dramatically depend on the dimension of the covariate set; see, e.g., Abadie and Imbens (2006, Theo. 1) . These theoretical results are corroborated in the simulation experiments conducted in Section 3 below. We follow de Luna, Waernbaum, and Richardson (2011) and define the following subsets, which exist and are unique under mild assumptions:
Definition 1 Let X T be defined as the set X T ⊆ X of minimum cardinality such that
Definition 2 Let Q t be defined as the set Q t ⊆ X T of minimum cardinality such that
Definition 3 Let X t be defined as the set X t ⊆ X of minimum cardinality such that
Definition 4 Let Z t be defined as the set Z t ⊆ X t of minimum cardinality such that P (T | X t ) = P (T | Z t ), t = 0, 1.
Under assumptions A.1 and A.3 we have that 
Algorithms
The identification algorithms of Table 1 were introduced in de Luna and Waernbaum (2005) and de Luna, Waernbaum, and Richardson (2011) . We here operationalize them in order to obtain datadriven covariate selection algorithms. Model-free tests of conditional independence statements need to be utilized and we propose below two approaches making different assumptions. Algorithm A: Identification of subsets Q 0 and Q 1
Step 1:
Step 2: For t = 0, 1
Algorithm B: Identification of subsets Z 0 and Z 1 Step 1:
Testing of conditional independence with SDR
The first approach proposed is based on sufficient dimension reduction (SDR) (Cook 1994; Cook 1996) and MCH tests (Li, Cook, and Nachtsheim 2005) . SDR is originally a graphical tool in regression analysis. For the regression problem, with a p-dimensional vector X and a response Z, the goal is to characterize the conditional distribution of Z|X. SDR aims to reduce the dimension of X by replacing it with a minimal set of linear combinations of X with no loss in information about Z|X and with no parametric model initially assumed. More formally these linear combinations form a subspace S ⊆ R p such that
where P S is the orthogonal projection operator onto the subspace S. All subspaces that satisfy (5) are called dimension reduction subspaces and when, in turn, the intersection of all of these subspaces satisfy (5) it is called the central subspace, S Z|X . The central subspace exists and is unique and minimal under some conditions (Cook 1994; Cook 1996) . In order to apply dimension reduction in the algorithms of Table 1 , SDR in terms of variable selection is now considered. The goal is to identify components of X that do not affect treatment and/or the potential outcomes. Let X, a vector of continuous variables, be partitioned as X = (X T 1 , X T 2 ) T where X 1 includes p 1 variables of X, with 0 ≤ p 1 ≤ p, and X 2 includes the remaining
Let also the columns of the p × k matrix η be a basis for the central subspace S Z|X where k is the dimension of S Z|X , and partition η = (η T 1 , η T 2 ) according to the partition of X. Then if (6) holds, X 2 will have no information about Z, given X 1 , and so η 2 = 0. These rows of zero vectors in the basis correspond to the set of targeted variables, X 2 . This can be more formally stated as
where H = span[(0, I p 2 ) T ] is the subspace corresponding to the co-ordinates X 2 and O p indicates the origin in R p . The relationship in (6) corresponds directly to each step in Algorithm A and B, where Z corresponds to treatment or the potential outcome. Li, Cook, and Nachtsheim (2005) implement (6) in the form of a model-free backward elimination procedure to reduce the dimension of the variable vector X. The procedure start with all variables present and then eliminates the least significant variable until no more variables can be removed. The test used to examine the significance of a variable is a MCH test which evaluates the conditional independence in (6) where X 2 is one specifically targeted covariate and X 1 is the rest of the covariates, i.e., the null and alternative hypotheses are
In practice, the procedure requires construction of H and also estimation of S Z|X . Let us say that the first variable in X is the target variable. In that case 
Testing of conditional independence with kernel smoothing
The second approach of testing the conditional independencies is based on kernel smoothing (Hall, Racine, and Li 2004; Hall, Li, and Racine 2007a; Hall, Li, and Racine 2007b; Li, Racine, and Wooldridge 2009) . In contrast to MCH testing this method allows a mix of continuous and discrete covariates. The method relies on generalized kernels and have the property that irrelevant covariates are "smoothed out" if the bandwidths are selected by cross-validation (Hall, Racine, and Li 2004; Hall, Li, and Racine 2007b ). Consider the model
with g(·) an unknown smooth function, X i the covariate vector of individual i and i a zero-mean, finite variance error term. Furthermore, suppose that the covariate vector can be partitioned as
where X ic is a q × 1 vector containing the continuous covariates and X id is a r × 1 vector containing the categorical covariates. Let w(·) denote a univariate kernel function for the continuous covariates, then the product kernel function is defined as
where x c ik and x c jk are the i:th and j:th observations of the k:th continuous covariate and h k ∈ [0, ∞) is the corresponding bandwidth. For the categorical covariates, supposing that the covariates in X id are arranged such that the r o ordered covariates are followed by the r u unordered covariates (r o + r u = r), we define the product kernel function as 
The bandwidths, (h T , λ T ) T = (h 1 , . . . , h q , λ 1 , . . . , λ r ) T , are selected by cross-validation, i.e., by minimizing
is the estimate of g(X i ) based on data where the i:th observation is left out. Covariates are "smoothed out" when their bandwidths are large, i.e., close to the maximum bandwidth values.
We estimate the subsets in the algorithms in Table 1 by, in each step, regressing the prescribed outcome variable on the prescribed covariates using the estimator in (9). Exclusion of a covariate is determined by the bandwidth value of the covariate, for a threshold value chosen by the analyst. If the bandwidth value is larger than the threshold value it is taken as an indication that the outcome variable is conditionally independent of the covariate.
Simulation
A simulation study is performed to evaluate the covariate selection algorithms and to illustrate the impact of the dimension reduction on the performance of a matching estimator, where matching is performed with replacement (Abadie and Imbens 2006) .
Simulation Design
Ten covariates, X = (X 1 , ..., X 10 ), are generated which are all independent except for X 7 and X 8 that have a correlation of 0.7. Three covariate distribution setups are simulated; all continuous, all discrete and a mixture of continuous and discrete covariates. The treatment variable, T , is generated from n Bernoulli trials with the treatment probability
In the continuous covariate case, all covariates are generated from a standard normal distribution and the parameters in the treatment model in (10) are (a 0 , a 1 , a 2 , a 3 , a 4 , a 5 ) = (0, 1, 1, 1, 1, 1). The second setup consists of solely discrete covariates, generated from a Bernoulli distribution with success probability 0.5, and (a 0 , a 1 , a 2 , a 3 , a 4 , a 5 ) = (5, 2, 2, 2, 2, 2). Finally, we have the mixed covariate case where a mixture of continuous and discrete covariates are simulated, where X 2 , X 4 and X 5 , are generated from a standard normal distribution and the rest from a Bernoulli distribution with success probability 0.5. Here the parameters in (10) are (a 0 , a 1 , a 2 , a 3 , a 4 , a 5 ) = (3, 2, 2, 2, 2, 2). For all three setups we have E(T ) = 0.5 Two outcome models are generated, one linear and one nonlinear. The linear potential outcome models are
where t ∼ N (0, 1) for t = 0, 1. The more complex nonlinear outcome models, for the continuous covariates scenario, are
If discrete covariates are present the nonlinear outcome models are specified as,
The parameters, b j , in the outcome models (11) and (13) are equal to 2 and 4 for those corresponding to continuous and discrete covariates respectively. In these simulation scenarios the covariate subsets are X T = {X 1 , X 2 , X 3 , X 4 , X 7 }, Q 0 = Q 1 = {X 1 , X 2 , X 7 }, X 0 = X 1 = {X 1 , X 2 , X 5 , X 6 , X 8 }, and Z 0 = Z 1 = {X 1 , X 2 , X 8 }. In order to fulfill the assumption of unconfoundedness (A.1 and A.3), a selected subset has to include one of the subsets, {X 1 , X 2 , X 7 } or {X 1 , X 2 , X 8 }. When we have only continuous covariates the algorithms are implemented with MCH tests with 10% significance level in a backward stepwise procedure. We use SIR as the method of approximating the central subspace. If discrete covariates are present, we use the kernel smoothing approach for testing the conditional independencies and the bandwidth thresholds are 0.5 for the binary covariates and 100 for the continuous covariates.
The simulations are repeated with 1000 iterations each, with sample sizes n = 500, 1000. Data generation and all computations are performed with the software R (R Development Core Team 2010) and subset selection is performed with the R-package CovSel (Häggström, Persson, Waernbaum, and de Luna 2013).
Simulation Results
The results are summarized in Table 2 , where we give selection success rates. Three definitions of success are used for the selected subset,Ŝ; unconfoundedness holds ((Y 1 , Y 0 ) ⊥ ⊥ T |Ŝ), the target subset is included in the selected subset (S ⊆Ŝ), and equal subsets (S =Ŝ). The results show that, in all simulation setups, the selected subsets are generally sufficient for upholding the assumption of unconfoundedness, with a proportion higher than 99.5% for a sample size of 1000. The success rates for when the selected subsets include their target subsets are lower due to the correlated covariates, X 7 and X 8 , being interchanged. Redundant covariates are at times selected lowering the success rate for equal subsets.
We also investigate the performance of a matching estimator based on the selected covariate subsets. The estimator of the average causal effect, β, that we study iŝ
where n is the sample size,
. HereỸ 1i and Y 0i are the matched units' observed potential outcomes. A match is determined by the minimum euclidian vector norm, i.e.,
whereŜ i andŜ m are the selected covariate vectors to be matched upon, for unit i and its potential match m. In addition, matching is also performed on the propensity score, estimated bŷ
where δ is a column-vector of the same length asŜ. In Table 3 , bias, standard deviation and MSE are shown for the matching estimator (14), and sample size 500 (results for sample size 1000 are 
For all simulation scenarios, we see that when matching on the vector norm (15), conditioning on the full covariate set, X, yields the largest bias. This is largely due to the cardinalities of the selected subsets which are considerably smaller. This results in large MSE, even though the variance is small, for the estimator controlling for X. When matching is performed on the propensity score (16) the differences in bias between the estimators utilizing the full covariate set and the selected covariate sets are not as pronounced. We can see that the largest bias and variance can usually be found when conditioning onX T ; the set of covariates commonly used in propensity score methods. For both matching approaches, (15) and (16), estimators based on the selected setQ yield lower MSE thanX T . In turn, the MSE when utilizingQ is commonly larger than that resulting from using subsets from algorithm B. Exceptions may be found for the vector norm matching estimator where bias sometimes dominates variance. SinceX Y yields the smallest variance of all selected subsets, but not necessarily smallest bias, the smallest MSE can, in all simulation setups, be found for one of the two subsetsẐ andX Y . The results indicate that algorithm B should be preferred over algorithm A. The estimators based on all the different sets of covariates show a decrease in bias and variance as sample size increased to 1000.
Effect of school achievements on acute complications of type 1 diabetes mellitus
We investigate the effect of low compulsory school grades on acute complications of Type 1 Diabetes Mellitus (T1DM) and compare the estimated effects when controlling for the original set of covariates and the subsets of covariates obtained by the algorithms described in Section 2. In the Swedish Childhood Diabetes Register (SCDR), all children 0-15 years of age diagnosed with T1DM in Sweden are registered since 1977 (Berhan, Waernbaum, Lind, Möllsten, and Dahlquist 2011) . By linkage to the Longitudinal Integration Database for Health Insurance and Labour Market Studies, the Inpatient Register, the Swedish Register of Education and the Multigenerational Register, a range of socioeconomic, demographic, and other variables are available for the children as well as their parents.
The study population comprises of all children diagnosed with T1DM before the age of 14 and that received a compulsory school grade in Sweden between 1991 Sweden between and 1997 Sweden between (n = 2234 . Due to missing information on the mother and/or the father, 10 individuals are excluded from the study. The outcome is a binary variable defined as equal to 1 if the individual has been hospitalized with a main or secondary diagnosis of T1DM with ketoacidosis, hyperosmolarity, lactic acidosis, hypoglycaemic coma and/or coma. The outcome, i.e., hospitalization, is measured after the grade is received and in the 10 years following. The 24 individuals that died before the end of this 10 years period are not included in the study. The compulsory school grades in Sweden, at this time, are measured on a scale from one to five, five being the highest mark and the mean grade is computed as an overall measure. Individuals are defined as treated if their received mean grade, after nine years of compulsory school, is lower than the 20th percentile, in this case a mean grade lower than 2.6. The possible observed confounders are; gender, age at onset of T1DM and socioeconomic characteristics of the parents. The socioeconomic variables are measured one year prior to receiving the grade, see Table 4 for a description.
The algorithms in Table 1 are applied to the set of 22 covariates and the selection is performed using the kernel smoothing based method described in Section 2. Bandwidth thresholds are 0.5 for the discrete ordered covariates (educational level), 0.25 for the binary covariates, and 100 for the continuous covariates (age, income) . Computations are performed with the software R (R Development Core Team 2010) and the package CovSel (Häggström, Persson, Waernbaum, and de Luna 2013) is 
The union of the corresponding subscripted subsets are thereupon used to control for confounding in the estimation of β. Covariates that are not selected for any of the subsets include; gender, age at onset of T1DM, the fathers age and early retirements benefits, as well as both parents salary income. The subsetX T includes 10 covariates, where the parents unemployment status and occupational injury annuity, and the fathers retirement pension and single mother status, have been removed. The subsetQ =Q 0 ∪Q 1 only includes three covariates; the mothers age, single status and educational level. From algorithm B, the subsetX Y =X 0 ∪X 1 includes 12 covariates, the excluded covariates are ampolM , retM , educF and sickF . An additional four covariates have been removed in the subset Z =Ẑ 0 ∪Ẑ 1 , which contains eight covariates in total. The matching estimator defined in (14), is used to estimate the effect. Matching is performed on the propensity score, estimated by (16) and the variance is calculated taking the matching procedure into account (Abadie and Imbens 2006) . The average treatment effect,β, can be found in Table 5 . We see that, compared to the unadjusted difference in mean which is 8.2%, the effect of having low compulsory school grades on acute complications of T1DM is smaller when controlling for confounding covariates. The positive effect is significant regardless of the set of covariates we choose to control for. In addition, we see that the estimated effect and variance is smaller when controlling for the minimal subsetsQ andẐ.
Discussion
In this paper, we present data-driven algorithms for the selection of covariate subsets sufficient for estimating causal effects. We implement the algorithms using both MCH testing for continuous covariates and kernel smoothing for discrete and mixed covariate sets. The covariate selection procedures are evaluated in a simulation study and the finite sample properties of a machining estimator, utilizing the selected subsets, are investigated. The simulation study shows that the algorithms, for both methods of testing conditional independence, are successful in selecting sufficient subsets.
When matching on the vector norm and the propensity score using the selected subsets, we see a decrease in MSE when reducing the dimension from a full set where redundant covariates are included. When the initial set consists of covariates predicting the treatment, excluding covariates that are not predicting the outcome will also result in a smaller MSE. Moreover, when the initial set consists of covariates related to the outcome, the change in MSE when reducing the dimension will depend on the relation between the bias reduction and the variance increase. For the simulation at hand, matching on the propensity score has the lowest MSE when using all covariates predicting the outcome, whereas matching on the vector norm in the majority of the studied cases results in a smaller MSE when excluding covariates solely related to the outcome.
Finally, the introduced covariate selection algorithms was used to estimate the effect of low compulsory school grades on acute complications of T1DM.
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