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Large deviations for additive path functionals of stochastic processes
have attracted significant research interest, in particular in the context
of stochastic particle systems and statistical physics. Efficient numerical
‘cloning’ algorithms have been developed to estimate the scaled cumulant
generating function, based on importance sampling via cloning of rare event
trajectories. So far, attempts to study the convergence properties of these
algorithms in continuous time have led to only partial results for particular
cases. Adapting previous results from the literature of particle filters and
sequential Monte Carlo methods, we establish a first comprehensive and
fully rigorous approach to bound systematic and random errors of cloning
algorithms in continuous time. To this end we develop a method to com-
pare different algorithms for particular classes of observables, based on the
martingale characterization of stochastic processes. Our results apply to a
large class of jump processes on compact state space, and do not involve
any time discretization in contrast to previous approaches. This provides
a robust and rigorous framework that can also be used to evaluate and
improve the efficiency of algorithms.
1. Introduction. Cloning algorithms have been introduced to the theoretical
physics literature [1, 2] as numerical methods to study large deviations of parti-
cle currents and other dynamic observables in stochastic particle systems. They
combine importance sampling with a stochastic selection mechanism which is used
to evaluate numerically the scaled cumulant generating function for time-additive
path functionals of stochastic processes. Based on classical ideas of evolutionary
algorithms [3, 4], a fixed size population of copies of the original system evolves in
parallel, subject to cloning or killing in such a way as to favor the realization of
atypical trajectories contributing to rare events. Various variants of the approach
are now applied on a regular basis to different systems and large deviation phenom-
ena of interest [5–7], including also current fluctuations of non-equilibrium lattice
gas models [6, 8–10], glassy dynamics [11] and heat waves in climate models [12].
Due to its widespread applications, the mathematical justification and convergence
properties of the algorithm have recently become a subject of research interest with
only partial progress. Formal approaches so far are based on a branching process
interpretation of the algorithm in discrete time [13], with limited and mostly nu-
merical results in continuous time [14–17].
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In this paper, we provide a novel interpretation of the cloning algorithm through
Feynman-Kac models and their particle approximations (see [18–21] for compre-
hensive reviews), which is itself an established approach to understanding sequen-
tial Monte Carlo methods and particle filtering. Previous results provide rigorous
control on convergence properties and error bounds of particle filters and related
algorithms, mostly for models in discrete time, beginning with the chain of re-
search initiated by [22] with a good recent survey provided in [20]. Fewer results
address continuous-time dynamics, dating back to [23] in the filtering context, with
a Feynman-Kac-based treatment provided by [18] and references therein; a good
survey of the filtering literature is provided by [24, Chapter 9]. In the current con-
text, particularly relevant recent works include [25–28]. This literature generally
considers diffusive dynamics and relies upon approximative time-discretisations of
those dynamics. Adapting those results to the context of jump processes on com-
pact state spaces, for which exact simulation from the dynamics is possible, we can
establish first rigorous convergence results for the cloning algorithm in continuous
time including Lp bounds on the random error and bounds on the systematic er-
ror. These bounds include the explicit dependence on the clone size distribution,
which is the main important parameter of the cloning algorithm. The setting of
finite activity pure jump processes in which cloning algorithms are mostly allows
these algorithms to avoid time discretisation by simulating exactly from the law of
the underlying process and allows the use of different approximating particle sys-
tems. Similar methods have been previously employed in the probabilistic rare event
analysis literature in both discrete and continuous time, via explicit Feynman-Kac
approximations, e.g. [29], and splitting algorithms (see [30] and references therein);
however, both the underlying processes and approximations considered are quite
different to those for which cloning algorithms are usually employed. Practically, an
important contribution of our approach is a systematic method to compare different
cloning algorithms and particle approximations for particular classes of observables
of interest, based on the martingale characterization of continuous-time stochastic
processes.
This framework provides a novel perspective on the underlying structure of
cloning algorithms in terms of McKean representations [20, Section 1.2.2], and
can be used to systematically explore several degrees of freedom in the design of
algorithms that can be used to improve performance, as illustrated in [31] for cur-
rent large deviations of the inclusion process [10]. Here we focus on presenting full
rigorous results obtained by applying this approach to the classical variant of the
cloning algorithm in continuous time [2]. In contrast to previous work in the con-
text of cloning algorithms [13, 14], our mathematical approach does not require a
time discretization and works in the very general setting of a pure jump Markov
process on a compact state space. This covers in particular any finite-state Markov
chain or stochastic particle systems on finite lattices with bounded total mass. We
comment on possible extensions of our results to locally compact state spaces in
the discussion, but since in practice computer implementations of any system are
necessarily finite, lifting this restriction is not essential for the practical applicabil-
ity of our results.
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The paper is organized as follows. In Section 2 we introduce notation and the
Feynman-Kac interpretation of the scaled cumulant generating function (SCGF) of
additive observables of pure jump Markov processes. In Section 3 we first provide the
infinitesimal description of the classical mean field particle approximation as well as
the cloning algorithm, and then we rigorously discuss their connection by comparing
their generators and martingale characterizations. In Section 4 we present our main
results on the convergence properties and sampling errors of the cloning algorithm
for two practical estimators for the SCGF based on the rate of cloning events. We
conclude with a short discussion.
2. Mathematical Setting.
2.1. Dynamics and Large Deviations. We consider a continuous-time homoge-
neous Feller process
(
Xt : t ≥ 0
)
taking values on a compact Polish state space
(E,B(E)), where B(E) is the Borel field on E. We allowM(E) and P(E) to denote
the sets of measures and probability measures, respectively, on (E,B(E)) endowed
with the σ-algebra generated by the bounded measurable functions from E to R.
We denote by
(
P (t) : t ≥ 0) the semigroup associated with Xt, which is considered
as acting on the Banach space C(E) of (bounded) continuous functions f : E → R,
endowed with the supremum norm
‖f‖ = sup
x∈E
|f(x)|.
We use the standard notation P and E for the distribution and the corresponding
expectation on the usual path space
Ω :=
{
ω : [0,∞)→ E right continuous with left limits}.
The measurable structure on Ω is given by the Borel σ-algebra induced by the
Skorokhod topology (see [32], Chapter 3).
If we want to emphasize a particular initial condition x ∈ E or distribution
µ ∈ P(E) of the process we write Px and Ex, or Pµ and Eµ, respectively.
The semigroup P (t) acts on continuous functions f and probability measures
µ ∈ P(E) via
P (t) f(x) = Ex
[
f(Xt)
]
, µP (t) (f) :=
∫
E
P (t)f(x)µ(dx) = Eµ
[
f(Xt)
]
,
where the latter provides a weak characterization of the probability µP (t). Here
and in the following we use the common notation µ(f) for expectations of f ∈ C(E)
w.r.t. measures µ on E.
Using the Hille-Yosida Theorem (see e.g. [33], Chapter 3), it is possible to as-
sociate to the above Feller process an infinitesimal generator L acting on a dense
subset D ⊂ C(E) so that
d
dt
P (t) f = LP (t) f = P (t)Lf,
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for all f ∈ D and t ≥ 0.
In this work, we restrict ourselves to nonexplosive pure jump Feller processes.
We denote by λ(x) the escape rate from state x ∈ E and the target state is chosen
with the probability kernel p(x, dy), so that the overall transition rate is
W (x, dy) := λ(x) · p(x, dy)
for (x, y) ∈ E2.
We assume λ : E → [0,∞) to be a non-negative, bounded and continuous func-
tion and x 7→ p(x,A) to be a continuous function for every A ∈ B(E). Under these
assumptions, the pure jump process possesses an infinitesimal generator with full
domain D = C(E) given by
(Lf)(x) =
∫
E
W (x, dy)[f(y)− f(x)], ∀f ∈ C(E), x ∈ E.
Along with jump processes on continuous compact space such as continuous-
time random walks (see e.g. [34]), this setting includes in particular finite-state
continuous-time Markov chains. Typical examples we have in mind are given by
stochastic particle systems on E = SΛ, with finite local state space S and lattice Λ.
Classical examples are spin systems with S = {−1, 1} or exclusion processes with
S = {0, 1}, in which particles can jump only onto empty sites (see e.g. [35]).
We are interested in studying the large deviations associated with a time-additive
observable AT : Ω→ R, taken to be a real measurable function of the paths of Xt
over the time interval [0, T ] of the form
AT (ω) :=
1
T
∑
t≤T
ω(t−)6=ω(t)
g
(
ω(t−), ω(t)
)
+
1
T
∫ T
0
h
(
ω(t)
)
dt. (1)
Here g ∈ C(E2) is such that g(x, x) = 0, for any x ∈ E, and h ∈ C(E), with ω ∈ Ω
a realization of (Xt : t ≥ 0). Note that AT is well defined since the bound on λ(x)
implies that the process does not explode and the first sum contains almost surely
only finitely many non-zero terms for any T ≥ 0.
More precisely, we are interested in studying the limiting behaviour, as T →∞,
of the family of probability measures Pµ0(AT ∈ · ) = Pµ0 ◦ A−1T on (R, B(R)),
where µ0 represents the initial distribution of the underlying process. This can be
characterized by the large deviation principle (LDP) [36, 37], in terms of a rate
function. We assume that an LDP with convex rate function I holds, which can be
written as
1
T
logPµ0(AT ∈ B)→ inf
x∈B
I(x) as T →∞ (2)
for all intervals B ⊂ R, since they generate the field B(R). For the study of large
deviations, a key role is played by the scaled cumulant generating function (SCGF)
Λk := lim
T→∞
1
T
logEµ0
[
ekTAT
] ∈ (−∞,∞]. (3)
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Indeed, if the rate function I is convex and the limit Λk in (3) exists and is finite
for every k ∈ R, then I is fully characterized by the SCGF via Legendre duality
(see [36], Theorem 4.5.10), i.e.
Λk = sup
a∈R
{ka− I(a)} and I(a) = sup
k∈R
{k a− Λk}.
As will be explained in detail later, the SCGF is also the object that can be
numerically approximated by cloning algorithms [1, 2] and related approaches. In
this work, we are interested in providing a method for rigorously understanding
the convergence properties of such algorithms for evaluating the SCGF based on
Feynman-Kac models. Possible subtleties regarding the LDP are not our focus and
we restrict ourselves to settings where Λk exists and is finite.
2.2. The Feynman-Kac Interpretation. In order to interpret the SCGF via
Feynman-Kac models, we start by introducing an auxiliary infinitesimal genera-
tor, known in the physics literature as tilted generator [38].
Lemma 2.1. For pure jump processes, for any k ∈ R the family of operators(
Pk(t)
)
t≥0 on C(E) defined by
Pk(t)f(x) := Ex
[
f
(
Xt
)
ektAt
]
, (4)
with f ∈ C(E), is well defined and it is a non-conservative semigroup.
Moreover, the infinitesimal generator associated with Pk(t), t ≥ 0, in the sense
of the Hille-Yosida Theorem, can be written in the form
(Lkf)(x) =
∫
E
W (x, dy)[ekg(x,y)f(y)− f(x)] + kh(x)f(x), (5)
for f ∈ C(E) and all x ∈ E, with g and h the continuous functions which character-
ize AT via (1). In particular, the semigroup Pk(t) satisfies the differential equations
d
dt
Pk(t)f = Pk(t)Lkf = LkPk(t)f, (6)
for all f ∈ C(E) and t ≥ 0.
Proof. See [38], Appendix A.1.
Observe that, if the SCGF (3) is independent of the choice of the initial distri-
bution µ0, we can write
Λk = lim
t→∞
1
t
log
(
Pk(t) 1(x)
)
, (7)
for all x ∈ E, and Λk is the spectral radius of the generator Lk (see also (9) below).
Similar to the work in [26], in order to control the asymptotic behaviour of Pk(t),
we have to further assume that Λk is in fact an isolated eigenvalue of Lk which is
ensured by the following.
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Assumption 2.2 (Asymptotic Stability). We assume that there exists a prob-
ability measure µ∞ ∈ P(E) and constants α > 0 and ρ ∈ (0, 1) such that∥∥e−tΛkPk(t)(f)(·)− µ∞(f)∥∥ ≤ ‖f‖ · αρt, (8)
for every t ≥ 0 and f ∈ C(E).
Note that this assumption implies the independence of the SCGF from the initial
distribution, µ0, and thus (7) holds for every initial state x ∈ E. Asymptotic stabil-
ity is for example guaranteed for all irreducible, finite-state continuous-time Markov
chains which necessarily have a spectral gap. For alternative sufficient conditions
implying asymptotic stability in a more general context including continuous state
spaces, see Appendix A. Note that (8) implies in particular that µ0e
−tΛkPk(t)→ µ∞
weakly for all initial distributions µ0, and that µ∞ is the unique invariant proba-
bility measure for the modified semigroup t 7→ e−tΛkPk(t). Therefore we have from
the generator Lk − Λk of this semigroup
µ∞(Lkf) = Λkµ∞(f) for all f ∈ C(E) . (9)
Neither the semigroup Pk(t) nor the modified one e
−tΛkPk(t) conserve probabil-
ity, and therefore do not provide a corresponding process to sample from and use
standard MCMC methods to estimate the SCGF Λk. This can be achieved by inter-
preting Pk through Feynman-Kac models, so that we can adapt already established
results from Feynman-Kac theory [18, 20, 25] for approximating Λk.
Lemma 2.3. The infinitesimal generator Lk (5) can be rewritten as
Lk(f)(x) = L̂k(f)(x) + Vk(x) · f(x), (10)
for all f ∈ C(E) and x ∈ E. Here
L̂k(f)(x) :=
∫
E
W (x, dy)ekg(x,y)[f(y)− f(x)] (11)
is the infinitesimal generator of a pure jump process with modified rates Ŵk(x, dy) :=
W (x, dy) ekg(x,y), and
Vk(x) := λ̂(x)− λ(x) + kh(x) ∈ C(E), (12)
is a diagonal or potential term with λ̂(x) :=
∫
E
W (x, dy)ekg(x,y) the escape rate
function of L̂k.
Proof. Follows directly from the definition of Lk in (5).
Observe that
Lk1(x) = Vk(x), (13)
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thus, we get with (9) another representation of the SCGF
Λk = µ∞(Vk) . (14)
We introduce the measures νt,µ0 for any general initial distribution µ0 ∈ P(E)
and t ≥ 0, defined by
νt,µ0(f) := µ0
(
Pk(t)f
)
, (15)
for any f ∈ C(E). We note that νt,µ0 depends upon k, as will many of the quantities
defined in the remainder of this paper; we occasionally suppress this dependence
from the notation in the interests of readability. In [19], νt,µ0 is known as the
unnormalised t-marginal Feynman-Kac measure. Applying Lemma 2.3, we can see
that νt,µ0 solves the evolution equation
d
dt
νt,µ0(f) = νt,µ0(Lkf) = νt,µ0
(L̂k(f) + Vk · f), (16)
for any f ∈ C(E), t ≥ 0 and µ0 ∈ P(E). The measures with which one can most
naturally associate a process are the corresponding normalised t-marginal Feynman-
Kac measures in P(E),
µt,µ0(f) :=
νt,µ0(f)
νt,µ0(1)
, (17)
defined for any t ≥ 0 and f ∈ C(E).
Proposition 2.4. For any k ∈ R and every t ≥ 0, we have that
logEµ0
[
ektAt
]
=
∫ t
0
µs,µ0(Vk) ds,
where Vk is defined in (12). In particular, with Assumption 2.2 we have for all
µ0 ∈ P(E)
ΛTk :=
1
T
∫ T
0
µs,µ0(Vk) ds→ Λk as T →∞ . (18)
Proof. Recalling the evolution equation (16) of νt,µ0 , we have
d
dt
log νt,µ0(1) =
1
νt,µ0(1)
· d
dt
νt,µ0(1) =
νt,µ0(Lk1)
νt,µ0(1)
= µt,µ0(Lk1).
And, thus,
νt,µ0(1) = exp
(∫ t
0
µs,µ0(Lk1) ds
)
,
since ν0,µ0(1) = 1. We can conclude by observing that Lk1(x) = Vk(x) and
νt,µ0(1) = Eµ0
[
ektAt
]
,
using that the SCGF is well defined under Assumption 2.2.
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As a direct consequence of Assumption 2.2, there exist constants α ≥ 0 and
0 < ρ < 1 such that for any f ∈ C(E),∣∣µt(f)− µ∞(f)∣∣ ≤ ‖f‖ · αρt, (19)
and in particular we have weak convergence µt → µ∞ as t→∞.
For any t < T , we define
Λt,Tk :=
1
T − t
∫ T
t
µs(Vk)ds. (20)
Lemma 2.5. Under Assumption 2.2, there exist constants α′ > 0 and 0 < ρ < 1
such that ∣∣ΛaT,Tk − Λk∣∣ ≤ ‖Vk‖ · α′ ρaTT ,
for every a ∈ [0, 1).
Proof. By (19), we have∣∣∣∣ 1(1− a)T
∫ T
aT
µt(Vk)dt − µ∞(Vk)
∣∣∣∣ ≤ 1(1− a)T
∫ T
aT
∣∣µt(Vk)− µ∞(Vk)∣∣dt
≤ 1
(1− a)T
∫ T
aT
‖Vk‖ · αρtdt
=
α ‖Vk‖
(1− a)T ·
ρT − ρaT
log ρ
≤ ‖Vk‖ · α
′ ρaT
T
,
where α
′
:= α/(−(1 − a) log ρ). In particular, limT→∞ ΛaT,Tk = µ∞(Vk) = Λk, by
(14).
Note that for a = 0 the above result only implies a convergence rate of order
1/T , since errors from the arbitrary initial condition have to be averaged out over
time. In contrast for a > 0 (corresponding to the usual idea of burn in in conven-
tional Markov chain Monte Carlo approximations – see [39], for example), we get a
much better exponential rate of convergence dominated by the asymptotic stability
parameter ρ ∈ (0, 1).
2.3. McKean Interpretations. Lemma 2.5 states in particular that Λk can be
well approximated as a time average of µt,µ0(Vk). Now, we want to outline the
evolution of the time-marginal distribution µt,µ0 in terms of interacting jump-type
infinitesimal generators. The content presented in the rest of this section is based on
the works of Del Moral and Miclo [18–20] since, as we have seen, the large-deviation
conditioning problem can be reformulated through the Feynman-Kac theory. In this
established framework it is possible to define generic Markov processes with time
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marginals µt and then use Monte Carlo sampling techniques for approximating
those marginals, and thus the SCGF Λk.
For simplicity, in the rest of this article the initial distribution µ0 is fixed and
we write µt instead of µt,µ0 .
Lemma 2.6. For every f ∈ C(E) and t ≥ 0, the normalised t-marginal µt solves
the non-linear evolution equation
d
dt
µt(f) = µt(L̂kf) + µt(Vkf)− µt(f) · µt(Vk). (21)
Proof. Recalling the evolution equation (16) of νt, we see that
d
dt
µt(f) =
d
dt
νt(f)
νt(1)
=
1
νt(1)
· νt(Lkf)− νt(f)
νt(1)2
νt(Lk1)
= µt(Lkf)− µt(f) · µt(Lk1)
= µt(L̂kf) + µt(Vkf)− µt(f) · µt(Vk),
where the last equality follows by the decomposition (10) of Lk.
Observe that the first term of the evolution equation (21) already corresponds
to a jump process with generator L̂k given in (11). We want to rewrite the second,
non-linear part to be in the form of another infinitesimal generator. Note that all
generators defined in the following share the same domain C(E).
Lemma 2.7. For every µ ∈ P(E), we have the following equivalence for every
f ∈ C(E)
µ(Vkf)− µ(f) · µ(Vk) = µ(L˜−µ,cf + L˜+µ,cf),
where the operators L˜−µ,c and L˜+µ,c depend on the probability measure µ ∈ P(E) and
an arbitrary constant c ∈ R, and are given respectively by
L˜−µ,cf(x) :=
(Vk(x)− c)− ∫
E
(
f(y)− f(x))µ(dy), (22)
and
L˜+µ,cf(x) :=
∫
E
(Vk(y)− c)+(f(y)− f(x))µ(dy), (23)
using the standard notation a+ = max{0, a} and a− = max{0,−a} for positive and
negative part of a ∈ R.
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Proof. It is enough to observe that
µ(Vkf)− µ(f) · µ(Vk) =
∫
E
Vk(x)f(x)µ(dx)−
∫
E2
Vk(x)f(y)µ(dx)µ(dy)
= −
∫
E2
Vk(x) ·
(
f(y)− f(x))µ(dx)µ(dy)
= −
∫
E2
(Vk(x)− c) · (f(y)− f(x))µ(dx)µ(dy),
where the last identity holds for all c ∈ R using the trivial fact∫
E2
(
f(y)− f(x))µ(dx)µ(dy) = 0.
Using the decomposition Vk(x)− c = (Vk(x)− c)+ − (Vk(x)− c)− we conclude the
proof.
Lemma 2.6, combined with Lemma 2.7, implies that for every f ∈ C(E) and
t ≥ 0, the normalised t-marginal µt solves the evolution equation
d
dt
µt(f) = µt
(Lµt,cf), (24)
with
Lµ,c = L̂k + L˜−µ,c + L˜+µ,c , (25)
where L̂k is given by (11).
The infinitesimal generator Lµ,c defines a Markov process (Xt : t ≥ 0) on E also
known as a McKean representation of the Feynman-Kac semigroup Pk [19, 20]. The
first part of the operator Lµ,c defines a pure jump process similar to the original
dynamics with modified rates as given in (11), whereas the operators L˜−µt,c and
L˜+µt,c describe jump processes on E with rates
W˜−µ,c(x, dy) :=
(Vk(x)− c)− µ(dy), W˜+µ,c(x, dy) := (Vk(y)− c)+ µ(dy).
These depend on the current distribution µt so that the McKean process (Xt :
t ≥ 0) is non-linear and in particular time-inhomogeneous. The potential Vk can
be shifted by an arbitrary constant c ∈ R, since (21) is independent under this
transformation.
It is important to note that the time evolution of µt is uniquely determined by
(21) and therefore independent of the McKean representation in (25). Equation (21)
itself results from the unique decomposition (10) of the non-conservative generator
Lk into the off-diagonal part L̂k and the diagonal part Vk. The latter, together
with normalization of νt (17), leads to the nonlinear second part in (21). The
representation of this part in Lemma 2.7 is not unique, leading to various possible
LIMIT THEOREMS FOR CLONING ALGORITHMS 11
McKean representations different from (25) (see e.g. [26, 31]). One other possible
representation of (21) we want to mention explicitly here is given by
d
dt
µt(f) = µt
(L̂k + LVkµt ), (26)
with
LVkµ f(x) :=
∫
E
(Vk(y)− Vk(x))+(f(y)− f(x))µ(dy). (27)
The operator LVkµ defines an inhomogeneous pure jump process on E in which every
jump strictly increases the value of the potential Vk in contrast to the representation
in Lemma 2.7. We will see in the next section that Vk can be interpreted as a
fitness potential for the overall process. Further McKean representations of (21)
are discussed in [31], here we focus on cloning algorithms which are based on (24).
3. Interacting Particle Systems and the Cloning Process. Independent
of the particular representation, the rates of the McKean process (Xt : t ≥ 0)
depend on the distribution µt itself, which is in general not known. A standard
approach is to sample such processes through particle approximations [21], which
consist in running in parallel N copies or clones ξt := (ξ
1
t , . . . , ξ
N
t ) ∈ EN of the
process (called particles), and then approximating µt by the empirical distribution
m(ξt) of the realizations. For any x ∈ EN the latter is defined as
m(x)(dy) :=
1
N
N∑
i=1
δxi(dy) ∈ P(E). (28)
We denote the empirical distribution associated to an N -particle system ξt = (ξ
i
t)
by
µNt (·) := m(ξt)(·). (29)
This leads to an estimator for the SCGF using (18), given by
Λt,T,Nk :=
1
T − t
∫ T
t
µNs (Vk) ds =
1
T − t
∫ T
t
1
N
N∑
i=1
Vk(ξis) ds, (30)
which is random and depends on the realization of the particle approximation. The
full dynamics can be set up in various different ways such that µNt → µt converges
in an appropriate sense as N →∞ for any t ≥ 0.
Introduce the unnormalized empirical measure
νNt (f) := ν
N
t (1)µ
N
t (f), ν
N
t (1) := exp
(∫ t
0
µNs (Vk)
)
.
Proposition 3.1. Let LNc be the infinitesimal generator of a generic N -particle
system. Assume that for every F ∈ C(EN ) in the form F (x) = ∑Ni=1 f(xi), f ∈
C(E), the following equality holds,
LNc F (x) = m(x)
(Lm(x),cf), (31)
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where Lm(x),c is the infinitesimal generator given by (25). Then, νNt is an unbiased
estimator of the unnormalized t-marginal νt (15), i.e.
E
[
νNt (f)
]
= νt(f) for all t ≥ 0 and N ≥ 1 , (32)
for any f ∈ C(E).
Proof. First observe that
d
dt
E
[
νNt (f)
]
= E
[
νNt (f)µ
N
t (Vk) + νNt (1)LNc µNt (f)
]
. (33)
By Assumption (31), decomposition (25) of Lµ,c into mutation and cloning part
and Lemma 2.7, we have
LNc µ
N
t (f) = µ
N
t (L̂kf) + µNt (Vk f)− µNt (Vk) · µNt (f) .
Inserting into (33), this simplifies to
d
dt
E
[
νNt (f)
]
= E
[
νNt (L̂kf) + νNt (Vkf)
]
.
Since Lk = L̂k + Vk also generates the time evolution of νt(f), a simple Gronwall
argument with E
[
νN0 (f)
]
= ν0(f) gives (32).
Note that choosing f ≡ 1 implies that the normalization νNt (1) is an unbiased
estimator of etΛ
0,t
k .
A generic version of interacting particle systems, directly related to the above
McKean representations has been studied in the applied probability literature in
great detail [21, 26], providing quantitative control on error bounds for conver-
gence. After reviewing those results, we present a different approach taken in the
theoretical physics literature under the name of cloning algorithms [1, 5], which
provides some computational advantages but lacks general rigorous error control
so far [13, 14]. Our main results are Theorems 3.3 and 4.2, which underline the
common aspects of these two approaches and provide first rigorous error bounds
for cloning algorithms in continuous time.
3.1. Mean Field Particle Approximation. The most basic particle approxima-
tion is simply to run the McKean dynamics in parallel on each of the particles,
replacing the distribution µt by the empirical measure. Formally, the mean field N -
particle model (ξt : t ≥ 0) with ξt = (ξit : i = 1, . . . , N), associated to the generator(Lµt,c) given in (25) is a Markov process on EN with homogeneous infinitesimal
generator LNc defined by
LNc F (x1, . . . , xN ) :=
N∑
i=1
L(i)m(x),c(F )(x1, . . . , xi, . . . , xN ), (34)
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for any F ∈ C(EN ). Here L(i)m(x),c stands for the operator Lm(x),c acting on the
function xi 7→ F (x1, . . . , xi, . . . , xN ), where the dependence on µ in (25) has been
replaced by the empirical distribution m(x).
In analogy to (25), the generator LNc can be written as L
N
c = L̂Nk + L˜−,Nc + L˜+,Nc
with
L̂Nk F (x) :=
N∑
i=1
L̂(i)k F (x), (35)
L˜−,Nc F (x) :=
N∑
i=1
L˜−,(i)m(x),cF (x), (36)
L˜+,Nc F (x) :=
N∑
i=1
L˜+,(i)m(x),cF (x), (37)
where L̂(i)k , L˜−,(i)m(x),c and L˜+,(i)m(x),c stand respectively for the operators L̂k, L˜−m(x),c and
L˜+m(x),c acting on the function xi 7→ F (x).
Using definitions (22) and (23), we can write
L˜−,(i)m(x),cF (x) =
(Vk(xi)− c)− · 1
N
N∑
j=1
(
F (xi,xj )− F (x)), (38)
and
L˜+,(i)m(x),cF (x) =
1
N
N∑
j=1
(Vk(xj)− c)+ · (F (xi,xj )− F (x)), (39)
with xi,y := (x1, . . . , xi−1, y, xi+1, . . . , xN ). By a change of summation variables, we
can then rewrite the mean field generator (34) as
LNc F (x) =
N∑
i=1
∫
E
Ŵk(xi, dy)
(
F (xi,y)− F (x))
+
N∑
i=1
(Vk(xi)− c)− · 1
N
N∑
j=1
(
F (xi,xj )− F (x))
+
N∑
i=1
(Vk(xi)− c)+ · 1
N
N∑
j=1
(
F (xj,xi)− F (x)). (40)
In this decomposition, the first line associated to L̂Nk (35) generates the so-called
mutation dynamics, where the particles evolve independently under the dynamics
given by L̂k in Lemma 2.3. The second and third line correspond to the non-linear
parts in Lemma 2.7 and can be interpreted as selection dynamics leading to mean-
field interactions between particles. Selection events in the above representation
happen with a rate depending only on the fitness of the particle i and can be
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interpreted as killing and cloning events associated to L˜−,Nc (36) and L˜+,Nc (37),
respectively: if Vk(xi) < c, particle i is ‘killed’ with rate
(Vk(xi)− c)− and replaced
by a copy of a particle j uniformly chosen from the whole population, whereas if
Vk(xi) > c, particle i is ‘cloned’ with rate
(Vk(xi) − c)+ and its offspring replaces
a uniformly chosen particle j. In this interpretation Vk plays the role of a fitness
potential for the population of particles or clones as mentioned earlier in Section
2. Note that different particle approximations based on the McKean interpretation
(27) could reduce the total selection rate, since then particles are only replaced with
fitter ones in the metric Vk, which is not the case in (40) even for optimal choices
of the constant c. On the other hand, implementation of selection dynamics based
on (27) are in general computationally more expensive since rates do not simply
depend on fitnesses of single particles. These aspects related to improved choices
of particle approximations are discussed in detail in [31]. Here we focus on rigorous
convergence results for the cloning algorithm introduced later, which is a particular
particle approximation originating in the physics literature, based on the McKean
interpretation (25) .
Observe that, for any function F on EN of the form F (x) = m(x)(f), with
f ∈ C(E), we have that
LNc F (x) = m(x)
(Lm(x),cf), (41)
ΓLNc (F, F )(x) =
1
N
m(x)
(
ΓLm(x),c(f, f)
)
, (42)
where the bilinear operator
ΓB(γ, ϕ) := B(γ · ϕ)− γ ·B(ϕ)− ϕ ·B(γ),
with γ, ϕ ∈ C(E), is the carre´-du-champs associated with a linear operator B on
C(E) or C(EN ). Analogous relations hold also for the single mutation, killing and
cloning parts. Since generators are linear (41) is immediate. (42) is quadratic in
F , but off-diagonal terms in the corresponding double sum turn out to vanish in a
straightforward computation, leading to the additional factor 1/N . Test functions
of the form F (x) = m(x)(f) describe observables averaged over the clone ensemble
which are generally of most interest, e.g. for the estimator (30) of the SCGF it is
sufficient to consider such functions.
We denote by C0,1b (E × R+) the set of bounded continuous functions on E with
continuous time derivative. Following the standard martingale characterization of
Feller-type Markov processes (see e.g. [26], Proposition 3.3), we know that for every
ϕ· ∈ C0,1b (E × R+), the process
MNt (ϕ·) := µNt (ϕt)− µN0 (ϕ0)−
∫ t
0
µNs
(
∂sϕs + LµNs ,c(ϕs)
)
ds
is a local martingale with predictable quadratic variation given by
〈MN (ϕ·)〉t = 1
N
∫ t
0
µNs
(
ΓLµNs ,c
(ϕs, ϕs)
)
ds.
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We can see, in particular, that the empirical measure solves the differential equa-
tion
dµNt (f) = µ
N
t
(LµNt ,c(f)) dt + dMNt (f),
which is a perturbation of the dynamics (24) of µt by a martingale whose pre-
dictable quadratic variation is of order 1/N , and thus MNt vanishes in Lp-sense as
N →∞, for any p ≥ 1 and t ≥ 0 (see e.g. [40], Section 11).
Following established results in [20, 21, 26], under Assumption 2.2 on exponential
stability, the random quantity Λ0,T,Nk defined in (30) is an asymptotically (in N)
unbiased estimator of ΛTk (18), with a systematic error (bias) bounded by
sup
T≥0
∣∣E[Λ0,T,Nk − ΛTk ] ∣∣ ≤ CN , (43)
and with Lp-error bounded by
sup
T≥0
E
[ ∣∣Λ0,T,Nk − ΛTk ∣∣p ]1/p ≤ Cp√
N
, (44)
for every p ≥ 1.
3.2. The Cloning Algorithm. Cloning algorithms have been proposed in the the-
oretical physics literature [1, 2] for evaluating large deviation functions associated
to Markov processes similar to the mean field system (34), using the same rates Ŵk
for mutations (11), but combining the cloning (or killing) events with mutations.
Henceforth, we assume for simplicity that
c ≤ inf
x∈E
Vk(x) . (45)
This is not essential but it removes the killing part of the generator (40), and thus
significantly simplifies the presentation of our results. The killing part can also
be included in the same fashion as in the mean field particle model (34) running
independently of the mutation-cloning part, see [31] for further details.
Every particle (clone) i makes transitions at its mutation rate λ̂(xi), where
xi ∈ E is its current state. Transition events are a combination of mutation and
cloning: a set A of particles is chosen at random from the ensemble with probabil-
ity pxi(A) and every particle j ∈ A is replaced by a clone of i. Then the particle
i mutates from its state xi to a state y. To simplify presentation, we denote by
N = 2{1,...,N} the set of all subsets of N particle indices.
The infinitesimal description of a cloning algorithm as a continuous-time Markov
process on the state space EN is given by the generator
LNF (x) =
N∑
i=1
λ̂(xi)
∑
A∈N
∫
y∈E
pxi(A) · p̂(xi, dy)
(
F (xA,xi; i,y)− F (x)), (46)
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for any F ∈ C(EN ) and x ∈ E, where xA,w denotes the vector (z1, . . . , zN ) ∈ EN ,
with
zj :=
{
xj j 6∈ A
w j ∈ A,
and, similarly, xA,w; i,y denotes the vector (z1, . . . , zN ) ∈ EN with
zj :=

xj j 6∈ A, j 6= i
w j ∈ A, j 6= i
y j = i,
for j ∈ {1, . . . , N} and w, y ∈ E.
Before we specify necessary properties of the cloning distribution px(A) we make
some simplifying assumptions, which are all satisfied by common choices in the
theoretical physics literature. For any x ∈ E the probability of choosing a set A
depends only on its size |A| and not on its elements, i.e.
px(A) = px,|A|
/(N
|A|
)
with px,0, . . . , px,N such that
N∑
n=0
px,n = 1 .
Denote the mean and second moment of this distribution by
M(x) :=
N∑
n=1
npx,n, Q(x) :=
N∑
n=1
n2px,n. (47)
Of course, px,. and its moments also depend on N , which we omit in the notation
for simplicity.
Assumption 3.2. For each N the probabilities px,. should satisfy
M(x) =
(Vk(x)− c)+
λ̂(x)
for all x ∈ E , (48)
and the support of px,. is uniformly bounded in N , i.e. there exists K > 0 such
that px,k = 0 for all k ≥ K, x ∈ E and N ≥ 1. We further assume N ≥ K, i.e. N
is large enough so that the process (46) is well defined.
To underline the dependence of c in the choice of probability distributions px,· in
the construction of the cloning algorithm, from now on, we will denote the generator
of the cloning algorithm by LNc instead of L
N .
Assumption 3.2 implies that probabilities (px,.) with the prescribed mean exist,
which ensures that the average number of clones per unit time originating from
particle i is λ̂(xi)M(xi) =
(Vk(xi) − c)+ as required in (40). A simple choice for
(px,.) made in the physics literature [1, 2, 7] is for |A| to take only the values of the
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two nearest integers around M(x) with appropriate probabilities, which is discussed
in more detail in Section 4. There we also present our main convergence result for
the cloning algorithm, which is based on the following connection with the standard
mean field particle system (34).
Theorem 3.3. Let LNc be the infinitesimal generator associated to a cloning
algorithm, such that the average number of clones per transition event satisfies
Assumption 3.2. Then, for any test function of the form F (x) = m(x)(f) with
f ∈ C(E), and N large enough
LNc F (x) = L
N
c F (x) = m(x)
(Lm(x),cf), (49)
ΓLNc (F, F )(x) ≤ 2 ΓL̂Nk (F, F ) +
8
N
‖λ̂ Q‖ · ‖f‖2
=
2
N
m(x)
(
ΓL̂k(f, f)
)
+
8
N
‖λ̂ Q‖ · ‖f‖2 . (50)
Recall that L̂Nk (35) (37) is the mutation part of the mean field particle system with
generator LNc (34), whereas Lm(x),c and L̂k are given in (25).
Proof. The first part of (49) and (50) is proved through Lemma 3.4 and Lemma
3.5 below, and the second part follows by equalities (41)-(42).
Lemma 3.4. For any test function F ∈ C(EN ) of the form F (x) = m(x)(f),
f ∈ C(E), the generator LNc can be decomposed as
LNc F (x) =
N∑
i=1
L̂(i)k F (x) +
N∑
i=1
L˜(i)F (x), (51)
where L̂(i)k stands for the mutation operator L̂k (11) acting on the function xi 7→
F (x) as in (35), and L˜(i) is defined by
L˜(i)F (x) := λ̂(xi)
∑
A∈N
pxi(A)
(
F (xA,xi)− F (x)). (52)
Furthermore, the carre´ du champ ΓLNc associated to the cloning algorithm can be
bounded by
ΓLNc (F, F )(x) ≤ 2
N∑
i=1
(
ΓL̂(i)k
(F, F )(x) + ΓL˜(i)(F, F )(x)
)
. (53)
Remark. Due to the linearity of the generator, the combined mutation/cloning
events in the cloning algorithm can be decomposed easily, which leads to extra
terms only in the quadratic carre´ du champ. The operator L˜(i) can be seen as the
infinitesimal generator of a cloning process independent of the mutation events, with
escape rate λ̂(xi) and with kernel pxi(A), A ∈ N , which represents the probability
of cloning the i-th particle |A| times and substituting all the particles in A.
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Proof. First, observe that
F (xA,xi; i,y)− F (x) = 1
N
N∑
j=1
(
f(xA,xi; i,yj )− f(xj)
)
=
1
N
(
f(y)− f(xi)
)
+
1
N
∑
j∈A
(
f(xi)− f(xj)
)
=
(
F (xi,y)− F (x)) + (F (xA,xi)− F (x)).
Thus, we have∑
A∈N
∫
y∈E
pxi(A) · p̂(xi, dy)
(
F (xA,xi; i,y)− F (x))
=
∑
A∈N
∫
y∈E
pxi(A) · p̂(xi, dy)
((
F (xi,y)− F (x))+ (F (xA,xi)− F (x)))
=
∫
E
p̂(xi, dy)
(
F (xi,y)− F (x)) + ∑
A∈N
pxi(A)
(
F (xA,xi)− F (x)),
since
∑
A∈N pxi(A) =
∫
E
p̂(xi, dy) = 1. Substituting this into the definition of the
generator LNc (46), we obtain the decomposition (51).
In order to establish the second part of the statement, recall Definition (46) of
LNc and note that one can write the corresponding carre´ du champ as
ΓLNc
(
F, F
)
(x) =
N∑
i=1
λ̂(xi)
∫
y∈E
∑
A∈N
pxi(A) · p̂(xi, dy) ·
(
F (xA,xi;i,y)− F (x))2.
(54)
Now we can bound(
F (xA,xi;i,y)− F (x))2 =(f(y)− f(xi)
N
+
(
F (xA,xi)− F (x)))2
≤ 2
N2
(
f(y)− f(xi)
)2
+ 2
(
F (xA,xi)− F (x))2,
using the standard inequality (a+ b)2 ≤ 2(a2 + b2). It is easy to see that
λ̂(xi)
∫
y∈E
∑
A∈N
pxi(A) · p̂(xi, dy) ·
(
f(y)− f(xi)
)2
N2
= ΓL̂(i)k
(F, F )(x),
and
λ̂(xi)
∫
y∈E
∑
A∈N
pxi(A) · p̂(xi, dy) ·
(
F (xA,xi)− F (x))2 = ΓL˜(i)(F, F )(x),
and, combining this bound with (54), we obtain (53).
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Lemma 3.5. Under Assumption 3.2, for any test function of the form F (x) =
m(x)(f) with f ∈ C(E) and N large enough we have for the combined cloning part
L˜NF :=
∑N
i=1 L˜
(i)F ,
L˜NF = L˜+,Nc F, (55)
ΓL˜N (F, F )(x) ≤
4
N
‖λ̂ Q‖ · ‖f‖2, (56)
where L˜+,Nc (37) is the cloning part of the mean field particle system.
Proof. The number of subsets of {1, . . . , N} of cardinality n and containing a
given element j is
(
N−1
n−1
)
. Therefore, as by Assumption 3.2 pxi(A) = pxi,n/
(
N
n
)
for
|A| = n, we have
L˜(i)m(x)(f) = λ̂(xi)
∑
A∈N\∅
pxi(A)
(
m(xA,xi)(f) − m(x)(f))
= λ̂(xi)
∑
A∈N\∅
pxi(A)
∑
j∈A
(
f(xi)− f(xj)
)
/N
= λ̂(xi)
N∑
j=1
N∑
n=1
(
N − 1
n− 1
)
· pxi,n(
N
n
) · (f(xi)− f(xj))/N
= λ̂(xi)
N∑
j=1
N∑
n=1
n
N
· pxi,n ·
(
f(xi)− f(xj)
)
/N
= λ̂(xi)
M(xi)
N
N∑
j=1
(
f(xi)− f(xj)
)
/N.
We can exclude A = ∅ from the summation since it does not contribute. With
M(xi) =
(Vk(xi)− c)+/λ̂(xi) by Assumptions 3.2, and recalling the decomposition
(39) of L˜+,Nc (37), we obtain the identity (55) after summation over i and exchanging
summation indices.
By Definition (52) of the generator L˜(i), we can write
ΓL˜(i)
(
m(x)(f), m(x)(f)
)
=
λ̂(xi)
N2
∑
A∈N
pxi(A) ·
(∑
j∈A
(
f(xi)− f(xj)
))2
≤ λ̂(xi)
N2
∑
A∈N
pxi(A) · |A|
∑
j∈A
(
f(xi)− f(xj)
)2
=
λ̂(xi)
N2
N∑
j=1
(
f(xi)− f(xj)
)2 N∑
n=1
n · pxi,n(
N
n
) · (N − 1
n− 1
)
=
λ̂(xi) ·Q(xi)
N3
N∑
j=1
(
f(xi)− f(xj)
)2
.
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The statement follows by summation over i.
Using again the notation (29) for empirical measures and the martingale char-
acterization of Feller processes (see [26], Proposition 3.3), Lemma 3.5 implies that
for every ϕ· ∈ C0,1(E × R+), the process
Mt(ϕ·) := µNt (ϕt)− µN0 (ϕ0)−
∫ t
0
µNs
(
∂sϕs + LµNs ,c ϕs
)
ds (57)
is a local martingale with predictable quadratic variation
〈M(ϕ·)〉t ≤ 2
N
∫ t
0
(
µNs
(
ΓL̂k(ϕs, ϕs)
)
+ 4‖λ̂ Q‖ · ‖ϕs‖2
)
ds. (58)
Jumps are bounded by
sup
t≥0
‖∆Mt(ϕ·)‖ ≤ 2K · ‖ϕ‖
N
, (59)
where K > 0 bounds the size of cloning events as defined in Assumption 3.2.
Remark. By Lemma 2.7, martingale (57) can be written as
Mt(ϕ·) = µNt (ϕt)− µN0 (ϕ0)−
∫ t
0
µNs
(
∂sϕs + L̂kϕs +
(Vk − µNs (Vk)) ·ϕs) ds. (60)
From (57), we obtain in particular the evolution equation
dµNt (f) = µ
N
t
(LµNt , cf)dt + dMt(f),
for every f ∈ C(E). This is again a perturbation of the evolution equation of µt(f)
(24) by a martingaleMt(f) whose quadratic variation process has an upper bound
of order 1/N . This is sufficient to derive error bounds analogous to (43) and (44)
as presented in the next section.
4. Convergence of the Cloning Estimator.
4.1. Long Time Behavior of the Cloning Process. We present in this section
the convergence results for the cloning algorithm, which is our main result. The
error estimates we obtain are based on results in [26] for mean field particle ap-
proximations (see estimations (43) and (44)), that can be extended thanks to the
connections between the two models provided in Theorem 3.3. Technical details of
the adaptation of relevant proofs in [26] are postponed to Appendix B. In addition
to the empirical measures µNt as in (29) for the cloning process, recall the notation
Λt,Tk (20) and the corresponding estimator Λ
t,T,N
k (30) for the SCGF Λk (3).
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Proposition 4.1. Let LNc be the infinitesimal generator associated to a cloning
algorithm, such that the average number of clones per transition event satisfies
Assumption 3.2. Under Assumption 2.2 on asymptotic stability, for every p ≥ 1
there exist constants cp, c
′, γ0, γ1 > 0 such that for the empirical measures (29) of
the cloning process
E
[(
µNt (f)− µt(f)
)p]1/p ≤ cp ‖f‖ · (γ0 + γ1‖λ̂ Q‖
N
)1/2
,
and ∣∣∣E[µNt (f)− µt(f)]∣∣∣ ≤ c′ ‖f‖ · γ0 + γ1‖λ̂ Q‖N ,
for any t ≥ 0, N ≥ K and f ∈ C(E).
Proof. The proof is analogous to the proof of Theorem 4.1 and 4.2 in [26]. For
full details of the proof, see Appendix B, where we have made explicit the passages
that differ from [26] and identified the dependence on ‖λ̂ Q‖.
Remark. Observe that, by Markov’s inequality, Proposition 4.1 implies
P
(∣∣µNt (f)− µt(f)∣∣ ≥ ε) ≤ γ˜p · ‖f‖pεp ·Np/2 ,
for every ε, t > 0, f ∈ C(E), N ≥ K and p ≥ 1, where γ˜p > 0 does not depend
on N . In particular, considering p > 2, we can see that µNt (f) converges almost
surely to µt(f) for any f ∈ C(E), by a Borel-Cantelli argument. The existence of
a countable determining class allows this to be further strengthened to the almost
sure convergence of µNt to µt in the weak topology (see, for example, [41, Theorem
4]).
Theorem 4.2. Let LNc be the infinitesimal generator associated to a cloning
algorithm, such that the average number of clones per transition event satisfies
Assumption 3.2. Under Assumption 2.2 on asymptotic stability, for every p ≥ 1
and a ∈ [0, 1) there exist constants cp, γ0, γ1 > 0 such that for every N ≥ K
sup
T≥0
E
[ ∣∣ΛaT,T,Nk − ΛaT,Tk ∣∣p]1/p ≤ cp ‖Vk‖ · (γ0 + γ1‖λ̂ Q‖N
)1/2
. (61)
Furthermore, there exist α′ > 0 and 0 < ρ < 1 such that
sup
T≥0
E
[ ∣∣ΛaT,T,Nk − Λk∣∣p]1/p ≤ cp ‖Vk‖ ·(γ0 + γ1‖λ̂ Q‖N
)1/2
+ ‖Vk‖ · α
′ ρaT
T
. (62)
Proof. The first part of the statement follows from Proposition 4.1, by observ-
ing that
E
[ ∣∣ΛaT,T,Nk − ΛaT,Tk ∣∣p]1/p ≤ 1(1− a)T
∫ T
aT
E
[ ∣∣µNt (Vk)− µt(Vk)∣∣p]1/pdt.
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For the second part, first note that
E
[ ∣∣ΛaT,T,Nk − Λk∣∣p]1/p ≤ E[ ∣∣ΛaT,T,Nk − ΛaT,Tk ∣∣p]1/p + ∣∣ΛaT,Tk − Λk∣∣.
We conclude by Lemma 2.5.
Remark. Similarly to the discussion below Proposition 4.1, this implies that
ΛaT,T,Nk also converges almost surely to Λ
aT,T
k as N →∞.
Theorem 4.3. Let LNc be the infinitesimal generator associated to a cloning
algorithm, such that the average number of clones per transition event satisfies
Assumption 3.2. Under Assumption 2.2 on asymptotic stability, for every a ∈ [0, 1)
there exist constants c′, γ0, γ1 > 0 such that for every N ≥ K
sup
T≥0
∣∣∣E[ΛaT,T,Nk − ΛaT,Tk ]∣∣∣ ≤ c′ ‖Vk‖ · γ0 + γ1‖λ̂ Q‖N . (63)
Furthermore, there exist constants α′ > 0 and 0 < ρ < 1 such that
sup
T≥0
∣∣∣E[ΛaT,T,Nk − Λk]∣∣∣ ≤ c′ ‖Vk‖ · γ0 + γ1‖λ̂ Q‖N + ‖Vk‖ · α′ ρaTT . (64)
Proof. The proof follows by Proposition 4.1 and is analogous to the proof of
Theorem 4.2.
Theorem 4.2 and Theorem 4.3 provide the Lp and bias estimates of the approx-
imation error in analogy to (44) and (43) for the mean field particle system. The
bound depends on the cloning distribution px(A) only through its second moment
Q (47). The most common choice in the physics literature (see e.g. recent summary
in [7]) for the distribution px,. of the size of cloning events is
px,n =

M(x)− bM(x)c n = bM(x)c+ 1,
bM(x)c+ 1−M(x) n = bM(x)c,
0 otherwise.
(65)
This corresponds to a binary distribution on the two integers nearest to the pre-
scribed mean and satisfies Assumption 3.2. It minimizes the second moment Q of
the distribution for a given mean and thus its contribution to the bound for the Lp
and bias estimates. Even though the bounds are presumably not sharp in practice,
this indicates that the above simple choice is reasonable also from a computational
perspective.
In principle, the size distribution px,. could also be chosen such that Q scales
with N , but our error bounds strongly suggest the use of distributions for which Q
is uniformly bounded in N as in the above example. In this case, Lp error and bias
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vanish as N →∞ with order respectively given by 1/√N and 1/N , which coincide
with the rate of convergence for mean field particle approximations given in (44)
and (43). The necessarily finite simulation time T leads to an additional error of
order ρaT /T , with ρ ∈ (0, 1) which is controlled by asymptotic stability properties
of the process. As usual, this suggests the use of a “burn in” procedure with a > 0
to obtain an exponential convergence rate with increasing simulation time.
4.2. The Cloning Factor. Most results in the physics literature do not use the
estimator ΛaT,T,Nk (30) based on the ergodic average of the mean fitness of the clone
ensemble, but an estimator based on a ‘cloning factor’ (see e.g. [1, 5, 7]). This is
essentially a continuous-time jump process (CNt : t ≥ 0) on (0,∞) with CN0 = 1,
where at each cloning event of size n at a given time τ , the value is updated as
CNt = C
N
t−
(
1 +
n
N
)
.
In our context, we can define the dynamics of CNt jointly with the cloning process
via an extension of the generator LNc (46) to the state space E
N × (0,∞),
Lc
(N,?)F ?(x, ς) :=
N∑
i=1
λ̂(xi)
∑
A∈N
∫
y∈E
pxi(A) · p̂(xi, dy)
(
F ?
(
xA,xi; i,y, ςA
)− F ?(x, ς)), (66)
where the test function F ? now has a second counting coordinate and denoting
ςA := ς ·
(
1+ |A|N
)
.
We introduce the simple function G(x, ς) := ς in order to observe only the
cloning factor, G(ζNt , C
N
t ) = C
N
t . Note that E
N × (0,∞) is no longer compact,
and in general we have to restrict test functions to decay at infinity (see e.g. [33]),
which is not the case for G. However, since the range of the clone size distribution
is uniformly bounded (see Assumption 3.2), t 7→ logCNt is a pure birth process on
[0,∞) with bounded jump length, and the generator (66) and associated semigroup
is therefore well defined for the test function G.
Proposition 4.4 (Unbiasedness of the cloning factor). Let L
(N,?)
c be the exten-
sion (66) of the cloning generator LNc (46). Then, the quantity e
tcCNt is an unbiased
estimator for νt(1) (15), i.e.
E
[
etcCNt
]
= E
[
νNt (1)
]
= νt(1),
for every t ≥ 0 and N ≥ 1.
Proof. First, observe that
L(N,?)c G(x, ς) =
N∑
i=1
N∑
n=0
λ̂(xi) pxi,n · (ς n/N)
=
ς
N
N∑
i=1
(Vk(xi)− c)+ , (67)
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by Assumption 3.2. Therefore, recalling that c ≤ inf Vk,
L(N,?)c G(x, ς) = ς m(x)
(Vk − c) ,
and analogously to (33), the expected time evolution of CNt is then given by
d
dt
E[CNt ] = E[CNt · µNt (Vk − c)].
This is also the evolution of νNt (e
−tc) = e−tcνNt (1), since
d
dt
E[νNt (e−tc)] = E[µNt (Vk) · e−tcνNt (1)− c e−tcνNt (1)]
= E[νNt (e−tc) · µNt (Vk − c)].
With initial conditions CNk (0) = 1 = ν
N
t (1), the statement follows by a Gronwall
argument analogous to (32) and by Proposition 3.1.
Proposition 4.4 leads to an alternative estimator for Λt,Tk (20) given by
Λ
t,T,N
k :=
1
T − t
(
logCNT − logCNt
)
+ c. (68)
Note that this is not itself unbiased as a consequence of the nonlinear transformation
involving the logarithm.
In order to study the convergence of the new estimator to the SCGF, it is con-
venient to use the martingale characterization of the process, which is given by the
following result.
Proposition 4.5. Let LNc be the infinitesimal generator associated to a cloning
process, such that the average number of clones per transition event satisfies As-
sumption 3.2. Then, the process
M?t := logCNt −
∫ t
0
L(N,?)c H
(
ζNs , C
N
s
)
ds,
with H(x, ς) = log ς, is a local martingale satisfying
M?t = logCNt −
∫ t
0
(
µNs (Vk)− c
)
ds + t ·O
( 1
N
)
,
and with predictable quadratic variation
〈M?· 〉t ≤
t
N
· ‖λ̂ Q‖ + t ·O
( 1
N2
)
.
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Proof. Observe that we can rewrite (66) as
L(N,?)c H(x, ς) =
N∑
i=1
λ̂(xi)
∑
A∈N
pxi(A) log(1 + |A|/N)
=
N∑
i=1
K∑
n=1
λ̂(xi) pxi,n · log(1 + n/N)
= m(x)
(Vk)− c + O( 1
N
)
,
by Assumption 3.2 and using the expansion of log(1 + x). Moreover,
Γ
L
(N,?)
c
(H,H)(x, ς) =
N∑
i=1
N∑
n=1
λ̂(xi) pxi,n ·
(
log(1 + n/N)
)2
=
1
N
m(x)
(
λ̂Q
)
+ O
( 1
N2
)
.
The statement corresponds to the martingale problem associated to L
(N,?)
c H.
By Proposition 4.5 and recalling the definition of the SCGF estimators Λt,T,Nk
(30) and Λ
t,T,N
k (68) we immediately get
Λt,T,Nk = Λ
t,T,N
k −
M?T −M?t
T − t .
In what follows, we discuss the convergence of Λ
aT,T,N
k to the SCGF Λk.
Theorem 4.6. Let LNc be the infinitesimal generator associated to a cloning
process, such that the average number of clones per transition event satisfies As-
sumption 3.2. Then, for every p ≥ 1 and a ∈ [0, 1), there exists a constant C?p > 0
such that for all N large enough
E
[∣∣∣ΛaT,T,Nk − ΛaT,T,Nk ∣∣∣p]1/p ≤ C?p · maxm∈{2, p} ‖λ̂ Q‖1/m
N1+1/p · √T .
If in addition Assumption 2.2 on asymptotic stability holds, there exist constants
γ?p , c
?
p, α
′ > 0 and 0 < ρ < 1 (dependent of a, p, λ̂, Q and Vk) such that
E
[∣∣∣ΛaT,T,Nk − Λk∣∣∣p]1/p ≤ γ?p
N1+1/p · √T +
c?p√
N
+
α′ρaT
T
,
for every T ≥ 1.
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Proof. Thanks to Jensen’s inequality, it is enough to prove the inequality for
all p = 2q, q ∈ N0. First, we can write
E
[∣∣∣∣ΛaT,T,Nk − ΛaT,T,Nk ∣∣∣∣2q] = 1(
N · (1− a)T )2q · E
[∣∣M?T −M?aT ∣∣2q]
≤ 1(
N · (1− a)T )2q · E
[∣∣M?T ∣∣2q].
Observe that under Assumption 3.2 supt≤T
∣∣M?t ∣∣ < ∞, so the assumptions of
Lemma B.4 are satisfied. Thus, using first Lemma B.4 and then Proposition 4.5,
we obtain
1
N2q · T 2q · E
[∣∣M?T ∣∣2q] ≤ CqN2q · T 2q
q−1∑
k=0
E
[
(〈M?· 〉T )2
k ]
≤ Cq
N2q
q−1∑
k=0
1
T 2q−2k
(
1
N2k
· ‖λ̂ Q‖2k + O
( 1
N2k+1
))
≤ q · Cq
N2q+1 · T 2q−1 · maxm∈{1, 2q−1} ‖λ̂ Q‖
m.
The second part of the Theorem follows directly by Theorem 4.2.
Therefore, the Lp-error for estimator ΛaT,T,N,?k has rate of convergence 1/
√
N ,
which coincides with that for ΛaT,T,Nk (Theorem 4.2). Analogous results hold for the
bias estimates, which have order of convergence 1/N , as for the estimator ΛaT,T,Nk
(Theorem 4.3).
5. Discussion. In this work we have established a framework to compare dif-
ferent versions of cloning algorithms and understand their connections with mean
field particle approximations. This allowed us to obtain first rigorous results on
the convergence properties of cloning algorithms. Our results apply in the general
setting of jump Markov processes on compact state spaces. Our approach could
be adapted also to locally compact spaces under appropriate boundedness assump-
tions on the rates using an approach similar to that employed in [26]. This may
also imply having to restrict the domain of generators and semigroups to continuous
functions vanishing at infinity (see e.g. [33] for a discussion). Since this excludes the
constant function f(x) = 1 which we have made heavy use of, this would require a
significant adaption and complication of the presentation of our results. In order to
focus attention on the main novelty we have chosen to restrict to compact spaces,
which naturally includes the common application cases of these algorithms. Essen-
tial conditions for our approach are summarized in Assumptions 2.2 on asymptotic
stability of the process and 3.2 on the clone size distribution.
The cloning algorithm is computationally cheaper and simpler to implement than
mean field particle systems, since only the mutation process has to be sampled
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independently for all particles and cloning events happen simultaneously. However,
as discussed in [31], this choice reduces in general the accuracy of the estimator
since it does not consider the potential of the replaced particles during the cloning
events. Adjusting the algorithm by allowing only substitutions of particles with
lower potential could improve the accuracy. The approach developed in this paper
can be used to conduct a systematic study of this question, which is current work
in progress.
APPENDIX A: ASYMPTOTIC STABILITY
We present sufficient conditions for asymptotic stability as formulated in As-
sumption 2.2. The discussion is based on the work of Tweedie et al. [42, 43].
Recall that the SCGF Λk (3) is given by the spectral radius of the tilted generator
Lk (5).
Assumption A.1. We assume that, for any k ∈ R, there is a spectral gap
ρ∗ > 0 between the largest two eigenvalues of Lk.
Remark. Sufficient conditions for the existence of a spectral gap can be found,
for instance, in [44], Theorem 6.1, and [45], Theorem 2.5. These are of course satis-
fied if (Xt : t ≥ 0) is an irreducible, finite-state Markov chain, including for example
stochastic particle systems on finite lattices with a fixed number of particles.
Assumption A.1 implies in particular that Λk is a distinct eigenvalue of Lk, and
we make a further assumption on the corresponding left and right eigenfunctions
lk and rk.
Assumption A.2. We assume that there exist a positive function rk ∈ C(E)
such that rk ≥ 1 and a probability measure lk ∈ P(E) satisfying respectively,
Lkrk = Λkrk,
and
lk
(Lkf) = Λk lk(f) for any f ∈ C(E) .
We define the auxiliary semigroup PΛkk on C(E) by
PΛkk (t)f(x) := Ex
[
f(Xt)e
ktAt−tΛk], (69)
for every f ∈ C(E), x ∈ E, where Xt is the initial Feller process, At is the consid-
ered observable and Λk is the SCGF. Let LΛkk be the corresponding infinitesimal
generator. Recalling Lemma 2.1, we can write LΛkk in terms of the operator Lk and
Λk,
LΛkk f(x) = Lkf(x)− Λkf(x) for all f ∈ D. (70)
Remark. The left eigenmeasure lk associated to Λk is invariant for the operator
LΛkk , i.e. lk(LΛkk f) = 0.
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We further introduce a tilted version of that generator
Lrkk := r−1k LΛkk (rk ·).
Observe that Lrkk 1 = 0, so that it is a probability generator associated to a Markov
process Xrkt and with probability semigroup defined for any f ∈ C(E) by
P rkk (t)f := r
−1
k P
Λk
k (t)(rkf).
This process has been introduced also in [38] as the driven process and we will use
it below to establish a sufficient condition for asymptotic stability.
Definition A.3. A Feller process Yt is said to be φ-irreducible for a non-trivial
measure φ (i.e. φ(E) > 0) on (E,B(E)), if Ex
[ ∫∞
0
1Yt∈Adt
]
> 0 for every x ∈ E
and every set A ∈ B(E) such that φ(A) > 0. We simply say that Yt is irreducible if
it is φ-irreducible for some φ.
Definition A.4. A φ-irreducible Feller process Yt is called aperiodic if there
exists a measurable set C ∈ B(E), φ(C) > 0, such that the associated Markov
semigroup P (t) satisfies the following conditions:
• there exists a non-trivial measure η and t > 0 such that P (t) (x,B) ≥ η(B),
for all x ∈ C and B ∈ B(E);
• there exists a time τ ≥ 0 such that P (t) (x,C) > 0, for all t ≥ τ and x ∈ C.
Lemma A.5. Let Yt be a φ-irreducible and aperiodic Feller process on a compact
state space such that suppφ has non-empty interior. Denote by L and P (t) the
associated infinitesimal generator and the semigroup, respectively. Assume that for
a given function h ∈ C(E) such that h ≥ 1, there exist constants b, c > 0 and a
compact set S ∈ B(E) such that for all x ∈ E
Lh(x) ≤ −c · h(x) + b1S(x).
Then there exist constants α ≥ 0 and 0 < ρ < 1 such that for any test function
f ∈ C(E) and t ≥ 0, x ∈ E∣∣P (t)f(x)− pi(f)∣∣ ≤ ‖f‖h(x) · αρt,
where pi is the invariant measure for L.
Proof. See Theorem 5.2(c) in [42], using the fact that if a Feller process Yt is
φ-irreducible and suppφ has non-empty interior, then every compact set is petite
(See [43], Theorem 7.1 and Theorem 5.1).
Proposition A.6 (Asymptotic stability). Under Assumptions A.1 and A.2,
if the initial pure jump process (Xt : t ≥ 0) is φ-irreducible for some φ for which
suppφ has non-empty interior, and aperiodic then∥∥PΛkk (t)f − lk(f)∥∥ ≤ ‖f‖ · αρt.
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Proof. First, note that if the initial process Xt is irreducible and aperiodic,
then also the process Xrkt is irreducible and aperiodic.
For a fixed ε > 0, consider the set
Kε := {x ∈ E | Vk(x) ≥ Λk − ε}.
Observe that Lrkk (r−1k ) is bounded in Kε and Lrkk (r−1k ) ≤ −ε r−1k for every x 6∈ Kε.
Therefore, the hypotheses of Lemma A.5 are satisfied for the generator Lrkk , with
h = r−1k and invariant measure pi = r
−1
k lk rk, and applying the lemma we obtain∥∥r−1k (x)PΛkk (t)(rk f)(x)− r−1k (x) lk(rk f)∥∥ ≤ ‖f‖ r−1k (x) · αρt,
for any f ∈ C(E). Dividing by r−1k (x) and substituting f with r−1k f ∈ C(E), we
obtain the statement (‖r−1k ‖ <∞ and can be included in the constant α).
Proposition A.6 assures asymptotic stability as formulated in Assumption 2.2
and, in particular, we can see that µ∞ = lk.
APPENDIX B: ADAPTATION OF THE CONVERGENCE RESULTS
This section is devoted to the proof of Proposition 4.1. We follow the results
presented by Rousset in [26] and make explicit the passages that differ from his
proof. Furthermore, we keep track of the dependence of bounds on the second
moment of the clone size distribution via Q (47).
The proof makes use of the linearized version of the propagator of µt, defined by
Θt,T f(x) :=
Pk(T − t)f(x)
µt
(
Pk(T − t)1
)
for all f ∈ C(E), where Pk(t) is the semigroup defined in Lemma 2.1. Observe that
the propagator Θt,T satisfies the propagation equation
µT (f) = µt
(
Θt,T f
)
.
Throughout this section we assume that Assumption 2.2 and Assumption 3.2 hold.
Lemma B.1. For any 0 ≤ t ≤ T and f ∈ C(E), there exists a constant β > 0
such that
‖Θt,T f‖ ≤ β ‖f‖ and
∫ T
t
‖Θs,T f‖ ds ≤ β ‖f‖ · (T − t).
Moreover, for any f := f − µT (f), there exists some 0 < ρ < 1, such that
‖Θt,T f‖ ≤ β · ‖f‖ · ρT−t and
∫ T
t
‖Θs,T f‖ ds ≤ β ‖f‖ .
Proof. The proof can be found in [26], Lemma 5.1.
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Lemma B.2. For any test function f ∈ C(E) and 0 ≤ t ≤ T , we have that
∂t
(
Θt,T f(x)
)
= −(L̂k + Vk(x)− µt(Vk))(Θt,T f(x)). (71)
Proof. By definition of Θt,T , we can write
∂tΘt,T f(x) = ∂t
(
Pk(T − t)f(x)
µt
(
Pk(T − t)1
))
=
∂tPk(T − t)f(x)
µt
(
Pk(T − t)1
) − Pk(T − t)f(x) · ∂tµt(Pk(T − t)1)(
µt
(
Pk(T − t)1
) )2 . (72)
Recalling the differential equations (6) and decomposition (10) of the tilted gener-
ator Lk, we get
∂tPk(T − t)f(x) = −L̂kPk(T − t)f(x) − Vk(x) · Pk(T − t)f(x).
Moreover, recalling that Lk1 = Vk and that µt(f) = µ0
(
Pk(t)f
)
/µ0
(
Pk(t)1
)
(17),
we can see that
∂tµt
(
Pk(T − t)1
)
= ∂t
µ0
(
Pk(T )1
)
µ0
(
Pk(t)1
)
= − µ0
(
Pk(T )1
) · µ0(Pk(t)Vk)(
µ0
(
Pk(t)1
) )2
= −µt
(
Pk(T − t)1
) · µt(Vk).
Therefore, substituting in (72) we obtain
∂tΘt,T f(x) = − L̂kPk(T − t)f(x) + Vk(x) · Pk(T − t)f(x)
µt
(
Pk(T − t)1
)
+
Pk(T − t)f(x) · µt
(
Pk(T − t)1
) · µt(Vk)(
µt
(
Pk(T − t)1
) )2
= − L̂kPk(T − t)f(x) +
(Vk(x)− µt(Vk)) · Pk(T − t)f(x)
µt
(
Pk(T − t)1
)
= − L̂k Θt,T f(x) −
(Vk(x)− µt(Vk)) ·Θt,T f(x).
Substituting (71) in the martingale characterization (60) for ϕt = Θt,T f , we
obtain
µNt (Θt,T f) = µ
N
0 (Θ0,T f) +Mt(Θ·,T f) +
∫ t
0
µNs (Θs,T f) ·
(
µNs (Vk)− µs(Vk)
)
ds.
(73)
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Proposition B.3. For any test function f ∈ C(E) there exist constants γ0, γ1 >
0 such that
N
〈M(Θ·,T f)〉Tt ≤ ‖f‖2 (T − t) · (γ0 + γ1 ‖λ̂ Q‖),
where M is the martingale characterization (57) of the cloning process. Moreover,
for any f := f − µT (f), there exist constants γ′0, γ′1 > 0 such that
N
〈M(Θ·,T f)〉Tt ≤ ‖f‖2 · (γ′0 + γ′1 ‖λ̂ Q‖).
Proof. First observe that, given the infinitesimal generator of a jump process
in the general form
Lf(x) =
∫
E
W (x, dy)
(
f(y)− f(x)),
it is easy to see that ‖Lf‖ ≤ 2 ‖W‖ · ‖f‖, and thus ‖ΓL(f, f)‖ ≤ 4 ‖W‖ · ‖f‖2.
Therefore, recalling the estimation of the predictable quadratic variation (58), we
see that
N
〈M(Θ·,T f)〉Tt
≤ 8
∫ T
t
(
‖Ŵk‖ · ‖Θs,T f‖2 + ‖λ̂ Q‖ · ‖Θs,T f‖2
)
ds,
where Ŵk(x, y) = W (x, dy) e
kg(x,y) is the overall transition rate of L̂k (11) and, by
definition, ‖Ŵk‖ <∞. The statement follows by Lemma B.1.
The following is a useful technical Lemma which bounds the p-norm of a martin-
gale by its predictable quadratic variation. It plays a central role in [26] and is also
used explicitly in the proof of Theorem 4.6, estimating the Lp-error for ΛaT,T,N,?k
based on the cloning cloning factor.
Lemma B.4. Let M be a locally square-integrable martingale with continu-
ous predictable quadratic variation 〈M〉, M0 = 0 and uniformly bounded jumps
supt |∆Mt| ≤ a < ∞. Then, for every q ∈ N0 and T ≥ 0, there exist constants
Dq, Cq > 0 such that
sup
t≤T
E
[M2q+1t ] ≤ DqE[ ([M]T )2q ] ≤ Cq q∑
k=0
a2
q+1−2k+1E
[
(〈M〉T )2k
]
.
Proof. See [26], Lemma 6.2.
Applying Lemma B.4 to Proposition B.3 and recalling the bound on the jumps
(59), we obtain an estimate of the p-norm of the quadratic variation, with p = 2q,
E
[
([M(Θ·,T f)]Tt )p
]1/p ≤ C?p ‖f‖2 (T − t) · (γ0 + γ1‖λ̂ Q‖)N , (74)
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where C?p > 0 is a constant dependent only on p. Thanks to Jensen inequality, we
can extend the result for every p ≥ 1.
Equation (73) coincides with Equation (10) in [26], whereas Inequality (74) co-
incides with the one given in Lemma 5.3 in [26], but with the dependence on the
second moment Q made explicit. Thus, the proof of Proposition 4.1 follows straight-
forwardly the proof of Theorem 4.1 and 4.2 in [26], given by Theorem 5.4, Lemma
5.6 and subsequent comments, but keeping track of Q explicitly, as in Proposition
B.3 and Inequality (74) above.
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