Rudimentary brain machine interface has existed for the gaming industry. Here, we propose a wireless, real-time, and smartphonebased electroencephalogram (EEG) system for homecare applications. The system uses high-density dry electrodes and compressive sensing strategies to overcome conflicting requirements between spatial electrode density, temporal resolution, and spatiotemporal throughput rate. Spatial sparseness is addressed by close proximity between active electrodes and desired source locations and using an adaptive selection of active among 10 passive electrodes to form -organized random linear combinations of readouts, ≪ ≪ 10 . Temporal sparseness is addressed via parallel frame differences in hardware. During the design phase, we took tethered laboratory EEG dataset and applied fuzzy logic to compute (a) spatiotemporal average of larger magnitude EEG data centers in 0.3 second intervals and (b) inside brainwave sources by Independent Component Analysis blind deconvolution without knowing the impulse response function. Our main contributions are the fidelity of quality wireless EEG data compared to original tethered data and the speed of compressive image recovery. We have compared our recovery of ill-posed inverse data against results using Block Sparse Code. Future work includes development of strategies to filter unwanted artifact from high-density EEGs (i.e., facial muscle-related events and wireless environmental electromagnetic interferences).
Introduction
A noninvasive electrical response exists near the scalp from neuron ionic transmission among neural network and may be measured via electroencephalography (EEG). Wang and colleagues of UCSD [1, 2] have demonstrated the efficacy of an untethered, wireless brain machine interface (BMI) system using 20 dry electrodes embedded into a head cap. The wireless EEG head cap system has a built-in bandwidth filter for eliminating environmental noise, for example, 60 Hz household utility line and also for pattern noise. Additionally, this pattern noise filter naturally represents a neuron threshold logic which can be used for assessment of cognitive function and for diagnosis. Figure 1 shows various observed EEG state, representative EEG patterns, typical frequency ranges, correlation to different activities, and state of mind/levels of engagement. There is a simple rule of thumb about the mnemonics of brainwaves in terms of "D, T, A, B" phonetic equivalence with "deep tap. " "Deep tap" separates apart D = delta (0-4 Hz); T = theta (4-7 Hz); A = alpha (8) (9) (10) (11) (12) ; B = beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) Hz) at about 4 Hz or more intervals. In classical neuropsychological studies, the central nervous system (CNS) is involved in the information processing of massively parallel and distributive associative memory stored at the hippocampus. This gives rise to an event-related potential (ERP) at latency greater than 300 milliseconds, or 0.3 second delay, often referred to as P300 brainwave component. Compressive sensing (CS) techniques for dealing with sparse problem sets have been developed by Candès et al. [3, 4] and Donoho [5] (CRT&D) in 2007. Making a sparse -linear combination, ≈ 1.3 ≪ , CRT&D proved a restricted isometry property theorem that permits an equivalent 1 -sparse source condition for a noisy LMS 2 -similarity. They adopt a purely random compressive sensing matrix [Φ] , of the size of -rows and -columns and then solve by postprocessing a linear programming algorithm to invert an underdetermined linear -combination of " " data in a sparse Wavelet Transform representation[Ψ] , . We wish to modify their mathematical general case to a special design of [Φ] , . We apply another well-known Independent Component Analysis (ICA) strategy whereby solving both the unknown mixing matrix [ICA] , and the unknown source ⃗ by means of blind source separation (BSS). Using this technique, we can specially design an organized sparse sensing matrix [Φ ] , to increase SNR to take advantage of the proximity effect by physically placing sensing elements at source locations [5] . We can then further enhance the degree of sparseness by video temporal frame differencing at the electrode sensor domain.
Compressive sensing (CS) is different from JPEG or JPEG2000 postprocessing compression. In a similar fashion to how a focal plane array CCD outputs from pixels sensors with linear combinations of all sensor data ( ≪ underdetermined), the advantage of a true medical CS value is that it can be obtained more quickly and at a less exposure (i.e., radiation) to patients. This ill-posed inversion is mathematically possible, because CRT&D proved a CS theorem that the linear combinations readouts coefficients form a purely random bipolar analog CS sampling matrix [Φ] that is pseudoorthogonal among rows, where ≅ 1.3 corresponding to the intrinsic sparse degree-of-freedom of the information. In other words, small analog coefficients will be zeroed out, or the locations of data will not send any -ray radiation through the patients in the first place. Besides optical imaging, no one has previously demonstrated CS in the -ray domain. The overall goal of this work, shown in Figure 2 , is to develop an easy-to-use wireless, portable smartphone-based EEG system for at-home measures of cognitive function with the same accuracy and resolution of in-clinic measures of brain function.
Strategy of Generating Sparseness
To be successful in applying CS techniques, the sparse data acquisition strategy deserves a special attention. Usually, data acquisition intrinsically restricts how the sensor-material interaction generates spatiotemporal sampling. This elementary chemical-physics interaction is not flexible and cannot be easily manipulated into another representation where the intrinsic degree of freedom manifests clearly into a numerical quantization value. Without detailed knowledge of sensordata interaction, the tricks of revealing itself as sparse information content are limited as follows. We consider first the mathematical transform to concentrate the spatiotemporal information and therefore reduce the apparent sparseness. Then, one considers how to embed the mathematics into sensor circuitry hardware, if possible.
(1) Event Correlation Domain. If the data is dense, the correlation of data might not be. After a proper threshold, the correlation, for example, motion target indicator (MTI), is sparse.
(2) Frequency Transform Domain. The histogram could be quantized differently into sparse resolution. Fourier transform frequency domain of a band-limited function requires the Gerchberg-Saxon-Papoulis super-resolution iteration algorithm in order to recover a postcompression algorithm. This is needed to shift to the sensor domain so as to manifest its data sparseness for CS implementation.
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Goal: comprssive sensing We generate both spatial and temporal degrees of sparseness in EEG separately in (i) and (ii) as follows: (i) spatial sparseness: by enhancing intrinsic SNR by the closeness proximity between active electrodes and the desired EEG source locations, using an adaptive software-controlled selection of active, among 10N passive, electrodes to form -organized random linear combinations of readouts, ≪ ≪ 10 ; (ii) temporal sparseness: massively parallel frame difference by means of on-board-computing on each electrode by sampling and hold low-power mixed-signal difference circuitry.
For example, during the design phase, we took the tethered laboratory EEG data set (see Figure 3) , applying fuzzy logic to compute (a) spatiotemporal average of larger magnitude of EEG data centers in 0.3 second (i.e., Event Related Potential P300 brainwave) and (b) inside brainwave sources by Independent Component Analysis (ICA) blind deconvolution, without the need of knowing the impulse response function mixing matrix. Consequently, we can choose those active linear-combination read-out electrodes by software selection, as if we had tailored a nonuniform set of electrode distribution at exactly fuzzy-centered locations of sources for enhancing SNR and therefore the degree of sparseness by a simple band-passing threshold. 
Theorem: Enhance the Sparseness by ICA
Given a CRT&D-defined purely random CS [Φ] , , we can permute column vectors maintaining the pseudoorthogonality and yet produce an organized CS [Φ ] , according to sensor-sensing proximity effect as follows:
In Figures 4 and 5 , we illustrated the difference between CRT&D CS versus our video CS. The difference may be rooted in the method of producing information concentration. Unlike previous applications that concentrated on generating a single-frame sparseness, we applied the video change detection to produce a naturally sparseness. While CRT&D generated the information concentration by some favored transform (FFT or DWT) domain, we worked on a spatiotemporal information processing using the change detection by difference frames. Two resulting sampling matrices may be shown to be equivalent in the sense that a full row or column permutations will not alter the original matrix determinant, and thus we can permute the nonzero value pixels of CRT&D template in Figure 4 to the significant change pixels' location, for example, smiling face. This is to illustrate the potential rank equivalence between CRT&D purely random matrix and our organized pseudorandom matrix. In our video CS approach, we constructed directly the sampling pixels through frame differences, without the aforementioned detouring. The benefit of our organized sparseness may be measured by a good quality of video sending through a narrow bandwidth of smart phone in Figure 6 .
Hardware and Software Approach
Our improvement is mainly due to aforementioned enhancing SNR for the manifest of intrinsic sparseness using the physical sensor-sensing proximity mechanism. Secondly, we apply the temporal oversampling video nature to reduce the sparseness between frames furthermore by reducing the redundancy using the neighborhood frame differencing. Hardware implementation is illustrated by Simulation Program with Integrated Circuit Emphasis SPICE as shown in Figure 6 . In Figure 6 , semiconductors have 3 ports: anode, cathode, and a gate. The gate has two ports, left and right lower corners, denoted by 1 and 2 . Gate potentials are taken sequentially from an electric potential detector for the prior and subsequent potential intensities. The difference in the output current, out , located at the right-hand side middle portion is obtained by locally and adaptively modifying the time span between detectors 1 and 2 according to current EEG potential and its early EEG potential.
Modeling and Simulation
We can iteratively recover the compressive sensing image data, because we have enhanced SNR intrinsically by a proper placement of electrodes close to desired brainwave sources reducing the apparent degree of sparseness by threshold. The apparent sparseness is further reduced by a smart video data change acquisition strategy in the sensor electrode domain. For spatial sparseness, we concentrated the measurement electrodes at known desired positions of brainwave sources, reducing further the contact impedance of each electrode using a gecko-like directional nano-grip conducting surface. Toward temporal sparseness, we note that the originally CRT&D CS algorithm has m pseudoorthogonal 
Conclusion
An at-home EEG system capable of real-time monitoring has several potential health monitoring applications, particularly for aging populations who desire to age-in-place as well as those living with acute health conditions. Utilization of EEG for detecting convulsive [7] [8] [9] and nonconvulsive [10, 11] epilepsy is well developed and documented in the literature with sensitivities between 80%-90%. Nonconvulsive seizures may mimic EEG patterns seen in encephalopathy's, that is, diminished states of consciousness. Real-time EEG monitoring during sleep may provide valuable information on alterations in sleep patterns, which has been demonstrated to be effective in detecting and predicting anxiety, depression, and early dementia in the elderly [12] [13] [14] [15] . Anxiety and depression have been directly correlated to numerous deleterious chronic health conditions such as cardiovascular disease, stroke, sleep disorders, and diabetes to name a few. In many cases, medications prescribed in response to these conditions may cause the onset of depression in patients. Having a mechanism to detect and predict onset of anxiety and depression would be a powerful out-of-clinic tool. However, further research efforts are required to enhance specificity and sensitivity of EEG for these applications as drowsiness and response to medications have been shown to directly affect EEG patterns. A potential application for athome EEG monitoring includes assessment of head injuries and postconcussion syndrome. As these conditions affect the alertness of individuals, there is evidence that head injuries affect alpha wave patterns of the EEG in the range of 8-10 Hz [16] [17] [18] . While many of the previously discussed studies have demonstrated the potential for EEG to detect and assess cognitive impairments, most have been conducted under controlled research conditions in the clinic. Extensions of these findings to the home require further investigation as environmental conditions are likely to affect EEG data collected. The impact of alertness/drowsiness is a confounding factor that requires further study as well as psychotropic medications that may be prescribed to consumers. Further developments in automated EEG analyses and data reduction techniques, as well as event recording for future analysis, are required to manage the vast amounts of data collected from the proposed system.
Scalp EEG (i.e., EEG from electrodes over the skin and hair through electrically conductive paste) is often affected by a variety of unwanted artifact such as (i) EMG, EOG, and so forth, (ii) biologically-related signal distortion by the skull bone and skin, and (iii) environmental noise and electromagnetic interference (i.e., 60 Hz powerline, computers, and some other electric equipment). Thus, the scalp EEG is often unstable and unreliable, even in a shielded space, which leads to misidentification of the position and volume of the epileptogenic focus and other cognitive measures. Ideally, we wish to improve our strategies and proposed system to more accurately measure electrocorticography (ECoG). Future improvements will focus on a CS module of high-density dry electrodes with nano-grid surface, thereby reducing contact impedance of the original inconvenient EEG measuring wet electrodes. Two spatiotemporal analog filters at electrode level will be implemented to eliminate both the unstable motion-generated EMG and wireless environmental electromagnetic interference (we-EMI). Such an approach can clean up EEG data for accurate pinpointing the center of epilepsy as proven by Thatcher et al. [17] . This cleaned up version will be useful for a home-based patient monitoring system for epileptic seizures and other cognitive measures.
In this paper, we have jointly addressed the possibility of real-time in situ EEG measurement using CS firmware technology intended for out-of-clinic applications. However, to complete the design of video EEG, additional challenges remain such as (i) need for fuzzy logic-based strategy for optimal, nonuniform placement of electrodes that generates stronger SNR for natural sparseness, (ii) a lower-power mixed-signal processor at each electrode (denoise, A/D, etc.), and (iii) new advanced system design using an ultra-high-density distribution of 500 electrodes adaptively on-off switch of 128 locally. Additional technological challenges, include electromagnetic interference affecting wireless transmission, spatiotemporal delays, and computational speed required by real-time in situ processing.
