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Arguing for the need to combine declarative and probabilistic programming, Bárány
et al. (TODS 2017) recently introduced a probabilistic extension of Datalog as a
“purely declarative probabilistic programming language.” We revisit this language
and propose a more principled approach towards defining its semantics. It is based
on standard notions from probability theory known as stochastic kernels and Markov
processes. This allows us to extend the semantics to continuous probability distribu-
tions, thereby settling an open problem posed by Bárány et al.
We show that our semantics is fairly robust, allowing both parallel execution and
arbitrary chase orders when evaluating a program. We cast our semantics in the
framework of infinite probabilistic databases (Grohe and Lindner, ICDT 2020), and
we show that the semantics remains meaningful even when the input of a probabilistic
Datalog program is an arbitrary probabilistic database.
1. Introduction
Augmenting programming languages with stochastic behavior such as probabilistic choices or
random sampling has a long tradition in computer science. In recent years, a lot of effort went
into the development of dedicated probabilistic programming languages (see e.g. Anglican [38],
Church [17], Figaro [32], Pyro [4], R2 [31], Stan [7]) that allow the specification and “execution”,
via probabilistic inference, of sophisticated probabilistic models. Such languages are nowadays
important tools in a large variety of applications in different fields like artificial intelligence,
computer vision, and cryptography to name a few [16, 18, 39].
From a database perspective, it is desirable to have a declarative probabilistic programming
language that operates on a standard relational data model. Bárány, ten Cate, Kimelfeld,
Olteanu, and Vagena [3] have recently introduced Probabilistic Programming Datalog (PPDL)
which is relational and declarative in nature, while employing main features of probabilistic pro-
gramming languages. PPDL, however, comes with the restriction that it only allows sampling
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from discrete probability distributions. As an open question, Bárány et al. [3] ask for an exten-
sion of their programming language semantics to continuous probability distributions. In this
paper, we provide such an extension.
Probabilistic databases (PDBs) are a formal model for describing uncertainty in data [1, 37].
Traditionally, they were limited to probability spaces that consist of a finite number of possible
alternative database instances (called possible worlds). Continuous probability distributions,
however, arise naturally in many application scenarios that involve uncertain data like noisy
sensor measurements. Moreover, for example, a lot of real world statistical phenomena, especially
those that concern aspects of human behavior, follow normal or lognormal distributions [29].
Unfortunately, generalizing from discrete to continuous distributions usually comes with sub-
stantial mathematical overhead. While several systems [2, 23, 34] handle continuous probability
distributions, only recently [21, 20], Grohe and Lindner proposed a general framework for rig-
orously dealing with probabilistic databases over continuous domains. Moreover, they establish
basic properties such as the measurability of relational calculus and Datalog queries, which in turn
allows for formally specifying the semantics of queries over continuous probabilistic databases.
This framework and some of the basic results, specifically the measurability of relational calculus
queries, is also the foundation for this work.
The main contribution of this paper is a formal semantics for an extension of the probabilistic
Datalog of Bárány et al. [3] allowing for sampling from continuous probability distributions. To
define the semantics, it suffices to focus on the “generative” component of probabilistic Datalog
(called Generative Datalog (GDatalog) in [3]). A second component augmenting probabilistic
Datalog by constraints is not considered in this paper. GDatalog programs generate a proba-
bilistic database (that is, a probability distribution on database instances) from a fixed input
instance. In fact, they can also be viewed as transforming a probabilistic input database to a
probabilistic output database. Such transformations between probability spaces—assuming they
satisfy certain technical conditions—are known as stochastic kernels.
Our semantics essentially extends the semantics of Bárány et al. [3] for discrete distributions to
continuous ones, which requires a more principled approach rooted in tools from measure theory.
The basic idea of our semantics is the same as in [3]: we associate an existential Datalog program
with a every GDatalog program, define a probability distribution on the paths of a chase tree
for this program, and then derive a distribution on database instances from this distribution
on the chase tree. To define a distribution on the chase tree, we show that each chase step
is a stochastic kernel between probabilistic databases. This allows viewing the chase tree as a
Markov process. The probability distribution we associate with the chase tree is the so-called
push-forward measure of the Markov process. A technical difficulty we have to deal with is that
only finite paths in a chase tree actually correspond to database instances, because instances are
always required to be finite.
Our main technical result is a proof that the semantics is independent of the choice of the chase
tree and that it is equivalent to the semantics obtained from parallel execution of all applicable
rules at any step of the execution of a Datalog program.
We slightly modify the semantics of Bárány et al. [3] even for discrete distributions. The reason
is that we want to avoid certain peculiarities of the original semantics, illustrated in the example
below.
Example 1.1. Consider the GDatalog programs G0 and Gε:
G0 : R(Flip〈1/2〉) ← ⊤
R(Flip〈1/2〉) ← ⊤
Gε : R(Flip〈1/2〉) ← ⊤
R(Flip〈1/2 + ε〉) ← ⊤
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For p ∈ [0, 1], the rule R(Flip(p)) generates the fact R(1) with probability p and the fact R(0)
with probability 1− p.
Under the semantics of [3], the program G0 generates with probability 1/2 the instance {R(1)}
and with probability 1/2 the instance {R(0)}. For 0 < ε ≤ 1/2, the program Gε generates with
probability 1/4 + ε+ ε2 the instance {R(1)}, with probability 1/4− ε+ ε2 the instance {R(0)},
and with probability 1/2 − 2ε2 the instance {R(1), R(0)}. Thus, contrary to the intuition, the
outcome of Gε does not converge to that of G0 as ε→ 0.
Under our semantics, the outcome of Gε remains as described above, whereas the outcome of
G0 becomes {R(1)} or {R(0)}, each with probability 1/4, and {R(1), R(0)} with probability 1/2.
As another example, consider the following program G′0:
G′0 : R(Flip〈1/2〉) ← ⊤
R(Flip′〈1/2〉) ← ⊤
Here Flip′ is the same Bernoulli distribution as Flip, but with a different name. Then, under
the semantics of [3], the outcome of G′0 is {R(1)} or {R(0)}, each with probability 1/4, and
{R(1), R(0)} with probability 1/2. Note that this differs from the outcome of the, intuitively
equivalent, program G0. Under our semantics, the outcomes of G0 and G′0 are the same.
We believe that our semantics is simpler and arguably more intuitive. On the downside, in
our semantics, programs are no longer invariant under first-order equivalence. This difference is
inessential, however, because we can rewrite programs in a way such that our semantics simulates
the semantics of [3] and vice versa.
Paper Outline
This paper is organized as follows. After concluding the introduction with a short survey of
related work, we present the central mathematical definitions and background results from mea-
sure theory and probabilistic databases in Section 2. In Section 3, we introduce the syntax of
GDatalog programs together with the backbone of its semantics, that is, the translation into
an existential Datalog program. In Section 4 we present our version of a probabilistic chase,
generalizing the ideas of [3]. We show that this notion defines a Markov process over database
instances. Section 5 is devoted to establishing similar results when a parallel chase procedure
is used (which is novel over [3]). In Section 6, we discuss various properties of the semantics.
First, we show that no matter which kind of chase procedure is used, the probabilistic database
that is described by its semantics turns out to be the same. We argue that our semantics can
simulate the original semantics of [3] and look the termination behavior of GDatalog programs.
We conclude the work and indicate topics for future research in Section 7.
Related Work
In both the fields of probabilistic programming as well as probabilistic databases, there is a
variety of models and systems that allow to specify continuous probability distributions. We will
mention some of them and indicate how they compare to the scope of this paper. Note that the
original work on Probabilistic Programming Datalog [3] contains a broad discussion of related
concepts.
Several “pure” programming languages support continuous distributions, for instance Church
[17], Anglican [38], and Figaro [32]. Languages that are conceptually closer to Probabilistic
Programming Datalog are those with direct ties to statistical relational artificial intelligence
(StarAI) [10]. A prominent example of such a language is ProbLog [9], a probabilistic variant
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of Prolog. In [22], Problog has been extended by continuous distributions. Formalisms such
as Markov Logic Networks (MLNs) [33] (which have also been equipped with continuous se-
mantics [35]) have closer ties to so-called probabilistic graphical models [26]. Probabilistic Soft
Logic (PSL) uses weighted Horn clauses as a “frontend” for graphical models [25]. Similarly,
as Markov Logic Networks have Markov Networks as their backbone, the language BLOG [30]
builds upon Bayesian networks. Recently, its continuous semantics have received a thorough
measure-theoretic treatment [41].
While all languages and formalisms mentioned above share individual features with Proba-
bilistic Programming Datalog, conjoining Datalog with classical probabilistic programming was
novel to [3]. Earlier proposed probabilistic versions of Datalog could, for example specify a prior
on the data [14] or let rules fire probabilistically [11]. The probabilistic Datalog version JudgeD
[40] supports the introduction of dependencies among rules and facts using annotations with
logical formulae. Another probabilistic Datalog language that introduces randomness by “event
annotations” was introduced in [19] where the language is used for specifying ontologies.
Finally, we mention MCDB [23] and its successor SimSQL [6]. Here, users are able to specify
probabilistic models in the shape of random database instances. In particular, SimSQL can
define Markov processes over database instances.
2. Preliminaries
2.1. Foundations from Measure Theory
We briefly recall measure theoretical notions needed for our development. For more details, we
refer to Kallenberg [24] and Srivastava [36]. Appendix B contains some well-known key results
that we do not state here for space reasons.
2.1.1. Measure Spaces
A family X of subsets of a set X is called a σ-algebra on X if it contains X and is closed under
relative complementation w. r. t. X and under countable unions. A pair (X,X) with X being a
σ-algebra on X is called a measurable space. The elements of X are called measurable sets or
events.
Let G be a family of subsets of X. Then σ(G) denotes the coarsest σ-algebra on X containing
G, i. e. the intersections of all σ-algebras on X containing G. We say σ(G) is generated by G.
If (X,X) is a measurable space and X ⊆ X, then X↾X := {X ′ ∩ X : X ′ ∈ X} is a σ-algebra on
X ∩ X , called the trace σ-algebra of X .
Another standard construction is the disjoint union σ-algebra. Let (X,X) and (Y,Y) be
measurable spaces with X ∩ Y = ∅. Then the family X⊕Y, defined by
Z ∈ X⊕Y :⇔ Z ∩ X ∈ X and Z ∩ Y ∈ Y
is a σ-algebra on X ⊎ Y. This generalizes to more than two “summands” in a straight-forward
manner [12, 214L]. We write
⊕
i∈I Xi for the disjoint union σ-algebra of the Xi, i ∈ I with I
being a finite set of indices.
A function µ : X→ R≥0 ∪ {∞} is a measure on a measurable space (X,X) if µ(
⋃
i∈N Xi) =∑
i∈N µ(Xi) for any sequence of pairwise disjoint events Xi ∈ X (i ∈ N). An event X ∈ X is
said to be of (µ-)measure µ(X ). The value µ(X) is called the mass of µ. Measures of total mass
µ(X) = 1 are called probability measures, measures of mass µ(X) ≤ 1 are called sub-probability
measures.
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A triple (X,X, µ) is called a measure space if (X,X) is a measurable space and µ is a measure
on (X,X). The measure space (X,X, µ) (or simply µ) is called σ-finite, if there exists a partition
of X into countably many measurable sets of finite measure. All kinds of measures that appear
in this paper are σ-finite.
A topological space is a pair (X,T) where X is a set and T is a family of subsets of X, called
the open sets, such that T contains both X and ∅ and is closed under finite intersections and
arbitrary unions. The σ-algebra on a topological space (X,T) that is generated by the open sets
is called the Borel σ-algebra of (X,T) (resp. on X if T is understood from context). We denote
the Borel σ-algebra on X by Bor(X). Typical examples are Bor(R) and Bor [0, 1] := Bor([0, 1]).
A central object for modern probability theory are the Borel σ-algebras generated from Pol-
ish topological spaces, i.e. from completely metrizable spaces containing a countable dense set.
The resulting measurable spaces are called standard Borel spaces. We do not delve into the
details here, as all measurable spaces appearing in this paper are standard Borel. For further
information, especially in the context of probabilistic databases, see [20].
2.1.2. Measurable Functions and Kernels
Let (X,X) and (Y,Y) be measurable spaces. A function f : X → Y is called (X,Y)-measurable
(or simply measurable, if clear from context) if the preimage of every measurable set in Y is
measurable in X; that is, if f−1(Y) := {X ∈ X : f(X) ∈ Y} ∈ X whenever Y ∈ Y.
If f , as above, is (X,Y)-measurable and µ is a measure on (X,X), then µ ◦ f−1 is the so-called
push-forward measure of µ along f on (Y,Y). If µ is a (sub-)probability measure, so is µ ◦ f−1.
A function κ : X ×Y→ [0, 1] is called a (sub-)stochastic kernel from (X,X) to (Y,Y) if
• f. a. X ∈ X, κ(X, · ) : Y→ [0, 1] is a (sub-)probability measure on (Y,Y),
• f. a Y ∈ Y, κ( · ,Y) : X → [0, 1] is (X,Bor [0, 1])-measurable.
For every measurable space (X,X), the function ι : X × X → [0, 1] with ι(X,X ) = 1 if X ∈ X
and ι(X,X ) = 0 if X /∈ X is a stochastic kernel from (X,X) to itself, called the identity kernel
on (X,X).
2.1.3. Product Measures
Let (Xi,Xi), with i ∈ I for some index set I, be a collection of measurable spaces and let
X :=
∏
i∈I Xi. The product σ-algebra
⊗
i∈I Xi is the coarsest σ-algebra on X that makes all
canonical projections πi : X → Xi : (xi)i∈I 7→ xi measurable. If I is countable, then
⊗
i∈I Xi is
generated by the family of measurable rectangles
∏
i∈I Xi with Xi ∈ Xi. If I = {1, . . . , n} we
write
⊗n
i=1 Xi or X1⊗· · ·⊗Xn for the product σ-algebra. If all (Xi,Xi) are equal, we write X⊗n.
For I countable, we write X⊗ω.
If f : X → Y is measurable with (X,X) and (Y,Y) standard Borel, then the graph of f , defined
by
graph(f) := {(x, f(x)) : x ∈ X} ∈ X × Y,
is measurable in X⊗Y [36, Proposition 3.1.21 and 2.1.9].
If Z ⊆ X × Y and x ∈ X, then Zx := {y ∈ Y : (x, y) ∈ Z} ∈ Y is called the x-section of Z. If
Z ∈ X⊗Y, then Zx ∈ Y. The same applies symmetrically for the y-section Zy with y ∈ Y, i. e.
Zy ∈ X.
If (X,X, µ) and (Y,Y, ν) are measure spaces with µ and ν σ-finite, then there exists a unique
product measure µ⊗ ν of µ and ν on (X × Y,X⊗Y) with the property that (µ⊗ ν)(X × Y) =
µ(X ) · ν(Y) for all X ∈ X and Y ∈ Y. This can be extended to any finite (nonempty) product
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of measures [24, cf. Theorem 1.27 and p. 15]. We use the notation
⊗n
i=1 µi and µ
⊗n analogous
to the one for product σ-algebras.
By Fubini’s Theorem (Fact B.8, see [24, Theorem 1.27]), for every measurable f : X×Y → R≥0
it holds that ∫
f d(µ⊗ ν) =
∫ ∫
f dµ dν =
∫ ∫
f dν dµ
whenever µ and ν are σ-finite.
2.1.4. Multifunctions and Selections
Let (X,X) and (Y,Y) be measurable spaces where (Y,Y) is standard Borel (with fixed Polish
topology TY), and let 2
Y denote the power set of Y. A function M : X → 2Y \ ∅ is called
a multifunction. We write M : X ⇒ Y if M is a multifunction from X to Y. A multifunc-
tion M : X ⇒ Y is called
• closed-valued, if for every x ∈ X, M(x) ⊆ Y is closed w. r. t. TY, and
• X-measurable, if M−1(Y) := {x ∈ X : M(x) ∩ Y 6= ∅} ∈ X for every open set Y ∈ TY.
Similarly to the corresponding statement for measurable functions, if M : X ⇒ Y is a closed-
valued measurable multifunction, then
graph(M) := {(x, y) : y ∈M(x)} ∈ X × Y
is a measurable set in X⊗Y.
A selection of a multifunctionM is a function s : X→ Y with s(x) ∈M(x) for all x ∈ X. A well-
known result from Kuratowski and Ryll-Nardzewski (Fact B.5, see [28] and [36, Theorem 5.2.1])
states that for (Y,Y) standard Borel, every measurable, closed-valued multifunction M : X ⇒ Y
has a (X,Y)-measurable selection.
2.1.5. (Discrete-Time) Stochastic Processes
A stochastic process in discrete time is basically a sequence of random elements over some state
space (X,X). Intuitively, a (discrete-time) Markov process is a stochastic process where the
distribution in the ith step only depends on the distribution of the previous step i − 1. By a
theorem of Kolmogorov (Fact B.9), Markov processes in discrete time are guaranteed to exist
for any initial distribution and any sequence of stochastic kernels κi where κi describes the
probabilistic transition of the ith step of the process. If (X,X) is the state space of the process,
then (Xω ,X⊗ω) is its path space.
2.2. Parametric Distributions
In the extension of conventional Datalog that we consider in this paper, so-called parameterized
distributions occur.
Definition 2.1. A parameterized distribution consists
(i) of a measure space (X,X, µ) such that either
• (X,X, µ) is the Euclidean space Rd with its Lebesgue-measurable sets and µ is the
(d-dimensional) Lebesgue measure; or
• X is discrete, X = 2X and µ is the counting measure on (X,X) that maps every subset
of X to its cardinality;
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(ii) and a function ψ : Θ× X → R≥0 such that
• ψ(θ, · ) is a measurable function for all θ ∈ Θ, and
• the property that ∫
X
ψ(θ, · ) dµ = 1 for all θ ∈ Θ.
We usually identify a parameterized distribution via ψ with (X,X, µ) and Θ left implicit if not
specified otherwise. In this case, we usually refer to X as domψ, to µ as µψ and to Θ as Θψ.
Moreover, we usually make it explicit in the notation which part of the expression ψ(θ, x) forms
the parameter by writing ψ〈θ〉(x) instead.
Note that for a parameterized distribution ψ and every fixed θ ∈ Θψ the function
Pψ〈θ〉 : Xψ → [0, 1] : X 7→
∫
X
ψ〈θ〉 dµψ (2.A)
is a probability measure on Xψ. In particular, if Xψ is the real line, ψ〈θ〉 is a probability density
function. If Xψ is discrete, then ψ〈θ〉 is a probability mass function and ψ〈θ〉 = Pψ〈θ〉 with our
definition from above. In any case, if Pψ〈θ〉 is among the “typical” probability distributions, we
will refer to the parameterized distribution by a symbolic name such as Binomial, Poisson or
Normal.
Example 2.2. Consider a set Ψ = {Flip,Binomial,Poisson,Normal} of parameterized distributions.
• The Flip distribution models a coin flip that can be parameterized with the coin’s bias.
Thus, ΘFlip = [0, 1] and Flip〈θ〉(1) = θ and Flip〈θ〉(0) = 1− θ.
• The Binomial distribution is a discrete distribution of finite support for all individual pa-
rameters. Its parameters are ΘBinomial = {(n, k) ∈ N2 : k ≤ n}. Note however, that the
union of all supports over all possible parameters is infinite.
• The Poisson distribution is discrete, although here, the support is infinite for any fixed
parameter θ. We have ΘPoisson = R>0 and Poisson〈λ〉(k) = λke−λ/k!.
• The normal distribution Normal is an “absolutely continuous” (see [24, p. 29]) distribution
with ΘNormal = R × R>0 and
Normal〈µ, σ2〉(x) = 1√
2πσ2
e
−(x−µ)2
σ2 .
In our application we need to be able to handle probability distributions over parametrizations
for a parameterized distribution. Thus, the following result on measurability with respect to
parametrizations is central for our work. It is a special case of [15, Theorem 3.2], tailored to our
definition of parameterized distributions. It states that, under suitable technical conditions, the
probability of a fixed event under a parameterized distribution is a measurable function of the
parameters.
Fact 2.3 (Gaudard & Hadwin [15, Thm. 3.2]). Let ψ be a parameterized distribution on (X,X, µ)
as in Definition 2.1 with Θ := Θψ being a Borel subset of a Polish space, such that:
• for every x ∈ X, the function Θ→ [0, 1] : θ 7→ ψ〈θ〉(x) is continuous; and
• every θ0 ∈ Θ has a neighborhood N(θ0) with
∫
X
(
sup
θ∈N(θ0)
ψ〈θ〉
)
dµ <∞; and
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• if θ, θ′ ∈ Θψ with θ 6= θ′, then Pψ〈θ〉 and Pψ〈θ′〉 are different probability measures.
Then for every X ∈ X and Y ∈ Bor [0, 1], it holds that{
θ ∈ Θ: Pψ〈θ〉(X ) ∈ Y
} ∈ Bor(Θψ)
with Pψ〈θ〉 as in Eq. (2.A).
As stated in [15], the previous fact applies to “most common parametric families” [15, p. 173],
including, for example, all the distributions of Example 2.2.
Remark 2.4. For our technical developments in the main part of the paper, we might also consider
using distributions that are mixtures of discrete and continuous measures. The corresponding
proofs might then be carried out by considering these parts separately.
2.3. Probabilistic Databases
In a nutshell, a probabilistic database (PDB) is a collection of traditional database instances
that is equipped with a probability measure. Throughout this paper, we use the framework of
standard probabilistic databases as developed in [20]. We will only briefly introduce the important
notions here and refer the reader to [20] for details of the construction. For a database schema
S, we let FS denote the set of facts that can be built from S. A basic assumption for standard
PDBs is that all attribute domains are standard Borel. Then FS is standard Borel as well and
we denote its (Borel) σ-algebra by FS . The sample space D of a standard PDB is then the set of
all finite bags of facts. By a generic construction, D is equipped with a σ-algebra D, turning it
into a measurable space. The σ-algebra D is generated by the family of counting events C(F , n)
consisting of those instances that contain exactly n facts from F , where F is a measurable set
of facts. Any probability measure P on (D,D) then yields a (standard) probabilistic database
∆ = (D,D, P ). As we only work with standard PDBs, we omit the term “standard” henceforth.
Fact 2.5 (see Theorem A.1). The measurable space of standard PDBs is a standard Borel space.
Fact 2.6 (Measurability of Queries[20]). Relational algebra and aggregate queries are measurable
functions on PDBs.
The construction of PDBs sketched before inherently uses bag semantics. For the purpose of
this paper, we only want to consider set semantics though. This can either be achieved on the
side of measures, i. e. PDBs with almost surely set-valued instances; or by restricting the sample
space to the set D∗ of duplicate-free instances from D. Note that D∗ is a measurable subset of
D and, consequentially, D∗ := D↾D∗ a sub-σ-algebra of D. Moreover, D∗ is generated by the
family of all set-valued counting events C∗(F , n) := C(F , n) ∩D∗ (cf. [36, p. 83]).
Throughout this paper we will exclusively use set instances and set semantics. To simplify
notation, we write (D,D) instead of (D∗,D∗) for the measurable space of set instances.
Definition 2.7 (Subprobabilistic Databases). Let ∆ = (D,D, P ) be a PDB and let α ∈ [0, 1].
Then the measure space ∆α := (D,D, p) with the sub-probability measure p = αP is called
subprobabilistic database (SPDB). The value α is called the mass of the SPDB ∆α.
Let Derr := D ⊎ {err} and equip this space with the σ-algebra Derr := D∪ {D ∪{err} : D ∈ D}.
Every probability measure P on (Derr,Derr) yields a sub-probability measure p on (D,D) and
vice versa such that P (D) = p(D) for all D ∈ D.
A natural interpretation of the “missing” probability mass 1−α of an SPDB is that it describes
the probability of an error event (or the outcome of a draw from the PDB to be undefined). The
space Derr makes this error event (“err”) explicit.
Note that the results of [20] concerning query measurability directly also apply to subproba-
bilistic databases.
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3. General Generative Datalog
We assume the reader is familiar with the usual syntax and semantics of conventional Datalog
programs. The syntax of Generative Datalog consists of components intended to carry both
traditional logical and stochastic semantics.
3.1. Logical Setup of Generative Datalog Rules
Let I and E be two disjoint relational schemas, called the intensional and the extensional
schemas, respectively. Let V be a countably infinite set of variables. We fix a family Ψ of
parameterized distributions such that Θψ is a standard Borel space for all ψ ∈ Ψ.
Definition 3.1 (Terms). All variables x ∈ V and all constants c from I ∪ E are deterministic
terms.
Let ψ ∈ Ψ and let θ be a tuple of constants and variables such that there exists a valuation of
the variables that maps θ into Θψ. Then ψ〈θ〉 is a random term.
Definition 3.2 (Atoms). An I-atom (resp. E-atom) is an expression of the form R(t1, . . . , tn)
where n is the arity of R ∈ I (resp. R ∈ E) and t1, . . . , tn are terms. We require that
• if ti = c is a constant, then it is a constant in the attribute domain of the respective
attribute in R; and
• if ti = ψ〈θ〉 is a random term, then R ∈ I and Xψ is contained in the attribute domain of
the respective attribute in R.
If at least one of the terms ti is random, R(t1, . . . , tn) is called a random atom; otherwise, it is
called a deterministic atom.
Definition 3.3 (GDatalog Rules, cf. [3, Definition 3.1]). A GDatalog rule ϕ is an expression of
the shape ϕ = ϕh(x¯)← ϕb(x¯) where
• ϕh(x¯) is an I-atom (called the head of the rule) where the free variables of ϕh are a subset
of the variables appearing in x¯; and
• ϕb(x¯) is a conjunction of deterministic (I ∪ E)-atoms having exactly x¯ as its free variables
(called the body of the rule).
A rule ϕ is called random, if it contains a random atom, and deterministic otherwise. A GDatalog
program G is a finite collection of GDatalog rules. As commonly done, we denote the conjunctions
within the rule body by commas.
Example 3.4. Below, we express the example from [3, Figure 3, p. 22:8] in our syntax. (Its
intended meaning is ibidem described in detail). Here, Ψ = {Flip} as described in Example 2.2.
G : Earthquake(c,Flip〈0.1〉) ← City(c, r)
Unit(h, c) ← House(h, c)
Unit(b, c) ← Business(b, c)
Burglary(x, c,Flip〈r〉) ← Unit(x, c),City(c, r)
Trig(x,Flip〈0.6〉) ← Unit(x, c),Earthquake(c, 1)
Trig(x,Flip〈0.9〉) ← Burglary(x, c, 1)
Alarm(x) ← Trig(x, 1)
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Example 3.5. The following is a simple example program using the (continuous) normal distri-
bution. PCountry is a list of persons together with their home country and CMoments contains
the expectation and the variance of people’s heights within the country c. The program shall
construct a list of persons with their height from this data by random sampling.
G : PHeight(p,Normal〈µ, σ2〉) ← PCountry(p, c),
CMoments(c, µ, σ2)
3.2. Associating Existential Datalog Programs
Having introduced the syntax of GDatalog programs, we now proceed with the mathematical
description of their semantics. For that, we adopt the idea of [3] to associate an existential
Datalog program to every GDatalog program. An existential Datalog program (Datalog∃ pro-
gram) is a GDatalog program without random atoms that additionally allows rules of the shape
∃y : ϕh(x¯, y) ← ϕb(x¯). The semantics of GDatalog is then given in terms of its associated
Datalog∃ program. To simplify the proofs, we will assume that every probabalistic rule of a
GDatalog program contains exactly one parameterized distribution. Our proofs can be general-
ized to multiple parameterized distributions though, using their product densities.
Let G = {ϕ1, . . . , ϕk} be a GDatalog program and let ϕi(x¯) = ϕi,h(x¯) ← ϕi,b(x¯) be a rule in
G. (Recall that ϕi,h(x¯) means that ϕˆi,h has free variables among x¯, not necessarily exactly x¯.)
If ϕi is deterministic, we leave it unchanged. So suppose ϕi is a random rule, say, with head
ϕi,h(x¯) = R(x1, . . . , xn, ψ〈p1, . . . , pm〉) where every xℓ, 1 ≤ ℓ ≤ n is either a variable from x¯ or a
constant and likewise for pℓ, 1 ≤ ℓ ≤ m. In this case, we replace ϕi with the following two rules:
∃y : Ri(x1, . . . , xn, p1, . . . , pm, y) ← ϕi,b(x¯) (3.A)
R(x1, . . . , xn, y) ← ϕi,b(x¯), Ri(x1, . . . , xn, p1, . . . , pm, y) (3.B)
Where Ri is a new, distinguished relation symbol. This procedure associated a Datalog
∃ program
Gˆ to the GDatalog program G. We call the rules of the shape of Eq. (3.A) existential. All other
rules of Gˆ are called deterministic.
3.3. Rule Applicability
In this subsection, we formalize the notion of rules being applicable for valuations of their free
variables in a measure-theoretic way. A rule being applicable for a valuation in an instance
intuitively means that it is allowed to fire for that instance (and the valuation) in the execution
of the program.
Let ϕˆ be a rule of the Datalog∃ program Gˆ associated to our GDatalog program G. For the tuple
x¯ of free variables of ϕˆ, we let Vϕˆ be their associated joint domain, i. e. the Cartesian product of
the attribute domains for the positions in the relation symbols where the free variables occur.1
The space Vϕˆ is equipped with its product σ-algebra Vϕˆ.
A pair (ϕˆ, a¯) with ϕˆ ∈ Gˆ and a¯ ∈ Vϕˆ is called applicable in D if D 6|= ϕˆh(a¯) and D |= ϕˆb(a¯).
(That is, D satisfies the rule body, but not the head.) The reason to explicitly require that
the head is not fulfilled comes from the semantics of existential Datalog programs. We let
1We assumed here that all the positions where a variable x occurs are typed equally, i. e. have the same domain.
In general, we only require that the domains of x are Polish subspaces of a common larger Polish space and
if x occurs in the head of the rule, this larger space is the domain of the corresponding attribute in the head
relation.
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App(D) denote the set of applicable pairs in D. If there is no pair applicable in D, we set
App(D) = {(,)}. Formally, this defines a multifunction App : D ⇒ A where
A :=
{
(ϕˆ, a¯) : ϕˆ ∈ Gˆ and a¯ ∈ Vϕˆ
} ∪ {(,)}.
Note that for all D ∈ D, App(D) will be a finite, nonempty subset of A. The space A can be
canonically equipped with the disjoint union σ-algebra A :=
⊕
ϕˆ∈Gˆ
({ϕˆ} ⊗Vϕˆ)⊕ {∅, {(,)}}.
Lemma 3.6.
(i) Let A ∈ A. Then App−1(A) := {D ∈ D : App(D) ∩ A 6= ∅} is a measurable subset of D.
(ii) There exists a measurable function app : D → A with the property that app(D) ∈ App(D)
for all D ∈ D (that is, app is a measurable selection of App).
We use measurable selections app of App to resolve in a measurable way nondeterminism
occurring during the execution of an existential Datalog program. In a high-level view, suitable
functions app determine the chase sequence (or, better yet “chase tree”) for a program. This will
become evident in the following sections.
3.4. Follow-Up Instances
It is crucial for our measurability considerations that there is a measurable correspondence be-
tween “intermediate instances” within the execution of the program and all the follow-up instances
or extensions that emerge from such instances by a single rule application. Intuitively, whenever
a rule is applicable (that is, its body is satisfied but its head is not), it may fire. If the rule
is deterministic, then the fact from the head of the rule gets added to the current database in-
stance. If the rule is probabilistic, then the fact from the head of the rule gets added with some
valuation of the existentially quantified variable and we get a distribution over the follow-up
instances according to the parameterized distribution from the original rule.
Let ϕˆ be a rule of the Datalog∃ version Gˆ of G. As in the previous section, Vϕˆ (with σ-algebra
Vϕˆ) denotes the space of valuations of the free variables of ϕˆ. If ϕˆ is existential, then Wϕˆ (with
σ-algebra Wϕˆ denotes the domain of the existentially quantified variale in ϕˆ. That is, Wϕˆ = Xψ
if ψ is the parameterized distribution of the rule ϕ of G from which ϕˆ was constructed. If ϕˆ is
deterministic, then we let Wϕˆ = {∗} be a fixed singleton set. This is just a technical device to
unify the treatment of deterministic and existential rules later.
For every rule ϕˆ there is a function fϕˆ : Vϕˆ ×Wϕˆ → Fϕˆ mapping a valuation a¯ and b ∈Wϕˆ to
the fact from the head of ϕˆ under a¯:
• If ϕˆ is existential with free variables exactly x¯′ = x1, . . . , xm, rule head ∃y : Ri(x¯′, y) and
a¯ = (a1, . . . , am) is a valuation of x¯
′, then fϕˆ(a¯, b) = Ri(x¯
′, y)[x1/a1,...,xm/am,y/b].
• If ϕˆ is deterministic with rule head R(x¯′) and x¯′ and a¯ exactly as above, then fϕˆ(a¯, ∗) =
R(x¯′)[x1/a1,...,xm/am].
It is easy to see that fϕˆ is measurable for all ϕˆ (see Appendix C.1).
Definition 3.7. We define two extension functions:
• For U := {(D, ϕˆ, a¯, b) : D ∈ D, ϕˆ ∈ Gˆ, a¯ ∈ Vϕˆ and b ∈ Wϕˆ}, we let ext : U → D be the
function defined via
ext(D, ϕˆ, a¯, b) 7→ D ∪ {fϕˆ(a¯, b)}. (3.C)
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• Suppose Gˆ = {ϕˆ1, . . . , ϕˆk} and let ~ℓ = (ℓ1, . . . , ℓk) be any k-tuple of non-negative integers.
Let U~ℓ e the set of tuples
(D, ϕˆ1, a¯11, b11, . . . , ϕˆ1, a¯1ℓ1 , b1ℓ1 , . . . , ϕˆk, a¯kℓk , bkℓk)
where D ∈ D, aij ∈ Vϕˆi and bij ∈Wϕˆi . Then Ext~ℓ : U~ℓ → D is the function defined via
Ext~ℓ(D, ϕˆ1, a¯11, b11, . . . , ϕˆk, a¯kℓk , bkℓk)
= D ∪⋃ 1≤i≤k
1≤ji≤ℓi
{fϕˆi(a¯iji , biji)}. (3.D)
U is the disjoint union of the spaces D×{ϕˆ}×Vϕˆ×Wϕˆ for ϕˆ ∈ Gˆ and is as such equipped with
a σ-algebra U in the straightforward way. Similarly, U~ℓ is the product space D ×
∏
ϕˆ∈Gˆ({ϕˆ} ×
Vϕˆ ×Wϕˆ)ℓi and accordingly equipped with a product σ-algebra U~ℓ.
As the following lemma states, the functions we just defined are measurable. The proof of this
result can be found in Appendix C.1.
Lemma 3.8.
(i) The function ext is (U,D)-measurable.
(ii) The function Ext~ℓ is (U~ℓ,D)-measurable for all
~ℓ ∈ Nk.
For the following, we let ξ and Ξ~ℓ denote the characteristic functions of the graphs of ext and
Ext~ℓ, respectively. That is, ξ : U → {0, 1} is defined by
ξ(D, ϕˆ, a¯, b,D′) =
{
1 if ext(D, ϕˆ, a¯, b) = D′ and
0 otherwise.
(3.E)
Ξ~ℓ is defined similarly. (Cf. Definition 3.7 for the definition of U.)
Corollary 3.9.
(i) The function ξ is (U⊗D,Bor(R))-measurable.
(ii) The function Ξ~ℓ is (U⊗D,Bor(R))-measurable for all ~ℓ ∈ Nk.
Proof. By Lemma 3.8, the functions ext and Ext~ℓ are measurable. Thus, their graphs are mea-
surable sets in the corresponding product space. Since characteristic functions of measurable
sets are measurable, the claim follows.
3.5. Induced Functional Dependencies
With every existential rule ϕˆ of Gˆ, we associate a functional dependency FD(ϕˆ) in the following
way. Suppose Ri is the relation in the head of ϕˆ with attributes A1, . . . , Ak. Then FD(ϕˆ) is the
functional dependency Ri : A1, . . . , Ak−1 → Ak. That is, the functional dependency expresses
that there is at most one value of the random (resp. existential) attribute when all other attribute
values are fixed, cf. [3, p. 22:8]. The following is then easy to check using the definitions of App,
fϕˆ and ext.
Lemma 3.10 (cf. [3, Proposition 4.2]). Let ϕˆ be an existential rule of Gˆ. Then the following
holds:
(i) Every database instance D of schema E satisfies FD(ϕˆ).
(ii) If D is a database instance and (ϕˆ, a¯) ∈ App(D) for some a¯, then D satisfies FD(ϕˆ).
Moreover, for every b, the follow-up instance ext(D, ϕˆ, a¯, b) satisfies FD(ϕˆ) as well.
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4. Sequential Probabilistic Chase
As in [3], the chase of a GDatalog program G corresponds to chasing its Datalog∃ version Gˆ. The
authors of [3] thus construct a “chase tree” for the existential Datalog program Gˆ whose nodes
are labeled with database instances and whose edges are derived from rule applications. The
edges are labeled with the respective probability to go from the parent instance to its child by
applying the rule. While we follow the general spirit of this approach, it is due to the involvement
of uncountable domains no longer sufficient to label the edges this way. Instead, we label nodes
with the probability distribution that is induced by the application of the rule. This section
is devoted to formally describe the above and to demonstrate how such chase trees induce a
stochastic process.
From a measure-theoretic point of view, there is no need to associate the execution of Datalog
program to a tree in the way we are going to do it. We believe though, that doing so is beneficial
for exposing the intuition behind the underlying stochastic process and for emphasizing the
connections to the original approach in [3].
4.1. Chase Steps and Chase Trees
A chase step captures the semantics of applying a single (applicable) rule in an input instance.
(The reader may want to compare this with the discrete version in [3, p. 22:12].)
Definition 4.1 (Chase Step). A tuple (D, ϕˆ, a¯,D, µ) is called a (sequential) chase step for G if
• D is a database instance,
• (ϕˆ, a¯) ∈ App(D), provided App(D) 6= {(,)},
• D = ext(D, ϕˆ, a¯,Wϕˆ) =
⋃
b∈Wϕˆ
ext(D, ϕˆ, a¯, b), and
• µ is the probability measure on the trace σ-algebra D↾ D on D where for all measurable
E ⊆ D, in the case of ϕˆ being an existential rule of Gˆ,
µ(E) =
∫
Wϕˆ
ξ(D, ϕˆ, a¯, b, E) · ψ〈a¯〉(b) dµψ (4.A)
with ψ being the parameterized distribution from the rule of the original program G that
generated the rule ϕˆ in Gˆ;
and, in the case that ϕˆ is a non-existential rule and accordingly D = {E} for some E ∈ D,
µ(E) =
{
1 if E = {E} and
0 if E = ∅. (4.B)
We denote a chase step (D, ϕˆ, a¯,D, µ) as D ϕˆ(a¯)−−−→ (D, µ) and say it starts in D, uses ϕˆ with
valuation a¯ and goes into D with distribution µ.
Note that the definition of µ in Eq. (4.B) can be seen as a special case of Eq. (4.A) (recall that
for deterministic rules, Wϕˆ is a singleton set {∗}, we may just let ψ〈a¯〉(∗) = µψ(∗) = 1 in this
case). This allows us without loss of generality to uniformly treat all the chase step measures
that appear later as if they were of shape (4.A).
Furthermore it follows that µ is indeed a probability measure on the trace σ-algebra D ↾ D.
(A formal proof can be found in Appendix C.2.)
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Given a database instance D, we can now argue about sequences of follow-up instances using
sequences of chase steps. In this process however, sequences can branch, when the rules that are
applied are existential rules of the Datalog∃ version of G. What we just described is formalized
in the notion of chase trees. (See [3, p. 22:13] for a comparison with the discrete case.)
Definition 4.2 (Chase Tree). Let D0 be a database instance and let app be a measurable
selection of App (which we call a measurable chase sequence). The (sequential) chase tree Tapp,D0
for D0 w. r. t. the program G and app is the labelled tree Tapp,D0 = (V,E,Λ) of countable depth
with Λ: v ∈ V 7→ (Dv, ϕˆv, a¯v,Dv, µv) such that
(i) For the root r of Tapp,D0 , Dr = D0.
(ii) For any node v, if (ϕˆv, a¯v) 6= (,), then the children of v are bijectively labelled with the
instances from Dv. Otherwise, v is a leaf.
(iii) For every node v ∈ V , the label Λ(v) is either
• a (sequential) chase step Dv ϕˆv(a¯v)−−−−→ (Dv, µv) where (ϕˆv, a¯v) = app(Dv), or
• a tuple (Dv,,, {Dv}, Dv 7→ 1) with app(Dv) = (,).
D0 is also called the root instance of Tapp,D0 .
It is easy to see that Tapp,D0 is indeed uniquely determined by app and D0. Formally, this can
be shown by induction over its levels.
Note that if the rules of the program G only use discrete distributions, then any function app
of fitting domain and range is measurable. Moreover, modulo our changes to the definition of
the existential program we compile from G, we obtain the same chase trees as in [3] with just a
more complicated labelling (that would be unnecessarily complicated for a completely discrete
setting).
4.2. Mapping Paths to Instances
We aim to “project” paths in a chase tree Tapp,D0 to the collections of facts they represent, that
is, the limit their instance labels approach with respect to set union. In the case of finite paths,
this results in database instances. Infinite paths correspond to non-terminating chase sequences
and to infinite collections of facts. As we always require database instances to be finite, these
infinite paths are not database instances, and we will treat them as error events.
This section contains some auxiliary measurability results, whose proofs can be found in Ap-
pendix C.2.
For measurable chase sequence app, let ⊢app be the relation on (D2,D⊗2) with D ⊢app D′ if
and only if
• D ϕˆ(a¯)−−−→ (D, µ) for some D ∋ D′ where (ϕˆ, a¯) = app(D); or
• D = D′ and app(D) = (,).
Lemma 4.3. Seen as a set in D2, ⊢app ∈ D⊗2.
Define sets
paths(app) := {(D0, D1, . . . ) ∈ Dω : Di ⊢app Di+1 for all i ∈ N}
paths(app, D0) := paths(app) ∩
({D0} ×Dω) f. a. D0 ∈ D.
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Figure 1: Paths of the Sequential Chase Tree
D0, app(D0)
leaves →
· · ·
D′ with app(D′) = (,)
7→ err finite maximal
paths,
mapped into D
infinite
maximal paths,
mapped to err
7→ err
D
D
D
...
stepapp
stepapp
stepapp
D
ω
Note that paths(app, D0) is the set of paths of the tree Tapp,D0 (where finite maximal sequences
have been extended to infinite sequences by repeating the label of the leaf node). The following
is a direct consequence of Lemma 4.3.
Corollary 4.4. It holds that paths(app), paths(app, D0) ∈ D⊗ω for all measurable chase se-
quences app and all fixed D0 ∈ D.
Call a sequence ~D = (D0, D1, . . . ) ∈ Dω stable at i if ~D ∈ Di−1 × diag(Dω). If there exists
i ∈ N such that ~D is stable at i, then we call ~D stable. Note that diag(Dω) ∈ D⊗ω since (D,D)
is standard Borel (Theorem A.1).
We now define a function lim-instapp that maps paths in D
ω to their associated instance (or
the error event “err”):
lim-instapp( ~D) :=
{
Di if ~D ∈ paths(app) and ~D is stable at i
err otherwise.
(4.C)
Similarly, for all D0 ∈ D, we define lim-instapp,D0 : Dω → Derr using paths(app, D0) instead of
paths(app) in Eq. (4.C).
Lemma 4.5. Let app be a measurable chase sequence and let D0 be a fixed database instance.
Then:
(i) The functions lim-instapp and lim-instapp,D0 are (D
⊗ω,Derr)-measurable.
(ii) If ~D ⊆ lim-inst−1app(D) is measurable set in D⊗ω, then its image lim-instapp( ~D) is measurable
in D as well.
Likewise, if ~D ⊆ lim-inst−1app,D0(D) is measurable in D⊗ω, then its image lim-instapp,D0( ~D)
is measurable in D.
4.3. Chase Trees as Markov Processes
In this subsection, we establish a correspondence between a chase tree for a given GDatalog
program and a discrete-time Markov process whose state space is the (in general not countable)
space of database instances. We have seen in the previous subsection how paths in a chase tree
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naturally correspond to a set of paths of such a process (w. r. t. the usual notion of path for
stochastic processes) in the countably infinite product space (Dω,D⊗ω).
To obtain the correspondence to a Markov process, we need to show that the probabilistic
transitions that are encoded within the nodes of any level of the chase tree, or, to be more
precise, by its measurable chase sequence, describe a stochastic kernel from (D,D) to itself.
The interpretation of the GDatalog semantics as a database-valued Markov process (which, by
itself, was already recognized in [3, p. 22:14]) makes also apparent that a natural generalization
of the GDatalog language is to allow the input to be a (sub-)probabilistic database rather than a
single instance. A GDatalog program then induces a mapping from a (sub-)probabilistic database
to a sub-probabilistic database (“losing” the mass of “non-terminating” paths). We will come back
to this at the end of the subsection.
Let app be a measurable chase sequence. We define a function stepapp : D × D → [0, 1] as
follows. Let D ∈ D and E ∈ D.
• If app(D) = (ϕˆ, a¯) 6= (,) and D ϕˆ(a¯)−−−→ (D, µ) is the corresponding chase step, we let
stepapp(D, E) = µ(D ∩ E)
=
∫
W
ξ(D, ϕˆ, a¯, · ,D ∩ E) · ψ〈a¯〉 dµψ
where W = Wϕˆ, ψ is the parameterized distribution of ϕˆ and ξ is the function from
Eq. (3.E).
• Otherwise, if app(D) = (,), we let
stepapp(D, E) = ι(D, E) =
{
1 if D ∈ E and
0 if D /∈ E .
Recall that ι denotes the identity kernel.
The following proposition resolves the main technical obstacle for turning measurable chase
sequences and sequential chase trees into Markov processes.
Proposition 4.6. For all measurable chase sequences app, the step function stepapp is a stochas-
tic kernel.
Proof. Clearly, stepapp(D, · ) is a probability measure for all D ∈ D. We need to show that
step( · , E) is (D,Bor [0, 1])-measurable for all E ∈ D. In order to show this, we fix E ∈ D and,
moreover, demonstrate that the statement holds when we restrict ourselves to database instance
D where a fixed rule ϕˆ fires according to app. That is, we concentrate on the restriction of the
preimage of stepapp to Dϕˆ := app
−1({ϕˆ} × Vϕˆ). Therein, recall that Vϕˆ is the joint domain of
the free variables of ϕˆ.
(Note that the result clearly holds for the restriction of D to the set D of instances with
app(D) = (,) since on these instances, step is the identity kernel.)
Let us fix a rule ϕˆ. Without restriction (see the short discussion below Definition 4.1), we
may treat ϕˆ as if it were an existential rule. We let Vϕˆ =: V and Wϕˆ =:W for the space of the
existentially quantified variable of ϕˆ. Let ψ be the parameterized distribution occurring in the
rule ϕ of G that ϕˆ originated from.
From Fact 2.3, we know that the following function is a stochastic kernel from V to W:
G : V ×W→ [0, 1] : (a¯,B) 7→
∫
B
ψ〈a¯〉 dµψ.
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Then the following function is a stochastic kernel as well:
K : (Dϕˆ ×V)×W→ [0, 1] : (D, a¯,B) 7→ G(a¯,B).
Note that the function
ξ( · , ϕˆ, · , · , E) : Dϕˆ ×V ×W → {0, 1}
is measurable, as it is the characteristic function of the ϕˆ-section of ext−1(E), the latter of which
is measurable by Lemma 3.8. Then (using Fact B.2 from Appendix B for ξ( · , ϕˆ, · , · , E) and
K), the following function is measurable:
K ′ : Dϕˆ ×V → [0, 1] : (D, a¯) 7→
∫
W
ξ(D, ϕˆ, a¯, · , E) · ψ〈a¯〉 dµψ.
Now observe that the function h : Dϕˆ → Dϕˆ ×V with h(D) = (ϕˆ, a¯) is measurable due to the
measurability of app (and using Fact B.1). Let “<α” denote the interval [0, α) ⊆ [0, 1]. Then
h−1(K ′(<α)) ∈ D. (4.D)
Finally note that for all D ∈ Dϕˆ, b ∈W and a¯ being the tuple from V with app(D) = (ϕˆ, a¯) and
D being the set of follow-up instances of D from the chase step, it holds that
ξ(D, ϕˆ, a¯, b,D ∩ E) = ξ(D, ϕˆ, a¯, b, E).
This means that h−1(K ′(<α)) = stepapp( · , E)−1(<α), so Eq. (4.D) shows the assertion.
With Fact B.9, we obtain the following.
Corollary 4.7. For every measurable chase sequence app and every initial (sub-)probability
distribution p on (D,D), there exists a Markov process with state space (D,D), initial distribution
ν and transition kernels stepapp.
Since every (sub-)probability distribution on (Dω,D⊗ω) (the path space of such a process)
yields a push-forward (sub-)probability distribution on (Derr,Derr) along lim-instapp (respectively
lim-instapp,D0), every such Markov process defines an SPDB.
Theorem 4.8. For every measurable chase sequence app and all instances D0 ∈ D, G on input
D0 defines an SPDB ∆app,D0 .
If ∆ is an SPDB, then for every measurable chase sequence app, G (with input ∆) defines an
SPDB ∆app.
For the first part of the above theorem, we let the initial distribution of Corollary 4.7 be the
Dirac one on the instance D0. For the second part, the initial distribution is the (sub-)probability
distribution of the input SPDB.
Remark 4.9. In the end, we might want to get rid of the auxiliary relations that were created
in the translation to the Datalog∃ program. This can be done in a measurable way by Fact 2.6,
yielding again an SPDB.
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5. Parallel Probabilistic Chase
We obtain another variant of the chase procedure if we allow all applicable rules to fire simul-
taneously. The aim of this section is to formalize this notion of parallel chase for the GDatalog
language and to subsequently exhibit how it relates to the sequential chase that we discussed in
the previous section.
As most of the results can be obtained in a manner analogous to Section 4, we omit the details
when they can be easily derived from ideas of the aforementioned section.
Throughout the following, we fix a GDatalog program G with its Datalog∃ version Gˆ and
assume that Gˆ = {ϕˆ1, . . . , ϕˆk}.
5.1. Parallel Chase Steps and the Parallel Tree
If D is a database instance, the firing configuration of D is the tuple ~ℓ(D) = (ℓ1, . . . , ℓk) ∈ Nk
where ℓi = |{a¯ : (ϕˆi, a¯) ∈ App(D)}| for all 1 ≤ i ≤ k. Note that the set D~ℓ of database instances
having a fixed firing configuration ~ℓ is measurable in (D,D), since we know that App corresponds
to an Relational Calculus view and the cardinalities in question can be obtained by a counting
aggregation. This yields a measurable mapping by Fact 2.6.
Definition 5.1 (Parallel Chase Step). A tuple (D,A,D, µ) is called a parallel chase step for G
if
• D ∈ D with some firing configuration ~ℓ = (ℓ1, . . . , ℓk),
• A = App(D) with A 6= {(,)}, say
A = {(ϕˆi, a¯iji) : 1 ≤ i ≤ k and 1 ≤ ji ≤ ℓi}
• with Zij = {(ϕˆi, a¯ij , b) : b ∈Wϕˆi},
D = Ξ~ℓ(D,Z11, . . . ,Z1ℓ1 , . . . ,Zk1, . . . ,Zkℓk)
(Recall that Ξ~ℓ is the characteristic function of the graph of Ext~ℓ, cf. Definition 3.7
and Eq. (3.E).)
• µ is the probability measure on the trace σ-algebra of D↾D with
µ(E) =
∫
W
Ξ~ℓ
(
D, ϕˆ1, a¯11, b11, . . . , ϕˆk, a¯kℓk , bkℓk , E
)
· ψ1〈a¯11〉(b11) · · ·ψk〈a¯kℓk〉(bkℓk)
d
(
µ⊗ℓ1ψ1 ⊗ · · · ⊗ µ⊗ℓkψk
)
where W =Wℓ1ϕˆ1 × · · · ×Wℓkϕˆk and ψi is the parameterized distribution of the rules ϕˆi.
Just as in Section 4, we concentrate on the existential rules and interpret the deterministic
ones as special cases. (See again the discussion below Definition 4.1.) In particular note that it
poses no problem that in a database instance multiple deterministic rules with the same left-hand
side might be applicable, by the definition of Ξ~ℓ. Also observe that µ from Definition 5.1 is again
a well-defined probability measure.
We point out that in the definition of µ, we use the product density of the individual densities.
We thus make an implicit independence assumption (cf. [24, Lemma 3.10]): all probabilistic rules
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firing in a parallel chase step sample their respective distributions independently. By Fubini’s
theorem Fact B.8 and the definition of Ξ~ℓ, the concrete order of the (ϕˆi, a¯ij , bij) has no impact
on µ whatsoever.
We denote parallel chase steps (D,A,D, µ) as D A−→ (D, µ). In the case of the sequential
chase, there were multiple possible chase steps starting in a database instance D, depending on
the choice of the selection app of App. This is no longer the case for the parallel chase. A parallel
chase step in database instance D is (if it exists) unique.
Definition 5.2 (Parallel Chase Tree). Let D0 be a database instance. The parallel chase tree
for D0 w. r. t. the GDatalog program G is the labelled tree TApp,D0 = (V,E,Λ) of countable depth
where Λ: v ∈ V 7→ (Dv, Av,Dv, µv) such that
(i) For the root r of TApp,D0 , Dr = D0.
(ii) For any node v, if Av 6= (,), then the children of v are bijectively labelled with the
instances from Dv. Otherwise, v is a leaf.
(iii) For every node v ∈ V , the label Λ(v) is either
• a parallel chase step Dv Av−→ (Dv, µv) where Av = App(Dv), or
• a tuple (Dv, (,), {Dv}, δDv ) with App(Dv) = {(,)}.
D0 is called the root instance of TApp,D0 .
As in Section 4, it is easy to see that TApp,D0 determined byD0 (which can be shown inductively
over the levels of the tree). The key difference between Definition 4.2 and Definition 5.2 that
parallel chase steps attain the role that sequential chase steps had in sequential chase trees in
Item (iii).
Based on the ideas of Section 4.2 we derive functions ⊢App, lim-instApp and lim-instApp,D0 (for
all D0 ∈ D) as well as sets paths(App) and paths(App, D0) (for all D0 ∈ D). In a similar manner
as is done there, they enjoy the properties from Lemmas 4.3 and 4.5 and Corollary 4.4. The
detailed definitions and arguments can be found in Appendix C.3.
5.2. The Markov Process for Parallel Chasing
In analogy to Section 4.3, we show in this section how the parallel chase defines a Markov process
of database instances. Throughout this section, let G again be a fixed GDatalog program.
We define a function stepApp : D ×D→ [0, 1] as follows. Let D ∈ D and E ∈ D.
• If App(D) 6= {(,)} and D A−→ (D, µ) is the corresponding parallel chase step, we let
stepApp(D, E) = µ(D ∩ E) with µ as in Definition 5.1.
• If App(D) = {(,)}, we let stepApp(D, E) = ι(D, E) where ι is the identity kernel.
Proposition 5.3. The parallel step function stepApp is a stochastic kernel.
This works similar to the proof of Proposition 4.6 using Fubini’s theorem (Fact B.8) to break
up the product measure and handling the resulting integrals iteratively. The proof can be found
in Appendix C.3. As in Section 4.3 we eventually obtain:
Corollary 5.4. For every intial (sub-)probability distribution p on (D,D), there exists a Markov
process with state space (D,D), initial distribution p and transition kernels stepApp.
Theorem 5.5. For all instances D0 ∈ D, program G with input D0 defines an SPDB ∆App,D0 .
If ∆ is an SPDB, then G (with input ∆) defines an SPDB ∆App.
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6. Semantic Properties of GDatalog
6.1. Chase Independence
Let G be a GDatalog program. From Theorems 4.8 and 5.5 we know that G, given some input,
produces SPDBs. Let D0 ∈ D and fix a measurable chase sequence app.
Theorem 6.1. ∆app,D0 = ∆App,D0 .
Theorem 6.1 means that no matter which chase sequence we use (or whether we use the parallel
chase), the resulting SPDB is the same, rendering our semantics fairly robust. The proof can be
found in Appendix C.4. The basic idea is to partition events in the resulting measurable space
into classes based on how they were produced in Tapp,D0 and TApp,D0 , respectively. This includes
fixing a chase sequence for the sequential chase, a sequence of firing configurations for the parallel
chase and a correspondence between applicable pairs in both of the chase procedures. Then it
may be argued how the resulting integrals may be replaced and then, using Fubini’s theorem,
rearranged to obtain Theorem 6.1. This is another non-trivial step that requires reasoning about
which replacements are allowed with respect to rule applicability.
Theorem 6.2. If ∆ is an SPDB, then G (with input ∆) defines the same output SPDB ∆′
regardless of the chase procedure that is used.
6.2. Remarks Regarding the Original Semantics
In this subsection, we want to briefly discuss how our semantics relate to the one proposed by
Bárány et al. [3]. As mentioned in the introduction, Bárány et al. wanted their probabilistic
Datalog to be invariant under first-order equivalence. For example, they want the program G0
from Example 1.1 to be equivalent to the program G′′0 consisting of a single rule R(Flip〈1/2〉)← ⊤.
Note that G0 and G′′0 are not equivalent under our semantics.
The way Bárány et al. achieved this behaviour is by allowing each probability distribution to
only be sampled once with each parameter value. So where we say that each probabilistic rule
samples at most once, they tie samples to the (name of) the distribution. This is why renaming
a probability distribution may change the semantic behaviour of a program, as illustrated by the
program G′0 in Example 1.1. Of course it may sometimes be desirable to sample several times
from the same distribution with the same parameters. Bárány et al. deal with this by “tagging”
individual applications with additional parameters instantiated by constants.
To illustrate how we can simulate the behavior of Bárány et al.’s semantics with our version,
consider the following program:
H : R(Flip〈1/2〉) ← ⊤
S(Flip〈1/2〉) ← ⊤
With Bárány et al.’s semantics, H has outcomes {R(0), S(0)} and {R(1), S(1)} with probability
1/2 each. With our semantics, it has out comes {R(0), S(0)}, {R(1), S(0)}, {R(0), S(1)}, and
{R(1), S(1)} with probability 1/4 each. However, we can easily simulate H under Bárány et al.’s
semantics by pulling out the sampling to a separate rule, as in the following program:
H′ : A(Flip〈1/2〉) ← ⊤
R(x) ← A(x)
S(x) ← A(x)
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This program has outcomes {R(0), S(0), A(0)} and {R(1), S(1), A(1)} with probability 1/2 each.
We can ignore the auxiliary predicate A and restrict the resulting probabilistic database to the
schema {R,S} without changing the probabilities.
This simple argument can be generalized to arbitrary programs. We leave the details to the
reader. Let us remark that it is similarly easy to simulate our semantics with that of Bárány et al.
All our results would also hold starting from Bárány et al.’s semantics for discrete distributions,
so it is really just a matter of taste which version the reader prefers; technically, it makes no
difference.
6.3. Termination Behavior
As we have seen in Section 4 resp. Section 5, the execution of a GDatalog program corresponds
to a Markov process. Every point in the ith level of the path space (Dω,D⊗ω) can be seen as
corresponding to a program configuration and every path in (Dω,D⊗ω) as a program run. A run
is called terminating if it corresponds to a finite path in the respective chase tree. The program
G is called terminating if all runs terminate and is called almost surely terminating (AST) if the
set of non-terminating runs is a set of measure zero. The following result from the original paper
trivially extends to our setting, with the notion of weak acyclicity remaining unchanged (see [3]).
Theorem 6.3 (cf. [3, Theorem 3.10]). Let G be a GDatalog program. If G is weakly acyclic,
then G terminates.
Basically it states that whenever there are no circular dependencies involving probabilistic
rules, then all paths in any chase tree are finite.
One might wonder now, whether there are more sophisticated criteria that ensure termination
or almost sure termination of G. We informally argue that in the presence of circular dependencies
involving continuous distributions, we cannot hope for a more powerful criterion. Recall that
an instance corresponds to a leaf node of a chase tree, if no rule is applicable anymore. For the
existential rules of Datalog∃, this is in particular the case, whenever its parameterized distribution
has been sampled before along with the same valuation. The circular dependency means that,
one way or another, the sample result is at some point fed into the same rule again as a parameter.
That is, a probabilistic rule application attributes to the termination of G, if it samples from
some “good set” that is present in the current intermediate instance. Since intermediate instances
are always finite collections of facts and since continuous distributions typically allot measure
zero to every countable subset of the sampling space, the probability to generate “bad samples”
will always be 1, so the program will almost surely not terminate.
In cycles that only include discrete probability distributions, we see some hope though to
bound the probability of terminating in terms of the parameterized distribution that is used. We
are currently investigating this and refer to future work.
7. Conclusion
In this paper, we generalise the probabilistic Datalog language introduced in [3] to a setting
that allows for continuous probability distributions. Such distributions, for example, normal or
expoenntial distributions, appear naturally in many application scenarios, and indeed Bárány et
al. [3] explicitly asked for a continuous generaliztation of their language.
To summarize the technical developments laid out in this paper, let us give a high-level view
of this semantics. A probabilistic Datalog program can sample from probability distributions to
generate values appearing in its intensional facts, and it can do so recursively. The semantics is
then described via infinite chase trees, where different branches correspond to different samples.
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While in the discrete case it is relatively straightforward to formalise this, with continuous dis-
tributions, where a node in the chase tree may have unconutably many children (corresponding
to the outcomes of the application of a single probabilistic rule), this becomes technically chal-
lenging. Using advanced tools from probability theory, we show that such an uncountable chase
tree can be viewed as a Markov process (a fairly well-behaved stochastic process). Associated
with each Markov process is a probability measure on its paths, that is, the paths of the chase
tree. Each path of the tree corresponds to a possibly infinite collection of facts generated along
the path, and, taking into account that database instances are required to be finite and thus
only finite paths correspond to instances, we can “project” the probability measure on the paths
back to instances and thereby obtain the PDB “generated” by the Datalog program.
Future Work
The second part of Probabilistic Programming Datalog of [3] allows the user to condition the
result of the generative part based on logical constraints. However, in the continuous setting
this causes some delicate issues. For example, it might be reasonable to use constraints involving
equality, yet, for example equality on R is under the hood the diagonal in R2 which is a set
of Lebesgue measure zero. Work from the area of probabilistic programming [5] suggests that
completing GDatalog towards a generalized Probabilistic Programming Datalog is a nontrivial
ask. In particular, conditioning on events of measure zero can yield paradoxical results (see
Borel-Kolmogorov paradox [27, p. 50 et seq.])
We are currently investigating the termination behavior of GDatalog programs that are not
weakly acyclic but contain only discrete distributions (cf. Section 6.3).
As GDatalog progams essentially produce SPDBs, it seems natural to ask how powerful they
are as a representation system for (infinite) PDBs. (Bárány et al. showed that PPDL is a
complete representation system for finite PDBs.)
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A. Standard Probabilistic Databbases
All facts we use about standard probabilistic databases we use in this paper were shown in [20]
with the exception of the following.
Theorem A.1. The instance measurable space of any standard PDB (D,D) is standard Borel,
as is its restriction (D∗,D∗) to set instances.
Proof Sketch. This is an instantiation of a known result from point process theory and the theory
of random measures. We use the notation from [8]. For any standard Borel space (X,X), the set
N#X of N ∪ {∞}-valued measures µ on (X,X) with the property that µ(X ) <∞ for all bounded
X ∈ X is a Polish space and its Borel σ-algebra is generated by the evaluation maps
evalX : N#X → R : µ 7→ µ(X )
where X ∈ X [8, Proposition 9.1.IV]. The subspace NX = eval−1X (N) of measures of N#X of finite
total mass is a measurable subset of N#X and thus, a standard Borel space when equipped with
the corresponding trace σ-algebra [13, 424G]. It is easy to see that there is a Borel isomorphism
between our space (D,D) and the space (NX,Bor(NX)). Since D∗ is a measurable subset of D,
(D∗,D∗) is standard Borel as well.
B. Background Results from Measure Theory
This section is intended to extend Section 2.1 by some well-known results. They can accordingly
be found in the literature [24].
B.1. Measurability of Functions and Sets
The following statement says that collections of measurable functions yield a function that is
measurable with respect to the product σ-algebra.
Fact B.1 ([24, Lemma 1.8, p. 5]). If (X,X) and (Xi,Xi) are measurable spaces (for i in some
index set I) and fi : X → Xi is measurable for all i ∈ I, then f : X →
∏
i∈I Xi : x 7→ (fi(x))i∈I is
X-
⊗
i∈I Xi-measurable.
The next two results are concerned with the measurability of certain kinds of integration maps.
Fact B.2 ([24, Lemma 1.41(i), p. 21]). Let µ be a stochastic kernel from X to Y and let
f : X × Y → R≥0 be measurable. Then
X → R≥0 : x 7→
∫
f(x, · ) dµ(x, · )
is measurable.
Fact B.3 ([24, Lemma 1.26, p. 14]). Let (X,X) and (Y,Y) be measurable spaces, µ a σ-finite
measure on X and f : X × Y → R≥0 a measurable function.
(i) The y-section f( · , y) : X → R≥0 of f is (X,Bor(R≥0))-measurable for all y ∈ Y.
(ii) The function y 7→ ∫ f(x, y) µ(dx) is (Y,Bor [0, 1])-measurable.
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If we have a measurable function between two standard Borel spaces, then the image of measur-
able sets needs not to be measurable in general, the standard example perhaps being projection
functions (see [36, Proposition 4.1.1 and Theorem 4.1.5]. Given certain conditions however,
measurable sets have measurable images under measurable functions:
Fact B.4 ([36, Theorem 4.5.4, p. 153]). Let (X,X) and (Y,Y) be standard Borel, X ∈ X and let
f : X → Y be an injective, (X↾X ,Y)-measurable function. Then f(X ) ∈ Y.
Finally, we come back to the multifunctions of Section 2.1.4 and explicitly state the theorem
of Kuratowski and Ryll-Nardzewski on the existence of measurable selections:
Fact B.5 (Kuratowski and Ryll-Nardzewski [28], see [36, Theorem 5.2.1]). Let (X,X) be a
measurable space and let (Y,Bor(Y)) be standard Borel. Then every closed-valued X-measurable
multifunction M : X ⇒ Y has a (X,Bor(Y))-measurable selection s : X → Y.
B.2. Identities for Integration
If µ is a measure and f a measurable function, then f · µ := ν, defined by ν(X ) = ∫X f dµ is a
measure. The following chain and substitution rules are the main tools to establish statements
regarding the equality of transformed measures.
Fact B.6 (Chain Rule, cf. [24, Lemma 1.23, p. 12]). Let (X,X, µ) be a measure space and
f : X → R and g : X → R≥0 be measurable function. Let ν be defined from f and µ like above
(that is, ν := f · µ). Then, if either of the following integrals exists (i. e. is finite), it holds that∫
X
f · g dµ =
∫
X
g dν .
Fact B.7 (Substitution, cf. [24, Lemma 1.22, p.12]). Let (X,X) and (Y,Y) be measurable spaces
and µ a measure on (X,X). Let f : X → Y and g : Y → R be measurable. Then, if either of the
following integrals exists (i. e. is finite), it holds that∫
X
g ◦ f dµ =
∫
Y
g d(µ ◦ f−1)
where µ ◦ f−1 is the push-forward measure of µ along f on (Y,Y).
Another such main tool is Fubini’s Theorem, stating, in a nutshell that integration in a product
space can be carried out in an arbitrary order.
Fact B.8 (Fubini’s Theorem, cf. [24, Theorem 1.27]). Let (X,X) and (Y,Y) be measurable
spaces and µ be a σ-finite measure on (X,X). Then for all measurable f : X×Y → R≥0, it holds
that ∫
X×Y
f d(µ⊗ ν) =
∫
X
(∫
Y
f dν
)
dµ =
∫
Y
( ∫
X
f dµ
)
dν .
B.3. Existence of Markov Processes
Fact B.9 (Existence of Markov Processes, Kolmogorov, cf. [24, Theorem 8.4]). Let (X,X) be
a standard Borel space, µ0 a probability measure on (X,X) and (µi)i≥1 a family of stochastic
kernels µi : X × X → [0, 1] for i ≥ 1. Then there exists a Markov process ξ (with time scale N
and paths in
∏∞
i=0X) with initial distribution µ0 and transition kernels µi.
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C. Ommitted Proofs
C.1. Technical Details from Section 3
Lemma 3.6.
(i) Let A ∈ A. Then App−1(A) := {D ∈ D : App(D) ∩ A 6= ∅} is a measurable subset of D.
(ii) There exists a measurable function app : D → A with the property that app(D) ∈ App(D)
for all D ∈ D (that is, app is a measurable selection of App).
Proof.
(i) For a single database instance D, if there exists an applicable pair, then App(D) can be
obtained as the result of an relational algebra view V on D.
If (,) /∈ A, we thus have App−1(A) = V −1(C(A, 0)c) (this is the set of instances that
do not yield zero hits in A under V ) which is a measurable set in D due to Fact 2.6.
If however, (,) ∈ A, note that App−1(A) is equal to
App−1(A \ {(,)}) ∪ App−1({(,)}).
But App−1({(,)}) is just the preimage of the view V of the empty instance V −1({∅}).
So App−1(A) is measurable.
(ii) By Item (i), App is a measurable multifunction. Also, for all D ∈ D, App(D) is a finite, so
in particular closed, set. By the theorem of Kuratowski and Ryll-Nardzewski (Fact B.5),
there exists a measurable selection app of App.
In Section 3, we introduced the functions fϕˆ that basically map valuations to the corresponding
facts. Note that this can
• project away a part of a¯,
• reorder parts of a¯,
• repeat parts of a¯.
It is easy to see that this yields a measurable function (using Polishness for the measurability
of the diagonals for the third item above and the fact that the attribute space of a relation is a
product measure space).
Lemma C.1. The set
{
(D, ϕˆ, a¯, b)
∣∣ fϕˆ(a¯, b) ∈ D} is measurable in (U,U).
Proof. We investigate the measurability of the complement of the set in question. Also, for this
proof, we assume that fϕˆ(a¯, b) = Rϕˆ(a¯, b) where Rϕˆ is the relation symbol in the head of ϕˆ. This
is without loss of generality due to the measurability of fϕˆ.
Fix a sequence (D, ϕˆ, a¯, b) and let f0 := Rϕˆ(a¯, b). Let F0 be a fixed countable dense set in the
Polish space Fϕˆ under a fixed Polish metric on Fϕˆ. For positive real ε and f ∈ Fϕˆ, Bε(f) shall
denote the open ball of radius ε around f (using the same metric as before).
We claim that D ∈ C(f0, 0) if and only if there exists some rational ε0 > 0 such that for all
rational 0 < ε < ε0 there exists f ∈ F0 with
f0 ∈ Bε(f) and D ∈ C(Bε(f), 0).
Once this equivalence is shown, we are done, since its right-hand side can easily be turned into
a measurable set of D ⊗ {ϕˆ} ⊗ Fϕˆ. The set in question is then the union of the sets that are
obtained this way over all ϕˆ ∈ Gˆ.
Thus, consider the claimed equivalence:
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(⇒) Suppose D ∈ C(f0, 0) and let f → f0 in Fϕˆ where f ∈ F0. Then, provided that ε is small
enough, it clearly holds that D ∈ C(Bε(f), 0) since D is finite.
(⇐) For the other direction suppose D and f0 fulfill the right-hand side. By construction,
f → f0 in Fϕˆ and Bε(f)→ {f0}. It follows that D ∈ C(f0, 0).
Note that if Z is a measurable rectangle in Vϕˆ×Wϕˆ, then fϕˆ(Z) is a measurable set in (Fϕˆ,Fϕˆ)
Lemma C.2. Let D ∈ D. Then the following holds:
(i) Let ϕˆ ∈ Gˆ and Z ∈ Vϕˆ ⊗Wϕˆ be a measurable rectangle. Then⋃
(a¯,b)∈Z
ext(D, ϕˆ, a¯, b) =: ext(D, ϕˆ,Z) ∈ D.
(ii) Let ~ℓ ∈ Nk and let Zij ∈ Vϕˆi ⊗Wϕˆi be measurable rectangles. Then⋃
(a¯ij ,bij)∈Zij
for all i,j
Ext~ℓ(D, (ϕˆi, a¯ij , bij)) =: Ext~ℓ(D, (Zij)i,j) ∈ D.
Proof of Lemma C.2. Consider the first part of the lemma and fix D ∈ D and ϕˆ ∈ Gˆ and a
measurable rectangle Z and let F := fϕˆ(Z) ∈ Fϕˆ. Then
ext(D,Z) =
⋂
f∈D
C(f, 1) ∩ C(F , 1) ∩ C((D ∪⋃i,j Fij)c, 0).
Since this is a finite intersection of counting events, ext(D,F) ∈ D. The second part is shown
analogously: Fix D ∈ D and measurable rectangles Zij for all i and j. Let Fij = fϕˆi(Zij). Then
Ext~ℓ(D, (Zij)i,j)
=
⋂
f∈D
C(f, 1) ∩
⋂
i,j
C(Fij , 1) ∩ C
(
(D ∪⋃i,j Fij)c, 0) ∈ D.
Lemma 3.8.
(i) The function ext is (U,D)-measurable.
(ii) The function Ext~ℓ is (U~ℓ,D)-measurable for all
~ℓ ∈ Nk.
Proof Sketch. Note that Item (i) is a consequence of Item (ii), since ext−1(D) = Ext−1~e1 (D)∪· · · ∪
Ext−1~ek (D) where ~e1, . . . , ~ek are the k unit vectors. We will only show Item (ii) for the special
case of k = 1 and ~ℓ = (2) and indicate in the end how the proof can be generalized to arbitrary
k and ~ℓ. As in the proof of Lemma C.1 we will assume that fϕˆ(a¯, b) = Rϕˆ(a¯, b) and this is no
restriction for the proof due to the measurability of fϕˆ.
Suppose Gˆ = {ϕˆ} and fix some counting event C(F , n) with F ∈ F and n ∈ N. Let f = Rϕˆ(a¯, b)
and f ′ = Rϕˆ(a¯
′, b′) such that f, f ′ ∈ Fϕˆ. It is then easy to see that Ext(D, (f, f ′)) ∈ C(F , n)
(that is, (D, ϕˆ, a¯, b, ϕˆ, a¯′, b′) ∈ Ext−1(2)(C(F , n)) if and only if one of the following holds:
• D ∈ C(F , n− 2) and f, f ′ ∈ F with f 6= f ′ such that D contains neither f nor f ′; or
• D ∈ C(F , n− 1) and
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– exactly one of f , f ′ lies in F and that particular fact is not contained in D, or
– f = f ′ ∈ F and this fact is not contained in D; or
• D ∈ C(F , n) and
– f, f ′ are not from F , or
– exactly one of f , f ′ lies in F and that particular fact is contained in D, or
– f, f ′ are both from F and D contains both of them.
Thus, Ext−1(2)(C(F , n)) is exactly the union of the sets described in the items above. Using
Lemma C.1 and the fact that the diagonal {(f, f) : f ∈ F} is measurable in (F,F), the set
Ext−1(2)(C(F , n)) is measurable.2
Using the same ideas, the proof can be generalized to more than two facts, say (f1, . . . , fm)
and multiple rules by a similar case distinction over the number of facts of F that are contained
in D, over the number of facts fi that belong to F and over whether some of the fi are equal.
C.2. Proofs Ommitted from the Treatment of the Sequential Chase
Directly following the definition of the sequential chase step (Definition 4.1) we argued, that the
definition of the chase step measure µ for deterministic rules ϕˆ is a special case of the one for
random rules. We present here a brief argument for this assertion:
Let ϕˆ be a deterministic rule and let Vϕˆ, as before, be the domain of its free variables. Define
Wϕˆ = {∗} to be some singleton set and let, for all a¯ ∈ Vϕˆ, ψ〈a¯〉 : ∗ 7→ 1. Also let µψ : ∗ 7→ 1
and note that this is a measure. Assume that the definition of ext is altered to reflect the new
definition of (the previously non-existing) Wϕˆ in such a way that ext(D, ϕˆ, a¯, ∗) = D ∪ {Rϕˆ(a¯)}.
Then it is easy to see that the right-hand sides of Eq. (4.A) and Eq. (4.B) coincide.
In Section 4.1 we also claimed that the function µ from the definition of the sequential chase
step is a probability measure on D↾D where D is the set of follow-up instances the chase step is
going into. We now justify this claim.
Lemma C.3. The mapping µ : D ↾ D → [0, 1] as defined in Definition 4.1 is a well-defined
probability measure.
Proof. Let D
ϕˆ(a¯)−−−→ (D, µ) be a sequential chase step. First note that D ∈ D by Lemma C.2.
For fixed (and measurable) E ⊆ D, the function ξ(D, ϕˆ, a¯, · , E) is (Wϕˆ,Bor(R))-measurable: It
maps b to 1 if and only if (D, ϕˆ, a¯, b) ∈ ext−1(E) (and to 0 otherwise), that is, if and only if b
is in the (D, ϕˆ, a¯)-section of the preimage of E under ext, the latter of which is measurable by
Lemma 3.8. Further note that ψ〈a¯〉 is (Wϕˆ,Bor(R≥0))-measurable by its very definition and
that the product of two real-valued measurable functions is measurable.
We just argued that the integrand in the definition of µ is a (Wϕˆ,Bor(R≥0))-measurable
function, so it only remains to be demonstrated that the total mass of µ is 1. Letting thus
E = D, it is immediate that ξ is the constant 1-function on Wϕˆ. The claim µ(E) = 1 then follows
since ψ is a parameterized distribution.
After the definition of the sequential chase tree in Section 4.1, we asserted that the node
labelling of chase trees in injective with respect to their instance label:
Lemma C.4. For all sequential chase trees T , every database instance D appears at most once
as a label of a node.
2The statement about the measurability of the diagonal is easily seen to hold in all standard Borel spaces. For
example, it is the graph of the identity on the space.
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This can be shown exactly like the corresponding result for discrete chase trees [3, Proposition
4.1]. It is repeated here in our notation for presentational purposes.
Proof. Suppose that v and w are two distinct nodes of a sequential chase tree T such that
Dv = Dw. Let u be the least common ancestor of v and w in T . In particular, the node u has
multiple child nodes and thus the rule ϕˆu (from app(Du) = (ϕˆu, a¯u)) is existential. Let v
′ and w′
be the children of u on the path to v respectively w′. Then Dv′ = Du∪{fv} and Dw′ = Du∪{fw}
for some distinct fv and fw. Since instances on a path are non-decreasing sequences (w. r. t. ⊆)
and Dv = Dw by assumption, it follows that fv, fw ∈ Dv = Dw. This, however, contradicts
Lemma 3.10.
In Section 4.2 we defined D ⊢app D′ if and only if D and D′ either “fit” the sequential chase
step starting in D w. r. t. app or, D has no applicable rules and D = D′.
Lemma 4.3. Seen as a set in D2, ⊢app ∈ D⊗2.
Proof. Note that the set of pairs (D,D′) where D = D′ and app(D) = (,) is clearly measur-
able in D2 since it is exactly
diag(D2) ∩
(
app−1
({(,)})×D)
(Recall that diag(D2) ∈ D2 since (D,D) is standard Borel and that app is a measurable function.)
Note further that it then suffices to show that the relation ⊢app,ϕˆ yields a measurable set in
(D2,D⊗2) where D ⊢app,ϕˆ D′ if and only if D ⊢ D′ and app(D) = (ϕˆ, a¯) for some a¯.
Recall that V := Vϕˆ is the joint domain of the free variables of ϕˆ and in particular (Vϕˆ,Vϕˆ)
is standard Borel. The set of all facts F is also standard Borel with its usual σ-algebra F (see
[20]). Let thus F0 be a countable dense set in F and likewise V0 be a countable dense set in V.
We let Bε(x) denote the ball of radius ε around x in any metric space.
Then D ⊢app,ϕˆ D′ if and only if there exist n ∈ N and ε0 > 0 with the property that for all
0 < ε < ε0 there exist fε,1, . . . , fε,n ∈ F0 and a¯ε ∈ V0 such that all of the following holds:
D ∈ app−1(ϕˆ, Bε(a¯ε)),
D ∈
n⋂
i=1
C(Bε(fε,i), 1) ∩ C
((⋃n
i=1 Bε(fε,i)
)c
, 0
)
,
D′ ∈
n⋂
i=1
C(Bε(fε,i), 1) ∩ C
((⋃n
i=1 Bε(fε,i)
)c
, 1
)
and
D′ ∈ C
((⋃n
i=1Bε(fε,i)
)c
∩ Fϕˆ,ε, 1
)
where Fϕˆ,ε is the set of facts fϕˆ(x¯, y) with x¯ ∈ Bε(a¯ε) and y ∈Wϕˆ (the latter one non-existent,
if ϕˆ is deterministic).3
In the above, ε and ε0 can be chosen rational since Q is dense in R. This concludes the
proof.
Lemma 4.5. Let app be a measurable chase sequence and let D0 be a fixed database instance.
Then:
3 Letting Bε(a¯ε) rather be a product of open balls around all the individual components, Fϕˆ,ε is measurable.
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(i) The functions lim-instapp and lim-instapp,D0 are (D
⊗ω,Derr)-measurable.
(ii) If ~D ⊆ lim-inst−1app(D) is measurable set in D⊗ω, then its image lim-instapp( ~D) is measurable
in D as well.
Likewise, if ~D ⊆ lim-inst−1app,D0(D) is measurable in D⊗ω, then its image lim-instapp,D0( ~D)
is measurable in D.
Proof. We will only show the assertions for lim-instapp. It is then easy to apply the same steps
to achieve the corresponding result for lim-instapp,D0 .
(i) It suffices to show lim-inst−1app(D) ∈ D⊗ω separately for D = {err} and D ∈ D.
The set lim-inst−1app({err}) is the set of non-stable sequences from paths(app) and thus mea-
surable.
For D ∈ D note that ~D ∈ lim-inst−1app(D) if and only if there exists some i ∈ N with the
property that ~D ∈ paths(app), stable at i and in π−1i (D) where πi denotes the projection
to the ith coordinate. Thus, lim-inst−1app(D) ∈ D⊗ω.
(ii) Note that lim-instapp is an injection on lim-inst
−1
app(D) as an immediate consequence of
Lemma C.4 and the definition of lim-instapp in Eq. (4.C). Moreover, lim-instapp is a mea-
surable function by Item (i). In particular, its restriction to lim-inst−1app(D) is measurable
(w. r. t. the trace σ-algebra). Since measurable injections between standard Borel spaces
map measurable sets to measurable sets (see Fact B.4 in Appendix B) and (D,D) and
(Dω,D⊗ω) are standard Borel (Theorem A.1), the claim follows.
C.3. Proofs Ommitted from the Treatment of the Parallel Chase
First, we present the detailed definitions of the sets and functions from the end of Section 5.1.
Let ⊢App be the relation on (D2,D⊗2) with D ⊢App D′ if and only if
• there exists D ∋ D′ such that D App(D)−−−−−→ (D, µ); or
• D = D′ and App(D) = {(,)}.
We let
paths(App) := {(D0, D1, . . . ) ∈ Dω : Di ⊢App Di+1 for all i ∈ N}
and for fixed D0 ∈ D
paths(App, D0) := paths(App) ∩
({D0} ×Dω).
Then paths(App, D0) is the set of paths of TApp,D0 (again by continuing finite paths by repetition).
Define now
lim-instApp : D
ω → Derr
: ~D 7→
{
Di if ~D ∈ paths(App) and ~D is stable at i
err otherwise
and as in Section 4.2, define a version lim-instApp,D0 using paths(App, D0) instead of paths(App).
The functions and sets we just defined enjoy properties analogous to the ones from Section 4.2:
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Lemma C.5. (i) Seen as a set in D2, ⊢App∈ D⊗2.
(ii) It holds that paths(App), paths(App, D0) ∈ D⊗ω for all fixed D0 ∈ D.
(iii) The functions lim-instApp & lim-instApp,D0 are (D
⊗ω,Derr)-measurable (the latter for all
D0 ∈ D).
(iv) If ~D ⊆ lim-inst−1App(D) is measurable in D⊗ω, then
lim-instApp( ~D) ∈ D.
Likewise, if ~D ⊆ lim-inst−1App,D0(D) is measurable in D⊗ω, then
lim-instApp,D0( ~D) ∈ D.
The proofs of the various parts of this lemma are analogous to the proofs of Lemmas 4.3
and 4.5 and Corollary 4.4 in Section 4.2.
Proof Sketch.
(i) For instances of a fixed firing configuration ~ℓ, App can be decomposed into a sequence of∑
i ℓi measurable selections:
App(i)(D) = App(i−1)(D) \ app(i−1)(D)
app(i) is a measurable selection of App(i)
where App(0)(D) = App(D). Using the functions app(i), one can proceed analogous to the
proof of Lemma 4.3.
(ii) This follows from Item (i).
(iii) This is verbatim to the proof of the corresponding statement in Lemma 4.5 for the sequential
chase (with only the slight modification of changing app to App).
(iv) This can be shown exactly like in Lemma 4.5.
Lemma C.6. The mapping µ : D ↾ D → [0, 1] as defined in Definition 5.1 is a well-defined
probability measure.
This can be shown analogous to Lemma C.3 (using Fubini’s theorem to split up the integration
of the product measure and arguing over the individual integrals.)
We fix a GDatalog program G, its Datalog∃ version Gˆ and assume that Gˆ = {ϕˆ1, . . . , ϕˆk}.
Proposition 5.3. The parallel step function stepApp is a stochastic kernel.
Proof. By Lemma C.6 and the definition of stepApp, the function stepApp(D, · ) is a probability
measure for all D ∈ D. So again, the harder part is to show that stepApp( · ,D) is (D,Bor [0, 1])-
measurable.
Fix some D ∈ D and α ∈ [0, 1]. Let “<α” denote the event [0, α). In order to establish
measurability, it suffices to show that the set of instances in the preimage stepApp( · ,D)−1(<α)
with some fixed firing configuration ~ℓ = (ℓ1, . . . , ℓk) is measurable. The claim then follows since
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there are only countably many possible ~ℓ, since the function D → Nk : D 7→ ~ℓ(D) is measurable
and since the events “<α” generate Bor [0, 1].
Note that using App, we can build a measurable function, that maps the instances of firing
sequence ~ℓ to a suitable list of tuples (ϕˆi, a¯ij). We will only sketch this idea here: Recall
that App is a measurable multifunction. Similarly, the multifunction Appϕˆ with Appϕˆ(D) =
{(ϕˆ, a¯) : ϕˆ applicable with valuation a¯} (or {(,)} if the image would otherwise happen to
be empty) is a measurable multifunction. Then there exists a measurable selection app
(1)
ϕˆ of
Appϕˆ and on the space of instances where App
(1)
ϕˆ := Appϕˆ 6= {(,)}, we might consider the
multifunction App
(2)
ϕˆ with
App
(2)
ϕˆ (D) = App
(1)
ϕˆ (D) \ {app(2)ϕˆ (D)}.
It is easily seen that this yields a measurable multifunction as well. So for instances of firing con-
figuration ~ℓ and every rule ϕˆi we may repeat this construction to obtain a sequence of ℓi measur-
able selections. All these selection are turned into the desired map D 7→ (D, ϕˆ1, a¯11, . . . , ϕˆk, a¯kℓk)
using Fact B.1.
When Fubini’s theorem (Fact B.8) is repeatedly applied to the definition of µ (see Defini-
tion 5.1), we obtain:
µ(E) =
∫
W
Ξ~ℓ
(
D, ϕˆ1, a¯11, b11, . . . , ϕˆk, a¯kℓk , bkℓk , E
)
· ψ1〈a¯11〉(b11) · · ·ψk〈a¯kℓk〉(bkℓk)
d
(
µ⊗ℓ1ψ1 ⊗ · · · ⊗ µ⊗ℓkψk
)
=
∫
W1
ψ1
〈
a¯11
〉(
b11
) · · ·∫
Wk
ψk
〈
a¯kℓk
〉(
bkℓk
)
· Ξ~ℓ
(
ϕˆ1, a¯11, b11, . . . , ϕˆk, a¯kℓk , bkℓk , E
)
dµψk · · · dµψ1
(Note that there is a total of ℓ1 + · · ·+ ℓk integrals here.)
In this situation, proceeding exactly like in the proof of Proposition 4.6, one can show that
the innermost integral is
(D⊗ U⊗ℓ11 ⊗ · · · ⊗ U⊗ℓk−1k ⊗ {ϕˆk} ⊗Vk,Bor [0, 1])-measurable, (3.A)
where Ui is the σ-algebra of {ϕˆi} × Vi × Wi and Vi is the σ-algebra of Vi, the parameter
space of ψi. Using our measurable selection app
(ℓk)
ϕˆk
in a similar fashion as done in the proof of
Proposition 4.6, we can get rid of the trailing {ϕˆk} ⊗Vk in Eq. (3.A).
Propagating the above procedure outwards, we can show that stepApp is (D,Bor [0, 1])-measur-
able.
C.4. The Proof for Chase Independence
Proof. Let p be the (sub-)probability measure of ∆app,D0 and P that of ∆App,D0 . Note that
p = µapp,D0 ◦ lim-inst−1app,D0 and
P = µApp,D0 ◦ lim-inst−1App,D0
where µapp,D0 and µApp,D0 are the (sub-)probability measures on (D
ω,D⊗ω) of the associated
Markov processes.
Suppose |Gˆ| = r and let D ∈ D. We partition D into sets D~ϕ,~ℓ,~L where
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• ~ϕ = (ϕˆ1, . . . , ϕˆm) ∈ Gˆm
• ~ℓ = (~ℓ1, . . . , ~ℓn) with ~ℓi = (ℓi,1, . . . , ℓi,r) ∈ Nr
• ~L = (~L1, . . . , ~Lm) with ~Li = (~Li,1, . . . , ~Li,n) and ~Li,j = (Li,j,1, . . . , Li,j,r) ∈ Nr
such that D ∈ D~ϕ,~ℓ,~L if and only if
• D is a leaf of Tapp,D0 such that on the path from the root D0 to D in Tapp,D0 , the sequence
of firing rules is exactly ~ϕ;
• D is a leaf of TApp,D0 such that on the path from the root D0 to D in TApp,D0 , the sequence
of firing configurations is exactly ~ℓ; and
• the application of ϕˆi in the ith step in the chase tree Tapp,D0 produces the same fact (via
fϕˆi) as Li,j,s of the applications of ϕˆs in the jth step in the chase tree TApp,D0 .
This is a partition of D into countably many measurable sets.4
Observe the following things:
• Any instance D appears as a leaf label in Tapp,D0 if and only if it appears as a leaf label in
TApp,D0
• For leaf instance D, the set of facts that are produced on the path from D0 to D in Tapp,D0
and the set of facts that are produced on the path from D0 to D in TApp,D0 coincide.
• In the same situation as in the previous item, if ϕˆ is an existential rule, then the number
of times it fires on the path in Tapp,D0 is equal to the number of times it fires on the path
in TApp,D0 .
Now let ~D := lim-inst−1App,D0(D~ϕ,~ℓ,~L). Also, we will write “step” instead of stepapp,D0 and “Step”
instead of stepApp,D0 to further simplify notation.
Then we have
µApp,D0( ~D)
=
∫
Step(D0, dD1)
∫
Step(D1, dD2)
· · ·
∫
1 ~D(D0, . . . , Dn, Dn, Dn, . . . )Step(Dn−1, dDn)
(3.B)
where Step(Di, dDi+1) is shorthand for d
(
Step(Di, · )
)
with respect to the integration variable
Di+1. (Recall that for every D, Step(D, · ) is a probability measure on D.)
Recall that for the instances with firing configuration ~ℓ′ = (ℓ′1, . . . , ℓ
′
r) (
~ℓ′ arbitrary), we can
obtain a sequence of
∑
i ℓ
′
i =: λ
′ measurable selections app~ℓ′,j , 1 ≤ j ≤ λ′ such that for any D
with firing configuration ~ℓ′ it holds that
App(D) = {app~ℓ′,j(D) : 1 ≤ j ≤ λ′}.
We chose such functions for all the firing configurations within ~ℓ = (~ℓ1, . . . , ~ℓn) from above.
In the following let for a measurable selection app, app(D) := (rule(D), val(D)). (Note that
since the first component only allows finitely many values, both functions are measurable.)
In the following let (for 1 ≤ i ≤ n and 1 ≤ j ≤ r)
4The harder part of this is to see that the third condition is measurable. This property can however be expressed
in a measurable way, using the measurable functions app and app~ℓ′,j (that are introduced later), the measurable
fϕˆ, and the measurable diagonal in Fϕˆ.
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• a¯ij denote app~ℓi,j(Di)
• ϕˆij denote rule~ℓi,j(Di)
• ψij be the parameterized distribution from rule~ℓi,j(Di) and µij the associated measure.
Then, for every measurable function f ,∫
D
f(Di+1)Step(Di, dDi+1)
=
∫
W
f(Ext~ℓi(Di, ϕˆ
(i)
11 , a¯
(i)
11 , b
(i)
11 , . . . , ϕˆ
(i)
rℓi,r
, a¯
(i)
rℓi,r
, b
(i)
rℓi,r
))
· ψ(i)11 〈a¯(i)11 〉(b(i)11 ) · · ·ψ(i)rℓi,r 〈a¯
(i)
rℓi,r
〉(b(i)rℓi,r)
d
(
µ
(i)
11 ⊗ · · · ⊗ µ(i)rℓi,r
)
with W = W
ϕˆ
(i)
11
× · · · ×W
ϕˆ
(i)
rℓi,r
. (Formally, this is an application of the chain and substitution
rules of integration, see Appendix B. The substitution is used with Ext to translate the domain of
integration and the chain rule is used for the ψij to extract them from the integration measure.)
Using Fubini’s theorem (Fact B.8), the above can be written as an (ℓi,1+ · · ·+ ℓi,r)-fold iterated
integration. We repeat this process for all of the integrals that appear in Eq. (3.B)
We now sketch a procedure to transform this integration. Recall that in our partition D~ϕ,~ℓ,~L,
we know that the application of ϕˆi in Tapp,D0 has the same effect as Li,j,s of the applications of
ϕˆs in the jth step in TApp,D0 . Pick the minimal i, then j and then s (say, i1, j1, s1) such that
Li,j,s > 0. Note that if f1 would be the fact that is produced using ϕˆ1, then it is produced by the
very first rule application of ϕˆs1 in step j1 in the parallel chase, and not before. In particular, any
rule applications that happened in the parallel chase before, have not relied on the presence of f1.
This allows us exchange the respective ψj1,s1〈a¯j1,s1〉 dµj1,s1 with the corresponding expression
ψ1〈a¯1〉, dµ1 we get from ϕˆ1. Then, using Fubini’s theorem Fact B.8 again, the respective integral
can be moved into the first position. We repeat this procedure for the complete sequence ϕˆ. This
yields an intermediate situation where all the integrations according to ϕˆ are in the beginning
and in the right order. Note that all the rest of the integrations collapse to 1 by our partition of
D: The can only be applications of deterministic rules (as otherwise they would appear among
ϕˆ and would have been moved upfront) and moreover, the fact they would produce has already
been generated before.
The last thing to do now is the transformation of 1 ~D(D0, . . . ) =: 1 ~D(
~D). Observe that after
our transformation where we went from integration over D to integration overW, Di+1 is of the
shape
Di+1 = Ext~ℓi(Di, ϕˆ
(i)
11 , a¯
(i)
11 , b
(i)
11 , . . . , ϕˆ
(i)
rℓi,r
, a¯
(i)
rℓi,r
, b
(i)
rℓi,r
).
Similar to this notation, with E0 = D0, let (ϕˆi, a¯i) denote app(Ei). Then we can build a sequence
~E = (E0, E1, . . . , Em, Em, . . . ) with
Ei+1 = ext(Ei, ϕˆi, a¯i, bi),
bi being the integration variable of the ith integration. Letting ~E = lim-inst−1app,D0(D~ϕ,~ℓ,~L) we have
~D ∈ ~D if and only if ~E ∈ ~E . This is a consequence of the definition of Dϕˆ,~ℓ,~L. Replacing 1 ~D( ~D)
by 1~E(
~E) yields exactly the expression for µapp,D0(~E) when transformed back using substitution,
chain rule, and Fubini, thus showing
µApp,D0(lim-inst
−1
App,D0
(Dϕˆ,~ℓ,~L))
= µapp,D0(lim-inst
−1
app,D0
(Dϕˆ,~ℓ,~L)).
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