The random field Curie-Weiss model is derived from the classical Curie-Weiss model by replacing the deterministic global magnetic field by random local magnetic fields. This opens up a new and interestingly rich phase structure. In this setting, we derive moderate deviations principles for the random total magnetization S n , which is the partial sum of (dependent) spins. A typical result is that under appropriate assumptions on the distribution of the local external fields there exist a real number m, a positive real number λ, and a positive integer k such that (S n − nm)/n α satisfies a moderate deviations principle with speed n 1−2k(1−α) and rate function λx 2k /(2k)!, where 1 − 1/(2(2k − 1)) < α < 1.
Introduction
Mean-field models such as the classical Curie-Weiss model are important models in statistical mechanics. Even though these models have been introduced as solvable simplifications of nearest-neighbor models they allow an explanation of important physical phenomena such as multiple phases and metastable states. What is more, these models allow to study the behaviour of thermodynamic quantities such as the magnetization close to or at the critical temperature. For the specific case of the classical Curie-Weiss model, Ellis and Newman computed the fluctuations of the magnetization S n (see [12, 11, 13] ). They derived a Law of Large Numbers (LLN for short) and a Central Limit Theorem (CLT) for S n . From a probabilistic point of view, a natural next step after showing a LLN and a CLT was to study large and moderate deviations properties of S n . While a Large Deviations Principle (LDP) already goes back to Ellis (see [10] ), in [8] Eichelsbacher and Löwe showed Moderate Deviations Principles (MDPs) for S n . Note that technically speaking there is no difference between a LDP and a MDP. However, while a LDP studies the fluctuations on the scale of a LLN, a MDP studies the fluctuations on scales that are between them of a LLN and some -possibly . Note that the LDP rate function depends on the fine structure of X 1 whereas the MDP rate function just depends on E[X 2 1 ]. This property is inherited from the CLT, where the limiting distribution also just depends on E[X 2 1 ]. What is more, one observes that the MDP rate function appears as the first term of the Taylor expansion of the logarithmic limiting density in the CLT. However, a MDP also inherits properties from the large deviations such as the exponential decay of probabilities. Although the universality of these properties have never been proved one does find more examples for their existence even if the CLT density is not the normal distribution (see e. g. [8, 20, 21, 22] ). Note, however that the picture may be different in the setting of disordered models. E. g. in the Hopfield model there is a non-standard CLT at the critical temperature, while an almost sure moderate deviations principle may fail to hold (see [15, 9] ). The purpose of the present paper is to complete the fluctuation picture of S n in the setting of random field Curie-Weiss models (RFCW). These models are natural extensions of the classical Curie-Weiss model to the effect that the deterministic global external magnetic field is replaced by random local external fields. The models are some of the easiest disordered mean-field models and have been studied intensively over the last decades, see e. g. [23, 2, 1] and the references therein. For results on the dynamics or metastates of these models see e. g. [17, 14, 3, 16] . It may be worthwhile noting that in the present paper, unlike many of the above authors, we will neither assume the random external fields to be symmetrically Bernoulli distributed nor to be bounded at all. The quenched free energy and the annealed free energy of the RFCW have been computed in [19] . The fluctuations of S n on the level of a CLT were studied by Amaro de Matos and Perez [2] . Here, interestingly, the limiting density depends on the distribution of random external field. On the other hand, in [19] we derived an explicit LDP for S n (and her as well the rate functions depends on the distribution of the external field). In this paper we prove MDPs for S n and thus complete the investigation of the fluctuations of S n . The outline of the paper is as follows: In Section 2 we formally introduce random field Curie-Weiss models. In Section 3 we state our main results, which are going to be proved in Section 6. Meanwhile, we apply our results in Section 4 and present examples for different choices of the random external field. We consider the cases of the classical Curie-Weiss model with external field h and the Curie-Weiss model with dichotomous external field. For the physical relevance of the latter model see e. g. [24] , p. 105. In Section 5 we prepare the proofs of our main results by proving mainly technical auxiliary results.
by
where S n = n i=1 σ i is the total magnetization of the model. In the RFCW the constant external magnetic field h is now replaced by i. i. d. random variables (h i , i ∈ N) distributed according to µ, the N-fold product measure of the marginal distribution of h 1 , ν. The Hamiltonian of the RFCW is thus given by
Correspondingly, the RFCW can be associated with the following Gibbs measure on {−1, +1} n at inverse temperature β > 0
where
is a normalizing constant called partition function.
In the following, let h denote the random variable corresponding to the vector (h i : i ∈ N) and h a realization of this vector, say h = (h i : i ∈ N). Sometimes, when it is clear from the context, we also use the notation h ∈ R for an integration variable. We write ρ ∼ f (s)ds or ρ ∼ Q if the measures ρ and Q equal in distribution where dQ = f (s)ds. By w → we denote weak convergence and by N (μ,σ 2 ) a normal distribution with meanμ ∈ R and varianceσ 2 ∈ R >0 . The Borel σ-algebra of a topological space X is denoted by B(X) and the power set of a set S by P(S). As mentioned before in the setting of RFCW a lot is already known about the fluctuations of S n . They crucially depend on the function
which is real analytic. Therefore, the set of (local or global) minima of G is discrete. This set is also bounded since G(x) ∼ βx 2 /2 as |x| → ∞ and consequently the set is in addition finite and non-empty. We stress this as the minima of G are of particular importance. We shall call ν pure (and centered at m) if G has a unique global minimum (at m). What is more, we shall call a real number m a minimum of type k ∈ N and strength λ ∈ R >0 if
Note that every minimum of G is of finite type as the real analytic function G would be constant if G (n) (m) = 0 for all n ≥ 1.
A first result about the fluctuations of S n has been proved by Amaro de Matos and Perez: 
as n → ∞ and for some constants c 1 , c 2 > 0,
as n → ∞, where for some c 3 > 0
Moreover, we already proved a LDP for S n :
Theorem 2.2 (LDP, cf. Theorem 3.3 in [19] ). Suppose that ν has a finite absolute first moment, i. e.
Then, µ-a. s. the sequence of measures (P h n,β • (S n /n) −1 ) n∈N satisfies a LDP with good rate function I ν β defined by
It is well-known from Large Deviations Theory (see e. g. Theorem II.7.2 in [10] ) that the magnetization per spin S n /n is asymptotically concentrated around the global minima of the rate function I ν β . The global minima of I ν β , which depend on β and ν, coincide with the global minima of G (cf. Remark 3.2 in [19] ). Therefore, we identify the following phases of the system: (i) Paramagnetic phase: G has a unique global minimum of type 1.
(ii) Ferromagnetic phase: G has two global minima, both of type 1.
(iii) First-order phase transition: G has several global minima, all of type 1.
(iv) Second-order phase transition: G has a unique global minimum of type 2.
(v) Tricritical point: G has a unique global minimum of type 3.
Main results
Before we state our main results, let us briefly recall the definition of a LDP (see [5] ). We say that a sequence of measures (µ n ) n on R satisfies a LDP with speed (a n ) n∈N and (good) rate function I if I is a lower semicontinuous function with compact level sets such that for all measureable sets C ∈ B(R) − inf
Note that a rate function is always non-negative as the choice C = R reveals. Moreover, a sequence of real-valued random variables (Y n ) n∈N is said to satisfy a LDP with speed (a n ) n∈N and (good) rate function I if the sequence of their distributions does. The purpose of the present paper is to prove a MDP for the magnetization in the setting of random field Curie-Weiss models. Technically, the definition of a MDP is identical to the definition of a LDP. However, it is common to speak of a LDP whenever the scale coincides with the scale of a LLN. In contrast, one speaks of a MDP, if the scale is between the scales of a LLN and some sort of CLT. Considering Theorem 2.1 and Theorem 2.2 we will therefore study the behavior of (S n − nm)/n α for 1 − 1/(2(2k − 1)) < α < 1, where k is the type of the minimum m. To state our results we need to introduce two quantities. The height of the minimum m is defined as
and the broadness of m by
Our results read as follows:
Theorem 3.1 (MDP, conditioned version). Let m be a (local or global) minimum of G and let m be of type k and strength λ. Suppose that ν has a finite second moment and that
Then, µ-a. s. there exists A = A(m) > 0 such that for all 0 < a < A and every 1 − 1/ 2(2k − 1) < α < 1 the sequence of measures
satisfies a moderate deviations principle with speed n 1−2k(1−α) and rate function
where σ 2 := λ −1 − β −1 .
Remark 3.1. If m is a global minimum of G, then condition (3.1) holds trivially and there is no condition on the temperature whatsoever. The appearance of condition (3.1) is discussed in more detail in Remark 5.1.
Theorem 3.2 (MDP, unconditioned version).
Suppose that ν is pure and centered at m, where k is the type and λ the strength of m. Furthermore, suppose that ν has a finite second moment. Then, µ-a. s. for every 1 − 1/ 2(2k − 1) < α < 1 the sequence of measures
satisfies a moderate deviations principle with speed n 1−2k(1−α) and rate function I given by (3.2).
Remark 3.2. As we have already mentioned in the introduction, one typically recovers the MDP rate function as the first term of the Taylor expansion of the logarithmic limiting density in the CLT. We find this behavior in the RFCW for minima of type 1. Indeed, for µ-a. e. h the MDP rate function is given by x 2 /(2σ 2 ) and the limiting density in the CLT is Gaussian with variance σ 2 . However, the RFCW reveals an atypical behavior for minima of larger types in the sense that the mentioned folklore does not hold anymore. If k ≥ 2 the MDP rate function is proportional to x 2k for µ-a. e. h, whereas the limiting density in the CLT is proportional to x 2k−2 e −cx 2(2k−1) . Note that m and −m are the global minima of
both of type 1 and strength λ = β − β 2 (1 − m 2 ). Theorem 1.18 (see also Example 2.1) in [8] states that for 1/2 < α < 1
satisfy MDPs, both with speed n 2α−1 and rate function I(x) = x 2 /(2σ 2 ), where
However, this is not true since the probability that (S n − nm)/n α takes large values is not exponentially small on the scale n 2α−1 , what is due to the fact that (S n + nm)/n α does take small values with some probability. To be precise, the MDP for S n − nm/n α would imply
But, using the MDP for S n + nm/n α , we see
The proofs of our main theorems use ideas that can also be found in [19, 22, 6] . To put it roughly, the proof is mainly divided into four parts:
1. Firstly, we transform the measure of interest P h n,β • ((S n − nm)/n α ) −1 by the so-called Hubbard-Stratonovich transformation (see Lemma 5.1), i. e. we add a normal-distributed random variable W and consider P h n,β • ((S n − nm)/n α + W/n α−1/2 ) −1 . The Hubbard-Stratonovich transformation is tailor-made for quadratic interactions such as the ones presented in (2.1).
2. The main advantage of the transformation is that the latter measure is absolutely continuous with respect to Lebesgue measure on R and that its density is given explicitly (see (5.1)). Therefore, the proof of a MDP for P h n,β • ((S n − nm)/n α +W/n α−1/2 ) −1 boils down to controlling integrals of exponential functions. As a first step we study these functions in two lemmata (see Lemma 5.3 and Lemma 5.4).
3. Using ideas of Laplace's method, which is concerned with the asymptotics of integrals of exponential functions, we can then prove a MDP for P h n,β • ((S n − nm)/n α + W/n α−1/2 ) −1 .
4. Finally, we pull back the result for P h n,β • ((S n − nm)/n α + W/n α−1/2 ) −1 to a result for P h n,β • ((S n − nm)/n α ) −1 by means of a so-called transfer principle (Lemma 5.2).
Examples
Before we start with the preparation of the proofs we want to discuss two applications of our results. 
and it is of type 1 and strength
The model does not show phase transitions, the system is always in the paramagnetic phase. Theorem 3.2 yields that for 1/2 < α < 1 and all β > 0 the rescaled magnetization S n − nm n α satisfies a moderate deviations principle with speed n 2α−1 and rate function
. Moreover, the same holds true for the conditional probabilities, i. e. using Theorem 3.1 there exists A > 0 such that for all 0 < a < A, 1/2 < α < 1 and β > 0
satisfies a moderate deviations principle with speed n 2α−1 and rate function I(x). ) for some h ∈ R >0 . In order to study the behaviour of the magnetization on a moderate deviations scale, we need to study the minima of
This has already been done (see e. g. chapter 5 in [1] ) and in combination with Theorem 3.1 and Theorem 3.2 we get the following:
(i) If h ≥ 1/2, then 0 is the only minimum of G and 0 is a minimum of type 1 and strength λ 1 = β − β 2 (1 − tanh(βh) 2 ). The system is in the paramagnetic phase. Consequently, µ-a. s. for 1/2 < α < 1 the rescaled magnetization S n n α satisfies a MDP with speed n 2α−1 and rate function I(x) = x 2 /(2σ 2 1 ), where
What is more, µ-a. s. there exists A > 0 such that for all 0 < a < A and 1/2 < α < 1
n∈N satisfies a MDP with speed n 2α−1 and rate function I(x) = x 2 /(2σ 2 1 ). If h < 1/2, then the situation is a bit more subtle. One finds a strictly increasing function f : [0, 1/2) → R with f (0) = 1 and f (x n ) → ∞ as x n ր 1/2 such that:
(ii) If β < f (h), then the same result as in (i) holds. The minima are of type 1 and strength
The system is in the ferromagnetic phase. Therefore, µ-a. s. there exists A > 0 such that for all 0 < a < A and 1/2 < α < 1
satisfy MDPs, both with speed n 2α−1 and rate function I(x) = x 2 /(2σ 2 2 ), where σ 2 2 = 2m(tanh(2βm Consequently, µ-a. s. there exists A > 0 such that for all 0 < a < A and 9/10 < α < 1
n∈N satisfies a MDP with speed n 6α−5 and rate function I(x) = λ 4 x 6 /720. Finally, if h > h c we note a first-order phase transition. G has three global minima, all of type 1. 0 is a minimum of strength λ 1 and m resp −m, where m is the positive solution of (4.1), are minima of strength λ 2 . Therefore, µ-a. s. there exists A > 0 such that for all 0 < a < A and 1/2 < α < 1
n∈N satisfies a MDP with speed n 2α−1 and rate function I(x) = x 2 /(2σ 2 1 ), whereas
satisfy MDPs with speed n 2α−1 and rate function I(x) = x 2 /(2σ 2 2 ). The same analysis could have even been done for a possibly unsymmetrical dichotomous external field by using results of [18] . Considering ν = tδ h + (1 − t)δ −h for some t ∈ [0, 1] would have led to the study of
which can be found in Theorem 4.1 of [18] .
Auxiliary results
In order to make the ideas of the proofs of our main results easier accessible, we state several, mainly technical, lemmas in this section. As we already mentioned, the first step of our proof is always to perform a transformation to gain better control of the measures of interest. This transformation is sometimes called Hubbard-Stratonovich transformation and it works the following way:
Lemma 5.1 (cf. Lemma 2.3 in [2] ). Let m ∈ R and α ∈ (0, 1) be real numbers. Then, for every realization h = (h i : i ∈ N) and every n ≥ 1, the random variable
is, under the measure P h n,β , absolutely continuous with Lebesgue density given by
1)
where G h n (x) is defined by
and W is a Gaussian random variable with mean zero and variance β −1 , which is defined on (an extension of ) ({±1} n , P({±1} n ), P h n,β ) and which is independent of the sequence (S n ) n∈N .
As we are not interested in the moderate deviations behavior of (S n − nm)/n α + W/n α−1/2 we need to find a way how to compensate for the convolution. The following transfer principle will tell us how to get a MDP for (S n − nm)/n α from a MDP for its Hubbard-Stratonovich transform: Lemma 5.2. Let m be a (local or global) minimum of G and let m be of type k and strength λ.
(i) Suppose that µ-a. s.
Then, µ-a. s.
(ii) Suppose that (3.1) holds, i. e.
Let c be the supremum of all x ∈ (0, (b − 2h/β)/2] such that m is the only minimum of G in [m − x, m + x] and fix 0 < a < c. Suppose that µ-a. s.
n∈N satisfies a moderate deviations principle with speed n 1−2k(1−α) and rate function J given by (5.2). Then, µ-a. s.
Proof. ad (i): Suppose that h is such that
satisfies a moderate deviations principle with speed n 1−2k(1−α) and rate function J. Let us first consider the case k = 1. Using Proposition A.1 from [8] we see that (P h n,β • ((S n − nm)/n α ) −1 ) n∈N satisfies a MDP with speed n 2α−1 and rate function given by
where σ 2 := λ −1 − β −1 . If k ≥ 2 we have 1 − 2k(1 − α) < 2α − 1 and the influence of the Gaussian random variable vanishes for n → ∞. Using Lemma 3.4 from [8] we see that (P h n,β • ((S n − nm)/n α ) −1 ) n∈N satisfies a MDP with speed n 1−2k(1−α) and rate function J(y) = I(y). ad (ii): Let X n :=(S n −nm)/n α , Y n := W/n α−1/2 and B n :=[−an 1−α , an 1−α ]. Choose h such that
satisfy LDPs with speed n and rate function I ν β resp. G(x) − inf w∈R G(w). This can be done with probability 1 due to Theorem 3.3 in [19] and its proof. Moreover, choose h such that
satisfies a moderate deviations principle with speed n 1−2k(1−α) and rate function J, which can be done with probability 1 by assumption. We start by showing that the same MDP holds for
In order to do this, we show that the two sequences are exponentially equivalent on the scale n 1−2k(1−α) , i. e. lim sup
where ρ n := sup
Note that for every B ∈ B(R)
and consequently ρ n is bounded by
.
Using Lemma 1.2.15 from [5] (5.
3) follows from proving that every of the three summands converges to −∞ on a logarithmic scale of order n 1−2k(1−α) . First, lim sup
follows immediately from the standard estimate
for a standard Gaussian Z, x > 0. Second, with δ = b − c it is
Using Lemma 1.2.15 in [5] we can again consider the two terms separately. We find
Consequently, lim sup 
and therefore (5.3) follows. Now that we know that
satisfies a moderate deviations principle with speed n 1−2k(1−α) and rate function J, we can easily deduce the assertion of (ii) by using slight generalizations of Proposition A.1 (k = 1) resp. Lemma 3.4 (k ≥ 2) in [8] .
Remark 5.1. As it is displayed in Lemma 5.2 (ii), the conditioned transfer principle in the setting of a global minimum m holds without any further conditions. Having said that, it seems at least surprising that a condition like (3.1) needs no be imposed to prove a conditioned transfer principle for local minima. However, a closer look reveals that such a condition is natural. As it is shown in the proof, conditioned on the same event {S n /n ∈ [m − a, m + a]} S n /n α + W/n α−1/2 and S n /n α are closely related since their difference is given by a centered Gaussian. Therefore, the transfer principle comes back to relating
} for large values of h. Indeed, for large values of h the LDP for S n /n yields that S n /n is concentrated around a global minimum of I ν β , which in turn is a global minimum of G. If S n /n + W/ √ n is now concentrated around a local minimum m of G, this implies that W/ √ n is of constant order. In conclusion, for large values of h the different conditioning events lead to different behaviors of W/n α−1/2 , which in turn lead to different behaviors of the random variables in (5.4) on moderate deviations scales. Even more, condition (3.1) seems to be optimal. Since W/ √ n ∼ N (0, (βn) −1 ) a use of the LDP for S n /n yields
where f (δ) = βδ 2 /2+I ν β (m−δ). The structure of f shows the competing influence of S n /n and W/ √ n. It is f (0) = I ν β (m) = G(m)−inf x∈R G(x) = h and f (±b) = βb 2 /2. Thus, if condition (3.1) is satisfied f is minimal around 0 and major contributions to the event {S n /n+W/ √ n ∈ [m−a, m+a]} stem from the event {W/ √ n ≈ 0}. On the other hand, if condition (3.1) is not satisfied f is minimal for ±b and consequently |W/ √ n| ≈ b.
By means of the last lemma the proof of a MDP for (S n − nm)/n α comes back to the proof of a MDP for (S n − nm)/n α + W/n α−1/2 . As we already know, the density of this random variable is proportional to exp(−nG h n (m + n α−1 s))ds. Therefore, we study (the asymptotic behavior of) G h n in the following two lemmas:
Lemma 5.3. Suppose that ν has a finite absolute first moment. Then, for µ-a. e. realization h the following holds:
as n → ∞, where the convergence is uniformly on compact sets of R.
(ii) Let m be a global minimum of G and let V be a closed (possibly unbounded) subset of R containing no global minimum of G. Then, there exists ε > 0 such that
Lemma 5.4. Let m be a (local or global) minimum of G and let m be of type k and strength λ. Suppose that ν has a finite second moment. Then, for µ-a. e. realization h and every 1 − 1/ 2(2k − 1) < α < 1 the following holds:
as n → ∞. What is more, this convergence holds uniformly on compact sets of R.
(ii) There exists δ > 0 such that for n sufficiently large
Proof. Let h be such that for all 1 ≤ i ≤ 2k and 1 − 1/ 2(2k − 1) < α < 1
as n → ∞. Since ν has a finite second moment and 1 − (2k − i)(1 − α) > 1/2, we can choose such a realization h with probability 1 due to the strong law of large numbers by Marcinkiewicz and Zygmund (see e. g. Theorem 2, p. 122, in [4] ). Moreover, let h be such that (5.5) is satisfied and fix 1 − 1/ 2(2k − 1) < α < 1. ad (i): A use of Taylor's theorem gives
8) where
converges uniformly on compact sets to G (2k+1) , which is a continuous function. Consequently, R n converges to 0 uniformly on compact sets. What is left to prove is that
uniformly on compact sets as n → ∞. Since m is a minimum of type k and strength λ of G, i. e.
and (5.10) follows. ad (ii): Using the Taylor expansion (5.8) we see
for n sufficiently large, where we have used (5.11) to derive the last line. Finally, we see that (5.9) yields for all
for n sufficiently large. Therefore, choosing δ less than λ max |x−m|≤1 |G (2k+1) (x)|/4∧ 1 we get the assertion by means of (5.12).
Proofs
This section is devoted to the proofs of our main results, Theorem 3.1 and Theorem 3.2. We will first prove Theorem 3.1. Using parts of this proof, the proof of Theorem 3.2 won't be difficult in the end.
Proof of Theorem 3.1. Let m be a (local or global) minimum of G and let m be of type k and strength λ. Moreover, let h be such that the assertions of Lemma 5.4 hold and take A to be the minimum of δ (cf. Lemma 5.4) and c (cf. Lemma 5.2 (ii)). Fix 1 − 1/ 2(2k − 1) < α < 1 and 0 < a < A. Note that by Lemma 5.4
for all |s| ≤ an 1−α and n sufficiently large. In order to prove Theorem 3.1, it suffices by means of Lemma 5.2 to prove that
Note that the densities of these measures are given in Lemma 5.1 and thus it suffices to prove that
for every B ∈ B(R). This obviously follows from proving
2) for every B ∈ B(R) as the choice B = R yields
Fix B ∈ B(R) and let B be non-empty as (6.2) is trivial otherwise. Since B is non-empty and lim |s|→∞ P 2k (s) = ∞ there exists a constant K > 0 such that
In particular, there exists a x 0 ∈ B such that |x 0 | ≤ K as otherwise
contradicting (6.3). Since we have lim inf where the last equality follows from the existence of x 0 and the monotonicity of J.
What is left to prove is (6.5). Since (6.1) holds for all |s| ≤ an 1−α we immediately get for n sufficiently large Finally, we can turn to the proof of Theorem 3.2. After proving Theorem 3.1 this is quite easy. for every B ∈ B(R). As we have seen in the previous proof (see (6. 2)) for fixed 0 < a < A = −∞, since α < 1.
