We report on experimental determinations of the temperature field in the interior (bulk) of turbulent Rayleigh-Bénard convection (RBC) for a cylindrical sample with an aspect ratio (diameter D over height L) equal to 0.50, both in the classical and in the ultimate state. The measurements are for the Ra range from 6 × 10 11 to 10 13 in the classical and for Ra = 7 × 10 14 to 1.1 × 10 15 (our maximum accessible Ra) in the ultimate state. The Prandtl number was close to 0.8. Although to lowest order the bulk is often presumed to be isothermal in the time average, we find a "logarithmic layer" (as already reported by Ahlers et al. (2012a) ) in which the reduced temperature Θ = [ T (z) − T m ]/∆T (with T m the mean temperature and ∆T the applied temperature difference) varies as
Introduction
Turbulent convection in a fluid contained between two parallel horizontal plates and heated form below (Rayleigh-Bénard convection or RBC) has ben studied intensely for many decades both theoretically and experimentally [for various reviews, see Kadanoff (2001) ; Ahlers (2009) ; Ahlers et al. (2009b) ; Lohse & Xia (2010) ; Chillà & Schumacher (2012) ]. For this system most of the vertical temperature change ∆T ≡ T b − T t between the bottom temperature T b and the top temperature T t occurs over two thin thermal boundary layers, one adjacent to each of the top and the bottom plate. For typical cases where the adiabatic gradient is negligible, the bulk of the sample was long considered to have a constant temperature T m ≡ (T b + T t )/2 in the time average, although the local temperature was understood to fluctuate vigorously. This model, which is due to Malkus (1954) and Priestley (1954 Priestley ( , 1959 [see also the review by Spiegel (1971) , Sec. 5], has served well for several decades to explain many features of this system at a semi-quantitative level.
More detailed measurements during the last two decades revealed that, while the temperature drop across the thermal boundary layers accounted for the major part of ∆T (Lui & Xia 1998) , there were significant measurable temperature variations in the bulk of the sample [see, for instance, Tilgner et al. (1993) ; Brown & Ahlers (2007) ]. In the absence of more detailed information, these temperature profiles often were assumed to correspond to a constant temperature gradient, with the total temperature drop across the bulk only a few percent of ∆T and dependent on the Rayleigh number, the Prandtl number, and the radial location within the sample. These bulk gradients usually were attributed to thermal dissipation due to plumes which emanate from the top and bottom boundary layers. The plumes are carried by, and due to their buoyancy in turn drive, a large-scale circulation (LSC) so that they rise or fall through the bulk; but we are not aware of a detailed theoretical explanation, based on plumes, of the bulk temperature field.
Recently it was discovered experimentally ) and confirmed by direct numerical simulation (DNS) [Stevens et al. (2011) , as reported by Ahlers et al. (2012a) ] that the bulk temperature profiles in a cylindrical sample of diameter D and aspect ratio Γ ≡ D/L = 0.5 are far richer than had been anticipated. It turns out that the time averaged bulk temperature Θ(z, r) ≡ [ T (z, r, t) − T m ]/∆T (1.1) (we denote the average over the time t by ... ) varies logarithmically with the distance z from the bottom or L − z from the top plate over a significant fraction of the sample height L, i.e. near the top plate (here z is the distance from the bottom plate and r is the radial distance from the vertical center line). It was found from DNS that the amplitudes A and A ′ decrease as the radial location is varied from near the side wall toward the sample interior. Although in the RBC system typical values of |Θ| are less that 0.05 because most of the temperature drop is, as mentioned, across thermal boundary layers, the very existence of logarithmic profiles provokes a comparison with the "Law of the Wall" for the time-averaged down-stream ("stream-wise") velocity in turbulent shear flows first enunciated by Prandtl (1925 Prandtl ( , 1932 ) and von Kármán (1930) and studied intensely ever since [for recent reviews, see for instance Pope (2000) ; Marusic et al. (2010) ; Smits et al. (2011)] .
Before discussing the results of the present work, we note that turbulent RBC can exist in two or more distinct states, as first discussed by Kraichnan (1962) and Spiegel (1971) and more recently by Grossmann & Lohse (2011) . For Ra values below a characteristic Ra * it was expected that the system has viscous boundary layers (BLs) adjacent to the top and bottom plates, as well as the side walls, established by the LSC or, in the absence of an LSC, by velocity fluctuations on length scales smaller than D. These viscous BLs then are believed to co-exist with the above-mentioned thermal BLs adjacent to the plates. We refer to this state as the "classical" state since it is the one that has been studied experimentally for many decades; it is the state envisioned by early workers such as Malkus (1954) and Priestley (1954 Priestley ( , 1959 . For larger Ra it was expected that the viscous BLs become turbulent due to the shear applied to them by the LSC or the fluctuations. This state is of particular interest because it is expected to be asymptotic in the sense that it will prevail up to arbitrarily large Ra; thus it is referred to as the "ultimate state" (Chavanne et al. 1997 ) and its properties, once studied above but near Ra * , can in principle be extrapolated to the very high Rayleigh numbers relevant to various astrophysical and geophysical phenomena that are not attainable in the laboratory.
Although Kraichnan (1962) had predicted the as yet unattainable values Ra * = O(10 21 ) or larger, a more realistic estimate (Grossmann & Lohse 2002 ) based on more recent bulk Reynolds-number measurements by Qiu & Tong (2001) and the RBC model of Grossmann & Lohse (2000) gave Ra * ≃ 10 14 for a Prandtl number near one. Experimentally it was found recently for a cylindrical sample with Γ = 0.50 that the transition to the ultimate state takes place gradually over a range of Ra, from Ra * 1 ≃ 10 13 to Ra * 2 ≃ 5 × 10 14 Ahlers et al. 2012b; He et al. 2012a) . Earlier heattransport measurements (Chavanne et al. 1997 (Chavanne et al. , 2001 Roche et al. 2010) had suggested that this transition takes place already near Ra ≃ 10 11 ; but in our view such a low value of Ra * would be inconsistent with the shear-induced boundary-layer transition to turbulence associated with the ultimate-state transition because the shear Reynolds number is too small. There is, however, at present no alternative explanation of the transition that is clearly evident in these early heat-transport measurements but absent in other similar measurements (Wu 1991; Niemela et al. 2000) [for a recent detailed re-examination of all of those data, see Ahlers et al. (2012b)] .
From the viewpoint of the present paper the ultimate state is of particular interest because Grossmann & Lohse (2011) predicted for the Boussinesq system that each of the two turbulent kinetic BLs extends all the way to the sample mid plane at z = L/2, thus essentially leaving no "bulk". In a subsequent paper they showed that these turbulent BLs produce logarithmic temperature profiles. This implies that, at least in the ideal system, there should be logarithmic temperature profiles extending away from both the top and the bottom plate, and that these profiles should meet at the horizontal mid plane of the sample. This interesting prediction was the original motivation for the present work. Thus, we were prepared to find the GrossmannLohse log profiles in the ultimate state for Ra > Ra * 2 . However, to our great surprise we found very similar profiles also in the classical state for Ra < Ra * 1 . We assume that the logarithmic temperature distributions in classical RBC have an origin not unlike the one responsible for the logarithmic profiles of the time-averaged downstream velocity in shear-flow systems such as plane Couette, Couette-Taylor, or pipe flow. However, in the RBC case the profile is not dependent upon the presence of shear along the walls or plates; rather it seems likely to us that it is associated with the presence and vertical distribution of thermal excitations which are usually referred to as plumes. This is demonstrated convincingly in a recent numerical study (van der Poel et al. 2013 ) of a two-dimensional RBC system of large aspect ratio and with periodic lateral boundary conditions where there is no sidewall shear. The authors found that there are several LSC cells, each roughly with a diameter equal to the height. While there were logarithmic vertical temperature profiles at all horizontal locations, the amplitude A had a pronounced maximum at the up-flow locations. It is also at these locations that the concentration of rising plumes emitted from the thermal BLs is largest, thus showing a correlation between plume density and log-profile amplitude. Thus it seems likely that the plumes in RBC play a role similar to that of the velocity excitations ("coherent eddies") in shear flows. However, to our knowledge a detailed theory for RBC leading from plumes to logarithmic temperature profiles is still missing.
In the present paper we present more extensive experimental results for the logarithmic profiles of the temperature in the interior of turbulent convection in a slightly modified version (HPCF-IIg) of the cylindrical sample of aspect ratio 0.50 used before (HPCF-IIf) . Both the axial and the radial dependences of the coefficients of Eqs. 1.2 and 1.3 were studied in the classical state over the Ra range from 6 × 10 11 to 10 13 and in the ultimate state from Ra = 7 × 10 14 to 1.1 × 10 15 (our maximum accessible Ra).
After defining the parameters relevant to this work in Sec. 2, we give a brief description of the apparatus in Sec. 3.1. A detailed discussion of the temperature probes (thermistors) used in this work is provided in Sec. 3.2. There the details of the locations of these sensors are given. The results for the classical state are presented in Sec. 4. At the end of that section, in subsection 4.3, we discuss the analogies, similarities, and differences between RBC and shear flows. In Sec. 5 we present results for the ultimate state. We conclude this paper with a brief summary in Sec. 6.
Relevant parameters
For a given sample geometry, the state of the system depends on two dimensionless variables. The first is the Rayleigh number Ra, a dimensionless form of the temperature difference ∆T = T b − T t between the bottom (T b ) and the top (T t ) plate. It is given by
Here, g, α, κ and ν denote the gravitational acceleration, the isobaric thermal expansion coefficient, the thermal diffusivity, and the kinematic viscosity respectively. The second is the Prandtl number
Unless stated otherwise, all fluid properties are evaluated at the mean temperature
The vertical heat transport from the bottom to the top plate is expressed in dimensionless form by the Nusselt number
where the effective conductivity
and where Q is the heat flux and A is the cross sectional area of the cell. parameter defining the geometry is needed and is the aspect ratio Γ ≡ D/L where D is the sample diameter.
In the axial direction we shall use z/L in the lower half and 1 − z/L in the upper half of the sample as the relevant dimensionless coordinate. For the radial position we shall use the parameter
where r is the radial distance from the center line in cm and R = 56.0 cm is the radius of the sample.
Apparatus and Procedures

Apparatus
The apparatus was described in detail elsewhere (Ahlers et al. 2009a . In the present work we used version HPCF-IIg, a slight modification of version HPCF-IIf listed in Table 1 of Ahlers et al. (2012b) . As will become evident below, the two versions differed only in the number of thermistors that had been installed to probe the temperature profiles in the sample interior. Here we describe only the main features of the overall facility, and then, in Sec. 3.2, give details about thermistors that were added for the present work. The sample cell (known as the High Pressure Convection Facility or HPCF) was located inside a pressure vessel known as the "Uboot of Göttingen" which could be pressurized with various gases. For the present work we used sulfur hexafluoride (SF 6 ) at an average temperature T m = 21.5℃ and at pressures that ranged from 2.0 to 17.7 bars, resulting in a Prandtl number that varied over the relatively narrow range from 0.78 to 0.86 over the Ra range from 10 11 to 10 15 as shown in Fig. 1 . The Uboot had a volume of about 25 m 3 , and about 2000 kg of SF 6 were required to fill it to the maximum pressure. The sample cell had copper plates at the top and bottom that were separated by a distance L = 224 cm. In the lateral direction it had a cylindrical side wall made of a Plexiglas tube of inner diameter D = 112 cm and wall thickness 0.95 cm, yielding an aspect ratio Γ = 0.500. The cell was completely sealed; it had a small-diameter tube entering it through the side wall at mid height to permit the fluid to enter from the Uboot. During measurements this tube was sealed by a remotely controlled valve. Various thermal shields outside the sample cell prevented parasitic heat losses or inputs.
During all measurements, the temperatures at the top and bottom plates were held constant by digital feedback loops. One such loop controlled the power going to the bottom-plate heater. The top-plate temperature was held constant by a temperature- controlled cooling-water circuit. For each set of conditions (pressure, T m , and ∆T ), measurements of all thermometers and heater currents were made at time intervals of about 12 sec, and over a period of typically one day. Typically the data taken during the first eight hours were discarded to avoid the influence of transients, and the remainder was analyzed.
3.2. Thermistors used in the sample interior 3.2.1. Thermistor locations We used the two types of thermistors illustrated in Fig. 2 . They were inserted to various depths into the sample interior. They differed in size and thus in thermal response time. While the time response is important for fluctuation measurements, for the present work of time-averaged temperature measurements both served equally well and the two types gave equivalent results.
The larger thermistors, to be referred to as T 1 , were Honeywell model 112-104KAJ-B01. They were glass encapsulated, and the glass capsule had an outside minor diameter of 1.1 mm and a length of about 1.8 mm. Their Platinum alloy leads had a diameter of 0.10 mm. They were strong enough to be passed directly through a hole in the plexiglas side wall of the convection cell, and to suspend the thermistor at a distance of either 0.1 or 1.0 cm from the inside of the side wall. The hole in the wall was then sealed with silicone glue.
The smaller thermistors were Honeywell model 111-104HAK-H01, to be called T 2 . They had diameters of 0.36 mm and also were glass encapsulated. Thermistors T 2 had Platinum-alloy leads of 0.02 mm diameter. The leads were passed, one each, through two 0.13 mm diameter holes parallel to the axis of 0.8 mm diameter ceramic rods (Omega ceramic thermocouple insulators type TRA-005132). The rods were placed in holes of 0.9 mm diameter in the plexiglas side wall of the convection chamber and sealed to the side wall with silicone glue.
For the present experiment we used the 54 thermistors listed in Table 1 . They were positioned in 8 columns at various radial and azimuthal locations within the sample. As can be seen, version HPCF-IIf [which was used by Ahlers et al. (2012a) ] contained only columns V 0 and V 1 , both using thermistors T 1 . In version HPCF-IIg (which was used for the present work) eight new columns, using thermistors T 2 , were added at several different radial locations. For each column the vertical positions at which a thermistor was present are shown in Table 2 . There one sees that all columns were located in the Ahlers et al. (2012a) and was tilted slightly, with its axis at an angle of 14 mrad relative to gravity. Version HPCF-IIg was used for the present work and was leveled relative to gravity to within 10 −4 rad. The table column labeled N th gives the number of thermistors in each thermistor column. Table 2 . The vertical locations of the thermistors in the 10 columns defined in Table 1 . The "X" for a given column indicates that that column contained a thermistor at that vertical position.
lower half of the samples, except for V ′ 0 and V ′ 1 which were positioned in the top half so that the expected symmetry about the horizontal mid plane could be investigated.
The experimental results for the logarithmic profiles reported previously by Ahlers et al. (2012a) were obtained with HPCF-IIf which contained only the two columns V 0 and V 1 , located in the lower half of the sample and each consisting of eight T 1 thermistors.
Thermistor calibration and method of use
All 52 thermistors in the sample interior were calibrated inside the apparatus against the top-and bottom-plate thermistors (Ahlers et al. 2009a ), which in turn had been calibrated separately against a platinum thermometer. This was done by establishing a steady state typically with an applied temperature difference of 0.8K and a mean tem- perature T m close to 21.50
• C. The small temperature difference was needed since the system would not reach a steady state in the absence of it, even in a time interval of a couple of days. Using parameters of the vertical logarithmic temperature profiles that were measured at various pressures and with large ∆T , a small correction to the calibrations which depended on the vertical and radial location of each of the 54 thermometers was made.
Since all temperatures to be measured were close to T m , we used the measured resistances Ω 0 (T m ) and a standard value of Ω −1 (dΩ/dT ) = 0.0456K −1 to calculate all temperatures. We chose Ra = 2 × 10 12 for a detailed examination of the data because this is the largest Ra at which comparison with DNS by Stevens et al. (2011) for Pr = 0.7 [see Ahlers et al. (2012a) for the results of an analysis of these data] is possible; but results at other Ra in the classical range 6 × 10 11 < ∼ Ra < ∼ 10 13 covered by our measurements are similar. Table 1 , these two column pairs are located at the same radial position but at azimuthal positions φ that differ by π. Over the measuring positions from z/L = 0.018 to 0.982, the vertical time-averaged temperature T (z/L) only changed by 13 percent of ∆T . This indicates that the measured temperature profile is well inside the bulk, outside the thermal boundary layers. There is a small systematic difference between the temperatures at the two azimuthal locations. At the horizontal mid plane, where we define φ ≡ Θ(z = L/2), this difference corresponds to φ 0 − φ 1 = −0.0025. With ∆T = 9.00K for this run, this indicates a temperature difference of -0.022K. We attribute this difference to a dependence on azimuthal position of the time averaged temperatures along vertical lines near the side wall due to the preferred orientation of a weak remnant of a large-scale circulation (LSC). For all subsequent analyses we shall use the average Θ ≡ (Θ 0 + Θ 1 )/2 of the two columns which is shown as solid circles (red online) as a function of z/L in Figs. 3 (a) and (b).
Results for the Classical State
Non-Bousinesq effects and parameter estimates
Before proceeding further we first show that non-Oberbeck-Boussinesq (non-OB) effects do not have an undue influence on the remainder of our analysis.
For the OB case we expect that φ = (φ 0 + φ 1 )/2 = 0. One sees that there is a slight offset of Θ at z/L = 0.5, corresponding to φ = −0.0046 or T c − T m = −0.041K (T c is the temperature in the horizontal mid plane of the sample which, as we shall see below, is nearly independent of the radial position r). We regard this as indicative of small deviations of the physical system from the OB approximation (Oberbeck 1879; Boussinesq 1903) , as discussed in a number of publications (see, for instance, Wu & Libchaber (1991) ; Zhang et al. (1997) ; Ahlers et al. (2006 Ahlers et al. ( , 2007 Ahlers et al. ( , 2008 ). The result for φ has the same sign as and a magnitude consistent with those for compressed ethane gas (not too close to the critical point) reported by Ahlers et al. (2007) . Although we are not aware of a rigorous way to correct for this shift of T c , we shall consider (when necessary) temperature profiles shifted by φ and believe that this correction is adequate in view of the small value of φ.
For the Boussinesq system we expect that the amplitudes A and A ′ (see Eq. 1.2 and 1.3) should have the same absolute values, i.e. −A = A ′ . For the case shown in Fig. 3(b) we have A = −0.0200±0.0005 and A ′ = 0.0209 (it is not possible to determine independently a reliable uncertainty for A ′ and B ′ because the fit is based on only three data points, but we expect these uncertainties to be about the same as those for A and B). One sees that, within expected uncertainties, A = −A ′ , consistent with the OB case. Below, in Sec. 4.2, we shall examine A/A ′ as a function of Ra and see that, averaged over all Ra of this study, A/A ′ = −0.989 ± 0.008 where the uncertainty is the 67% confidence limit. Thus we find no conclusive evidence for non-OB effects on A/A ′ . As one might have expected, this implies that the non-OB conditions lead to unequal temperature drops across the two thermal BLs adjacent to the top and bottom plate which in turn result in a shift of T c relative to T m ; however, aside from this temperature shift (which is uniform throughout the bulk) the reflection symmetry about the horizontal mid plane is maintained throughout the bulk of the sample.
In order to assess more generally the possible importance of non-OB effects, we consider the dimensionless parameter α∆T , which is frequently used as an empirical measure of the size of these effects. For our sample it had the value 0.033. In the work of Urban et al. (2012) for instance α∆T reached values as large as 0.38. We note also that our value of φ is an order of magnitude smaller than the largest encountered by Urban et al. (2012) ; thus, as discussed in more detail by He et al. (2013) , there is no need for concerns such as those expressed by Urban et al. (2012) about an excessive influence of non-OB effects on our results.
Comparison with direct numerical simulation
The DNS results of Stevens et al. (2011) [see Fig. 3 of Ahlers et al. (2012a) ] for Ra = 2 × 10 12 , Pr = 0.7, and ξ = 0.0180 are shown as a dashed line in Fig. 3(b) . These results are an azimuthal average of the computed temperature field for the OB system. For them φ = 0 and thus they are offset vertically relative to the experimental data. In order to allow a better comparison with the experiment, we shifted them by a constant increment of φ = −0.0046 as found from the experiment. This yielded the solid line in Fig. 3(b) , which over its range of reliability agrees superbly with the measurements. A fit of Eq. 1.2 to the DNS data over the range 0.018 ≤ z/L ≤ 0.072 used in the fit to the experimental data gave A = −0.0201, in quantitative agreement with the measurements.
Deviations from the logarithmic dependence
Here we consider the deviations of Θ(z/L) from the fits Θ f it of Eqs. 1.2 or 1.3 to the five data points with z/L < 0.08 or the three points with 1 − z/L < 0.08 when the distances from the plates become larger and approach the horizontal mid plane at z/L = 1 − z/L = 0.5.
From Fig. 3 and a close examination of the numerical data one sees that these extrapolations reach the mid-plane temperature φ at z/L = Z 0 = 0.36 and
The symmetry revealed by the finding that Z 0 = Z ′ 0 , combined with the symmetry −A = A ′ already noted in Sec. 4.1.2, shows that the non-OB effects of significant size are limited to the boundary layers (where they cause a uniform shift of the bulk temperature field) and do not have any other measurable influence on the bulk. Based on different measurements for a sample with Pr = 4.4 and 5.5 a similar conclusion was reached before (Brown & Ahlers 2007) . This is of course as expected, since temperature variations in the bulk are relatively small and thus fluid properties are nearly constant.
From Eqs. 1.2 and 1.3, and our assumption that non-OB effects can be adequately compensated by a shift of the temperatures Θ(z/L) by φ, one has the relations The parameters (B − φ)/A and (B ′ − φ)/A ′ are convenient indicators (but not a direct measure) of the widths of the logarithmic and the outer layers which can be derived directly from the parameters of the logarithmic fits to the data. Thus, below in Fig. 8(a) , we show results for them as a function of Ra. The data indicate that these widths are independent of Ra within the resolution of the measurements. are less than about 5 × 10 −4 , i.e. 0.05% of ∆T ≃ 9K or about 4 mK. For larger z/L they increase, reaching values near 0.006 (or 0.6% of ∆T or 54 mK) at the sample mid plane. The existence of a log layer and an outer layer now can be seen clearly. This is analogous to results for various shear flows [see e.g. Pope (2000) ]; this analogy will be discussed in detail in Sec. 4.3. 4.1.5. Radial dependence of Θ An important aspect of RBC is the existence of an additional coordinate that does not exist in shear flow. In RBC the parameters of the log profiles can, and indeed do, vary in the radial direction. This was observed first in DNS [Stevens et al. (2011) ; see Ahlers et al. (2012a) ], and is illustrated in Fig. 5 which shows experimental data for Θ as a function of z/L for four radial positions and Ra = 1.99 × 10 12 . One sees that the slopes of the lines fitted to the points (on a semi-log scale) decrease as the sample centerline [ξ = (R − r)/R = 1] is approached. At the horizontal mid plane of the sample (z/L = 0.5) the data at all radial positions ξ nearly coincide, showing that there is very little variation of the temperature in that plane. r)/R the agreement with the data is excellent; it deteriorates slightly as the sample center-line at r = 0 is approached, probably because the accuracy of the DNS decreases because the azimuthal averaging includes fewer grid points at the smaller radii.
Recently examined the logarithmic profiles in the ultimate state and for that case proposed that the amplitude should vary as
Near the side wall (but inside the boundary layers) one then has |A(ξ)| ∼ (A 1 / √ 2)ξ −1/2 , and at the vertical center line |A(ξ = 1)| = A 1 . Although the prediction was not for the classical state illustrated by Fig. 6 , it may be relevant regardless of the mechanism involved in the generation of the logarithmic profiles because it is based on geometric arguments that assume a circular path of the large-scale circulation. Thus we compare it with the data by showing it as the solid line (red online) in the figure. Here the coefficient A 1 was adjusted to match the points at small ξ which yielded A 1 = 0.0035. The data fall more rapidly with increasing ξ and the A 1 estimate must be high. An alternative representation of the data is provided by the dot-dashed line (blue online) which is the power law |A| = A 0 * ξ (for the ultimate state) that for samples like ours with an aspect ratio less than one an exponent more negative than the value -1/2 indicated by Eq. 4.3 may be appropriate because the streamlines of the large-scale circulation will deviate more from a circle. The power law extrapolates to A 0 = 0.0016 at ξ = 1, but this extrapolation can not be valid either and must yield a low value because it leads to a singularity in A(r) at ξ = 1. An extrapolation that is rounded and has zero slope at the vertical center line would yield a larger value, somewhere between 0.002 and 0.003.
Dependence of the parameters of the logarithmic term on Ra
In Fig. 7 we show the amplitude A as a function of Ra on double logarithmic scales for the four values of ξ. One sees that A(ξ, Ra) depends on Ra at all radial positions, and fits of the power law
to the data for z/L < 0.08 or
to the data for 1 − z/L < 0.08 (the lines in the figure) give similar exponent values. The dependences of A and A ′ on Ra are not very strong, and thus accurate data are needed to determine η and η ′ with meaningful accuracy. As can be seen from Fig. 5 , only the data for ξ = 0.018 are based on fits to five temperatures for z/L < 0.08; for all other ξ there were only two or three measurements and thus systematic errors arising from errors in the thermometer locations and calibrations are expected to be larger. In addition, we expect errors of the thermometer locations to increase as ξ increases because the thermistors are suspended on ever increasing lengths of ceramic rods (see Sec. 3.2.1) and thus more difficult to position with high accuracy. Further, the size of the logarithmic amplitudes decreases strongly with increasing ξ, and thus the random errors of the measurements become more important. For these reasons we believe that only the measurements for ξ = 0.018 (open and solid circles in These results are consistent with η = η ′ = 0.123 with an uncertainty of 0.01 or smaller. A fit to the data with η and η ′ fixed at 0.123 gave A = −0.651±0.001 and A ′ = 0.659±0.002, corresponding to the ratio A/A ′ = −0.988 ± 0.005. This result is consistent with the value A/A ′ = −0.989 ± 0.008 given in Sec. 4.1.2 and based on an analysis of the data at a single value of Ra. It suggests a value slightly less than one for −A/A ′ ; but since all error estimates are 67% confidence limits we can not really assert that the ratio differs significantly from unity.
The dependence of A on Ra differs from shear flow, where the logarithmic profile of the time averaged stream wise velocity (when scaled appropriately by the friction velocity) has an amplitude 1/κ where κ is the von Kármán constant and independent of the Reynolds number. As discussed below in Sec. 4.3, the radial dependence of A does not have an analog in the shear flow case as the radial dimension is unique to RBC.
We note that, for the ultimate state, had predicted that A should follow a power law as Ra is varied with an effective exponent η GL ≃ 0.043, but to our knowledge there is no reason for this result to be relevant to the classical state. In any case, it differs from the experimental value. A recent analysis based on a multi-layer model (She et al. 2014) arrived at a log layer with an amplitude of the logarithm varying with Ra as Ra −0.162 (this model does to seem to distinguish between the classical and the ultimate state) which is slightly higher than the experimental value. 
Comparison with the "Law of the wall" for shear flows
Using Fig. 9 , we call attention to the close similarities and interesting differences between the time-averaged temperature-profiles in RBC and the time-averaged velocity-profiles in high-Reynolds-number shear flows. To this end the scale of Θ is increasing in the downward direction, thus emphasizing the similarity to the shape of the down-stream shear-flow velocity as a function of distance from the wall [see e.g. Pope (2000) ]. The solid line in the figure is the result of DNS for Ra = 2 × 10 12 and Pr = 0.7 [Stevens et al. (2011) as reported by Ahlers et al. (2012a) ]. The solid circles are results of the present work.
We show Θ vs. z/L (bottom scale) and z + ≡ z/λ th (top scale). Here λ th is taken to be the thermal boundary-layer thickness λ th ≡ L/(2Nu), which corresponds to the vertical position of the extrapolation of the conduction profile near the plate to the 1,2,5 , Eberhard Bodenschatz 2,3,4,5 , and Xiaozhou He horizontal mid plane of the sample. With Nu = 716 from the present experiment, we find λ th /L ≃ 7.0 × 10 −4 or λ th = 1.56 mm for the particular case shown here. We suggest that it is reasonable that λ th should be the appropriate inner scale for calculating the distance from the plate in "wall units" because the excitations in RBC presumably are plumes emanating from the thermal boundary layers. Plumes, when they first form, are believed to be one-dimensional excitations (horizontal lines), not unlike isolated convection rolls, that form in the marginally stable laminar (albeit time dependent) thermal boundary layer (see Sec. 3.2.1 of Funfschilling et al. (2008) , Bosbach et al. (2012) , and references therein). Thus the characteristic width of the plumes is expected to be of the order of λ th . Assuming that the plumes play a role analogous to the velocity excitations, or "coherent eddies" [see, e.g. Townsend (1976) ; Perry & Chong (1982) ; Perry et al. (1986) ], in shear flow, the use of λ th would be analogous to using the thickness of the viscous sublayer δ ν in shear flows (which determines the "size" of the coherent eddies when they are first formed) to obtain the distance y + ≡ y/δ ν from the wall in "wall units" [see. e.g. Pope (2000) ].
Looking at Fig. 9 , one sees that there is a thermal boundary layer for z + < ∼ 0.4 where the temperature profile is well approximated by a linear function Θ ∝ z + (the short dashed line). We take it to play a role analogous to that of the "viscous sublayer" in shear flow where the velocity varies linearly with y + ; but this sublayer is thicker, extending to y + ≃ 3 or 4. This difference, we assume, is due to the fact that the viscous sublayer is turbulent, while the thermal boundary layer in the classical state of RBC, although time dependent, has a profile close to the Prandtl-Blasius laminar profile when the time dependence is properly taken into account (Zhou & Xia 2010; Stevens et al. 2012) . Thus, in view of the definition of λ th , the thermal boundary layer has a thickness less than one.
Beyond the thermal BL there is a "buffer layer" which provides the crossover from the linear dependence of Θ on z + to the logarithmic dependence. The buffer layer extends to z + ≃ 10, which is only somewhat smaller than the value of y + ≃ 25 or so at the upper limit of the shear-flow buffer layer.
Over the range 10 < ∼ z + < ∼ 150 the log layer is found in the RBC system. It is difficult to say precisely where the log layer ends in RBC because the deviations from it are very small all the way up to the sample center (see Sec. 4.1.4 and Fig. 4) . Thus, we can only say that the log-layer range also corresponds approximately to the range of y + over which the log layer occurs in shear flows [see, e.g. Wei & Wilmarth (1989) ; Pope (2000) ].
In the above picture, although there are similarities between RBC and shear flow, there is a significant difference. In the classical state of RBC the excitations form in a laminar (although time dependent) layer; in shear flows at large Reynolds numbers there is no laminar viscous boundary layer and instead the eddies form in a turbulent viscous sublayer which exists only because of the boundary condition of vanishing velocity at a rigid wall. Regardless of this difference, a picture evolves in which the consequences are analogous: The excitations (eddies or plumes) become ejected through a buffer layer and become responsible for the formation of a log layer.
For z + > ∼ 150 there is an "outer layer" where there are small deviations from the log profile which are barely noticeable in Fig. 9 but clearly see in Fig. 4 , analogous to the outer layer in shear flow. It is interesting to note that recent measurements of the spectra of fluctuations in this system (He et al. 2014) showed that the same analogy extends also to the dynamics. The data revealed that the fluctuation power varies with the frequency f as f −1 over about one decade of f when z is in the log-layer range of the variance of the fluctuating temperature. In contrast, an f -dependence with a more negative exponent, closer to f −1.5 , was found in an outer layer; this is not unlike the Kolmogorov scaling f −1.7 found for frequency spectra in an outer layer near the center of pipe flow (Rosenberg et al. 2013) . Thus, we expect that the range z + > ∼ 150 does indeed correspond to an outer layer similar to that found in shear flows.
Finally we note an important difference between shear flows and RBC. In fully developed turbulent shear flows the system is homogeneous in the downstream ("stream wise") direction, with significant variations of the turbulent flow properties only in the transverse (y, "spanwise") direction. RBC is more complex because its properties vary in two dimensions, namely in the vertical (z) direction (corresponding to the transverse shear-flow direction) and in the horizontal (r) direction which has no analog in shear flow. Thus, as we saw in Sec. 4.1.5, the parameters A(r) and B(r) of the logarithmic profiles are not constant in the horizontal plane but rather (in our cylindrical geometry) depend on the radial position. This is consistent with the experimental observation, as well as with findings from DNS, that plumes tend to rise (fall) mostly in upflow (downflow) regions of the large-scale circulation, with an associated plume density that is dependent on the radial position within the sample.
Another important difference between RBC and shear flow is that the amplitude A of the logarithmic profile (even at a fixed radial position) is found to be dependent on the Rayleigh number (see Fig. 7 above) , while the corresponding amplitude in shear flow is independent of the Reynolds number and, when the velocity is scaled appropriately, is equal to the inverse of the universal von Kármán constant κ. However, recent as yet unpublished measurements by P. Wei and G. Ahlers of the logarithmic temperature profile in a fluid with Pr = 12.3 revealed a Ra independent A, suggesting that the Ra dependence of A is characteristic only of small Pr. Clearly, regarding the Ra and Pr dependences of the parameters there is much left to be understood. Fig. 11 as stars and as plusses). Thus, in the ultimate state we find no real evidence for an outer layer, and the log layers seems to extend nearly to the sample center. Consistent with this, the extrapolations of the two log profiles cross the horizontal line Θ = φ when Z 0 = 0.46 and Z ′ 0 = 0.39, much closer to the sample center at z/L = 0.50 than was the case for the classical state.
Results for the Ultimate State
The near-absence of an "outer layer", at least for z/L < 0.5, is consistent with the arguments by Grossmann & Lohse (2011) for the ultimate state which predict logarithmic profiles extending throughout the sample from two very thin thermal sublayers, one each near the sample top and bottom. In the OB case the log profiles are expected to meet in the sample center without any outer layer at z/L = 0.5. It was suggested by S. Grossmann (private communication) that the small deviation from the log profile, primarily for z/L > 0.5, may be associated with non-OB effects (which caused a deviation of the amplitude ratio A/A ′ from unity) and the requirement that the temperature be an analytic function of z/L throughout the sample. A from fits to data with z/L < 0.08. Open circles: −A ′ from fits to data with 1 − z/L < 0.08. The black star corresponds to the data in Fig. 10. classical state, the measurements reveal no measurable deviation from a constant for the temperature in the horizontal mid-plane of the sample. Figure 13 shows the absolute value |A| of the amplitude of the logarithmic term (solid circles) as a function of ξ on double logarithmic scales. Also shown for comparison are the results for the classical state at Ra = 2.0 × 10 12 from Fig. 6 (open circles). One sees that both data sets are described quite well by power laws, with very similar exponents. We also show the prediction Eq. 4.3 for aspect ratio Γ = 1, with A 1 = 0.0035 (dash-dotted line, red online) as shown already in Fig. 6 , and with A 1 = 0.0012 (dashed line, blue online) which passes through the ultimate state data. One sees that in both cases the fit is not very good; but as pointed out by , in their model the more nearly elliptic path of any large-scale circulation in a sample with Γ = 0.5 would tend to produce a more rapid radial variation of |A|.
Dependence of the parameters on Ra
In the ultimate state it is difficult to establish the Ra-dependence of any parameter with meaningful accuracy because the amplitudes of the logarithmic term are smaller than in the classical state, and because the data cover at best a factor of two in Ra. Nonetheless the results for the amplitude A of the logarithmic term given in Fig. 14 indicate that the magnitude of A decreases as Ra increases at all three radial positions shown. This is similar to the Ra dependence found for the classical state.
For the radial position ξ = 0.0180 an extra effort was made to obtain the best possible statistics by completing two measurements sequences, one starting with run 1207231 (circles) and the other with run 1209171 (triangles). There is no significant difference At the other radial positions the scatter is large and it is not possible to determine η with good accuracy. The power-law fits yield η = 0.18 ± 0.05 for ξ = 0.0356 (squares) and η = 0.14 ± 0.13 for ξ = 0.0716 (diamonds). We conclude that the above analysis does not reveal any radial dependence of η, and for ξ = 0.0180 (where the accuracy is best) all the data are described well by η = η ′ = 0.18±0.02. This exponent value differs by nearly three standard deviations from the result Eqs. 4.6 and 4.7 for the classical sate; thus we regard it as likely that the exponents of the power-law representations of A(Ra) differ in the two states. When η = η ′ is fixed at 0.18, we find A 0 = −4.08 ± 0.01 and A ′ 0 = 4.27 ± 0.02, giving A 0 /A ′ 0 = −0.955 ± 0.006. Thus the difference between the amplitudes A and A ′ is significant. This differs from the result A/A ′ = −0.988 ± 0.005 for the classical state (see sec. 4.2), which did not rigorously rule out the symmetric case A = −A ′ . One can also examine the amplitude ratio for individual Ra values. This is done in Fig. 15(a) . The data reveal no Ra dependence for −A/A ′ . The average of the data in the figure is 0.952 with a standard deviation of 0.012. This result is consistent with the one cited in the previous paragraph, and both analyses indicates that the OB reflection symmetry about the horizontal mid plane is broken.
In Fig. 15 
Summary
In this paper we presented detailed measurements of the logarithmic temperature profiles for both the classical and the ultimate state of turbulent RBC over the ranges 6 × 10 11 < ∼ Ra < ∼ 5 × 10 12 and 7 × 10 14 < ∼ Ra < ∼ 1.1 × 10 15 respectively. Even though non-OB effects shifted the center temperature slightly away from the mean temperature, we found for the classical state that the amplitudes A and A ′ are equal within our resolution. We show that deviations from the logarithmic profile occur for z/L > ∼ 0.1 and 1 − z/L > ∼ 0.1, indicating the existence of an outer layer beyond the log layer. The widths of the log and the outer layer are (within our resolution) independent of Ra and symmetric about the horizontal mid plane. We discuss the radial dependence of A and A ′ in terms of a power-law dependence which leads to an effective exponent of about 0.65, and in terms of a functional form proposed by for the ultimate state.
For Ra = 2 × 10 12 the agreement of DNS with the measurements at the same Ra is remarkably good at radial positions not too near the centerline.
In Sec. 4.2 we presented the dependence of A on Ra. There we found that A(Ra, ξ = 0.018) = A 0 Ra −η with η ≃ 0.12 (at other ξ the data were not sufficiently reliable to determine η with meaningful accuracy). This result differs from the analogous universal inverse von Kármán constant of shear flow which is independent of the Reynolds number. Although it agrees quite well with a recent prediction by She et al. (2014) , we note that very recent as yet unpublished measurements for a much larger Pr = 12.3 by P. Wei and G. Ahlers yielded a Ra-independent A and A ′ . Thus, it seems that the analogy to a universal shear-flow von Kármán constant is perhaps recovered in the large-Pr limit.
In Sec. 4.3 we concluded the discussion of the classical state with an outline of the analogies, similarities, and differences between RBC and shear flows. There we show that the domain diagram for RBC, with a thermal boundary layer, a buffer layer, a log (inner) layer, and an outer layer, is very similar to the equivalent diagram for shear flows when, in the RBC case, length is scaled by the thermal BL thickness λ th . We argue that λ th is the natural inner length scale for near-wall phenomena in RBC because it is presumed to determine the width of the thermal excitations, i.e. of the plumes which in RBC, we believe, play a role similar to the coherent eddies in shear flow.
In Sec. 5 we presented results for the ultimate state in the same sequence as had been done in Sec. 4 for the classical state. We shall not describe them in detail here because quiet remarkably, at a qualitative level, the observed phenomena are very similar to those found below Ra * , and even quantitatively there are few distinctions. However, some important differences do become apparent. Thus, within our resolution, the dependence of A on Ra yields a slightly larger exponent η ≃ 0.18. This value is significantly larger than the effective-exponent prediction η GL ≃ 0.043 of for the ultimate state but close to the value 0.162 predicted by She et al. (2014) which, they argue, should apply both in the ultimate and the classical state. We find that the log
