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Abstract
We find a non-trivial representation of the symmetric group Sn on the n-fold Deligne
product C⊠n of a modular tensor category C for any n ≥ 2. This is accomplished by checking
that a particular family of C⊠n-bimodule categories representing adjacent transpositions
satisfies the symmetric group relations with respect to the relative Deligne product. The
bimodule categories are based on a permutation action of S2 on C ⊠ C discussed by Fuchs
and Schweigert in [FS14], for which we show that it is, in a certain sense, unique. In the
context of condensed matter physics, the Sn-representation corresponds to the specification
of permutation twist surface defects in a (2+1)-dimensional topological multilayer phase,
which are relevant to topological quantum computation and could promote the explicit
construction of the data of an Sn-gauged phase.
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1. Introduction
Bimodule categories over braided monoidal categories are the proper categorified analogs of
bimodules over commutative rings. In a braided monoidal category objects can be multiplied
using a “tensor product”, and two objects in a tensor product can be exchanged using a natural
isomorphism called “braiding”, which makes the tensor product commutative up to isomor-
phism. For many applications, especially in mathematical physics, one considers modular tensor
categories [EGNO15, Kas95, Mue13, Tur94], which are braided monoidal categories with addi-
tional structure, where the braiding satisfies a non-degeneracy condition. Bimodule categories
over modular tensor categories encode the necessary data to describe boundary conditions and
domain walls in topological and rational conformal field theory [FRS06, FS15, KK12]. An in-
teresting class of bimodule categories in this context can be obtained from group actions, which
are interpreted as symmetries in the field theory setting [BBCW14, FFRS09].
If one considers the Deligne product [Del90] of multiple copies of a modular tensor category,
there is a special type of group action given by permutation. For any modular tensor category
C and n ∈ N, n ≥ 2, there is an action of the symmetric group Sn on the n-fold Deligne
product C⊠n (with the same modular tensor category structure on each copy of C) obtained by
permuting the factors. This defines a representation of Sn as braided automorphisms of C
⊠n.
In general, braided automorphisms are in bijection with invertible C⊠n-bimodule categories
[ENO10, Theorem 5.2]. It remains to describe them explicitly.
The case n = 2 was elaborated by Fuchs and Schweigert [FS14]. For each element of the
symmetric group S2 there is a corresponding C ⊠ C-bimodule category: C ⊠ C as trivial C ⊠ C-
bimodule category, and a C ⊠ C-bimodule category P, corresponding to the single non-trivial
cycle in S2, with underlying category C.
Our main theorem (Theorem 4.2) extends this result. For every n ∈ N, n ≥ 2, we construct a
non-trivial representation of Sn on C
⊠n in the sense of Definition 2.1 below. We find an invert-
ible C⊠n-bimodule category with underlying category C⊠(n−1) for every adjacent transposition
of the symmetric group Sn. Since Sn is generated by the set of adjacent transpositions satis-
fying certain relations (the Coxeter presentation of the symmetric group), the specification of
bimodule categories representing the adjacent transpositions is sufficient for the definition of an
Sn-representation. Starting from the two-dimensional case of [FS14] there is an evident choice
for this family of bimodule categories, for which we check that the symmetric group relations
with respect to the relative Deligne product over C⊠n (cf. Subsection B.3) are satisfied. For
n = 2 we recover the representation of [FS14].
The mathematical analysis of such permutation actions is motivated by the theory of topo-
logical phases of matter [LW05, NSS+08, PP11]. A system of many particles confined to a
two-dimensional plane can have local point-like excitations of its ground state, called “quasi-
particles”. If there is an energy gap between the ground state and excited states (so long-range
interactions between the particles are prevented), then these quasiparticles can have “anyonic”
statistics [LM77, Wil82]: their state acquires an arbitrary phase factor or even a non-trivial
unitary transformation under the interchange of two quasiparticles. Particles showing this sym-
metry behavior are called abelian or non-abelian “anyons”, respectively. They have the property
that the transformation of the state only depends on the topology of the path along which anyons
are interchanged, i.e. paths which can be deformed continuously into each other lead to the
same transformation. Consequently, the low-energy long-distance effective field theory of the
system can be described by a topological quantum field theory. Interacting many-body systems
with such characteristics are called “topological phases.”
In a topological phase which supports non-abelian anyons, there is a finite number of lowest
energy states. The degeneracy between the different ground states is topologically protected;
only adiabatic motions of the quasiparticles (which amounts to the braiding of worldlines if
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the exchange process is pictured in (2+1)-dimensional spacetime with time direction drawn
vertically) lead to non-trivial unitary operations on the degenerate Hilbert space of states (which
amounts to acting with operators from a representation of the braid group [Art25]).
The statistical properties of topological phases with anyons can be extended by adding “twist
defects” [BJQ13a, Teo16]. These are extrinsic point-like objects, which may be created and
controlled by external fields and have long-ranged confining interactions. The state of an anyon
can be transformed when the anyon encircles such a twist defect. A more general class of
defects is given by “surface defects”, which are domain walls between different topological
phases [BJQ13b].
Tensor category theory is the natural language to describe such systems mathematically
[LW05, PP11]. The kinematic aspects of a (2+1)-dimensional topological phase of anyons can be
expressed in terms of algebraic rules describing trajectories, worldline braiding and fusion rules
of anyons, which are encoded in the mathematical data of a modular tensor category. The three-
dimensional topological quantum field theory describing the topological phase is then obtained
from the modular tensor category by the Reshetikhin-Turaev construction [BK01, RT91, Tur94].
Furthermore, twist defects are represented by bimodule categories. Let C be a modular tensor
category.
• A C-C-bimodule category (called a C-bimodule category for short) represents a surface
defect in the topological phase C, i.e. a domain wall separating the phase C from itself
[FSV13, KK12].
• The “fusion product” of surface defects is given by the relative Deligne product ⊠C . IfM1
and M2 are C-bimodule categories, then also M1 ⊠C M2 is a C-bimodule category. This
is interpreted as the fusion of the two surface defects into a new surface defect labeled by
M1 ⊠C M2.
• As a C-bimodule category, the category FunC(M1,M2) of C-bimodule functors from M1
to M2 is interpreted as the category of line defects in the plane (“surface Wilson lines”)
separating a surface defect with label M1 from a surface defect with label M2 [FS14,
FSV13].
• C⊠n corresponds to an n-layer system, i.e. n copies of the topological phase C stacked on
top of each other [BJQ13a] (see also [BQ12, BW11]).
• The topological phase C⊠n has an internal symmetry by permuting the n layers. “Permu-
tation twist surface defects” are C⊠n-bimodule categories representing such permutations.
In particular, there is the transparent surface defect C⊠n, as trivial C⊠n-bimodule category,
representing the identity permutation.
Therefore, finding a representation of Sn on C
⊠n in the sense of Definition 2.1 is related to
identifying surface defects which describe permutations of layers in the topological n-layer phase
C⊠n.
The study of permutation twist defects is important for topological quantum computation,
an approach to quantum computation which is based on anyonic statistics [Kit03, NSS+08,
Pac12, Row16]. The properties of a system of anyons are robust under local perturbations like,
for example, interactions with the surrounding, and thus the system is protected from deco-
herence and error. This topological fault-tolerance is a key property of topological quantum
computation, where quantum information is stored in the anyon state spaces employing the
ground state degeneracy, and adiabatic motions of anyons play the role of logical gates. Adding
twist defects allows to enrich the set of logical gates. Similar to anyons, twist defects can also
be exchanged, and they can be thought to be labeled by a symmetry, which acts on the state
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of an anyon when the anyon is braided around the defect [BJQ13a]. For a practical quantum
computer one requires to have a “universal” set of gates to which any unitary transformation on
the state space (which are the operations on the quantum computer) can be reduced. Remark-
ably, introducing twist defects to a topological phase can enable universal topological quantum
computation, even when the non-abelian state of the topological phase itself is non-universal,
as is shown to be the case for a bilayer Ising system in [BJQ13a, Section V.]. The results of
this paper might allow a better mathematical understanding of topological multilayer phases
with permutation twist surface defects as systems for quantum computers which are potentially
universal.
We mention that the physical interpretation suggests to view all bimodule categories as
1-morphisms in the tricategory Bimod, which has fusion categories as objects and bimodule
categories, bimodule functors and bimodule natural transformations as 1-, 2- and 3-morphisms,
respectively [Sch13] (see Theorem B.25 for a summary). In particular, this viewpoint is related
to the problem of “gauging” the Sn-symmetry of the topological phase C
⊠n. We will comment
on this issue in the final Section 5.
The outline of the paper is as follows. In Section 2 some important notions, conventions and
results are collected, and the formalism of graphical calculus is briefly introduced. We then
verify in Section 3 that the C ⊠ C-bimodule category P considered in [BFRS10, FS14] is, up to
equivalence, the unique one among all C⊠C-bimodule structures on C whose actions just arrange
three objects under the tensor product of C and whose module associativity isomorphisms
contain a minimal number of braidings. Then the problem of constructing a representation of
Sn on C
⊠n is formulated in Section 4, and we state the main theorem in Theorem 4.2. The
proof is elaborated in detail, with some background on dual bases of Hom spaces presented in
Appendix A. A few fundamental definitions and results from the theory of module categories
are summarized in Appendix B.
2. Preliminaries
To fix conventions we recall some notions from tensor category theory. Basic knowledge of
ordinary category theory [Mac98] is assumed.
Let k be an algebraically closed field of zero characteristic. A category is called k-linear if
all morphism spaces are k-vector spaces and the composition is k-linear. A k-linear category
is called finitely semisimple if there are finitely many isomorphism classes of simple objects, i.e.
objects X such that End(X) ∼= k, and every object can be written as a direct sum of finitely
many simple objects.
For two (locally finite and abelian, cf. [EGNO15, Chapter 1]) k-linear categories C and D, the
Deligne product C⊠D is the k-linear category defined by a universal property for bifunctors from
C × D, that are k-linear and right exact in both variables (see [Del90] and [EGNO15, Section
1.11] for details). One writes X⊠Y for the objects of C⊠D. If C and D are finitely semisimple,
then also C ⊠D is finitely semisimple, and if {Xi}i and {Yj}j are sets of representatives of the
isomorphism classes of simple objects in C and D, respectively, then {Xi ⊠ Yj}i,j is a set of
representatives of the isomorphism classes of simple objects in C ⊠ D [EGNO15, Proposition
1.11.2].
A monoidal category is a tuple consisting of a category C, a bifunctor ⊗ : C × C → C, called
the tensor product, a unit object 1C ∈ C, and natural isomorphisms, which describe the weak
associativity and weak unitality of the tensor product and satisfy certain coherence axioms
[EGNO15, Definition 2.2.8]. By Mac Lane’s strictness theorem [Mac98], every monoidal cat-
egory is monoidally equivalent to a so-called “strict” monoidal category, for which the tensor
product is strictly associative and strictly unital with respect to 1C . As long as there is no
danger of confusion we will write 1 instead of 1C from now on.
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A fusion category [EGNO15, Chapter 4] is a k-linear, finitely semisimple and rigid monoidal
category with simple monoidal unit. “Rigid” means that right and left duals exist: the right
dual X∗ of an object X is an object together with evaluation and coevaluation morphisms
evX : X ⊗ X
∗ → 1 and coevX : 1 → X
∗ ⊗ X satisfying the “snake identites”(a term which
becomes clear when they translated into string diagrams as introduced below):
(evX ⊗ idX) ◦ (idX ⊗ coevX) = idX (2.1)
(idX∗ ⊗ evX) ◦ (coevX ⊗ idX∗) = idX∗
Similarly, the left dual of X is an object X∗ together with morphisms e˜vX : X
∗ ⊗X → 1 and
c˜oevX : 1→ X ⊗ X
∗ , such that the corresponding snake identites hold:
(idX ⊗e˜vX) ◦ (c˜oevX ⊗ idX) = idX (2.2)
(e˜vX ⊗ id X∗ ) ◦ (id X∗ ⊗c˜oevX) = id X∗
To a morphism f ∈ Hom(X,Y ) one defines the right dual morphism f∗ ∈ Hom(Y ∗,X∗) by
f∗ = (idX∗ ⊗ evY ) ◦ (idX∗ ⊗f ⊗ idY ∗) ◦ (coevX ⊗ idY ∗) , (2.3)
and analogously the left dual f∗ ∈ Hom( Y∗ , X∗ ) by
f∗ = (e˜vY ⊗ id X∗ ) ◦ (id Y∗ ⊗f ⊗ id X∗ ) ◦ (id Y∗ ⊗c˜oevX) . (2.4)
For better distinction from other duality concepts considered in this paper, dual morphisms will
be called “categorical duals”.
A braiding on a monoidal category C is a natural isomorphism with components cX,Y :
X ⊗ Y → Y ⊗ X for objects X,Y such that a pair of hexagon diagrams, which express com-
patibility with the tensor product, commutes [Kas95, XIII.1.1]. A braided monoidal category
is a monoidal category together with a braiding. A twist on a braided monoidal category is a
natural isomorphism with components θX : X → X such that θX⊗Y = cY,X ◦ cX,Y ◦ (θX ⊗ θY ).
A ribbon category is a braided rigid monoidal category with selfdual twists, i.e. (θX)
∗ = θX∗
for all objects X. It suffices to assume e.g. right duality, because the left duality can be
constructed from right duality, braiding and twist, in a way that left and right duals are equal for
objects and morphisms [Kas95, Proposition XIV.3.5]. This implies that every ribbon category
is pivotal: there is a monoidal natural isomorphism (the “pivotal structure”) with components
X → (X∗)∗ [EGNO15, Definition 4.7.7]. As left and right duals are identified, we choose to
denote them as right duals.
Finally, a modular tensor category is a ribbon fusion category with invertible “S-matrix”
[BK01, Chapter 3] (see also [Mue13] for a general overview). The latter is a non-degeneracy
condition for the braiding, which can equivalently be described by the property that every
simple object U , for which cX,U ◦ cU,X = idU⊗X holds for all objects X, is isomorphic to the
monoidal unit [Bru00]. The Deligne product of modular tensor categories is again a modular
tensor category (in particular a fusion category, by [EGNO15, Corollary 4.6.2]).
The goal is to construct, for any integer n ≥ 2, a non-trivial representation of the symmetric
group Sn on the n-fold Deligne product C
⊠n of a modular tensor category C, according to the
following definition.
Definition 2.1 (Representation, action, global symmetry, Picard group)
A representation of a group G on a braided fusion category B is a group homomorphism
[̺] : G→ Pic(B) ,
where the Picard group Pic(B) of B [ENO10] is the group of equivalence classes of invertible
B-bimodule categories (Definition B.4) for which left and right action are identical and left and
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right module structure are related via the braiding (Proposition B.6), with group multiplication
induced by the relative Deligne product ⊠B (Definition B.20). This is also called an action of
G on B, and the pair (G, [̺]) is called a global symmetry of B [BBCW14].
A B-bimodule category M is invertible if there exists a B-bimodule category M with a
bimodule equivalence M⊠BM≃ B [ENO10, Definition 4.1]. If B is a modular tensor category
representing a topological phase, M has the physical interpretation of an “anti” surface defect
of M, which annihilates when fused with M. We refer to Appendix B for an overview over the
most important notions from the theory of module categories.
More conceptually, the Picard group is obtained from a sub-tricategory [Gur13, Definition
4.1] of the tricategory Bimod of fusion categories, bimodule categories, bimodule functors and
bimodule natural transformations [Sch13, Theorem 3.6.1]:
Definition 2.2
The sub-tricategory Pic ⊂ Bimod, called the Picard 3-groupoid, has
• objects: braided fusion categories,
• 1-morphisms: invertible bimodule categories for which left and right module structure are
related via the braiding (Proposition B.6),
• 2-morphisms: equivalences of bimodule categories,
• 3-morphisms: isomorphisms of bimodule equivalences.
The Picard 2-groupoid Pic has
• objects: braided fusion categories,
• 1-morphisms: invertible bimodule categories for which left and right module structure are
related via the braiding (Proposition B.6),
• 2-morphisms: isomorphism classes of bimodule equivalences.
The Picard groupoid Pic has
• objects: braided fusion categories,
• morphisms: equivalence classes of invertible bimodule categories for which left and right
module structure are related via the braiding (Proposition B.6)
(i.e. it is obtained from Pic by forgetting 2- and 3-morphisms and identifying isomorphic 1-
morphisms).
Note that for a braided fusion category B, Pic(B) ≡ Pic(B,B) is the above defined Picard group
of B. It makes sense to call a group homomorphism G → Pic(B) a representation of G on a
braided fusion category B: there is a monoidal functor Pic(B) → EqBr(B) obtained from the
so-called “alpha-induction functors” [ENO10, Section 5.4]. Here, EqBr(B) is the groupoid of
braided autoequivalences of B and their isomorphisms, which comes from a 2-groupoid EqBr
of braided fusion categories, braided equivalences and their isomorphisms, and is the proper
categorical analog of the automorphism space of a commutative ring. If B is a modular ten-
sor category, this monoidal functor can be promoted to an equivalence Pic(B) ≃ EqBr(B) of
groupoids by [ENO10, Theorem 5.2], which implies the equivalence between invertible topolog-
ical defects and symmetry of the topological phase described by B.
In this paper we will specify representations on modular tensor categories in terms of left
module categories, which are then interpreted as 1-morphisms in Pic by Proposition B.6. Equiv-
alences of these bimodule categories (Lemma B.5) are fixed by stating them as equivalences of
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left module categories (Definition B.3, Proposition B.7). Representations in terms of braided
autoequivalences can be obtained from our bimodule categories by employing the equivalence
of [ENO10, Theorem 5.2].
Our starting point is a representation of S2 on C ⊠ C by Fuchs and Schweigert:
Theorem 2.3 ([FS14])
Let C be a modular tensor category, which is assumed to be monoidally strict without loss of
generality by Mac Lane’s strictness theorem, and let P = (C, ⊲, ψ) be the C⊠C-bimodule category
with left action functor
⊲ : (C ⊠ C)× C → C ,
(X ⊠ Y ) ⊲ C ..= X ⊗ Y ⊗C ,
left module associativity isomorphism
ψD,D′,C : (D ⊗D
′) ⊲ C → D ⊲ (D′ ⊲ C) ,
ψD,D′,C = idX ⊗cX′,Y ⊗ idY ′⊗C (2.5)
for D = X ⊠ Y and D′ = X ′ ⊠ Y ′ (note that D ⊗ D′ = (X ⊗ X ′) ⊠ (Y ⊗ Y ′)), and identity
module unit isomorphism
lC = idC : 1C⊠C ⊲ C ≡ (1C ⊠ 1C) ⊲ C = 1C ⊗ 1C ⊗ C = C → C
(by assumed strictness of the monoidal structure). This defines a bimodule category (an object
in Pic(C ⊠ C)) by Proposition B.6. Furthermore, let T ..= C ⊠ C be the trivial C ⊠ C-bimodule
category (with action given by the tensor product in C⊠C). Then there are bimodule equivalences
P ⊠C⊠C T ≃ P ≃ T ⊠C⊠C P , (2.6)
P ⊠C⊠C P ≃ T . (2.7)
Therefore one obtains a representation [̺] : S2 → Pic(C ⊠ C) of the symmetric group S2 = {e, π}
on C ⊠ C by [̺](e) ..= [T ] and [̺](π) ..= [P] (the bimodule equivalence classes of T and P,
respectively).
The equivalences in Equation (2.6) are immediate from the weak unitality of the relative
Deligne product (Proposition B.22), which is part of the structure of the tricategory Bimod.
The non-trivial equivalence in Equation (2.7) is established by realizing the bimodule category
P as the category of modules over an algebra object AP ∈ C⊠C (Definition B.8, Theorem B.18).
Then one shows that the algebra object AP⊗AP is Morita equivalent to the monoidal unit 1C⊠C
(viewed as trivial algebra object), i.e. the module categories over these algebras are equivalent.
By Proposition B.24, AP ⊗ AP is the algebra representing P ⊠C⊠C P in the sense of Theorem
B.18. Therefore, the bimodule category P indeed represents the non-trivial permutation in S2
and thus describes the permutation twist defect in the topological bilayer phase C⊠C [BJQ13a].
We want to find a representation of Sn on C
⊠n for any n ≥ 2, which coincides with the
representation of Fuchs and Schweigert for n = 2. Before doing so in Section 4, we show that
P carries, under certain restrictions and up to equivalence, the unique C⊠ C-bimodule category
structure (with left and right module structure related via the braiding).
For these tasks and in most cases it is easier to manipulate expressions in monoidal categories
when they are translated into the graphical calculus of planar string diagrams. We want to
close this section by briefly introducing the notation for the diagrams in this paper. A detailed
introduction to graphical calculus can be found in [TV17, Chapter 2], which uses the same
diagrammatic conventions apart from an opposite orientation of the arrows.
Let C be a pivotal and braided fusion category.
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• Diagrams are read from bottom to top.
• An object X (or the identity morphism on X) is depicted by an upwards oriented vertical
line and its dual object by a downwards oriented line, both labeledX. If the rigid structure
of the category is not relevant in a diagram (as e.g. in the braiding diagrams below), all
lines are drawn unoriented for simplicity.
• Morphisms are labeled nodes (or vertices) sitting on these lines.
• Composition of morphisms is vertical concatenation of morphisms.
• The tensor product is horizontal juxtaposition from left to right.
• The monoidal unit object 1 and the monoidal coherence isomorphisms are not drawn. This
means that one treats C as strict monoidal, which is justified by Mac Lane’s strictness
theorem [Mac98].
• Coevaluation and evaluation are represented by cups and caps, i.e.
coevX ≡
X
, evX ≡ X
for coevX : 1→ X
∗ ⊗X and evX : X ⊗X
∗ → 1 in the case of right duality, and similarly
with reversed arrows for c˜oevX : 1 → X ⊗ X
∗ and e˜vX : X
∗ ⊗X → 1 in the case of left
duality. The pivotal structure isomorphisms are not drawn, i.e. left duals X∗ are strictly
identified with right duals X∗.
• The braidings cX,Y : X ⊗ Y → Y ⊗X and c
−1
Y,X : X ⊗ Y → Y ⊗X are represented by
cX,Y =
X
X
Y
Y
, c−1Y,X =
X
X
Y
Y
.
Each diagram represents a morphism in the category. Accordingly, an equality sign between
diagrams means equality of the associated morphisms. By [JS91], diagrams which can be
isotopically deformed into each other represent the same morphism. In particular, the braiding
c satisfies the second and third Reidemeister moves [Kas95, X.3]: the second Reidemeister move
X
X
Y
Y
=
X
X
Y
Y
(2.8)
corresponds to the definition of the inverse braiding c−1, and the third Reidemeister move,
X
X
Y
Y
Z
Z
=
X
X
Y
Y
Z
Z
(2.9)
for all X,Y,Z ∈ C, follows algebraically from the hexagon axioms and is also called the Yang-
Baxter equation [Kas95, XIII.1.2].
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3. Module structures over the two-fold Deligne product
Let C be a braided monoidal category. Without loss of generality we assume that the monoidal
structure of C is strict, and we tacitly assume all categories to be k-linear and finitely semisim-
ple. As mentioned above we will only care about left module structures, however all module
categories will eventually be considered as bimodule categories, which is straightforward from
the standard construction of Proposition B.6. As a consequence, all module equivalences can
be extended to bimodule equivalences by Proposition B.7.
We now want to study left module structures on C over the two-fold Deligne product C ⊠ C.
Since C is braided monoidal, the category C⊠C is also braided monoidal. Consider the left C⊠C-
module category P ≡ (C, ⊲, ψ) defined in Theorem 2.3. Its module structure is just one member
of a whole family of C⊠C-module structures on C. As the module associativity isomorphisms can
be viewed as elements of a braid group [Art25], their classification is out of reach. In particular,
one could consider associativity isomorphisms involving arbitrarily high powers of the braiding.
However, for the module action ⊲ from Theorem 2.3, higher powers of the braiding in Equation
(2.5) lead to equivalent module categories if there exists a twist isomorphism (which is the case if
C is ribbon or even modular, as will be assumed later) [BFRS10, Theorem 2.4]. This motivates to
only consider module structures with associativity isomorphisms containing a minimal number
of braidings from now on. Here we call the number of braidings in a braid minimal if the image
of the braid under the surjection Bn → Sn [Kas95, Lemma X.6.10], where Bn is the braid group
and Sn is the symmetric group, consists of a minimal number of transpositions.
It only remains the freedom to define module associativity isomorphisms using the inverse
braiding c−1 instead of c. Concerning the action, three objects X,Y and C can be arranged in
different ways under the tensor product, each giving a candidate for a module action (C⊠C)×C →
C.
Lemma 3.1
Let C be a braided monoidal category. There is a family of C ⊠ C-module categories Pxy,ε for
x, y ∈ {1, 2, 3}, x 6= y, and ε ∈ {±}, defined by
Pxy,ε ..= (C, ⊲xy , ψxy,ε)
with the identity morphism as module unit isomorphism. The action functors (C ⊠ C)× C → C
are uniquely defined on ⊠-factorizable objects X ⊠ Y ∈ C ⊠ C by
(X ⊠ Y ) ⊲12 C ..= X ⊗ Y ⊗ C ,
(X ⊠ Y ) ⊲21 C ..= Y ⊗X ⊗ C ,
(X ⊠ Y ) ⊲13 C ..= X ⊗ C ⊗ Y ,
(X ⊠ Y ) ⊲31 C ..= Y ⊗ C ⊗X ,
(X ⊠ Y ) ⊲23 C ..= C ⊗X ⊗ Y ,
(X ⊠ Y ) ⊲32 C ..= C ⊗ Y ⊗X ,
where a pair of numbers xy as an index means that X and Y appear at the x-th and y-th
position, respectively, in the triple − ⊗ − ⊗ −. For objects D = X ⊠ Y and D′ = X ′ ⊠ Y ′ in
C ⊠ C the module natural isomorphisms ψxy,ε are given by
ψ12,±D,D′,C : (D ⊗D
′) ⊲12 C → D ⊲12 (D′ ⊲12 C) ,
ψ12,±D,D′,C
.
.= idX ⊗c
±
X′,Y ⊗ idY ′⊗C ,
ψ21,±D,D′,C : (D ⊗D
′) ⊲21 C → D ⊲21 (D′ ⊲21 C) ,
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ψ21,±D,D′,C
.
.= idY ⊗c
±
Y ′,X ⊗ idX′⊗C ,
ψ13,±D,D′,C : (D ⊗D
′) ⊲13 C → D ⊲13 (D′ ⊲13 C) ,
ψ13,±D,D′,C
.
.= idX⊗X′⊗C ⊗c
±
Y,Y ′ ,
ψ31,±D,D′,C : (D ⊗D
′) ⊲31 C → D ⊲31 (D′ ⊲31 C) ,
ψ31,±D,D′,C
.
.= idY⊗Y ′⊗C ⊗c
±
X,X′ ,
ψ23,±D,D′,C : (D ⊗D
′) ⊲23 C → D ⊲23 (D′ ⊲23 C) ,
ψ23,±D,D′,C
.
.= idC ⊗((idX′ ⊗c
±
X⊗Y,Y ′) ◦ (c
±
X,X′ ⊗ idY⊗Y ′)) ,
ψ32,±D,D′,C : (D ⊗D
′) ⊲32 C → D ⊲32 (D′ ⊲32 C) ,
ψ32,±D,D′,C
.
.= idC ⊗((idY ′ ⊗c
±
Y⊗X,X′) ◦ (c
±
Y,Y ′ ⊗ idX⊗X′)) ,
where c+X,Y
.
.= cX,Y and c
−
X,Y
.
.= c−1Y,X .
Obviously these isomorphisms are natural (because the braiding is a natural isomorphism) and
have minimal number of braidings. It is straightforward to see that Pxy,ε is indeed a C ⊠ C-
module category for every x, y ∈ {1, 2, 3}, x 6= y and ε ∈ {±}. Note that we will not consider
the situation where the module associativity isomorphisms associated to ⊲23 and ⊲32 contain
mixed braidings.
Most of the time we will omit the plus sign and the index 12 in the notation, so we write
ψxy ..= ψxy,+ , Pxy ..= Pxy,+
for all x, y ∈ {1, 2, 3}, x 6= y, and
ψ− ..= ψ12,− , P− ..= P12,− . (3.1)
From the definitions in Theorem 2.3 it follows that ⊲ ≡ ⊲12, ψ ≡ ψ12,+ and P ≡ P12,+.
Up to the choice of c or c−1 as braiding in the associativity isomorphisms, the following propo-
sition shows that the module categories defined above are pairwise equivalent. The dependency
on ε (the choice of braiding) will be addressed afterwards.
Proposition 3.2
Let C be a braided monoidal category. Then the left C ⊠ C-module categories P, P21,−, P13,−,
P31, P23,− and P32 are pairwise equivalent left C ⊠ C-module categories.
Proof.
Let D = X ⊠ Y and D′ = X ′ ⊠ Y ′. Recall that an equivalence of module categories is given by
a module functor which induces an equivalence of categories (Definition B.3). As functors, all
these equivalences will be idC . Hence we just have to find module functor constraints satisfying
the pentagon and triangle axioms of Definition B.2 to establish module functors and thus module
equivalences between the different module categories.
• We show the equivalence of P and P21,− by specifying a module functor (idC , f) : P →
P21,−. The morphism f is defined as
fX⊠Y,C : idC((X ⊠ Y ) ⊲ C) ≡ X ⊗ Y ⊗ C → (X ⊠ Y ) ⊲
21 idC(C) ≡ Y ⊗X ⊗ C ,
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fX⊠Y,C = cX,Y ⊗ idC ,
which is obviously a natural isomorphism. The triangle axiom is satisfied trivially, as we
chose the monoidal structure of C to be strict. The pentagon axiom reads
ψ21,−D,D′,C ◦ fD⊗D′,C = (idD ⊲
21fD′,C) ◦ fD,D′⊲C ◦ ψD,D′,C ,
that is, one has to verify that
(idY ⊗c
−1
X,Y ′ ⊗ idX′⊗C) ◦ (cX⊗X′,Y⊗Y ′ ⊗ idC) =
= (idY⊗X ⊗cX′,Y ′ ⊗ idC) ◦ (cX,Y ⊗ idX′⊗Y ′⊗C) ◦ (idX ⊗cX′,Y ⊗ idY ′⊗C)
(3.2)
is true. In graphical notation (Section 2), Equation (3.2) looks like this:
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
This is evidently true by the second Reidemeister move (Equation (2.8)) and functoriality
of ⊗. Hence P and P21,− are equivalent module categories.
• We now show that (idC , g) : P → P
13,− with
gX⊠Y,C : idC((X ⊠ Y ) ⊲ C) ≡ X ⊗ Y ⊗ C → (X ⊠ Y ) ⊲
13 idC(C) ≡ X ⊗C ⊗ Y ,
gX⊠Y,C = idX ⊗c
−1
C,Y
is a module functor. Again, the module functor constraint g is obviously a natural iso-
morphism and the triangle axiom is automatically satisfied. The pentagon axiom is
ψ13,−D,D′,C ◦ gD⊗D′,C = (idD ⊲
13 gD′,C) ◦ gD,D′⊲C ◦ ψD,D′,C ,
that is
(idX⊗X′⊗C ⊗c
−1
Y ′,Y ) ◦ (idX⊗X′ ⊗c
−1
C,Y⊗Y ′) =
= (idX⊗X′ ⊗c
−1
C,Y ′ ⊗ idY ) ◦ (idX ⊗c
−1
X′⊗Y ′⊗C,Y ) ◦ (idX ⊗cX′,Y ⊗ idY ′⊗C) ,
which is translated into string diagrams
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
.
The validity of this equation is evident by the second and third Reidemeister move (Equa-
tion (2.9)). This proves the equivalence of the module categories P and P13,−.
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• To show the equivalence P ≃ P31 we prove that (idC , l) : P → P
31 with
lX⊠Y,C : idC((X ⊠ Y ) ⊲ C) ≡ X ⊗ Y ⊗ C → (X ⊠ Y ) ⊲
31 idC(C) ≡ Y ⊗ C ⊗X ,
lX⊠Y,C = cX,Y⊗C
is a module functor. The pentagon axiom is
ψ31D,D′,C ◦ lD⊗D′,C = (idD ⊲
31 lD′,C) ◦ lD,D′⊲C ◦ ψD,D′,C ,
i.e.
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
.
This equation is obviously true by the third Reidemeister move, therefore we have an
equivalence P ≃ P31 of module categories.
• Next, we verify that (idC , h) : P → P
23,− with
hX⊠Y,C : idC((X ⊠ Y ) ⊲ C) ≡ X ⊗ Y ⊗C → (X ⊠ Y ) ⊲
23 idC(C) ≡ C ⊗X ⊗ Y ,
hX⊠Y,C = c
−1
C,X⊗Y
is a module functor. The pentagon axiom is
ψ23,−D,D′,C ◦ hD⊗D′,C = (idD ⊲
23hD′,C) ◦ hD,D′⊲C ◦ ψD,D′,C ,
which is diagrammatically
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
.
Starting from the diagram on the right hand side we obtain, using the second Reidemeister
move for the two lowest braidings in the first step and the third Reidemeister move and
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functoriality of ⊗ in the second step,
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
,
hence the pentagon axiom is satisfied.
• Finally, there is a module functor (idC , k) : P → P
32 with
kX⊠Y,C : idC((X ⊠ Y ) ⊲ C) ≡ X ⊗ Y ⊗ C → (X ⊠ Y ) ⊲
32 idC(C) ≡ C ⊗ Y ⊗X ,
kX⊠Y,C = (idC ⊗cX,Y ) ◦ cX⊗Y,C ,
establishing a module equivalence. The pentagon axiom is
ψ32D,D′,C ◦ kD⊗D′,C = (idD ⊲
32kD′,C) ◦ kD,D′⊲C ◦ ψD,D′,C ,
i.e.
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
.
If we start from the right hand side, this equation is verified after a few rearrangements
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of braidings:
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
The first step in this continued equality is evident from functoriality of ⊗, whereas the
other steps are achieved using the third Reidemeister move. By another third Reidemeister
move we arrive at the left hand side of the pentagon axiom.
To wrap up, all stated module categories are pairwise equivalent.

The definition of the module associativity isomorphisms for the module categories considered
in this proposition does not rely on a consistent choice of braiding. For example, the module
associativity ψ21,− of P21,− is defined using the braiding c−1, and ψ of P contains the braiding
c; but the actions of X ⊠ Y ∈ C ⊠ C on C ∈ C under ⊲21 and ⊲ only differ by a transposition of
X and Y . It is therefore desirable to determine the relation between P and P21, and in turn
also the other C ⊠ C-module categories Pxy ..= Pxy,+ of Lemma 3.1.
However, it turns out that P and P21 are inequivalent C ⊠ C-module categories, unless C is
endowed with a twist, i.e. a natural isomorphism θ : 1C → 1C with components θX : X → X
satisfying θX⊗Y = cY,X ◦ cX,Y ◦ (θX ⊗ θY ) for all objects X,Y . Similarly, a twist is needed to
establish equivalences between all module categories Pxy. This follows from [BFRS10, Lemma
2.5], which is restated here in a simplified form.
Lemma 3.3
Let C be a braided strict monoidal category with twist θ. Then the module categories P and P−
of Lemma 3.1 (with abbreviations from Equation (3.1)) are equivalent via the module functor
(idC , p) : P → P
−, with
pX⊠Y,C = idX ⊗(θ
−1
Y⊗C ◦ (idY ⊗θC)) ≡
X
X
Y
Y
C
C
θ
θ−1
.
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Proof.
Since θ is a twist, the relation
θ−1Y⊗C = (θ
−1
Y ⊗ θ
−1
C ) ◦ c
−1
Y,C ◦ c
−1
C,Y
allows to write
pX⊠Y,C = idX ⊗((θ
−1
Y ⊗ idC) ◦ c
−1
Y,C ◦ c
−1
C,Y ) ≡
X
X
Y
Y
C
C
θ−1
.
The pentagon axiom for (idC , p) is
ψ−D,D′,C ◦ pD⊗D′,C = (idD ⊲pD′,C) ◦ pD,D′⊲C ◦ ψD,D′,C ,
where
pD⊗D′,C = idX⊗X′ ⊗((θ
−1
Y⊗Y ′ ⊗ idC) ◦ c
−1
Y⊗Y ′,C ◦ c
−1
C,Y⊗Y ′) =
= idX⊗X′ ⊗
{[(
(θ−1Y ⊗ θ
−1
Y ′ ) ◦ c
−1
Y,Y ′ ◦ c
−1
Y ′,Y
)
⊗ idC
]
◦ c−1Y⊗Y ′,C ◦ c
−1
C,Y⊗Y ′
}
.
We verify that (idC , p) satisfies this axiom. By naturality, the twist morphisms can be eliminated
by composing both sides of the pentagon axiom with θY ⊗ θY ′ from the left, resulting in
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
.
To prove this equation, it is instructive to perform one intermediate step, starting from the
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right hand side:
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
=
X
X
X ′
X ′
Y
Y
Y ′
Y ′
C
C
.
Hence (idC , p) : P → P
− is a module functor.

From [BFRS10, Theorem 2.4] it also follows that the twist is necessary: the module categories
P and P− (and in turn also a whole family of module structures on C involving higher powers
of the braiding) are equivalent if and only if C is endowed with a twist.
We now assume C to be a modular tensor category, but the following corollary still holds if C
is just a braided monoidal category with a twist.
Corollary 3.4
Let C be a modular tensor category. Then all module categories Pxy,ε of Lemma 3.1 (for x, y ∈
{1, 2, 3}, x 6= y, and ε ∈ {±}) are pairwise equivalent left C ⊠ C-module categories.
Proof.
In Proposition 3.2 it is shown that P is equivalent to P21,−, P13,−, P31, P23,− and P32. There
is an analogous result if all braidings are reversed throughout Proposition 3.2 (replacing c by
c−1 and vice versa), i.e. the module categories P−, P21, P13, P31,−, P23 and P32,− are pairwise
equivalent. By Lemma 3.3, the left C ⊠ C-module categories P and P− are equivalent, and the
claim follows.

We emphasize that the corollary does not provide a complete classification of C ⊠ C-module
structures on C. However, we showed that certain C ⊠ C-module structures on C, which are
restricted by a set of reasonable assumptions (module actions which arrange three objects under
the tensor product, a minimal number of braidings, and no mixed braidings in the associativity
isomorphisms corresponding to the actions ⊲23 and ⊲32), are equivalent. Consequently, different
choices for the S2 permutation action in the literature are equivalent: for example, P appears
in [FS14], whereas P13 is considered in [EMJP18] in the same context. From the physical point
of view, our partial classification relates several possible candidates for the permutation twist
surface defect of a bilayer system.
4. Construction of a representation
In this section we construct a representation of Sn on C
⊠n for a modular tensor category C for
any n ≥ 2, which extends the representation of Fuchs and Schweigert for n = 2 (Theorem 2.3).
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Let n ≥ 2 be an integer and let τj ..= (j (j + 1)) ∈ Sn be the j-th adjacent transposition for
j = 1, . . . , n−1. We choose the Coxeter presentation Sn = 〈S|R〉 of the symmetric group, where
S ..= {τj, j = 1, . . . , n− 1}
is the set of generators, and the subset
R ..={τjτj, j = 1, . . . , n} ∪ {τiτjτ
−1
i τ
−1
j , |i− j| > 1}∪
∪ {τjτj+1τjτ
−1
j+1τ
−1
j τ
−1
j+1, j = 1, . . . , n− 2}
of the free group of S is the subset of relations. In order to construct a representation of Sn on
C⊠n in the sense of Definition 2.1, it is sufficient to specify a map [¯̺] : S → Pic(C⊠n) such that
[ ¯̺](R) = {[C⊠n]} (the singleton containing the bimodule equivalence class of the trivial C⊠n-
bimodule category C⊠n). The universal property of a presentation then yields a unique group
homomorphism [̺] : Sn → Pic(C
⊠n). Therefore, we want to detect non-trivial candidates for
invertible bimodule categories describing adjacent transpositions. Their bimodule equivalence
classes are the elements of Pic(C⊠n) in the image of the map [¯̺]. Concatenating the bimodule
categories of adjacent transpositions under the relative Deligne product leads to representatives
of general permutations.
By definition, the bimodule categories of adjacent transpositions are supposed to be C⊠n-
bimodule categories Πj, j = 1, . . . , n− 1, satisfying the relations
1. Πj ⊠n Πj ≃ C
⊠n for all j = 1, . . . , n− 1,
2. Πi ⊠n Πj ≃ Πj ⊠n Πi for all i, j with |i− j| > 1,
3. Πj ⊠n Πj+1 ⊠n Πj ≃ Πj+1 ⊠n Πj ⊠n Πj+1 for all j = 1, . . . , n − 2
with respect to the relative Deligne product⊠n ..= ⊠C⊠n , which are equivalences of C
⊠n-bimodule
categories. In the third relation as well as in the following, we suppress the associativity equiv-
alences for ⊠n (Proposition B.23) by omitting particular bracketings in the relative Deligne
product of more than two categories. This simplifies the treatment and the notation, however
to obtain a precise expression for the equivalence one has to choose a bracketing and insert the
canonical equivalences in the proper places. For further simplification we write Cn instead of
C⊠n from now on. As in Section 3 it suffices to consider ⊠-factorizable objects ⊠
n
i=1 Xi of C
n.
Definition 4.1
Let C be a modular tensor category (strict monoidal without loss of generality) and n ≥ 2 a
natural number. Then {Πj}j=1,...,n−1 is a family of C
n-bimodule categories defined by Πj =
(Cn−1, ⊲j , ϕ
(j)) (with bimodule structure obtained from Proposition B.6), where the left action
⊲j is defined by(
n
⊠
i=1
Xi
)
⊲j
(
n−1
⊠
k=1
Ck
)
..=
j−1
⊠
k=1
(Xk ⊗ Ck)⊠ (Xj ⊗Xj+1 ⊗ Cj)⊠
n−1
⊠
k=j+1
(Xk+1 ⊗ Ck) ,
and, for objects D ..=⊠
n
i=1 Xi, D
′ ..=⊠
n
i=1 X
′
i and C
..=
n−1
⊠
k=1
Ck,
ϕ
(j)
D,D′,C : (D ⊗D
′) ⊲j
(
n−1
⊠
k=1
Ck
)
→ D ⊲j
(
D′ ⊲j
(
n−1
⊠
k=1
Ck
))
ϕ
(j)
D,D′,C =
j−1
⊠
k=1
idXk⊗X′k⊗Ck ⊠
(
idXj ⊗cX′j ,Xj+1 ⊗ idX
′
j+1⊗Cj
)
⊠
n−1
⊠
k=j+1
idXk+1⊗X′k+1⊗Ck
is the module associativity isomorphism . The module unit isomorphism is given by the identity
morphism.
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We use the convention to omit factors in a Deligne product if they are not defined for a specific
index (e.g. ⊠
n−1
k=j+1 for j = n − 1). In the module associativity isomorphism ⊠ is identified
with the tensor product of k-vector spaces (for k-linear C), since e.g. for morphisms in C2 one
has HomC2(X ⊠ Y,X
′
⊠ Y ′) = Hom(X,X ′)⊗k Hom(Y, Y
′) [EGNO15, Proposition 1.11.2].
The Cn-bimodule category Πj can be written as the Deligne product
Πj = C
j−1
⊠ P ⊠ Cn−j−1 ,
where Cj−1 and Cn−j−1 are the trivial Cj−1- and Cn−j−1-bimodule categories, respectively, and
P ≡ (C, ⊲, ψ) is the C2-bimodule category with underlying category C from Theorem 2.3. The
module associativity isomorphism ϕ(j) is of the form
ϕ(j) = id⊗k(j−1) ⊗k ψ ⊗k id
⊗k(n−j−1) ,
where the morphism ψ is the module associativity isomorphism of P from Equation (2.5). For
example, Π1 = P ⊠ Cn−2 with(
n
⊠
i=1
Xi
)
⊲1
(
n−1
⊠
k=1
Ck
)
..= (X1 ⊗X2 ⊗ C1)⊠
n−1
⊠
k=2
(Xk+1 ⊗ Ck) .
For n = 2 the definition of Π1 collapses to P, as desired.
The main result of this paper is the following theorem.
Theorem 4.2 (Representation of Sn)
Let C be a (monoidally strict) modular tensor category. For each natural number n ≥ 2, the
map [ ¯̺] : S → Pic(C⊠n), τj 7→ [Πj ] with Πj = C
j−1
⊠ P ⊠ Cn−j−1, j = 1, . . . , n − 1, satisfies
[ ¯̺](R) = {[C⊠n]} and hence induces a representation [̺] : Sn → Pic(C
⊠n) of the symmetric group
Sn = 〈S|R〉 on C
n.
Proof.
The proof consists of three parts.
Part 1: For all j = 1, . . . , n − 1, there is a bimodule equivalence Πj ⊠n Πj ≃ Cn.
For simplicity we write Ck for the trivial Ck-bimodule category. The category Cn can be decom-
posed into Cj−1 ⊠ C2 ⊠ Cn−j−1, thus ⊠n = ⊠Cj−1⊠C2⊠Cn−j−1 . (If j = 1 respectively j = n − 1
then Cj−1 respectively Cn−j−1 is omitted.) Accordingly,
Πj ⊠n Πj = (C
j−1
⊠ P ⊠ Cn−j−1)⊠n (C
j−1
⊠ P ⊠ Cn−j−1) ≃
≃ (Cj−1 ⊠j−1 C
j−1)⊠ (P ⊠2 P)⊠ (C
n−j−1
⊠n−j−1 C
n−j−1) ≃
≃ Cj−1 ⊠ C2 ⊠ Cn−j−1 = Cn ,
where we use that the relative Deligne product factorizes under the Deligne product, and that
there exists an equivalence P ⊠2 P ≃ C
2 of bimodule categories by the results of [FS14]. Hence
all Πj are self-inverse; in particular they are invertible bimodule categories.
Part 2: For all i, j = 1, . . . , n − 1 with |i − j| > 1 there is a bimodule equivalence Πi ⊠n Πj ≃
Πj ⊠n Πi.
Without loss of generality we choose i > j + 1. Then we have
Πi = C
i−1
⊠ P ⊠ Cn−i−1 = Cj−1 ⊠ C2 ⊠ Ci−j−2 ⊠ P ⊠ Cn−i−1 ,
since i− j ≥ 2. Similarly,
Πj = C
j−1
⊠ P ⊠ Cn−j−1 = Cj−1 ⊠ P ⊠ Ci−j−2 ⊠ C2 ⊠ Cn−i−1 ,
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since n−j−1 > n−i−1. (In both decompositions Ci−j−2 is omitted if i−j = 2.) Note that this
makes sense, as from 1 ≤ i ≤ n−1 we have j ≤ i−2 ≤ n−3, and hence n−j−1 ≥ n−n+3−1 = 2.
Now we can decompose the relative Deligne product into several parts,
⊠n = ⊠Cj−1⊠C2⊠Ci−j−2⊠C2⊠Cn−i−1 ,
and therefore
Πi ⊠n Πj = (C
j−1
⊠j−1 C
j−1)⊠ (C2 ⊠2 P)⊠
⊠(Ci−j−2 ⊠i−j−2 C
i−j−2)⊠ (P ⊠2 C
2)⊠ (Cn−i−1 ⊠n−i−1 C
n−i−1) ≃
≃ Cj−1 ⊠ P ⊠ Ci−j−2 ⊠ P ⊠ Cn−i−1 ≃ Πj ⊠n Πi .
Here we used the fact that P is a C2-bimodule category and hence there are equivalences
C2 ⊠2 P ≃ P ≃ P ⊠2 C
2 of bimodule categories (Proposition B.22).
Part 3: For all j = 1, . . . , n − 2 there is a bimodule equivalence Πj ⊠n Πj+1 ⊠n Πj ≃ Πj+1 ⊠n
Πj ⊠n Πj+1.
By definition we can write
Πj = C
j−1
⊠ P ⊠ Cn−j−1 = Cj−1 ⊠ P ⊠ C ⊠ Cn−j−2 ,
Πj+1 = C
j
⊠ P ⊠ Cn−j−2 = Cj−1 ⊠ C ⊠ P ⊠ Cn−j−2 ,
thus
Πj ⊠n Πj+1 ⊠n Πj ≃ C
j−1
⊠ [(P ⊠ C)⊠3 (C ⊠ P)⊠3 (P ⊠ C)]⊠ C
n−j−2 ,
Πj+1 ⊠n Πj ⊠n Πj+1 ≃ C
j−1
⊠ [(C ⊠ P) ⊠3 (P ⊠ C)⊠3 (C ⊠ P)]⊠ C
n−j−2 .
The theorem is proven if we show that the two C3-bimodule categories enclosed in square
brackets are equivalent. To summarize, it remains to show the following assertion:
Proposition 4.3
Let P be the C⊠C-bimodule category from Theorem 2.3, view C as the trivial C-bimodule category,
and define the C3-bimodule categories P1 ..= P⊠C and P2 ..= C⊠P. Then there is an equivalence
of C3-bimodule categories
P1 ⊠3 P2 ⊠3 P1 ≃ P2 ⊠3 P1 ⊠3 P2 .
We reemphasize that different bracketings of P1 ⊠3 P2 ⊠3 P1 lead to equivalent bimodule cat-
egories (Proposition B.23), hence it does not matter – up to canonical equivalence – if we
interpret it as (P1⊠3 P2)⊠3 P1 or P1⊠3 (P2⊠3 P1). Proving this proposition is quite extensive
and needs some preparation.
From the results of [FS14, BFRS10] we know that P is equivalent to the category Mod-AP(C
2)
of modules over an algebra object AP ∈ C
2 (Theorem B.18). Expressed in terms of representa-
tives {Xi}i∈I of the isomorphism classes of simple objects in C (where I is some index set), AP
takes the form
AP =
⊕
i∈I
X∗i ⊠Xi .
(For the basic background on algebra and module objects in monoidal categories we refer to
Appendix B.2.) Furthermore, one has C ≃ Mod-1C(C) as C-bimodule categories. Then by
[DSPS14, Proposition 3.7] there are equivalences
P ⊠ C ≃ Mod-(AP ⊠ 1C)(C
3) , C ⊠ P ≃ Mod-(1C ⊠AP)(C
3)
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of C3-bimodule categories. From now on, let us write
A1 ..= AP ⊠ 1C , A2 ..= 1C ⊠AP
for short. The algebra structures of these algebras will be discussed in the next subsection.
Realizing the relative Deligne product via bimodules (Proposition B.24) one obtains
P1 ⊠3 P2 ≃ A1-Bimod-A2(C
3) ,
and therefore
(P1 ⊠3 P2)⊠3 P1 ≃ A1-Bimod-(A2 ⊗A1)(C
3) ≃ Mod-(Aop1 ⊗A2 ⊗A1)(C
3)
(see Proposition B.10 and Proposition B.11 for the definition of the opposite algebra and the
tensor product of algebras). Similarly,
(P2 ⊠3 P1)⊠3 P2 ≃ Mod-(A
op
2 ⊗A1 ⊗A2)(C
3) .
To show the desired equivalence of these two bimodule categories we need to prove that Aop1 ⊗
A2 ⊗A1 and A
op
2 ⊗A1 ⊗A2 are Morita equivalent algebras (Definition B.16) in C
3. In fact, we
will show that these two algebras are even isomorphic.
4.1. Algebra structures
To accomplish this goal it is beneficial to employ the graphical calculus of string diagrams,
using the conventions of Section 2 and Appendix A. In addition we graphically separate the
factors of a Deligne product of objects by thickened vertical lines. Using that the Deligne
product is associative up to equivalence (and hence associative up to isomorphism on the level
of algebras), we can forget about bracketings of multiple factors. For morphisms between objects
in Cn, n ∈ N, whose factors are graphically separated by thickened vertical lines, these lines
just denote the tensor product of k-vector spaces (for k-linear C).
First we specify the algebra structures of all appearing algebra objects. For the rest of this
section, let {Xi}i∈I be a collection of representatives of the isomorphism classes of simple objects
in C with index set I. To shorten the notation we will write i, j, k, . . . instead of Xi,Xj ,Xk, . . ..
We choose a basis {α} of the space Hom(i⊗ j, k) as in Equation (A.1), where the different basis
elements are notationally identified with the labels α = 1, . . . , Nkij for N
k
ij = dim(Hom(i⊗j, k)) ∈
N. A basis of Hom(k, i⊗ j), which is dual to {α}, is given by {αˆ} as defined in Equation (A.3).
For details and notation regarding the different incarnations of dual bases appearing in this
section (which are all equivalent according to Lemma A.2) we refer to Appendix A. Primes ′
and tildes ˜ distinguish different simple objects and basis vectors, whereas stars ∗, hats ˆ and
checks ˇ refer to the different notions of duality.
The algebra AP ∈ C
2 introduced above is
AP =
⊕
i∈I
X∗i ⊠Xi ≡
⊕
i∈I i i
(4.1)
with multiplication mAP : AP ⊗AP → AP given by [BFRS10]
mAP =
⊕
i,j,k∈I
Nkij∑
α=1
i j
k
αˆ
i j i j
k
α
≡
20
≡
⊕
i,j,k∈I
Nkij∑
α=1
j i
k
αˆ∗
i j
k
α .
Here, αˆ∗ is in fact (αˆ)∗, the categorical dual morphism (Equation (2.4)) of αˆ, but by Lemma
A.1 this is equal to α̂∗, the dual basis vector of the categorical dual morphism α∗ of α. One
can show that mAP : AP ⊗AP → AP is independent of the choice of basis. The unit morphism
eAP : 1C2 → AP is the embedding morphism of 1C ⊠ 1C as a subobject of AP . By the results of
[BFRS10], AP indeed is an algebra object in C
2. Consequently, A1 ..= AP⊠1C and A2 ..= 1C⊠AP
are algebra objects in C3, with obvious algebra structures: for example, the multiplication
morphism for A1 is given by mAP ⊗k id1C (here we implicitly use the imposed strictness for
1C ⊗ 1C = 1C), and the unit morphism is the embedding morphism of (1C ⊠ 1C) ⊠ 1C as a
subobject of A1.
Now we are ready to specify the algebra structures of A ..= Aop1 ⊗ A2 ⊗ A1 and B
..= Aop2 ⊗
A1⊗A2 in C
3 (using Proposition B.10 and Proposition B.11). It is evident from Equation (4.1)
that
A =
⊕
i,j,k∈I i k i j k j
=
⊕
i,j,k∈I i k i j k j
, (4.2)
where by strictness we can omit the dashed lines representing 1C. Similarly, one finds
B =
⊕
i,j,k∈I j i j k i k
. (4.3)
Writing for the multiplication of an algebra, the induced multiplication (via Proposition B.11)
for A is given by
mA =
A
op
1
A2 A2 A1A
op
1
A1
A
op
1
A2 A1
,
where
A
op
1 A
op
1
A
op
1
..=
A1
A1A1
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is the multiplication of the opposite algebra (Proposition B.10). Written out in string diagrams,
mA =
⊕∑
i k′i′k
i′′
αˆ∗
k′′
χˆ∗
i j j′ k′i′k
i′′
α
j′′
ϕˆ∗
k′′
χ
j j′
j′′
ϕ
,
with the sums running over all appearing labels. From now on the symbols
⊕
and
∑
imply
the sum over all line labels (simple objects) and vertex labels (basis elements), respectively,
appearing in a diagram. Analogously, the multiplication morphism for B is
mB =
A
op
2
A1 A1 A2A
op
2
A2
A
op
2
A1 A2
=
=
⊕∑
j j′
j′′
ϕˆ∗
i j j′ k′i′k
i′′
αˆ∗
j′′
ϕ
k′′
χˆ∗
i k′i′k
i′′
α
k′′
χ
.
4.2. The isomorphism
In this subsection we show that A and B are isomorphic as algebra objects in C3.
We define the morphism f : A→ B by
f ..=
⊕∑
i k
k˜
α
i j
j˜
β
k˜ i
k
αˇ
j˜ i
j
βˇ , (4.4)
which is basis independent1 since the basis {α} is dual to {αˇ} (and {β} is dual to {βˇ}) with
respect to the pairing ϑ defined in Equation (A.9).
1 Expressions of the form
∑
α ⊗k αˆ, where {αˆ} is dual to {α} with respect to some non-degenerate pairing,
are basis independent. This can be shown directly by mimicking the proof of the statement from basic linear
algebra: for a k-vector space V , a basis {αi}i of V and its dual basis {α
i}i of V
∗ ..= Homk(V,k), the vector∑
i
αi ⊗k α
i ∈ V ⊗k V
∗ is basis independent.
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To subdivide the problem, we set
f1 ..=
⊕∑
i k
k˜
α
i j
k˜ i
k
αˇ
j
(4.5)
and
f2 ..=
⊕∑
k˜ i j
j˜
β
k˜ i
j˜ i
j
βˇ . (4.6)
This yields a decomposition of the morphism f into f1 : A → C and f2 : C → A, such that
f = f2 ◦ f1, for
C ..=
⊕
i,j,k˜∈I k˜ i j k˜ i j
. (4.7)
Now we use the following strategy to prove that f : A→ B is an algebra isomorphism:
• Check that f is an ordinary isomorphism between the objects A,B ∈ C3.
• Equip C with an algebra structure.
• Show that f1 : A→ C and f2 : C → B are algebra homomorphisms (Definition B.9). Then
also f = f2 ◦ f1 is an algebra homomorphism, and thus an isomorphism A ∼= B of algebra
objects is established by the first step.
Indeed, using Equation (A.3) and Equation (A.4), it is immediate that f is an isomorphism
with inverse
f−1 =
⊕∑ i k
k˜
αˆ
i j
j˜
βˆ
k˜ i
k̂ˇα
j˜ i
j
̂ˇ
β .
For the second point of the above list, we equip C with a “reasonable” algebra structure. The
object C, decomposed into simple objects as in Equation (4.7), consists of invariant factors:
the objects k˜∗, k˜ and i∗ are the same as in B (Equation (4.3)) in the sense that f2 acts as
identity on these objects (where we view C as the source object of the morphism f2 : C → B).
Similarly, i, j∗ and j are the same as in A (Equation (4.2)) in the sense that f1 acted as identity
on these objects (where we view C as the target object of the morphism f1 : A → C). Hence
a “reasonable” algebra structure for C should respect the algebra structures of A and B in
the decomposition of C into simple objects. This heuristic observation motivates to define a
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morphism mC : C ⊗ C → C as
mC =
⊕∑
k˜ k˜′
k˜′′
βˆ∗
i j k˜ j
′
k˜′ i
′i′i
i′′
γ
j′′
δˆ∗
k˜′′
β
i′′
γˆ∗
j j′
j′′
δ ,
and a morphism eC as the embedding morphism of (1C ⊠ 1C)⊠ 1C as a subobject of C. It is a
direct calculation to check that (C,mC , eC) is an algebra object in C
3; loosely speaking, as mC
contains parts of mA and mB , this follows from the fact that A and B are algebra objects.
We are now ready to prove that f1 : A → C is an algebra homomorphism (Definition B.9).
As the unit morphisms eA and eC of the algebras A and C, respectively, are just embedding
morphisms of units, it evidently follows that f1 ◦ eA = eC . Thus it remains to verify that
A A
C C
f1 f1
C
=
=
⊕∑
i k
k˜
α
i′ k′
k˜′
α′
k˜′ k˜
k˜′′
βˆ∗
i j i′ j′
k˜ i
k
αˇ
k˜′ i
′
k′
αˇ′
i′ i
i′′
γ
j′ j
j′′
δˆ∗
k˜ k˜′
k˜′′
β
i i′
i′′
γˆ∗
j j′
j′′
δ (4.8)
and
A A
A
C
f1
=
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=
⊕∑
i k′i′k
i′′
ψˆ∗
k′′
χˆ∗
k˜′′
α′′
i j j′ k′i′k
i′′
ψ
j′′
δˆ∗ k′′
χ
k˜′′ i′′
αˇ′′
j j′
j′′
δ (4.9)
are equal.
First observe that we can ignore all lines labeled j, j′ and j′′, since they are the same in
both of the above diagrams (4.8) and (4.9): the third component is identical in both diagrams,
and in the second component the braidings of j and j′ with the other objects coincide in both
diagrams (after sliding αˇ past i′ and j′∗ in diagram (4.8)). Furthermore, it turns out to be
useful to change the bases

k˜ k˜′
k˜′′
β
 ⇒

k˜′k˜
k˜′′
β

,

k k′
k′′
χ
 ⇒

k′k
k′′
χ

of Hom(k˜ ⊗ k˜′, k˜′′) (in diagram (4.8)) and Hom(k ⊗ k′, k′′) (in diagram (4.9)), respectively.
Note that here and from now on we abuse notation and use β and χ as labels for a basis of
Hom(k˜′ ⊗ k˜, k˜′′) and Hom(k′ ⊗ k, k′′), respectively. Applying these changes, one is left with
showing that
⊕∑
i k
k˜
α
i′ k′
k˜′
α′
k˜′′
βˆ∗
i k′
i′
i′
i′′
γ
k˜ i
αˇ
k˜′
αˇ′
i′k
k˜′
k˜′′
β
i′′
γˆ∗
= (4.10a)
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=
⊕∑
i k′i′k
i′′
ψˆ∗
k′′
χˆ∗
k˜′′
α′′
i k′
k˜′′ i
′′
i′
i′′
ψ
i′k
k
k′′
χ
αˇ′′
. (4.10b)
The idea for the proof of this equation is to apply basis changes on certain parts of the diagram
(4.10a), utilizing the fact that expressions of the form
∑
α⊗k αˆ are basis independent.
The morphisms
ξ ≡
i k′
k˜′′
k i′
ξ ..=
i k i′ k′
k˜ k˜′
k˜′′
βˆ∗
α α′
form a basis of Hom(i∗ ⊗ k∗ ⊗ i′∗ ⊗ k′∗, k˜′′∗), since α, α′ and β are basis vectors of their corre-
sponding Hom spaces. (Recall we identify basis vectors with their integer label, as is indicated
in the above definition of ξ. This means that α, α′ and β are actually integer-valued labels for
basis vectors, and hence ξ is a label for a basis of Hom(i∗ ⊗ k∗ ⊗ i′∗ ⊗ k′∗, k˜′′∗), depending on
the labels α, α′ and β.) The morphism
ξˆ ≡
i k′
k˜′′
k i′
ξˆ
..=
i k i′ k′
k˜ k˜′
k˜′′
β∗
αˆ αˆ′
is dual to ξ with respect to the pairing κ from Equation (A.2) as αˆ, αˆ′ and βˆ∗ are dual to α, α′
and β∗ with respect to κ, respectively (cf. Equation (A.3), and Lemma A.1 that the categorical
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dual morphism β∗ of β ∈ Hom(k˜′ ⊗ k˜, k˜′′) is κ-dual to βˆ∗):
i k i′ k′
k˜ k˜′
k˜′′
βˆ∗
α α′
k˜ k˜′
k˜′′
ν∗
λˆ λˆ′
= δαλδα′λ′δβν idk˜′′∗
Using the canonical isomorphisms of Hom spaces (Equation (A.5)) we obtain
i k′
k˜′′
k i′
ξˆ
7→
k′ i
k˜′′
i′ k
ξˆ∗ =
k′ i′ k i
k˜′ k˜
k˜′′
β
αˆ′
∗
αˆ∗
7→
7→
k′
k˜′′
i′ k
ξˆ∗
i
(A.10)
=
k′ i′ k
i
k˜′ k˜
k˜′′
β
αˆ′
∗
αˇ
=..
k′ ki′
k˜′′ i
ξ¯ , (4.11)
so the morphism ξ¯ is dual to ξ with respect to the non-degenerate pairing (ω, ω¯′) 7→ (ω, ωˆ′
∗
) 7→
η(ω, ωˆ′
∗
) for basis vectors ω ∈ Hom(i∗ ⊗ k∗ ⊗ i′∗ ⊗ k′∗, k˜′′∗) and ω¯′ ∈ Hom(k′ ⊗ i′ ⊗ k, k˜′′ ⊗ i∗),
where ωˆ′
∗
∈ Hom(k′ ⊗ i′ ⊗ k ⊗ i, k˜′′) is obtained from ω¯′ by composing with e˜vi, and η is the
pairing given by Equation (A.6). The plan now is to extract ξ¯ from the second component of
(4.10a) and then change the basis {ξ} of Hom(i∗⊗ k∗⊗ i′∗⊗ k′∗, k˜′′∗) to the basis formed by the
morphisms
ζ ..=
i k′i′k
i′′ k′′
k˜′′
α′′
ψˆ∗ χˆ∗ .
As we will see, this basis change leads to (4.10b), thus completing the proof that f1 is an algebra
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homomorphism. The dual ζˆ of ζ (with respect to the pairing κ from Equation (A.2)) is
ζˆ =
i k′i′k
i′′ k′′
k˜′′
αˆ′′
ψ∗ χ∗ ,
and the dual ζ¯, which is ζˆ∗ with i dualized by composing with c˜oevi, is given by
ζ¯ =
k′
i
i′ k
k′′ i′′
k˜′′
αˆ′′
∗
χ ψ . (4.12)
Note that ζ¯ is dual to ζ with respect to the same pairing as ξ¯ is dual to ξ.
Let us start with the calculation. First we reformulate the second component of (4.10a)
(keeping all labels fixed):
i k′
i′
i′
i′′
γ
k˜ i
αˇ
k˜′
αˇ′
i′k
k˜′
k˜′′
β
i′′
γˆ∗
=
i
i′
i′
i′′
γ
k˜ i
k
αˇ
k˜′
k′
αˇ′
i′k
k˜′
k˜′′
β
i′′
γˆ∗
=
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=i
i′
i′
i′′
γ
k˜ i
k
αˇ
k′i′k
αˇ′
k˜′
k˜′′
β
i′′
γˆ∗
(A.10)
=
i
i′
i′
i′′
γ
k˜ i
k
αˇ
k′i′k
i′
αˆ′
∗
k˜′
k˜′′
β
i′′
γˆ∗
=
(4.11)
=
i
i′
i′
i′′
γ k
k˜′′
k′
k′
i′k
i′
i′′
i
γˆ∗
ξ¯
=
i
i′
i′′
γ
k˜′′
k′
k′
i′
i′
i′
k
k
i′′
i
γˆ∗
ξ¯
Naturality of the braiding is used in all non-marked equations. Therefore, starting from expres-
sion (4.10a) (in the following we only emphasize relevant labels under the summation symbol,
however it is summed over all appearing labels),
⊕∑ ∑
γ
ξ={α,α′,β}
ξ
i k′
i′
i′
i′′
γ
k˜ i
αˇ
k˜′
αˇ′
i′k
k˜′
k˜′′
β
i′′
γˆ∗
=
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=
⊕∑∑
γ,ξ
ξ
i
i′
i′′
γ
k˜′′
k′
k′
i′
i′
i′
k
k
i′′
i
γˆ∗
ξ¯
=
change basis {ξ}→{ζ}
=
(4.12)
⊕∑ ∑
γ
ζ={α′′,χ,ψ}
ζ
i
i′
i′′
γ
k′i′
i′
k
i′′
γˆ∗
i
k′ k i′
k′′ i′′
k˜′′
αˆ′′
∗
χ ψ
=
(2.8)
=
⊕∑ ∑
γ
ζ={α′′,χ,ψ}
ζ
i
i′
i′′
γ
k′i′
i′
k
i′′
γˆ∗
i
k′ k i′
k′′ i′′
k˜′′
αˆ′′
∗
χ ψ
=
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(A.8)
=
⊕∑ ∑
γ
ζ={α′′,χ,ψ}
ζ δψγ
i
i′
i′′
γ
k′i′k
i′′
k′ k
k′′ i′′
k˜′′
αˆ′′
∗
χ
=
∑
γ
=
(A.10)
⊕∑ ∑
ζ={α′′,χ,ψ}
ζ
i k′
k˜′′ i
′′
i′
i′′
ψ
i′k
k
k′′
χ
αˇ′′
.
This is exactly expression (4.10b), thus we completed the proof that f1 from Equation (4.5) is
an algebra homomorphism.
We proceed analogously to show that f2 from Equation (4.6) is an algebra homomorphism.
We have to show that
C C
B B
f2 f2
B
=
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=
⊕∑
k˜ k˜′
k˜′′
βˆ∗
k˜ i k˜′ i
′i j
j˜
α
i′ j′
j˜′
α′
i′ i
i′′
γˆ∗
j˜ j˜′
j˜′′
δˆ∗
k˜ k˜′
k˜′′
β
i′
j j′
j˜ i
αˇ
j˜′
αˇ′
j˜′
j˜′′
δ
i′′
γ
and
C C
C
B
f2
=
=
⊕∑
k˜ k˜′
k˜′′
βˆ∗
i j k˜ j
′
k˜′ i
′i′i
i′′ j′′
j˜′′
α′′
ψ ϕˆ∗
k˜′′
β
i′′
ψˆ∗
j j′
j˜′′ i′′
j′′
ϕ
αˇ′′
are equal. Observe that we can ignore all lines labeled k˜, k˜′ and k˜′′, since they are the same in
both of the above diagrams. Furthermore, we change bases according to

j j′
j′′
ϕ
 ⇒

j′j
j′′
ϕ

,

i′ i
i′′
ψ
 ⇒

i′ i
i′′
ψ

.
From now on we use ϕ and ψ as labels for a basis of Hom(j′ ⊗ j, j′′) and Hom(i ⊗ i′, i′′),
32
respectively, by abuse of notation. Then it remains to show
⊕∑
j′ i′i′ii j
j˜ j˜′
j˜′′
δˆ∗
α α′
i′ i
i′′
γˆ∗
i′
j˜ i
j
αˇ
j˜′
j′
αˇ′
j˜′
j˜′′
δ
i′′
γ
= (4.13)
=
⊕∑
j′ i′i′ii j
i′′ j′′
j˜′′
α′′
ψ ϕˆ∗
i′ i
i′′
ψˆ∗
j˜′′ i′′
j′j
j′′
αˇ′′
ϕ
.
These expressions contain diagrams which are similar to the ones appearing in the calculation
for f1 (cf. (4.10a) and (4.10b)). In analogy to the basis {ξ} and its “bar” dual {ξ¯} above
(Equation (4.11)) we define the basis of Hom(i⊗ j∗ ⊗ i′ ⊗ j′∗, j˜′′∗) formed by
σ ..=
i j i′ j′
j˜ j˜′
j˜′′
δˆ∗
α α′
(for basis vectors α, α′ and δ), with its dual basis formed by
σ¯ ..=
j′ i′ j
i
j˜′ j˜
j˜′′
δ
αˆ′
∗
αˇ
.
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Now we can proceed by expressing the second component of (4.13) in terms of σ¯, i.e.
i′
j˜ i
j
αˇ
j˜′
j′
αˇ′
j˜′
j˜′′
δ
i′′
γ
=
j˜′′
j′
j′ i′
i′
j
j
i′′
i
γ
σ¯
(cf. the transformations succeeding Equation (4.12)) and then change the basis {σ} to the basis
formed by
i j′i′j
i′′ j′′
j˜′′
α′′
ψ ϕˆ∗ .
Again it is allowed to perform such a basis change since
∑
σ σ ⊗k σ¯ is basis independent. One
immediately verifies that the resulting calculation is obtained by appropriate relabeling of the
lines and vertices in parts of the diagrams in the calculation for f1. Thus f2 is an algebra
homomorphism.
In summary, f (Equation (4.4)) is an algebra isomorphism between A (Equation (4.2)) and
B (Equation (4.3)), which proves Proposition 4.3 and therefore completes the proof of Theorem
4.2.

5. Outlook
In this paper we constructed a representation of the symmetric group Sn on the Deligne power
C⊠n of a modular tensor category C by explicitly specifying C⊠n-bimodule categories, which
correspond to the adjacent transpositions generating Sn. We want to comment on open problems
emerging from this construction.
Let B be a modular tensor category and let G be a finite group. A representation [̺] : G →
Pic(B) (Definition 2.1) is related to the specification of surface defects corresponding to a global
G-symmetry of the topological phase described by B. “Gauging the G-symmetry” is the process
of promoting the global symmetry to a local one, so that the extrinsic defects are turned into de-
confined quasiparticles in a new topological phase [BBCW14]. On the categorical side, gauging
allows to produce a new modular tensor category from a given input modular tensor category
together with an action of a group: first, B is extended to a “G-crossed braided extension”, and
then the G-action is “equivariantized” to obtain a new modular tensor category [CGPW16].
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This two-step process amounts to lifting the group representation [̺] to a representation on the
level of tricategories, in a sense which we now want to make precise.
Definition 5.1
Let G be a group.
• G is the monoidal category with the elements of G as objects, only identity morphisms,
and monoidal structure induced by the group multiplication.
• G is the monoidal bicategory [Gre10b, Definition 2.20] with the elements of G as ob-
jects, only identity 1- and 2-morphisms, and monoidal structure induced by the group
multiplication.
• BG is the tricategory [Gur13, Definition 4.1] with a single object ∗ and Hom(∗, ∗) = G.
The definitions of a G-crossed braided extension and equivariantization will not be stated
here (see [ENO10, Tur10] for details). We consider the following characterization: a G-crossed
braided extension of B defines a group homomorphism G → Pic(B), plus additional data from
the tensor product and the associator of the extension, which can be encoded into a 2-functor
G → Pic(B) of monoidal bicategories (recall Definition 2.2 of the Picard 3-groupoid). Equiva-
lently, such a 2-functor of monoidal bicategories is a 3-functor BG→ Pic, which maps the single
object of BG (denoted ∗) to B ∈ Pic. We refer to [Gur13, Definition 4.10] for the definition of
a 3-functor, a morphism between tricategories.
Theorem 5.2 ([ENO10, Theorem 7.12])
Equivalence classes of G-crossed extensions of B are in bijection with 3-functors BG → Pic,
which map the single object of BG to B ∈ Pic.
Thus “gauging” can be defined as the process of passing from a group homomorphism G →
Pic(B) to a 3-functor [CGPW16]:
Definition 5.3 (Gauging)
A global symmetry (G, [̺]) of B (cf. Definition 2.1) can be gauged, if there exists a 3-functor
̺ : BG→ Pic with ̺(∗) = B, such that ̺ is equivalent to [̺] under the truncation map Pic → Pic.
Gauging a global symmetry (G, [̺]) of a modular tensor category B is not always possible.
By [ENO10], certain obstruction classes in the third and fourth cohomology of G have to vanish
to ensure the existence of a G-crossed braided extension. However, once a G-crossed braided
extension is found, equivariantization is always possible. In the case of permutation actions the
following problems arise.
Problem 5.4
Is it possible to lift the group homomorphism [̺] : Sn → Pic(C
⊠n) of Theorem 4.2 to a 3-functor
̺ : BSn → Pic with ̺(∗) = C
⊠n, and if yes, how many different such 3-functors are there? Put
differently, do Sn-crossed braided extensions of C
⊠n exist for all n?
In a recent paper by Gannon and Jones [GJ18] the question of existence is answered affir-
matively: both obstruction classes vanish for the permutation action, hence gauging is always
possible. For any subgroup G ⊆ Sn, the equivalence classes of G-crossed braided extensions
then form a torsor over H3(G,k×) (for k-linear C). By [EMJP18], there are precisely n distinct
Z/nZ-crossed braided extensions of C⊠n; in particular there are precisely two distinct S2-crossed
braided extensions of C ⊠ C.
Problem 5.5
Specify the data of an Sn-crossed braided extension of C
⊠n corresponding to [̺] by constructing
a 3-functor BSn → Pic.
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For S2 this problem is partially solved in [EMJP18], where the fusion rules of the two S2-
crossed braided extensions of C ⊠ C are specified. In [GJ18] a canonical lift of G→ Pic(C⊠n) to
a monoidal functor G → EqBr(C⊠n) ≃ Pic(C⊠n) for any subgroup G ⊆ Sn is constructed, and
in the case G = Sn, n ≥ 3 this monoidal functor is unique if and only if the group of invertible
objects of C has odd order. However, to the best of the author’s knowledge the problem of
constructing the explicit data for an Sn-crossed braided extension of the permutation action
by specifying a 3-functor BSn → Pic is still open. The monoidal functor Sn → Pic(C
⊠n) from
[GJ18] may help in the general case of n > 2. A future goal is to construct (at least one) such a
3-functor based on the representation of Theorem 4.2. The equivariantization of the associated
Sn-crossed braided extension could lead to a family of potentially new modular tensor categories.
Our results could also provide a deeper insight into the properties of topological quantum
computers based on topological multilayer phases. As mentioned in the introductory section,
adding permutation twist defects to a non-universal non-abelian state of a topological phase
can lead to universal topological quantum computing. This has been demonstrated to be the
case for twist defects in a bilayer Ising phase [BJQ13a, Section V.]. It would be interesting to
verify if universality also arises when permutation defects are added to multilayer Ising phases
and to multilayer systems of other models like the three-state Potts model [Dot84] and weakly
integral anyon models (which are believed to be non-universal by the “property F conjecture”
of [NR11]).
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A. Dual bases of Hom spaces
Let C be a k-linear pivotal fusion category (for an algebraically closed field k of zero char-
acteristic) and let {Xi}i∈I be a collection of representatives of the isomorphism classes of
simple objects, where I is some index set (see Section 2 for definitions of these notions, and
[BK01, EGNO15, Kas95] for details). We will write i, j, k, . . . instead of Xi,Xj ,Xk, . . . for short.
Choose a basis {αm}m of Hom(i⊗ j, k), with m = 1, . . . , N
k
ij for N
k
ij = dim(Hom(i⊗ j, k)) ∈ N.
To avoid lengthy notation we will simply denote the basis {αm}m by the labels, {α}, leaving
the range α = 1, . . . , Nkij for the different basis elements implicit. A specific basis element α
is graphically represented by a vertex labeled α having two incoming edges and one outgoing
edge:
α ≡
i j
k
α (A.1)
We remark that writing {α} instead of {αm}m enables us to drop indices in the notation,
but doing so requires to distinguish different bases graphically since a particular basis is only
denoted by its index label. Most of the time we will consider only one basis for each Hom space,
thus our notation convention is unambiguous. (If the basis is changed one could emphasize this
in the diagrams by choosing a different vertex layout, e.g. squares instead of circles.)
Whenever two parallel morphisms g and h only differ by a constant, we write 〈g〉h ∈ k for
the element of k such that g = 〈g〉h · h.
We define the dual basis {αˆ} of Hom(k, i ⊗ j) via the non-degenerate pairing
κ : Hom(i⊗ j, k) ⊗ Hom(k, i ⊗ j)→ k
κ

i j
k
α
,
i j
k
βˆ
 ..=
〈
i j
k
α
k
βˆ
〉
idk
= δαβ , (A.2)
i.e. βˆ is defined by
i j
k
α
k
βˆ
..= δαβ idk . (A.3)
Note that the argument of 〈.〉idk above is an element of End(k)
∼= k (since k is simple) and hence
indeed is a multiple of idk.
Furthermore, semisimplicity of C and duality imply the “completeness relation”
⊕
k
∑
α
i j
k
α
i j
αˆ
= idi⊗j . (A.4)
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Using the rigid structure of C (and the pivotal structure to identify left and right duals), there
are isomorphisms [BK01, Lemma 2.1.6]
Hom(k, i ⊗ j) ∼= Hom(j∗ ⊗ i∗, k∗) ∼= Hom(j∗, k∗ ⊗ i) , (A.5)
which are obtained by appropriate compositions with (co)evaluations and give rise to other
bases dual to {α} with respect to different non-degenerate pairings. The goal is to elaborate
how these different pairings are related. In particular, we will see that the notion of duality
with respect to κ is compatible with the canonical isomorphisms of Equation (A.5). In order to
clearly distinguish the different notions of duality, we will refer to dual morphisms (Equations
(2.3) and (2.4)) obtained from the rigid structure of the category as “categorical duals” and call
duality in the sense of Equation (A.3) “κ-duality”.
Let η be the non-degenerate pairing
η : Hom(i⊗ j, k) ⊗ Hom(j∗ ⊗ i∗, k∗)→ k
η

i j
k
α
, j i
k
βˆ∗
 ..=
〈
i j
k
α
j i
k
βˆ∗
〉
c˜oevk
. (A.6)
If βˆ∗ comes from some βˆ ∈ Hom(k, i ⊗ j) which is κ-dual to β ∈ Hom(i⊗ j, k), i.e.
j i
k
βˆ∗ = i j
k
βˆ
j i
(A.7)
(so βˆ∗ really is the categorical dual morphism of βˆ, as suggested by the notation), then
η

i j
k
α
, j i
k
βˆ∗
 =
〈
i j
k
βˆj i
i j
k
α
〉
c˜oevk
=
=
〈
i j
k
α
k
βˆ
〉
c˜oevk
= δαβ = (A.8)
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= κ

i j
k
α
,
i j
k
βˆ
 ≡ κ
 i j
k
α
,
j i
k
βˆ∗
i j

,
where the snake identity (Equation (2.2)) is used in the step from the first to the second line
and then Equation (A.3) is employed.
Note that βˆ∗ in Equation (A.7) is obtained by first dualizing β with respect to κ and then
taking the categorical dual, i.e. it is in fact (βˆ)∗, but exchanging these operations results in the
same morphism:
Lemma A.1
Applying the categorical dual commutes with dualizing with respect to κ, i.e. β̂∗ = (βˆ)∗ ≡ βˆ∗.
Proof.
The categorical dual
β∗ = i j
k
β
j i
of β is κ-dual to (βˆ)∗ (Equation (A.7)), as is evident by using the snake identity several times
and Equation (A.3):
i j
k
γˆ
i j
k
β j i
= δβγ idk∗

Finally we introduce the non-degenerate pairing ϑ,
ϑ : Hom(i⊗ j, k)⊗ Hom(j∗, k∗ ⊗ i)→ k
ϑ

i j
k
α
,
k i
j
βˇ
 ..=
〈
j
βˇ
k
i j
k
α
〉
coevk
. (A.9)
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If βˇ comes from some βˆ ∈ Hom(k, i⊗ j) which is κ-dual to β ∈ Hom(i⊗ j, k), i.e.
k i
j
βˇ =
j
ik
βˆ
j
,
then
ϑ

i j
k
α
,
k i
j
βˇ
 =
〈
j
k
βˆ j
i j
k
α
〉
coevk
=
=
〈
i j
k
α
k
βˆ
〉
coevk
= δαβ =
= κ

i j
k
α
,
i j
k
βˆ
 ≡ κ
 i j
k
α
,
k
i j
βˇ
k

,
where the snake identity (Equation (2.1)) is used in the step from the first to the second line
and then the definition of duality with respect to κ (Equation (A.3)) is inserted.
We remark that left and right categorical duals are identified by pivotality, thus
j i
k
βˆ∗ = i j
k
βˆ
j i
≡ i j
k
βˆ
j i
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and consequently, using the snake identity,
j
k
βˆ∗
i
= i j
k
βˆ
j
i
i
= j
k
βˆ
j
i
=
k i
j
βˇ .
(A.10)
To summarize, we have proved that κ-duality is compatible with the canonical isomorphisms
of Hom spaces in Equation (A.5):
Lemma A.2
Given a basis vector α ∈ Hom(i⊗ j, k), the basis vectors
αˆ ≡
i j
k
αˆ ∈ Hom(k, i ⊗ j)
αˆ∗ ≡
j i
k
αˆ∗ = i j
k
αˆ
j i
∈ Hom(j∗ ⊗ i∗, k∗)
αˇ ≡
k i
j
αˇ =
j
ik
αˆ
j
∈ Hom(j∗, k∗ ⊗ i)
are dual to α with respect to the pairings κ, η and ϑ, respectively, and these pairings are the
same up to the canonical isomorphisms of Equation (A.5).
For clarity we distinguish the different incarnations of dual basis vectors in the main text, but
use the fact that they can be translated into each other using isomorphisms coming from the
rigid, pivotal structure of the category.
B. Module category theory
A module category over a monoidal category is a “categorification” of the algebraic concept of
a module over a ring. For ease of reference and for the reader’s convenience we collect some
definitions and fundamental theorems which are used in the main text. We refer to [EGNO15,
Chapter 7] for details. By k we denote an algebraically closed field of zero characteristic. All
categories are assumed to be finite semisimple abelian k-linear categories.
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B.1. Module and bimodule categories
Recall that a monoidal category is a tuple (C,⊗,1, α, ρ, λ) consisting of a category C, a tensor
product bifunctor ⊗ : C × C → C, a unit object 1 ∈ C, and natural isomorphisms α : ((−⊗−)⊗
−) → (− ⊗ (− ⊗ −)), ρ : (−)⊗ 1 → (−), λ : 1 ⊗ (−) → (−), called associativity, right and left
unit constraint, respectively, satisfying certain coherence axioms [EGNO15, Definition 2.2.8].
Definition B.1 (Module category)
A left module category M ≡ (M, ⊲, a, l) over a monoidal category C ≡ (C,⊗,1, α, ρ, λ) is a
category M with a bifunctor ⊲ : C ×M → M (the action functor) and natural isomorphisms
a : (−⊗−) ⊲ (−)→ (−) ⊲ (− ⊲−) (the module associativity isomorphism) and l : 1 ⊲ (−)→ (−)
(the module unit isomorphism) satisfying the commuting diagrams
((X ⊗ Y )⊗ Z) ⊲ M
(X ⊗ (Y ⊗ Z)) ⊲ M (X ⊗ Y ) ⊲ (Z ⊲M)
X ⊲ ((Y ⊗ Z) ⊲ M) X ⊲ (Y ⊲ (Z ⊲M))
αX,Y,Z⊲idM aX⊗Y,Z,M
aX,Y⊗Z,M aX,Y,Z⊲M
idX ⊲aY,Z,M
and
(X ⊗ 1) ⊲ M X ⊲ (1 ⊲ M)
X ⊲M
ρX⊲idM
aX,1,M
idX ⊲lM
for all X,Y,Z ∈ C and M ∈M. The isomorphisms a and l are called the “module constraints”
of M.
Definition B.2 (Module functor and natural transformation)
A left module functor F : M→N between left C-module categoriesM≡ (M, ⊲M, aM, lM) and
N ≡ (N , ⊲N , aN , lN ) is a functor with a natural isomorphism f : F (− ⊲M −) → (−) ⊲N F (−)
such that the diagrams
F ((X ⊗ Y ) ⊲MM)
F (X ⊲M (Y ⊲MM)) (X ⊗ Y ) ⊲N F (M)
X ⊲N F (Y ⊲MM) X ⊲N (Y ⊲N F (M))
F (aM
X,Y,M
) fX⊗Y,M
f
X,Y ⊲MM a
N
X,Y,F (M)
idX ⊲
N fY,M
and
F (1C ⊲
MM) 1 ⊲N F (M)
F (M)
F (lM
M
)
f1,M
lN
F (M)
commute for all X,Y ∈ C and M ∈M.
A left module natural transformation η between module functors (F, f), (G, g) is a natural
transformation which is compatible with the module functor data, i.e. the square
F (X ⊲MM) X ⊲N F (M)
G(X ⊲MM) X ⊲N G(M)
η
X⊲MM
fX,M
idX ⊲
N ηM
gX,M
42
commutes for all X ∈ C and M ∈M.
Right C-module categories (with right action ⊳ and right module unit isomorphism r), their
functors and natural transformations are defined analogously. Every monoidal category is a
left and right module category over itself, with module action given by the tensor product and
module constraints coming from the monoidal constraints.
Definition B.3 (Equivalence of module categories)
Two module categories are called equivalent, if there exists a module functor between them
inducing an equivalence of the underlying categories.
Definition B.4 (Bimodule category)
A C-D-bimodule category M is a left C ⊠ Drev-module category with action (X ⊠ Y ) ⊲ M ..=
(X ⊲M) ⊳ Y . A C-C-bimodule category will also be called a C-bimodule category for short.
If M is a left C-module and N is a right D-module category, then the Cartesian product is a
C-D-bimodule category. Furthermore, every monoidal category C is a C-bimodule category in
the obvious way.
We remark that a C-D-bimodule categoryM can equivalently be described as a left C-module
and right D-module category, such that the corresponding actions ⊲ and ⊳ commute up to a
natural isomorphism γ : (− ⊲ −) ⊳ (−) → (−) ⊲ (− ⊳ −) subject to certain coherence axioms,
which describe the compatibility of ⊲ and ⊳ with γ (see [EGNO15, Definition 7.1.7] and [Gre10a,
Proposition 1.3.10] for the precise definition and the proof that both definitions are equivalent).
Bimodule functors and bimodule natural transformations are defined accordingly. Equiv-
alently, a C-D-bimodule functor between C-D-bimodule categories is a left and right module
functor such that a certain coherence hexagon commutes [Gre10b, Remark 2.14]. C-D-bimodule
categories, their bimodule functors and bimodule natural transformations form a 2-category
denoted Bimod(C,D) with composition of functors and composition of natural transformations
as horizontal and vertical composition, respectively [Sch13, Lemma 2.3.11].
Lemma B.5 ([DSPS14, Corollary 2.12])
Let M and N be bimodule categories and F : M → N a bimodule functor. Then F is an
equivalence of bimodule categories, if F induces an equivalence of the underlying categories.
Proposition B.6 ([Gre10b, Proposition 7.1])
Let (M, ⊲, a, l) be a left module category over a braided monoidal category C with braiding c.
Then M is an C-bimodule category: it is a right C-module category (M, ⊳, a′, r) via
M ⊳X ..= X ⊲M ,
a′M,X,Y
.
.= aY,X,M ◦ (idM ⊳cX,Y ) : M ⊳ (X ⊗ Y )→ (M ⊳X) ⊳ Y ,
rM ..= lM : M ⊳ 1 ≡ 1 ⊲M →M .
This means the C⊠Crev-module action ⊲˜ is given by (X⊠Y )⊲˜M ..= (X ⊲M)⊳Y ≡ Y ⊲ (X ⊲M).
The mixed associativity isomorphism is
γX,M,Y ..= aX,Y,M ◦ (cY,X ⊲ idM ) ◦ a
−1
Y,X,M :
(X ⊲M) ⊳ Y ≡ Y ⊲ (X ⊲M)→ X ⊲ (M ⊳ Y ) ≡ X ⊲ (Y ⊲M) .
We remark that an analogous result is obtained when the inverse braiding c−1 is used instead
of c in the definition of a′ and γ.
The previous proposition immediately allows to extend all module functors to bimodule func-
tors:
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Proposition B.7
Let (M, ⊲M, aM, lM) and (N , ⊲N , aN , lN ) be left module categories over a braided monoidal
category C with braiding c, and let (F, f) : M → N be a left module functor. Then F can
be extended to a bimodule functor between the bimodule categories (M, ⊲M, aM, lM, a′M) and
(N , ⊲N , aN , lN , a′N ) obtained from Proposition B.6.
Proof.
One can directly show that (F, f r) is a right module functor between the right module categories
(M, ⊳M, a′M, rM) and (N , ⊳N , a′N , rN ) (using the notation of Proposition B.6), where f rM,X
..=
fX,M : F (M ⊳
M X) = F (X ⊲M M) → F (M) ⊳N X = X ⊲N F (M) is the right module functor
constraint; the corresponding module axioms follow from the definition of the right module
constraints a′M, rM, a′N , rN in Proposition B.6 and the pentagon axiom of the left module
functor (F, f). We show that the coherence hexagon [Gre10b, Remark 2.14], which describes
the compatibility of left and right action, is satisfied. That is, the equation
γNX,F (M),Y ◦ (fX,M ⊳ idY ) ◦ f
r
X⊲M,Y = (idX ⊲f
r
M,Y ) ◦ fX,M⊳Y ◦ F (γ
M
X,M,Y ) (B.1)
has to hold, where γM and γN are the mixed associativity isomorphisms as in Proposition B.6.
The right hand side can be rewritten in the following way:
(idX ⊲f
r
M,Y ) ◦ fX,M⊳Y ◦ F (γ
M
X,M,Y ) =
= (idX ⊲fY,M) ◦ fX,Y ⊲M ◦ F (a
M
X,Y,M) ◦ F (cY,X ⊲ idM ) ◦ F (a
M
Y,X,M )
−1 =
= aNX,Y,F (M) ◦ fX⊗Y,M ◦ F (cY,X ⊲ idM ) ◦ F (a
M
Y,X,M )
−1 (B.2)
Here we used the explicit form of γMX,M,Y and the pentagon axiom of the left module functor
(F, f). The same pentagon axiom is also inserted into the left hand side of Equation (B.1),
together with the explicit form of γNX,F (M),Y :
γNX,F (M),Y ◦ (fX,M ⊳ idY ) ◦ f
r
X⊲M,Y =
= γNX,F (M),Y ◦ (idY ⊲fX,M) ◦ fY,X⊲M = γ
N
X,F (M),Y ◦ a
N
Y,X,F (M) ◦ fY⊗X,M ◦ F (a
M
Y,X,M )
−1 =
= aNX,Y,F (M) ◦ (cY,X ⊲ idF (M)) ◦ (a
N
Y,X,F (M))
−1 ◦ aNY,X,F (M) ◦ fY⊗X,M ◦ F (a
M
Y,X,M)
−1 =
= aNX,Y,F (M) ◦ (cY,X ⊲ idF (M)) ◦ fY⊗X,M ◦ F (a
M
Y,X,M)
−1
This equals the expression (B.2) if the equation
(cY,X ⊲ idF (M)) ◦ fY⊗X,M = fX⊗Y,M ◦ F (cY,X ⊲ idM )
is satisfied, which is indeed the case by functoriality of the braiding c. Hence (F, f, f r) is a
C-bimodule functor from (M, ⊲M, aM, lM, a′M) to (N , ⊲N , aN , lN , a′N ).

B.2. Categories of modules
Let (C,⊗,1, α, ρ, λ) be a monoidal category. We want to study algebras and modules internal
to C, thus generalizing the classical notions from basic algebra (which are internal to Vectk, the
category of k-vector spaces and linear maps).
Definition B.8 (Algebra object)
An algebra object (or algebra) A in C is a triple (A,mA, uA) consisting of an object A ∈ C, a
morphism mA : A⊗A→ A called “multiplication”, and a morphism uA : 1→ A called “unit”,
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such that the diagrams
(A⊗A)⊗A A⊗ (A⊗A)
A⊗A A⊗A
A
mA⊗idA
αA,A,A
idA⊗mA
mA mA
and
1⊗A A⊗A
A
λA
uA⊗idA
mA
A⊗ 1 A⊗A
A
ρA
idA⊗uA
mA
commute.
For C = Vectk this definition coincides with the definition of an associative k-algebra with unit.
Definition B.9 (Algebra homomorphism)
An algebra homomorphism between two algebras (A,mA, uA), (B,mB , uB) in C is a morphism
f : A→ B in C which is compatible with multiplications and units in the sense that f ◦uA = uB
and f ◦mA = mB ◦ (f ⊗ f).
This leads to the notion of an algebra isomorphism in the obvious way. If f : A → B is
an isomorphism (in the category) and an algebra homomorphism, then it is also an algebra
isomorphism.
Proposition B.10 (Opposite algebra)
Let A ≡ (A,mA, uA) be an algebra in a braided monoidal category C with braiding c. Then
(A,mA ◦ cA,A, uA) is an algebra, called the opposite algebra A
op.
It follows directly from the definitions that the opposite algebra is indeed an algebra.
Proposition B.11 (Tensor product algebra)
Let (A,mA, uA) and (B,mB , uB) be algebras in a braided strict monoidal category C with braiding
c. Then the tensor product algebra A⊗B is (A⊗B,mA⊗B, uA⊗B) with mA⊗B = (mA⊗mB) ◦
(idA⊗cB,A ⊗ idB) and uA⊗B = uA ⊗ uB. The tensor product of algebras is associative.
This is a direct consequence of naturality of the braiding and associativity of the strict monoidal
structure. Note that in the definition of the opposite and the tensor product algebra one could
also use the inverse braiding c−1 instead of c, resulting in algebras (A,mA ◦ c
−1
A,A, uA) and
(A ⊗ B, m˜A⊗B, uA ⊗ uB), where m˜A⊗B is mA⊗B with cB,A replaced by c
−1
A,B . However, if C
is ribbon, these algebras are isomorphic to (A,mA ◦ cA,A, uA) and (A ⊗ B,mA⊗B, uA ⊗ uB),
respectively [FRS02, Remark 3.23 (i)]. In this paper we only work with the definitions of Aop
and A⊗B from Proposition B.10 and Proposition B.11.
Definition B.12 (Module)
A right module over an algebra (A,mA, uA), or right A-module for short, is a pair (M,p), where
M ∈ C is an object and p : M ⊗ A → M is a morphism (the module action) such that the
diagrams
(M ⊗A)⊗A M ⊗ (A⊗A)
M ⊗A M ⊗A
M
p⊗idA
αM,A,A
idM⊗mA
p p
M ⊗ 1 M ⊗A
M
ρM
idM ⊗uA
p
commute.
Definition B.13 (Module homomorphism)
A right module homomorphism between two right modules (M,p), (N, q) over an algebra
(A,mA, uA) in C is a morphism ϕ : M → N in C which is compatible with the module ac-
tions in the sense that q ◦ (ϕ⊗ idA) = ϕ ◦ p.
Left A-modules and left A-module homomorphisms are defined analogously.
LetM1,M2 be A-modules in C. Then module homomorphisms between them form a subspace
of Hom(M1,M2) that is closed under composition. Consequently:
Proposition B.14 (Categories of modules)
Right and left A-modules in C form categories Mod-A(C) and A-Mod(C), respectively.
Lemma B.15
The category Mod-A(C) can be equipped with the structure of a left C-module category: For any
algebra A ∈ C, right A-module (M,p) and X ∈ C, the object X ⊗M has a right A-module
structure via
(X ⊗M)⊗A
αX,M,A
−−−−−→ X ⊗ (M ⊗A)
idX⊗p−−−−→ X ⊗M
which provides an action functor C × Mod-A(C) → Mod-A(C) given on objects by (X,M) 7→
X⊗M . The module associativity isomorphisms aX,Y,M ..= αX,Y,M : (X⊗Y )⊗M → X⊗(Y ⊗M)
and unit isomorphisms lM ..= λM : 1 ⊗M → M come from the monoidal structure of C, are
isomorphisms of A-modules and define a left C-module structure on Mod-A(C).
This is proven by direct verification. A corresponding result also holds for A-Mod(C), which is
a right C-module category.
Definition B.16 (Morita equivalence)
Two algebras A,B ∈ C are Morita equivalent if Mod-A(C) and Mod-B(C) (or A-Mod(C) and
B-Mod(C)) are equivalent C-module categories.
Definition B.17 (Bimodule)
Let A,B ∈ C be algebras. AnA-B-bimodule in C is a triple (M,p, q) withM ∈ C, p : A⊗M →M ,
q : M ⊗B →M , such that (M,p) is a left A-module in C, (M, q) is a right B-module in C, and
(A⊗M)⊗B A⊗ (M ⊗B)
M ⊗B A⊗M
M
p⊗idB
αA,M,B
idA⊗q
q p
commutes. A homomorphism of A-B-bimodules is a morphism in C which is both a homomor-
phism of left A-modules and right B-modules. A-B-bimodules and their homomorphisms form
a category called A-Bimod-B(C). The category of A-A-bimodules will be denoted A-Bimod(C)
for short.
Theorem B.18 ([EGNO15, Theorem 7.10.1])
Let M be a finite (as linear category) left respectively right module category over a finite tensor
category C with right exact action in C. Then there is an algebra object A ∈ C and an equivalence
M≃ Mod-A(C) (≃ A-Mod(C)) as left respectively right C-module categories.
If C is braided then there is an equivalence A-Bimod-B(C) ≃ (A ⊗ Bop)-Mod(C) of module
categories.
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B.3. Relative Deligne product
We assume C to be a fusion category and all module categories to be semisimple.
Definition B.19 (Balanced functor)
Let M be a right and N a left C-module category. A functor F : M⊠N → A to some abelian
category A is called C-balanced if there exists a natural isomorphism β : F ((− ⊳ −) ⊠ −) →
F (−⊠ (− ⊲−)) satisfying the pentagon coherence diagram
F ((M ⊳ (X ⊗ Y ))⊠N) F (M ⊠ ((X ⊗ Y ) ⊲ N))
F (((M ⊳X) ⊳ Y )⊠N) F (M ⊠ (X ⊲ (Y ⊲ N)))
F ((M ⊳X)⊠ (Y ⊲ N))
βM,X⊗Y,N
βM⊳X,Y,N β−1
M,X,Y ⊲N
for all X,Y ∈ C, M ∈M, N ∈ N . Module associativity isomorphisms act along the unmarked
arrows.
This means for all C ∈ C, M ∈M and N ∈ N , one has a natural isomorphism βM,C,N : F ((M ⊳
C) ⊠ N) → F (M ⊠ (C ⊲ N)), which can also be expressed as βM,C,N : F ((M ⊠ N) ⊳ C) →
F (C ⊲ (M ⊠N)).
Definition B.20 (Relative Deligne product)
The relative Deligne product (also called “balanced tensor product”) of a right C-module category
M with a left C-module category N consists of an abelian category M⊠C N and a C-balanced
functor BM,N : M⊠N →M⊠CN (called the universal balanced functor ofM⊠CN ), which is
universal for C-balanced functors out of M⊠N , i.e. BM,N induces for every abelian category
A an equivalence
ΦM,N : Fun(M⊠C N ,A)→ Funbal(M⊠N ,A)
from the category of functors from M ⊠C N to A to the category of C-balanced functors and
their natural transformations (which are natural transformations compatible with the balancing
isomorphisms of the respective functors in the obvious way).
Setting C = Vectk reduces the relative Deligne product to the ordinary Deligne product of
k-linear abelian categories [Sch13, Definition 3.2.1]. Existence of the relative Deligne product
and uniqueness up to unique adjoint equivalence are guaranteed by [DSPS14, Theorem 3.3 (1)].
Proposition B.21 ([Sch13, Proposition 3.4.1])
Let M be an A-C-bimodule category and N a C-B-bimodule category. Then M ⊠C N is an
A-B-bimodule category and BM,N is a balanced A-B-bimodule functor.
Proposition B.22 ([Gre10b, Proposition 3.15])
The relative Deligne product is weakly unital: for a C-D-bimodule categoryM there are canonical
equivalences M⊠D D ≃M ≃ C ⊠C M of C-D-bimodule categories.
Proposition B.23 ([Gre10b, Proposition 4.4])
The relative Deligne product is weakly associative: for bimodule categories L, M and N there
is a bimodule equivalence (L⊠C M)⊠D N ≃ L⊠C (M⊠D N ).
Proposition B.24 ([DSPS14, Theorem 3.3])
Let M be a right and N a left module category over a fusion category C. Assume the left and
right action functors are right exact in C. Let A,B ∈ C be algebra objects such that M ≃
A-Mod(C) and N ≃ Mod-B(C) as C-module categories (cf. Theorem B.18). Then M ⊠C N ≃
A-Bimod-B(C) (the category of A-B-bimodule objects in C).
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The relative Deligne product of C-bimodule categories is unital and associative up to equiva-
lence and satisfies certain coherence axioms [Gre10b] (with naturality up to 2-isomorphism, i.e.
bimodule natural transformation). This structure can be encoded into a tricategory.
Theorem B.25 ([Sch13, Theorem 3.6.1])
There is a tricategory Bimod: fusion categories are the objects, bimodule categories the 1-
morphisms, bimodule functors the 2-morphisms, and bimodule natural transformations are the
3-morphisms, where the horizontal composition 2-functor is given by the relative Deligne prod-
uct, horizontal composition in the morphism bicategories is given by the composition of func-
tors, and the vertical composition of 3-morphisms is given by the vertical composition of natural
transformations. In particular, this implies the following:
(i) The bicategory Bimod(C,D) of C-D-bimodule categories and their bimodule functors and
bimodule natural transformations is a 2-category (strict bicategory) with composition of
functors as horizontal composition and composition of natural transformations as vertical
composition.
(ii) For any three fusion categories C, D, E, the relative Deligne product induces a 2-functor
⊠D : Bimod(C,D)× Bimod(D, E)→ Bimod(C, E).
(iii) For every fusion category C, the strict unit 2-functor IC : I → Bimod(C, C) (with I the unit
2-category with a single object, 1-morphism and 2-morphism) is given by C as C-bimodule
category.
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