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Fluorescence intermittency is a random switching between emitting (on) and non-emitting (off)
periods found for many single chromophores such as semiconductor quantum dots and organic
molecules. The statistics of the duration of on- and off-periods are commonly determined by thresh-
olding the emission time trace of a single chromophore and appear to be power law distributed. Here
we test with the help of simulations if the experimentally determined power law distributions can
actually reflect the underlying statistics. We find that with the experimentally limited time resolution
real power law statistics with exponents αon/off  1.6, especially if αon = αoff would not be ob-
served as such in the experimental data after binning and thresholding. Instead, a power law appear-
ance could simply be obtained from the continuous distribution of intermediate intensity levels. This
challenges much of the obtained data and the models describing the so-called power law blinking.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4868252]
I. INTRODUCTION
Uncovered by single particle microscopy, fluorescence
intermittency of single emitters remains an equally puzzling
as universal phenomenon. Not only semiconductor quan-
tum dots (QDs), but also molecules, proteins, nanorods,
or nanowires, exhibit random fluctuations between emitting
on- and non-emitting off-states1, 2 occurring on timescales
ranging from microseconds to tens or hundreds of seconds.
Particularly remarkable are the discovered statistics reflecting
the probability of finding on- or off-periods of a certain du-
ration. These dwell times in either state appear to follow an
inverse power law distribution
p(t) ∝ t−α (1 < α < 2) (1)
with an exponential cut-off e−t/τcut-off for the on-states. The
off-state statistics are found to be surprisingly robust against
variations of temperature or excitation intensity. This robust-
ness suggests a very fundamental process3–5 to be active. On
the contrary, the on-state statistics with their cut-off are sen-
sitive to temperature, excitation, and particle morphology.6, 7
This sensitivity renders the on-states particularly interesting
to a further study of the fundamentals of the blinking phe-
nomenon. Recently it could be shown that at least two blink-
ing mechanisms exist. One mechanism was ascribed to charge
ejection with subsequent Auger quenching with an exponen-
tial distribution of dwell times.8 The power law distribution,
however, arises from a different mechanism,3, 8 whose origin
remains under discussion.9 Both mechanisms can be inhibited
with gradient and/or thick shells emphasizing the importance
of the QD interface and surface. A true understanding of the
mechanism leading to a power law distribution nevertheless
remains to be found.
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Such power law distributed dwell times are rather un-
expected for the transition between two well-defined states,
which would be expected to show exponential distributions.
Thus, several models were developed seeking the origin of
blinking.1, 2, 6, 10–12 These models largely address the power
law statistics as their central feature, relying on the fact that
the experimental analysis truly reflects the physical reality.
While in the case of fluorescence intermittency a number of
different methods exists to analyze the experimental photon
streams,11, 13–18 the distinct separation of on- and off-state is
almost exclusively performed with the thresholding method.
Here an intensity time-trace is recorded and a threshold in-
tensity chosen to define on-states (above the threshold) and
off-states (below the threshold). The occurrence of on- and
off- intervals of different length is then displayed in log-log
histograms. The time resolution of these time-traces is inher-
ently bound to their bin-time tbin. In the past years it has been
more and more realized that this bin-time and the decision on
a threshold strongly define the resulting histograms especially
for data with low signal to noise ratios.19–21 It was found not
only problematic in the analysis of quantum dots or rods20
but for any single nano-object.19 In the study of enzymatic
reactions21 it was even suggested that the often proposed dy-
namic disorder extracted via thresholding might only be an
artifact of analysis.
As we present here, also for semiconductor nanocrys-
tals the appearance of certain power law distributions will
be strongly biased by analysis artifacts. Typical experimen-
tal bin-times lie in the range of 1–100 ms. The onset of the
observed power law blinking is believed to reach down to
much shorter times. This onset is often referred to as the crit-
ical time tc. It is the shortest dwell time in either state with
the same power law probability as observed for long times.
In electron diffusion models it marks a change of blinking
statistics to lower exponents.12 Using power spectra evidence
is reported that this critical time tc might be close to the
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typical bin width (tc ≈ 10 ms ).14 However, based on cor-
relation functions11, 15 and fluorescence decays22 the same
power law statistics are observed to reach down to the mi-
crosecond scale or even beyond. This limited time resolution
would strongly distort the observed statistics of true power
law blinking, if tc ∼ tbin. By simulating time-traces with de-
fined blinking parameters, we show that for many experimen-
tally determined exponents pure power-law statistics would
hardly be observed in both states. This especially applies to
the on-state, when the on-state cut-off, experimental noise,
and typical thresholds are considered. The distortion is found
for all power law exponents except for the special case of
low and equal exponents (αon = αoff  1.6), which is the
one most intensively tested against simulations.20, 23, 24 Sim-
ulations with higher exponents showed similar distortions as
observed here.25 Thus, most of the currently observed statis-
tics most likely do not reflect real statistics. This stresses the
importance of tc with respect to tbin and even poses the ques-
tion if real statistics really follow power law distributions for
both states. We find that the observed statistics can instead be
highly influenced by the Poisson noise of intermediate states,
which would then also appear power law distributed. Based
on these findings most measurements and determined depen-
dencies should be revisited. Also blinking models might need
to be adjusted.
II. SIMULATION
Time-traces are simulated based on power law distributed
random numbers ton/off for on- and off-states with given power
law exponents αon/off. Those are generated from equally dis-
tributed random numbers (r ∈ [0, 1]) and then transformed by
ton/off = r1/(1−αon/off),26 yielding ton/off > 1. On- and off- times
are thus obtained in reference to a minimum time, the critical
time tc for the onset of blinking, which is set to tc = 1 per
definition. For power law distributions with cut-off, τcut-off,
the resulting number ton is only accepted with probability
e−ton/τcut−off . We restrict the random numbers to 2 × 104 tbin as a
single measurement of one quantum dot is usually not longer
than 104 tbin. For on- and off-states a random number from the
distribution is drawn alternately. The on-state intensity is set
to 1, the off-state intensity to 0. Now a time-trace of resolution
tbin ≥ tc is constructed where the intensity of each bin is given
by the fraction of time spent in the on-state. If we take 1μs
as a lower bound for the start of power law blinking,15 typi-
cal bin-times (1 to 100 ms) are three to five or even more or-
ders of magnitude larger. Thus, we choose tbin = 10ktc, testing
k = 0–5, including values of tc ≈ tbin.14 Like in experiments,
the dwell times ton/off in either state are found with a thresh-
old and are separately displayed in histograms for on- and
off-states. Those are logarithmically binned, increasing the
bin width to 2ntbin, n = 0, 1, 2... and presented on logarith-
mic axes. An observed straight line would then represent an
observed power law and its slope the exponent.
III. RESULTS AND DISCUSSION
A. Influences of binning and threshold
The influence of a decreasing time resolution is first
investigated for equal exponents of on- and off-state. As we
will show, it is strongly coupled to the chosen threshold.
A typical simulated time-trace and its intensity histogram
for αon = αoff = 1.8 and tbin = 104 tc is depicted in Fig. 1. The
intensity changes between 1 (on) and 0 (off). Also interme-
diate intensities are found due to unresolved blinking events,
which we refer to as “unresolved bins.” Most are found at
half the on-state intensity (0.5 I/Ion). The amount of unre-
solved bins quickly increases with bin-time until it saturates.
Fig. 2(a) shows intensity histograms for time-traces for dif-
ferent bin-times and αoff = αon = 1.8. The asymptotic shape
of the histogram for long bin-times is given by the Lamperti
function (see Eq. (S4) of the supplementary material27 and
Refs. 28 and 29).
Now different thresholds can be chosen to obtain the
distributions of on- and off-events. As the exponents are the
same for on- and off-state, a threshold at 0.5 yields identical
histograms for both distributions. Furthermore, identical dis-
tributions will be observed for off-states at a low threshold
(e.g., 0.1) and on-states at the corresponding high threshold
(e.g., 0.9) and vice versa. Thus, only the off-state distributions
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FIG. 1. Left: Extract of a simulated time-trace for αoff = αon = 1.8 and tbin = 104tc. Right: Probability histogram over the simulated intensities (black solid
line, bottom axis) and number of detected events (red dashed line, top axis), both on logarithmic scales. Intensity is given in on-state fraction.
114306-3 Amecke, Heber, and Cichos J. Chem. Phys. 140, 114306 (2014)
102
103
104
105
 
o
cc
u
rr
e
n
ce
1.00.80.60.40.20.0
α
 1.5
 1.6
 1.7
 1.8
 1.9
-6
-5
-4
-3
-2
-1
0
 
lo
g(p
)
3210
 log(t[tbin])
α
 1.5
 1.7
 1.9
102
103
104
105
 
o
cc
u
rr
e
n
ce
 
1.00.80.60.40.20.0
tbin [tc]
4
3
2
1
0
-1
-2
-3
lo
g(N
)
43210
log(t[tbin])
αon = 1.6
 0.1
 0.5
 0.9
αoff = 1.8
 0.1
 0.5
 0.9
I/Ion
I/Ion
10 0
10 2
10 3
10 4
10 5
threshold
 0.1
 0.9
I/Ion
1.00.80.60.40.20.0
103
104
105
 
o
cc
u
rr
e
n
ce
 
tbin [tc]
10 0
10 2
10 3
10 4
10 5
3210
tbin [tc]
10 0
10 1
10 5 0.1
0.9
0.5
lo
g(N
)
6
5
4
3
2
 1
 0
-1
 log(t[tbin])
(a) (b)
(c) (d)
(f)(e)
FIG. 2. (a) Intensity histograms of simulated time-traces with αoff = αon = 1.8 and different tbin. (b) Corresponding occurrence histograms for different
thresholds and tbin. Thresholds 0.5 and 0.9 are offset for clarity. (c) Intensity histograms of simulated time-traces with tbin = 104tc and different αoff = αon.
The hump at I/I0 = 0.5 increases with increasing exponent. (d) Probability histograms of off-states for thresholds 0.1 and 0.9 for different exponents αoff = αon
and tbin = 104tc. With increasing exponent deviations between the two thresholds increase. (e) Intensity histograms of simulated time-traces with αoff = 1.8
and αon = 1.6 with increasing tbin. The amount of unresolved bins close to the on-state increases. (f) Corresponding off- and on-state occurrence histograms for
tbin = 104tc and different thresholds. At short times strong deviations from the input power law are found especially for the on-state with the lower exponent.
are discussed in the following. For selected bin-times cor-
responding off-state histograms are displayed for three
thresholds 0.1, 0.5, and 0.9 in Fig. 2(b). Obviously, only for
bin-times close to the onset of blinking tc (black line, exclud-
ing the first bin), the observed histograms are independent of
the threshold and reflect the input power law. With increasing
bin-time also a threshold dependence develops. This depen-
dence is already substantial for bin-times only one order of
magnitude longer than tc (Fig. 2(b), red line). Like the number
of observed unresolved bins, it saturates for long bin-times.
This threshold dependence can be described as follows.
For low thresholds close to the off-state the input power law is
observed independent from bin-time. With increasing thresh-
old the distribution of short off-events is increasingly dis-
torted. Only at long events >100 tbin the input power law is
recovered for all thresholds. The distortion, thus, increases
with the number of unresolved bins mistakenly counted as
off-events. At low thresholds this number is close to zero.
With increasing threshold, fluctuations between unresolved
bins first introduce more apparent short states. At even higher
thresholds consecutive off-states are combined to intermedi-
ate states. This leads to a bending of the histogram for short
times. The number of unresolved bins at a given intensity also
follows closely the number of transitions that are detected
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between on- and off-state when this intensity is chosen for
the threshold (red dashed line in Fig. 1). The maximum of
transitions at medium thresholds only feigns better accu-
racy. Additional detected events, however, only distort the
distribution.
Extracting the input exponents with a fit to the observed
histograms is clearly difficult. Histograms at high thresholds
do not resemble a power law at all. Fits to histograms at lower
thresholds will surely yield exponents higher than the input
ones, when all short events are included. Thus, the given ex-
perimental condition of tc  tbin already introduces consider-
able inaccuracies in the detected on- and off-state statistics.
B. Dependence on power law exponent
The strong distortion by the limited time resolution has
not been found before,20, 23, 24 even though similar simulations
were applied. The reason for this is that only low exponents
≤1.7 were considered. For lower exponents the fraction of
time spent in events of length <tbin decreases (see Fig. S1b of
the supplementary material27). This fraction is closely related
to the number of unresolved bins, which are distorting the his-
tograms. The influence of different power law exponents is
demonstrated in Figs. 2(c) and 2(d). Fig. 2(c) shows the inten-
sity histograms for different exponents at tbin = 104tc. Those
are again asymptotically described by the Lamperti equation
(Eq. (S4) of the supplementary material27) for long bin-times.
Corresponding off-state probability histograms for different α
and thresholds 0.1 and 0.9 are shown in Fig. 2(d). For α = 1.5
no threshold dependence is observed. Only the first two time
bins are slightly lower than expected for the input power law.
For higher exponents, however, the threshold dependence for
short events grows increasingly important. Thus, the extrac-
tion of higher power law exponents should be treated with
care. A threshold dependence should be observed, similar to
the one described here. If this is not the case, the determined
exponents are not related to an underlying power law.
C. Different exponents for on- and off-state
Several experiments suggest that on- and off-exponents
are equal.6, 23 However most experiments extract independent
exponents, which can differ considerably. For independent
exponents the threshold method has also not been tested so
far. This is investigated in the following. Representatively, the
case of αon < αoff is examined. A lower on-time exponent
implies that long events are more likely and short events less
likely for the on-state as compared to the off-state. Thus more
time will be spent in the on-state. Intensity histograms for dif-
ferent binning but a lower on-state exponent (αon = 1.6) are
depicted in Fig. 2(e). The amount of unresolved bins close
and equal to 1 increases with bin-time. The shape of the his-
tograms is analytically described in Ref. 28 (Eq. (7)). For long
bin-times, the QD will predominantly stay in the on-state and
blinking will be suppressed. On- and off- state histograms for
tbin = 104 tc and thresholds 0.1, 0.5, and 0.9 are displayed in
Fig. 2(f). Again, a strong threshold dependence of the statis-
tics of short events is observed for both distributions, while
the statistics of long events are unperturbed. The effect is
stronger for the on-state with the lower exponent. Only for
thresholds close to the corresponding state, the input power
law is observed throughout the whole histogram. The more
unresolved bins are included, the stronger the distortion. As
most unresolved bins are close to the on-state, the on-state
distribution is quickly destroyed when lowering the threshold.
Short on-events are no longer discriminated and the histogram
flattens.
On the contrary, the off-state distribution is almost thresh-
old independent for low thresholds. Only at very high thresh-
olds, switching between unresolved bins leads to an increas-
ing amount of apparent short off-times. The deviation from
the input power laws shifts to longer times with longer bin-
times, higher exponents, and higher difference of αon and αoff.
In typical experiments the exponent 1.6 for the on-times in
Fig. 2(f) would not be determined correctly. A much lower
exponent would be fitted to the initial histogram, especially
when long times are missing due to a cut-off (see below).
Such an even lower exponent however would lead to a com-
pletely different histogram. Thus, even more than the ex-
traction of high power law exponents, fitting results yielding
differences in on- and off- state exponent should be treated
with care. Most of those cannot correctly describe underlying
power law distributions.
D. Exponential on-state cut-off and Poisson noise
Two additional difficulties have to be met in experiments:
the exponential on-state cut-off and Poisson noise. An on-
state cut-off τcut-off much longer than the bin-time only elim-
inates long on-times. The distribution of off-times and short
on-times is unaffected. The effect of different τcut-off on the
on-time statistics are displayed for high (dashed) and low
(solid) thresholds in Fig. 3(a). The histograms show that for
τcut-off  100 tbin the observed cut-off time depends consider-
ably on the chosen threshold. It shifts to longer times with de-
creasing thresholds. Also very short τcut-off of only 2 tbin can
show a pure exponential distribution with much higher de-
cay constant19 (16 tbin) at threshold 0.1 (see Fig. 3(b), black
line). This can easily be misinterpreted as the actual τcut-off.
Such short cut-offs  tbin, rarely lasting over more than one
bin, also decrease the occurrence of the maximum intensity
in a time-trace. This means, the real on-state intensity can
no longer be identified. Without this knowledge the choice
of thresholds at specific on-state fractions and thus a com-
parison between measurements is no longer possible. Even
longer cut-offs often prevent the determination of a possible
on-state power law, as they eliminate long on-times, which are
the only ones not distorted by unresolved bins. The determina-
tion of off-state statistics, however, benefits in two ways by a
cut-off. First, the increased number of events at the same mea-
surement time leads to better statistics also in the unperturbed
long events. And second, the low probability of on-events at
maximum intensity usually leads to lower thresholds, most
suitable for detection of off-state statistics.
For Poisson noise it has been shown19, 20 that the thresh-
old must be chosen outside of the noise of either state. To
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examine this closer, Poisson noise corresponding to a typi-
cal signal to background ratio 100:3 (10 ms binning, 300 cps
background (3 cts off-state), 10 kcps signal (103 cts on-state))
is added to the time-trace of Figs. 2(e) and 2(f). The differ-
ent thresholds that are investigated are indicated in the his-
togram in Fig. 4(a) and referred to by their on-state fraction.
As shown in Fig. 4(b), noise of unresolved bins does not influ-
ence the histograms. All prior effects thus remain unaffected
also for data including Poisson noise, when thresholds are
placed sufficiently outside of the noise. However, strong dis-
tortions are found, when the threshold lies within the noise
of either state, like shown for the on-state noise in Figs. 4(c)
4
3
2
1
0
pr
ob
a
bi
lit
y 
[%
]
12080400
I [cpb]
4
3
2
1
0
-1
-2
-3
lo
g(N
)
43210
log(t[tbin])
on
0.1
0.6
off
0.1
0.6
5
4
3
2
1
0
lo
g(N
)
2.01.51.00.50.0
log(t[tbin])
 0.7
 0.8
 0.9
off
4
2
0
-2
lo
g(N
)
43210
log(t[tbin])
 0.70
 0.75
 0.80
 0.85
 0.90
on
FIG. 4. (a) Intensity histogram of the time-trace to Fig. 2(f) with αoff = 1.8, αon = 1.6 and tbin = 104tc with Poisson noise. An on-state signal of 100 photons per
bin is assumed and 3 background photons per bin are added. The investigated thresholds of b)-d) are marked as dashed lines. (b) Off- and on-state histograms for
two thresholds outside the noise, showing no influence of the noise. (c) Off-state and (d) on-state histograms for thresholds from 0.7 to 0.9. When the threshold
reaches the Poisson noise of the on-state, a cut-off is introduced in the on-state histogram, which shifts to shorter times with higher threshold. The off-state
histogram shows more short states with increasing threshold. Dashed lines in b-d) are without noise.
114306-6 Amecke, Heber, and Cichos J. Chem. Phys. 140, 114306 (2014)
150
100
50
0
in
te
ns
ity
 [c
pb
]
1050
 t [1000 bin]
2
0
-2
lo
g(N
)
210
log(t[bin])
 off
 on
 10
 50
 90
 = 2
(a) (b)
100
50
0
o
cc
.
100500
int.
FIG. 5. (a) Linearly increasing intensity with Poisson noise given in counts per bin and corresponding histogram in the inset. The three investigated thresholds
are marked in black, red, and blue. (b) Obtained power law log-log histogram for on- and off- events after the threshold analysis on the time-trace in (a). Dashed
lines mark slopes of α = 2.
(off-state) and 4(d) (on-state). The off-states in Fig. 4(c) show
an increasing amount of short times in the histogram, while
long times are not affected. The histogram of the on-states in
Fig. 4(d) immediately shows a cut-off for long durations,
which shifts to shorter times, when the threshold moves
deeper into the noise. For pure Poisson noise the time of the
induced cut-off τ on,off at a given threshold T can be estimated
from the count rates Ion and Ioff of on- and off-state according
to (see the supplementary material27)
τon[tbin] = (T )
(T , Ion)
τoff[tbin] =
[
1 − (T , Ioff)
(T )
]−1
.
(2)
The missing long times will be found at intermediate time,
leading to a small hump in the histogram. Similar humps
have been observed in on-state distributions.30 They however
follow a different threshold dependence, and thus are likely
not simply noise induced. As has often been stated before, it
is thus crucially important to choose a threshold outside the
noise. This unfortunately prevents the best choices of thresh-
olds, closest to the corresponding states. Only those would
lead to the least distorted dwell time histograms by unresolved
bins. It especially limits adequate on-state thresholds due to
its higher noise. On-state cut-off and noise often render an
identification of a presumed power law for the on-state impos-
sible. The inevitably low threshold distorts the short events,
while the cut-off removes the unperturbed long events.
E. Real intermediate intensity levels
While this paper focuses on the difficulties arising from
the threshold method even for simple two-state blinking,
experiments show a more complicated system. Additional
discrete intermediate intensity levels have been found31, 32
as well as indications of a continuous distribution of inten-
sity states between maximum and background levels.17, 33
They can be distinguished from mere unresolved blinking
events by their different excited state decay time. Not much
is known about dwell times and intensity changes in this
continuous distribution. Nevertheless, they will contribute to
the statistics determined by thresholding. To give an example
of possible effects of intermediate intensity levels, a simple
time-trace with linearly increasing intensity is investigated. It
is depicted in Fig. 5(a). The histogram in the inset depicts
the corresponding continuous distribution of intensity. When
the threshold method is applied to this time-trace at the indi-
cated thresholds, an inverse power law is obtained as well.
Its exponent lies only slightly below 2 as indicated by the
dashed lines representing α = 2. Any combination of thresh-
old and count rate induce a different exponential distribution
with time constants given by Eq. (2). A continuous distribu-
tion of count rates leads to the power law like dwell time his-
togram as observed in Fig. 5. Before interpreting power laws
to the determined statistics, the influence from intermediate
intensity levels thus needs to be considered. Their shot noise
close to the threshold may lead to power law like statistics
as well. Models to intermediate level hopping are thus in de-
mand. As the chosen example demonstrates, also uncorrected
drifts of QDs, fluctuations in excitation intensity, and bleach-
ing will contribute to a power law appearance of the detected
statistics.
F. Implications for experiments
In experiments usually the same threshold is chosen for
on- and off-state distributions, often as the off-state intensity
plus several times its standard deviation.20 As this threshold
generally lies close to the off-state, the corresponding off-state
distribution can well be determined. An observed power law
can thus be trusted to reflect underlying statistics if several or-
ders of magnitude are found. One should however make sure
that no drifts or intensity fluctuations are present and there is
a low occurrence of intermediate intensity values (unresolved
or real) close to the threshold value.
However, if not tbin ∼ tc, with such a low threshold even
pure power law switching would not lead to an on-state power
law distribution for high (αoff, on > 1.6) and/or differing expo-
nents of on- and off-state, especially not for αon < αoff. Also
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for αon > αoff a strong threshold dependence for the off-state
distribution should be, but is generally not, observed in ex-
periments. The mentioned exponents, however, are fit to on-
state distributions.25, 29, 34, 35 Hence, the so-determined power
laws for the on-states are not reflecting real dwell time statis-
tics. The true statistics might not even follow a power law at
all, at least not the one that was extracted. Convincing on-
state power laws have hardly been found over several orders
of magnitude. Summing over many QDs can quickly be mis-
leading. Different τcut-off or different QD intensity with thresh-
olds in the noise can similarly resemble a power law as that in
Fig. 5. For single QDs effects of drifts, intensity fluctuations
and intermediate levels need to be excluded. For instance, a
high occurrence of intensity values close to the threshold in
the intensity histogram is suspicious. If a power law is still
observed a comparison to simulations as here can help to ver-
ify the assignment. This always requires an assumption to the
onset of power law blinking tc, which again stresses its rele-
vance. In most cases the only conclusion could be an onset of
power law blinking very close to the bin time (tc ∼ tbin). This
would as well be interesting for the assignment of the physical
process. A fixed shortest dwell time tc as used in the simula-
tions will certainly not reflect the real situation. The critical
time tc could only indicate a change in blinking statistics as in
electron diffusion models.12 It can also differ for on- and off-
state and depend on experimental parameters like the excita-
tion rate. All physical models rely on a shortest time range for
which the long time power law statistics are still valid. More
investigations of the short time blinking behaviour are thus
needed to determine tc. Relevant timescales might only be ac-
cessible with correlation functions, power spectra, and fluo-
rescence lifetime decays. Carefully drawn conclusions need
to be scrutinized with regard to observable implications to
blinking time-traces as described here.
The appearance of a cut-off limits the determination of
potential power law kinetics at long times but also introduces
another parameter for the on-state characterization. While this
limit to the length of on-times is observed, the extraction of
reliably values for the time τcut-off is limited. Only for values
10 tbin < τcut-off < 0.1 ttot and τcut-off < τon (Eq. (2)) a mean-
ingful extraction is possible. Thresholds in the noise will al-
ways introduce artificial cut-offs at τ on (see Fig. 4(d)). A total
measurement time ttot < 10 τcut-off is too short to allow signif-
icant statistics at τ cut − off. Dwell time histograms for cut-off
times shorter than 10 tbin are distorted by the limited time res-
olution (see Fig. 3(b) as well as Refs. 19 and 20). Even for
10 tbin < τcut-off < 0.1 ttot and τcut-off < τon the determined cut-
off time can be threshold dependent (see Fig. 3(a)). An upper
limit for τcut-off will then be found with the highest threshold,
closest to Ion. Thus, the only evidence for a true cut-off time
is a threshold independence.
IV. CONCLUSION
In summary, we test the validity of data obtained by bin-
ning and thresholding for the power law blinking model. With
simulations we show that many exponents that are extracted
to on- and off-state distributions in experiments cannot re-
flect underlying power law statistics. Only for the special case
of αoff ≈ αon  1.6 or tc ∼ tbin the method can reliably be
applied independent from threshold. Otherwise, an inappro-
priate threshold distorts the underlying power law distribu-
tion, often beyond recognition. We were able to define three
rules for most appropriate thresholding. They minimize arti-
facts of unresolved events independent of the actual underly-
ing statistics. Most importantly, different thresholds should be
used for on- and off-state, always close to the corresponding
state, while still outside of its Poisson noise. Second, compar-
isons of different measurements are only meaningful, when a
threshold at a similar on-state fraction is applied. This is not
possible for blinking traces without a distinct on-state peak,
for example, those of nanorods.20 For those any obtained on-
state distribution is highly questionable. And third, despite the
seemingly better statistics, less emphasis should be laid on
the shortest events, as they are most likely distorted. These
findings here certainly imply the same problems for cumu-
lative distributions36 or maximum likelihood calculations of
exponents20, 26, 37 that are based on prior binning and thresh-
olding. Especially for time series analysis that investigates
correlations between subsequent on- and off-states,38, 39 the
disregard of short events naturally becomes problematic. A
test for potential analysis artifacts is strongly advised. Due
to the higher on-state noise, conventionally chosen thresholds
are low, thus mostly suitable for the off-state, but completely
inadequate for the on-state. The on-state cut-off additionally
eliminates the unperturbed long on-events. Together with a
considerable influence of real intermediate intensity levels,
which can easily appear power law distributed, this renders
most of the data especially on on-state power law distributions
highly questionable. The central feature for blinking models,
however, is the observed power law statistics for both states.
If according to most observations the onset tc cannot be found
close to tbin, those observed statistics do not represent the un-
derlying statistics. This would leave the real statistics to be
found. Our contribution thus stresses the importance of a re-
liable knowledge of tc, if the power law hypothesis is to be
maintained. Possibly different methods without prior binning,
like the change point analysis,16–18, 21 might be more suitable
for this purpose.
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