A central tenet of probabilistic programming is that a model is specified exactly once in a canonical representation which is usable by inference algorithms. We describe JointDistributions, a family of declarative representations of directed graphical models in TensorFlow Probability.
Structured shapes
Recall that TensorFlow Distribution [Dillon et al. 2017 ] methods adhere to a "Tensor-in, Tensor-out" design. Each Distribution conceptually partitions a Tensor's shape into three groups. From left to right: sample shape indexes independent and identically distributed draws, batch shape indexes independent but non-identical draws, and event shape describes a single draw from the underlying distribution. JointDistributions extend this design to structures: each Tensor within the structure is a sample from a conditional distribution, and its shape is interpreted by that distribution under the existing contract.
Just as in Dillon et al. [2017] , properties such as dtype, batch_shape, event_shape are unchanging for the lifetime of the joint distribution object. In joint distributions these properties become structures, matching the structure of the sample. 2 For example, where tensor-valued distributions have a dtype, such as tf.float32, that specifies the type of their samples, the dtype of a joint distribution also specifies its structure; for example, jd.dtype = {'a': tf.int32, 'b': float64} specifies the number of model variables and their names and individual dtypes, and also that samples are dictionary-valued.
Probabilistic computations
Many methods of tensor-valued Distributions straightforwardly generalize to joint distributions. For a joint distribution jd, x = jd.sample() returns a sampled structure of tensors x in one-to-one correspondence with jd.dtype. Given a structure x, jd.log_prob(x) returns the Tensor-valued joint log-density of that structure. Most other probabilistic computations generalize similarly, though not all extend to all joint distributions. For example, joint distributions only implement an analytic mean, standard deviation and entropy in the special case where their components are independent.
Joint distributions also add a new method, sample_distributions, which takes a sample_shape and optional value, runs the model forward, returning the resulting structures of sampled conditional distributions ds and values xs. This allows users to access finer-grained computations, for example computing every local conditional log-density as [d.log_prob(x) for (d, x) in zip(ds, xs)]. The optional value argument conditions the forward sampling on a partially specified joint value; that is, a structure some of whose leaves are None. For example, to compute the posterior predictive distributions over observables we might set latent values to posterior samples obtained from inference but leave their children unspecified, to be generated by forward sampling.
Like all TensorFlow distributions, gradients of log_prob and sample (for reparameterizeable distributions) with respect to any model parameters are available by reverse-mode automatic differentiation. Gradient-based inference methods such as Hamiltonian Monte Carlo [Hoffman and Gelman 2014; Neal 2011] and black-box variational inference [Kucukelbir et al. 2017; Ranganath et al. 2014] are immediately applicable, although users are of course also free to build custom samplers or more structured variational models.
JOINT DISTRIBUTION FLAVORS
Users construct joint distributions by instantiating one of several subclass 'flavors', each of which provides a different interface to a common underlying representation. This 'let a thousand flowers bloom' philosophy allows for experimentation in interface design targeting distinct audiences and use cases. In this section we describe three flavors of joint distribution currently implemented in TFP, acknowledging that this is only a small slice of the possibility space.
All flavors described in this paper specify a joint distribution by a sequence of conditional distributions. By the chain rule of probability, P(X 1 , X 2 , . . . , X n ) = P(X 1 )P(X 2 |X 1 ) . . . P(X n |X 1 , . . . X n−1 )
(1) any joint distribution can be written in this form. We leave the exploration of joint distributions specified in other ways for future work. Under the hood, the sample sites of a joint distribution are addressed using a flattening of its nested structure into a sequential list representation. Each flavor implements the method ds, xs = jd._flat_sample_distributions(sample_shape, values=None) which returns lists of distributions and values in a canonical order, as well as the methods struct = jd._model_unflatten(list_) and list_ = jd._model_flatten(struct) which convert between the canonically ordered internal representation and the user-visible structure. 
JointDistributionSequential
The first flavor of joint distribution we consider is JointDistributionSequential. It is constructed by providing a list of the distributions in the model, using functions to represent distributions conditioned on earlier variables.
Consider the example in Figure 1 . Both s and m are independent and are represented by the first two elements in the list. The variable x is conditioned on both s and m, expressed using a lambda expression with two arguments. Note that the distributions of s and m are not given names in the code (except in comments). Arguments to the function are matched with earlier distributions by working up through the list, one element at the time. So the argument m refers to the previous element and s refers to the element two before.
On sampling, JointDistributionSequential draws from each component distribution in turn. When it encounters a function representing a conditional distribution it provides, as arguments, the appropriate samples generated earlier during the process.
When computing the log-density for a given structure [s, m, x] , the log-density for each element is computed using the corresponding distribution object. For conditional distributions, the given elements are provided as arguments to the lambda expression. This process is carried out for all three component distributions and following Equation 1, the sum of the log-densities is returned.
3.1.1 Sample shape. When calling the sample() method of a JointDistributionSequential users can also provide a sample_shape argument (see Sec. 4) to draw multiple samples. This requires each component distribution in our models to draw multiple samples. In our example above, the JointDistributionSequential object supplies the sample_shape argument to the distribution for s. Now s contains a tensor of samples. Similarly m will contain a tensor of samples. Because Normal treats tensor-valued parameters as a request for a batch of samples (see Section 4.1), the distribution for x automatically generates a tensor with a shape matching that of s and m. This means the second normal distribution doesn't need to be provided with a sample_shape argument. The JointDistributionSequential object can automatically infer that it doesn't need to provide this argument because the third distribution is a distribution function rather than a distribution object.
Often we wish to repeatedly draw variables from a distribution within a joint distribution, corresponding to plate notation for graphical models. For this we provide the Sample class that draws multiple samples as a single event. We also offer the Independent class to allow the reorganization of batches as individual sample events.
The probabilistic matrix factorization model [Mnih and Salakhutdinov 2008] demonstrates a nested plate structure. Both u and v are matrices of i.i.d. normal variables so we use Sample to draw these as single events. The product of these matrices is a parameter to the third Normal distribution. Because this matrix is interpreted as a batch parameter we get a batch of normal variates. As we wish to treat the entire matrix as a single event we use the Independent distribution to indicate that the two matrix dimensions should be considered as event dimensions. When using JointDistributionSequential the individual distributions are not named and distributions are matched with function arguments implicitly. JointDistributionNamed provides explicit naming. The user provides a dictionary of distributions and functions similar to the list provided to JointDistributionSequential. Sampling and log-density computation is also similar, using a topological sort to determine a suitable order to process the distributions. When sampled, JointDistributionNamed returns a dictionary of named element samples.
JointDistributionNamed

JointDistributionCoroutine
Python provides a type of coroutine [Van Rossum and Eby 2005] . A type of function known as a generator, once called, "yields" values. A value yielded by a yield expression or statement is returned to the caller. Unlike a standard function, the generator remains in an idle state and the caller can subsequently wake it and transfer control back to it, optionally providing a return value for the yield expression with which the generator continues.
We use this to provide another way to allow users to write models. Consider Figure 1 (For now, ignore the Roots.) When simple yields its first distribution it isn't immediately assigned to the variable m. It is returned to the caller and when the generator is resumed, the caller determines what value is sent back and assigned to m.
When sampling, the caller samples each yielded distribution and resumes the generator with the sample. When computing the log-density of a given structure, the log-density for each element is computed according to the yielded distributions. Instead of sampling the distributions, each given element is provided to the resumed generator.
The JointDistributionSequential object automatically infers whether a distribution is conditioned on an earlier random variable and uses this to decide when to supply a distribution with a sample_shape argument. JointDistributionCoroutine is unable to make this inference so we use the Root function to wrap distributions that require a sample_shape argument. These correspond to nodes in a graphical model with no parent nodes. Figure 3 shows a simplified latent Dirichlet model. The variable n is the number of words in a document. If we represent multiple documents as rows of an array, each row would have a different length, requiring a ragged array. This is not well suited to SIMD parallelism. Instead, because LDA treats a document as a bag of words, we use z and w to represent the number of occurrences of each topic and word respectively, giving fixed width arrays. In our implementation using JointDistributionCoroutine we wrap the distributions for n and theta with Root because they have no parent nodes. When drawing samples for w we treat z as a batch of counts so we have one Multinomial draw for each topic. But we wish the batch to be treated not as separate samples but as the array of counts for a single document, so we use Independent to group these samples together as a single event.
Latent Dirichlet Allocation.
VECTORIZED SAMPLING AND INFERENCE
Deep learning frameworks such as TensorFlow [Abadi et al. 2016] , PyTorch [Paszke et al. 2019] , and JAX [Bradbury et al. 2018 ] enable seamless use of vectorized accelerator hardware, such as GPUs, TPUs, and CPU SIMD instruction sets (e.g., SSE, AVX). The ability to run thousands of Markov chains or sample thousands of particles simultaneously opens up new paradigms for inference algorithms and diagnostics (e.g., Hoffman and Ma [2019] ), and to scale probabilistic modeling by vectorizating over batches of data.
Joint distributions support vectorized operations, including sampling and log-density evaluation: jd.sample(sample_shape=N) returns N independent realizations of the joint distribution, represented as a structure in which each component Tensor has a leading dimension of size N. The log density jd.log_prob(jd.sample(N)) has shape [N], i.e., one joint log-density for each possible world realized in the sample. Vectorized execution of joint distributions enables multiple MCMC chains, multi-sample variational bounds, and multiple optimizations from different initializations.
Batch semantics
In addition to drawing and evaluating i.i.d. samples as discussed above, it is often valuable to work with a batch of independent but differently-parameterized distributions. By default, the joint distribution generalization of jd.batch_shape is (like other properties in Sec. 2.1) is just the structure aggregating batch shapes of the individual conditional distributions. Allowing components to have different, but broadcastable, batch shapes can save memory by sharing some local values between multiple (conceptual) batches of the entire joint distribution. This local, per-distribution definition of batch shape also has the interesting consequence that batch_shape may depend on sample_shape, since i.i.d. samples of root variables will define batches of (non-identical) conditional distributions over their children.
An alternative that can be easier to reason about is to define the batch shape of a joint distribution as a global property: not a structure, but a single shape describing the number of distinct joint distributions represented. This removes dependence between batch shape and sample shape and can simplify model implementation by eliminating the need to use Independent to align local batch shapes across components. We have implemented these semantics as part of an experimental set of AutoBatched joint distributions, which also incorporate automatic vectorization as defined below.
Specifying vectorized models
A common feature of deep PPLs, including Pyro and Edward2 [Bingham et al. 2019; Tran et al. 2018] , is that exploiting vectorization requires taking care to specify models that vectorize correctly. Consider this innocent-looking JointDistributionCoroutine model: This is a valid probabilistic program; its execution produces a joint sample from p(z, x, ) with shape ([3] , [], [2] ). However, this model specification is not valid under vectorized execution. We woud expect the shape of N joint samples to be ([N , 3], [N ], [N , 2]), but in fact, given vectorized inputs the z[:2] on the last line will return a result of shape [2, 3] rather than the [N , 2]. Furthermore, neither of those shapes can be added to x having vectorized shape [N ] to produce a valid loc. Also we should have annotated that z and x are root variables that must be sampled N times (as discussed above), while the conditional distribution on the downstream will already have batch shape N and so needs to be sampled only once.
Joint distributions support two approaches to ensuring that models vectorize correctly. Under manual vectorization, the user takes responsibility for specifying a model that is valid under vectorized execution. In this case they would annotate z and x as Root nodes (discussed above), and apply more careful indexing hints in the last line: tfd.Normal(z[..., :2] )+ x[..., None], 1.).
Since manual vectorization is often quite cumbersome, joint distributions also support automatic vectorization in which the model is treated as a specification of the sampling process for a single possible world instead of being directly executed with vectorized inputs. This is automated using tf.vectorized_map 3 [Agarwal 2019 ] which lifts each tensor operation to one that correctly preserves the batch dimension, allowing naïvely-written models like the above to execute correctly in parallel. Although manual vectorization may still be preferred when models include operations not supported by vectorized_map, or when custom broadcasting allows for additional performance optimizations, we are excited that automatic vectorization can in many cases greatly provide a more user-friendly approach to vectorizing probabilistic models.
LEARNABLE PARAMETERS
All TFP Distributions (including JointDistribution) are trivially "learnable. " By "learnable" we mean that the distribution is implicitly a function of some mutable data container (tf.Variable) which in turn can be updated without necessitating reinstantiation of the Distribution object. For example, In Python 3 it is also possible to nest JointDistributionCoroutine using yieldfrom.
RELATED WORK
Like existing deep PPLs such as Pyro [Bingham et al. 2019] and Edward2 [Tran et al. 2018] , JointDistribution s enable specifying probabilistic models within a hardware-accelerated differentiable programming environment. Our focus is less on the particular specification language; rather, JointDistribution is a framework that unifies multiple specification flavors under a shared backend interface, naturally extending the Distributions API. Indeed, it would be feasible to build JointDistribution flavors that use Edward2 or even Pyro (up to TensorFlow-PyTorch translation) as the specification language. Unlike Edward2, JD flavors have different sample/batch semantics. 4 Our insight is to plumb sample_shape only into the PGM roots and otherwise let shape propagate "organically" among descendants. Additionally, some JD flavors provide automatic batching capability.
JointDistributions also provide capability similar to effect-handling in Edward2 and Pyro [Moore and Gorino 2018; Phan et al. 2019] . Sampling from user defined distributions is handled in the JointDistribution base class where the result is interceptable.
Following its introduction in TFP, PyMC4 adopted a similar interface to JointDistributionCoroutine. PyMC4 will be built on top of TensorFlow Probability [Kochurov et al. 2019] .
Perhaps the most direct analogue to JointDistributions in modern PPLs are generative functions in Gen [Cusumano-Towner et al. 2019] . Generative functions also support multiple model specification flavors backed by a common interface to inference algorithms. Gen's 'choice maps' and the value structures of joint distributions are roughly analogous. Unlike generative functions, we have not augmented JointDistributions with any inherent concept of return values or built-in proposal distributions, and do not currently support models with stochastic control flow. Conversely, joint distributions support efficient vectorized inference, which was not a design goal of Gen. Exploring the connections between these abstractions may be an interesting direction for future development.
