We consider functionals of the form
Introduction
In this paper, we consider integral functionals of the type
where Ω ⊂ R n is a bounded open set, f : Ω × R N ×n → R is a Carathéodory map, such that ξ → f (x, ξ) is of class C 2 (R N ×n ) for a.e. x ∈ Ω, and for an exponent p ∈ (1, 2) and constants ℓ 1 , ℓ 2 > 0, L 1 , L 2 ≥ 0, and a parameter µ ≥ 0 the following conditions are satisfied:
for almost every x in Ω, and for all ξ, η in R N ×n . For what concerns the dependence of the energy density on the x-variable, we shall assume that the function D ξ f (x, ξ) is weakly differentiable with respect to x and that D x (D ξ f ) ∈ L q (Ω × R N ×n ), for some q ≥ n. This is equivalent to assume that there exists a nonnegative function g ∈ L q loc (Ω) such that
for all ξ ∈ R N ×n and for almost every x ∈ Ω.
In order to avoid the irregularity phenomena that are peculiar of the vectorial minimizers (see [8] , [28] ), we shall assume that
for almost every x ∈ Ω. The regularity properties of minimizers of such integral functionals have been widely investigated in case the energy density f (x, ξ) is continuous as a function of the x-variable, both in the superquadratic and in the subquadratic growth case. Actually, the partial continuity of the vectorial minimizers can be obtained with a quantitative modulus of continuity that depends on the modulus of continuity of the coefficients (see for example [1, 13, 17] and the monographs [16, 20] for a more exhaustive treatment). For regularity results under general growth conditions, that of course include the superquadratic and the subquadratic ones, we refer to [9, 10, 14, 25] .
Recently, there has been an increasing interest in the study of the regularity when the oscillation of f (x, ξ) with respect to the x-variable is controlled through a coefficient that belongs to a suitable Sobolev class of integer or fractional order and the assumptions (1.2)-(1.4) are satisfied with an exponent p ≥ 2.
Actually, it has been shown that the weak differentiability of the partial map x → f (x, ξ) transfers to the gradient of the minimizers of the functional (1.1) (see [3, 11, 12, 18, 23, 26] ) as well as to the gradient of the solutions of non linear elliptic systems (see [2, 4, 5, 6, 19, 24, 27] ) and of non linear systems with degenerate ellipticity in case p ≥ 2. (see [19] ). It is worth mentioning that the continuity of the coefficients is not sufficient to establish the higher differentiability of integer order of the minimizers. As far as we know, no regularity results are available for vectorial minimizers nor to establish their Lipschitz continuity under the so-called subquadratic growth conditions, i.e. when the assumptions (1.2)-(1.4) hold true for an exponent 1 < p ≤ 2 in case of Sobolev coefficients. The aim of this paper is to prove that, assuming g ∈ L q loc (Ω), with q ≥ n, any local minimizer u ∈ W 1,p loc (Ω) of the functional (1.1) is higher differentiable, that is u ∈ W 2,p loc (Ω). Moreover, if q > n, we establish the Lipschitz continuity of the local minimizers, and for q = n we prove that the gradient of u is in L r loc (Ω) for any r ∈ (1, ∞). We will use the following auxiliary function that, as a function of the gradient of a local minimizer of the functional (1.1), will be the main object of our results.
More precisely, our main results are the following.
be a local minimizer of the functional (1.1), under the assumptions (1.2)-(1.6). If q > n, then u ∈ W 2,p loc (Ω) and H(Du) ∈ L ∞ loc (Ω). Moreover, there exist two constants c 1 , c 2 > 0, depending on n, N, p, q, L 1 , L 2 , g L q (B R ) , such that the following estimates hold:
for every ball B R such that B R ⋐ Ω.
In the critical case q = n, we have the following.
be a local minimizer of the functional (1.1), under the assumptions (1.2)-(1.6). If q = n, then, for any 1 < r < ∞, H(Du) ∈ L r loc (Ω), and there is a constant c 1 = c 1 (n, N, p, r, L 1 , L 2 , g L n (B R ) ) ≥ 0, such that, for every R > 0 such that B R ⋐ Ω, the following estimate holds
(1.10)
Moreover, u ∈ W 2,p loc (Ω), and there exists a constant c 2 = c 2 (n, N, p, L 1 ,
It is worth mentioning that, in this case, the partial map x → D ξ f (x, ξ) needs not to be continuous. Actually, by the Sobolev embedding theorem we have that it belongs to the space V M O of function with vanishing mean oscillation (see [20] for the precise definition). The regularity of solutions to PDEs with V M O coefficients goes back to [21] and [22] . Estimate (1.10) can be interpreted as an extension of the result in [22] that concerns the p−Laplace operator to more general operator with sub-quadratic growth. The proofs of our results are achieved combining suitable a priori estimates with an approximation argument. First of all, making the a priori assumption that u ∈ W 2,2 loc (Ω) ∩ W 1,∞ loc (Ω), we will use Moser's iterative technique (see [7] ) to find an a priori estimates for the L ∞ −norm of H (Du) in case q > n, and an a priori estimate for the L r −norm of H(Du) for any 1 < r < ∞ if q = n. We will also find a new a priori estimate for the L p −norm of the second derivatives of u that impreves that established in [15] . After that, by approximation, we will use these a priori estimates to prove that a minimizer u ∈ W 1,p loc (Ω) is actually in W 2,p loc (Ω) and, if q > n, then H(Du) ∈ L ∞ loc (Ω), while, if q = n, H(Du) ∈ L r loc (Ω) for all 1 < r < ∞. In [15] , making some weaker assumptions about the dependence of f on the ξ−variable, more precisely, ξ → f (x, ξ) is of class C 1 (R N ×n ), and instead of (1.3), for some α > 0,
for every ξ, η ∈ R N ×n and for almost every x ∈ Ω, and assuming that, instead of (1.4), the following condition
holds for a function g ∈ L q loc (Ω) with q ≥ 2n p , an a priori estimate for the W 2,p −norm of the local minimizers of the functional (1.1) has been proved.
Notations and preliminaries
In this section we list the notations that we use in this paper and recall some tools that will be useful to prove our results. We shall follow the usual convention and denote by C or c a general constant that may vary on different occasions, even within the same line of estimates. Relevant dependencies on parameters and special constants will be suitably emphasized using parentheses or subscripts. All the norms we use on R n , R N and R N ×n will be the standard Euclidean ones and denoted by | · | in all cases. In particular, for matrices ξ, η ∈ R N ×n we write ξ, η := trace(ξ T η) for the usual inner product of ξ and η, and |ξ| := ξ, ξ 1 2 for the corresponding Euclidean norm. When a ∈ R N and b ∈ R n we write a ⊗ b ∈ R N ×n for the tensor product defined as the matrix that has the element a r b s in its r-th row and s-th column.
for ξ, η ∈ R N ×n and for almost every x ∈ Ω.
With the symbol B(x, r) = B r (x) = {y ∈ R n : |y − x| < r}, we will denote the ball centered at x of radius r and
stands for the integral mean of u over the ball B r (x 0 ). We shall omit the dependence on the center when it is clear from the context.
A priori estimates
Our first step is to prove some a priori estimates. More precisely, making a distinction between the cases q > n and q = n in the assumption (1.4), and being H the function defined by (1.7), we want to prove the following claims.
be a local minimizer of the functional (1.1), under the assumptions (1.2)-(1.6). If q > n, then there exist two constants c 1 , c 2 ≥ 0, depending on n, N, p, q, L 1 , L 2 , g L q (B R ) , such that the following estimates hold:
be a local minimizer of the functional (1.1), under the assumptions (1.2)-(1.6). If q = n, then, for any 1 < r < ∞ there is a constant c 1 ≥ 0, depending on n, N, p, r, L 1 , L 2 , g L n (B R ) , such that, for every R > 0 such that B R ⋐ Ω, the following estimate holds 
5)
and an integration by parts yieldŝ
Now, for a point
for a constant c > 0. The a priori assumption u ∈ W 1,∞ loc (Ω) ∩ W 2,2 loc (Ω) allows as to consider, for γ ≥ 0, the test function ψ = η 2 µ 2 + |Du| 2 γ 2 Du in the equation (3.7).
Computing the derivatives of ψ, we get 
The integral V is non-negative by the assumption f (x, ξ) = k(x, |ξ|). Actually, it suffices to calculate
and use the definition of the scalar product to deduce that
So, from (3.8), we get
In the following, we will often use the trivial inequality
By the left inequality in the hypothesis (1.3), we get
To estimate the term I, we use (1.4) and (3.11), thus getting
By Young's Inequality, we have
We use again (1.4) and (3.11) to estimate the term |II| as follows
Writing p−1 2 = p−2 4 + p 4 , and using Young's Inequality with exponents (2, 2), we get
In order to estimate |III|, we use (1.4) and Young's Inequality as before:
We can estimate IV using (1.3) and (3.11) thus getting
Now, inserting (3.12), (3.14), (3.16), (3.17) and (3.19) in (3.10), and choosing ε such that we can reabsorb the first terms on the right-hand sides of (3.16) and (3.17), we get
We want to control the first integral in the right-hand side of (3.20) with some terms like the others of the same inequality.
Recalling the definition of the auxiliary function H, in (1.7), (3.20) becomeŝ
Now, we observe that
where we also used (3.11). So, using (3.22) in the left-hand side of (3.21), we get
One can easily check that, for any α ∈ R,
So, using (3.24) with α = p+γ 2 , we have
(3.25)
Combining (3.25) with (3.23), we get 
so that, for γ = 0, G ∈ W 1,2 0 (B R ), and denoting 2 * = 2n n−2 , by Sobolev's Inequality we have
Now, recalling that g ∈ L q loc (Ω), with q > n > 2, we can use Hölder's Inequality with exponents q 2 ,−2 , and we infer
Since q > n, 1 <−2 < n n−2 , and we can apply the Interpolation Inequality to the function
One can easily check that
and so
Using (3.31), (3.36), and Young's Inequality with exponents 1 θ , 1 1−θ , for any ε > 0, we can estimate the first term in the right-hand side of (3.30) as follows
Now, plugging (3.37) into (3.30), we get
and reabsorbing for a sufficiently small value of ε, and recalling the explicit expression of θ, we get
(3.39)
For γ = 0, (3.39) gives
(3.40)
Since, by the absolute continuity of the integral, there isR > 0 such that, if R <R, then
recalling the properties of η, we can write
where c = c(n, N, p, q, L 1 , L 2 , g L q (B R ) ). Now we choose ρ = R 2 and set
Observe that the sequence R i is strictly decreasing, and p i is strictly increasing. Moreover, as i → ∞, R i → R 2 and p i → ∞. Starting from (3.40), we can iterate (3.39), thus getting, for every i ∈ N,
converges, we can pass to the limit as i → ∞ in (3.45), thus obtaining the following estimate
where c = c n, N, p, q, L 1 , L 2 , g L q (B R ) , i.e. (3.1).
Moreover, by (3.25) and (3.23) for γ = 0, we get
Using (3.31) and (3.36) again, with the same value of θ, for γ = 0, (3.48) becomeŝ
49)
and now we use Young's Inequality with exponents 1 θ , 1 1−θ , thus obtaininĝ
and, by (3.39) with γ = 0,
where we used that θ = q−n q . Recalling the properties of η, and choosing R such that (3.41) holds true, and ρ = R 2 , we can estimate the L 2 −norm of the gradient of H p 2 (Du) as followŝ
52)
where c = c n, N, p, q, L 1 , L 2 , g L q (B R ) . Since p < 2, we also have, by Hölder's Inequality,
Now we estimate the first integral in the right-hand side of (3.53) using (3.21) with γ = 0 and (3.42), so we get 
3.2
The case q = n: proof of Lemma 3.2.
Proof of Lemma 3.2. Notice that, in this case, we are weakening the assumption on g, since g ∈ L n loc (Ω). As in the previous section, u is a local minimizer of the functional (1.1), and we assume u ∈ W 2,2 loc (Ω) ∩ W 1,∞ loc (Ω). First of all, we find an estimate for the L r −norm of H(Du), for any 1 < r < ∞, proving (3.3). We can argue exactly as the previous case until the estimate (3.30) . In order to estimate the integral (??), we use Hölder's Inequality with exponents n 2 , n n−2 , as followŝ
In order to reabsorb the first term on the right-hand side of (3.56), we have to use the absolute continuity of the integral and take R < R γ , with R γ such that
Observe that, if γ → ∞, then R γ → 0, and so, even if we can still use Moser's Iterative technique, we cannot pass to the limit. More precisely, if R < R γ , plugging (3.57) into (3.56), we can reabsorb the first term of the right-hand side of (3.56) to the left-hand side, thus getting
58)
and by the properties of η, for γ = 0 we get
(3.59)
Choosing ρ = R 2 , by the same iterative method used in the previous proof, recalling (3.43 ) and (3.44), we get
and since the estimate (3.60) holds true for every i ∈ N, and p i → ∞ as i → ∞, we can estimate the L r norm of H(Du) for every 1 < r < ∞. More precisely, for any finite r, there is i ∈ N such that p i > r, so we have, for a constant c 1 = c 1 (r, p, n) 
62)
and recalling the properties of η, with ρ = R 2 , by (3.59), we obtain
(3.63) therefore, using (3.57), with γ = 0, we get The aim of this section is to prove that the a priori estimates proved in the section 3 are preserved in passing to the limit in a sequence of minimizers of a suitable approximating problem, and this allows us to prove Theorem 1.1 and Theorem 1.2.
Proof of Theorem 1.1. Let us consider a function φ ∈ C ∞ 0 (B 1 (0)) such that 0 ≤ φ ≤ 1 and´B 1 (0) φ(x)dx = 1, and, for all ε > 0, a standard family of mollifiers { φ ε } ε defined as follows
. Fix x 0 ∈ Ω, 0 < R < d(x 0 , ∂Ω), and denote B R (x 0 ) = B R . Let us consider the following functional
Let u ∈ W 1,p loc a local minimizer of the functional (1.1) , and, for each admissible ε > 0,
. It's easy to check that from (1.2), (1.4) and (1.3), the following properties hold for the funcion f ε :
for all ξ, η ∈ R N ×n , and for almost every x ∈ Ω ε , and where g ε = g * φ ε . By the growth condition (4.2), and the minimality of v ε , it follows 
with a constant depending on g ε L q (B R ) . Let's notice that the function g ε strongly converges to g in L q , and we have
that is (1.9). Now, applying (3.1) to v ε and recalling (4.5), we get
and so there is a functionw ∈ W 1,∞ (B R ) such that H (Dv ε ) ⇀w in W 1,∞ (B R ), so H (Dv ε ) →w in L ∞ (B R ), and, as before, by the continuity of H, we getw = H(Dv) = H(Du). By the lower semicontinuity of the W 1,∞ −norm, we get
so we have H(Du) ∈ L ∞ loc (Ω), with the estimate (1.8).
Proof of Theorem 1.2. In order to prove Theorem 1.2, let us observe that, by the same arguments given above, we immediately obtain that u ∈ W 2,p loc (Ω), with the estimate (1.11). To prove the remaining part of the theorem, for 1 < r < ∞, using (3.61) and (4.5), we have 
