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Let H, = - &/dx2 + F.x, H = H,, + V be Schriidinger operators on the line, 
where F 20 is a real constant and V a real potential. The case where V is unboun- 
ded and non-smooth is studied. Itis shown that for a large class of potentials H is 
purely absolutely continuous and in fact unitarily equivalent to H,. 0 1985 
Academic Press, Inc. 
1. INTRODUCTION 
In a recent paper by Bentosela et al. [2] the one-dimensional 
Schrodinger operator (defined on R E (- co, co)) 
H= -$+F.x+ V(x) (1.1) 
is studied. Here F # 0 is a real constant and V is a real continuous function. 
Thus, H is symmetric in L’(R) when restricted to C,“(R). Under some 
additional (rather mild) growth conditions on V it can be shown that H is 
essentially self-adjoint. I  his case we retain the notation H for the unique 
self-adjoint ex ension. Physically, the Hamiltonian H serves as a one- 
dimensional quantum-mechanical model for the behavior of electrons in
the presence of an external uniform electric field. We refer to [2] for a dis- 
cussion of the physical aspects. 
The main analytical result of [2] is the following [2, Theorem 41. 
If V is bounded, V’ bounded and absolutely continuous, and V” essen- 
tially bounded, then H is purely absolutely continuous over R. 
Their proof is based on Mourre’s theorem as well as some special 
features ofAiry functions. It is the purpose of this paper to generalize the 
above theorem to unbounded as well as non-smooth potentials. At the 
same time our proofs are rather elementary and the methods can be further 
extended. 
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To fix the ideas, let us normalize N by F= -1, so that our operator is 
now 
H= --g-x+ V(x) 
defined in L*(R). We denote 
Ho=-& 
(1.2) 
(1.3) 
In the next section we state and prove the main results. Theorem 1 is 
concerned with the case that V may blow-up as 1x1 --f cc and contains a
non-smooth part. We show that H is essentially self-adjoint, ts pectrum 
equal to R and is purely absolutely continuous, and, finally, that H and H, 
are unitarily equivalent. In Theorem 2 we impose stronger smoothness 
assumptions on V but relax the growth assumptions at infinity (e.g., 
V(x) = 1x1’ e-E sin x, E > 0). Two lemmas serve as the main tools in proving 
these theorems. Lemma 1 gives a simple general criterion for the absolute 
continuity ofan ordinary differential operator and Lemma 2 is an eigen- 
function expansion theorem for H. Section 3 contains (in the form of lem- 
mas) some more technical facts needed in the proofs of the main results. 
2. THE MAIN RESULTS 
H,, H are given by (1.3), (1.2), respectively. Both operators are defined 
in R. 
THEOREM 1. Assume that V has an absolutely continuous derivative V 
such that Y” E L:,,(R) and for some E > 0, 
(i) V(X)=O(IX[‘~“) as 1x1 + 00, 
(ii) v’(x)=O(l~~~~~~~) as (xl --f 00, (2.1) 
(iii) ~(x)=O(lxl”*~“) as IxI-+co. 
Then, 
(a) H is essentially self-adjoint on C,“(R) and its essential spectrum 
a,(H) is R, 
(b) H is purely absolutely continuous, 
(c) H and H, are unitarily equivalent. 
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These results still hold true if V= V, + V,, where V, satisfies (2.1), while 
Vz E L&(R) and satisfies 
(i) V*(x) = 0( (xl I-‘) as x+--co, 
(ii) V2(x) = 0( 1x1 -112-‘) 
(2.2) 
as x--t +a~. 
(Note that by (2.2)(i) the smoothness of V,, as well as (2.l)(ii), (iii) need 
to be assumed only in a neighborhood of + co.) 
THEOREM 2. Let H, H, be as in (1.2), (1.3), respectively, and assume that 
V = V, + V,, where V, E C4(R) (four times continuously differentiable) while 
V2 satisfies (2.2). With VP)(x)= (d/dx)’ V,(x) assume that, 
*im V(x) o 
-= ) j = 0, 1, 2, 3, 4. 
1.Y - ;c X (2.3) 
Then the conclusions (a), (b), (c) of Theorem 2.1 hold true. 
Remark. Parts (a) and (b) of Theorem 1 were first proved by Rejto and 
Sinha [6], using an abstract riterion fRejto [5] for absolute continuity 
and implementing it by making use of JWKB asymptotic techniques. Our 
proof is also based on WKB-type asymptotic arguments, but the absolute 
continuity will be derived as an immediate consequence of the following 
lemma. 
LEMMA 1. Let T be a self-adjoint operator in L’(R) and suppose that its 
resolvent R(z) = (T-z))‘, Im z ~0, is given by a kernel K(s, t; z), i.e., 
(Nz)f )(t) = s, f (3) 0, t; z) 4 f EL*(R). (2.4) 
Suppose that K(s, t; z) can be extended as a continuous function on 
RxRxC+ (where C+= {z 1 Im z Z O}). Then T is purely absolutely con- 
tinuous. 
The proof of the lemma follows, ofcourse, from the well-known inver- 
sion formula [4, p. 12021, 
K(s, t; p + in) u(s) Z(T) dt ds dp 
where one takes uE C,“(R). 
Proof of Theorem 1. (a) The essential self-adjointness of H follows 
from the fact hat it has no “boundary values” at + CC (i.e., itis in the 
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“limit-point” case at both endpoints). This in turn is an immediate result of 
the fact hat there are non-square-integrable solutions ofHU = u near + 00 
[4, X111.6.1 11. To establish t e existence ofsuch solutions, note that by the 
assumed form (1.2) of H, there is a solution u that blows-up exponentially 
near -co. At the same time Lemma 3 in the next section indicates that no 
solution of Hu = u is square-integrable near+ co. To show that a,(H) = R 
we use a lemma of Glazman [4, X111.6.71 according to which i E a,(H) if 
no solution of Hu = Au is square-integrable near+ co. But this is again 
guaranteed by Lemma 3 below, for all 1 E R. Note that since x- V(x) is 
not monotone, we cannot use standard theorems like [4, X111.6.21] and we 
must apply the more refined asymptotic estimates. 
(b) Follows from the fact hat H satisfies theassumptions imposed on T 
in Lemma 1. This is the content of Lemma 4 in the next section. 
(c) The following lemma was proved in [ 1, Sect. 41. 
LEMMA 2. Under the conditions of Theorem 1, H admits an eigenfunction 
expansion. More precisely, there exists a real continuous function w(x, I.), 
defined on R x R, and having the following properties. 
(1) For every AER, w(x, A)E H:,,(R) as a function of x and satisfies 
Hw = Aw. 
(2) The transformation 
WfKV=j f(x)w(x,l)dx, .f EG=‘(R) 
R 
can be extended as a unitary map of L’(R, dx) onto L’(R, dA) (Lebesgue 
measure in both) such that 9 -’ is given by 
(9 -‘g)(x) = 1 g(l) 4x, 1,) 4 gE C,“(R). 
R 
Furthermore, 9H9-l = 2, that is, the multiplication by 1 in L’(R, dA). 
The assertion i part (c) of the theorem now follows immediately from 
the fact hat both H, HO are unitarily equivalent tomultiplication by 2 in 
L’(R, dA). Note that for H,, the above expansion is just he standard Airy- 
function expansion. 
Proof of Theorem 2. In this case Lemmas 1,2 still hold true, so that the 
proof here proceeds mutatis mutandis as the proof of Theorem 1. However, 
the asymptotic estimates (3.3), (3.4) have to be modified here, forcing slight 
changes in the proof of Lemma 4. Details of the modified asymptotics in
this case may be found in [ 1, Sect. 31. 
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3. AUXILIARY LEMMAS 
LEMMA 3. Let H be given by (1.2), where V= V, + V, as in Theorem 1. 
Set C+ = {z ) Im z > O}. Consider the equation 
HY = ZY, ZEKEC+, K compact. (3.1) 
Let: 
F(x)= Iv;(x)1 (I+ jxl)-3’2+ V;(x)2(1 + lx()y2 
+ JV,(x)l (1+ lxl)y2. (3.2) 
Then the equation (3.1) possesses a solution y(x, z), continuous on R x K, 
and satisfying the following asymptotic estimates as x -+ i-co, where a(z) is 
continuous and nowhere vanishing in K, and is real for real z, and x,, > 0 suf- 
ficiently large, 
y(x, z) = a(z)(x + z - V,(x)) ‘I4 
(z+t- VJt))“‘dt +p(x,z) (3.3) 
i y(x, z) = ia(z)(x + z - V,(X))“~ 
X(z+t-V,(t))“2dt (3.4) 
where we take Im z’12 0 for z E C +, and, untformly in z E K, 
j3(x,z)=O(xP’14[~F(t)dt) as x-co 
/?l(x,z)=0(x1/4~;F(t)dt) as x+c0. 
Furthermore, tf 1 is real no solution of Hu = Au is square-integrable near 
+cO. 
This lemma is proved (in a more general context) in the Appendix of 
[ 11. However, using the estimates (3.3), (3.4) we shall indicate he proof of 
the last part. 
For L real, y(x, is also a solution of Hu = Au, hence the most general 
real solution (up to a constant) is 
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y&x, A)= (A+x- v,(x))p4 
x sin 
[i 
i (i+t- v,(t))“‘dt+6(a) +P(x,;l) 
-Y 1 
y&c, 1) = (A+ x - v,(x)p4 
x cos 
D 
-x (~+t-v,(t))1’2dt+6(~) +/3, x,1). 
X0 1 
According to a lemma of Levinson [3, pp. 229-2301, if 
jp y,(x, 1)’ dx < co then also jp (1 +x)-l yb(x, 1)2 dx < co, and according 
to the above asymptotics this would imply (~+x)-‘/~EL~(~, co), a con- 
tradiction which shows that no solution can be square-integrable in (a, co). 
LEMMA 4. Let H be as in Theorem 1. Then H satisfies the assumptions 
imposed on T in Lemma 1. In other words, its resolvent kernel K(s, t; z) can 
be extended continuously to R x R x C +. 
Proof: Let Zc R be a compact interval nd set I+ = C + n (z ) Re z E I}, 
Consider the equation 
Hu = zu, ZEIf. (3.5) 
Since -x + V(x) tends to + cc as x + -co, it follows that (3.5) has a 
solution u(x, z) which is continuous in R x I+ such that u(x, z) E 
L2(-a3,O) for every ZEI+ (see [4, 111.7.421). It follows also that 
u’(x, z) E L*( - co, 0). Using the asymptotic estimate (3.3) we obtain from 
[4, XIII.31 the following expression for K(s, t; z). 
4% z) Y(h z) 
t>s 
K(s, t; z) = 
1 
WA4 Y) ’ 
44 z) A.& z) 
-EZ+\R I (3.6) 
WA% Y) ’ 
t<s 
where W,(u, y) = u’(x, z) y(x, z) - u(x, z) y’(x, z) depends on z only and is 
continuous in I+. To conclude the proof of the lemma it remains to show 
that W,(u, y) #O for all 2 E I. Indeed, suppose to the contrary that for 
some J. EI we have Wj,(U, y) = 0, which means that for some constant 
p # 0, y(x, A) = &x, A). Since y, y are both solutions ofHy = Ay, it follows 
that W,( y, j) is independent of x. We have that u, u’ E L2( - co, 0), which 
implies U’GE L’( - co, 0), so that proceeding along a suitable sequence 
x, -+ -co we get WJu, U) = 0, hence W,(y, j) = )pj2 WJu, U)=O. On the 
other hand it follows from the asymptotic estimates (3.3), (3.4) that 
W,( y, j) = 2ic((d)*, a contradiction that establishes thelemma. 
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