Abstract. We discuss differential-difference properties of the extended Jacobi polynomials P"(x)=P + 2Fq(->un + \,ap;bq;x) (« -0,1,...).
is Pochhammer's symbol and the above contracted notation will be used throughout the paper:
f(ap)=Uf(a,), f(bq)=f\f(bj).
/ being a given function. We assume that no a¡ equals any bj (i = 1,2,...,p; j = 1,2,...,q) and set (2) ¿>,= 1 îotj = q + l.
Let (3) a = max{ p + 1, q}. Theorem 1.1. Let X, a¡, bj(i = 1,2,...,p; j = 1,2,...,q + 1) be complex constants such that none of the quantities X, X + 1 -bj(j = 1,2,..., q) are negative integers or zero. Then the polynomials P"(x), see (1) 
E [Cm(n; a) + Dm(n; o)]Pn_m(\) = 0 (n > a).
The above result contains as a special case the recurrence relation given by Bailey -n, n + X, ax bx,b2
In this paper, our attention is focussed on another result of Wimp which is contained in the following theorem. (m > 0),
«m(«)
Moreover, no equation of the type (9) of lower order a' < a exists.
Note that the formulae (5) and (6) of the paper [6] , defining the coefficients Am and Bm, respectively, are not correct as can be seen by considering the case of p + 1 = q = 2 and x = 1 and observing that the resulting second-order (pure) difference equation for quantities (8) disagrees with that given by Bailey [1] . An inspection of Wimp's proof of the equation (9) (see [6, esp. the last paragraph of Section II]) reveals how the formulae should be corrected.
Wimp's theorem was reproduced in the book [4] (see Theorem 2 in Section 5.13.2).
Unfortunately, in the Russian edition of that book (Mir Pubis., Moscow, 1980) the list of errors was increased by six other misprints.
2. Alternative Forms for Am and Bm. In Theorem 2.1, below, we give some alternative forms for the coefficients Am and Bm, see (1.11) and (1.12), respectively. We need the following lemma. (
Xr + 2^+l 1. The equations (1.11) and (1.12) can be rewritten in the form (2) Am
Bjn) = a>(n)Dm(n;o) + 8aJn)
respectively. Here the notation is that of (1.3), (1.5), (1.6), (1.10), (1.13) and (1.14). Now, it readily follows that the first part of (1.11) may be written in the form (2) . Obviously, the second part of (1.11) can be written as
because C0(n; a) = 1. Proceeding in a similar fashion, one arrives at (3). D Note that if p + 1 = q and x = 1 then the equation (1.9) takes the form (1.7) as, in view of (2) and (3), we have Am(n) + Bm(n) = w(n)[Cm(n\ a) + Dm(n; a)].
Lemma 3.1. We have (1) Cm(n; o) + 9(n)Cm_x(n -1; o) = Cm(n; a + 1) (m = 1,2,.. .,a + 1), (2) Ca+X(n;a) = eaa+x(n)/u(n), (3) Dm(n;o) + 9(n)Dm"x(n-l;o) = Dm(n;o + l) (m -1,2,....o + 1),
Da + x(n;a) = -8aa+x(n)/U(n), where (5) 9(n) = nu(n -1) (n + X-l)a(n)' and the notation used is that of (1.3), (1.5), (1.6), (1.10), (1.13) and (1.14).
Proof. Equations (1) and (3) can be checked by a straightforward calculation, using the definitions (1.5) and (1.6), respectively, and (5).
We prove the formula (2). We have By virtue of Theorem 1.1, the second sum of (10) is zero, therefore the right-hand side of (9) reduces to (8x-e)n[Pn(x)-P"_x(x)], and Eq. (6) follows.
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