Abstract-The design of systems defined as networks (interconnections) of identical subsystems emerges as an interesting engineering problem, with some open issues. One of these issues is how to "retune" the interconnection in order to ensure the stability and the performance of the system. Based on the LFT representation and on the input-output framework, we propose in this paper some efficient "retuning" methods using convex optimization involving LMI constraints. The proposed approach can be interpreted as an extension of usual state space methods. Its application is investigated for the design of a network of PLLs.
I. INTRODUCTION
In Automatic Control, a popular and successful paradigm for Linear Time Invariant (LTI) systems is the state space representation approach. In this approach, a large number of efficient analysis and synthesis methods were obtained using matrix computation and more recently convex optimization over Linear Matrix Inequality (LMI) constraints [1] , [2] . Another interest is the physical realization of a state space model as a block diagram involving integrators and constant gains. An interesting application of the Automatic Control methods is the design of systems, see e.g. [3] - [5] . From this point of view, the well-known state feedback control problem can have an interesting interpretation: for a system realized as a block diagram involving integrators and constant gains, how to retune some gains in order to achieve stability and a certain level of performance.
Recently, a strong interest emerged in Microelectronics for the design of networks of phase locked loops (PLL), where the PLLs are identical [6] . The purpose is to achieve the synchronization of the PLLs with the design specifications formulated in terms of frequency constraints which can be expressed using the H ∞ norm [7] . This problem more generally pertains to the oscillator synchronization [8] - [11] . These networks can be interpreted as block diagrams involving constant gains and identical dynamical LTI systems. These dynamical systems are usually different from integrators. In this paper, we investigate the extension of some feedback synthesis methods usual for the LTI state space approach to the case of models which can be realized as block diagrams involving (a matrix of) constant gains, in the sequel referred to as the interconnection, and dynamical LTI systems, referred to as the subsystems. The proposed methods are efficient, since they are based on convex optimization M. Zarudniev involving LMI constraints. With the proposed framework, we reveal that it is possible to use convex optimization in order to address some control problems which are not convex when formulated in the state space representation formulation.
To this purpose, we use the Linear Fractional Representation modeling usually referred to as LFT modeling. This modeling allows to represent general block diagrams, including the block diagrams corresponding to state space representations [12] . Thanks to the separation of graph theorem and the S-procedure, this modeling is a nice representation to systematically derive stability and performance conditions [13] . Roughly speaking, if the performance is expressed as a(n integral) quadratic constraint on the input and output signals, the S-procedure allows to evaluate the performance of the overall system from the performance of the subsystems. Though the general framework has been largely investigated from the 90's, its potential interest is still largely unexplored, even if many interesting results were obtained. The contribution of this paper is then the application of this framework for the design of systems expressed as the interconnection of subsystems. In our previous work, we focus on the design of the subsystems in order to ensure a certain level of performance for the (overall) system [14] , [15] . In this paper, we focus on the systematic "retuning" of the interconnection in order to improve the system performance. A related problem was considered in the paper [16] with a strong emphasis on the performance analysis. Nevertheless, in contrast with our approach, authors give only some recommendations for the interconnection retuning.
A. Structure of the paper
The paper is organized as follows: some important definitions used in the paper are introduced in Section II. Section III introduces the problem of the interconnection design. In Section IV the main result is presented in terms of sufficient stability and performance conditions for the interconnected system. The result is discussed in Section V. A numerical example is investigated Section VI in order to validate the method. Finally, the conclusion paves the way for further researches.
B. Notations
The identity matrix of R n×n is denoted I n and the zero matrix of R n×m is denoted 0 n×m . The subscripts are omitted when obvious from context. For M = M T , M > 0 denotes M positive definite [17] . A T and A * are referred to transpose 
II. DEFINITIONS
An important concept used in this paper is the dissipativity [14] .
Definition 1 (Dissipativity): A causal operator H with input q and output p is strictly {X, Y, Z} −dissipative, if there exist ε > 0 and real matrices
is a full rank matrix and for all τ > 0 with p = H (q):
If the inequality (1) is satisfied with ε = 0, the operator is then called {X, Y, Z} − dissipative.
The H ∞ norm of a stable LTI system T is defined as
III. PROBLEM STATEMENT
A block diagram of constant gains and identical LTI systems is first defined as an LFT model. The retuning problem is then presented.
A. Subsystem interconnection model
A systemT w→z defined by a block diagram of constant gains (the interconnection) and identical LTI systems T s (the subsystems) can be expressed as an LFT model [14] , [15] : 1) the subsystems:
where T s (s) is one subsystem modeled as a d ×d-block transfer function; 2) the interconnection:
The signals w ∈ R l and z ∈ R k are the system input and output, q ∈ R nd and p ∈ R nd are the internal signals. Using the Redheffer star product, (2) and (3) a more compact formulation is readily obtained:
The retuning of the interconnection is formulated as find a matrix K ∈ R rd×md such that the system defined by:
with B u ∈ R nd×rd , C y ∈ R md×nd , D zu ∈ R k×rd achieves some properties. This problem can be interpreted as a control one where the to-be-controlled plant is defined by:
and the static feedback controller is defined by u = Ky. For a more detailed view of the general block diagram see Fig. 1 . When T s (s) = 1 s , (2) and (3) define a state space representation. In this case, for general matrices B u and C y , compute the matrix K such that (4) achieves a basic property such as stability is known to be NP-hard [20] : there is no "efficient" general algorithm for this case [21] . Nevertheless, for two cases of matrices B u and C y , the computation of K can be efficiently solved: (i) the state feedback case (C y = I) [22] , (ii) the output injection case (B u = I) [23] .
B. Interconnection Matrix Design Problems
In this paper, we investigate how the state feedback case and the output injection case can be extended to the system (4) where T s is assumed to be {X, Y, Z} −dissipative. Note that an integrator is actually {0, −I, 0} −dissipative. We define two problems.
Problem 1 (Internal signal feedback): Given an LTI system T w→z with C y = I and T s (s) that are {X, Y, Z}-dissipative, given γ > 0, find K such that: 1) the system T w→z defined by (4) is stable; 2) T w→z ∞ < γ.
Problem 2 (Output injection):
Given an LTI system T w→z with B u = I, D zu = 0 and T s (s) that are {X, Y, Z}-dissipative, given γ > 0, find K such that: 1) the system T w→z defined by (4) is stable; 2) T w→z ∞ < γ.
IV. MAIN RESULTS
This section presents a solution to Problem 1 (Internal signal feedback) and Problem 2 (Output injection). Both results are based on the following Lemma.
Lemma 1: Given γ > 0, the system:
with {X, Y, Z} −dissipative, is stable with an H ∞ norm less than γ if there exists a P = P T > 0 ∈ R n×n such that:
Proof: In [15, proof of Theorem 1], it is proved that if T s is {X, Y, Z} −dissipative then (I n ⊗ T s ) is {P ⊗ X, P ⊗ Y, P ⊗ Z} −dissipative. Furthermore, note that the H ∞ norm of a system is strictly less than γ if and only if the system is strictly −γ 2 I, 0, I −dissipative which is straightforwardly equivalent to strictly −γI, 0, γ −1 I −dissipative. Afterwards, by applying [13, Lemma 3.2], the inequality (6) is obtained. Note that [13, Lemma 3.2] is proved using the separation of graph theorem [22] , [24] , [25] combined with the so-called S-procedure [26] .
Remark 1: In the case of an LTI system modelled by a state space representation, that is T s (s) = 1 s , Lemma 1 corresponds to the well-known bounded-real lemma [27] .
A. Internal signal feedback
By applying Lemma 1, a solution for Problem 1 is presented in the following Theorem.
Theorem 1: Given γ > 0 and the LTI system T w→z with C y = I and T s (s) that are {X, Y, Z}-dissipative with X < 0, given γ > 0, there exists K such that: 1) the system T w→z defined by (4) is stable; 2) T w→z ∞ < γ if there exist G ∈ R rd×nd and Q = Q T > 0 ∈ R n×n such that:
By post-multiplying and pre-multiplying the latter inequality by the matrix: (7) is obtained, which completes the proof. Remark 2: Find Q > 0, G such that (7) is satisfied is a LMI optimization problem [27] . Find the smallest γ such that there exist Q > 0, G such that (7) is satisfied is another standard LMI optimization problem which can be solved efficiently. Theorem 1 then presents an efficient solution to the Problem 1 in the form of a sufficient condition. 
B. Output injection
A similar solution can be proposed to Problem 2. Theorem 2: Given γ > 0 and the LTI system T w→z with B u = I and T s (s) that are {X, Y, Z}-dissipative with X < 0, given γ > 0, there exists K such that: 1) the system T w→z defined by (4) is stable; 2) T w→z ∞ < γ if there exist G ∈ R rd×nd and P = P T > 0 ∈ R n×n such that (7) is satisfied with:
Proof: The proof of Theorem 2 is obtained by a modification of the proof of Theorem 1.
Remark 4: As in the case of Theorem 1, the conditions of Theorem 2 can be applied using convex optimization involving LMI constraints.
V. DISCUSSION
In the first subsection, we explain the benefits of the proposed approach with respect to an approach based on the state space representation. In the second subsection, we discuss the introduction of weighting functions for the evaluation of the performance.
A. Benefits of the proposed approach with respect to the state space one.
An alternative approach for finding a solution to Problem 1 is to recast it as a control problem for a system modeled by a state space representation. To this purpose, we first express T w→z as a state space model, that is an LFT representation with 
where n s is number of state variables. For the sake of simplicity and without any loss of generality, we assume in the sequel that D s = 0. Then T w→z defined by (4) has the following state space representation:
with
In the Problem 1, we have C y = I n . The size of C is nd × nn s . Except if d = 1 and n s = 1, the computation of the matrix K such that the system defined by the state space representation (8) is stable can not be solved efficiently [20] , see e.g. [28] for the formulation of this problem as a non convex optimization problem. The first benefit of our approach is then to propose a convex approach to Problem 1.
The second benefit is that the number of decision variables is dramatically reduced. With the (non convex) approach of [28] , instead of the decision variable Q of dimension n(n+1) 2 in our approach, a decision variable of dimension
is introduced, which is much larger. Another nice point is that the number of decision variables does not depend on the order of T s , but only on the number of repetitions of T s . This point is important with respect to the dimension of the typical engineering problems. The same benefits are attributable to the output injection approach. Nevertheless, in contrast to the state-space approach, our approach could introduce some conservatism since the conditions are only sufficient.
B. Performance evaluation using a weighted H ∞ norm constraint.
From a practical point of view, the performance can not be evaluated as a constraint on the H ∞ norm of the system ( T w→z ∞ < γ) but as a constraint on the weighted H ∞ norm of the system W o T w→z W i ∞ < γ [7] . For the sake of discussion, let us assume that we have a single weighting function, that is, W o = W and W i = I. In order to apply Theorem 1 to Problem 1 (or Theorem 2 to Problem 2), T w→z is replaced by WT w→z . The first consequence is that the weighting function W has to be expressed as a linear fractional transform of h subsystems T s (s), that is, there exist matrices A w , B w C w and D w such that
For some simple cases, W can be easily found in the form of an LFT representation. For more complex cases, an extension of filter design methods were proposed for the choice of W, see [29] . The second consequence is that the use of the weighting function introduces in the retuned system h extra subsystems T s , in addition to retune the gains.
VI. APPLICATION
Let us evaluate the interest of our approach on the example of the interconnection of subsystems introduced in [14] and [15] . Each subsystem is the feedback connection of an oscillator with a (local) dynamical controller, referred to as PLL in Electronics, see e.g. [30] . For the sake of illustration, we focus on a similar interconnection of n = 9 PPLs. Fig. 2a presents the initial Cartesian interconnection (with a circular form). The subsystem is defined by:
where b 0 = 6.923 × 10 6 , b 1 = 3.8 × 10 4 , a 0 = 6.923 × 10 6 , a 1 = 3.8 × 10 4 . This transfer function verifies the {x, y, z}-dissipativity condition with x = −0.01, y = −1.5, z = 3. The objective is to achieve the phase synchronization of 9 PLLs with a ramp reference input (l = 1) with a certain time response, using a predefined Cartesian (network) interconnection.
The initial interconnection is defined by: m i which denotes the number of PLL inputs and The output composition matrices and performance matrices are defined by:
The first output z 1 is the mean of the tracking error of all nine PPLs, z k for k ∈ {2, · · · , 9} is the difference between the output of the first PLL and the output of the k th PLL.
The global dynamics is enforced by introducing a frequency dependent weighting function on the first output z 1 which enforces a frequency dependent constraint on the magnitude of the frequency response between the reference input and z 1 close to the continuous black line on Fig. 3 time response of the synchronization is actually enforced by the cutoff frequency ω ≈ 9 × 10 4 rad/sec which corresponds approximately to 7 × 10 −4 second, see Fig. 3 .
7266. In addition to the cutoff frequency, the parameters of the weighting function W 1 are chosen in order to ensure a slope +40 dB/dec in the low frequency range in order to track ramp reference [15] . The weighting functions on the output z k for k ∈ {2, · · · , 9} are chosen as the same contant value W 2 = 0.1. Therefore, the network output performance is constrained by:
Note that the number h of the additional subsystems T s introduced by the weighting function choice is equal to 1. Putting in series the constraints W and the initial system T w→z , one obtains WT w→z that corresponds to the augmented system with h + n = 10 subsystems. The static feedback gain K is computed by applying Theorem 1 using the Robust Control toolbox of Matlab.
The design obtained (see Fig. 3 ) using the Theorem 1 allows to respect the tracking specification (γ = 0.91) by the improved network (t r < 7 × 10 −4 seconds). A new network has been obtained (see Fig. 2b ). One can observe the reference tracking synchronization improvement on the Fig. 4 .
The final performance can be improved even more if one chooses the matrices B u = I and C y = I as full block. In that case, the static feedback controller will correspond to the centralized controller and the obtained reference tracking performance for each subsystem will be more homogeneous.
VII. CONCLUSIONS
New efficient interconnection matrix design methods are introduced in the framework of the LFT modeling and the input-output approach. The proposed methods are a generalization of the well known state feedback and output injection to the interconnection of identical subsystems. Their efficiency is illustrated in the design of the PLL network. The use of LFT approach allowed to recast the problem, which is non convex in its classical formulation, into a convex optimization and to dramatically reduce the number of decision variables. The use of weighted H ∞ norm opens a practical perspective to the proposed approach. Authors are convinced that the control design and implementation problems that concern interconnected oscillators, filters or dynamical multi-agent systems can be efficiently solved with the presented methods.
