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In a genetic algorithm, fluctuations of the entropy of a genome over time are interpreted as
fluctuations of the information that the genome’s organism is storing about its environment, being
this reflected in more complex organisms. The computation of this entropy presents technical
problems due to the small population sizes used in practice. In this work we propose and test
an alternative way of measuring the entropy variation in a population by means of algorithmic
information theory, where the entropy variation between two generational steps is the Kolmogorov
complexity of the first step conditioned to the second one. As an example application of this
technique, we report experimental differences in entropy evolution between systems in which sexual
reproduction is present or absent.
I. INTRODUCTION
The evolution over time of the entropy of a genome
within a population is currently an interesting problem
which is conjectured to be connected to the evolution
of the complexity of organisms in a genetic algorithm
[1, 2]. The complexity of the genome of an organism
is considered to be the amount of information about its
environment it stores. That is, evolution would cause
the appearance of more complex sequences, which cor-
respond to more complex phenotypes. This hypothesis
states that natural selection acts as a Maxwell demon,
accepting only those changes which adapt better to the
environment and give rise to more complex individuals
with genomes of lower entropy. This idea was tested by
the simulation of a very simple system of asexual indi-
viduals in fixed environmental conditions.
However, it is well known that that the computation
of the entropy as
H(genome) = −
∑
x∈genomes in the population
p(x) log p(x)
(1)
has technical complications, due to the large size of the
sample needed to estimate it with accuracy [1, 3, 7]. In





i.e., as the sum of the entropy contributions of each lo-
cus in the genome. This estimation misses the entropy
contributions due to epistatic effects. Some sophisticated
statistical methods can be used to remedy this (see Ap-
pendix in [2]), although we will not deal with them in
this work.
An still unexplored way to overcome this problem is
to estimate the entropy of a genome as its average Kol-
mogorov complexity
〈K(genome)〉genomes in the population → H(genome) (3)
(see [5, 8, 9]). However, this result only holds for in-
finitely long sequences, and therefore it cannot be applied
to finite (sometimes short) genomes.
If we are only interested in the entropy evolution of
the genome, and not in the particular value estimation,
we can resort to the following trick: the genetic algo-
rithm can be modelled as a thermodynamic system which
evolves over time, where every population is just a mea-
surement by an observer, i.e. the system is modeled as
a statistical ensemble of genomes and each measurement
is just a sample from that ensemble.
Now we can measure the entropy evolution of the sys-
tem from two different viewpoints. The first is the sys-
tem itself, where the entropy is calculated a la Shannon
(equation 2) by estimating the probabilities of the loci
alleles, using the frequencies of the ensemble sample.
The second way of measuring the entropy is from the
viewpoint of the observer, where a measurement is made
of the population at each time step, and the information
about the system is updated, i.e., the observer measures
the system at time t and stores this information St. At
time t+ 1 the observer makes another measurement and
substitutes St by St+1. The entropy variation due to
this substitution can be calculated for both equilibrium
and non-equilibrium thermodynamic systems [4, 13, 14].
Since evolution cannot be modeled as a system in equi-
librium, the second case applies: the mutation and gen-
erational replacement operators may increase or decrease
the entropy of the system [10, 11].
Thus the entropy variation from the observer view-
point is K(St) − K(St+1) bits. As K(·) is an incom-
putable measure, we estimate it by using the Lempel-Ziv
algorithm [12] as limn→∞(1/n)|LZ(x)| = (1/n)K(x|n),
where x is an infinite string and |LZ(x)| is the size of the
same string compressed [5]. Now our measurement of the
system at time t, |St| is much larger than with equation
3 (just the genome), so the estimation becomes possible.
II. EXPERIMENTS
We want to test whether the evolution of
K(population sample) can help in the study of the
evolution of H(genome). Both measurements have their
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