INTRODUCTION w x
In 1953, Linnik 1 proved that the function
␣ is a characteristic function of a symmetric probability density p . Since ␣ Ä Ž .4 then, the family of symmetric Linnik densities p : ␣ g 0, 2 had several ␣ Ž w x. probabilistic applications see, e.g., 2᎐7 . Analytic and asymptotic properw x ties of the densities p were studied in 8 .
␣ w x
In 1984, Klebanov, Maniya, and Melamed 9 introduced the concept of geometric strict stability and proved that the family of geometrically strictly stable densities coincides with the family of densities with characteristic functions yi sgn t < < ␣ t s 1r 1 q e t ,
Ž . Ž .
This family is wider than that of symmetric Linnik densities. Analytic and w x asymptotic properties of these densities for / 0 were studied in 10, 11 .
< < Ž . For s min ␣r2, y ␣r2 , these densities appeared in the papers w x w x by Laha 12 and Pillai 13 . w x In 1992, Pakes 14 showed that, in some characterization problems of mathematical statistics, the probability distributions with characteristic functions 1 t s , Ž . ␣ , , ␣ yi sgn t < < 1 q e t Ž .
< < ␣ g 0, 2 , F min ␣r2, y ␣r2 , ) 0, 1 Ž . Ž . Ž .
play an important role. Therefore, the problem of the study of analytic and Ž . asymptotic properties of the distributions with characteristic function 1 seems to be of interest. Set < < EPD [ ␣ , , : ␣ g 0, 2 , F min ␣r2, y ␣r2 , ) 0 . Linnik densities p . We call p the generalized Linnik density.
The aim of our work is to study analytic and asymptotic properties of the Ž . generalized Linnik densities p for any ␣, , g EPD and to obtain ␣ , , w x corresponding generalizations of results of 8, 11 . However, the main w x methods of 8, 11 are not applicable to this aim. The fact is that these methods are based on the idea that in the case s 1, the representation Ž . of p by the formula 6 below makes it possible to reduce the problem
to the study of some Cauchy type integral. Such a reduction seems to be quite impossible in the general case ) 0. In this work, we use a different w x method. It is prompted by an idea used in 15 to study multidimensional generalizations of Linnik densities. One of the advantages of this method is that the proof of our results is much shorter than the proof of less w x general results of 8, 11 .
STATEMENT OF RESULTS
We begin with the absolute continuity of the distributions with charac-Ž . teristic function 1 . The following theorem is an analogue of Theorem w x w x w x 13.1 of 8 , Theorem 7.1 of 11 , and Theorem 3 of 15 .
Ž .
Ž . 
Moreover, in any set z: Re z -H, Im z ) , the following bound holds
q y where C ␣, is a positive constant. Since the functions f and f 
tiable on ‫ޒ‬ and, moreo¨er,
Recall that a probability density is called unimodal with mode a if it is Ž . Ž . non-decreasing on yϱ, a and is non-increasing on a, ϱ . In the case s 1, the following theorem was proved independently by Kozubowski w x w x 10 and by the first author 11 . It is worthwhile to mention that the proof of our theorem is straightforward and based on a different idea than that w x w x used in 10 where a difficult Yamazato unimodality theorem 16 was utilized. The following theorem measures the non-symmetry of p .
As a function of , 0 F F min ␣r2, r 2 y ␣r2 , Ž .
Ž . p x increases and p yx decreases for any fixed x ) 0 and ␣,
The following theorem characterizes the asymptotic behaviour of p ␣, , w x w x at ϱ. It was proved in 8 in the case s 0, s 1 and proved in 10, 11 in the case / 0, s 1.
Ž
. Ž . THEOREM 6. For any ␣ , , g int EPD and for any n s 1, 2, 3, . . . ,
Ž . Ž .
␣,, y1y␣ y1y␣
Ž .
10
Ž . Ž . Note that Theorem 6 remains valid for ␣, , g Ѩ EPD as well, but Ž . Ž . Ž . for ␣ , , g Ѩ EPD , the sum in the right hand side of 9 vanishes Ž . therefore 9 does not give satisfactory information related to the be-Ž < < yK haviour of p at ϱ except that it decreases faster than x for any
w x The following phenomenon was discovered in 8 : the structure of series representations of the symmetric Linnik density p depends on the arith- 
Ž .
␣,,
This limit is uniform with respect to x on e¨ery compact subset of ‫ޒ‬ 
It is natural to ask whether the limits of each of the two sums in the Ž . w x right hand side of 11 exist. Similarly to 8, 11, 15 , it is the case for an uncountable dense subset of EPD. To describe this subset we need Liouville numbers. Recall that an irrational number l is called a Liouville number if, for any r s 2, 3, 4, . . . , there exist p, q g ‫,ޚ‬ q G 2, such that
We denote the set of all Liouville numbers by L. By the famous Liouville Ž w x . theorem see, e.g., 17, p. 7 , all numbers in L are transcendental. w x Moreover 17, p. 8 , the set L has the Lebesgue measure zero.
THEOREM 8. Suppose one of the following conditions is satisfied:
iii ␣ g ‫ޑ‬ and g ‫ޑ‬ where ␣ , are representable in the form ␣ s mrn, s krl where m, n and k, l are relati¨ely prime integers and l does not di¨ide m.
where both of the series in the right hand side con¨erge absolutely and uniformly with respect to x on e¨ery bounded subset of ‫ޒ‬ q .
Nevertheless, the absolute and uniform convergence of both of the Ž . Ž . series in 12 is not valid for all ␣, , satisfying conditions of Theorem 7.
Ž . THEOREM 9. Both of the series in the right hand side of 12 di¨erge on an uncountable dense subset of EPD. Now, we shall consider the case when none of the conditions in the statement of Theorem 7 is satisfied. It suffices to consider the following two cases:
ii ␣ s mrn g ‫,ޑ‬ s krl g ‫,ޑ‬ and l divides m.
Note that the Diophantine equation
Ž. has a unique solution q , p in the case i , and it has infinitely many Ž . Ž . solutions in the case ii . Denote by D , the set of all solutions q, p in ␣, Ž . the case ii and set 
Ž . Ž .
Note that the log x term in Eqs. 14 , 15 disappears when s "␣r2. It is possible to obtain asymptotic formulas describing the behaviour of p as x ª 0q from Theorems 10 and 11. We present the following two ␣, , examples:
Ž
. Ž . Ž . Ž . If we take c positive in 2 , then estimating the integral with the help of Ž . the bound 5 , we have
If we take c negative, then we have
Now, let us prove that the Fourier transform of p coincides with ␣ , , . It suffices to prove this for the case t ) 0 since the case t -0 can
Ž . be reduced to the first one by using the equalities t s yt , If 0 -t -1, then, evaluating the integral with the same integrand as in Ž .
Ä < < Ž . 4 18 along the boundary of the region z: z -n q 1r2 ␣ , Re z -by Cauchy's residue theorem, and then letting n ª ϱ, we obtain Ž . If t ) 1, then evaluating the integral with the same integrand as in 18 Ä < < Ž . 4 along the boundary of the region z: z -q n q 1r2 ␣, Re z ) , and then letting n ª ϱ, we obtain 
Ž .
In the complex y-plane, we consider the region
and define the branch of the multivalued function y ␣ as
The integrands of A and C are analytic in the closure of G except the R < < simple pole at y s i t . By Cauchy's residue theorem we have
Ž .Ž .
R
Letting R ª ϱ, and using the notation A and C, we obtain
We have in the similar way
Ž . Ž . Ž . Substituting 20 and 21 into 19 , we have
SOME PROPERTIES OF p x
Ž . Ž . Proof of Theorem 3. i Equation 6 is equivalent to
Ž . 1," Ž . 2," Ž . where g y ,g y are non-negative, bounded functions. Evidently
Ž . both of the integrals in the right hand side of Eq. 23 are infinitely differentiable and both are completely monotonic for x ) 0.
< < Ž "iqi ␣ r2 ␣ . Note that, for F ␣r2, arg 1 q e y is an increasing function of y ) 0. It takes value 0 for y s 0 and takes value " q ␣r2 for Ž . y s ϱ . Therefore, if ␣ F 2, F min ␣r2, r y ␣r2 , then the func-Ž Ž "i qi ␣ r2 ␣ .. tion sin arg 1 q e y is non-negative, which completes the proof.
Ž .
Ž . ii Taking the kth derivative of both sides of Eq. 23 , and then applying the monotone convergence theorem, we obtain
Evidently, the integrals in the right hand side are divergent for k s w
. . , and convergent for k s 0, 1, . . . , ␣ y 1.
In the first case, we have
. where c is the last point where sin arg 1 q e y changes its sign. The first integral in the right hand side is convergent and finite and Ž . Ž . the second one is equal to qϱ, which proves 7 . The proof of 8 is Ž . similar. The validity of the assertion that if s ␣r2, then p x s0
for x -0 is obvious.
In the second case, we have
Žk.
Changing the contour of integration in the last integral from ‫ޒ‬ q to
To prove Theorem 4, we shall use the following theorem. Proof of Theorem 4. Firstly we shall prove the unimodality. Note from Ž . representation 6 that the probability density p is a continuous
Ž . function with respect to parameters ␣, , , for fixed x g ‫ޒ‬ and ␣ , , g EPD U . Consider the following dense subset of EPD
Since any probability density which is a limit of unimodal probability Ž . densities is unimodal, it suffices to prove that for any ␣ , , g S, the density p is unimodal. 
tive.
Ž . Proof of Theorem 5. i Note that, under the conditions mentioned in
Ž . part i of the theorem,
Ž . The proof follows from those inequalities and Eq. 22 .
Ž .
Ž . ii It is easy to see that under the conditions mentioned in part ii < y iy i ␣ r2 ␣ < Ž Ž of the theorem, 1 q e y decreases and sin arg 1 q iqi ␣ r2 ␣ ..
Ž . e y increases as a function of . The proof follows from Eq. 22 .
ASYMPTOTIC BEHAVIOUR AT INFINITY
Proof of Theorem 6. Fix y␣ -c -0. Denote the boundary of the Ä Ž .
Cauchy's residue theorem to the integral
Ž< < y1yn␣ . Evidently, the integral in the right hand side of 25 is o x , which completes the proof. Ž .
Applying Cauchy's residue theorem, we obtain
the following bounds are valid,
where C is a positive constant not depending on z. Note that sin zr2 " zr␣ F exp r2 " r␣ Im z .
Ž .
Moreover, for any M ) 0 Stirling's formula yields
where C does not depend on z. Finally, using Stirling's formula once
where A is a constant not depending on z. In particular, choosing
where D is a positive constant, we obtain
Hence, as k ª ϱ, the integral along C tends to zero uniformly with k w x respect to x g 0, D . This proves the theorem.
Proof of Theorem 8. In virtue of Theorem 7, this theorem will be Ž . proved if we show that both of the series in the right hand side of 12 converge absolutely for any x.
Ž . If the condition iii in the statement of the theorem is satisfied, then < Ž .< < Ž . < obviously sin ␣and sin y qr␣ are bounded from below by Ž . a positive constant, whence both the series in 12 converge absolutely for any x.
Ž . Ž . Since the proof in the cases of conditions i and ii is similar, we will prove only the former case.
Evidently, for any q ) 1r␣, there is an integer j such that q ␣y j s ␣ k q lq rl y j -1r2.
Ž . Ž . q q
Since ␣ is not a Liouville number, there exist an r G 2 such that Since ␣r2 q is an irrational non-Liouville number, then as in the proof of the previous theorem there is an integer r G 2 such that 1y r sin␣r2 q G 2 k q lq rl. 
