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OPTIMAL CONDITIONS FOR L2 BOUNDEDNESS OF STRONGLY
SINGULAR CONVOLUTION OPERATORS ON THE HEISENBERG GROUP
WOOCHEOL CHOI
Abstract. Strongly singular convolution operators TKα,β with the kernel Kα,β on the Heisen-
berg group Hna were introduced in [10]. For case a
2 < Cβ , Laghi and Lyall [8] obtained the sharp
range for α, β for which the operator TKα,β are bounded on L
2(Hna ). They used the classical
L2−L2 boundedness theorem for oscillatory integral operators with non-degenerate phases. But,
if a2 ≥ Cβ , the phase function related with the operators are no more non-degenerate. However,
in this paper, we obtain the sharp range for α, β for the case a2 ≥ Cβ . To carry out this case, we
show that the canonical graph related with the phases satisfy folding type conditions and utilize
the recent developed theory for degenerate oscillatory integral operators (see [5], [11]).
1. Introduction
Our setting is on the Heisenberg group Hna (a ∈ R
∗) which have base manifold R2n+1 with the
group law
(x, t) · (y, s) = (x+ y, s+ t− 2axtJy)
where J is the 2n× 2n matrix (
0 In
−In 0
)
(In is the n× n identity matrix). This group has the following dilation law
λ · (x, t) = (λx, λ2t).
For each kernel K, associated convolution operators are defined by
TKf(x, t) := K ∗ f(x, t) =
∫
Hn
K
(
(x, t) · (y, s)−1
)
f(y, s)dydx.
We say that the operator TK is bounded on L
p(Hn) if there exist a C > 0 such that
‖TKf‖p ≤ C‖f‖p, for all f ∈ C
∞
0 (H
n)
And a natural quasi-norm on the Heisenberg group is defined by ρ(x, t) = (|x|4 + t2)1/4. This
quasi-norm satisfies ρ(λ · (x, t)) = λρ(x, t). For this quasi-norm, we define the strongly singular
kernels for each α > 0
• Kα,β(x, t) = ρ(x, t)
−(2n+2+α)eiρ(x,t)
−β
χ(ρ(x, t)), β > 0,
where χ is a smootho bump function in a small neighborhood of the origin. We let the operator
TKα,β be the convolution operators on the Heisenberg groupH
n
a with the kernelKα,β. This operator
was firstly introduced in [10] and there, the necessary condition is referred as α ≤ (n + 12 )β and
it was shown that TKα,β is bounded if α ≤ nβ. To show this, the group fourier transform was
utilized and a lengthy calculation for estimating some oscillatory integrals was needed to obtain the
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results. But, Laghi and Lyall [8] showed that we can get sharp results in the restricted case a2 < Cβ
for some Cβ > 0 only using the Ho¨rmander’s L
2 − L2 boundedness theorems for non-degenerate
oscillatory integral operators [1]. In this paper, we consider the cases a2 ≥ Cβ and obtain sharp
conditions using the recent theory for oscillatory integral operators with degenerate phases (See
section 2 for the details). The theory for the degenerate oscillatory integral operators have been
developed deeply, but the use of the theorem has been restricted to the X-ray transform.
Strongly singular convolution operators were studied originally in Rn. Such operators represent
some oscillating multipliers and operators of this type were first studied, using Fourier transform
techniques, in the Euclidean with ρ(x) = |x| by Hirschman [7] in the case d = 1 and then in higher
dimensions by Wainger [15], Fefferman [3], and Fefferman and Stein [4].
On the other hand, a similar kind of convolution operators with the kernel 1|x|n−α e
i|x|β with
α, β > 0 also have been studied in [12],[13]. This kernel has no sinularity near the zero, but it has
relatively small decaying property at infinity. Note that the case β = 1 corresponds to the kernel
of Bochner-Riesz means. For β 6= 1, the Lp − Lq estimates including the hardy space estimates
were well understood. The difference between two cases comes from the fact that the phase kernel
|x − y|β is degenerate only if β = 1. We now consider an analogue problem on the Heisenberg
groups with the following kernels
• Lα,β(x, t) = ρ(x, t)
−(2n+2−α)eiρ(x,t)
β
χ(ρ(x, t)−1), β > 0.
We denote the gruop convolution operators TLα,β with the kernel Lα,β . In literatures, operators
like TKα,β are called as strongly singular operators and TLα,β as oscillating convolution operators.
In this paper, we shall find the optimal ranges of α and β where the convolution operators
associated with Kα,β ,Lα,β are bounded on L
2(Hn).
For a
2
b2 ≥ Cβ , the phases are no more non-degenerate. So, we need to deal with oscillatory inte-
gral operators with degenerate phases. Theory for this kind of operators have been studied largely
with considering various conditions on phase functions to give a different decaying properties, See
[6]. We will use results in [5],[11]. To utilize such theory, we should carefully investigate the folding
type for our phases. Interestingly, we have different folding types according to the values a, b and
β. Before stating our results, we recall the former results in [8], [10].
Theorems [8],[10].
(1) TKα,β is bounded on L
2(Hn) if α ≤ nβ.
(2) If 0 < a2 < Cβ , then TKα,β is bounded on L
2(Hn) if and only if α ≤ (n + 1/2)β. (Cβ =
β+2
2 (2β + 5 +
√
(2β + 5)2 − 9))
We obtain sharp results on the L2 → L2 boundedness of TKα,β for the cases a
2 ≥ Cβ . Namely,
we obtain the following results:
Theorem 1.1. If a2 > Cβ , then TKα,β is bounded on L
2(Hna) if and only if α ≤ (n +
1
3 )β. If
a2 = Cβ, then TKα,β is bounded on L
2(Hna) if and only if α ≤ (n+
1
4 )β.
For the operators TLα,β , we also have the sharp ranges for the L
2 → L2 boundedness except the
cases β = −1 or −2.
Theorem 1.2. TLα,β is bounded on L
2 if and only if
(i) 0 < β < 1 : For a2 < Cβ, α ≤ (n +
1
2 )β, for a
2 = Cβ, α ≤ (n +
1
4 )β, and for a
2 > Cβ,
α ≤ (n+ 13 )β.
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(ii) 1 < β < 2 : α ≤ (n+ 13 )β.
(iii) 2 < β : α ≤ (n+ 12 )β.
Remark 1.3. For the cases β = −1 or β = −2, we can also obtain the sharp results for some values
α, b where the phase becomes non-degenerate or of folding type 2. But, in these cases, higher order
folding type conditions than 3 appear for some α, b and the present theory for degenerate oscillatory
integral estimates does not cover these cases. The theory have been established optimally only for
the one or two folding cases ([5], [11]).
Remark 1.4. In Rn, the oscillating kernel is of the form |x|−γei|x|
β
with β 6= 0. In this case,
the different behavior for the phases |x|β according to the value a is characterized only by the
two cases where β 6= 1 or β = 1. Precisely, we have det
(
∂2
∂x∂y |x− y|
β
)
6= 0 for x 6= y, but
det
(
∂2
∂x∂y |x− y|
)
= 0 for every x 6= y and this is the hardest case, which is correspond to the
Bochner-Riesz means operators. We see that for our cases, β = 1 and β = 2 present the lowest
degeneracy oscillatory operators (see 4.1) and it also hard to establish from the lack of the theory
of oscillatory integral estimates for lower folding type cases.
This paper is organized as follows. In section 2, we proceed an usual process to decompose the
kernel dyadically and reduce our problem to a local oscillatory integral estimates. In section 3, we
recall some essential things for our oscillatory integral operators with degenerate phase functions.
Finally, in section 4, we study some geometry of the canonical relation and projection maps related
with the phase functions. Then, we conclude the proof of the main theorems.
2. Dyadic decompostion and Localization
We use a standard argument to reduce our problems to some oscillatory integral estimates on
R
2n+1. For euclidean space, the argument is well explained in [14]. Though the same mechanism
is easily adapted, we shall prove it because our setting is on a group.
We split the kernel Kα,β and Lα,β as
Kα,β(x, t) =
∞∑
j=0
η(2jρ(x, t))Kα,β(x, t) (2.1)
Lα,β(x, t) =
∞∑
j=0
η(2−jρ(x, t))Lα,β(x, t)
where η ∈ C∞0 (R) is a bump function supported in [1/2, 2]. and satisfies
∑∞
j=0 η(2
jr) = 1 for all 0 <
r ≤ 1. We let Kjα,β = η(2
j(ρ(x, t)))Kα,β(x, t) and Tjf = Kj ∗f and L
j
α,β = η(2
−jρ(x, t))Lα,β(x, t).
For notational convenience, we omit the index α and β from now.
We let Tjf = K
j
α,β ∗ f and Sjf = L
j
α,β ∗ f . Then,
Lemma 2.1. For each N ∈ N, there exists a constant CN such that
‖T ∗j Tj′‖L2→L2 + ‖TjT
∗
j′‖L2→L2 ≤ CN2
−max{j,j′}N (2.2)
‖S∗jSj′‖L2→L2 + ‖SjS
∗
j′‖L2→L2 ≤ CN2
−max{j,j′}N
holds when |j − j′| ≥ cβ for some sufficiently large constant cβ > 0.
Proof. The proof follows using the integration parts technique in usual ways. See [10] where the
proof for Tj is given. 
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By the Cotlar-Stein Lemma, we only need to show that
‖Tj‖L2→L2 + ‖Sj‖L2→L2 ≤ C
holds uniformly for j ∈ N with some constant C > 0.
Let
K˜jα,β(x, t) = K
j
α,β(2
−j · (x, t)) = η(ρ(x, t))2j(Q+α)ρ(x, t)−Q−αei2
jβρ(x,t)−β , (2.3)
L˜jα,β(x, t) = L
j
α,β(2
−j · (x, t)) = η(ρ(x, t))2−j(Q−α)ρ(x, t)−Q+αei2
jβρ(x,t)β .
Let fj(x, t) = f(2
j · (x, t)). Then Kj ∗ f(2−j · (x, t)) = 2−jQ(K˜j ∗ fj)(x, t).
‖Kjα,β ∗ f(x, t)‖L2 = 2
−jQ/2‖Kα,β ∗ f(2
−j · (x, t))‖L2 (2.4)
≤ 2−jQ/2 · 2−jQ‖K˜jα,β ∗ f(2
j · ())(x, t)‖L2 (2.5)
≤ 2−jQ/2 · 2−jQ‖K˜jα,β‖L2→L2‖f(2
−j·)‖L2 (2.6)
= 2−jQ‖K˜jα,β‖L2→L2‖f‖L2.
Similarly, we also have ‖Ljα,β ∗ f‖L2 ≤ 2
jQ‖L˜jα,β‖L2→L2‖f‖L2.
So, it suffice to prove suitable boundedness for T˜j and S˜j . Now, we further modify our operator
locally using the fact that the kernels of T˜j and S˜j are supported in {(x, t) : ρ(x, t) ≤ 2}. To do
this, we find a set of point G = {gk : k ∈ N} such that
⋃
k∈N B(gk, 2) = H
n
a and each B(gk, 4)
contains only dn’s other gl members in G.
We can split f =
∑∞
k=1 fk with each fk supported in B(gk, 2). And we let
T˜ l,kj f(x, t) =
∫
K˜jα,β
(
(x, t) · (y, s)−1
)
· η
(
ρ
(
(x, t) · g−1k
))
η
(
ρ
(
(x, t) · g−1l
))
f(y, s)dyds
Then,
‖T˜j ∗ f‖
2
L2(Hna )
≤
∞∑
k=1
‖T˜j ∗ f‖
2
L2(B(gk,2))
(2.7)
≤
∞∑
k=1
‖T˜j ∗
∞∑
l=1
fl‖
2
L2(B(gk,2))
(2.8)
=
∞∑
k=1
‖T˜j ∗
∑
{l:ρ(gl·g
−1
k
)≤2}
fl‖
2
L2((B(gk,2)))
(2.9)
.
∞∑
k=1
∑
l:ρ(gl·g
−1
k
)≤2
‖T˜ l,kj ‖L2→L2‖fl‖
2
L2 (2.10)
. sup
ρ(gl·g
−1
k
)≤2
‖T˜ l,kj ‖L2→L2‖f‖
2
L2.
Because det (Dx,t ((x, t) · g)) = 1 for all g ∈ H
n
a ,
T˜ l,kj f ((x, t) · gk) =
∫
K˜j
(
(x, t) · (y, s)−1
)
η(ρ(x, t))η(ρ(y, s) · (gk · g
−1
l ))f((y, s) · gk)dyds.
Notice that ρ(gk ·g
−1
l ) . 1. If we let ψ ((x, t), (y, s)) = η(ρ(x, t))η(ρ((y, s)·(gk ·g
−1
l ))) and substitute
f as f˜(x) := f(x · gk).
OPTIMAL BOUNDS FOR OSCILLATING CONVOLUTION OPERATORS ON THE HEISENBERG GROUP 5
∑
j,k,ρ(gl·g
−1
k
)≤2 ‖T˜
l,k
j ‖ will be obtained if we prove ‖Aj‖L2→L2 . 1 for
Ajf(x, t) =
∫
K˜jα,β
(
(x, t) · (y, s)−1
)
ψ ((x, t), (y, s)) f(y, s)dyds
with a compactly supported smooth function ψ. Since
K˜jα,β(x, t) = η(ρ(x, t))2
j(Q+α)ρ(x, t)−Q−αei2
jβρ(x,t)−β (2.11)
L˜jα,β(x, t) = η(ρ(x, t))2
−j(Q+α)ρ(x, t)−Q+αei2
jβρ(x,t)β
The matters are reduced to show that ‖TAj‖L2→L2 . 2
jQ and ‖TBj‖L2→L2 . 2
−jQ Let
Aj(x, t) = 2
jαµ(x, t)ei2
jβρ(x,t)−β (2.12)
Bj(x, t) = 2
−jαµ(x, t)ei2
jβρ(x,t)β
where with µ is a smooth funtion supported on ρ(x, t) ∼ 1. We define the operators LAj , LBj by
LAjf(x, t) =
∫
Aj
(
(x, t) · (y, s)−1
)
ψ ((x, t), (y, s)) f(y, s)dyds (2.13)
LBjf(x, t) =
∫
Bj
(
(x, t) · (y, s)−1
)
ψ ((x, t), (y, s)) f(y, s)dyds.
To prove Theorem 1.1 and Theorem 1.2, it suffices to establish the following two theorems.
Theorem 2.2. The following inequalities hold uniformly for j.
If a2 > Cβ, ‖LAj‖L2→L2 . 2
j(α−(n+ 13 )β),
If a2 = Cβ, ‖LAj‖L2→L2 . 2
j(α−(n+ 14 )β).
Theorem 2.3. The following inequalities hold uniformly for j.
(i)− 1 < β < 0,
If a2 < Cβ, ‖LBj‖L2→L2 . 2
j(α−(n+ 12 )β),
If a2 = Cβ, ‖LBj‖L2→L2 . 2
j(α−(n+ 14 )β).
(ii)− 2 < β < −1, ‖LBj‖L2→L2 . 2
j(α−(n+ 13 )β).
(iii) β < −2, ‖LBj‖L2→L2 . 2
j(α−(n+ 12 )β).
In the next section, we shall breifly review on the theory related to the operators LAj and LBj .
And in section 4, we will expoit some required geometry related with the phase function ρ(x, t)β
to conclude the proof of Theorem 2.2 and Theorem 2.3.
3. L2 theory for oscillatory integral operators
In this section, we review on some L2 → L2 theory for oscillatory integral operators. The form
of operators we are concern is given as
T φλ f(x) =
∫
Rn
eiλφ(x,y)a(x, y)f(y)dy
where φ, a ∈ C∞(Rn×Rn) and a has a compact support. We firstly state the fundamental theorem
of Ho¨rmander [1].
Theorem 3.1. Suppose that the phase function φ satisfies det
(
∂2φ
∂xi∂yj
)
6= 0 on the support of a.
Then we have the following inequality
‖T φλ ‖L2→L2 . λ
− n2 , λ ≥ 1
where the implicit constant is independent of λ.
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We say that φ is non-degenerate if it satisfies the assumption of the above theorem. And we
say φ is degenerate if there is some point (x0, y0) where det
(
∂2
∂xi∂yj
)∣∣∣
(x0,y0)
equals to zero. This
theorem gives the sharp decaying of ‖T φλ ‖L2→L2 in terms of λ. But, the phase functions of our
operators (see ) can become degenerate according to the values of a and β. For a degenerate φ,
the optimal number κφ for which the inequality ‖Tλ‖L2→L2 . λ
−κφ holds would be less than n2 .
The number κφ’s are related to the folding type conditions of the phase φ (See below). For phases
whose folding degrees are ≤ 3, the sharp numbers κφ were obtained in [5], [11]. We shall use the
results. In fact, the results for folding types ≤ 3 in [5] is the best known results and there are
no results for folding types > 3 except the very restricted result in [2]. Finding completely the
numbers κφ corresponding to all degenerate phases φ seems a widely open problem.
It is well-known that the decaying property is strongly related th the geometry of the canonical
relation
Cφ = {(x, φx(x, y), y,−φy(x, y)) ⊂ T
∗(Rnx)× T
∗(Rny ) (3.1)
To describe the geometry of Cφ, we need the following definition
Definition 3.2. Let M1,M2 be smooth manifolds of dimension n, and f :M1 →M2 is a smooth
map of corank ≤ 1. We let the singular set S = {P ∈M1 : rank(Df) < n at P}. Then we say that
f has a k− type fold at P0 for P0 ∈ S if
(1) rank(Df)|P0 = n− 1,
(2) det(Df) vanishes of k order in the null direction at P0.
Here, the null direction means the unique direction vector v such that (Dvf)|P0 = 0.
Now we consider the two projection maps
piL : CΦ → T
∗(Rnx) and piR : CΦ → T
∗(Rny ). (3.2)
Then the following theorem is proved in [11] for one folds cases and in [5] for two folds cases.
Theorem 3.3. Suppose that the projection maps piL and piR have one fold singularities, then
‖Tλf‖L2(Rn) ≤ Cλ
− (n−1)2 −
1
3 ‖f‖L2(Rn).
If the projection maps φL and piR have two hold singularities,
‖Tλf‖L2(Rn) ≤ Cλ
− (n−1)2 −
1
4 ‖f‖L2(Rn).
4. Geometry of the Canonical relation maps
In this section, we study the projection maps (3.2) associated with the phase function of our
operators in Theorem 2.2 and Theorem 2.3 to use Theorem 3.3. Recall that ρ(x, t) = (|x|4+ t2)1/4
and the phase function φ of the integral operators LAj and LBj is
φ(x, t, y, s) = ρ−β
(
(x, t) · (y, s)−1
)
.
To write the group law explicitly, we write x = (x1, x2) and y = (y1, y2) with x1, x2, y1, y2 ∈ Rn.
Let Φ(x, t) = ρ(x, t)−β for simplicity, then we have
φ(x, t, y, s) = Φ
(
x1 − y1, x2 − y2, t− s− 2a(x1y2 − x2y1)
)
(4.1)
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Let us use the derivatives ∂x, ∂t to denote the position derivatives of Φ (i,e. ∂xjΦ = Φxj , ∂tΦ =
Φt and ∂xj (xjΦ) = xjΦxj).
Firstly, to determine the phase function Φ is non-degenerate or not, we should calculate the
determinant of the matrix
H =
(
∂2φ(x, t, y, s)
∂(y,s)∂(x,t)
)
.
So, we now compute the matrix H . In (4.1), by the chain-rule, we have
∂
∂xj
φ(x, t, y, s) = (∂xj + 2ayn+j∂t)Φ|((x,t)·(y,s)−1) (4.2)
∂
∂xj+n
φ(x, t, y, s) = (∂xj+n − 2ayj∂t)Φ|((x,t)·(y,s)−1)
Let
A(y) =
(
I 2aJy
0 1
)
Using a similar calculation, we see that
H(x, t, y, s) = A(x) (∂i∂jΦ)A(y)
t + 2a∂tΦ
(
J 0
0 0
)∣∣∣∣∣
((x,t)·(y,s)−1)
(4.3)
= A(x)
[
(∂i∂jΦ) + 2a∂tΦ
(
J 0
0 0
)]∣∣∣∣∣
((x,t)·(y,s)−1)
A(y)t (4.4)
where the second equality holds because A(x)
(
J 0
0 0
)
A(y)t =
(
J 0
0 0
)
. We let
L(x, t, y, s) =
[
(∂i∂jΦ) + 2a∂tΦ
(
J 0
0 0
)]∣∣∣∣∣
((x,t)·(y,s)−1)
. (4.5)
Thus, to study the matrixH , it is enough to analyze the matrix L. Morerover, we have det(A(x)) =
det(A(y)) = 1, which implies det(H(x, t, y, s)) = det(L(x, t, y, s)). In [8], the determinant of the
matrix H was calculated directly without using this observation. Here we calculate it by obtaining
the determinant of L.
We now calculate the hessian matrix of Φ. For 1 ≤ i, j ≤ 2n,
∂jΦ(x, t) = −
β
4
(|x|4 + t2)−
β
4−1(4xj|x|
2) (4.6)
∂tΦ(x, t) = −
β
4
(|x|4 + t2)−
β
4−1(2t)
and
∂i∂jΦ(x, t) = β(|x|
4 + t2)−
β
4−2
[
(β + 4)|x|4 − 2(|x|4 + t2)
]
xixj − β(|x|
4 + t2)−
β
4−1δij |x|
2 (4.7)
∂i∂tΦ(x, t) = β(β + 4)(|x|
4 + t2)−
β
4−2|x|2xi ·
t
2
(4.8)
∂2tΦ(x, t) = β(β + 4)(|x|
4 + t2)−
β
4−2
t
2
·
t
2
− β(|x|4 + t2)−
β
4−1
1
2
.
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Let D = (|x|2x, t2 )
t, then the above computations show that
(∂i∂jΦ) + 2a∂tΦ
(
J 0
0 0
)∣∣∣∣∣
(x,t)
(4.9)
= β(β + 4)(|x|4 + t2)−
β
4−2D ·Dt− β(|x|4 + t2)−
β
4−1
(
|x|2I + atJ + 2x · xt 0
0 12
)
(4.10)
= −β(|x|4 + t2)−
β
4−1(E +R) (4.11)
To write the matrices simply, we let B = |x|2I + atJ , K = x · xt and
E =
(
B + 2K 0
0 12
)
and R = −
(β + 4)
|x|4 + t2
D ·Dt.
Then, in (4.5) and (4.9), we have
L(x, t, y, s) = [−β(|x|4 + t2)−
β
4−1(E +R)](x,t)=(x,t)·(y,s)−1 (4.12)
Now we are ready to obtain the following Lemma
Lemma 4.1. We have
detH(x, t, y, s) = F ((x, t) · (y, s)−1)
where F (x, t) = ca,β(|x|
4 + a2t2)m1(|x|4 + t2)m2f(x, t) for some m1,m2, ca,β ∈ R and f(x, t) =
2(β + 1)|x|8 + (3(β + 2)− 2a2)|x|4t2 + (β + 2)a2t4.
Proof. From (4.3) and (4.12), it is enought to show that
det[−β(|x|4 + t2)−
β
4−1(E +R)] = F (x, t).
Moreover, from the form of given F in the theorem, we only need to compute det(E + R). We
recall the form
E +R =
(
B + 2K 0
0 12
)
−
(β + 4)
|x|4 + t2
D ·Dt.
For notational convenience, we always use case-letter fi to denote the i
′th row of matrix capital
F . Notice that D ·Dt is of rank 1 and will exploit the following convention
det(P +Q) = det(P ) +
m∑
j=1
det


p1
...
pj−1
qj
pj+1
...
pm


(4.13)
for any m ×m matrix P and Q with rank Q = 1. Recall B = |x|2 + atJ and K = x · xt, then
direct calculations show that
det(B) = (|x|4 + a2t2)n (4.14)
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and
n∑
j=1
xj det


b1
...
bj−1
kj
bj+1
...
b2n


+
n∑
j=1
xj+n det


b1
...
bj+n−1
kj+n
bj+n+1
...
b2n


(4.15)
=
n∑
j=1
xj(|x|
2xj + xn+jat)(|x|
4 + a2t2)n−1 +
n∑
j=1
xj+n (|x|
2xj+n − xjat)(|x|
4 + a2t2)n−1(4.16)
= (|x|4 + a2t2)n−1|x|4 (4.17)
Thus, from (4.4), (4.14) and (4.15), we have
det(B + 2K) = (|x|4 + a2t2)n + 2|x|4(|x|4 + a2t2)n−1 (4.18)
= (|x|4 + a2t2)n−1(3|x|4 + a2t2) (4.19)
Using (4.4) again, we have
det(E +R) = det(E) +
1
2
2n∑
j=1
det


e1
...
ej−1
rj
ej+1
...
e2n


+ det


e1
...
e2n
r2n+1

 (4.20)
=: S1 + S2 + S3
From (4.18)
S1 = det
(
B + 2K 0
0 12
)
=
1
2
det(B + 2K) =
1
2
(|x|4 + a2t2)n−1(3|x|4 + a2t2)
Since rank K = 1, we see that
det


e1
...
ej−1
rj
ej+1
...
e2n


= det


b1 + 2k1
...
bj−1 + 2kj−1
−(β+4)|x|4
|x|4+t2 kj
bj+1 + 2kj+1
...
b2n + 2k2n


= −
(β + 4)|x|4
|x|4 + t2
det


b1
...
bj−1
kj
bj+1
...
b2n


.
So,
S2 = −
1
2
(
(β + 4)|x|4
|x|4 + t2
)
|x|4(|x|4 + a2t2)n−1
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Finally,
S3 = det
(
E + 2K 0
∗ − β+4|x|4+t2
t2
4
)
= −
β + 4
|x|4 + t2
t2
4
det(B + 2K) (4.21)
= −
β + 4
|x|4 + t2
t2
4
(|x|4 + a2t2)n−1(3|x|4 + a2t2)
Adding all these terms, we have
det
(
(∂i∂jΦ)(x, t) + 2a∂tΦ(x, t)
(
J 0
0 0
))
= p(|x|4 + a2t2)q(|x|4 + t2)f(x, t)
where p(r) = cpr
m1 , q(r) = rm2 for some m1,m2, cp ∈ R and
f(x, t) = 2(β + 1)|x|8 + (3(β + 2)− 2a2)|x|4t2 + (β + 2)a2t4.

Now, we should determine when the determinant of H(x, t, y, s) can be zero for some values
(x, t, y, s) with ρ
(
(x, t) · (y, s)−1
)
∼ 1. Furthermore, to determin the folding type in the degenerate
case, it will be decisive to know the shape of factorization. We take it in the following theorem
Lemma 4.2. For some nonzero constants γ, c, c1, c2, c3 with c1 6= c2 and c3 > 0 which are deter-
mined by β and a,
• case 1 : β ∈ (−1, 0) ∪ (0,∞)
· For a
2
b2 < Cβ , f(x, t) > 0.
· For a
2
b2 = Cβ , f(x, t) = γ(|x|
2 − ct2)2.
· For a
2
b2 > Cβ , f(x, t) = γ(|x|
2 − c1t)(|x|
2 + c1t)(|x|
2 − c2t)(|x|
2 + c2t).
• case 2 : β ∈ (−2,−1)
· f(x, t) = γ(|x|2 − c1t)(|x|
2 + c1t)(|x|
4 + c3t
2).
• case 3 : β ∈ (∞,−2)
· f(x, t) < 0.
Proof. Firstly, we see that f(x, t) > 0 for 3(β + 2) − 2a2 > 0. And f(x, t) > 0 also holds if the
dicriminant
∆ = 4a4 − 4(β + 2)(2β + 5)a2 + 9(β + 2)2
is negative. This range is equal to
C−β < a
2 < C+β
where
C±β =
β + 2
2
(
2β + 5±
√
(2β + 5)2 − 9
)
.
But,
C−β =
(β + 2)
2
(2β + 5−
√
(2β + 5)2 − 9) =
(β + 2)
2
(2β + 5−
√
(2β + 2)(2β + 8) (4.22)
<
(β + 2)
2
(2β + 5−
√
(2β + 2)2) =
3(β + 2)
2
So, we compress two conditions as f(x, t) > 0 for a2 < C+β .

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For degenerate cases, we need to analyze the canonical relation (3.1) associated with our phase
function Φ
CΦ = {
(
(x, t),Φ(x,t), (y, s),−Φ(y,s)
)
} ⊂ T ∗(R2n+1)× T ∗(R2n+1)
and the projection maps (3.2)
piL : CΦ → T
∗(R2n+1) and piR : CΦ → T
∗(R2n+1).
We will check the condition (1) and (2) of Definition 3.2 to prove the following theorem
Theorem 4.3. On the hypersurface S,
(1) If β ∈ (−2,−1) or β ∈ (−1, 0) ∪ (0,∞) and a
2
b2 > Cβ, the projection maps piL and piR are
both of folding type 1.
(2) If β ∈ (−1, 0) ∪ (0,∞) and a
2
b2 = Cβ, the projection maps piL and piR are both of folding
type 2.
Let
S = {(x, t, y, s) : detH(x, t, y, s) = 0}.
We need the following lemma to show that rank of piL and piR drop by 1 simply.
Lemma 4.4. Let L1(x, t, y, s) be the first (2n) × (2n)matrix of L(x, t, y, s) and suppose that
(x, t, y, s) is contained in S. Then,
detL1(x, t, y, s) 6= 0
provided β 6= −4.
Proof. For simplicity, let (z, w) := (x, t) · (y, s)−1. Except the nonzero common facts, we only need
to check the determinant of
M(z, w) =
(
|z|2I + awJ + 2z · zt − (β + 4) |z|
4
|z|4+w2x · z
t
)
is nonzero for (z, w) 6= (0, 0). It can be calculated in the same way using (??) and (4.18) so that
det(M(z, w)) = (|z|4 + a2w2)n + (|z|4 + a2w2)n−1|z|4
(
2− (β + 4)
|z|4
|z|4 + w2
)
(4.23)
=
(|z|4 + a2w2)n−1
|z|4 + w2
[
−(β + 1)|z|8 + (a2 + 3)|z|4w2 + a2w4
]
But, (z, w) is on S and satisfies
2(β + 1)|z|8 + (3(β + 2)− 2a2)|z|4w2 + (β + 2)a2w4 = 0 (4.24)
From above two equalites, we have
(3(β + 2) + 6)|z|4w2 + (β + 4)a2w4 = 0
So
det(M(z, w)) =
(|z|4 + a2w2)n−1
|z|4 + w2
w2
2
(β + 4)
[
3|z|4 + a2w2
]
If w = 0, then z becomes zero in (4.24). Because (z, w) 6= (0, 0), w should be nonzero. Thus
det(M(z, w)) 6= 0.

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proof of Theorem 4.3. We will only consider the case (1) in the theorem. The other case can be
derived similrary. It is only remained to show that at the hypersurface S, we have the folding type
conditions as in the theorem. Recall that
S = {(x, t, y, s) ∈ R(2(2n+1) | F
(
(x, t) · (y, s)−1
)
= F
(
x− y, s− t+ 2axtJy
)
= 0, ρ
(
(x, t) · (y, s)−1
)
∼ 1}(4.25)
= {(x, t, y, s) ∈ R2(2n+1) | f
(
x− y, s− t+ 2axtJy
)
= 0, ρ
(
(x, t) · (y, s)−1
)
∼ 1}.
From Theorem 4.2, we have
f(x, t) = γ(|x|2 − c1t)(|x|
2 + c1t)(|x|
2 − c2t)(|x|
2 + c2t).
We need to show that at each point P0 ∈ S, det(Df) vanishes of 1 order in each null directions of
dpiL and dpiR at P0. Let P0 = (x0, t0, y0, s0) and we may assume that P0 is contained in
S1 =: {(x, t, y, s) ∈ R
2(2n+1) | |x− y|2 − c1(s− t+ 2ax
tJy) = 0}.
We may identifiy the manifold CΦ = {
(
(x, t),Φ(x,t), (y, s),−Φ(y,s)
)
} with an open set in R(2n+1)×
R
(2n+1) by the diffeomorphsim φ : R(2n+1) × R(2n+1) → S given by
φ(x, t, y, s) =
(
(x, t),Φ(x,t), (y, s),−Φ(y,s)
)
.
Let the null direction vL in R
2(2n+1) of dpiL at P0. It means that(
I 0
∂2Φ
∂(x,t)∂(x,t)
∂2Φ
∂(y,s)∂(x,t)
)
vt = 0
Thus, v is of the form v = (0, 0, z, w) with w ∈ R2n, s ∈ R and (w, s) satisfies
∂2Φ
∂(y,s)∂(x,t)
(
zt
w
)
= 0
To verify detH(x, t, y, s) vanishes of order 1 in the direction vL, it suffice to show that vL is not
orthogonal to the gradient vector vg of detH(x, t, y, s) at P0. From a direct calculation, we get
the gradient vector vg as
D(x,t),(y,s)Φ
(
(x, t) · (y, s)−1
)∣∣
p
=
(
2(x− y)− 2acβ,1aJy, −cβ,1, −2(x− y)− 2acβ,1x
tJ, cβ,1
)
Suppose that vL and vg are orthogonal. We are going to find a contradiction. It means that
−2(x− y) · z − 2acβ,1x
tJ · z + cβ,1w = 0
From (4.3), we have
(
∂2
∂xi∂yj
Φ) = A(y)
[
(∂i∂jΦ)− 2a∂tρ
(
J 0
0 0
)]
A(x)t ·
(
zt
w
)
and
A(x)t ·
(
zt
w
)
=


1 0 0 · · · 0 0
0
. . . 0 · · · 0 0
0 0 1 · · · 0
...
0 0 0
. . . 1 0
2axn+1 · · · −2ax1 · · · −2axn 1




z1
z2
...
z2n
w


(4.26)
=
(
z1, z2, · · · , z2n, 2a(xn+1z1 + · · ·+ x2nzn − x1zn+1 − · · · − xnz2n) + w
)t
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On the other hand, from the orthogonal assumption, we have
z ·
(
−2(x− y)− 2cβ,1ax
tJ
)
+ w · cβ,1 = 0
It means that
2a(xn+1z1 + · · · − xnz2n) + w =
2(x− y) · z
cβ,1
so
A(x)t ·
(
zt
w
)
=
(
z1, z2, · · · , z2n,
2(x−y)·z
cβ,1
)t
Observe that
[
(∂i∂jΦ)− 2a∂tρ
(
J 0
0 0
)]
= (β + 4)


|x|4x21 · · · |x|
4x1xn |x|
2x1
t
2
...
. . .
...
...
|x|4xnx1 · · · |x|
4x2n |x|
2xn
t
2
|x|2 t2x1 · · · |x|
2 t
2xn
t2
4

− (|x|4 + t2)
(
J 0
0 12
)
.
Here, x → x − y and t → t − s + 2axtJy = |x−y|
2
cβ,1
. So, if we calculate with the bottom row, the
following should hold
(β + 4)
[
|x− y|2 ·
1
2
|x− y|2
cβ,1
(x− y) · z +
|x− y|4
c2β,1
·
2
cβ,1
(x− y) · z
]
−
1
2
(|x− y|4 +
|x− y|4
c2β,1
)
2
cβ,1
(x− y) · z = 0
Rearranging it, we obtain [
β + 2
2cβ,1
+
1
c3β,1
]
|x− y|4 (x − y) · z = 0.
And Thus we have (x− y) · z = 0. So
A(x)t ·
(
z
w
)
=
(
z1, z2, · · · , z2n, 0
)t
and H1(x, t, y, s) ·
(
(z1, z2, · · · , z2n)
)t
= 0. But this is a contradiction because detH1 6= 0.
We can also have the same conclusion for dpiR with the same argument. 
proof of Theorem 2.2 and Theorem 2.3. The theorems follow immediately when we use Theorem
3.3 based on the folding types established in Theorem 4.3. 
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