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Kurzfassung
In dieser Arbeit werden Linked-Cluster Entwicklungen weiterentwickelt und auf verschie-
dene Hubbard- und Spinmodelle bei Temperatur T = 0 angewendet. Die Spinmodelle
können dabei als effektive Beschreibung der isolierenden Mottphase von Hubbardmodellen
angesehen werden. In den meisten Fällen sind die verwendeten Linked-Cluster Entwicklun-
gen nichtperturbative Varianten, welche physikalische Größen auf einzelnen Graphen mit
nichtperturbativen Methoden wie kontinuierlichen unitären Transformationen oder exakter
Diagonalisierung berechnen, um Resultate im thermodynamischen Limes zu erhalten.
Das halbgefüllte Hubbardmodell auf einer Einparameterfamilie von flussgefüllten Quadrat-
gittern besteht aus einem anisotropen Parameter, welcher zwischen dem Grenzfall isolierter
Dimere und dem isotropen Quadratgitter interpoliert. Es stellt sich heraus, dass das Grund-
zustandsphasendiagramm aus vier Phasen besteht: Einem Halbmetall und einem Bandiso-
lator für schwache Wechselwirkungen sowie einer Néelphase und einem Valenzbondkristall
bei starken Wechselwirkungen. Alle Ergebnisse sind entlang der gesamten Parameterach-
se konsistent mit der Abwesenheit einer Spinflüssigkeitsphase. Das Phasendiagramm wird
durch eine Kombination von Quanten-Monte-Carlo-Rechnungen und kontinuierlichen uni-
tären Transformationen bestimmt. Dabei werden die kontinuierlichen unitären Transfor-
mationen in zwei Schritten durchgeführt: Zuerst werden nichtperturbative graphenbasierte
kontinuierliche unitäre Transformationen verwendet, um effektive Quantenspinmodelle für
die Mottphase abzuleiten. Im Anschluss daran werden diese Spinmodelle innerhalb des
Valenzbondkristalls mit perturbativen kontinuierlichen unitären Transformationen analy-
siert, indem die Triplonlücke bestimmt und der Zusammenbruch des Valenzbondkristalls
untersucht wird.
Kürzliche Studien haben Hinweise für die Existenz einer nichtmagnetischen isolierenden
Phase innerhalb der Mottphase des halbgefüllten Hubbardmodells auf dem pi-Fluss Drei-
ecksgitter gefunden. In dieser Arbeit wird mit perturbativen kontinuierlichen unitären
Transformationen ein effektives Spinmodell für dieses Hubbardmodell abgeleitet. Die Ana-
lyse der effektiven Spinmodelle mittels exakter Diagonalisierung zeigt keine Anzeichen für
die Existenz einer solchen exotischen Phase.
Abschließend wird in dieser Arbeit ein generisches Schema zur Durchführung von nicht-
perturbativen Linked-Cluster Entwicklungen in langreichweitig geordneten Quantenpha-
sen vorgestellt. Dieses Schema geht über das Paradigma der normalen nichtperturbativen
Linked-Cluster Entwicklungen hinaus und erweitert diese, sodass eine Berechnung um einen
geordneten Referenzzustand durchgeführt werden kann. Die Cluster werden dann, als von
diesem Referenzzustand umgeben, betrachtet, wodurch sich Randfelder ergeben, welche
die mit der Ordnung assoziierte Symmetrie brechen. Das Einbeziehen dieser Randfelder in
der exakten Diagonalisierung auf den einzelnen Graphen, führt – selbst für langreichwei-
tig magnetisch geordnete Phasen mit lückenlosen Anregungen, bei denen die divergieren-
de Korrelationslänge üblicherweise die Anwendung von nichtperturbativen Linked-Cluster
Entwicklungen verhindert – zu einem monotonen Konvergenzverhalten. Weiterhin wird das
Skalierungsverhalten der Datensequenzen zu unendlichen Ordnungen untersucht. Dabei
werden unterschiedliche Graphenentwicklungen angewendet, welche eine volle Graphen-
entwicklung sowie Entwicklungen in rechteckigen und symmetrischeren quadratischeren
Clustern beinhalten. Das Schema wird auf das Spin-1/2 und Spin-1 Heisenbergmodell auf
dem Quadrat- und Dreiecksgitter, welche beide einen langreichweitig magnetisch geordne-
ten Grundzustand mit lückenlosen Spinwellenanregungen aufweisen, sowie auf das Spin-1
Heisenbergmodell auf dem Kagomegitter, welches einen spontan trimerisierten lückenbe-
hafteten Grundzustand besitzt, angewendet.

Abstract
In this thesis linked-cluster expansions are further developed and applied to different Hub-
bard and spin models at zero temperature. The spin models can be viewed as effective
descriptions of the Mott-insulating phase of Hubbard models. For the most part the used
linked-cluster expansions are non-perturbative variants which use non-perturbative me-
thods like continuous unitary transformations or exact diagonalization for calculating phy-
sical properties on the graphs of the expansion to gain information in the thermodynamic
limit.
The half-filled Hubbard model on a one-parameter family of vortex-full square lattices
consists of an anisotropy parameter which interpolates between the limit of isolated dimers
and the isotropic square lattice. It is found that the ground-state phase diagram consists
of four phases: a semimetal and a band insulator in the weak coupling limit, as well as a
Néel phase and valence bond solid in the strong coupling limit. All results are consistent
with the absence of a spin-liquid phase in the whole parameter range. This phase diagram
is mapped out by a combination of quantum Monte Carlo calculations and continuous
unitary transformations. The continuous unitary transformations are performed in a two-
step process: non-perturbative graph-based continuous unitary transformations are used to
derive effective quantum spin models within the Mott insulator. These spin models are then
analyzed in the valence bond solid via perturbative continuous unitary transformations to
calculate the one-triplon gap and detect the breakdown of the valence bond solid.
Recent studies have found indications for a non-magnetic insulating phase within the Mott
insulator of the half-filled Hubbard model on the pi-flux triangular lattice. In this work
perturbative linked-cluster expansions are used to derive an effective spin model for this
Hubbard model on the pi-flux triangular lattice. The analysis of these effective spin models
by exact diagonalization on large clusters yield no signs of such an exotic phase.
In the final part of this thesis, a generic scheme is introduced to perform non-perturbative
linked-cluster expansions in long-ranged ordered quantum phases. This scheme goes beyond
the paradigm of normal non-perturbative linked-cluster expansions and expands them in
a way which allow the calculation about an ordered reference state. The clusters are then
considered to be surrounded by this reference state which gives rise to edge-fields that
break the symmetry associated with the corresponding order. Including these edge-fields
in the exact diagonalization calculations on single graphs leads to monotonic convergence
behavior, even for long-range magnetic ordered phases with gapless excitations where the
diverging correlation length usually prevents the applications of non-perturbative linked-
cluster expansions. Furthermore, the scaling behavior of the data sequences, obtained by
the non-perturbative linked-cluster expansions, to the infinite-order limit is investigated
and different graph expansions are used, including a full-graph decomposition, rectangular
clusters, and more symmetric square clusters. The scheme is applied to the spin-1/2 and
spin-1 Heisenberg model on the square and triangular lattice, which both have a long-range
magnetically ordered ground state with gapless spin-wave excitations, as well as the spin-1
Heisenberg model on the kagome lattice, which displays a spontaneous trimerized ground
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Seit den Anfängen der Quantenmechanik zu Beginn des 20. Jahrhunderts hat das Ver-
ständnis von elektronischen und magnetischen Systemen den technischen Fortschritt stark
vorangetrieben. So wäre zum Beispiel die moderne Elektrotechnik ohne Transistoren nicht
möglich und die Entdeckung des Riesenmagnetowiderstands [1, 2] hat dazu geführt, dass
deutlich speichereffizientere Festplatten entwickelt werden konnten. Um ein fundiertes mi-
kroskopisches Verständnis solcher Systeme zu erlangen, ist eine theoretische Beschreibung
von Quantenphasen und den Phasenübergängen zwischen diesen unerlässlich. Für die Klas-
sifikationen geordneter Phasen hat sich das von Landau [3, 4] eingeführte Konzept der
Symmetriebrechung als sehr erfolgreich erwiesen. Dabei wird der geordneten Phase ein
lokaler Ordnungsparameter zugewiesen, welcher mit einer Symmetriebrechung einhergeht.
Für einen Ferromagneten wäre dies beispielsweise die Magnetisierung, welche in der fer-
romagnetischen Phase einen endlichen Wert besitzt. Sollte dieser Ordnungsparameter ver-
schwinden, so findet ein Phasenübergang zu einer anderen Phase statt, welche sich – im
Rahmen der Landautheorie – durch einen anderen Ordnungsparameter beschreiben lässt
oder keinen Ordnungsparameter besitzt, wie zum Beispiel ein Paramagnet oder der Über-
gang zu unendlichen Temperaturen.
Anderson hat 1973 vorgeschlagen [5], dass auch nichttriviale Quantenphasen existieren,
welche keinerlei Symmetriebrechung aufweisen. Solche sogenannten Quantenspinflüssigkei-
ten entziehen sich der Beschreibung durch die klassische Landautheorie und es können
unkonventionelle physikalische Phänomene, wie beispielsweise fraktionale Anregungen [6]
oder topologische Ordnung [7–10], auftreten, welche für die Entwicklung neuer Technolo-
gien von Nutzen sein können. Ein Beispiel ist der ganzzahlige (und später auch fraktio-
nale) Quanten-Hall-Effekt [7, 11–13]. Die dort auftretenden Widerstandsplateaus besitzen
alle die gleiche Symmetrie und lassen sich nicht über einen lokalen Ordnungsparameter
erfassen, wie es die klassische Landautheorie vorsieht. Stattdessen zeigt sich, dass der
Hallwiderstand proportional zu einer topologischen Invarianten ist, welche, im Falle des
ganzzahligen Quanten-Hall-Effekts, Chern-Zahl genannt wird [7, 9, 10]. Das Besondere an
dieser Invarianten ist, dass sie nicht von lokalen Eigenschaften des Systems, sondern von
globalen Eigenschaften – also der Topologie – des Systems, abhängt. Isolatoren, welche
topologisch geschützte Eigenschaften aufweisen [8–10, 14–19], sind deshalb vor allem für
die Entwicklung von stabilen Quantenspeichern von Interesse, da eine lokale Störung die
topologisch geschützte Information nicht zerstören kann. In diesem Zusammenhang sind
auch die sogenannten Anyonen [20–22] interessant. Während in drei Raumdimensionen
1
Kapitel 1 Einleitung
nur Fermionen und Bosonen existieren, welche bei Vertauschung einen Phasenfaktor von 1
oder −1 aufweisen, so existieren in zwei Raumdimensionen auch Teilchen – die Anyonen –,
welche bei Vertauschung einen beliebigen komplexen Phasenfaktor erhalten. Insbesondere
die nicht-abelschen Anyonen [22–25], bei denen der, normalerweise skalare, Phasenfaktor
eine Matrix ist, sind vielversprechend für die Konstruktion von stabilen Quantenspeichern.
Die Reihenfolge der Vertauschung ist aufgrund der Nichtvertauschbarkeit der Matrizen
relevant und kann als Möglichkeit genutzt werden Informationen fehlertolerant zu spei-
chern [22, 23]. Quantenspinflüssigkeiten, topologische Isolatoren und Anyonen sind daher
attraktive Kandidaten für die Weiterentwicklung von Quantencomputern und der Quan-
teninformationsverarbeitung [22]. Entsprechend hat sich die Suche nach exotischen Phasen
in den letzten Jahrzehnten zu einem vielversprechenden und spannenden Aufgabenfeld
innerhalb der Theorie kondensierter Materie entwickelt.
Generell wird die Ausbildung von exotischen Phasen in stark korrelierten Systemen durch
frustrierte Wechselwirkungen [5, 26] begünstigt und es gibt viele Hinweise darauf, dass
das Zusammenspiel von starken Quantenfluktuationen und Frustration den größten Ein-
fluss auf die Stabilität unkonventioneller Quantenphasen hat [6, 27]. Frustration bedeutet,
dass nicht alle Freiheitsgrade des Systems gleichzeitig optimal befriedigt werden können.
So können auf einem Dreieck, bei dem sich an jeder Ecke ein Spin-1/2 befindet und die
Kopplungen zwischen diesen eine antiparallele Ausrichtung begünstigen, nicht alle drei
Kopplungen gleichzeitig energetisch optimiert werden, weil stets zwei Spins parallel zuein-
ander stehen. Da niedrigdimensionale Systeme erhöhte Quantenfluktuationen aufweisen,
werden in diesem Forschungsfeld vor allem zweidimensionale frustrierte Systeme mit star-
ken Korrelationen untersucht.
Für die Beschreibung von stark korrelierten Elektronensystemen hat sich insbesondere das
Hubbardmodell [28] als ein Standardmodell etabliert. Es besteht in seiner grundlegendsten
Form aus einem kinetischen Anteil, welcher durch einen Austausch benachbarter Elektro-
nen berücksichtigt wird, und einem Wechselwirkungsanteil – der Coulombabstoßung zwi-
schen den Elektronen. Letztere beschreibt die langreichweitige Coulombwechselwirkung
zwischen den Elektronen und die elektrostatische Abschirmung (engl. screening) durch
diese. Vor allem als ein Kandidat zur Beschreibung von Hochtemperatursupraleitung [29]
erlangte das Hubbardmodell besondere Aufmerksamkeit [30], wird aber auch im Rahmen
des Quantenmagnetismus verwendet, für den insbesondere halbe Bandfüllung relevant ist.
Generisch zeigt sich für das halbgefüllte Hubbardmodell bei Temperatur T = 0 eine me-
tallische Phase bei kleinen Wechselwirkungen – das heißt eine große Elektronenkinetik –
und eine isolierende Mottphase bei großen Wechselwirkungen [31]. Letztere steht im Ge-
gensatz zu den gewöhnlichen Bandisolatoren, da die elektronische Bandstruktur weiter-
hin ein Metall vorhersagen würde. Dennoch ist das System ein Isolator, da aufgrund der
Elektronenabstoßung eine Energielücke, die sogenannte Ladungslücke, vorliegt. Diese La-
dungslücke kann ausgenutzt werden, um die Ladungsfreiheitsgrade auszuintegrieren, das
heißt die Spin- und Ladungsfreiheitsgrade voneinander zu entkoppeln, und dadurch ein
effektives Quantenspinmodell für das halbgefüllte Hubbardmodell zu erhalten, was bereits
mit unterschiedlichen Methoden durchgeführt wurde [32–40]. Unter anderem wurde dies
mit auf kontinuierlichen unitären Transformationen (CUTs) [41–43] basierenden Methoden
erreicht [36–39], welche auch in dieser Arbeit für die systematische Ableitung von effek-
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tiven Spinmodellen genutzt werden. Obwohl die Größe des Hilbertraums für das effektive
Spinmodell kleiner als für das Hubbardmodell ist, stellt die Untersuchung des effektiven
Modells weiterhin eine anspruchsvolle Aufgabe dar. Der Hauptvorteil effektiver Modelle
liegt darin, dass das effektive Modell nur noch die relevante Niederenergiephysik enthält
und so einen intuitiveren Zugang mit Näherungsmethoden ermöglicht [44].
Sowohl für das Hubbardmodell als auch für (effektive) Spinmodelle konnten unter ande-
rem bereits exotische Spinflüssigkeitsphasen auf frustrierten Dreiecksgittern [38, 45–57]
und dem hochfrustrierten Kagomegitter [58–63] gefunden werden. Während das Hubbard-
modell auf dem isotropen Dreiecksgitter vermutlich ein lückenloses Spin-Bose Metall aus-
bildet [38, 45–50], konnten kürzlich erste Anzeichen für die Existenz einer nichtmagne-
tischen isolierenden Phase auf dem pi-Fluss Dreiecksgitter gefunden werden [51]. Erstere
lässt sich durch ein effektives Spinmodell verstehen, in dem die Vierspinwechselwirkungen
den wichtigsten Beitrag für die Ausbildung der Phase darstellen [38] und daher wurde ein
ähnliches Szenario auch für das Hubbardmodell auf dem pi-Fluss Dreiecksgitter vorgeschla-
gen [51]. Ein reines Heisenbergmodell [64] auf dem Dreiecksgitter bildet hingegen lediglich
eine antiferromagnetische langreichweitige Spinordnung – die sogenannte 120◦-Ordnung –
aus [65–68], da die Frustration der Wechselwirkungen offenbar noch nicht stark genug ist,
um die Ordnung komplett zu unterdrücken. Im Gegensatz dazu steht der Grundzustand
des Spin-1/2 Heisenbergmodells auf dem Kagomegitter, welcher wahrscheinlich eine Quan-
tenspinflüssigkeit mit topologischer Ordnung darstellt [58, 59]. Neben der Frustration des
Systems spielt allerdings auch die Spinquantenzahl eine wichtige Rolle. Systeme aus höher-
zahligen Spins verhalten sich bekanntermaßen „klassischer“, das heißt sie weisen geringere
Quantenfluktuationen auf. So ist der Grundzustand des Spin-1 Heisenbergmodells auf dem
Kagomegitter keine Spinflüssigkeit mehr, sondern eine langreichweitig geordnete Singu-
lettphase mit endlicher Energielücke [69–74]. Die drei Spins der hoch- oder runter-Dreiecke
des Kagomegitters verbinden sich dabei zu Singuletts, welche Trimere genannt werden,
und das System weist eine spontane Trimerisierung auf den hoch- oder runter-Dreiecken
auf. Eine weitere Erhöhung des Spins führt dann, wie auf dem Dreiecksgitter, zu einer
langreichweitig magnetisch geordneten Phase [73, 75–77].
Die Existenz weiterer Spinterme hat ebenfalls einen großen Einfluss auf die zugrundeliegen-
de Physik. Zum Beispiel führt eine Erweiterung des Spin-1/2 Heisenbergmodells auf dem
Kagomegitter zur Ausbildung einer chiralen Spinflüssigkeit [60–63]. Interessant ist, dass
eine Erweiterung des Spin-1/2 Heisenbergmodells auf dem Dreiecksgitter um übernächst-
nachbar Wechselwirkungen oder einen Chiralitätsterm ebenfalls ein reichhaltiges Phasen-
diagramm ergibt, welches Gegenstand vieler Untersuchungen ist [52–57, 78–80]. Insbeson-
dere deuten aktuelle numerische Arbeiten auf die Existenz einer topologischen Spinflüssig-
keitsphase für das Spin-1/2 Heisenbergmodell mit zusätzlichen Übernächstnachbarkopp-
lungen hin [52–57]. Bemerkenswerterweise können diese erweiterten Spinmodelle oft als
effektive Niederenergiebeschreibung der Mottphase von Hubbardmodellen verstanden wer-
den: So treten Kopplungen zu übernächsten Nachbarn bereits als natürliche Konsequenz ei-
ner systematischen Entwicklung auf [32–40], während Chiralitätsterme zum Beispiel durch




In den letzten Jahren wurden auch starke Hinweise auf Spinflüssigkeiten in SU(N)-sym-
metrischen Mottisolatoren mit N > 2 gefunden [82–85]. Diese SU(N)-symmetrischen Mot-
tisolatoren sind insbesondere interessant, da sie sich in optischen Gittern mit ultrakalten
Erdalkaliatomen realisieren lassen [86–89].
Mottisolatoren – und dementsprechend niedrigdimensionale Spinmodelle bei Temperatur
T = 0 – sind also ein idealer Kandidat, um die Physik von exotischen Spinflüssigkeitsphasen
zu untersuchen. Dazu ist es zum einen wichtig solche Phasen identifizieren und charakte-
risieren zu können, welches aufgrund des Fehlens eines lokalen Ordnungsparameters sehr
subtil sein kann und daher eine große Herausforderung darstellt. Angesichts dessen ist es
auch experimentell nicht einfach unkonventionelle Phasen nachzuweisen. Auf der anderen
Seite ist es eine zentrale Aufgabe konventionelle Phasen quantitativ richtig zu erfassen, um
reale Systeme besser charakterisieren zu können. Dadurch können auch Experimente in die
Richtung von exotischeren Phasen gelenkt werden, welche wiederum neue Anreize für die
Theorien liefern.
Vom theoretischen Standpunkt aus müssen daher Methoden entwickelt werden, welche
es ermöglichen quantitative Informationen über Quantenphasen zu erlangen. Das antifer-
romagnetische Heisenbergmodell bei Temperatur T = 0 stellt ein ideales Testsystem für
diese Methoden dar, da, wie bereits beschrieben, eine Mannigfaltigkeit an unterschiedlichen
Phasen in Abhängigkeit vom Frustrationsgrad und dem Gesamtspin vorliegt.
Neben den schon erwähnten CUT-Methoden existieren viele weitere numerische Techniken
für die Behandlung zweidimensionaler Quantenvielteilchensysteme, die ihre eigenen Stär-
ken und Beschränkungen besitzen. Während die Methode zur exakten Diagonalisierung
(ED) [90, 91] zwar auf beliebige Gittermodelle angewendet werden kann, ist die unter-
suchbare Systemgröße sehr beschränkt und die Ausnutzung von Symmetrien ein wichtiger
Bestandteil, um die Systemgrößen so weit wie möglich zu erhöhen. Im Gegensatz dazu ste-
hen Quanten-Monte-Carlo (QMC) Methoden [92], welche extrem große Systeme berechnen
können, aber aufgrund des Vorzeichenproblems, oft nicht anwendbar sind. Verfahren die
auf variationellen Tensornetzwerken basieren, wie die Dichtematrixrenormierungsgruppe
(DMRG) [93, 94] oder (i)PEPS (von engl. (infinite) projected entangled pair states) [95–98],
erlauben ebenfalls eine Berechnung auf sehr großen bis hin zu unendlich großen Systemen.
Die DMRG-Methoden funktionieren aber nur für (quasi) eindimensionale Systeme zuver-
lässig und die (i)PEPS-Algorithmen sind numerisch sehr anspruchsvoll und erfordern eine
hohe Rechenzeit.
Ein weiteres vielversprechendes Verfahren sind nichtperturbative Linked-Cluster Entwick-
lungen (NLCEs) [99–104]. Sie basieren ebenso wie störungstheoretische Hochordnungsrei-
henentwicklungen auf dem Linked-Cluster Theorem [99, 102, 105, 106], welches es erlaubt,
das Gitter in kleinere Teilsysteme – die Cluster oder Graphen genannt werden – zu zerlegen
und die Berechnung einer physikalischen Größe im thermodynamischen Limes auf eine Be-
rechnung auf den Graphen zurückzuführen. Für die perturbativen Linked-Cluster Entwick-
lungen (LCEs) wird die Störungsordnung vorgegeben, wodurch die Größe der benötigten
Graphen kanonisch begrenzt ist. Bei der nichtperturbativen Variante wird die Störungs-
rechnung auf den Graphen durch eine nichtperturbative Methode, wie ED, DMRG [107]
oder CUTs [103, 104] ersetzt.
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Bisher sind alle NLCEs Realraummethoden, wodurch Systeme mit einer endlichen Energie-
lücke gut konvergieren sollten, da diese eine endliche Korrelationslänge aufweisen. Lückenlo-
se Systeme besitzen hingegen eine divergierende Korrelationslänge und die NLCE wird pro-
blematisch oder divergiert sogar. Doch auch für Systeme mit Energielücke können NLCEs
ein nichtmonotones Verhalten zeigen [74]. Dieses lässt sich auf quantenkritische Punkte
in niederdimensionalen Teilsystemen zurückführen, wie in dieser Arbeit gezeigt wird [74].
So weist das Spin-1 Heisenbergmodell auf der eindimensionalen Dreieckskette, welche Teil
einer Graphenzerlegung des zweidimensionalen Kagomegitters ist, einen quantenkritischen
Punkt auf, welcher eine NLCE für das Spin-1 Heisenbergmodell auf dem zweidimensionalen
Kagomegitter erschwert [74]. Das Grundproblem ist in diesem Fall, dass die Berechnung
auf den eindimensionalen Kettengraphen die trimerisierte Singulettordnung des Kagome-
gitters nicht berücksichtigt und deshalb Fluktuationen in der Entwicklung auftreten, die
nicht Teil des zweidimensionalen Systems sind. Sowohl für lückenlose als auch lückenbe-
haftete geordnete Phasen ist es deshalb notwendig, die zugrundeliegende Quantenordnung
in die NLCE miteinzubeziehen [108, 109].
Ein wichtiger Teil dieser Arbeit ist es, die NLCEs zu erweitern, sodass geordnete Pha-
sen – insbesondere lückenlose magnetisch geordnete Phasen – mit einer NLCE quantitativ
richtig erfasst werden können. Dazu werden sogenannte Randfelder eingeführt, welche den
einzelnen Graphen der Entwicklung die geordnete Phase des unendlichen Systems vorge-
ben [108, 109]. Für das Isingmodell im transversalen Feld wurde eine solche NLCE be-
reits erfolgreich durchgeführt [108]. In dieser Arbeit werden die erweiterten NLCEs für
das Spin-1/2 und Spin-1 Heisenbergmodell auf dem Quadrat- und Dreiecksgitter angewen-
det, um zu zeigen, dass die Randfelder eine systematische Möglichkeit darstellen NLCEs
in geordneten Antiferromagneten durchzuführen [109]. Die Methode wird ebenfalls auf
das Spin-1 Heisenbergmodell auf dem Kagomegitter angewendet, wodurch ein monotones
Konvergenzverhalten erreicht werden kann [109].
Weiterhin werden in dieser Arbeit die Linked-Cluster Entwicklungen sowohl in ihrer per-
turbativen wie nichtperturbativen Form genutzt, um mittels CUTs effektive Spinmodelle
für das Hubbardmodell auf anisotropen pi-Fluss Quadratgittern (flussgefüllte Quadratgit-
ter) [40, 110] und dem pi-Fluss Dreiecksgitter [40] abzuleiten. Das effektive Spinmodell für
das Hubbardmodell auf den flussgefüllten Quadratgittern wird mit nichtperturbativen gra-
phenbasierten CUTs (gCUTs) [103, 104] abgeleitet und im Anschluss um eine Valenzbond-
phase [5, 111] entwickelt, um die Triplonlücke mit perturbativen CUTs (pCUTs) [112–114]
zu bestimmen. Triplonen entsprechen dabei Quasiteilchen, welche als angezogene (von engl.
dressed) Anregungen von Singuletts zu Tripletts [115] verstanden werden können. Die Tri-
plonlücke stellt dann den Ordnungsparameter der Valenzbondphase dar und der Zusam-
menbruch dieser Phase kann dann anhand der Triplonlücke untersucht werden. Durch eine
Kombination von CUTs und QMC wird so das Phasendiagramm für die betrachtete Ein-
parameterfamilie flussgefüllter Quadratgitter ermittelt [40].
Für das pi-Fluss Dreiecksgitter werden pCUTs verwendet, um ein effektives Spinmodell
abzuleiten, welches anschließend mit ED analysiert wird. Dabei soll insbesondere geklärt
werden, ob die vorgeschlagene nichtmagnetische isolierende Phase [51] – welche ein Kandi-
dat für eine Quantenspinflüssigkeit ist – ebenfalls durch ein effektives Spinmodell verstan-
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den werden kann, wie es für das isotrope Dreiecksgitter der Fall ist [38]. Gezeigt wird in
dieser Arbeit, dass die Situation weitaus subtiler als beim isotropen Dreiecksgitter ist und
die Vierspinterme vermutlich der Ausbildung einer nichtmagnetischen isolierenden Phase
entgegenwirken.
Diese Doktorarbeit gliedert sich wie folgt: Zuerst wird in Kapitel 2 eine Einführung in
die Funktionsweise von Linked-Cluster Entwicklungen gegeben und es werden die verwen-
deten perturbativen und nichtperturbativen Lösungsverfahren für die einzelnen Graphen
erläutert. Vor allem wird die Methode der NLCEs um Randfelder erweitert, welche ei-
ne Entwicklung um geordnete Referenzzustände ermöglichen. In Kapitel 3 wird dann die
Methode zur exakten Diagonalisierung vorgestellt. Es wird darauf eingegangen wie Sym-
metrien ausgenutzt werden können, um die betrachtbare Systemgröße weiter zu erhöhen.
Nachdem die methodischen Grundlagen gelegt wurden, werden in Kapitel 4 effektive Spin-
modelle für das Hubbardmodell auf einer Familie von anisotropen pi-Fluss Quadratgittern
sowie auf dem pi-Fluss Dreiecksgitter abgeleitet und anschließend analysiert, um Aussa-
gen über die Niederenergiephysik der Mottphase des Hubbardmodells treffen zu können.
Anschließend wird in Kapitel 5 die zuvor vorgestellte Methode, die die NLCEs um Rand-
felder erweitert, für Heisenbergmodelle auf verschiedenen Gittern getestet und es werden
quantitative Grundzustandseigenschaften ermittelt. Die Arbeit schließt mit einer kurzen
Zusammenfassung und einem Ausblick auf mögliche Anknüpfungspunkte für zukünftige




Dieses Kapitel soll eine kurze Einführung in die sogenannten Linked-Cluster Entwicklungen
(LCEs) geben. Diese stellen ein zentrales Instrument für die Behandlung unterschiedlicher
Problembereiche der Quantenphysik bis hin zur statistischen Physik dar. Detaillierte Ein-
führungen zu Linked-Cluster Entwicklungen finden sich unter anderem in den Büchern von
Domb und Green [105] sowie Oitmaa et al. [106].
Im Allgemeinen bestehen Linked-Cluster Entwicklungen aus zwei Teilen: Der erste Teil
ist der kombinatorische graphentheoretische Aspekt, bei dem die Zerlegung des Gitters in
Graphen stattfindet und das Linked-Cluster Theorem ausgenutzt wird.
Der zweite Teil stellt die Analyse des Hamiltonoperators auf den einzelnen Graphen dar.
Dabei kann die Analyse unterschiedliche Formen annehmen. In dieser Arbeit sind das die
Ableitung effektiver Modelle mittels kontinuierlicher unitärer Transformationen (CUTs)
sowie die Bestimmung extensiver Grundzustandseigenschaften, wie der Grundzustands-
energie oder der Untergittermagnetisierung, durch exakte Diagonalisierung (ED). Letztere




In diesem Unterkapitel werden zuerst einige grundlegende Definitionen von Graphen gege-
ben. Dabei gilt, dass alle Definitionen und Graphen bezüglich der Kopplungsmenge
T = {1,2, . . . ,tmax} (2.1)
zu verstehen sind. Diese Kopplungsmenge zählt sämtliche Kopplungen durch, welche vor-
handen sein sollen. Der Ursprung dieser Kopplungen geht auf das zugrunde liegende physi-
kalische Gittermodell zurück, welches mit Hilfe der graphenbasierten Methoden untersucht
werden soll. Für die Beispiele dieses Kapitels ist die Kopplungsmenge
T = {1,2,3} . (2.2)
Weiterhin sind bei der Summe von Operatoren – wie in der Physik üblich – sämtliche
Tensorprodukte mit Einheitsoperatoren impliziert, sodass ihre Dimensionen stimmen.
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(a) (b) (c) (d)
Abbildung 2.1: Einige Beispiele für Graphen: (a) zusammenhängender ungerichteter Graph,
(b) zusammenhängender gerichteter Graph mit drei verschiedenen Kopplungstypen, (c) nicht-
zusammenhängender ungerichteter Graph, (d) nicht-zusammenhängender gerichteter Graph.
Schwarze durchgängige Linien gehören zu Kopplungstyp 1, blaue fein gestrichelte zu Kopplungs-
typ 2 und grüne grob gestrichelte zu Kopplungstyp 3
Definition 1: Graph
Ein Graph G = (V,E) ist ein Paar aus einer Menge V von Knoten sowie einer Menge
E ⊆ V × V × T von gerichteten Verbindungen zwischen diesen Knoten. Das Tupel
(v1,v2,t) ∈ E heißt Verbindung oder Kante. Der Knoten v1 ist der Anfangsknoten,
während v2 als Endknoten bezeichnet wird.
Eine Verbindung (v1,v2,t) ∈ E heißt ungerichtet, wenn die Verbindung (v2,v1,t) eben-
falls in E enthalten ist. Ist dies nicht der Fall, so heißt die Verbindung gerichtet. Ein
Graph heißt ungerichtet, wenn alle Verbindungen ungerichtet sind.
Definition 2: Zusammenhängender Graph
Ein Graph G = (V,E) heißt zusammenhängend, wenn von jedem Knoten s ∈ V je-
der andere Knoten s′ ∈ V über die Verbindungen erreicht werden kann, das heißt
es existiert eine Teilmenge {(s,i1,t1),(i1,i2,t2), . . . ,(in−1,in,tn),(in,s′,tn+1)} von E mit
i1, . . . ,in ∈ V und t1, . . . ,tn+1 ∈ T .
Typischerweise wird diese formale Definition eines Graphen durch eine grafische Darstel-
lung ersetzt. Abbildung 2.1 zeigt einige Beispiele für Graphen. Die ungerichteten Kopplun-
gen des Graphen werden als „pfeillose“ Linie dargestellt, während gerichtete Kopplungen




Abbildung 2.2: Zwei verschiedene Beschriftungen für den Graphen aus Abbildung 2.1 (b). Be-
schriftung (b) ist zugleich die Beschriftung mit der kleinsten Graphzahl.
Definition 3: Beschriftung eines Graphen und beschrifteter Graph
Eine Beschriftung LG eines Graphen G = (V,E) ist eine bijektive Abbildung
LG : V → VB , (2.3)
welche jedem Knoten von G eindeutig eine natürliche Zahl aus VB ⊂ N0 zuweist.
Die Beschriftung ist nicht eindeutig und es gibt im Allgemeinen viele mögliche Be-
schriftungen eines Graphen. Ein Graph mit einer Beschriftung wird als beschrifteter
Graph bezeichnet.
Der Einfachheit halber wird in dieser Arbeit meistens nicht zwischen Graphen und be-
schriftete Graphen unterschieden, denn für sämtliche praktischen Zwecke ist es sinnvoll,
jedem Knoten eines Graphen G eine Zahl zuzuweisen, um diesen eindeutig zuordnen zu
können. Beschriftete Graphen werden deshalb oft einfach als Graph bezeichnet. Dabei ist
die Wahl der Beschriftung nicht eindeutig, hat aber auch keinen Einfluss auf die zu berech-
nenden physikalischen Größen – sie dient nur der vereinfachten Handhabung von Graphen.
In Abbildung 2.2 sind zwei mögliche Beschriftungen des Graphen aus Abbildung 2.1 (b)
dargestellt.
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Definition 4: Adjazenzmatrix
Gegeben sei der Graph G = (V,E) und eine Beschriftung LG . O.B.d.A. bestehe die
Zielmenge VB der Beschriftung aus den Zahlen 0, . . . ,N − 1, wobei N die Anzahl der
Knoten von G ist. Weiterhin gelte für alle t′ 6= t die Einschränkung
(v1,v2,t) ∈ E ⇒ (v1,v2,t′) /∈ E , (2.4)
das heißt es existiert maximal eine Verbindung von v1 nach v2.

















t, falls (vi,vj ,t) ∈ E
0, sonst
(2.7)
Adjazenzmatrix von G unter der Beschriftung LG .
Die Einschränkung (2.4) ist notwendig, damit die Matrix eindeutig definiert werden kann.
Sie kann stets erreicht werden, indem für Graphen, bei denen mehrere Verbindungen von
einem Knoten zu einem anderen existieren, diese mehrfachen Verbindungen durch eine
einzelne Verbindung mit einem neuen Kopplungstyp ersetzt werden.
Für die beschrifteten Graphen (a) und (b) aus Abbildung 2.2 lauten die Adjazenzmatrizen
A(a) =














ij · (tmax + 1)N ·i+j (2.10)
gegeben. Dabei ist N die Gesamtzahl der Knoten von G.
Für ungerichtete Graphen ist die Adjazenzmatrix symmetrisch, weshalb es theoretisch rei-
chen würde die Graphzahl durch den Teil ober- oder unterhalb der Diagonalen zu definieren.
Der Allgemeinheit halber wird hier jedoch die vollständige Definition verwendet.
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Definition 6: Kanonische Graphzahl





heißt dann kanonische Graphzahl des Graphen G.
Für die beiden Adjazenzmatrizen (2.8) und (2.9) ergeben sich demnach die Graphzahlen
z(a) = 0 · 30 + 0 · 31 + 3 · 32 + 0 · 33 + 0 · 34 + 1 · 35 + 2 · 36 + 1 · 37 + 0 · 38
= 3915 (2.12)
z(b) = 0 · 30 + 2 · 31 + 1 · 32 + 3 · 33 + 0 · 34 + 0 · 35 + 1 · 36 + 0 · 37 + 0 · 38
= 825 . (2.13)
Es lässt sich leicht sehen, dass die Graphzahl z(b) die minimale, also die kanonische, Graph-
zahl des Graphen ist.
Definition 7: Topologische Äquivalenz
Zwei Graphen G′ und G heißen topologisch äquivalent, wenn sie dieselbe kanonische
Graphzahl besitzen.
Da unterschiedliche Beschriftungen desselben Graphen lediglich eine Permutation der Kno-
ten darstellen und auf endlichen Graphen mindestens eine Permutation existiert, welche
zu einer kleinsten Graphzahl führt, eignet sich die kanonische Graphzahl als eindeutige
Kennzeichnung topologisch unterschiedlicher Graphen.
Definition 8: Schnittgraph
Gegeben seien die beiden Graphen G = (V,E) und G′ = (V ′,E′). Dann heißt der Graph
GS = G ∩ G′ := (V ∩ V ′,E ∩ E′) (2.14)
Schnittgraph oder Überlappgraph von G und G′.
Definition 9: Untergraph
Ein Graph G′ = (V ′,E′) heißt Untergraph von G = (V,E), wenn V ′ ⊂ V und E′ ⊂ E
gilt. Es wird G′ ⊂ G geschrieben, wenn G′ ein zusammenhängender Untergraph von G
ist.
Ein Graph G′ heißt einbettbar (Einbettung) auf (von) G, wenn er ein Untergraph von
G ist.
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Für die Linked-Cluster Entwicklung ist es essentiell, dass Beiträge eines Graphen zu einer
physikalischen Größe nicht doppelt gezählt werden. Folglich wird es nötig sein, die Beiträge
von Untergraphen abzuziehen.
Definition 10: Reduzierter Beitrag
Die auf dem Graphen G berechnete Größe P wird mit P G bezeichnet. Dann wird der
reduzierte Beitrag P Gred von P
G über








P Gred = 0 für G = (∅,∅) (2.16)
definiert. Der reduzierte Beitrag wird oft auch als Gewicht des Graphen G bezüglich
der Größe P bezeichnet.
Anschaulich werden alle Fluktuationsbeiträge der Untergraphen abgezogen, sodass der re-
duzierte Beitrag nur die durch den Graphen G neu hinzugekommenen Fluktuationen ent-
hält. Die auf dem Graphen G berechnete physikalische Größe P G kann dabei zum Beispiel
die Grundzustandsenergie sein. Bei der Bestimmung von effektiven Modellen treten auch
Matrizen oder Operatoren auf.
Definition 11: Clusteradditivität
Gegeben sei eine Größe P und die beiden Graphen G1 = (V1,E1) und G2 = (V2,E2).
Ferner soll der Schnittgraph
G1 ∩ G2 = (∅,∅) (2.17)
sein, das heißt G1 und G1 sind disjunkt.
Mit P G1 bzw. P G2 wird die auf G1 bzw. G2 berechnete Größe P bezeichnet. Weiterhin
sei
G = G1 ∪ G2 := (V1 ∪ V2,E1 ∪ E2) (2.18)
der (nicht zusammenhängende) vereinte Graph von G1 und G2 und P G die auf G
berechnete Größe P . Dann heißt P clusteradditiv falls
P G = P G1 + P G2 (2.19)
gilt.
Es sei an dieser Stelle angemerkt, dass obige Definition auch für Operatoren gilt, wobei
entsprechende Tensorprodukte mit Einheitsmatrizen impliziert sind.
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Im Folgenden wird der Begriff des Gitters benötigt. Anschaulich ist ein D-dimensionales
Gitter L ein unendlich großer Graph, welcher in D Dimensionen als periodische Struktur
dargestellt werden kann.
Definition 12: Einbettungsfaktor
Der Einbettungsfaktor νGL ist die Anzahl an möglichen Einbettungen pro Gitterplatz
des Graphen G auf das unendliche Gitter L.
Definition 13: Vollständiger Untergraph
Ein Graph G ⊂ G′ mit N Knoten heißt vollständiger Untergraph von G′, wenn kein
Untergraph G′′ ⊂ G′ mit N Knoten und der Eigenschaft
G ⊂ G′′ (2.20)
existiert.
Bezüglich eines unendlichen Gitters L werden vollständige Untergraphen auch einfach
als vollständige Graphen oder vollständig bezeichnet. Alternativ wird auch der Begriff
„feste“ (von engl. strong) Graphen verwendet [106].
Bezüglich eines Gitters sind bei vollständige Graphen – unter Betrachtung der Einbettung –
alle möglichen Gitterkopplungen vorhanden. Es lässt sich leicht sehen, dass Untergraphen
bei denen nicht alle Kopplungen vorhanden sind, für die Berechnung einer physikalischen
Größe exakt wegfallen, da die Menge aller festen Graphen schnittstabil ist.
2.1.2 Linked-Cluster Theorem
Grundlage für die Nutzbarkeit von Graphenentwicklungen zur Behandlung von Quanten-
systemen stellt das Linked-Cluster Theorem [99, 102, 105, 106] dar. Es sagt aus, dass sich









schreiben lässt. Dabei ist N die Anzahl der Gitterplätze, νGL der sogenannte Einbettungs-
faktor des Graphen G und P Gred der reduzierte Beitrag, der auf dem Graphen G bestimmten
Größe P . Die Summe läuft dabei über alle topologisch inäquivalenten zusammenhängenden
Graphen G, welche auf das Gitter eingebettet werden können – also Untergraphen von L
sind. Aufgrund der Translationsinvarianz des Gitters reicht es jedoch von einer Einheitszel-
le aus alle Graphen einzubetten. Dies wird entsprechend durch den Einbettungsfaktor νGL
repräsentiert, welcher die Einbettungen des Graphen G pro Gitterplatz angibt. Praktisch
muss die Summe trunkiert werden, wodurch eine gewisse Freiheit für die Summation über
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die Graphen besteht. So gibt es verschiedene Trunkierungs- und Summationsschemata,
um die Summe in Gleichung (2.21) auszuführen. Wichtig ist, dass das Trunkierungssche-
ma eindeutig eine Trunkierungsordnung (auch Ordnung der Entwicklung genannt) festlegt,
sodass die trunkierte Größe von P (L) mit zunehmender Ordnung systematisch gegen P (L)
konvergiert. Für das Summationsschema ist zu beachten, dass innerhalb einer Ordnung die
Menge G der verwendeten Graphen schnittstabil ist, das heißt der Schnittgraph GS = G∩G′
zweier Graphen G, G′ ∈ G ebenfalls in G enthalten ist.
Die Clusteradditivität der Größe P ist essentiell, damit nur zusammenhängende Graphen
betrachtet werden müssen. Denn für nicht zusammenhängende Graphen verschwindet ge-
mäß der Gleichungen (2.15) und (2.19) der reduzierte Beitrag. Die reduzierte Symmetrie –
z.B. die fehlende Translationsinvarianz – der Graphen kann jedoch bei der Berechnung von
Anregungen problematisch werden, da Fehlfluktuationen zu einem nicht glatten Verhalten
physikalischer Größen führen. In diesem Fall ist eine verallgemeinerte Sichtweise auf das
Linked-Cluster Theorem und Clusteradditivität für die NLCE nötig, wie in Referenz 104
diskutiert wird.
In dieser Arbeit wird das Linked-Cluster Theorem verwendet, um extensive Grundzu-
standseigenschaften wie die Grundzustandsenergie oder Untergittermagnetisierung sowie
effektive Hamiltonoperatoren für Hubbardmodelle abzuleiten. Solche effektiven Modelle
können durch Operatoren oder in einer entsprechenden Matrixdarstellung angegeben wer-
den. Diese können ebenfalls als extensiv angesehen werden, da deren Eigenwerte extensiv
sind. Entsprechend ist auch das Linked-Cluster Theorem anwendbar. Die Größe P (L) ist
dann allerdings keine Zahl mehr, sondern ein Operator oder eine Matrix.
Die Stärke des Linked-Cluster Theorems wird schnell deutlich, wenn man Systeme mit
kurzreichweitigen Korrelationen betrachtet, da dann die reduzierten Beiträge von größer
werdenden Graphen immer kleiner werden sollten. Hierdurch ergibt sich ein systematisches
Trunkierungsschema für die Summe in (2.21) und die trunkierte Größe sollte gegen den
Wert im thermodynamischen Limes konvergieren, sobald immer größere Graphen hinzu-
kommen.
Dabei stellt sich zum einen aber die Frage, was es bedeutet, dass Graphen „größer“ werden.
Eine naheliegende Variante ist es, in der Anzahl Gitterplätze, das heißt den Knoten der
Graphen, zu trunkieren. Dies muss aber nicht immer die sinnvollste Wahl sein und je nach
Gitter und Modell sind andere Trunkierungsvarianten besser geeignet. Auch die Lösungs-
methode (siehe Kapitel 2.2) beeinflusst diese Wahl. Sollte zum Beispiel ein störungstheo-
retischer Lösungsansatz gewählt werden, so ist die Trunkierung derart zu wählen, dass sie
mit der Störungsordnung übereinstimmt.
Zum anderen definiert das Linked-Cluster Theorem eine Zerlegung des Gitters in Graphen.
Das Gitter muss dabei allerdings nicht immer vollständig in alle möglichen Untergraphen
zerlegt werden. So ist es auf dem Quadratgitter zum Beispiel ohne weiteres möglich nur
rechteckige Graphen zu berücksichtigen [108, 116–118]. Solange der Schnittgraph zweier
Einbettungen ebenfalls in der Graphenmenge enthalten ist, ist die Zerlegung in diese Menge
möglich. Auch hier können manche Zerlegungen für das gegebene System vorteilhafter sein
als andere. In Kapitel 5 werden verschiedene Zerlegungen und Trunkierungsschemata für
Quantenspinmodelle diskutiert.
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Üblicherweise wird die Graphengenerierung sowie die Berechnung der reduzierten Beiträge
und Einbettungsfaktoren mithilfe von Computerprogrammen durchgeführt. In dem Buch
von Oitmaa et al. [106] werden zum Beispiel solche Programme diskutiert. Für diese Arbeit
lag der Fokus nicht auf der Optimierung einer vollen Graphenentwicklung, bei der eine mög-
lichst hohe Ordnung in der Anzahl an Gitterplätzen erreicht wird. Einfache Algorithmen,
welche die grundlegende Idee des im Rahmen dieser Arbeit entwickelten Computerpro-
gramms wiedergeben, finden sich in Anhang A.
2.2 Lösungsverfahren für einzelne Graphen
Im vorherigen Kapitel wurde erläutert, dass sich eine physikalische Größe im thermodyna-
mischen Limes durch die Berechnung auf zusammenhängenden Graphen bestimmen lässt.
Die Grundlage hierfür bildet das Linked-Cluster Theorem. In diesem Kapitel wird nun dar-
auf eingegangen, wie sich die Größe P G auf einem gegebenen Graphen G bestimmen lässt.
Dafür werden zwei verschiedene Lösungsverfahren vorgestellt: Das erste Verfahren ist die
exakte Bestimmung aller Energieeigenwerte des endlichen Systems durch Matrixdiagonali-
sierung und das Zweite besteht in der Ableitung von effektiven Modellen mittels kontinuier-
licher unitärer Transformationen [41–43]. Letztere können sowohl nichtperturbativ als auch
perturbativ durchgeführt werden. Für die nichtperturbative Variante wird sich in dieser
Arbeit auf die graphenbasierte kontinuierliche unitäre Transformation (gCUT) [103, 104]
beschränkt. Die perturbative Variante wird entsprechend als perturbative kontinuierliche
unitäre Transformation (pCUT) bezeichnet [112–114].
Wie im vorangegangenen Kapitel bereits erwähnt wurde, eignen sich Linked-Cluster Ent-
wicklungen vor allem für kurzreichweitig korrelierte Systeme. Insbesondere ist die Behand-
lung von lückenlosen Systemen extrem schwierig. Ein wichtiger Teil dieser Arbeit ist es,
die nichtperturbativen Linked-Cluster Entwicklungen (mit exakter Diagonalisierung) inso-
fern zu erweitern, dass sich langreichweitig geordnete Systeme – insbesondere geordnete
lückenlose Systeme – beschreiben lassen. Der durch Referenz 108 inspirierten Idee liegt die
Einführung von Randfeldern zugrunde, welche einen Referenzzustand repräsentieren, um
den die Entwicklung durchgeführt wird.
Diese Idee wird nun genauer erläutert und im Anschluss wird in Kapitel 2.2.2 auf die
kontinuierlichen unitären Transformationen eingegangen. Eine Beschreibung der exakten
Diagonalisierung für beliebige Systeme findet sich in Kapitel 3.
2.2.1 Exakte Diagonalisierung mit Randfeldern für geordnete Phasen
Die Inhalte dieses Unterkapitels wurden zum Großteil bereits in Referenz 109 veröffentlicht.
Der ursprüngliche Ansatz [99, 102] für nichtperturbative Linked-Cluster Entwicklungen
besteht darin, den Hamiltonoperator exakt auf den einzelnen Graphen zu diagonalisieren.
Je nach Graphenentwicklung ist dann entweder die exakte Diagonalisierung oder die Gra-
phenentwicklung der limitierende Faktor für die Linked-Cluster Entwicklung. Im Falle einer
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vollen Graphenentwicklung wächst die Anzahl an Graphen beispielsweise exponentiell mit
der Anzahl an Knoten, sodass hier meist die Graphenentwicklung die Entwicklungsord-
nung definiert. Für eine Entwicklung in rechteckigen Clustern gibt es hingegen nur sehr
wenige Graphen und die Einbettungsfaktoren lassen sich analytisch angeben [118], sodass
die exakte Diagonalisierung vorgibt, wie viele Knoten betrachtet werden können. In diesem
Fall können noch Symmetrien ausgenutzt werden, um den zu betrachtenden Hilbertraum
zu reduzieren. Der Lanczos-Algorithmus [119] (siehe Kapitel 3.1) erlaubt weiterhin eine
effiziente Bestimmung der niedrigsten Eigenwerte. Dabei ist jedoch die Translationssym-
metrie oft die entscheidende Symmetrie, um größere Systeme behandeln zu können, welche
auf endlichen Graphen ohne periodische Randbedingungen leider nicht ausgenutzt werden
kann. Eine tiefergehende Beschreibung der exakten Diagonalisierung findet sich in Kapi-
tel 3.
Unabhängig davon wie die exakte Diagonalisierung auf den einzelnen Graphen durchgeführt
wird, ergibt sich das Problem, dass die Graphen selbst keine Informationen über die zugrun-
deliegende Phase des unendlichen Gitters besitzen. Dies kann sowohl bei Systemen mit als
auch ohne Energielücke ein Problem darstellen. Während die Lückenlosigkeit üblicherweise
zu Divergenzen führt, so liegt das Grundproblem darin, dass einzelne Graphen oder Un-
termengen von Graphen ein anderes Verhalten, verglichen mit der Physik des kompletten
Gitters, aufweisen können. Beispielsweise verhalten sich beim lückenbehafteten Spin-1 Hei-
senbergmodell auf dem Kagomegitter die quasi eindimensionalen Kettengraphen anders,
da die antiferromagnetische Spin-1 Dreieckskette einen Quantenphasenübergang bei λ < 1
aufweist [74]. Der Parameter λ ∈ [0,1] interpoliert dabei zwischen den Grenzfällen isolierter
Dreiecke und dem isotropen Gitter und da für das Spin-1 Heisenbergmodell auf dem Ka-
gomegitter kein Phasenübergang erwartet wird, führt der Übergang der Dreieckskette bei
einer Untersuchung des Modells in Abhängigkeit von λ zu einem nichtmonotonen Konver-
genzverhalten. Dieses Verhalten wird generisch für Quantenvielteilchensysteme erwartet,
insbesondere wenn diese geometrisch frustriert sind, da dort viele verschiedene Phasen mit-
einander konkurrieren. Es kann dazu führen, dass jede endliche NLCE ein nichtmonotones
Verhalten oder sogar Divergenzen aufweist, welche zu einer nicht konvergierenden Entwick-
lung führen. Generell kann – bzw. sollte – die im folgenden beschriebene Randfeldmethode
für geordnete Phasen verwendet werden. Dabei sind lückenlose Systeme im Allgemeinen
schwieriger zu behandeln.
Während für das Spin-1 Heisenbergmodell auf dem Kagomegitter dieses Problem durch eine
reorganisierte Graphenentwicklung behoben werden kann – wie in Referenz 74 und Kapi-
tel 5.2 genauer erläutert wird – so lässt sich dieses Problem für lückenlose Systeme, wie
z.B. dem Spin-1/2 Heisenbergmodell auf dem Quadrat- oder Dreiecksgitter, bisher nicht
durch ein verbessertes Summationsschema der Graphen lösen. Um dennoch eine NLCE
durchführen zu können, soll die NLCE erweitert werden, indem sie die zu berechnende
Größe um den zu erwartenden Grundzustand des betrachteten Modells entwickelt. In die-
ser Arbeit werden zweidimensionale Spinsysteme betrachtet, welche einen langreichweitig
geordneten Grundzustand aufweisen. Jeder Graph der NLCE sollte die für ihn spezifi-
schen Fluktuationen zu der untersuchten physikalischen Größe beitragen, wenn er als Teil
der geordneten Phase betrachtet wird. Dazu müssen die außerhalb des Graphen liegenden
Kopplungen zu der geordneten Phase betrachtet werden. Diese Idee wurde bereits erfolg-
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reich für die geordnete Phase des Isingmodells im transversalen Feld auf dem Quadratgitter
angewendet [108].
Der Hamiltonoperator sei also in der Form
H = H0 + λV (2.22)
schreibbar. Dabei weise H0 einen symmetriegebrochenen Grundzustand
|0〉 := |00〉 |01〉 · · · (2.23)
auf, welcher ein Produkt von lokalen, auf den einzelnen Gitterplätzen i = 0,1, . . . defi-
nierten, Zuständen |0i〉 darstellt. Weiterhin soll der Grundzustand |0〉 von H0 adiabatisch
zu der, bei endlichen λ liegenden, geordneten Quantenphase von H verknüpft sein. Es sei
an dieser Stelle angemerkt, dass der Parameter λ bereits Teil des zu untersuchenden Mo-
dells ist, oder künstlich eingeführt werden kann, indem der ursprüngliche Hamiltonoperator
entsprechend umgeschrieben wird.
Für die NLCE ist der elementare Baustein aus dem die Graphen bestehen durch den
Produktzustand |0〉 vorgegeben. Im Falle des Spin-1/2 Heisenbergmodells auf dem Qua-
dratgitter wäre dies ein einzelner Gitterplatz, während das Spin-1 Heisenbergmodell auf
dem Kagomegitter eine spontane Trimerisierung von Dreiecken aufweist [69–74] und diese
Dreiecke dann als elementares Element für eine Graphenentwicklung verwendet werden.
Die Graphen G = (V,E) werden dann als vom Zustand |0〉 „umgeben“ betrachtet. Das
bedeutet, dass – wenn der Graph als Teil des Gitters angenommen wird – alle Kopplungen
zwischen einem Knoten i ∈ V und einem Gitterplatz ν des Gitters, der nicht zum Graph
gehört, als „Randkopplungen“ miteinbezogen werden. Diese Randkopplungen werden als
Operator
Orandν,i = Oν ⊗Oi (2.24)
geschrieben. Für das Heisenbergmodell wäre dies zum Beispiel eine Heisenbergkopplung1)
Orandν,i = Sν · Si . (2.25)
Ein Beispiel für die Randkopplungen eines Graphen auf dem Quadratgitter findet sich in
Abbildung 2.3.
Während die Kopplungen zwischen den Knoten innerhalb des Graphen ganz normal be-
handelt werden, so sollten die Randkopplungen keine Auswirkung auf die Gitterplätze
außerhalb des Graphen haben, da der Zustand außerhalb des Graphen als statisch betrach-
tet wird und nur Fluktuationen auf dem Graphen betrachtet werden. Die Randkopplung
reduziert sich demnach auf das lokale Randfeld
〈0ν |Oν |0ν〉Oi , (2.26)
1)Das Tensorprodukt ⊗ wird – wie für Heisenbergkopplungen üblich – durch einen Multiplikationspunkt
ersetzt.
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Abbildung 2.3: Beispiel von Randkopplungen (blau) für einen Graphen (schwarz) auf dem Qua-
dratgitter (grau).
welches nur auf Gitterplatz i des Graphen G wirkt. Dieses Feld sorgt nun dafür, dass die
richtige Symmetriebrechung der geordneten Referenzphase dem NLCE-Schema hinzuge-
fügt wird. Die Gesamtstärke der Randfelder skaliert mit dem Umfang des Graphen und ist
deshalb für eindimensionale Graphen maximal, während sie für die „zweidimensionalsten“
Graphen minimal ist. Es ist wichtig, dass für die Grundzustandsenergie der Beitrag der
Randfelder auf den einzelnen Graphen abgezogen wird und aufgrund des Subtraktions- und
Einbettungsverfahrens der Einfluss der Randfelder mit zunehmender Größe der Graphen
immer kleiner wird, da der Umfang langsamer als die Knotenanzahl wächst. Eindimensio-
nale Graphen stellen hier eine Ausnahme dar, welche aber gewünscht ist, da der Einfluss
von eindimensionalen Graphen auf die Physik des zweidimensionalen Gitters mit zuneh-
mender Graphenlänge sowieso abnehmen sollte. Folglich ist der Beitrag der Randfelder zur
Grundzustandsenergie nur subextensiv.
Üblicherweise sind die Graphen in praktischen Rechnungen jedoch nicht groß genug, sodass
der Einfluss der Randfelder verschwindet, weshalb es sinnvoll sein könnte einen reellen
Parameter K ≥ 0 einzuführen, mit dem das Randfeld flexibel variiert werden kann:
Fi = −KOi . (2.27)
Physikalisch gesehen entspricht ein Parameter K 6= 〈0ν |Oν |0ν〉 einem anderen Produkt-
zustand |0〉. Für K → ∞ sind die Randfelder so stark, dass keine Fluktuationen auf den
Graphen auftreten und das System im Produktzustand |0〉 von H0 verbleibt. Im anderen
Grenzfall K → 0 wird die normale NLCE ohne Randfelder, mit den dort vorliegenden Pro-
blemen, reproduziert. Es wird K < 〈0ν |Oν |0ν〉 erwartet, da der wahre Grundzustand von
H durch Quantenfluktuationen zu – verglichen mit 〈0ν |Oν |0ν〉 – kleineren Werten führt.
In dieser Arbeit werden zwei Arten von geordneten Phasen betrachtet: Die erste Klasse sind
langreichweitig magnetisch geordnete Phasen. Der Grundzustand ist dann eine angezogene
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(von engl. dressed) Version der assoziierten klassischen Ordnung, welche der Grundzu-
stand von H0 ist. Sowohl der klassische als auch der quantenmechanische Grundzustand
besitzen eine endliche Untergittermagnetisierung als Ordnungsparameter. Es ist deshalb
möglich eine Untergitterrotation (siehe z.B. Referenz 120 für das Quadratgitter und Refe-
renz 121 für das Dreiecksgitter) durchzuführen, sodass der klassisch geordnete Zustand ein
vollständig in z-Richtung polarisierter Ferromagnet ist. Nach der Untergitterrotation und
durch Einschränkung auf Zweispinterme mit antiferromagnetischer Kopplung J > 0 (eine






j + λV . (2.28)
Gleichung (2.28) besitzt die gewünschte Form (2.22) mit dem polarisierten Zustand
|0〉 = |↑ · · · ↑〉 (2.29)







Fmagi = −KSzi . (2.31)
Die zweite Klasse von Quantenphasen sind nichtmagnetische Valenzbondkristalle (VBS,
von engl. valence bond solid), welche die Translationssymmetrie des Gitters brechen. Häufig
ist dies eine Dimerisierung bei der sich zwei Spins zu einem Dimer auf dem Gitter verbinden.
Eine Verallgemeinerung hiervon ist die Trimerisierung, welche für das antiferromagnetische
Spin-1 Heisenbergmodell auf dem Kagomegitter eine wichtige Rolle spielt [69–74]. Dabei
koppeln drei Spin-1 auf einem Dreieck zu einem Singulett (Trimer), welches dann als ele-
mentarer Baustein der Ordnung fungiert. Sowohl für Dimerisierung als auch Trimerisierung
ist es möglich einen Parameter λ einzuführen, sodass der Hamiltonoperator H0 für λ = 0
einen Grundzustand aus entkoppelten Dimeren bzw. Trimeren besitzt. Für die Graphen-
entwicklung bietet es sich deshalb an diese Dimere bzw. Trimere als elementaren „Knoten“
zu verwenden.
Im Gegensatz zu den magnetisch geordneten Phasen, ist H0 vollständig lokal in den Dime-
ren bzw. Trimeren, sodass für λ = 0 keine Randkopplungen der Form Oν ⊗ Oi existieren.
Es ist deshalb notwendig den Grenzfall infinitesimal kleiner λ zu betrachten. Die Rand-
kopplungen treten dann in zweiter Ordnung Störungstheorie in λ auf und haben die Form
Orandν,i = (|sν〉 〈sν |)⊗ (|si〉 〈si|) . (2.32)
Dabei ist |si〉 〈si| der Singulettprojektor auf Dimer oder Trimer i am Rand eines gegebenen
Graphen. Für die Randfelder folgt dann analog zu den magnetischen Phasen der Ausdruck
FVBSi = −K |si〉 〈si| . (2.33)
2)Es wird nur die z-Komponente berücksichtigt, da Sxν und Syν im Erwartungswert des polarisierten Zu-
stands verschwinden.
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Um die Randfelder in der NLCE zu berücksichtigen, müssen die Graphen zusammen mit
ihrer Einbettung auf das Gitter betrachtet werden. Dabei wird sich auf vollständige Gra-
phen (siehe Definition 13 und Referenz 106) beschränkt. Durch diese Einschränkung der
verwendeten Graphen – es wird nochmal betont, dass dies keine Näherung oder andere Art
von Trunkierung ist, sondern exakt die gleiche Entwicklung liefert – sind die Randfelder
eines jeden Graphen eindeutig festgelegt, da sämtliche nicht vorhandenen Kopplungen nur
zu Gitterplätzen führen, welche außerhalb des Graphen liegen.
Sobald die Randfelder ermittelt wurden, können extensive Grundzustandsgrößen (z.B.
Grundzustandsenergie oder -magnetisierung) mit exakter Diagonalisierung bestimmt wer-
den. Beachtet werden muss jedoch, dass die Beiträge der Randfelder von der Grundzustand-
senergie abgezogen werden müssen. Im Falle des polarisierten Ferromagneten gestaltet sich
die Subtraktion besonders einfach, da dort jedes Randfeld einen Beitrag −S · K liefert,
wobei S der Wert des Spins ist.
Eine offene Frage ist jedoch, welches der „beste“ Wert für die Randfeldstärke K ist. Im
Unterschied zu Referenz 108 werden in dieser Arbeit zwei verschiedene Möglichkeiten un-
tersucht, um ein optimalesK zu ermitteln. Bei der ersten Möglichkeit wird der Ordnungspa-
rameter, z.B. die Untergittermagnetisierung für die magnetisch geordneten Phasen, durch
eine selbstkonsistente Rechnung bestimmt, welche als Fixpunktmethode bezeichnet wird.
Das zweite Verfahren verwendet den K-Wert bei dem die Grundzustandsenergie die kleins-
te Änderung aufweist und wird als Minimumsmethode bezeichnet. Beide Verfahren werden
in den folgenden Absätzen genauer beschrieben.
Fixpunktmethode
Es erscheint als physikalisch sinnvoll, dass eine gute Wahl für K in der Größenordnung des
echten Ordnungparameters m0 der Quantenphase liegt. In der Tat wird sich in Kapitel 5.1
herausstellen, dass ein selbstkonsistent durch die Fixpunktgleichung
K = m0(K) (2.34)
bestimmtes K zu sehr guten Resultaten führt. Dieses Verfahren wird nur für die ma-
gnetisch geordneten Phasen verwendet und deshalb ist der Ordnungsparameter durch die
Untergittermagnetisierung m0 gegeben.
Der Fixpunkt K von Gleichung (2.34) wird mithilfe des Sekantenverfahrens zur Nullstel-
lenbestimmung [122] für jede NLCE-Ordnung ermittelt. Für eine feste NLCE-Ordnung
werden zwei Startwerte K1 und K2 gewählt und die Grundzustandsmagnetisierung wird
für beide K-Werte, auf allen für die Ordnung benötigten Graphen, bestimmt. Gemäß dem
Linked-Cluster Theorem (2.21) werden dann die Werte
m
(i)
0 := m0(Ki) (2.35)
der Grundzustandsmagnetisierung bestimmt. Nun wird das Sekantenverfahren
Ki+1 = Ki − Ki −Ki−1
m
(i)
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verwendet, um eine verbesserte Wahl Ki+1 zu erhalten, mit dem die zugehörige Magne-
tisierung m(i+1)0 berechnet wird. Dieser iterative Prozess wird solange durchgeführt bis∣∣∣Ki+1 −m(i+1)0 ∣∣∣ < 0.0001 ist.
Minimumsmethode
Da der Einfluss der Randfelder subextensiv ist, sollte die NLCE für jeden Wert von K
konvergieren, wenn die Graphen groß genug sind. Dies ist jedoch in der Praxis meist nicht
der Fall, weshalb es Sinn ergibt, den K-Wert zu wählen, bei dem die Grundzustandsenergie
minimal von K abhängt. Dies entspricht lokalen Extremwerten und ist üblicherweise ein
Minimum. Deshalb wird in jeder Ordnung der NLCE die Grundzustandsenergie e0(K) in
Abhängigkeit von K untersucht und das Energieminimum emin0 (Kmin) für weitere Extrapo-
lationen verwendet. Angemerkt sei bereits an dieser Stelle, dass es vorkommen kann, dass
nicht alle Ordnungen ein Minimum aufweisen. Diese Ordnung wird dann ignoriert und für
weitere Extrapolationen nicht beachtet.
2.2.2 Kontinuierliche unitäre Transformationen
Flussgleichung
Kontinuierliche unitäre Transformationen [41–43] erlauben es, einen Hamiltonoperator in
eine optimierte Basisdarstellung zu überführen. Um dies zu erreichen, wird der Hamil-
tonoperator als kontinuierliche Funktion H(l) eines Parameters l ∈ R betrachtet. Dabei
soll H(l = 0) dem ursprünglichen Hamiltonoperator entsprechen und Heff := H(l = ∞)
soll der Hamiltonoperator in der optimierten Basisdarstellung sein. Unter der unitären
Transformation U(l) gilt also für alle l ∈ R die Gleichung
H(l) = U(l)H(0)U †(l) . (2.37)
Wird nun der antihermitesche Generator η(l) := η(H(l)) von U(l) eingeführt, dann ergibt
sich aus (2.37) die Differentialgleichung
dU(l)
dl
= η(l)U(l) . (2.38)




= [η(l),H(l)] . (2.39)
Die Flussgleichung führt durch den Kommutator allerdings zu einer unendlichen Hierarchie
gekoppelter Differentialgleichungen. Dementsprechend ist es notwendig, eine Trunkierung
einzuführen, um diese lösen zu können. Dabei spielt auch die Wahl des verwendeten Ge-
nerators eine wichtige Rolle.
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In den vergangenen Jahrzehnten wurden verschiedene Trunkierungsschemata und Genera-
toren entwickelt. Im Folgenden werden zwei verbreitete Generatoren vorgestellt, gefolgt von
einer kurzer Beschreibung der beiden in dieser Arbeit verwendeten Trunkierungsschemata.
Abschließend wird noch ein kurzer Überblick über einige weitere Trunkierungsschemata
gegeben.
Generatoren
Der von Wegner [41] vorgeschlagene Generator
ηWegner(l) = [Hd(l),H(l)] (2.40)
transformiert den ursprünglichen Hamiltonoperator auf die Form vonHd(l).Hd(l) ist dabei
der (Block-) Diagonalanteil von H(l) und wird entsprechend der gewünschten Endform von
Heff gewählt. Eine grundlegende Eigenschaft dieses Generators ist, dass die quadratische
Summe aller Nebendiagonalelemente, das heißt der Elemente, die nicht in Hd(l) enthalten
sind, monoton abnimmt. Problematisch ist hierbei jedoch, dass eine energetische Entartung
zu einer sehr langsamen Konvergenz der Flussgleichung führt [112, 114].
Ein weiterer sehr verbreiteter Generator ist der Quasiteilchengenerator [112–114, 123]
ηQPij (l) = sgn(qi − qj)hij(l) . (2.41)
Die qi bezeichnen die Anzahl an Quasiteilchen (QP, von engl. quasi particles) im Zustand
|i〉, welcher ein Eigenzustand des Zähloperators Q ist, das heißt es gilt
Q |i〉 = qi |i〉 . (2.42)




1 für x > 0
0 für x = 0
−1 für x < 0
(2.43)
ist die wie üblich definierte Vorzeichenfunktion.
Zum einen erhält der Quasiteilchengenerator die Blockdiagonalität von H bezüglich der
Quasiteilchen und zum anderen kommutieren Q und Heff, sodass Heff blockdiagonal in
der Anzahl Quasiteilchen ist [112–114, 123]. Eine Eigenschaft dieses Generators ist, dass
er stets die niedrigsten Eigenwerte in den untersten Block „einsortiert“. Folglich liegen
nach der unitären Transformation die kleinsten Eigenwerte im Block mit der kleinsten
Anzahl an Quasiteilchen. Dies kann insbesondere bei Rechnungen auf endlichen Clustern
problematisch sein, wenn diese eine geringere Symmetrie als das Gesamtsystem aufweisen,
und erfordert eine Modifikation der Flussgleichung [104].
In dieser Arbeit wird ausschließlich der Quasiteilchengenerator (2.41) verwendet, um ef-
fektive Spinmodelle für Hubbardmodelle abzuleiten. Dies wird einerseits mittels nichtper-
turbativer graphenbasierter kontinuierlicher unitärer Transformationen und andererseits
mit einem perturbativen Ansatz durchgeführt. Beide Varianten werden in den folgenden
Unterkapiteln beschrieben.
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Perturbative kontinuierliche unitäre Transformationen
Dieser Abschnitt soll nur eine kurze Erklärung der Grundidee von perturbativen kontinuier-
lichen unitären Transformationen [112–114] bieten. Eine ausführliche und gut verständliche
Einführung ist unter anderem in der Doktorarbeit von Knetter [114] zu finden. Inhaltlich
orientiert sich dieser Abschnitt an den Ausführungen der Referenzen 112, 114 und 124.
Besitzt der Hamiltonoperator die Form
H = H0 + V (2.44)





dann kann V störungstheoretisch behandelt werden. Die x1, . . . ,xM werden als Stör- oder
Entwicklungsparameter bezeichnet.
Als weitere Voraussetzungen muss H0 ein nach unten beschränktes äquidistantes Spektrum







schreiben lassen, wobei n ∈ N0 ist und die T (j)i genau j Quasiteilchen erzeugen (j po-
sitiv) beziehungsweise vernichten (j negativ). Mit dem in Gleichung (2.42) eingeführten








Um die Flussgleichung zu lösen, wird der Ansatz






xk11 · · ·xkMM
∑
|m|=k
F (l,m,k)T (m,k) (2.48)
mit den Definitionen





m := (m1,m2, . . . ,mk) (2.51)
mi ∈ {0,± 1,± 2, . . . ,± n} (2.52)





T (m,k) := T
(m1)




2 · · ·T
(mk1+k2 )
2 · · ·T (mk)M (2.55)
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verwendet. Die Summe
∑
|m|=k entspricht einer Summation über alle möglichen k-Tupel
aus {0,±1,±2,±n}k. Der Operator T (m,k) ist ein Produkt aller T (j)i , wobei das Tupel m
die Werte der j festlegt und es immer genau ki Operatoren zum Störparameter xi gibt,
sodass die Potenz von xi und die Anzahl der mit xi assoziierten Störoperatoren T
(j)
i gleich
ist. Durch Einsetzen von (2.48) in die Flussgleichung (2.39) und Lösen der Differentialglei-











xk11 · · ·xkMM
∑
|m|=k,m=0
C(m,k)T (m,k) . (2.57)
Die Einschränkung der Summe auf alle Tupel mit m = 0 liefert die gewünschte Blockdia-
gonalität in der Quasiteilchenanzahl, da m = 0 bedeutet, dass T (m,k) als Produkt der
T
(j)
i effektiv keine Quasiteilchen erzeugt oder vernichtet. Ausführliche Herleitungen von
Gleichung (2.57) finden sich in den Referenzen 112, 113 und 114.
Die Trunkierung besteht nun darin, nur Terme mitzunehmen, welche eine bestimmte ma-
ximale Störungsordnung kmax besitzen. Bis zu dieser Ordnung ist die Rechnung mittels
pCUT allerdings exakt, das heißt eine Taylorentwicklung der exakten Lösung der Fluss-
gleichung bis Ordnung kmax würde genau die in dieser Ordnung mittels pCUT ermittelte
Reihe ergeben.
Die Koeffizienten C(m,k) sind modellunabhängig und brauchen demnach nur einmal be-
rechnet zu werden. In dieser Arbeit wird zum Lösen der Flussgleichungen mittels pCUT
ein von Klagges [125] entwickeltes Programm verwendet. Die Koeffizienten sind ebenfalls
innerhalb der Arbeitsgruppe vorhanden gewesen.
Um nun die pCUT für ein bestimmtes Modell anzuwenden, müssen nur H0 definiert und
die T (j)i entsprechend den Gleichungen (2.45) und (2.46) bestimmt werden. Eine Einschrän-
kung auf Modelle, bei denen die T (j)i aus Termen bestehen, die nur lokal zwei Gitterplätze
über eine Verbindung v koppeln, führt zu einem sehr anschaulichen Verständnis (siehe auch









von lokalen Operatoren t(j)i (v) geschrieben werden. Eine Ordnung der pCUT bedeutet also,
dass der Störanteil des Hamiltonoperators auf eine Verbindung des Gitters „wirkt“. Gemäß
dem Linked-Cluster Theorem (siehe Kapitel 2.1.2) müssen allerdings nur verbundene Pro-
zesse betrachtet werden, also nur Produkte der t(j)i (v), welche einen zusammenhängenden
Pfad auf dem Gitter bilden. Entsprechend kann die pCUT auf einem genügend großen
Cluster, welcher alle möglichen Pfade in der Ordnung beinhaltet, durchgeführt werden.
Dies führt in der Praxis allerdings dazu, dass nur sehr niedrige Ordnungen erreicht werden
24
2.2 Lösungsverfahren für einzelne Graphen
können, weil der Speicheraufwand für die Berechnung auf einem großen Cluster sehr schnell
anwächst. Das Linked-Cluster Theorem erlaubt allerdings auch eine Berechnung auf ein-
zelnen Graphen und deren anschließende kombinatorische Einbettung auf das unendliche
Gitter. Dadurch können deutlich höhere Störungsordnungen erreicht werden.
Graphenbasierte kontinuierliche unitäre Transformationen
Bei den graphenbasierten kontinuierlichen unitären Transformationen [103, 104] wird die
Flussgleichung (2.39) auf endlichen Clustern, den Graphen, exakt gelöst. Dies ist möglich,
da die Basis endlich ist und der Kommutator so durch einfache Matrixmultiplikation ausge-
wertet werden kann. Gelöst wird die daraus entstehende gekoppelte, nichtlineare Differen-
tialgleichung erster Ordnung dann numerisch mit dem Computer. In dieser Arbeit wurde
dazu ein adaptives Runge-Kutta-Verfahren, die Dormand-Price Methode fünfter Ordnung,
aus den Numerical Recipes verwendet [122]. Dabei ist zu beachten, dass H(l) mit l gegen
Heff = H(l = ∞) konvergiert, die Lösung also bei einem endlichen l abgebrochen werden
kann, sobald eine vorgegebene Genauigkeit erreicht wurde.
Die auf den einzelnen Graphen bestimmten Lösungen werden dann gemäß dem Linked-
Cluster Theorem (2.21) in das unendliche System eingebettet, um eine im thermodynami-
schen Limes gültige Lösung zu erhalten.
Weitere Trunkierungsschemata für kontinuierliche unitäre Transformationen
Es existiert auch eine Erweiterung von pCUT für Modelle mit nicht-äquidistanten Spek-
tren, welche als epCUT (von engl. ehanced pCUT) bezeichnet wird [127]. Der Nachteil
ist allerdings, dass die Flussgleichung nicht mehr allgemein gelöst werden kann. Wird
der Störungsparameter direkt in die perturbativ aufgestellten Flussgleichungen eingesetzt,
so ergibt sich ein stabiles Extrapolationsschema (deepCUT, von engl. directly evaluated
epCUT) [127].
Eine andere Möglichkeit ist es, den Hamiltonoperator in zweiter Quantisierung darzustellen
und nur die Operatoren mitzunehmen, welche nicht mehr als eine bestimmte Maximalan-
zahl an Quasiteilchen erzeugen oder vernichten. Allerdings muss für unendlich große Sys-
teme eine zusätzliche Trunkierung stattfinden. Typischerweise wird sich bei Systemen mit
Energielücke und endlicher Korrelationslänge auf lokale Prozesse beschränkt. Dieses Trun-
kierungsschema ist ebenfalls nichtperturbativ und wird als selbstähnliche kontinuierliche
Transformation (sCUT) bezeichnet [128, 129].
Vor kurzem wurde zudem ein auf Tensornetzwerken basierendes Trunkierungsschema vor-
gestellt, welches als eCUT (von engl. entanglement CUT) bezeichnet wird [130].
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2.3 Extrapolationsverfahren








wobei n der durch das Trunkierungsschema gegebenen maximalen Ordnung entspricht.
Die Si sind die Summe der reduzierten Beiträge aller Graphen, welche genau in Ordnung
i beitragen. Wird zum Beispiel in der Anzahl Gitterplätze der Graphen trunkiert, dann
entspricht Si der Summe aller reduzierten Beiträge mit i Gitterplätzen.
Wenn die Entwicklung konvergiert, dann sind die Si eine Nullfolge, was bedeutet, dass
die reduzierten Beiträge von größer werdenden Graphen abnehmen. Weiterhin sollte der









Um die Konvergenz der Reihe zu verbessern, existieren mehrere Techniken, welche „Kon-
vergenzbeschleunigung“ genannt werden. In dieser Arbeit werden für die nichtperturbati-
ven Linked-Cluster Entwicklungen der Wynn-Algorithmus [102, 131, 132] sowie verschie-
dene Skalierungen verwendet, während für die perturbativen Entwicklungen die Padé-
Approximation [132, 133] angewendet wird. Es ist erwähnenswert, dass der Wynn-Algorith-
mus eine Möglichkeit darstellt, bestimmte Padé-Approximationen zu berechnen.
Dieses Kapitel dient dazu, den Wynn-Algorithmus zu erläutern und eine kurze Einführung
in die Funktionsweise von Padé-Approximationen zu geben. Für detaillierte Ausführungen
sei an dieser Stelle auf die Bücher von Graves-Morris [133] und Guttmann verwiesen [132].
Die verwendeten Skalierungsgesetze für die NLCEs werden genauer in Kapitel 5.1 beschrie-
ben, wo sie auch direkt zur Extrapolation angewendet werden.
Außerdem gibt es noch weitere Algorithmen zur Konvergenzbeschleunigung. Diese sind
unter anderem die für alternierende Reihen nützliche Euler-Transformation [122] oder Bre-
zinski’s θ Algorithmus [132]. Zusätzlich wurde vor kurzem ein Verfahren entwickelt, mit
dem Padé-Extrapolationen für nichtperturbativ bestimmte Reihen durchgeführt werden
können, um zum Beispiel kritische Exponenten zu bestimmen [134].
2.3.1 Wynn-Algorithmus
Der Wynn-Algorithmus [102, 131, 132] (auch Wynns Epsilon Methode genannt) lautet
P
(−1)
i = 0 (2.61)
P
(0)













Der Parameter i läuft im ersten Schritt P (0)i von 1 bis n und reduziert sich um 1 in jedem
weiteren Schritt. Es lässt sich zeigen, dass die P (k)i für ungerade k divergieren, während
sie für gerade k konvergieren [131, 132]. Letztendlich konvergiert die Folge P (2l)n−2l gegen P .
Zwei Iterationen des Algorithmus werden deshalb auch als ein Zyklus bezeichnet.
Manchmal werden nicht alle Ordnungen für die Wynn-Extrapolation verwendet. So kann
eine Einschränkung auf gerade oder ungerade Ordnungen sinnvoll sein oder es wird die
niedrigste Ordnung weggelassen, damit im letzten Schritt die größte Ordnung berücksich-
tigt wird.
2.3.2 Reihenextrapolation
Um Potenzreihen zu extrapolieren haben sich Padé-Approximationen [132, 133] als ein sehr
nützliches Werkzeug herausgestellt. Die Theorie der Padé-Approximationen ist allerdings
sehr umfassend, weshalb in diesem Unterkapitel lediglich eine kurze Erläuterung gegeben
wird. Dabei orientiert sich dieses Kapitel an den Ausführungen der Referenzen 40, 132 und
134. Eine tiefergehende Beschreibung der Methode findet sich in Referenz 133.






wobei x,ai ∈ R sind. Die Funktion Fn(x) wurde zum Beispiel mittels perturbativer Linked-
Cluster Entwicklungen ermittelt und soll eine Näherung an die Funktion
F (x) = lim
n→∞Fn(x) (2.65)
darstellen.











gegeben, wobei pi,qi ∈ R die Koeffizienten der beiden Potenzreihen PL(x) und QM (x)
darstellen. Die Konvention q0 = 1 und die Bedingung, dass die Taylorentwicklung von
[L,M ]F um x = 0 bis zum Grad L+M ≤ n mit Fn(x) bis Ordnung L+M übereinstimmt,
legt die Koeffizienten eindeutig fest. Das dadurch entstehende Gleichungssystem kann dann
gelöst werden, um die Koeffizienten pi und qi zu bestimmen. Für L ≥ M kann auch der
Wynn-Algorithmus zur Bestimmung der Koeffizienten verwendet werden. Für praktische
Anwendungen bietet es sich allerdings an, die von Computer-Algebra-Systemen wie Maple
oder Mathematica bereitgestellten Funktionen zu verwenden.
Besonders nützlich für die Untersuchung von physikalischen Systemen sind die sogenann-
ten dlog-Padé Extrapolationen. Während normale Padé-Extrapolationen in der Nähe von
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quantenkritischen Punkten das relevante Verhalten nicht angemessen beschreiben können,
erlauben die dlog-Padé Extrapolationen sogar die Bestimmung des kritischen Exponenten.
Angenommen die Funktion F (x) gehorcht in der Nähe eines kritischen Wertes xc einem
Potenzgesetz










lnF (x) = − λ






bilden. Aufgrund der Ableitung gilt jetzt die Beschränkung L+M ≤ n− 1.
Die dlog-Padé-Approximation D[L,M ]F der Funktion F (x) ist nun durch









gegeben. Im Falle des oben angenommenen Potenzgesetzes (2.67) besitzt D[L,M ]F einen











Die Methode der exakten Diagonalisierung (ED) gehört zu den Standardmethoden zur Un-
tersuchung quantenmechanischer Systeme. Die Grundidee ist denkbar einfach und besteht
darin, einen endlichen Ausschnitt des Gitters (Cluster) zu betrachten und die Eigenwerte
sowie Eigenzustände des Hamiltonoperators auf diesem Teilsystem exakt zu bestimmen.
Damit gehört sie zu den nichtperturbativen Methoden. Sie erlaubt es weiterhin auch Er-
wartungswerte von Observablen in den berechneten Eigenzuständen zu ermitteln.
Ein großer Vorteil dieser Methode ist, dass sie fast immer angewendet werden kann und
Ergebnisse liefert, welche frei von systematischen Fehlern sind. Das exponentielle Anwach-
sen des Hilbertraumes begrenzt jedoch die Maximalgröße der untersuchbaren Systeme. Um
dennoch möglichst große Systeme betrachten zu können, wurden im Laufe der letzten Jahr-
zehnte viele Ideen entwickelt. Den vermutlich größten Einfluss hat dabei die Verwendung
des Lanczos-Algorithmus [119], welcher es erlaubt, die Hamiltonmatrix nicht speichern zu
müssen, wodurch eine enorme Verringerung des erforderlichen Arbeitsspeichers erfolgt und
größere Quantensysteme numerisch behandelt werden können. Es ist weiterhin sinnvoll, die
Symmetrien des Systems gezielt auszunutzen, um die Maximalgröße der Systeme weiter zu
erhöhen.
Dieses Kapitel soll eine Einführung in die verwendete Methode zur exakten Diagonalisie-
rung sowie ihrer technischen Implementation liefern. Insbesondere wird darauf eingegangen,
wie Symmetrien geschickt von Computerprogrammen ausgenutzt werden können, um die
Berechnung größerer Systeme zu ermöglichen. Für eine detaillierte Einführung sei auf die
Buchkapitel von Weiße und Fehske [90] sowie Läuchli [91] verwiesen. Inhaltlich orientiert
sich dieses Kapitel an ersterem Buchkapitel [90] sowie Referenz 135.
3.1 Lanczos-Algorithmus
Der Lanczos-Algorithmus [119] ist ein iterativer Algorithmus, welcher ursprünglich zur Tri-
diagonalisierung von hermiteschen Matrizen entwickelt wurde. Durch sukzessive Anwen-
dung des HamiltonoperatorsH auf einen zufälligen Startzustand |φ0〉, sollen die Eigenwerte
des Systems immer besser approximiert werden. Der Algorithmus lässt sich mit |φ−1〉 := 0
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folgendermaßen formulieren [90]:
|φ′〉 = H |φn〉 − βn
αn = 〈φn|φ′〉







Werden insgesamt M Iterationen durchgeführt, dann ergibt sich aus den Koeffizienten αn
und βn die Tridiagonalmatrix
Htri =

α0 β1 0 · · · · · · 0
β1 α1 β2 0 · · · 0
0 β2 α2 β3 0 0
... · · · . . . . . . . . . ...
0 · · · 0 βM−2 αM−2 βM−1
0 · · · · · · 0 βM−1 αM−1

. (3.2)
Die Eigenwerte von Htri konvergieren gegen die Eigenwerte von H, wobei die kleinsten und
größten Eigenwerte am schnellsten konvergieren. Für die Bestimmung der Grundzustand-
senergie ist der Lanczos-Algorithmus also besonders gut geeignet.
Mit dem Lanczos-Algorithmus kann weiterhin auch der Grundzustand bestimmt werden.
Dazu wird der normierte Eigenvektor v = (v0, . . . ,vM−1) zum kleinsten Eigenwert von Htri





anzunähern. Der Zustand |ψ〉 konvergiert – analog zu den Eigenwerten – mit größer wer-
dendem M gegen den tatsächlichen Grundzustand von H, allerdings nicht so schnell wie
die Eigenwerte, das heißt es werden deutlich mehr Iterationen benötigt um eine ähnliche
Genauigkeit zu erreichen.
Da für die Berechnung von |ψ〉 alle Zustände |φ0〉 bis |φM−1〉 benötigt werden, muss der
Lanczos-Algorithmus ein weiteres Mal durchgeführt werden, sobald v bekannt ist. Das
Speichern aller |φi〉 ist nicht zweckmäßig, da dadurch deutlich mehr Speicher benötigt
wird.
Mithilfe von |ψ〉 können dann auch Grundzustandserwartungswerte, wie zum Beispiel Sp-
instrukturfaktoren oder Untergittermagnetisierungen, berechnet werden.
3.2 Darstellung von Zuständen
Der große Vorteil des Lanczos-Algorithmus liegt darin, dass nur die Wirkung des Hamil-
tonoperators auf die Zustände bekannt sein muss und deshalb nicht die gesamte Hamilton-
matrix gespeichert wird. Dazu müssen die Zustände allerdings gespeichert werden. Eine
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Möglichkeit, die sich als sehr sinnvoll erwiesen hat, ist es, die Zustände als Ganzzahl zu
kodieren. Am einfachsten lässt sich dieses für Spin-1/2 Systeme verstehen. Für ein System
aus N Spins bilden die Zustände
|sz1,sz2, . . . ,szN 〉 (3.4)
eine vollständige Basis des Hilbertraums. Die szi geben dabei an, welche magnetische Quan-
tenzahl der i-te Spin in diesem Zustand aufweist. Im Falle von Spin-1/2 Systemen kann
diese nur die Werte szi = ±1/2 annehmen. Das ist optimal für den Computer, da jener den








einfach als Binärzahl speichern kann. Folglich kann jeder Spin-1/2 Zustand durch die ers-
ten N Bits einer Ganzzahl eindeutig dargestellt werden. So würde die Ganzzahl 6 bei
einem System mit vier Spins die Binärdarstellung 0110 besitzen, welche dem Spinzustand
|↓ , ↑ , ↑ , ↓〉 entspricht.
Für Systeme mit mehr als zwei lokalen Zuständen, wie zum Beispiel Hubbardsysteme oder
Modelle mit höherzahligem Spin, benötigt jeder lokale Zustand mehr als ein Bit. Für Spin-1
Systeme kann zum Beispiel folgende Identifizierung gemacht werden:
00 =̂ −1 (3.7)
01 =̂ 0 (3.8)
10 =̂ 1 . (3.9)
In diesem Kapitel wird mit |I〉B ein Basiszustand bezeichnet, wobei I die Ganzzahl ist,
dessen Binärdarstellung dem Spinzustand entspricht. Überlagerungszustände werden mit
|ψ〉 bezeichnet.
Sobald die lokalen Zustände definiert worden sind und ein Zustand aus N Spins durch eine
Ganzzahl eindeutig festgelegt ist, können die Operatoren effizient durch bitweise Opera-
tionen implementiert werden. Ein Spinflip-Operator, angewandt auf den Zustand |I〉B, der
einen Spin-1/2 an Stelle k flippen soll, würde zum Beispiel der bitweisen XOR-Operation
I XOR (1 k) (3.10)
entsprechen. Dabei bedeutet 1  k, dass jedes Bit der Zahl 1 um k Stellen nach links
verschoben, also mit 2k multipliziert wird.
Die Speicherung aller Zustände ist nun sehr einfach: Die Zustände – diese sind Überlage-
rungen der Sz-Zustände – können in einem Vektor v gespeichert werden. Dieser Vektor




vi |i〉B . (3.11)
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Der Vorfaktor vor dem Zustand |i〉B ist die i-te Komponente vi von v.
Dieses Verfahren funktioniert im Grunde immer, auch wenn einige Zustände |i〉B einen Vor-
faktor vi = 0 aufweisen, weil sie z.B. aufgrund von Symmetrien nicht auftreten. Der Zweck
von Symmetrien ist es jedoch, die Größe des zu betrachtenden Hilbertraumes zu reduzieren
und dementsprechend nur Vektoren mit einer Größe NHsym < NH zu speichern. Dann ent-
spricht der Index des Vektors v jedoch nicht mehr der Ganzzahl, dessen Binärdarstellung
den Zustand repräsentiert. Es wird also eine bijektive Abbildung
I : {0,1, . . . ,NHsym − 1} → I (3.12)
i 7→ I(i) , (3.13)
mit I als Menge aller auftretenden Ganzzahlen, benötigt, welche zu jedem Index i ∈ I die
entsprechende Ganzzahl I(i) ∈ I des Zustands liefert. Diese Abbildung ist sehr einfach zu
implementieren, da nur ein weiterer Vektor I gespeichert werden muss, dessen Komponen-
ten Ii = I(i) genau die Ganzzahldarstellung des mit dem Index i assoziierten Zustands
sind.
Das Hauptproblem ist jedoch die Umkehrung: Den Index i(I) zu einem gegebenen Zu-
stand |I〉B schnell und speichereffizient zu finden ist ein hochgradig nichttriviales Problem.
Während eine lineare Suche in I oder eine Hashmap zwar wenig Speicher erfordern, dafür
aber sehr langsam sind, so ist der naive Ansatz, einen weiteren Vektor zu speichern, wel-
cher jedem Zustand einen Index zuordnet, zwar überaus schnell, benötigt jedoch sehr viel
Arbeitsspeicher, da dieser Vektor die Größe NH des gesamten Hilbertraumes aufweist.
In dem nächsten Unterkapitel wird deshalb erklärt, wie einige Symmetrien ausgenutzt
werden können und es werden mehrere Verfahren vorgestellt, um den Index zu einem
Zustand auf möglichst effiziente Weise zu finden.
3.3 Symmetrien
Wie bereits erwähnt, ist die Ausnutzung von Symmetrien essentiell, um möglichst große
Quantensysteme mit ED behandeln zu können. Im Rahmen dieser Arbeit werden die
Sz-Symmetrie, Translationssymmetrie und Spin-Flip Symmetrie ausgenutzt. Die folgen-
den Unterkapitel erklären die technischen Details zur Ausnutzung dieser Symmetrien.
3.3.1 Sz-Symmetrie
Die Ausnutzung der Sz-Symmetrie gestaltet sich als sehr einfach: Da die Spinzustände in
der Sz-Basis kodiert sind, müssen einfach nur die Zustände berücksichtigt werden, deren
gesamtes Szges dem gewünschten Sz entspricht.
Wird nur die Sz-Symmetrie und keine Translationssymmetrie ausgenutzt, kann ein sehr
effizientes, von Lin [136] vorgeschlagenes, Verfahren implementiert werden, um zu einem
Zustand |I〉B den gesuchten Index i(I) zu finden. Es wird in dieser Arbeit als Lin-Tabellen
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bezeichnet. Für die Erklärung der Funktionsweise von Lin-Tabellen wird sich im Folgenden
auf Spin-1/2 beschränkt. Die Erweiterung auf beliebige Spins ist jedoch offensichtlich.
Zuerst wird jedoch ein kleines Zahlenbeispiel gegeben, wieso Lin-Tabellen einen Vorteil ge-
genüber dem naiven Ansatz bieten. Ein aus 32 Spin-1/2 bestehendes System benötigt einen
Vektor der Größe 232 = 4295000000 =̂ 16GB, um zu einem Zustand den entsprechenden
Index zu finden. Lin-Tabellen basieren auf der Idee, dass ein halb so großes System, also 16
Spins, nur einen Vektor der Größe 216 = 65536 =̂ 256 kB benötigt. Dies ist ein Unterschied
von fünf Größenordnungen im Speicherbedarf.
Der Index des Gesamtsystems soll aus zwei Vektoren ermittelt werden, welche die Größe
eines halb so großen Systems aufweisen. Dies funktioniert folgendermaßen: Der Index i
eines Zustands |I〉B soll als
i(I) = ia(Ia) + ib(Ib) (3.14)
ermittelt werden, indem die ersten N/2 Bits von I die Ganzzahl Ia bilden und die restlichen















cj · 2j−N2 . (3.17)
Für die Teilsysteme a und b werden dann Vektoren ia und ib der Größe 2
N
2 gespeichert, die
jeder Ganzzahl Ia bzw. Ib einen Index ia(Ia) bzw. ib(Ib) zuordnen. Zusätzlich wird noch
die Abbildung (3.13) in dem Vektor I gespeichert, welche dem Index i die Ganzzahl




Zustand a Ia ia(Ia) Zustand b Ib ib(Ib) i = ia + ib
00 0 0 11 3 0 0
01 1 1 01 1 0 1
01 1 1 10 2 1 2
10 2 3 01 1 0 3
10 2 3 10 2 1 4
11 3 5 00 0 0 5
Tabelle 3.1: Darstellung der Lin-Tabellen für ein System aus vier Spin-1/2 mit Szges = 0.
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Die beiden Vektoren werden mit folgendem Algorithmus generiert:
1: J ← 0
2: for Ia ← 0, . . . ,2N2 − 1 do
3: Ja ← i
4: Jb ← 0
5: for Ib ← 0, . . . ,2N2 − 1 do





9: I(Ja + Jb)← Ia + Ib · 2N2
10: Jb ← Jb + 1
11: J ← J + 1
12: end if
13: end for
14: end for .
In Tabelle 3.1 findet sich eine tabellarische Darstellung des Algorithmus für ein System aus
vier Spin-1/2 mit Szges = 0. Die drei Vektoren I, ia und ib sind am Ende des Algorithmus
durch
I = (11002,01012,10012,01102,10102,00112)






Diese Methode funktioniert leider nicht, wenn die Translationssymmetrie ausgenutzt wird.
Lin hat deshalb ein Verfahren vorgeschlagen, welches als Untergitterkodierung (engl. sublat-
tice coding) bezeichnet wird [136]. Die tatsächliche Implementation von diesem Verfahren
ist in Referenz 136 jedoch nicht ausführlich erklärt. Die beiden folgenden Kapitel erklären
die Grundlagen für die Ausnutzung der Translationssymmetrie in periodischen Systemen
und eine an Referenz 135 angelehnte Herangehensweise die Untergitterkodierung zu imple-
mentieren.
3.3.2 Translationssymmetrie
In dieser Arbeit wird die Translationssymmetrie nur für periodische zweidimensionale Sys-
teme mit einelementiger Einheitszelle ausgenutzt. Folglich beziehen sich sämtliche Erläute-
rungen in diesem Kapitel auf zwei Dimensionen, wobei eindimensionale Systeme als Grenz-
fall mit inbegriffen sind und die Erweiterung auf Systeme mit mehr als zwei Dimensionen
sich als unkompliziert erweist.
Gegeben sei also ein zweidimensionaler periodischer Cluster mit N = xmax · ymax Gitter-
plätzen, welcher durch die beiden linear unabhängigen Vektoren vx und vy aufgespannt
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wird. Der Ort Ri eines jeden Gitterplatzes wird dabei gemäß
Ri = xi · vx + yi · vy xi ∈ {0,1, . . . ,xmax − 1}, yi ∈ {0,1, . . . ,ymax − 1} (3.22)
eindeutig durch das Tupel (xi,yi) festgelegt. Der Cluster besitze also insgesamt xmax Git-
terplätze in die durch vx definierte x-Richtung sowie ymax Gitterplätze in die durch vy
definierte y-Richtung. Jeder Gitterplatz kann also entweder durch das Paar (xi,yi) oder
den Index i gekennzeichnet werden.
Ein Zustand |ψ〉 auf diesem Cluster kann, wie in Kapitel 3.2 beschrieben, als Überlagerung
der Basiszustände |I〉B geschrieben werden. Weiterhin seien die Translationsoperatoren Tx
und Ty durch ihre Wirkung auf die Basiszustände definiert, indem sie die Gitterplätze
entlang der Basisvektoren vx und vy auf dem Gitter verschieben:
Tx |I〉B = Tx |. . . ,sz(xi,yi), . . .〉 = |. . . ,sz((xi+1) mod xmax,yi), . . .〉 (3.23)
Ty |I〉B = Ty |. . . ,sz(xi,yi), . . .〉 = |. . . ,sz(xi,(yi+1) mod ymax), . . .〉 . (3.24)
Sie induzieren also die Abbildungen
T˜x : (x,y) 7→ ((x+ 1) mod xmax, y) (3.25)
T˜y : (x,y) 7→ (x, (y + 1) mod ymax) , (3.26)
welche jeden Gitterplatz auf einen anderen Gitterplatz abbilden.
Die Periodizität des Clusters bedeutet nun, dass die Translationsoperatoren Tx in x-Rich-
tung und Ty in y-Richtung den Hamiltonoperator invariant lassen. Es gilt also
[Tx,Ty] = 0 (3.27)
[Tx,H] = 0 (3.28)
[Ty,H] = 0 . (3.29)





















mit k := (kx,ky)T und kx ∈ {0,1, . . . ,xmax − 1}, ky ∈ {0,1, . . . ,ymax − 1}, angewendet auf
einen beliebigen Zustand |ψ〉, einen Eigenzustand von Tx und Ty erzeugt:
TxPk |ψ〉 = e−2pii
kx
xmax Pk |ψ〉 (3.31)
TyPk |ψ〉 = e−2pii
ky
ymax Pk |ψ〉 . (3.32)
Mit B wird nun die Menge aller Basiszustände |I〉B des Hilbertraums H bezeichnet. Einige
dieser Zustände sind über Translationen miteinander verknüpft:
|I ′〉B = eiϕT jxx T jyy |I〉B . (3.33)
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Das bedeutet, dass ein Zustand |I ′〉B bis auf eine globale Phase ϕ ∈ R durch Translation
aus dem Zustand |I〉B erhalten werden kann. Die Menge OR aller Zustände, welche aus
einem dieser Zustände |R〉B erhalten werden können, ist also durch
OR :=
{
|I〉B ∈ B | ∃jx,jy ∈ N0, ϕ ∈ R : eiϕT jxx T jyy |R〉B = |I〉B
}
(3.34)
definiert. Eine äquivalente Definition ist es OR als die Menge aller Zustände, welche ge-
schlossen unter der Translationsgruppe sind, zu definieren. Der Zustand |R〉B wird Reprä-
sentant genannt. Die Wahl dieses Repräsentanten ist offensichtlich nicht eindeutig, da jeder
Zustand aus OR ein Repräsentant sein könnte. Der Repräsentant muss daher in irgendei-
ner Weise festgelegt werden. Eine oft verwendete Konvention ist, dass aus allen Zustände
|I〉B ∈ OR derjenige als Repräsentant gewählt wird, der die kleinste Ganzzahldarstellung
I besitzt. Die Menge OR wird auch als Orbit der Zustände |I〉B ∈ OR bezeichnet.
Alle Zustände |I〉B ∈ OR besitzen nun die Eigenschaft, dass Pk |I〉B denselben – bis auf
eine globale Phase – translationsinvarianten Zustand liefert. Folglich sind sämtliche trans-
lationsinvarianten Zustände durch
|Rk〉 := Pk |R〉B√
B 〈R|Pk|R〉B
(3.35)
definiert. Theoretisch müssten jetzt die Superpositionen, durch die die |Rk〉 aus den Ba-
siszuständen hervorgehen, gespeichert werden. Es wird sich jedoch herausstellen, dass es
ausreicht für jeden Zustand den Repräsentanten zu ermitteln und die Norm
√
B 〈R|Pk|R〉B
für diesen zu speichern. Das folgt aus der Eigenschaft
〈R′k|H|Rk〉 = B
〈R′|PkHPk|R〉B√
B 〈R′|Pk|R′〉B B 〈R|Pk|R〉B
= B
〈R′|PkH|R〉B√
B 〈R′|Pk|R′〉B B 〈R|Pk|R〉B
, (3.36)
welche sich direkt aus den Gleichungen (3.28), (3.29) und der Projektoreigenschaft von Pk
ergibt.
Gleichung (3.36) sagt aus, dass der Hamiltonoperator H direkt auf einen Basiszustand an-
gewendet werden kann und es ausreicht anschließend den Projektionsoperator anzuwenden.
Im Allgemein ist der Zustand
|ψ〉 = H |R〉B (3.37)




ci · |I(i)〉B (3.38)
beliebiger Basiszustände. Durch Anwendung von Pk auf diese Superposition wird jeder
Zustand |I(i)〉B symmetrisiert. Innerhalb dieser symmetrisierten Zustände existiert auch














Da als nächstes das Skalarprodukt mit dem Repräsentanten |R′〉B gebildet wird, fallen alle
Nicht-Repräsentanten weg. Wenn also die Phase θ – oder jx und jy – die den Zustand |I(i)〉
mit seinem Repräsentanten verbindet, bekannt ist, reicht es den Gesamtzustand des Sys-
tems durch einen Vektor zu beschreiben, welcher die Vorfaktoren vor den Repräsentanten
enthält. Diese Eigenschaft führt zu einem enormen Geschwindigkeits- und Speichergewinn
und ermöglicht die effiziente Berechnung von Quantensystemen. Angemerkt sei an dieser
Stelle, dass die Hamiltonmatrix des Systems in Blöcke mit festem Impuls k zerfällt. Diese
können aufgrund der Phase nun komplexwertig sein. Weiterhin führt die Ausnutzung die-
ser Symmetrie auch zu einer erhöhten Stabilität des Lanczos-Algorithmus, da energetische
Entartungen reduziert werden.
3.3.3 Untergitterkodierung
Die Untergitterkodierung [135, 136] erweitert die Idee der Lin-Tabellen (siehe Kapitel 3.3.1),
sodass auch bei Ausnutzung der Translationssymmetrie der Index iR des Repräsentanten
|R〉B zu einem Zustand |I〉B effizient ermittelt werden kann. Eine verständliche und aus-
führliche Beschreibung findet sich in Referenz 135. Dieses Kapitel erklärt die Grundlagen
des Verfahrens und erweitert die Notation auf zweidimensionale Systeme.
Das Verfahren wird in dieser Arbeit für Systeme mit einelementiger Einheitszelle vorge-
stellt. Verallgemeinerungen auf beliebige L-elementige Einheitszellen sind ebenfalls mög-
lich, wobei die Ausnutzung der Translationssymmetrie für Systeme mit kleineren Ein-
heitszellen einen deutlich größeren Einfluss hat. Zusätzlich wird sich in dieser Arbeit auf
Systeme mit einer geraden Anzahl an Gitterplätzen beschränkt. Das Verfahren der Un-
tergitterkodierung kann jedoch auch für eine ungerade Anzahl an Gitterplätzen verwendet
werden [135].
Gegeben sei nun ein Cluster mit einelementiger Einheitszelle und gerader Anzahl an Git-
terplätzen in x-Richtung. Es werden dann zwei Teilsysteme a und b definiert, sodass die
Gitterplätze entlang der x-Richtung abwechselnd zu Teilsystem a und b gehören. Als Bei-
spiel soll hier der in Abbildung 3.1 dargestellte Cluster mit 18 Gitterplätzen eines Dreiecks-
gitters dienen: Die schwarzen Gitterplätze gehören zu Teilsystem a, während die blauen
Gitterplätze zu Teilsystem b gehören. Die in Abbildung 3.1 angegebene Nummerierung ist
gerade so gewählt, dass die ersten M = 9 Bits zum Teilsystem a und die letzten 9 Bits
zum Teilsystem b gehören.
Die Ganzzahl I, die den Zustand |I〉B des Gesamtsystems beschreibt, lässt sich nun – wie
bei den Lin-Tabellen – durch die Ganzzahlen Ia und Ib der beiden Teilsysteme darstellen:
I = Ia + Ib · 2M . (3.40)
Für den Zustand wird dann, der Notation aus Referenz 135 folgend,
|I〉B := |Ia〉B z©|Ib〉B (3.41)
geschrieben. Die Zustände |Ia〉B und |Ib〉B stammen jetzt aus einem Hilbertraum, welcher
deutlich kleiner ist als der Hilbertraum des Gesamtsystems. Essentiell bei der Aufteilung
37
Kapitel 3 Exakte Diagonalisierung
Abbildung 3.1: Ein periodischer Cluster mit 18 Gitterplätzen auf dem Dreiecksgitter. Gestrichelte
Linien deuten periodische Kopplungen an. Schwarze Kreise gehören zu Teilsystem a, während blaue
Kreise zu Teilsystem b gehören.
des Gitters in die Teilsysteme a und b ist, dass beide Teilsysteme die gleiche Translations-
gruppe besitzen. Der Translationsoperator in y-Richtung wirkt nur auf die einzelnen Teil-
systeme, während der Translationsoperator in x-Richtung die beiden Teilsysteme tauscht.
Dadurch folgen direkt die Zusammenhänge
Tx |I〉B = Tx (|Ia〉B z©|Ib〉B) = (Tx |Ib〉B) z©|Ia〉B (3.42)
Ty |I〉B = Ty (|Ia〉B z©|Ib〉B) = (Ty |Ia〉B) z© (Ty |Ib〉B) (3.43)
zwischen der Translation des Gesamtzustands |I〉B und der Translation der Zustände |Ia〉B































Aufgrund der sehr geringen Hilbertraumgröße der Teilsysteme können alle nötigen Infor-
mationen gespeichert werden. Da sich die Teilsysteme a und b bezüglich der Translation
nach Voraussetzung identisch verhalten sollen, braucht dies nur für eines der Teilsyste-
me durchgeführt werden. Hier wird o.B.d.A. Teilsystem a verwendet. Der Index ia eines
Zustands |Ia〉B entspricht direkt der Ganzzahl Ia seiner Binärdarstellung und der Reprä-
sentant ra sowie die nötigen Translationen ja,x und ja,y können für jeden Zustand |Ia〉B
als Vektor gespeichert werden. Weiterhin kann für jeden Zustand |Ia〉B gespeichert werden,
welchem Orbit Ora er angehört.
Wegen der Translationssymmetrie gilt selbstverständlich
T xmaxx |ra〉B = |ra〉B (3.46)
T ymaxy |ra〉B = |ra〉B , (3.47)





y |ra〉B = |ra〉B (3.48)
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mit 0 ≤ ja,x < xmax, 0 ≤ ja,y < ymax und (ja,x,ja,y) 6= (0,0) invariant sind. Alle Re-
präsentanten, welche bezüglich derselben Translationen invariant sind, werden derselben
Untergruppe ga zugeordnet. Zu welcher Untergruppe ein Repräsentant gehört, wird eben-
falls in einem Vektor gespeichert.
Es ist so, dass die aus allen Repräsentanten |ra〉B und |rb〉B der Teilsysteme a und b
gebildeten Zustände
|ra,rb〉B = |ra〉B z©|rb〉B (3.49)
nicht alle Repräsentanten des Gesamtsystems beschreiben. Um alle Repräsentanten zu
erhalten, muss gemäß der Gleichungen (3.42) und (3.43) nur eine relative Translation zwi-
schen |ra〉B und |rb〉B eingeführt werden. Auf diese Weise lassen sich durch die Zustände







mit ra ≤ rb alle Repräsentanten des Gesamtsystems darstellen. Es kann sogar vorkommen,
dass gar nicht alle Translationen benötigt werden, um sämtliche Repräsentanten zu erhal-
ten. Die Einschränkung ra ≤ rb wird gemacht, da durch Anwendung von Tx die beiden
Teilsysteme getauscht werden.
Wenn nun der Repräsentant zu einem allgemeinen Zustand
|I〉B = |Ia〉B z©|Ib〉B
= T ixx T
iy
y |ra,rb,jx,jy〉B











ermittelt werden soll, das heißt der Index iR des Repräsentanten im Zustandsvektor sowie
die Phase (3.39), dann müssen die Exponenten ix, iy und jx, jy bestimmt werden. Diese
können allerdings eindeutig aus den Informationen der Teilsysteme erhalten werden. Da die
Exponenten ja,x, ja,y, jb,x, jb,y und die zugehörigen Untergruppen ga und gb der Orbits für
jeden Zustand |ra〉B und |rb〉B in Vektoren gespeichert sind, werden nur die Abbildungen
t< : (ja,x,ja,y,jb,x,jb,y,ga,gb) 7→ (ix,iy,jx,jy) (3.52)
t= : (ja,x,ja,y,ga) 7→ (ix,iy,jx,jy) (3.53)
t> : (ja,x,ja,y,jb,x,jb,y,ga,gb) 7→ (ix,iy,jx,jy) (3.54)
s : (ra,rb,jx,jy) 7→ iR (3.55)
benötigt. Diese Abbildungen können als Vektoren gespeichert werden und liefern deshalb
einen effizienten Zugang zu den für die Ausnutzung der Translationssymmetrie nötigen
Parametern.
Die Konstruktion der Abbildungen (3.52) bis (3.55) ist sehr einfach. Für alle ga und gb wird
jeweils ein beliebiger Repräsentant |ra〉B und |ra〉B dieser Untergruppe ausgewählt. Dann
wird in umgekehrter Reihenfolge über ix, iy, jx, jy iteriert, der Zustand (3.51) gebildet und
die Exponenten ja,x,ja,y,jb,x,jb,y von |Ia〉B und |Ib〉B bestimmt. Die dadurch erhaltenen ix,
iy, jx, jy sind dann die Minimalen, welche den Repräsentanten |ra,rb,jx,jy〉B erzeugen und
ihn mit dem Zustand (3.51) verbinden.
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3.3.4 Spin-Flip Symmetrie
Es kommt oft vor, dass das System eine Spin-Flip Symmetrie aufweist, was bedeutet,
dass der Operator Tflip, welcher in einem Zustand jeden Spin szi auf −szi abbildet, mit
dem Hamiltonoperator vertauscht. Weiterhin vertauscht dieser Operator auch mit den





(1 + f · Tflip) f ∈ {−1,1} . (3.56)
Die Anwendung von Tflip auf einen symmetrisierten Zustand Pf |ψ〉 liefert dann den Ei-
genwert f . Die Form ist also identisch zu der Form des Translationsprojektors Pk (sie-
he Gleichung (3.30)). Entsprechend kann die Spin-Flip Symmetrie einfach als eine dritte
„k-Quantenzahl“ berücksichtigt werden. Die Verallgemeinerung der obigen Formeln auf das
Tripel (kx,ky,f) ist offensichtlich und leicht durchzuführen.
Für Systeme mit Spin-Flip und Sz-Symmetrie ist es nur sinnvoll, die Spin-Flip Symmetrie
im Sz = 0 Sektor auszunutzen. In den anderen Sektoren bedeutet sie lediglich, dass es
ausreicht alle Sektoren mit Sz > 0 (oder Sz < 0) zu berechnen.
3.3.5 Weitere Symmetrien
Um noch größere Systeme mit exakter Diagonalisierung behandeln zu können, müssen noch
mehr Symmetrien betrachtet werden. Die Grundvoraussetzung damit mehrere Symmetrien
gleichzeitig verwendet werden können, ist, dass die entsprechenden Operatoren miteinander
kommutieren, also ein gemeinsames System von Eigenzuständen besitzen. Gerade bei der
Betrachtung von Raumsymmetrien kann dies nicht immer gewährleistet werden.
Abschließend noch der Hinweis, dass für gewisse Modelle das Programmpaket
SPINPACK [137] verwendet werden kann, welches alle topologischen Symmetrien,
Sz-Symmetrie und die Spin-Flip Symmetrie automatisch ermittelt und ausnutzt. Unter




In diesem Kapitel werden mehrere Arten von flussgefüllten Hubbardmodellen [28] unter-
sucht, indem sie auf effektive Quantenspinmodelle abgebildet und diese dann analysiert
werden. Die betrachteten Hubbardmodelle sind die Folgenden: Ein anisotropes Quadrat-
gitter mit endlichem pi-Fluss in den Plaketten (flussgefülltes Quadratgitter) [40, 110] sowie
ein Dreiecksgitter mit einem pi-Fluss in jedem zweiten Dreieck (pi-Fluss Dreiecksgitter) [51].
Für eine Familie von flussgefüllten Quadratgittern werden effektive Spinmodelle mittels
graphenbasierter kontinuierlicher unitärer Transformationen (gCUTs) abgeleitet. Im An-
schluss wird die Triplonlücke, ausgehend von einem Valenzbondkristall (VBS), mittels
perturbativer kontinuierlichen unitärer Transformationen (pCUTs) bestimmt. Aus dieser
Lücke kann dann ermittelt werden, wann die Valenzbondphase zusammenbricht. Beide
CUT-Methoden werden in Kapitel 2.2.2 beschrieben.
Für das Hubbardmodell auf dem pi-Fluss Dreiecksgitter wurde mittels der variationellen
Cluster Näherung (VCA von engl. variational cluster approximation) eine nichtmagnetische
isolierende Phase – welche ein Kandidat für eine Quantenspinflüssigkeit ist – innerhalb des
Mottisolators gefunden [51]. Ziel dieser Arbeit ist es unter anderem zu überprüfen, ob diese
Phase auch durch ein effektives Spinmodell beschrieben werden kann. Da diese Phase, wie
die antiferromagnetisch geordnete Phase, ebenfalls eine Ladungslücke aufweist, sollte eine
Beschreibung durch ein effektives Quantenspinmodell prinzipiell möglich sein.
4.1 Hubbardmodell auf flussgefüllten Quadratgittern
Die Resultate dieses Kapitels wurden bereits in Referenz 40 publiziert. Sie basieren wei-
terhin auf den grundlegenden Überlegungen aus Referenz 138. Neben den Ergebnissen,
welche mit den in dieser Doktorarbeit vorgestellten Methoden ermittelt wurden, werden
auch die Quanten-Monte-Carlo (QMC) Ergebnisse aus Referenz 40 gezeigt, da diese in
Zusammenarbeit mit Fakher Assaad von der Universität Würzburg entstanden sind.
Betrachtet wird das halbgefüllte Hubbardmodell [28]













Abbildung 4.1: Ausschnitt aus dem anisotropen Quadratgitter. Schwarze Linien entsprechen der
Kopplung tij = t und blaue Linien der Kopplung tij = t′.
bei Temperatur T = 0 auf dem in Abbildung 4.1 dargestellten anisotropen Quadratgit-
ter. Der Besetzungszahloperator für Elektronen mit Spin σ auf Gitterplatz i ist durch
niσ = c
†
iσciσ gegeben. Dabei bezeichnen c
(†)
iσ fermionische Vernichtungsoperatoren (Erzeu-
gungsoperatoren) von Elektronen mit Spin σ auf Gitterplatz i. Durch 〈i,j〉 wird die Summe
auf Kopplungen zwischen nächsten Nachbarn eingeschränkt. Dabei sind, wie für das repul-
sive Hubbardmodell üblich, U > 0 und t > 0 gewählt. Für t′ = t ergibt sich das isotrope
Quadratgitter, auf welchem sich aufgrund von Nesting für beliebig kleine Werte von U
eine langreichweitige Néelordnung ausbildet [139–141]. Demzufolge werden für t′ > 0 keine
spannenden physikalischen Phänomene erwartet. Im Gegensatz dazu gibt es für negative t′
Vorschläge für die Existenz von exotischen nichtmagnetischen Phasen [110], weshalb sich
in dieser Arbeit auf t′ < 0 beschränkt wird.
Die Kopplung t′ sorgt dafür, dass beim Umlauf einer Plakette ein Fluss durch diese entsteht.
Für t′ = −t wäre es ein pi-Fluss [110] und für t′ = 0 ergibt sich das Bienenwabengitter.
Für den Fall U = 0 reduziert sich das Hubbardmodell auf ein Modell freier Fermionen,
kann exakt durch Fouriertransformation gelöst werden und liefert die Dispersion [40, 138]
E±(k) = ±
∥∥∥(t′ − 1) + (1 + e−ika1)(1 + e−ika2)∥∥∥ (4.2)
mit den Gittervektoren a1 = (a,a) und a2 = (a, − a) und der Gitterkonstanten a. Eine







(t′ − t)2 + 4t2 , (4.3)
welche eine charakteristische Energieskala für die Kinetik der Elektronen darstellt. Werden





2 ≈ 5.66 für t′/t = −1
2
√
13 ≈ 7.21 für t′/t = −2
4
√
5 ≈ 8.94 für t′/t = −3
(4.4)
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für die Bandbreite. Für den in dieser Arbeit diskutierten Starkkopplungslimes gibt die
inverse Bandbreite t/W ein Maß dafür an, bis zu welchen Werten von t/U die Ableitung
von effektiven Spinmodellen sinnvoll ist.
4.1.1 Starkkopplungslimes
Zuerst soll der Starkkopplungslimes t/U, t′/U → 0 betrachtet werden. In diesem sind
die Ladungsfluktuationen irrelevant und die Niederenergiephysik lässt sich durch ein ef-
fektives Spinmodell beschreiben. Zur Ableitung solcher Spinmodelle wurden bereits viele
unterschiedliche Methoden verwendet [32–39], wobei sich für das hier betrachtete Gitter in
führender Ordnung Störungstheorie das J-J ′-Heisenbergmodell
Hspin = E0 + J
∑
t-Bonds
Si · Sj + J ′
∑
t′-Bonds














und N als Gesamtanzahl an Gitterplätzen ergibt. Dieses Spinmodell kann aufgrund der feh-
lenden Frustration effizient mit Quanten-Monte-Carlo Methoden untersucht werden [111].
Es ergibt sich ein Phasenübergang zweiter Ordnung zwischen einer langreichweitig magne-
tisch geordneten Néelphase für kleine J ′/J und einem paramagnetischen Valenzbondkris-
tall für große J ′/J . Der Übergang zwischen diesen beiden Phasen gehört zur O(3)-Uni-
versalitätsklasse und liegt bei J ′/J = 2.5196 [111], welches dem Verhältnis
t′/t = ±
√
J ′/J = ±1.5873 (4.9)
entspricht. Während die magnetisch geordnete Phase lückenlose Goldstone-Bosonen als
Anregungen besitzt [142], weist der Valenzbondkristall lückenbehaftete Triplonen [115] als
Anregungen auf. Diese Triplonen entsprechen angezogenen (von engl. dressed) Anregungen
von Singuletts auf den t′-Bonds zu Tripletts.
4.1.2 Effektives Spinmodell
Es wird die in Kapitel 2.2.2 beschriebene gCUT-Methode verwendet, um für verschiede-
ne Werte von t/U und t′/t effektive Spinmodelle abzuleiten. Verwendet wird der Quasi-
teilchengenerator, wobei alle Zustände ohne Doppelbesetzung den Eigenwert qi = 0 des
Zähloperators Q aufweisen, während alle anderen Zustände mit mindestens einer Doppel-
besetzung den Eigenwert qi = 1 besitzen. Dies weicht von der üblichen Definition von Q
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ab, bei der qi mit der Anzahl an Doppelbesetzungen identifiziert wird [34, 35, 37, 39, 103].
Die hier verwendete Wahl hat jedoch numerische Vorteile, da die CUT die Blöcke mit
Doppelbesetzungen nicht mehr untereinander separieren muss.
Für die Ableitung wird allerdings keine volle Graphenentwicklung genutzt, sondern eine
Art Rechteckentwicklung [108, 116–118]. Zum einen verringert sich so der kombinatorische
Aufwand für die Erzeugung aller Graphen und zum anderen weisen die verwendeten Gra-
phen mehr Gittersymmetrien auf. Für das Bienenwabengitter wurde eine ähnliche gCUT-
Entwicklung schon erfolgreich durchgeführt [39]. Die Entwicklung wird mit Graphen, die
bis zu drei Quadrate und acht Gitterplätze besitzen, durchgeführt, wobei weiterhin alle
Graphen mit mehr als vier Gitterplätzen in eine Richtung ebenfalls ausgeschlossen wer-
den. Alle dadurch entstehenden topologisch inäquivalenten Graphen G(n)ν sind in Abbil-
dung 4.2 grafisch dargestellt, wobei ν die Anzahl an Knoten des Graphen bezeichnet und n
die Graphen mit identischer Knotenanzahl durchnummeriert. Wie für das Linked-Cluster
Theorem (siehe Kapitel 2.1.2) nötig, ist die Menge der Graphen schnittstabil und stellt so
eine valide Entwicklung dar. Mit gCUT(ν) werden die Ergebnisse bezeichnet, bei der alle
Graphen mit bis zu ν Gitterplätzen berücksichtigt werden.
Zusätzlich wird das in den Referenzen 40 und 138 vorgestellte Verfahren zur Erzeugung der
für die CUT verwendeten Basis bei Ausnutzung der SU(2)-Symmetrie verwendet. Um die
CUT auf endlichen Graphen durchzuführen, müssten eigentlich alle möglichen Hubbardzu-
stände erzeugt werden. Die Anzahl an Flussgleichungen für den Graphen G(n)ν wächst dann
jedoch mit 4ν × 4ν , weshalb es sinnvoll ist Symmetrien auszunutzen. In den ursprüngli-
chen Publikationen zur gCUT-Methode [39, 103] wurde nur die Sz-Symmetrie ausgenutzt,
während hier die vollständige SU(2)-Symmetrie ausgenutzt und mit einem iterativen Ver-
fahren – ähnlich dem Lanczos-Algorithmus – zur Erzeugung einer deutlich kleineren Zu-
standsmenge kombiniert wird. Die SU(2)-Symmetrie kann einfach durch Berechnung der
Clebsch-Gordan Koeffizienten implementiert werden [143, 144].
Der iterative Algorithmus erzeugt, ausgehend von einer Anfangsmenge B0, welche alle or-
thogonalisierten Zustände ohne Doppelbesetzungen und der gewünschten Symmetrie ent-
hält, durch Anwendung des Hamiltonoperators H auf diese Zustände weitere Zustände. Da
H sämtliche Symmetrien erhält, besitzen die resultierenden Zustände ebenfalls wieder die-
se Symmetrien, enthalten aber Doppelbesetzungen. Durch Anwendung des modifizierten
Gram-Schmidt Verfahrens [145] werden die neuen Zustände ebenfalls orthogonalisiert. Nun
wird die Hamiltonmatrix in den Zuständen aufgestellt und die CUT durchgeführt, um den
Block ohne Doppelbesetzungen (0QP-Block) von dem Block mit Doppelbesetzungen (1QP-
Block) zu trennen. Dieses Verfahren wird solange wiederholt bis der doppelbesetzungsfreie
Block konvergiert ist.
Dabei wird die Konvergenz der CUT über die quadratische Summe der Elemente, die
den 0QP- mit dem 1QP-Block verbinden, gebildet – die sogenannte ROD (vom englischen
residual of off-diagonal elements). Sobald diese kleiner als 10−10 ist, wird die CUT gestoppt.
Typischerweise führt der Quasiteilchengenerator zu einer Minimierung der ROD, welches
allerdings problematisch wird, wenn der 1QP-Block Eigenwerte enthält, die kleiner als die
Eigenwerte im 0QP-Block sind. Dann werden die korrespondierenden Zustände während
der CUT getauscht [123], wodurch die Entkopplung der Spin- und Ladungsfreiheitsgrade
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Abbildung 4.2: Alle topologisch inäquivalenten Graphen G(n)ν für die Rechteckentwicklung des
anisotropen Quadratgitters mit bis zu drei Quadraten und acht Knoten. Schwarze Linien stellen
die Kopplung t dar, während blaue Linien die Kopplung t′ darstellen. Der Index ν bezeichnet die
Anzahl Knoten und n nummeriert Graphen mit derselben Anzahl Knoten durch.
auf dem Graphen nicht mehr korrekt funktioniert. Das Austauschen der Zustände führt
allerdings zu einem temporären Anstieg der ROD und es erscheint daher sinnvoll, die CUT
abzubrechen, sobald ein Minimum in der ROD erreicht ist. Offensichtlich entsteht dann
ein Problem, wenn die ROD beim Abbruch der CUT noch sehr groß ist. Dieses Problem
tritt für große Werte von t/U bei den Graphen mit acht Gitterplätzen auf, wie später in
diesem Unterkapitel genauer erläutert wird.
Die Konvergenz des doppelbesetzungsfreien Blocks wird für jedes Element einzeln über-
prüft. Wenn die Differenz aller Elemente des 0QP-Blocks sich zwischen zwei Iterationen
um weniger als 10−8 unterscheiden, wird die Iteration beendet.
Obige Methode führt zu einer deutlich schnelleren Konvergenz mit deutlich weniger Zu-
ständen. Durch Ausnutzen der kompletten SU(2)-Symmetrie für die Startzustände, wird
diese Konvergenz nochmal beschleunigt. In Tabelle 4.1 ist für den Graphen G(1)6 die Anzahl
Nstart an Startzuständen (Doppelbesetzungsfreie Zustände, welche die gegebene Symmetrie
tragen) und die Anzahl Nerf an benötigten Zuständen, um eine Konvergenz des doppelbe-




S Nstart Nerf S
z Nstart Nerf
S = 0 5 48 Sz = 0 20 400
S = 1 9 73 Sz = ±1 15 225
S = 2 5 19 Sz = ±2 6 36
S = 3 1 1 Sz = ±3 1 1
Tabelle 4.1: Anzahl Nstart der Startzustände und erforderliche Anzahl Nerf an Zuständen, um eine
Konvergenz des doppelbesetzungsfreien Blocks zu erreichen, wenn die Sz- oder SU(2)-Symmetrie
berücksichtigt wird. Die Daten sind für den Graphen G(1)6 mit t′/t = −2 und t/U = 0.1 bestimmt
worden.
tragen. Es lässt sich klar erkennen, dass durch Ausnutzung der SU(2)-Symmetrie deutlich
weniger Zustände benötigt werden, bis die Iteration konvergiert ist.
Auf jedem Graphen G wird nun die beschriebene Methode durchgeführt und der durch die
CUT entkoppelte Block ohne Doppelbesetzungen liefert eine effektive Hamiltonmatrix mit
den Elementen
hGeff,ij = 〈i|HGeff|j〉 . (4.10)







JGij Si · Sj +
∑
i,j,k,l
JGijkl (Si · Sj) (Sk · Sl) + . . . (4.11)
mit der Konstanten EG0 , den Heisenbergkopplungen J
G
ij und den Vierspinkopplungen J
G
ijkl
schreiben. Die Punkte „. . . “ repräsentieren möglichem-Spin Operatoren mitm ∈ {6,8, . . . }.
Für die hier verwendeten Graphen treten maximal Achtspinoperatoren auf, da maxi-
mal acht Gitterplätze betrachtet werden. Gefordert wird nun, dass die Matrixelemente
〈i|HGspin|j〉 des Spinmodells den Matrixelementen der effektiven Hamiltonmatrix nach der
CUT entsprechen sollen:
〈i|HGeff|j〉 = 〈i|HGspin|j〉 . (4.12)
Gleichung (4.12) liefert ein überbestimmtes Gleichungssystem für die Spinkopplungen JGij...,
welches numerisch gelöst werden kann. Allerdings ist es so, dass für größer werdende Gra-
phen die Anzahl an Spinkopplungen schneller wächst als die Anzahl an Matrixelementen,
was auf ein unterbestimmtes Gleichungssystem führt. Dies stellt aber kein großes Problem
dar, da jede Lösung dieses Gleichungssystems valide ist, da sie die relevante Niederener-
giephysik des ursprünglichen Hubbardmodells erfasst.
Es lässt sich leicht sehen, dass die Berechnung der reduzierten Beiträge und die Einbettung
auf das unendliche Gitter der effektiven Spinmodelle (4.11), sich auf das Reduzieren und
Einbetten der Spinkopplungen zurückführen lässt. Durch den Einbettungsprozess werden
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dann die Gittersymmetrien, welche auf einzelnen Graphen gebrochen sein können, wie-
derhergestellt. Anhand der wichtigen Nächstnachbar-Kopplung J ′ wird nun ein Beispiel
gegeben, wie die reduzierten Beiträge und die Einbettung bis gCUT(6) aussehen. Um die































































und durch Einbetten ergibt sich














Sowohl bei den reduzierten Beiträgen, als auch beim Einbetten wurde berücksichtigt, dass








Die Diskussion des resultierenden Spinmodells wird in dieser Arbeit auf maximal Vierspin-
terme eingeschränkt, wodurch sich, die in Abbildung 4.3 dargestellten, sieben Kopplungen
für das im thermodynamischen Limes gültige effektive Spinmodell ergeben. Diese Ein-
schränkung folgt aus einer störungstheoretischen Betrachtungsweise: Da die Amplitude
der Spinkopplungen von t/U und t′/U abhängt, werden mit den gewählten Kopplungen
fast alle Kopplungen berücksichtigt, welche in vierter Ordnung Störungstheorie auftreten
– sie sind dennoch nichtperturbativ abgeleitet. Lediglich eine Heisenbergkopplung zwi-
schen über-übernächsten Nachbarn wurde vernachlässigt, da diese bekanntermaßen eine
sehr kleine Amplitude aufweist, während für die Vierspinterme auf einzelnen Quadraten
für das isotrope Quadrat- und Dreiecksgitter bereits gezeigt wurde, dass diese einen großen
und wichtigen Beitrag liefern [34, 35, 37, 39, 103]. Die Kopplung J3 zwischen übernächsten
Nachbarn ist eine Größenordnung kleiner als die anderen betrachteten Zweispinkopplungen,
weshalb sie eine Ausnahme darstellt. Sämtliche Amplituden der Sechs- und Achtspinterme
sind, im betrachteten Parameterbereich, ebenfalls mindestens eine Größenordnung kleiner
als die Zweispinkopplungen (mit Ausnahme von J3). Unter diesen Einschränkungen lässt
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(a) Zweispinkopplungen (b) Vierspinkopplungen
Abbildung 4.3: Grafische Darstellung der (a) Zweispinkopplungen J ′, J1, J2, J3 und (b) Vier-
spinkopplungen J=, J‖, J× des effektiven Spinmodells.
sich das effektive Spinmodell als
Hspin = E0 +H
′ +H (4.20)
H ′ = J ′
∑
〈i,j〉′




Si · Sj + J2
∑
〈i,j〉2






(i,j,k,l)∈ [J= (Si · Sj) (Sk · Sl) + J‖ (Si · Sl) (Sj · Sk)
+ J× (Si · Sk) (Sj · Sl)] (4.22)
schreiben. Dabei geht die Summe
∑
(i,j,k,l)∈ über alle Quadrate des Gitters und die i,j,k,l
werden von der linken oberen Ecke des jeweiligen Quadrates startend im Uhrzeigersinn
durchlaufen. Die mittels gCUT(ν) (ν ∈ {4,6,8}) resultierenden Amplituden der Spinkopp-
lungen sind für t′/t ∈ {−1,− 2,− 3} in Abbildung 4.4 dargestellt.
Es lässt sich erkennen, dass die inverse Bandbreite eine charakteristische Energieskala für
die Konvergenz der gCUT-Rechnungen darstellt. Für t/U ≤ t/W werden die Resultate
mit zunehmender gCUT-Ordnung ν kontinuierlich verbessert, während für größere t/U
deutlich höhere ν nötig sind, um konvergente Resultate zu erzielen. Dies ist plausibel,
da die erhöhten Ladungsfluktuationen zu einer größeren Korrelationslänge führen. Zusätz-
lich wurde für die großen Cluster mit acht Gitterplätzen und t′/t = −3 die Integration
der Flussgleichungen bei einem Minimum der ROD abgebrochen, bevor die Trennung der
Spin- und Ladungsfreiheitsgrade vollständig abgeschlossen war. Dies lässt sich in Abbil-
dung 4.4 (c) an einem nichtmonotonen Verhalten der Spinkopplungen erkennen und deutet
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Abbildung 4.4: Relative Amplituden der Spinkopplungen Jα/J ′ (α ∈ {1,2,3, ‖ , = ,×}) in Ab-
hängigkeit von t/U für (a) t′/t = −1, (b) t′/t = −2, (c) t′/t = −3. Unterschiedliche Farben reprä-
sentieren unterschiedliche Kopplungen Jα/J ′ und die Quadrate, Rauten und Kreise sind gCUT(4),
gCUT(6) bzw. gCUT(8). Die inverse Bandbreite t/W wird durch vertikale gestrichelte Linien an-
gezeigt. Bildeinschübe: Spinkopplung J ′/U in Abhängigkeit von t/U . In (a) gilt J ′ = J1 = J2.
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auf mögliche Grenzen des verwendeten gCUT-Verfahrens in diesem Bereich hin.
Für den Bereich t/U ≤ t/W ist folgende Kopplungshierarchie erkennbar: Die bereits in
zweiter Ordnung Störungstheorie auftretenden nächstnachbar Zweispinkopplungen J ′, J1
und J2 besitzen die größten Amplituden. Als wichtigste Korrektur kommen die auf den
Quadraten definierten Ringaustauschterme (Vierspinkopplungen) J‖, J= und J× hinzu,
wodurch die hier gezeigten Resultate konsistent zu ähnlichen Rechnungen für das isotrope
Hubbardmodell auf Dreiecks- [39, 103] und Quadratgitter [34, 35, 37] sind. Insbesondere
wächst der Einfluss der Vierspinterme für größer werdende t/U an.
4.1.3 pCUT für die VBS-Phase
In dem vorherigen Unterkapitel wurde ein effektives Niederenergiemodell (4.20) für das
Hubbardmodell abgeleitet. Dazu wurde die Methode der graphenbasierten kontinuierli-
chen unitären Transformationen verwendet. Dieses effektive Spinmodell sollte die relevante
Niederenergiephysik des Hubbardmodells erfassen, solange t/U ≤ t/W ist, das heißt die
Ladungsfluktuationen nicht zu stark sind. Dennoch ist es eine schwierige Aufgabe das re-
sultierende Spinmodell zu lösen. Für den Starkkopplungslimes t/U → 0 wird erwartet, dass
der Grundzustand für |t′/t| < 1.5873 eine langreichweitige Néelordnung ausbildet, während
er für größere Werte |t′/t| > 1.5873 ein Valenzbondkristall ist (siehe Gleichung (4.9)). Eine
grundlegende Frage ist nun, ob es in Abhängigkeit von t/U für feste t′/t einen Quantenpha-
senübergang innerhalb der Mottphase zwischen dem Valenzbondkristall und der Néelord-
nung gibt. Dazu kann untersucht werden, wann der lückenbehaftete VBS zusammenbricht
– das heißt wann die Triplonlücke schließt –, da die antiferromagnetisch geordnete Néel-
phase lückenlos ist.
Der Grundzustand des Valenzbondkristalls ist adiabatisch mit dem Produktzustand aus
Singuletts auf den t′-Bonds verknüpft. Es ist deshalb möglich eine Reihenentwicklung um
diesen Referenzzustand mittels pCUT durchzuführen. Die nächstnachbar Wechselwirkung
der t′-Bonds wird im Spinmodell (4.20) durch H ′ (Gleichung (4.21)) beschrieben. Für die




mit κ ∈ {1,2,3, ‖ , = ,×} (4.23)
eingeführt, wobei explizit
x4 := x‖ (4.24)
x5 := x= (4.25)
x6 := x× (4.26)












4.1 Hubbardmodell auf flussgefüllten Quadratgittern
Abbildung 4.5: Effektives Dreiecksgitter, welches entsteht, wenn die t′-Bonds durch effektive
Gitterplätze (schwarze Quadrate) ersetzt werden. Die durchgezogenen schwarzen Linien korre-
spondieren zu den Zweispinkopplungen J1 und J3, während die gestrichelten schwarzen Linien zu
der Zweispinkopplung J2 korrespondieren.
schreiben. DieHκ lassen sich durch einen Koeffizientenvergleich direkt aus Gleichung (4.22)
ablesen. Für xκ = 0 ergibt sich dann der Hamiltonoperator isolierter Dimere. Der Pro-
duktzustand von Singuletts auf den t′-Bonds ist dann der exakte Grundzustand und die
elementaren Anregungen sind durch lokale Spin-1 Tripletts mit Anregungsenergie J ′ gege-
ben. Die zu xκ proportionalen Operatoren induzieren dann Hüpf-, Wechselwirkungs- sowie
Erzeugungs- und Vernichtungsterme der Tripletts. Für die pCUT wird eine Quasiteilchen-
beschreibung in Triplonen, welche angezogene Tripletts sind, gewählt. Diese Triplonen stel-
len die elementaren Anregungen von lückenbehafteten VBS-Phasen dar [115]. Die t′-Bonds
werden in dieser Beschreibung durch effektive Gitterplätze ν ersetzt, wodurch sich das in
Abbildung 4.5 skizzierte effektive Dreiecksgitter ergibt.
Auf diese Weise wird H ′ als ungestörter, lokal auf die einzelnen Gitterplätze des effektiven





Die Summe läuft dabei über alle Gitterplätze ν des effektiven Gitters und die drei Triplett-
typen α ∈ {−1,0, + 1}. Durch t†ν,α und tν,α werden die Tripletterzeuger bzw. -vernichter
definiert, die ein Triplett vom Typ α auf dem Gitterplatz ν erzeugen bzw. vernichten. Der






an. Dabei spiegelt die Konstante −3/8N die Gesamtenergie von Singuletts auf den N/2
t′-Bonds wider.




















schreiben. Während die Zweispinterme lediglich zu Operatoren T (j)κ mit j ∈ {0,±1,±2} füh-
ren, so entstehen die T (±3)κ durch die Vierspinwechselwirkungen, welche drei t′-Bonds gleich-
zeitig koppeln (siehe Abbildung 4.3). Auf dem effektiven Dreiecksgitter (Abbildung 4.5)
wirken die Vierspinterme also auf drei Gitterplätze. Wie in Kapitel 2.2.2 beschrieben, wird
durch die pCUT der Hamiltonoperator Hspin in jeder Störungsordnung auf einen effektiven,
mit Qtriplon kommutierenden, Hamiltonoperator Heff abgebildet.
Um die Triplonlücke ∆/J ′ zu bestimmen, wird der Eintriplonblock, das heißt der Block mit
einem Quasiteilchen, vonHeff betrachtet. Für die Berechnung ist es nötig die Hüpfelemente,
das heißt die Änderung der (räumlichen) Position des Quasiteilchens auf dem Gitter, zu
bestimmen. Dies gelingt, indem auf einem ausreichend großen Cluster die Anfangs- und
Endposition des Quasiteilchens in den beiden Zuständen |i〉 und |j〉 festgelegt und das
Matrixelement
heff,ij = 〈i|Heff|j〉 (4.32)
mittels pCUT berechnet wird. Ausreichend groß bedeutet in diesem Fall, dass alle verbun-
denen Prozesse, die das Quasiteilchen von seiner Anfangs- zu seiner Endposition bringen,
auf diesem Cluster möglich sind. Alternativ könnte auch eine Graphenentwicklung gemäß
dem Linked-Cluster Theorem (siehe Kapitel 2.1.2) durchgeführt werden, um die Hüpfele-
mente heff,ij zu bestimmen.
Nachdem alle Hüpfelemente, also der Eintriplonblock von Heff, berechnet wurden, kann
dieser Block mit einer Fouriertransformation diagonalisiert werden, wobei der Ortsvektor
die Position des Quasiteilchens angibt. Hieraus resultiert dann die Eintriplondispersion
ω(k) sowie die Triplonlücke
∆ := ω (k = 0) (4.33)
in Einheiten von J ′.
Bevor die Ergebnisse diskutiert werden, werden noch einige technische Details zur Ausfüh-
rung der pCUT gegeben. Dafür wird erst einmal festgestellt, dass eine Reihenentwicklung
in den sechs Störparametern xκ mit κ ∈ {1,2,3, ‖ , = ,×} sehr aufwendig ist. Deshalb wurde
diese allgemeine Entwicklung des Spinmodells (4.27) nur bis Ordnung 5 durchgeführt. Die
mittels gCUT bestimmten Parameter Jκ müssen hingegen für jeden Wert von t/U und t′/t
numerisch bestimmt werden, können dann aber in die allgemeine Störungsreihe eingesetzt
werden. Dies hat den großen Vorteil, dass die pCUT-Rechnung nur einmal durchgeführt
werden muss.
Alternativ können die mit der gCUT ermittelten Parameter Jκ für jede pCUT-Rechnung
konkret spezifiziert werden. Dazu werden alle Entwicklungsparameter xκ in Abhängigkeit
von einem dieser dargestellt. Zum Beispiel kann
x := x1 (4.34)
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für die anderen Entwicklungsparameter ergibt. Dadurch muss die pCUT nur in einem
Störparameter x durchgeführt werden, wodurch Ergebnisse bis Ordnung 6 erzielt werden
konnten. Allerdings muss dies für alle Werte von t/U und t′/t individuell gemacht werden.
Die mittels pCUT in Ordnung n ermittelten Resutalte werden mit pCUTn bezeichnet.
Zuletzt wird die Triplonlücke noch mithilfe der in Kapitel 2.3.2 beschriebenen dlog-Padé
Approximationen extrapoliert, um mögliche Phasenübergänge zweiter Ordnung detektieren
zu können. Für das hier betrachtete Problem wird ein Quantenphasenübergang erwartet,
der in der O(3)-Universalitätsklasse mit z = 1 und dem dynamischen kritischen Expo-
nenten ν = 0.7112(5) liegt [146]. Weiterhin sollte sich die Qualität der Extrapolation mit
zunehmender Ordnung stetig verbessern.
4.1.4 Ergebnisse
Der QMC-Ansatz funktioniert ausgehend vom Schwachkopplungslimes t U am Besten,
während die Kombination von gCUT und pCUT für den Starkkopplungslimes t U aus-
gelegt ist. Zusätzlich wird erwartet, dass die Reihenentwicklung um den Valenzbondkristall
nur für |t′/t| > 1.5873 gut funktioniert, da das störungstheoretisch bis zweiter Ordnung be-
rechnete effektive Spinmodell erst für genügend große J ′ einen Valenzbondkristall ausbildet.
Eine Kombination beider Methoden sollte daher eine Bestimmung des Phasendiagramms
für das Hubbardmodell auf dem flussgefüllten Quadratgitter ermöglichen. Im Folgenden
wird sich zuerst auf die Werte t′/t ∈ {−1,− 2} konzentriert und es werden repräsentative
Ergebnisse für die verschiedenen Phasen des Modells gegeben. Im Anschluss wird der Zu-
sammenbruch des Valenzbondkristalls in Abhängigkeit von kontinuierlichen t′/t und t/U
studiert. Abschließend wird dann das Phasendiagramm angegeben.
Sämtliche QMC-Ergebnisse dieses Unterkapitels wurden von Fakher Assaad an der Uni-
versität Würzburg produziert und zusammen mit den im Rahmen dieser Doktorarbeit
ermittelten CUT-Rechnungen in Referenz 40 publiziert. Sie werden deshalb ebenfalls hier
präsentiert, um die Diskussion des Modells vollständig abzuschließen. Allerdings werden
die methodischen Details nicht weiter erläutert und für eine detaillierte Erklärung sei an
dieser Stelle auf Referenz 40 verwiesen.
Übergang vom Halbmetall zur Néelordnung: t′/t = −1
Der Fall t′/t = −1 korrespondiert zum pi-Fluss Quadratgitter [110]. Die Ergebnisse aus
Referenz 110 deuten auf eine ungeordnete nichtmagnetische isolierende Phase innerhalb
des Mottisolators hin. Zuvor wurde die Existenz einer Quantenspinflüssigkeitsphase auf
dem, ebenfalls unfrustrierten, Bienenwabengitter (t′ = 0) in Aussicht gestellt [147]. Mithil-
fe verbesserter QMC-Berechnungen [148, 149] konnte dieses Szenario jedoch ausgeschlossen
werden. Die in dieser Arbeit und Referenz 40 gezeigten Ergebnisse, profitieren ebenfalls
von den verbesserten Berechnungen und liefern keinerlei Hinweise auf eine nichtmagne-
tische Zwischenphase, sondern deuten auf einen direkten Übergang von der antiferroma-
gnetisch geordneten Néelphase zum Halbmetall hin, welcher im Rahmen der Gross-Neveu
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Abbildung 4.6: Pinning-Feld QMC Ergebnisse für das induzierte magnetische Moment m in
Abhängigkeit von der inversen Längenskala 1/L für t′/t = −1. Beide Pinning-Felder (a) h0 = 1
und (b) h0 = 5 liefern denselben extrapolierten Wert für die Magnetisierung. Die durchgezogenen
Linien sind Extrapolationen zum thermodynamischen Limes und die extrapolierten Werte sind als
Symbol bei 1/L = 0 dargestellt.
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Für t′ = 0 liegt die Rotationssymmetrie des zugrundeliegenden Dreiecksgitters vor, sodass
die Dirackegel bei schwachen Wechselwirkungen bei festen, d.h. wechselwirkungsunabhän-
gigen, Impulsen k liegen. Für t′ 6= 0 wird diese Symmetrie gebrochen und die Position der
Dirackegel kann sich in Abhängigkeit von U verändern.
Interessanterweise weist das Gitter für t′/t = −1 ebenfalls eine erhöhte Symmetrie auf.
Sie wird deutlich, wenn die Phase gleichmäßig auf alle Kopplungen des Gitters verteilt
wird, sodass t,t′ → t exp(ipi/4) wird. Die Dirackegel liegen dann wieder bei festen Impul-
sen k = (±pi/2, ± pi/2). Eine feste Position der Dirackegel ist vorteilhaft für die QMC-
Rechnungen, da diese bei der Wahl der Gittergröße ausgenutzt werden können und so eine
glatte Skalierung ermöglicht wird.
In Abbildung 4.6 ist die mittels Pinning-Feld QMC (engl. pinning field QMC) [40, 149]
bestimmte Magnetisierung m in Abhängigkeit von U/t aufgetragen. Details wie dieses
Verfahren für das hier untersuchte Modell und Gitter angewendet werden, finden sich in
Referenz 40 und werden hier nicht erläutert. Aus Abbildung 4.6 wird klar, dass beide
Werte für das Pinning-Feld zum selben Wert extrapolieren und ein magnetischer Über-
gang im Bereich Uc/t ∈ (5.25,5.5) erkennbar ist. Eine Berechnung der Einteilchenlücke
∆sp mit QMC führt zu den in Abbildung 4.7 dargestellten Ergebnissen. Auch hier ist
für Uc/t ∈ (5.25,5.5) ein kritischer Punkt erkennbar, was zu der Schlussfolgerung führt,
dass die Energielücke aus der durch die, für die magnetische Ordnung inhärenten, Sym-
metriebrechungen der Untergitter und Zeitumkehrinvarianz hervorgeht. Folglich sind die

















Abbildung 4.7: Mittels QMC bestimmte Einteilchenlücke ∆sp in Einheiten von t als Funktion
der inversen Längenskala 1/L für t′/t = −1. Die durchgezogenen Linien sind lineare Extrapola-




Übergang vom Halbmetall zur Néelordnung und zum VBS: t′/t = −2
Nun wird der Fall t′/t = −2 betrachtet, für den im Starkkopplungslimes – im Gegensatz
zum pi-Fluss Quadratgitter – ein Valenzbondkristall realisiert wird. Durch Kombination von
QMC und CUT kann das Phasendiagramm, ausgehend vom Starkkopplungslimes, studiert
werden und es zeigt sich, dass eine magnetische Néel-geordnete Phase zwischen Halbmetall
und Valenzbondkristall existiert.
Für die QMC existiert keine Symmetrie mehr, die die Position der Diracpunkte festlegt,
sodass eine präzise Berechnung der Einteilchenlücke schwierig ist. Es ist deshalb einfacher
auch für die QMC-Berechnungen vom Grenzfall starker Wechselwirkungen auszugehen.
Der VBS weist eine endliche Spinlücke zu den Triplonanregungen auf, welche sowohl mit
QMC – analog zur Einteilchenlücke aus dem vorherigen Abschnitt – als auch mit dem
CUT-Verfahren berechnet wird. Die pCUT liefert dabei die Triplonlücke als Potenzrei-
he in den magnetischen Austauschwechselwirkungen, welche zuvor mittels gCUT (siehe
Kapitel 4.1.2) aus dem ursprünglichen Hubbardmodell bestimmt wurden.
In Abbildung 4.8 ist die mit QMC bestimmte Spinlücke
∆s = E0(S = 1)− E0(S = 0) , (4.36)
welche die Energiedifferenz zwischen den niedrigsten Energien mit Gesamtspin S = 1 und





















Abbildung 4.8: Mittels QMC bestimmte Spinlücke für t′/t− 2. Die durchgezogenen Linien sind
Fits an die Datenpunkte und die Punkte bei 1/L = 0 sind die extrapolierten Werte. Dabei ist
zu beachten, dass die Extrapolationen empfindlich sind. In der lückenbehafteten Phase wurde die
Spinlücke mit der Funktion a + b exp(−ξ/L) gefittet, welche für Korrelationslängen ξ die kleiner
als die Systemgröße sind, eine sinnvolle Wahl darstellt. Wenn diese Interpretation nicht durch die
Daten gestützt wurde, wurden sie stattdessen mit einem polynomiellen Fit extrapoliert.
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Abbildung 4.9: Mittels CUT (Kreise) und QMC (Quadrate) bestimmte Triplonlücke ∆ in Ein-
heiten von 4t′2/U als Funktion von t/U für t′/t = −2. Für die CUT werden verschiedene Trunkie-
rungen gCUT(ν) mit ν ∈ {4,6,8} der gCUT sowie beide Maximalordnungen pCUT5 und pCUT6
der pCUT gezeigt. Letztere wurden mit den dlog-Padé Approximationen D[2,2]∆ bzw. D[2,3]∆ ex-
trapoliert. Der voraussichtliche quantenkritische Punkt wird durch die gestrichelte vertikale Linie
angezeigt.
Es lässt sich erkennen, dass der VBS bis zu einem kritischen Wert Uc/t ∈ (7.5,8.0) existiert
und dann zusammenbricht. Ein Vergleich mit den CUT-Daten für die Triplonlücke ist in
Abbildung 4.9 dargestellt und zeigt eine sehr gute Übereinstimmung.




〈(ni,↑ − ni,↓) (n0,↑ − n0,↓)〉 , (4.37)
welches die Wurzel der Spin-Spin Korrelationen ist, extrahiert. In Abbildung 4.10 ist die-
ses für ri = (L/2,0) auf einem L × L Gitter dargestellt. Die x-Richtung wurde dabei
gewählt, da die Dimerisierung entlang der y-Richtung stattfindet und deshalb dominante
Spin-Spin Korrelationen entlang der x-Richtung erwartet werden. An den Ergebnissen in
Abbildung 4.10 lässt sich erkennen, dass für U ≥ 8t keine Ordnung in der VBS-Phase nach-
weisbar ist. Unterhalb der VBS-Phase für z.B. U = 7t unterstützen die Daten die Existenz
von langreichweitiger magnetischer Ordnung, welche dann für U < 6t in eine paramagne-
tische Phase übergeht. Demzufolge unterstützen die QMC-Daten folgendes Szenario für
t′/t = −2: Zuerst entwickelt das Halbmetall eine Energielücke aufgrund der antiferroma-
gnetischen Korrelationen und es wird erwartet, dass dieser Übergang in der Gross-Neveu
Universalitätsklasse liegt. Danach geht, bei etwas größeren U/t, die magnetisch geordnete
Phase in einen VBS über. Da dieser Übergang nicht mit den fermionischen Freiheitsgraden










































Abbildung 4.10:Mit QMC berechnetes lokales Moment der Spin-Spin Korrelationen im Ortsraum
für (a) U/t ≥ 7 und (b) U/t ≤ 7 des flussgefüllten Quadratgitters mit t′/t = −2. Das lokale Moment
wurde entlang der längsten Distanz in x-Richtung auf einem L ×LGitter berechnet. Durchgezogene
Linien sind Fits der Form a+ b/L+ c/L2 an die Datenpunkte.
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Diese Analyse des zweiten Übergangs wird auch durch die CUT-Ergebnisse gestützt: Ers-
tens befindet sich der Übergang zwischen VBS und Néelordnung bei t/U ≈ 0.13
(U/t ≈ 7.69), also U/t ≤ 8, wo das Spinmodell gut konvergiert ist und zweitens ver-
schwindet die Triplonlücke bei ähnlichen Werten und Impuls k = 0. Da das Gitter eine
zweielementige Einheitszelle besitzt, stimmt der Impuls mit dem der Néelordnung überein.
Weiterhin ist auch der kritische Exponent zν der Triplonlücke konsistent mit der erwarteten
O(3)-Universalitätsklasse, wie im nächsten Abschnitt genauer erläutert wird.
Triplonkondensation
Die Triplonkondensation wird für allgemeine t′/t ≥ −3 untersucht, indem die mittels pCUT
bestimmte Triplonlücke des effektiven Spinmodells (4.20), wie weiter oben beschrieben, be-
stimmt wird. Dabei wird die pCUT mit dem effektiven Spinmodell aus gCUT(6) bis Ord-
nung 5 durchgeführt. Höhere Ordnungen weichen von diesem Ergebnis nicht mehr stark ab,
wie bereits in Abbildung 4.9 zu erkennen ist, allerdings erlaubt die pCUT5 Rechnung mit
gCUT(6) eine deutlich höhere Punktdichte, da zum einen die Bestimmung des effektiven
Modells in gCUT(8) aufwendig ist und zum anderen die sechste Störungsordnung für alle
Werte von t/U und t′/t einzeln durchgeführt werden muss. Die mit der dlog-Padé D[2,2]∆





















Abbildung 4.11: Mittels kombinierten CUT-Rechnungen (pCUT5 mit gCUT(6)) bestimmte und
mit dlog-Padé D[2,2]∆ extrapolierte Triplonlücke ∆ in Einheiten von 4t′
2
/U als Funktion von t′/t
und t/U (rote Punkte). Die durchgezogene grüne Linie stellt die charakteristische Energieskala t/W
dar. Der quantenkritische Punkt für den Übergang zwischen Néelordnung und VBS [111] im Stark-
kopplungslimes t/U  1 wird durch den blauen Punkt gekennzeichnet. Quadrate repräsentieren
die QMC-Resultate für den Übergang des VBS zur Néelordnung (ausgefülltes blaues Quadrat) und
den Übergang von der Néelordnung zum Halbmetall für t′/t = −2 (ungefülltes blaues Quadrat).
59
Kapitel 4 Hubbardmodelle
Für den Starkkopplungslimes t/U  1 wird erwartet, dass die mit gCUT abgeleiteten
effektiven Spinmodelle konvergiert sind und die Niederenergiephysik sollte, wie in Kapi-
tel 4.1.1 beschrieben, durch ein J-J ′ Modell mit J/J ′ = 1/4 gut erfasst werden. Dennoch
folgt daraus nicht, dass die Analyse der Störungsreihe einfach ist, aber in diesem Fall
funktioniert sie tatsächlich sehr gut, obwohl die Störungsordnung nicht besonders groß
ist. Für den quantenkritischen Punkt ergibt sich t′/t ≈ 1.6, was mit dem QMC-Ergebnis
t′/t = ±1.5873 (siehe Gleichung (4.9)) des J-J ′ Modells [111] gut übereinstimmt und
sich auch in Abbildung 4.11 erkennen lässt. Gleichzeitig ergibt sich aus der dlog-Padé
Extrapolation ein kritischer Exponent zν ≈ 0.73, der nur leicht größer als der für die O(3)-
Universalitätsklasse erwarteten Exponenten [111, 146] von 0.7 ist. Dieses Verhalten, dass
der kritische Exponent etwas zu groß ist, ist üblich für Reihenentwicklungen.
Die Resultate für t′/t = −2 suggerieren, dass der Zusammenbruch des Valenzbondkristalls
immer zu einem Aufweichen der Eintriplonmode korrespondiert und sich so ein Quanten-
phasenübergang vom VBS zur Neéelordnung innerhalb des Mottisolators ergibt. Deshalb
ist es sinnvoll den kritischen Exponenten in Abhängigkeit von t′/t zu berechnen und zu
überprüfen, ob dieser konstant ist. In Abbildung 4.12 ist der kritische Exponent zν dar-
gestellt und es lässt sich erkennen, dass dieser monoton von zν ≈ 0.73 (bei t′/t = −1.6)
bis fast 0 (bei t′/t = −3) abfällt. Dieses unphysikalische Verhalten sollte sich auf Unsi-
cherheiten des CUT-Verfahrens zurückführen lassen, insbesondere die Trennung von Spin-
und Ladungsfreiheitsgraden mittels gCUT. In der Tat liegt für t′/t < −2 der erwartete
Quantenphasenübergang zwischen VBS und Néelordnung bei Werten von t/U > t/W ,
die größer als die inverse Bandbreite t/W sind. Wie bereits bei der Diskussion der Spin-
kopplungen (vergleiche Abbildung 4.4) diskutiert wurde, ist es anspruchsvoll die Spin- und
Ladungsfreiheitsgrade in diesem Bereich zu trennen. Letztendlich lässt dies den Schluss
zu, dass die verwendete gCUT-Implementierung für t/U > t/W zusammenbricht und die
Resultate nicht zuverlässig sind. Obwohl dieser Effekt vermutlich bereits für t′/t ≈ −2
vorhanden ist, können gute Abschätzungen für den kritischen Punkt ermittelt werden.
Hingegen ist der kritische Exponent eine deutlich empfindlichere Größe, weshalb die Re-
sultate für den kritischen Exponenten auch deutlich stärker von den erwarteten Werten
abweichen. Zusammenfassend kann die Eintriplonlücke in einem großen Parameterbereich
des Valenzbondkristalls bestimmt werden, aber die quantenkritischen Punkte lassen sich
nur für −1.6 < t′/t < −2 quantitativ gut beschreiben.
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Abbildung 4.12: Mit der dlog-Padé Extrapolation aus der Triplonlücke ∆ bestimmter kritischer
Exponent zν des Übergangs vom VBS zur Néelordnung in Abhängigkeit von t′/t. Für die CUT
werden die beiden gCUT(ν)-Ergebnisse mit ν ∈ {6,8} gezeigt und die pCUT wurde bis Ordnung
5 durchgeführt. In dem gelben Bereich bricht der VBS bei großen Werten t/U > t/W zusammen,
wo die Entwicklung nicht mehr zuverlässig funktioniert.
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4.1.5 Phasendiagramm und Schlussfolgerungen
Aus den mit QMC und CUT erzielten Ergebnissen (siehe Kapitel 4.1.4) lässt sich das
in Abbildung 4.13 abgebildete Phasendiagramm für das Hubbardmodell auf dem flussge-
füllten Quadratgitter ableiten. Es besteht aus einer halbmetallischen Phase (SM), einem
magnetisch Néel-geordneten Antiferromagneten (AF), einem Valenzbondkristall und Ban-
disolator. Valenzbondkristall und Bandisolator sind kontinuierlich verknüpft und keine zwei
verschiedenen Phasen. Die begriﬄiche Unterscheidung der beiden ist dennoch nützlich,
wenn der Schwach- oder Starkkopplungslimes betrachtet wird. Im Schwachkopplungslimes
verschmelzen die Dirackegel des Halbmetalls für t′/t = −3 und für kleinere t′/t < −3 öffnet
sich eine Lücke, wodurch das Halbmetall in einen Bandisolator übergeht. Ausgehend vom
Starkkopplungslimes bilden sich hingegen Singuletts auf den t′-Bonds, wenn t′/t . −1.6 ist.
Dieser Valenzbondkristall hat Triplonen als Anregungen und bricht für t′/t & −1.6 zusam-
men, sodass sich ein langreichweitig magnetisch geordneter Grundzustand mit lückenlosen
Anregungen ergibt.
Das Phasendiagramm besitzt insgesamt die folgenden Übergänge:
1. Ein direkter Übergang von der Néelordnung zum Halbmetall für den Bereich
−1.6 . t′/t ≤ 0.
2. Ein Übergang vom Valenzbondkristall zum Bandisolator für ausreichend große Di-
merisierung (t′/t < −3).
3. Zwei Quantenphasenübergänge vom Valenzbondkristall zur Néelordnung und von der
Néelordnung zum Halbmetall im dazwischenliegenden Bereich −3 < t′/t . −1.6.
Insbesonders gibt es für das pi-Fluss Quadratgitter (t′/t = −1) keine Anzeichen für eine
Spinflüssigkeitsphase innerhalb des Mottisolators, wodurch die hier präsentierten Ergeb-
nisse im Widerspruch zu den Ergebnissen aus Referenz 110 stehen.
Das CUT-Verfahren bestand aus zwei Teilen, welche gCUTs und pCUTs vereinen. Zuerst
wurden die Spin- und Ladungsfreiheitsgrade mittels gCUT voneinander getrennt, um ein
effektives nichtperturbativ bestimmtes Spinmodell innerhalb des Mottisolators zu erhalten.
Sobald die Freiheitsgrade anfingen zu überlappen, wurde das Verfahren problematisch, wel-
ches für die größten Graphen oder große Werte von t′/t beobachtet werden konnte. Eine
Verbesserung des verwendeten Generators, um die Spin- und Ladungsfreiheitsgrade für
Parameterbereiche zu entkoppeln in denen die verwendete CUT versagt, aber die Niede-
renergiephysik noch durch Spinzustände beschrieben werden kann, wäre spannend, aber
auch eine große Herausforderung. Die in dieser Arbeit verwendete Idee, die Lösung der
Flussgleichung in einem Minimum der ROD zu stoppen, ist ein erster Schritt in diese
Richtung, reicht offensichtlich aber noch nicht aus. Auf dieser Idee aufbauend wurde vor
kurzem bereits ein verbesserter Generator vorgestellt [104], wodurch eine deutliche Ver-
besserung der gCUT-Methode erzielt werden kann, wenn die auf den endlichen Graphen
gebrochene Translationssymmetrie zu einem energetischen Überlapp führt.
Zweitens wurde mittels pCUT für das effektive Spinmodelle die Triplonlücke als Potenzrei-
he abgeleitet. Es konnten durch die Einschränkung auf die relevanten Spinkopplungen, die
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Abbildung 4.13: Phasendiagramm für den Grundzustand des flussgefüllten Quadratgitters in
Abhängigkeit von t′/t und U/t. Rote Kreise sind QMC-Ergebnisse aus Referenz 40 und 153. Die
blauen Kreise sind die durch die kombinierte g/pCUT-Methode gewonnen Ergebnisse. Die durch-
gezogenen Linien sind Hilfslinien für die erwarteten Übergänge zwischen der antiferromagnetisch
geordneten Néelphase (AF), dem Halbmetall (SM) und dem Valenzbondkristall (VBS).
auf einzelnen Quadraten definiert sind, die quantenkritischen Punkte für den Zusammen-
bruch des Valenzbondkristall quantitativ richtig bestimmt werden. Die präzise Bestimmung
des kritischen Exponenten gestaltet sich hingegen, selbst in den Bereichen wo das Spinmo-
dell anscheinend gut konvergiert ist, als deutlich schwieriger. Vermutlich liegt dies daran,
dass in diesen t/U -Bereichen weitere Spinkopplungen, wie z.B. Sechsspinterme, eine erhöhte
Wichtigkeit erlangen. Außerdem wurden die Störungsrechnungen nur bis fünfter Ordnung
durchgeführt, welches keine besonders hohe Störungsordnung darstellt. Es wurde bereits
gezeigt, dass die Verwendung von „weißen“ Graphen eine Optimierung der Störungsrech-
nung zulässt, wodurch höhere Ordnungen erreicht werden können [124]. Die Verwendung
von „weißen“ Graphen bedeutet, dass die Kopplungstypen der einzelnen Graphen erst nach
der Berechnung eingesetzt werden. Dazu muss allerdings während der pCUT festgehalten
werden, auf welche Kopplungen die T (n)-Operatoren wirken. Dadurch reduziert sich jedoch
die Anzahl an notwendigen Graphen deutlich und es können höhere Störungsordnungen
berechnet werden. Für zukünftige Studien wäre dies ein sinnvoller Anknüpfungspunkt, um
die Ergebnisse zu verfeinern.
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4.2 Hubbardmodell auf dem pi-Fluss Dreiecksgitter
Das Hubbardmodell [28] auf dem isotropen Dreiecksgitter realisiert bei Temperatur T = 0
und halber Füllung für kleine t/U eine antiferromagnetisch langreichweitig geordnete ma-
gnetische Phase, die sogenannte 120◦-Ordnung [65–68]. Weiterhin wurden starke Anzeichen
für einen Phasenübergang erster Ordnung von dieser magnetischen Phase zu einer exoti-
schen nichtmagnetischen Phase – vermutlich ein lückenloses Spin-Bose-Metall – innerhalb
des Mottisolators gefunden [38, 45–50]. Dabei kann dieser Phasenübergang durch ein ef-
fektives Niederenergiemodell für die Mottphase beschrieben werden und die relevanten
Effekte treten schon in einem störungstheoretisch bis Ordnung 4 abgeleiteten Spinmodell
auf [38]. Entscheidenden Einfluss besitzen dabei die Vierspinterme und eine Untersuchung
des Spinmodells mittels exakter Diagonalisierung erfasst den Phasenübergang [38]. Der
Phasenübergang zum Halbmetall für große Hüpfamplituden – wie er generisch für Hub-
bardmodelle vorliegt [31] – ist ebenfalls erster Ordnung [38, 47, 49, 50].
Für das Hubbardmodell auf dem pi-Fluss Dreiecksgitter wird durch VCA-Rechnungen eben-
falls die Existenz einer exotischen Zwischenphase in Aussicht gestellt und es wird vorge-
schlagen, dass auch hier die Vierspinterme entscheidend sind [51]. Gegenüber dem isotropen
Dreiecksgitter wo der Übergang bei t/U ≈ 0.1 auftritt [38], deuten die VCA-Rechnungen
das Auftreten eines Übergangs bei noch kleineren t/U ≈ 0.07 an [51]. Folglich sollten
die Störungsreihen, die bei der Ableitung des effektiven Spinmodells auftreten, noch bes-
ser konvergiert sein. Im Unterschied zum isotropen Dreiecksgitter, wo die Übergänge zur
Spinflüssigkeit und dem Halbmetall erster Ordnung sind, suggerieren die VCA-Rechnungen,
dass beide Übergänge zweiter Ordnung sind [51]. Das mit der VCA in Referenz 51 bestimm-
te Phasendiagramm ist in Abbildung 4.14 dargestellt, aus dem unter anderem hervorgeht,
dass die nichtmagnetische Zwischenphase (NMI) innerhalb des Mottisolators eine endliche
Ladungslücke besitzt.
Depending on the specific values of JH and JK, the
model in Eq. (3) might give rise to nonmagnetic phases of
triangular layered iridate compounds [30–32]. From the
classical analysis, the ðJH; JKÞ ¼ ð−1; 2Þ point in Eq. (3) is
surrounded by a Z2 vortex lattice [33]. As such, the Klein
map suggests that charge fluctuations in the π THM, as
implied by finiteU, may trigger similarly interesting effects
as for the vortex lattice.
Variational cluster approximation.—VCA is a quantum
cluster approach to compute single-particle spectral func-
tions for interacting many-body systems [34]. One first
solves a small cluster (with typically four to twelve lattice
sites) exactly and derives the corresponding full Green’s
function. Using the framework of self-energy functional
theory [35], one obtains the full Green’s function of an
infinitely large lattice which is covered by the clusters, and
the individual clusters are coupled by hopping terms only.
The latter step represents a significant approximation to the
full many-body problem, while the method still includes
spatial quantum correlations. Embedded into a grand-
canonical ensemble, the configuration with lowest energy
is found by varying the chemical potential as well as all
single-particle parameters which may also include the bare
hopping amplitudes [17]. Three comments about the VCA
are in order, which are important for the analysis of our π
THM. (i) Variation of the hopping t is crucial in order to
guarantee the stability of the semimetal with respect to
small U. (ii) Using the same setup and accuracy which due
to (i) exceeds most previous VCA calculations, we do not
find a nonmagnetic insulator (NMI) phase within the
honeycomb lattice Hubbard model for intermediate U
[17] as a benchmark. (iii) The magnetic instability is
investigated by means of Weiss fields. For the 120° Néel
order, only clusters with multiples of three lattice sites can
be used. In conjunction with the two-atomic unit cell, only
6 and 12 site clusters are, in principle, suitable for the
analysis of the π THM. Preference is of course given to 12,
i.e., the largest available cluster.
Phase diagram.—For the quantitative analysis, we
employ a supercluster construction with a 12-site and
mirror-12-site cluster (see inset of Fig. 2) We first pin
the Dirac metal-insulator transition by determining the
opening of the charge gap Δc at U=t ¼ 9.5 (blue domain in
Fig. 2). Note that this happens at comparably large U, in
accordance with the small spectral weight of the Dirac
metal nearby the Fermi level. In the infinite coupling limit,
the nearest neighbor Heisenberg term J ¼ 4t2=U domi-
nates the virtual spatial fluctuation processes. We apply the
Weiss field associated with 120° Néel order and determine
the response of the π THM.We find magnetic order ranging
only down to U=t ¼ 13.4 (red domain in Fig. 2). This
finding is remarkable, as the regular THM, investigated for
the same setting, allows for magnetic ordering to the lower
value of U=t ¼ 8.5. (Quantitative deviations from previous
VCA investigations of the regular THM [36] derive from
our consideration of cluster hopping variation.) This can be
understood from a strong coupling expansion [37]. For the



























þ ðS2S3ÞðS1S4Þ − ðS1S3ÞðS2S4Þ&; ð4Þ
where we use the standard notations hiji, hhijii, and hhhijiii
for first, second, and third nearest neighbors, and
P
p
indicates the summation over all parallelograms (including
different orientations) which consist of two triangles, ,
where the long diagonal on the parallelogram is a link
between the sites with indices “2” and “4.” (Note that spin
Hamiltonians, including a ring exchange term such as
Eq. (4), were studied previously on the triangular lattice,
albeit for arbitrary coefficients independent of a strong
coupling expansion. There, a limited range on the
Heisenberg exchange coupling was assumed, constraining
it up to second [38] or nearest neighbor [39]). Comparing π
THM against the regular THM [40,41], one difference is
the reversed sign for the plaquette term coefficient in
Eq. (4). We compute the strength of dimer resonances to
investigate the effect of such higher order contributions.
Given a dimer loop, the transition matrix element jE12j
between two dimer configurations on that loop determines
the energy gain associated with such a resonance. For a
loop on a 2 × 2 plaquette, this reads
ð5Þ
FIG. 2 (color online). Phase diagram of Eq. (2) as obtained by
VCA.Uc1,Uc2, Δc, andm120° are calculated for a lattice covering
with 12-site (mirror) clusters as sketched in the inset (the
magnetization m120° ¼ 1 denotes the saturation value). From
single-particle spectra, there are three phases: semimetal (SM),
nonmagnetic insulator (NMI), and 120° Néel antiferromagnetic
insulator (AFM).




Abbildung 4.14: Mit der VCA bestimmtes Phasendiagramm für das Hubbardmodell auf dem
pi-Fluss Quadratgitter. m120◦ ist der Ordnungsparameter der antiferromagnetisch geordneten Néel-
phase (AFM) und ∆c/ i t die Ladungslück . Di VCA suggeriert, dass die Übergänge zwischen
dem Halbmetall (SM), der nichtmagnetischen isolierenden Phase (NMI) und der Néelphase (AFM)
zweiter Ordnung sind. Diese Abbildung wurde aus Referenz 51 entnommen.
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In dieser Arbeit wird ein, mithilfe von perturbativen kontinuierlichen unitären Transfor-
mationen im Starkkopplungslimes abgeleitetes, effektives Spinmodell bis Ordnung 6 vorge-
stellt. Untersucht wird hingegen das Spinmodell in Ordnung 4, da, wie bereits angemerkt,
die relevante Physik hier bereits erfasst sein sollte.
Die Analyse des Spinmodells in vierter Ordnung wird mit exakter Diagonalisierung (ED)
auf einem großen endlichen Cluster durchgeführt. Dabei lassen sich keine Anzeichen für die
Existenz einer Zwischenphase finden. Deshalb wurde noch ein reines Heisenbergmodell mit
Vierspintermen (J1-J4 Modell) untersucht, bei dem allerdings ebenfalls keine Anzeichen für
eine Zwischenphase vorliegen. Dies steht im Gegensatz zum isotropen Dreiecksgitter, wo
der Phasenübergang zur Spinflüssigkeitsphase durch genau diese Vierspinterme getrieben
wird. Demzufolge stellt sich die Frage, ob ein anderer Mechanismus die Ausbildung einer
Spinflüssigkeitsphase auf dem pi-Fluss Dreiecksgitter antreibt.
Für das Heisenbergmodell mit übernächstnachbar Kopplungen (J1-J2 Modell) wird bereits
seit langem über die Natur der Phase zwischen der 120◦-Ordnung und einer Streifenordnung
(von engl. stripy order) diskutiert [52–57, 78–80]. Während erste Arbeiten bereits einen
Spin-ungeordneten Zustand (engl. spin disordered state) gefunden haben [78–80], so deuten
neuere numerische Arbeiten auf die Existenz einer Spinflüssigkeitsphase hin [52–57]. Auch
wenn diese Spinflüssigkeit vermutlich ausgebildet wird, so ist die tatsächliche Art ebendieser
noch nicht abschließend geklärt. Das liegt daran, dass die Charakterisierung dieser Phase
sehr subtil ist. Auch wenn das J1-J2 Modell in Referenz 57 mit exakter Diagonalisierung
untersucht wurde, so wurde diese mit einer variationellen Wellenfunktion verglichen, um
Aussagen über die Natur der Spinflüssigkeit zu treffen.
Da das effektive Spinmodell für das Hubbardmodell ebenfalls einen übernächstnachbar
Term aufweist, könnte es sein, dass die mit der VCA gefundene Zwischenphase zu der
Spinflüssigkeit im J1-J2 Modell korrespondiert. Aus diesem Grund wird das J1-J2 Hei-
senbergmodell in dieser Arbeit ebenfalls untersucht und die Ergebnisse aus Referenz 57
können reproduziert werden. Der ermittelte Wert von J2/J1 für den Phasenübergang zur
Spinflüssigkeit, entspricht allerdings recht großen Werten von t/U im Hubbardmodell, bei
denen die Störungsreihen vermutlich nicht mehr konvergiert sind. Demzufolge sollten die
Vierspinterme zusammen mit den übernächstnachbar-Termen die Ausbildung der Spinflüs-
sigkeit weiter begünstigen, damit die Interpretation schlüssig ist.
Als erstes wird nun das effektive Spinmodell bis Ordnung 6 angegeben und anschließend das
effektive Spinmodell in vierter Ordnung mittels exakter Diagonalisierung untersucht. Im
Anschluss daran werden das J1-J4 sowie das J1-J2 Modell unabhängig vom Hubbardmodell
untersucht.
4.2.1 Effektives Spinmodell
Mittels Graphenentwicklung und pCUT (siehe Kapitel 2) kann ein effektives Niederener-
giemodell für das halbgefüllte Hubbardmodell (4.1) bei Temperatur T = 0 auf dem in Ab-
bildung 4.15 dargestellten pi-Fluss Dreiecksgitter abgeleitet werden. Dazu wird die pCUT
auf allen Graphen G(i)ν durchgeführt und liefert ein effektives Spinmodell HG
(i)
ν
eff . Der Index
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Abbildung 4.15: Ausschnitt aus dem pi-Fluss Dreiecksgitter. Schwarze Kreise symbolisieren die
Gitterplätze, während schwarze Linien die Kopplung t und blaue Linien die Kopplung −t darstellen,
wodurch sich ein pi-Fluss in jedem zweiten Dreieck ergibt.











nicht verschwindet und i nummeriert alle Graphen derselben Störungsordnung durch.
Wie bereits in Kapitel 4.1 über das Hubbardmodell auf dem flussgefüllten Quadratgitter
erläutert wurde, wird durch das Lösen des Gleichungssystems




mitHGspin aus Gleichung (4.11) ein effektives Spinmodell in zweiter Quantisierung bestimmt.
Im Gegensatz zu den Ergebnissen aus Kapitel 4.1 liegen die Spinkopplungen jedoch als










bestimmt werden. Durch Einbetten der reduzierten Beiträge kann dann ebenfalls das Spin-
modell Hspin im thermodynamischen Limes bestimmt werden.
Mithilfe der pCUT wurde das effektive Spinmodell bis Ordnung ν = 6 abgeleitet. Für
das isotrope Dreiecksgitter wurde bereits gezeigt, dass die Quantenspinflüssigkeitsphase
insbesondere durch die Vierspinwechselwirkungen beschrieben werden kann [38], weshalb
für das pi-Fluss Dreiecksgitter eine ähnliche Erwartungshaltung vorliegt. Angegeben werden
nur die Operatoren, welche bereits in vierter Ordnung auftreten, die Kopplungen werden
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aber bis Ordnung 6 angegeben. Das effektive Spinmodell für das Hubbardmodell auf dem
pi-Fluss Dreiecksgitter lautet dann












i,j,k,l∈ J‖ ((SiSj) (SkSl) + J= (SiSk) (SjSl) + J× (SiSl) (SjSk)) (4.41)
mit den Kopplungen
























































Die Kopplungen des effektiven Spinmodells für das Hubbardmodell auf dem isotropen
Dreiecksgitter wurden ebenfalls abgeleitet und lauten bis Ordnung 6 (in Referenz 38 wurde
das Spinmodell bis Ordnung 12 abgeleitet)





















































Die wichtigsten Unterschiede des effektiven Spinmodells für das pi-Fluss Dreiecksgitter
zum isotropen Dreiecksgitter ist das umgekehrte Vorzeichen vor den Vierspintermen in




(a) Cluster mit 18 Gitterplätzen
(b) Cluster mit 24 Gitterplätzen
(c) Cluster mit 30 Gitterplätzen
(d) Cluster mit 36 Gitterplätzen
Abbildung 4.16: Für die ED verwendete Cluster mit (a) 18, (b) 24, (c) 30 und (d) 36 Gitter-
plätzen. Die gestrichelten Linien deuten die Periodizität an.
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4.2.2 ED für das effektive Ordnung 4 Spinmodell
Als erstes wird das komplette effektive Spinmodell (4.41) in Ordnung 4 mit der in Kapi-
tel 3 beschriebenen Methode zur exakten Diagonalisierung untersucht. Zuerst wird dazu ein
kleiner Cluster mit 18 Gitterplätzen für sowohl das isotrope als auch das pi-Fluss Dreiecks-
gitter betrachtet, um die Unterschiede beider Modelle deutlich zu machen. Darauffolgend
wird dann das effektive Spinmodell des Hubbardmodells auf dem pi-Fluss Dreiecksgitter auf
einem aus 36 Gitterplätzen bestehenden Cluster mit exakter Diagonalisierung untersucht.
Ein Vergleich des Energiespektrums zwischen dem isotropen und pi-Fluss Quadratgitter,
für den in Abbildung 4.16 (a) dargestellten Cluster mit 18 Gitterplätzen, ist Abbildung 4.17
zu entnehmen. Dabei wird der jeweils niedrigste Eigenwert in allen Symmetriesektoren mit
k ∈ {0, . . . ,5} × {0,1,2}, f ∈ {−1,1} und Sz ∈ {0,1} gezeigt. Es lässt sich für das isotrope
Dreiecksgitter (siehe linke Seite in Abbildung 4.17) eindeutig erkennen, dass für t/U ≈ 0.1
ein Phasenübergang erster Ordnung stattfindet. Dieser korrespondiert zu dem Übergang
zur Spinflüssigkeit und lässt sich bereits auf diesem kleinen Cluster mit 18 Gitterplätzen
erkennen. Für das pi-Fluss Dreiecksgitter (siehe rechte Seite in Abbildung 4.17) ist hingegen
ein sehr glattes Verhalten erkennbar und auch die zweite Ableitung der Grundzustands-
energie in Abbildung 4.18 weist keinerlei Indizien für einen Phasenübergang auf.
Sowohl für die 120◦-Ordnung als auch für die symmetrieungebrochene Spinflüssigkeitspha-



















Abbildung 4.17: Energiedifferenz (ei − e0)/U zur Grundzustandsenergie pro Gitterplatz für das
effektive Spinmodell in Ordnung 4 des Hubbardmodells auf dem isotropen Dreiecksgitter (links) und
dem pi-Fluss Dreiecksgitter (rechts). Die Energieeigenwerte ei wurden mit exakter Diagonalisierung
auf einem Cluster mit 18 Gitterplätzen berechnet. Gezeigt sind die niedrigsten Eigenwerte aus
sämtlichen Symmetriesektoren mit k ∈ {0, . . . ,5} × {0,1,2} und f ∈ {−1,1} für Sz = 0 (schwarze
Linien) und Sz = 1 (rote Linien). Die vertikalen gestrichelten Linien sind die mit ED [38] (isotropes




















Abbildung 4.18: Zweite Ableitung der Grundzustandsenergie pro Gitterplatz des effektiven Spin-
modells in Ordnung 4 des Hubbardmodells auf dem pi-Fluss Dreiecksgitter. Die Grundzustands-
energie e0 wurde mit exakter Diagonalisierung auf einem Cluster mit 18 Gitterplätzen berechnet.
Die vertikale gestrichelte Linie ist die mit der VCA [51] ermittelte ungefähre Position des Phasen-
übergangs zur Spinflüssigkeit.
k = 0 liegt. Zusätzlich ist der Grundzustand auf endlichen Clustern auch ein Singulett [154],
sodass bei Ausnutzung der Sz-Symmetrie dieser Sz = 0 besitzt. Für den Cluster mit 36
Gitterplätzen (vergleiche Abbildung 4.16 (d)) wird sich deshalb auf k = 0, Sz = 0 und die
beiden niedrigsten Eigenwerte beider Spin-Flip Sektoren (f = −1 und f = 1) beschränkt.
Abbildung 4.19 (a) zeigt die Energiedifferenzen (ei− e0)/U zur Grundzustandsenergie pro
Gitterplatz e0 für den Cluster mit 36 Gitterplätzen. Aus der Grundzustandsenergie, sowie
den gezeigten Anregungen, lassen sich keine Hinweise für die Existenz einer Spinflüssig-
keitsphase ableiten. Das einzige auffällige Merkmal ist eine Energieniveaukreuzung des
kleinsten Energieeigenwertes im Symmetriesektor mit f = −1 und der ersten Anregung im
Symmetriesektor mit f = 1 bei t/U ≈ 0.29. Diese liegt allerdings bei sehr großen Werten
von t/U – bei denen die Reihen vermutlich nicht mehr konvergiert sind – und gemäß den
VCA-Rechnungen befindet sich hier bereits das Halbmetall. Die in Abbildung 4.19 (b)
gezeigte zweite Ableitung der Grundzustandsenergie ist ebenfalls sehr glatt und weist kei-
nerlei Resonanzen oder andere besondere Merkmale auf.
Da für das Spinmodell (4.41) in Abhängigkeit von t/U keine Anzeichen für die Existenz
einer Spinflüssigkeitsphase auf dem pi-Fluss Dreiecksgitter gefunden wurden, soll nun das
entsprechende Spinmodell unabhängig vom Hubbardmodell diskutiert werden. Für das
isotrope Dreiecksgitter wurde bereits gezeigt, dass die Spinflüssigkeitsphase maßgeblich
von den Vierspintermen angetrieben wird [38] und auch für das pi-Fluss Dreiecksgitter
wurde ein ähnliches Szenario vorgeschlagen [51]. Als nächstes wird deshalb ein J1-J4 Modell
diskutiert, bei dem die Vierspinkopplungen auf J4 = −J‖ = −J= = J× gesetzt werden und
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nicht mehr als Reihe in t/U angesehen, sondern als unabhängige Parameter betrachtet
werden.
















k = (0, 0), f = 1 GZ
k = (0, 0), f = 1 1. Anreg.
k = (0, 0), f = −1 GZ
k = (0, 0), f = −1 1. Anreg.




















Abbildung 4.19: (a) Energiedifferenz (ei − e0)/U zur Grundzustandsenergie pro Gitterplatz e0
für das effektive Ordnung 4 Spinmodell des Hubbardmodells auf dem pi-Fluss Quadratgitter für
die niedrigsten beiden Eigenwerte (GZ und 1. Anregung im jeweiligen Symmetriesektor) der Sym-
metriesektoren mit k = (0,0), Sz = 0 und f ∈ {−1,1} sowie (b) zweite Ableitung der Grundzu-
standsenergie pro Gitterplatz e0. Die Energieeigenwerte ei wurden mit exakter Diagonalisierung
auf einem Cluster mit 36 Gitterplätzen berechnet. Es ist zu beachten, dass nur der niedrigsten
Eigenwert in jedem Symmetriesektor konvergiert ist, während die nächsthöheren Eigenwerte nu-











i,j,k,l∈ ((SiSj) (SkSl) + (SiSk) (SjSl)− (SiSl) (SjSk)) (4.56)
mit J1, J4 > 0. Das negative Vorzeichen von J4 folgt aus dem effektiven Spinmodell des
Hubbardmodells auf dem pi-Fluss Quadratgitter (siehe Gleichungen (4.41) bis (4.48)).
Zusätzlich zu den bereits im vorangegangenen Unterkapitel betrachteten Clustern mit 18
und 36 Gitterplätzen, werden in diesem Unterkapitel auch die in Abbildung 4.16 (b) und (c)
dargestellten Cluster mit 24 und 30 Gitterplätzen untersucht. Als erstes wird die in Ab-
bildung 4.20 (a) dargestellte Grundzustandsenergie pro Gitterplatz e0/J1 sowie ihre in
Abbildung 4.20 (b) gezeigte zweite Ableitung diskutiert. Beide Größen zeigen keinerlei
Auffälligkeiten im betrachteten Parameterbereich und sind damit konsistent zu den Er-
gebnissen aus dem vorherigen Unterkapitel 4.2.2. Während der Grundzustand bei allen
Clustern bei k = 0 und Sz = 0 liegt, so ist ein Paritätseffekt bei der Spin-Flip Symmetrie
erkennbar: Für die Cluster mit 18 und 30 Gitterplätzen besitzt der Grundzustand f = −1,
während er für die Cluster mit 24 und 36 Gitterplätzen f = 1 besitzt.
















〈Szi Szj 〉 (4.57)
mit dem Impulsvektor q = (qx,qy)T und den Koordinaten (xi,yi) des Spins am Gitterplatz i
(vergleiche auch mit der Fouriertransformation in Gleichung (3.30)) berechnet. Der Spin-
strukturfaktor (4.57) erlaubt die Detektion langreichweitiger Spinordnung. Da für kleine
J4/J1 das Spinmodell eine langreichweitige antiferromagnetische 120◦-Ordnung ausbildet,
kann durch die Untersuchung des Spinstrukturfaktors untersucht werden, ob die Ordnung
verschwindet.
Für alle betrachteten Cluster ist der Spinstrukturfaktor bei q = (2,0) und q = (4,0)
maximal, welches, bei der hier getroffenen Clusterwahl, dem Impuls der 120◦-Ordnung
entspricht. In Anhang B.1 sind die Spinstrukturfaktoren Szz(q) für alle q und alle Cluster
in den Abbildung B.1 und B.2 dargestellt. Abbildung 4.21 zeigt den Spinstrukturfaktor
pro Gitterplatz Szz(q = (2,0))/N ausgewertet beim Impuls q = (2,0) der 120◦-Ordnung.
Dieser sollte mit wachsender Clustergröße in der geordneten Néelphase gegen einen festen
Wert konvergieren. Wird angenommen, dass der Paritätseffekt für die Spin-Flip Symme-
trie auch einen Paritätseffekt für diese Konvergenz besitzt, so lässt sich erkennen, dass
die beiden Cluster mit 24 und 36 Gitterplätzen für kleine J4/J1 sehr ähnliche Werte für
Szz(q = (2,0))/N liefern. Bemerkenswert ist jedoch, dass Szz(q = (2,0))/N mit wachsen-
dem J4/J1 kaum abfällt, wie es bei einem Phasenübergang in eine ungeordnete Phase zu
72
4.2 Hubbardmodell auf dem pi-Fluss Dreiecksgitter









































Abbildung 4.20: (a) Grundzustandsenergie pro Gitterplatz e0/J1 und (b) zweite Ableitung der
Grundzustandsenergie pro Gitterplatz für verschiedene ClustergrößenN in Abhängigkeit von J4/J1
für das J1-J4 Modell.
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Abbildung 4.21: Spinstrukturfaktor Szz(q = (2,0))/N pro Gitterplatz beim Impuls der 120◦-
Ordnung in Abhängigkeit von J4/J1 für verschiedene Clustergrößen N .
erwarten wäre. Insbesondere deuten die Ergebnisse darauf hin, dass die Vierspinterme auf
dem pi-Fluss Dreiecksgitter der 120◦-Ordnung nicht entgegenwirken. Dies lässt sich für klas-
sische Spins anschaulich verstehen. Im klassischen Limes wurde die klassische Energie der
120◦-Ordnung für ein J1-J4 Modell bereits bestimmt [155, 156]. In den hier angegebenen






und es ist erkennbar, dass für den dem pi-Fluss Dreiecksgitter entsprechenden Fall J4 > 0,
die Vierspinterme die Energie der 120◦-Ordnung weiter absenken, während für J4 < 0,
welches dem isotropen Dreiecksgitter entspricht, die Energie angehoben wird. Von einem
klassischen Standpunkt aus betrachtet, ist es daher plausibel, dass die Vierspinterme der
120◦-Ordnung nicht entgegenwirken. Es kann allerdings sein, dass die Vierspinterme eine
andere Phase noch stärker begünstigen als die 120◦-Ordnung, welches hier nicht weiter
untersucht wird.
Nun sollen – analog zum effektiven Ordnung 4 Spinmodell – die niedrigsten beiden Ei-
genwerte in den beiden Spin-Flip Sektoren bei k = 0 und Sz = 0 auf dem Cluster mit
36 Gitterplätzen betrachtet werden. Es ergeben sich die in Abbildung 4.22 dargestellten
Energiedifferenzen bezüglich der Grundzustandsenergie. In Übereinstimmung mit den bis-
herigen Ergebnissen lassen sich auch hier keine Indizien für einen Quantenphasenübergang
finden.
Zusammenfassend sind sämtliche hier präsentierten Ergebnisse mit der Abwesenheit ei-
ner Spinflüssigkeitsphase im reinen J1-J4 Modell konsistent. Da die Identifizierung einer
Spinflüssigkeit äußerst subtil ist und vor allem die untersuchten Cluster noch zu klein
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k = (0, 0), f = 1, GZ
k = (0, 0), f = 1, 1. Anreg.
k = (0, 0), f = −1, GZ
k = (0, 0), f = −1, 1. Anreg.
Abbildung 4.22: Energiedifferenz (ei− e0)/J1 zur Grundzustandsenergie pro Gitterplatz für das
J1-J4 Modell für die niedrigsten beiden Eigenwerte (GZ und 1. Anregung im jeweiligen Symmetrie-
sektor) der Symmetriesektoren mit k = (0,0), Sz = 0 und f ∈ {−1,1}. Die Energieeigenwerte ei
wurden mit exakter Diagonalisierung auf einem Cluster mit 36 Gitterplätzen berechnet. Es ist zu
beachten, dass nur der niedrigsten Eigenwert in jedem Symmetriesektor konvergiert ist, während
die nächsthöheren Eigenwerte numerischen Ungenauigkeiten unterworfen sind.
sein könnten, kann natürlich nicht ausgeschlossen werden, dass eine solche Phase auch im
J1-J4 Modell existiert. Es wurden ebenfalls nur einige Symmetriesektoren betrachtet, wo-
durch Änderungen im Anregungsspektrum eventuell nicht erkannt werden. Die Frage, die
sich nun stellt, ist, ob ein anderer Mechanismus als die Vierspinwechselwirkungen für die
Ausbildung einer Quantenspinflüssigkeitsphase im Hubbardmodell auf dem pi-Fluss Drei-
ecksgitter verantwortlich ist. Zu diesem Zweck wird im nächsten Unterkapitel das J1-J2
Modell untersucht.
4.2.4 J1-J2 Modell




Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj (4.59)
auf dem Dreiecksgitter eine Spinflüssigkeitsphase besitzt [52–57]. Insbesondere konnte diese
Phase durch einen Vergleich zwischen exakter Diagonalisierung und variationellen Wellen-
funktionen im Bereich 0.08 . J2/J1 . 0.16 nachgewiesen werden [57]. In Abbildung 4.23
findet sich das aus Referenz 57 entnommene Energiespektrum des Clusters mit 36 Gitter-
plätzen. Sollte die mit der VCA gefundene nichtmagnetische Zwischenphase der Spinflüs-




FIG. 4. ED spectra for J  = 0 and spectral decomposition of several
model wavefunctions for J2 = 0.12 and J2 = 0.15. Full (empty)
symbols correnspond to even (odd) spin. The diameter of the poles is
proportional to the squareoverlap | h ED| Modeli |2. Besides the CSL
and Dirac spin liquid wavefunctions the three wavefuncitons denoted
by  .A1,  .A2 and  .E2b are the groundstates in the respective sym-
metry sectors at J2 = 0.3.
uid phase, Ref. [34] proposes an extended gapless ASL state.
In Ref. [37] it was argued that a CSL and a Z2 spin liquid
are competing in the low energy sector in the intermediate
region 0.07 . J2 . 0.15. Ref [38] compared variational
energies of several Z2 spin liquids based on Gutzwiller pro-
jected wave functions. Interestingly they find that among all
of these wavefunctions the lowest energy is not attained by
a state with Z2 structure, but rather by a model whose band
structure features gapless Dirac-like excitations before projec-
tion (see supp. mat. and Refs. [38, 51]). After projection this
state is called Dirac Spin Liquid (DSL) and Ref. [38] finds an
extended gapless region described by a dressed wave function
of the DSL kind.
In order to shed light on this open question we present the
detailed energy spectrum of the Ns = 36 site cluster along
the J  = 0 line in the top panel of Fig. 4. In the small J2
region the first few levels are in agreement with the tower of
state expectations for the 120  Ne´el state [21], and similarly
at the largest J2 values shown for the stripy collinear magnetic
order [33] [52].
Focusing on the intermediate region 0.08 . J2 . 0.16
we would expect to see an approximate four-fold ground state
degeneracy in either a non-chiral Z2 spin liquid or two time-
reversal related copies of a CSL as in Refs. [5, 7]. This is
not the case for our system size. An additional complication
comes from the observation that some of the low-lying levels
in the spin liquid region seem to be states which become the
ground state or low-lying levels in the stripy collinear region
across the first order transition around J2 ⇠ 0.16. This illus-
trated by calculating overlaps of several low-lying eigenstates
at J2 = 0.3 with the eigenstates at J2 = 0.12 (J2 = 0.15)
displayed in the lower left (right) panel of Fig. 4.
FIG. 5. Overlaps of DSL wavefunction with ED eigenstates
and decay of spin-spin and twist-twist corralation functionsD
(~S0 ⇥ ~S1) · (~Si ⇥ ~Sj)
E
of the DSL from VMC on a 144 sites lat-
tice. The maximum ground state overlap is attained at J2 = 0.1. The
correlations decay algebraically over distance.
Given the rather low variational energy of the DSL and to a
lesser extent of the CSL model wave functions as shown in the
right part of Fig. 2 (and for the DSL in Refs. [34, 38]) we also
compute the decomposition of these model wave functions
onto the exact ED eigenstates for J2 = 0.12 and J2 = 0.15,
as shown in the lower part of Fig. 4. At J2 = 0.12 the ground
state has a sizeable overlap with the DSLmodel wave function
of 0.56. Furthermore when going up to energies of about 0.6,
we can also find four states which have non-vanishing overlap
with the two different topological sectors of the CSL model
wave functions, although the integrated weight is lower than
for the DSL state. This might explain the findings of Ref. [37]
and is due to the reported CSL stabilized at finite but small J .
In the future one should also explore overlaps with a Z2 spin
liquid model wave function in order to address the propensity
to this kind of spin liquid on an equal footing the other model
wave functions.
We have then explored the overlap of the exact ED ground
state with the DSLmodel wave function in a larger range of J2
couplings and observe the overlap to be maximal in the vicin-
ity of the putative 120  Ne´el to spin liquid quantum phase
transition around J2 ⇠ 0.08 in Fig. 5. Motivated by this ob-
servation we have explored correlation functions in the DSL
model wave function and we find likely power-law correlation
functions which peak at theK point in reciprocal space (con-
sistent with Refs. [34, 38]). We also investigated the spin vec-
tor chirality (twist) correlations and find them to exhibit likely
power-law correlations with a real space pattern in agreement
with the (ordered) pattern in the 120  Ne´el ordered phase cf.
Fig. 5.
These nontrivial observations motivate us to conjecture that
the DSL wave function should not be considered as a model
wave function for an extended ASL region, but instead as a
lattice wave function correctly describing the long-distance
properties the quantum critical point out of the 120  Ne´el state
into a spin liquid. The O(4)⇤ theory [39–41] is a strong con-
tender describing this transition. Let us put this advocated
picture into a broader context: It is believed that Gutzwiller
projected wave functions of partons with SU(N) symmetry
and a band structure with nD Dirac points correspond to a lat-
tice realization of QED3: i.e. Nf = N ⇥ nD two-component
Abbildung 4.23: Oberer Teil: ED Sp ktrum des J1-J2 Modells auf dem Cluster mit 36 Gitter-
plätzen für verschiedene Symmetriesektoren (unterschiedlich farbige Symbole) und J1 = 1. Die
Symmetriesektoren werden urch Γ, K und M für die ent prechenden Punkte in der ersten Bril-
louinzone sowie A1, A2 und E2 für die zugehörigen Punktgruppen bezeichnet. Gefüllte (ungefüllte)
Symbole gehören zu geraden (ung raden) Spinsekt ren. Die ermittelten Phasenbereiche sind durch
einen unterschiedlich farbigen Hintergrund da gestellt. Unterer Teil: Spektralzerlegung fü ver-
schiedene Wellenfunktionen |ψModel〉 für J2 = 0.12 (linker unterer Teil) und J2 = 0.15 (rechter
unterer Teil). Der Durchmesser der Kreise entspricht dem quadratischen Überlapp |〈ψED|ψModel〉|2
zwischen dem mit ED bestimmten Eigenzustand |ψED〉 und |ψModel〉. Es wurden variationelle Wel-
lenfunktionen für eine Dirac Spinflüssigkeit, chirale Spinflüssigkeit (CSL) sowie die Grundzustände
im entsprechenden Symmetriesektor (Γ.A1, Γ.A2, Γ.E2) bei J2 = 0.3 verwendet. Diese Abbildung
wurde aus Referenz 57 entnommen, wo sich auch detaillierte Ausführungen finden lassen.
im ffektiven Spinmodell betrachtet werden – mit den Spinkopplungen (4.43) und (4.44)
















ergeben. Dieser Bereich liegt bei sehr großen t/U -Werten, bei denen das Spinmodell üb-
licherweise nicht mehr konvergiert ist. Demzufolge sollten die anderen Kopplungen des
effektiven Spinmodells oder höhere Ordnungen den Bereich zu kleineren Werten von t/U
verschieben, sofern dies der gesuchte Übergang ist.
In diesem Unterkapitel soll nun die in Kapitel 3 beschriebene Methode zur exakten Diago-
nalisierung auf das J1-J2 Modell angewendet werden und anschließend der Einfluss von zu-
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sätzlichen Vierspinkopplungen untersucht werden. Der dafür verwendete periodische Clus-
ter besteht aus 36 Gitterplätzen und ist in Abbildung 4.16 (d) dargestellt. Während in
Referenz 57 auch Raumsymmetrien für die exakte Diagonalisierung ausgenutzt werden,
wird in dieser Arbeit nur die Translations-, Spin-Flip und Sz-Symmetrie ausgenutzt. Für
jeden Symmetriesektor – das heißt festes k, f und Sz – werden dann die niedrigsten
Eigenwerte bestimmt. Die Energiedifferenz dieser Eigenwerte zur Grundzustandsenergie,
welche bei k = 0 und f = 1 liegt, ist in Abbildung 4.24 eingetragen. Ein Vergleich von
Abbildung 4.24 mit Abbildung 4.23 zeigt, dass die grundlegenden Merkmale des Energie-
spektrums reproduziert werden.
Da nur der Sektor mit Sz = 0 betrachtet wird und deutlich weniger Symmetrien ausgenutzt
werden, sind in Abbildung 4.24 zum Teil andere Energien gezeigt als in Abbildung 4.23.
Dennoch kann insbesondere ein Phasenübergang erster Ordnung zur gestreiften Phase iden-
tifiziert werden. Bemerkenswert ist auch, dass bei J2/J1 ≈ 0.07 sich das Anregungsspek-
trum deutlich verändert. Dies könnte auf den Übergang zur Spinflüssigkeit zurückzuführen
sein, für eine genauere Analyse müsste allerdings untersucht werden, ob der sogenannte
Tower of States [120, 157] vorliegt, wozu höhere Sz-Sektoren berechnet werden müssten.



















k = (0, 0)
k = (0, 1)
k = (0, 2)
k = (0, 3)
k = (0, 4)
k = (0, 5)
k = (1, 1)
k = (1, 2)
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k = (1, 4)
k = (1, 5)
k = (2, 2)
k = (2, 3)
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k = (2, 5)
k = (3, 3)
k = (3, 4)
k = (3, 5)
k = (4, 4)
k = (4, 5)
k = (5, 5)
Abbildung 4.24: Energiedifferenz (ei− e0)/J1 zur Grundzustandsenergie pro Gitterplatz für das
J1-J2 Modell für die niedrigsten beiden Eigenwerte aller Symmetriesektoren mit k ∈ {0, . . . ,5}2,
f ∈ {−1,1} und Sz = 0. Die Energieeigenwerte ei wurden mit exakter Diagonalisierung auf einem
Cluster mit 36 Gitterplätzen berechnet. Unterschiedliche Farben gehören zu unterschiedlichen Im-
pulsen k. Die Quadrate (Kreise) korrespondieren zum niedrigsten Eigenwert im entsprechenden
k-Sektor mit Spin-Flip Quantenzahl f = 1 (f = −1) und die Rauten (Dreiecke) zum nächstgrö-
ßeren Eigenwert im entsprechenden Symmetriesektor mit f = 1 (f = −1). Es ist zu beachten,
dass nur der niedrigste Eigenwert in jedem Symmetriesektor konvergiert ist, während die nächst-
höheren Eigenwerte numerischen Ungenauigkeiten unterworfen sind. Die vertikalen gestrichelten
Linien deuten die Phasenübergänge zur Spinflüssigkeit (J2/J1 ≈ 0.08) und zur gestreiften Phase
(J2/J1 ≈ 0.16) an [57].
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In Referenz 57 wurde dies überprüft und die Energieniveaus stimmen für kleine J2/J1 und
große J2/J1 mit dem Tower of States der 120◦-Ordnung [65] bzw. der gestreiften Ord-
nung [80] überein. Hinzu kommt, dass die Identifikation einer solchen Phase sehr subtil ist
und in Referenz 57 insbesondere über einen Vergleich mit variationellen Wellenfunktionen
angestrebt wird.
Der Phasenübergang zur gestreiften Phase ist weder im effektiven Spinmodell noch im
J1-J4 Modell erkennbar. Interessant ist jedoch, dass die Energieniveaukreuzung zwischen
dem ersten angeregten Zustand bei f = 1 und dem niedrigsten Zustand bei f = −1 im
effektiven Spinmodell bei sehr großen t/U ≈ 0.29 sichtbar, im J1-J4 Modell aber nicht
vorhanden ist. Sollte der mittels VCA vorhergesagte Phasenübergang zur Spinflüssigkeit
im Hubbardmodell auf dem pi-Fluss Dreiecksgitter durch die übernächstnachbar Wechsel-
wirkung J2 getrieben werden, so sollten die Vierspinterme diesen Übergang unterstützen,
das heißt zu kleineren, als den durch Gleichung (4.62) vorgegebenen, Werten von t/U ver-
schieben. Die Ergebnisse aus den vorherigen Kapiteln deuten allerdings daraufhin, dass die
Vierspinterme diesen Übergang zu größeren t/U -Werten verschieben.
Zum Abschluss soll dies noch weiter überprüft werden, indem das J1-J2 Modell um die Vier-
spinterme des J1-J4 Modells erweitert wird. In Abbildung 4.25 sind dazu die Energiediffe-
renzen zur Grundzustandsenergie in Abhängigkeit von J2/J1 für feste
J4/J1 ∈ {0.05,0.1,0.15,0.2,0.25} aufgetragen. Wie sich eindeutig erkennen lässt, verschwin-
den die oben erwähnten Merkmale durch Einführen der Vierspinterme. Eine Erhöhung von
J4/J1 lässt die Energiedifferenz zum Grundzustand weiter ansteigen, weshalb die Vermu-
tung nahe liegt, dass die 120◦-Ordnung stabilisiert wird.
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Abbildung 4.25: Energiedifferenz (ei− e0)/J1 zur Grundzustandsenergie pro Gitterplatz für das
J1-J2-J4 Modell in Abhängigkeit von J2/J1 für (a) J4/J1 = 0.05, (b) J4/J1 = 0.1, (c) J4/J1 = 0.15,
(d) J4/J1 = 0.2 und (e) J4/J1 = 0.25. Die Energieeigenwerte ei wurden mit exakter Diagonali-
sierung für k = 0, f ∈ {−1,1} und Sz = 0 auf einem Cluster mit 36 Gitterplätzen berechnet
und es werden nur die niedrigsten beiden Eigenwerte jedes Symmetriesektors gezeigt. Es ist zu
beachten, dass nur der niedrigste Eigenwert in jedem Symmetriesektor konvergiert ist, während




Zusammenfassend lässt sich festhalten, dass die in dieser Arbeit produzierten ED-Ergebnisse
für das J1-J2 Modell auf einem Cluster mit 36 Gitterplätzen mit ähnlichen
ED-Rechnungen [57] auf demselben Cluster übereinstimmen. Allerdings ist die Charak-
terisierung einer Spinflüssigkeit des Dreiecksgitters äußerst subtil und wird schon seit län-
gerem für das J1-J2 Modell diskutiert [52–57]. Dennoch konnten Indizien für entsprechende
Phasenübergänge auch in den ED-Spektren des J1-J2 Modells identifiziert werden, wobei
insbesondere der Vergleich mit variationellen Wellenfunktionen Aufschluss über die Art
der Spinflüssigkeit gibt [57]. Für das J1-J4 Modell sowie das effektive Spinmodell in vier-
ter Ordnung konnten keine Anzeichen für die Existenz eines Phasenübergangs gefunden
werden. Sollte eine Spinflüssigkeit in dem durch VCA-Rechnungen vorgeschlagenen Be-
reich für das Hubbardmodell auf dem pi-Fluss Dreiecksgitter [51] realisiert sein und durch
die J2-Terme angetrieben werden, so wird auch erwartet, dass die Vierspinterme die Aus-
bildung der Spinflüssigkeit unterstützen. Die Rechnungen dieser Arbeit konnten dieses
Szenario nicht stützen, sondern deuten eher darauf hin, dass die Vierspinterme der, im
J1-J2 Modell vorhandenen, Spinflüssigkeitsphase entgegenwirken. Demzufolge könnte es
sein, dass ein anderer Mechanismus für die Ausbildung der Spinflüssigkeit im Hubbardmo-
dell auf dem pi-Fluss Dreiecksgitter zuständig ist. Es besteht auch die Möglichkeit, dass gar
kein Phasenübergang existiert, sondern die gefundenen Anzeichen auf Artefakte der VCA
zurückzuführen sind. Sollte der Phasenübergang, wie durch die VCA-Rechnungen sugge-
riert wird, tatsächlich zweiter Ordnung sein, so ist die Identifikation eines solchen deutlich
schwieriger als beim isotropen Dreiecksgitter, wo der Phasenübergang erster Ordnung ist.
Es sind deshalb weitere Untersuchungen notwendig, um die Existenz einer Spinflüssigkeits-
phase für das Hubbardmodell auf dem pi-Fluss Dreiecksgitter zu klären. In Solchen sollte





Um exotische Quantenphasen zu verstehen, ist es essentiell Techniken zu entwickeln, die
diese Phasen quantitativ erfassen können. Da solche Phasen jedoch oft im Parameterraum
nah an konventionellen Phasen liegen, ist es ebenso wichtig Methoden zu kennen, mit
denen diese Phasen quantitativ untersucht werden können, um sie zum einen besser von den
unkonventionellen Phasen abzugrenzen und zum anderen reale Systeme zu charakterisieren,
wodurch Experimente in die Richtung exotischerer Phasen geleitet werden können.
Das antiferromagnetische Heisenbergmodell [64] in zwei Dimensionen bei Temperatur T = 0
ist ein gutes mikroskopisches Modell, um solche Methoden zu testen, da es, abhängig vom
Grad der geometrischen Frustration und dem Wert des Gesamtspins, verschiedene geord-
nete und ungeordnete Phasen aufweist. So ist zum Beispiel der Grundzustand auf dem
unfrustrierten Spin-1/2 Quadratgitter durch eine langreichweitige Néelordnung charakte-
risiert [158–160]. Das frustrierte Spin-1/2 Dreiecksgitter (siehe auch Kapitel 4.2) weist
ebenfalls einen antiferromagnetisch geordneten Grundzustand auf – die sogenannte 120◦-
Ordnung – und wurde in den letzten Jahrzehnten intensiv studiert [65–68]. In beiden
Fällen ist die SU(2)-Symmetrie spontan gebrochen und die Anregungen sind gemäß des
Goldstone-Theorems [142] lückenlose Spinwellen. Im Unterschied dazu steht das Spin-1/2
Heisenbergmodell auf dem Kagomegitter, wo der Grundzustand vermutlich eine Quanten-
spinflüssigkeit mit exotischer topologischer Ordnung ist [58, 59]. Die Spin-1 Variante auf
dem Kagomegitter weist vermutlich eine spontante Trimerisierung mit langreichweitiger
Singulettordnung und Energielücke auf [69–74]. Für noch größere S > 1 ist der Grund-
zustand des Heisenbergmodells auf dem Kagomegitter wieder langreichweitig magnetisch
geordnet [73, 75–77].
Während die lückenlosen Systeme zu einer unendlichen Korrelationslänge führen, welche die
nichtperturbativen Linked-Cluster Entwicklungen (NLCEs) deutlich erschwert, so wurde
für das Spin-1 Heisenbergmodell auf dem Kagomegitter bereits gezeigt, dass divergierende
Teilsysteme zu einem nichtmonotonen Konvergenzverhalten führen [74]. In diesem Kapitel
wird deshalb die in Kapitel 2.2.1 eingeführte Methode – welche die NLCE um Randfelder
erweitert, die den einzelnen Graphen eine Referenzordnung vorgeben – angewendet, um
zu überprüfen, ob dadurch die Konvergenzprobleme der konventionellen NLCEs behoben
werden können. Dazu wird die Methode zuerst für lückenlose Systeme mit langreichweitiger
magnetischer Ordnung angewendet, indem das Heisenbergmodell auf dem Quadrat- und
Dreiecksgitter für jeweils Spin-1/2 und Spin-1 untersucht wird. Es stellt sich heraus, dass
die Erweiterung der NLCE um Randfelder auch dort quantitativ richtige Resultate liefert,
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wo die NLCE ohne Randfelder divergiert. Im Anschluss daran wird dieselbe Methode für
das lückenbehaftete Spin-1 Heisenbergmodell auf dem Kagomegitter angewendet, wodurch
sich das nichtmonotone Konvergenzverhalten ebenfalls beheben lässt.
Die Inhalte dieses Kapitels wurden zum Großteil bereits in den Referenzen 74 und 109
publiziert.
5.1 Langreichweitig magnetisch geordnete Quantenphasen
In diesem Kapitel wird die NLCE-Methode mit Randfeldern (siehe Kapitel 2.2.1) auf Sys-
teme mit einem langreichweitig magnetisch geordneten Grundzustand angewendet. Diese
Systeme sind lückenlos und weisen somit eine divergierende Korrelationslänge auf. Mithilfe
der Randfelder können allerdings dennoch gute Resultate erzielt werden, wie in diesem
Kapitel gezeigt wird.
Zuerst wird dabei die Methode für das Spin-1/2 Heisenbergmodell auf dem Quadratgit-
ter getestet, da die Grundzustandseigenschaften dieses Systems ausgiebig untersucht wur-
den [158–160]. Im Anschluss daran wird die Methode auf das Spin-1 Heisenbergmodell auf
demselben Gitter angewendet. In beiden Fällen liefert die NLCE mit Randfeldern sehr gute
Resultate für die Grundzustandsenergie und Untergittermagnetisierung.
Ein deutlich anspruchsvolleres System ist das Heisenbergmodell auf dem Dreiecksgitter,
wo die starke Frustration zu einer reichhaltigeren Physik führt. Für dieses System werden
ebenfalls die Spin-1/2 und Spin-1 Fälle durch eine NLCE mit Randfeldern behandelt und
auch hier lassen sich gute Ergebnisse für die Grundzustandsenergie sowie Untergitterma-
gnetisierung erzielen.
5.1.1 Graphenentwicklungen
Insgesamt werden vier verschiedene Graphenentwicklungen verwendet, um die Grundzu-
standsenergie und Untergittermagnetisierung mittels NLCE zu berechnen. Diese werden
in den folgenden Abschnitten vorgestellt.
Volle Graphenentwicklung
Eine volle Graphenentwicklung nutzt für eine gegebene OrdnungN der NLCE alle Graphen
mit maximal N Knoten. Dabei werden, wie in Kapitel 2.2.1 beschrieben, nur vollständige
(feste) Graphen betrachtet, was allerdings keine Näherung darstellt. In dieser Entwicklung
wächst die Anzahl an Graphen sehr schnell an, während die Anzahl an Knoten recht klein
bleibt, weshalb die exakte Diagonalisierung (ED) nicht den Flaschenhals für die NLCE
darstellt. Es ist ebenfalls nicht möglich den Graphen eine Längenskala zuzuordnen, wodurch
eine Skalierung erschwert wird.
In den Abbildungen und Tabellen wird die volle Graphenentwicklung mit „Voll“ abgekürzt.
82
5.1 Langreichweitig magnetisch geordnete Quantenphasen
Rechteckentwicklung
Im Gegensatz zu einer vollen Graphenentwicklung, bei der die Anzahl an Graphen sehr
schnell wächst, lässt sich auch in rechteckigen Graphen entwickeln [104, 108, 116–118],
wodurch die Anzahl an Graphen sehr langsam anwächst. Die Graphen besitzen dann die
linearen Dimensionen Lx und Ly, sodass die Anzahl an Knoten N = Lx ·Ly ist. Die exakte
Diagonalisierung wird jetzt zum limitierenden Faktor für die Entwicklung.
Ein weiterer Vorteil der Rechteckentwicklung ist, dass die Berechnung der reduzierten Bei-
träge und Einbettungsfaktoren trivial ist. Für den Graphen GLx,Ly mit den Ausdehnungen










wobei die Summe über alle L′x und L′y mit
1 ≤ L′x ≤ Lx (5.2)
1 ≤ L′y ≤ Ly (5.3)
(L′x,L
′
y) 6= (Lx,Ly) (5.4)
läuft [118] und der Einbettungsfaktor offensichtlich immer gleich 1 ist.
Diese Entwicklung sollte insbesondere für das Quadratgitter gut geeignet sein, da die Gra-
phen deutlich mehr Raumsymmetrien des Gitters respektieren als bei einer vollen Graphen-
entwicklung. Die Ordnung der NLCE ist weiterhin durch die Anzahl N an Gitterplätzen




zu definieren [108], wodurch Skalierungen zu unendlicher Ordnung ermöglicht werden. Den-
noch gestaltet sich – wie in Kapitel 5.1.3 genauer erläutert wird – eine Skalierung als schwie-
rig, da die Rechteckentwicklung kein glattes Verhalten bezüglich der NLCE-Ordnung zeigt.
Arithmetische Graphenentwicklung
Ein weiteres Schema, welches arithmetische Graphenentwicklung [161, 162] genannt wird,
definiert die Ordnung über die zugeordnete Längenskala entlang der Diagonalen (im Sinne
der Manhattan-Metrik). Die OrdnungM mit den Ausdehnungen Lx und Ly ist dann durch
M := Lx + Ly − 2 (5.6)
definiert. Die −2 ist so gewählt, dass ein einzelner Bond aus 2 Gitterplätzen die Ordnung
M = 1 besitzt und weicht somit leicht von der durch Kallin [161] und Clever [162] gegebe-
nen Definition ab. Folglich ist die arithmetische Ordnung identisch zur Anzahl an Kanten
entlang der beiden Richtungen eines rechteckigen Graphen.
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Für alle Skalierungen ist allerdings die Anzahl an Gitterplätzen (Knoten der Graphen) von
Relevanz und obwohl die Anzahl an Knoten für die Graphen einer arithmetischen Ordnung





verwendet, da dies der durchschnittlichen linearen Ausdehnung des größten quadratischen
Graphen der Ordnung entspricht. Wie sich in den folgenden Unterkapiteln zeigen wird,
werden nur gerade NLCE-Ordnungen für die Skalierungen verwendet, sodass larith eine
ganze Zahl ist.
Die arithmetische Graphenentwicklung wird in den Abbildungen und Tabellen mit „Arith.“
abgekürzt.
Quadratentwicklung
In der Rechteckentwicklung sind die Graphen mit der längsten Ausdehnung in eine Rich-
tung stets Kettengraphen. Dies kann für zweidimensionale Systeme problematisch werden,
da so eindimensionale Effekte einen zu großen Einfluss haben. Dies wurde in der arithmeti-
schen Graphenentwicklung teilweise behoben, da dort der längste Kettengraph die gleiche
Länge hat wie die Manhattan-Distanz der quadratischeren Cluster. Die Quadratentwick-
lung geht noch einen Schritt weiter und definiert die OrdnungM in der ein Graph beiträgt
als Maximum der beiden Ausdehnungen:
M := max{Lx,Ly} . (5.8)
Es sollte beachtet werden, dass aufgrund der Forderung nach Schnittstabilität (siehe Kapi-
tel 2.1.2) alle Schnittgraphen ebenfalls benötigt werden. Dadurch sind nicht alle Graphen
quadratisch, aber die Definition der Ordnung ist so gewählt, dass der Graph mit den meis-
ten Knoten immer quadratisch ist.
Die Kettengraphen sind in dieser Entwicklung niemals länger als eine Seite der quadrati-
schen Graphen. Wie in der arithmetischen Entwicklung ist die Anzahl an Gitterplätzen für
die Graphen einer Ordnung nicht immer gleich, allerdings hat der quadratische Graph der
Ordnung mit L = Lx = Ly immer die meisten Gitterplätze, weshalb
lquad := L (5.9)
für alle Skalierungen verwendet wird.
Abgekürzt wird die Quadratentwicklung in den Abbildungen und Tabellen mit „Quad.“.
5.1.2 Skalierungen für NLCEs
NLCEs werden aufgrund der Einbettung auf das Gitter direkt im thermodynamischen
Limes durchgeführt, weshalb es keine finite-size Effekte gibt. Allerdings korrespondiert je-
de NLCE-Ordnung zu einer Trunkierung in den Realraumfluktuationen des unendlichen
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Systems. Aus diesem Grund ist es interessant Skalierungen der NLCE-Ergebnisse zu un-
endlichen Ordnungen durchzuführen. Dies ist jedoch eine herausfordernde Aufgabe, da
keine aus grundsätzlichen Prinzipien abgeleiteten Skalierungsgesetze für NLCEs bekannt
sind. In dieser Arbeit werden deshalb zwei verschiedene Skalierungen getestet: Die erste
(i) Skalierungsvorschrift ist aus konventionellen finite-size Skalierungen für lückenlose ma-
gnetisch geordnete Heisenbergmodelle bekannt [163], während die zweite (ii) verwendete
Skalierungsvorschrift heuristisch für die Coupled-Cluster Methode (CCM) gefunden wur-
de (siehe Referenzen 164, 165, 166, 167 und die dort enthaltenen Referenzen). Die CCM
ist, wie NLCEs auch, eine Methode, welche direkt im thermodynamischen Limes arbeitet.
Grundlage der CCM ist es, ausgehend von einer Anfangswellenfunktion, den Grundzustand
des Systems systematisch anzunähern. Dazu wird eine Transformation auf den Ausgangs-
zustand angewendet und in den Operatoren dieser Transformation trunkiert (eine gute
Einführung in die CCM findet sich zum Beispiel in Referenz 168).
(i) Für einen langreichweitig antiferromagnetisch geordneten Grundzustand mit lücken-
losen Goldstone-Anregungen ergeben sich in zwei Dimensionen die finite-size Skalierun-
gen [163]















+ . . . (5.11)
für die Grundzustandsenergie pro Gitterplatz e0 und die Untergittermagnetisierung m0.
Mit e0,skal(i), a1, a2, m20,skal(i), b1 und b2 werden die Parameter der Ausgleichsrechnungen
bezeichnet und e0,skal(i) und m0,skal(i) stellen dann die für l→∞ skalierten Werte dar. Die
Punkte deuten Terme höherer Ordnung in 1/l an. Diese Skalierung wird in dieser Arbeit
als Skalierung vom Typ (i) bezeichnet und mit „Skal. (i)“ abgekürzt.
(ii) Im Rahmen der CCM wurden die Skalierungsgesetze
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heuristisch gefunden (siehe Referenzen 164, 165, 166, 167 und die dort enthaltenen Refe-
renzen), wobei e0,skal(ii), a¯1, a¯2, m0,skal(ii), b¯1, b¯2 wieder Parameter der Ausgleichsrechnung
sind und die Punkte höhere Ordnungen in 1/l andeuten. Mit Typ (ii) wird diese Skalierung
in dieser Arbeit bezeichnet und mit „Skal. (ii)“ wird sie abgekürzt.
Beide Skalierungsgesetze werden in dieser Arbeit für die NLCEs mit Randfeldern bei An-
wendung der verschiedenen Graphenentwicklungen (siehe Kapitel 5.1.1) überprüft, indem
die Längenskala l mit der typischen Längenskala lrecht, larith bzw. lquad der Entwicklungen
identifiziert wird.
In den nächsten Unterkapiteln wird die NLCE mit Randfeldern für das Spin-1/2 und Spin-1
Heisenbergmodell auf dem Quadrat- und Dreiecksgitter sowie dem zugehörigen Spin-1/2
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XXZ-Modell angewendet und die Skalierungsgesetze werden genutzt, um die Grundzu-
standsenergie und Untergittermagnetisierung bis zu unendlichen Ordnungen zu extrapolie-
ren. Begonnen wird mit einer Diskussion der Methode für das Spin-1/2 Heisenbergmodell
auf dem Quadratgitter, welches bereits ausgiebig studiert wurde und aufgrund der fehlen-
den Frustration ein idealer Kandidat für das Testen der Methode darstellt. Aus den so
erzielten Ergebnissen können dann optimale Kombinationen von Graphenentwicklung und
Bestimmungsmethode fürK ermittelt werden, auf welche sich dann für die darauffolgenden
Modelle konzentriert wird.
5.1.3 Spin-1/2 Heisenbergmodell auf dem Quadratgitter




Si · Sj (5.14)
mit antiferromagnetischem J > 0 gegeben. Die Summe
∑
〈i,j〉 läuft dabei über alle Paa-
re von nächsten Nachbarn auf dem Quadratgitter. Es ist bekannt, dass dieses System
bei Temperatur T = 0 einen langreichweitig magnetisch geordneten Néelzustand ausbil-
det [158–160], wodurch dieses Modell einerseits aufgrund der lückenlosen Anregungen und
der unendlichen Korrelationslänge eine große Herausforderung für jede ortsraumbasierte
Methode darstellt. Andererseits ist das System geometrisch unfrustriert, welches die Kon-
vergenz einer NLCE begünstigt.
Durch eine Untergitterrotation – wie sie für die Spinwellentheorie üblich ist [120, 158] –
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(5.15)
über. Durch Einführen des Parameters λ, welcher zwischen dem Ising (λ = 0) und Heisen-
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(5.16)
des XXZ-Modells und hat damit genau die Form aus Gleichung (2.28). Der Referenzzustand
kann nun als der vollständig in z-Richtung polarisierte Ferromagnet gewählt werden und
die Randfelder können, wie durch Gleichung (2.31) definiert, eingeführt werden. Zuerst
wird sich in diesem Unterkapitel auf den lückenlosen – und daher anspruchsvollsten – Fall
λ = 1 konzentriert. Der einfachere – da lückenbehaftete – Fall λ < 1 (XXZ-Modell) wird
im nächsten Unterkapitel behandelt.
Sämtliche Resultate für die Grundzustandsenergie pro Gitterplatz e0 und die Untergit-
termagnetisierung m0 des Grundzustands werden mit den Quanten-Monte-Carlo (QMC)
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Werten [163]
eQMC0 = −0.669437(5)J (5.17)
mQMC0 = 0.3070(3) (5.18)
verglichen, um die NLCE mit Randfeldern zu testen. Diese QMC-Werte sind aus einer
Skalierung vom Typ (i), gemäß den Gleichungen (5.10) und (5.11), hervorgegangen.
In Abbildung 5.1 ist die mit der vollen Graphenentwicklung bis N = 8 Gitterplätzen er-
mittelte Grundzustandsenergie pro Gitterplatz e0 in Abhängigkeit von der Randfeldstärke
K/J aufgetragen. Es lässt sich gut erkennen, dass die Entwicklung für kleine K/J – ins-
besondere auch K = 0 – divergiert und es lässt sich bereits feststellen, dass es wichtig
ist, die langreichweitige magnetische Ordnung zu berücksichtigen. Für große K/J wird die
Entwicklung wie erwartet stabilisiert und größere Ordnungen liegen näher am QMC-Wert.
Dennoch ist die Entwicklung nicht besonders gut konvergiert und für K/J . 0.6 ist ein
Paritätseffekt, bei dem sich die geraden und ungeraden Ordnungen anders verhalten, vor-
handen. Während die geraden Ordnungen kein Energieminimum besitzen, aus denen sich
ein optimaler K-Wert mit der Minimumsmethode ableiten lässt, so besitzen die ungera-
den Ordnungen ein wohldefiniertes Minimum, welches für die Wynn-Extrapolationen und
Skalierungen zum thermodynamischen Limes verwendet wird.























Abbildung 5.1: Mit der Randfeldmethode und der vollen Graphenentwicklung bestimmte Grund-
zustandsenergie pro Gitterplatz e0/J in Abhängigkeit von K/J für das Spin-1/2 Heisenbergmodell
auf dem Quadratgitter. Verschiedenfarbige Symbole repräsentieren unterschiedliche Ordnungen
und die horizontale schwarze Linie stellt das QMC-Ergebnis [163] dar. Durchgezogene farbige Li-
nien sind Hilfslinien.
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Die mit der Rechteckentwicklung bis N = 25 Gitterplätzen bestimmte Grundzustandsener-
gie pro Gitterplatz ist in Abbildung 5.2 in Abhängigkeit von K/J dargestellt. Diese Ent-
wicklung liefert deutlich besser konvergierte Ergebnisse, welche allerdings auf die deutlich
größere Anzahl an Gitterplätzen der höheren Ordnungen zurückzuführen sind. Nun bil-
den sowohl ungerade als auch gerade Ordnungen Minima aus, allerdings besitzt weiterhin
nicht jede Ordnung ein Minimum. Ein genauerer Blick auf die Minima in Abbildung 5.2
zeigt, dass diese gut zum QMC-Ergebnis konvergieren. Eine vernünftige Skalierung der
Minimalwerte ist jedoch problematisch, wie bereits in vorherigen Rechteckentwicklungen
für NLCEs festgestellt wurde [104, 108]. Da die typische Längenskala lrect =
√
N über
die Wurzel der Ordnung definiert ist (siehe Gleichung (5.5)), treten Ordnungen auf bei
denen sich die Energie kaum ändert. Beispielsweise unterscheidet sich Ordnung 13 nur
durch einen Kettengraphen mit 13 Gitterplätzen von Ordnung 12 und da die Energie von
Kettengraphen üblicherweise sehr schnell abfällt, hat dieser fast keinen Einfluss auf die
Grundzustandsenergie. Die Grundzustandsenergie in Ordnung 12 und 13 ist also nahezu
identisch. Dies führt zur Ausbildung sogenannter „Energieplateaus“ (vergleiche auch mit
dem Bildeinschub in Abbildung 5.5), welche eine Skalierung erschweren. Nichtsdestotrotz
erfasst eine Skalierung von Typ (i) (siehe durchgezogene Linie im Bildeinschub von Abbil-
dung 5.5) die richtige Größenordnung für die Energie im thermodynamischen Limes.
Ein solcher Plateaueffekt ist in der arithmetischen Entwicklung nicht mehr vorhanden,
wie sich Abbildung 5.3 entnehmen lässt. Die Grundzustandsenergie ist weiterhin sehr gut
konvergiert, allerdings ist immer noch ein Paritätseffekt sichtbar, sodass Energieminima nur






























Abbildung 5.2: Mit der Randfeldmethode und der Rechteckentwicklung bestimmte Grundzu-
standsenergie pro Gitterplatz e0/J in Abhängigkeit von K/J für das Spin-1/2 Heisenbergmodell
auf dem Quadratgitter. Verschiedenfarbige Symbole repräsentieren unterschiedliche Ordnungen
und die horizontale schwarze Linie stellt das QMC-Ergebnis [163] dar. Durchgezogene farbige Li-
nien sind Hilfslinien.
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für gerade Ordnungen vorhanden sind. Bemerkenswert ist, dass genau die Ordnungen ein
Minima aufweisen, in welcher ein quadratischer Graph hinzukommt. Es wird erwartet, dass
diese quadratischen Cluster die Physik des zweidimensionalen Quadratgitters in optimaler
Weise erfassen und sie sollten folglich wichtig für die Entwicklung sein.
Infolgedessen werden die Resultate durch die Quadratentwicklung noch einmal verbessert,
wie sich an der in Abbildung 5.4 dargestellten Grundzustandsenergie erkennen lässt. Bereits
die Minima von Ordnung 4 und 5 sind sehr nah am QMC-Wert. So weicht das mit der
Quadratentwicklung in Ordnung 5 bestimmte Energieminimum
emin0 (lquad = 5) = −0.66874J (5.19)
nur um 0.0007J vom QMC-Wert (5.17) ab. Wird das Ergebnis von Ordnung 2 ausgeschlos-
sen (Ordnung 2 besteht nur aus einem einzelnen Bond mit zwei Gitterplätzen und einem
Quadrat mit vier Gitterplätzen, welches beides sehr kleine Cluster sind), so wird erwar-
tet, dass wieder ein Paritätseffekt auftritt, und zwar sollten die geraden und ungeraden
Ordnungen separat gegen den Wert im thermodynamischen Limes konvergieren. In diesem
Zusammenhang wäre ein Ergebnis für Ordnung 6 sehr hilfreich, dieses erfordert jedoch
einen offenen Cluster mit N = 36 Gitterplätzen. Die Berechnung der Grundzustandsener-
gie eines solchen Clusters ist ohne eine beträchtliche Ausnutzung von Symmetrien nicht
möglich.
Für die arithmetische Graphenentwicklung und die Quadratentwicklung wird die Grund-
zustandsenergie in jeder Ordnung – zusätzlich zur Bestimmung über die Energiemini-





















Abbildung 5.3: Mit der Randfeldmethode und der arithmetischen Graphenentwicklung bestimm-
te Grundzustandsenergie pro Gitterplatz e0/J in Abhängigkeit von K/J für das Spin-1/2 Heisen-
bergmodell auf dem Quadratgitter. Unterschiedlich farbige Symbole repräsentieren unterschiedliche
Ordnungen und die horizontale schwarze Linie stellt das QMC-Ergebnis [163] dar. Durchgezogene
farbige Linien sind Hilfslinien.
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Abbildung 5.4: Mit der Randfeldmethode und der Quadratentwicklung bestimmte Grundzu-
standsenergie pro Gitterplatz e0/J in Abhängigkeit von K/J für das Spin-1/2 Heisenbergmodell
auf dem Quadratgitter. Unterschiedlich farbige Symbole repräsentieren unterschiedliche Ordnun-
gen und die horizontale schwarze Linie stellt das QMC-Ergebnis [163] dar. Durchgezogene farbige
Linien sind Hilfslinien.
ma – ebenfalls mit der Fixpunktmethode (siehe Kapitel 2.2.1) ermittelt. Durch die er-
haltenen Energien der Fixpunkt- und Minimumsmethode werden dann die Skalierungen
von Typ (i) (Gleichung (5.10)) und Typ (ii) (Gleichung (5.12)) durchgeführt sowie der
Wynn-Algorithmus (siehe Kapitel 2.3.1) angewendet, um verbesserte Resultate für die
Grundzustandsenergie pro Gitterplatz im thermodynamischen Limes zu erhalten. Die vol-
le Graphenentwicklung und Rechteckentwicklung werden dabei nicht betrachtet, da für
die volle Graphenentwicklung die Ordnung offensichtlich nicht besonders hoch ist und der
Plateaueffekt eine wohldefinierte Skalierung, der mittels Rechteckentwicklung bestimmten
Energiewerte, erschwert. Es wäre spannend die volle Graphenentwicklung für größere Ord-
nungen durchzuführen, was jedoch nicht Fokus dieser Arbeit ist. Die Extrapolationen sind
zusammen mit den verwendeten Ordnungen in Tabelle 5.1 eingetragen und Abbildung 5.5
stellt die Skalierungen grafisch dar. Angemerkt sei an dieser Stelle, dass nicht jede Ordnung
einen Fixpunkt m0(K) = K besitzt, wie sich in den Abbildungen 5.6 und 5.7 erkennen
lässt. Die Ordnungen, welche ein klar definiertes Minimum der Untergittermagnetisierung
aufweisen, haben auch einen Fixpunkt.
Die Skalierungen sind in Abbildung 5.5 gezeigt, wobei die Skalierungen durch die jeweils
„besten“ Ordnungen durchgeführt wurden. Damit ist gemeint, dass die Ordnungen unter
Berücksichtigung der Paritätseffekte so groß wie möglich gewählt werden sollten. Für die
arithmetische Graphenentwicklung werden dazu die drei größten Ordnungen 4, 6 und 8
verwendet, während für die Quadratentwicklung die Skalierungen durch Ordnung 3 und 5
durchgeführt werden. Selbstverständlich werden bei weniger als drei Werten nur die füh-
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Methode Extrapolation e0/J ∆e0/J m0 ∆m0
Arith. (Fix.) Skal. (i) (4, 6, 8) −0.669567 0.00013 0.3077 0.0007
Arith. (Fix.) Skal. (ii) (4, 6, 8) −0.669486 0.000049 0.3220 0.015
Arith. (Fix.) Wynn (4, 6, 8) −0.669081 0.00036 0.3319 0.025
Quad. (Fix.) Skal. (i) (3, 5) −0.669692 0.00025 0.3038 0.0032
Quad. (Fix.) Skal. (ii) (3, 5) −0.669134 0.00030 0.3336 0.027
Quad. (Fix.) Wynn (3-5) −0.668482 0.00096 0.3476 0.041
Arith. (Min.) Skal. (i) (4, 6, 8) −0.669588 0.00015 0.3059 0.0011
Arith. (Min.) Skal. (ii) (4, 6, 8) −0.669301 0.00014 0.3316 0.025
Arith. (Min.) Wynn (4, 6, 8) −0.669102 0.00034 0.3277 0.021
Quad. (Min.) Skal. (i) (3, 5) −0.670022 0.00058 0.2877 0.019
Quad. (Min.) Skal. (ii) (3, 5) −0.669433 0.000004 0.3252 0.018
Quad. (Min.) Wynn (3-5) −0.668765 0.00067 0.3435 0.037
Tabelle 5.1: Vergleich der Grundzustandsenergie pro Gitterplatz e0/J und der Untergitterma-
gnetisierung m0 für das Spin-1/2 Heisenbergmodell auf dem Quadratgitter bei Verwendung der
arithmetischen Graphenentwicklung (Arith.) sowie der Quadratentwicklung (Quad.). Die Methode
zur Bestimmung von K ist in Klammern hinter der verwendeten Graphenentwicklung angegeben
(Fix. für die Fixpunktmethode und Min. für die Minimumsmethode). Die für die Extrapolation ver-
wendeten Ordnungen stehen in Klammern hinter dem Extrapolationsschema. Ebenfalls eingetragen
sind die Abweichungen ∆e0 := |e0 − eQMC0 | und ∆m0 := |m0 −mQMC0 | zu den QMC-Werten [163].
renden Terme der Skalierungsvorschriften berücksichtigt, sodass die Skalierung eindeutig
ist.
Alle verwendeten Extrapolationsverfahren liefern Grundzustandsenergien, welche sehr nah
am QMC-Wert (5.17) liegen und die reinen NLCE-Ergebnisse um etwa eine Größenord-
nung verbessern, wie sich aus Tabelle 5.1 entnehmen lässt. Sowohl die Fixpunkt- als auch
die Minimumsmethode liefern vergleichbar gute Resultate für die arithmetische Graphen-
entwicklung und Quadratentwicklung. Gleichzeitig liefern beide Skalierungsverfahren etwas
bessere Ergebnisse als die Wynn-Extrapolationen. Die Qualität der beiden Skalierungen ist
jedoch sehr ähnlich, sodass ein Vergleich schwierig ist.
Abschließend werden noch die Ergebnisse für die Untergittermagnetisierung m0 diskutiert.
Die Untergittermagnetisierung ist der Ordnungsparameter des Néelzustands und eine Be-
stimmung von m0 ist nur möglich wenn die NLCE in der symmetriegebrochenen Phase
durchgeführt wird. Dies wird durch die Randfelder erreicht und die Abbildungen 5.6 und
5.7 zeigen m0 in Abhängigkeit von K/J für die vier Entwicklungen.
Die generellen – bereits für die Grundzustandsenergie diskutierten – Eigenschaften lassen
sich ebenfalls in der Untergittermagnetisierung wiederfinden, auch wenn die reinen Ergeb-
nisse nicht so gut konvergiert sind wie bei der Grundzustandsenergie. Wichtig ist, dass die
Magnetisierung ein Minimum aufweist, welches an ungefähr derselben Stelle liegt wie das
Energieminimum. Es lässt sich weiterhin feststellen, dass die Minimalwerte der Magnetisie-
rung stets größer als der QMC-Wert (5.18) sind, da der klassische vollständig polarisierte
Zustand ein zu großes Randfeld für die betrachteten Graphen generiert.
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Abbildung 5.5: Skalierung der Grundzustandsenergie pro Gitterplatz e0/J des Spin-1/2 Hei-
senbergmodells auf dem Quadratgitter für die (a) arithmetische Graphenentwicklung und (b)
Quadratentwicklung in Abhängigkeit von der inversen Längenskala 1/l. Rote Quadrate und cy-
anfarbene Kreise stellen die Fixpunkt- bzw. Minimumsmethode dar und die schwarze Raute ist
der QMC-Wert [163]. Durchgezogene und gestrichelte Linien sind Skalierungen von Typ (i) bzw.
Typ (ii). Bildeinschub: Grundzustandsenergie pro Gitterplatz e0/J in Abhängigkeit von 1/l für die
Rechteckentwicklung. Die durchgezogene blaue Linie ist eine Skalierung von Typ (i).
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Analog zur Skalierung der Grundzustandsenergie wird eine Skalierung der Untergitterma-
gnetisierung gemäß der beiden Skalierungstypen (i) und (ii) durchgeführt (siehe Gleichun-
gen (5.11) und (5.13)) und die Ergebnisse sind in Abbildung 5.8 grafisch dargestellt. Um das
Schema konsistent durchzuführen, werden für die Skalierung jedoch nicht die Minima der
Magnetisierung verwendet, sondern die Werte der Magnetisierung bei den K-Werten, an
denen die Grundzustandsenergie ein Minimum aufweist. Bei der Fixpunktmethode entspre-
chen die Magnetisierungen dem ermittelten Fixpunkt. Die ermittelten Magnetisierungen
sind zusammen mit den Abweichungen vom QMC-Wert (5.18) in Tabelle 5.1 eingetragen.
Die Abweichungen sind, wie erwartet, größer als bei der Grundzustandsenergie pro Git-
terplatz, da die Untergittermagnetisierung eine deutlich empfindlichere Größe darstellt.
Nichtsdestotrotz liegt die Übereinstimmung in der Größenordnung 10−2. An den Abwei-
chungen vom QMC-Wert in Tabelle 5.1 lässt sich erkennen, dass die arithmetische Ent-
wicklung bessere Ergebnisse erzielt. Dies ist vermutlich darauf zurückzuführen, dass bei
der Quadratentwicklung nur zwei Datenpunkte für die Skalierung verwendet werden, wo-
durch die Skalierungsverfahren ungenauer sind. Ein Vergleich der beiden Skalierungstypen
zeigt, dass Typ (i) überzeugendere Ergebnisse produziert als Typ (ii), bei welchem die
Extrapolationen stets über dem QMC-Wert liegen.
Zusammenfassend lässt sich sagen, dass die NLCE mit Randfeldern quantitativ vergleich-
bare Ergebnisse für die Grundzustandsenergie pro Gitterplatz und die Untergittermagne-
tisierung des Spin-1/2 Heisenbergmodells auf dem Quadratgitter liefert, obwohl der Néel-
geordnete Grundzustand eine unendliche Korrelationslänge besitzt. Die Fixpunkt- und Mi-
nimumsmethode liefern dabei ähnlich gute Ergebnisse. In den folgenden Unterkapiteln wird
sich auf das Skalierungsverhalten konzentriert und diskutiert wie sich die beiden Skalie-
rungstypen verhalten. Der Wynn-Algorithmus wird demzufolge nicht mehr angewendet.
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Abbildung 5.6: Mit der Randfeldmethode und der (a) vollen Graphenentwicklung sowie der
(b) Rechteckentwicklung bestimmte Untergittermagnetisierung m0 in Abhängigkeit von K/J für
das Spin-1/2 Heisenbergmodell auf dem Quadratgitter. Verschiedenfarbige Symbole repräsentieren
unterschiedliche Ordnungen und die horizontale schwarze Linie stellt das QMC-Ergebnis [163] dar.
Durchgezogene farbige Linien sind Hilfslinien.
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Abbildung 5.7: Mit der Randfeldmethode und der (a) arithmetischen Graphenentwicklung sowie
der (b) Quadratentwicklung bestimmte Untergittermagnetisierungm0 in Abhängigkeit vonK/J für
das Spin-1/2 Heisenbergmodell auf dem Quadratgitter. Verschiedenfarbige Symbole repräsentieren
unterschiedliche Ordnungen und die horizontale schwarze Linie stellt das QMC-Ergebnis [163] dar.
Durchgezogene farbige Linien sind Hilfslinien.
95
Kapitel 5 NLCEs für Quantenspinmodelle





























Abbildung 5.8: Skalierung der Untergittermagnetisierung m0 des Spin-1/2 Heisenbergmodell auf
dem Quadratgitter für die (a) arithmetische Graphenentwicklung und (b) Quadratentwicklung in
Abhängigkeit von der inversen Längenskala 1/l. Rote Quadrate und cyanfarbene Kreise stellen die
Fixpunkt- bzw. Minimumsmethode dar und die schwarze Raute ist der QMC-Wert [163]. Durch-
gezogene und gestrichelte Linien sind Skalierungen von Typ (i) bzw. Typ (ii).
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5.1.4 Spin-1/2 XXZ-Modell auf dem Quadratgitter
In diesem Unterkapitel wird die NLCE mit Randfeldern für das durch den Hamiltonope-
rator (5.16) definierte Spin-1/2 XXZ-Modell auf dem Quadratgitter untersucht. Der Para-
meter λ wird dazu im Bereich λ ∈ [0,1] variiert, um zwischen dem Ising-Grenzfall λ = 0
und dem Heisenbergmodell bei λ = 1 zu interpolieren. Im Gegensatz zum, im vorherigen
Unterkapitel diskutierten, Heisenbergmodell besitzt das XXZ-Modell für λ < 1 eine end-
liche Energielücke. Die NLCE sollte deshalb schneller konvergieren und für kleine λ mit
perturbativen Reihenentwicklungen übereinstimmen.
Für die Diskussion wird sich auf die Quadratentwicklung beschränkt, da diese für das Hei-
senbergmodell die besten Ergebnisse erzielt hat. Abbildung 5.9 zeigt eine repräsentative
Darstellung der Grundzustandsenergie pro Gitterplatz e0/J und der Untergittermagneti-
sierung m0 in Abhängigkeit von der Randfeldstärke K/J für λ = 0.85. Die dazugehörigen
Skalierungen von Typ (i) und (ii) durch die mit der Fixpunkt- und Minimumsmetho-
de bestimmten Werte für e0/J und m0 lassen sich Abbildung 5.10 entnehmen. Bereits
die nichtextrapolierten Werte der NLCE sind sehr gut konvergiert und wie schon beim
Spin-1/2 Heisenbergmodell auf dem Quadratgitter, führen die Skalierungen von Typ (i)
und (ii) durch Ordnung 3 und 5 zu einer weiteren Verbesserung der NLCE-Ergebnisse
für die Grundzustandsenergie als auch die Untergittermagnetisierung (vergleiche Abbil-
dung 5.10). Es sollte beachtet werden, dass der in Abbildung 5.10 dargestellte Wert für
die Reihenentwicklung nicht extrapoliert ist und deshalb – insbesondere bei der Untergit-
termagnetisierung – etwas zu groß ist. Grafische Darstellungen der Grundzustandsenergie
und Untergittermagnetisierung sowie die entsprechenden Skalierungen für andere λ-Werte
finden sich in den Abbildungen B.3 bis B.18 in Anhang B.2.
In Abbildung 5.11 sind die skalierten Werte für e0/J und m0 entlang der λ-Achse aufgetra-
gen. Ein Vergleich mit Hochordnungsreihenentwicklungen [118, 169, 170] bis Ordnung 14
in λ zeigt, dass die Reihenentwicklungs- und NLCE-Ergebnisse für kleine λ quantitativ
übereinstimmen. Dies muss so sein, da die NLCE in Ordnung 5 sämtliche Beiträge einer
Störungsrechnung bis Ordnung 8 exakt enthält. Im Allgemeinen ist dies für größere λ nicht
mehr der Fall, da die reine Reihenentwicklung nicht konvergieren muss, während eine NLCE
durchaus konvergent sein kann. Für das unfrustrierte XXZ-Modell auf dem Quadratgitter
sind jedoch alle Reihenentwicklungen monoton und selbst die nichtextrapolierten perturba-
tiven Ergebnisse liefern zufriedenstellende Resultate. In Kapitel 5.1.7 wird das XXZ-Modell
auf dem Dreiecksgitter untersucht, wo die Reihen aufgrund der geometrischen Frustration
alternierend sind und deshalb die nichtextrapolierten NLCE und Reihenentwicklungen für
große λ stärker voneinander abweichen.
Die Grundzustandsenergie stimmt im gesamten λ-Bereich sehr gut mit der Reihenentwick-
lung überein und auch die Skalierungen liefern nahezu identische Werte. Für die Unter-
gittermagnetisierung hingegen sind für große λ-Werte Abweichungen erkennbar. Die Ord-
nung 5 der NLCE stimmt weiterhin sehr gut mit dem Ergebnis der Reihenentwicklung
überein, da beide aber nicht extrapoliert sind, weichen diese am Heisenbergpunkt deut-
lich vom QMC-Resultat ab. Die Skalierungen von Typ (i) und Typ (ii) liefern hingegen
sehr gute Ergebnisse, wie bereits in Kapitel 5.1.3 erläutert wurde. Insgesamt liefert die
98
5.1 Langreichweitig magnetisch geordnete Quantenphasen
NLCE mit Randfeldern konvergente und gute Resultate für die gesamte λ-Achse des un-
frustrierten Spin-1/2 XXZ-Modells auf dem Quadratgitter. Im nächsten Unterkapitel wird
das Heisenbergmodell auf dem Quadratgitter für Spin-1 untersucht.

































Abbildung 5.9: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.85 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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Abbildung 5.10: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustandsener-
gie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des Spin-
1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.85. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
100
5.1 Langreichweitig magnetisch geordnete Quantenphasen


































Abbildung 5.11: Durch Skalierungen von Typ (i) (Quadrate) und Typ (ii) (Dreiecke) aus der
Quadratentwicklung für das Spin-1/2 XXZ-Modell auf dem Quadratgitter ermittelte (a) Grund-
zustandsenergie pro Gitterplatz e0/J und (b) Untergittermagnetisierung m0. Rote Symbole korre-
spondieren zur Fixpunktmethode, während cyanfarbene Symbole zur Minimumsmethode gehören.
Ebenfalls aufgetragen sind die nichtextrapolierten Ergebnisse einer Hochordnungsreihenentwick-
lung (SE) [118, 169, 170] in λ bis Ordnung 14 (schwarze durchgezogene Linie). Die blauen Kreise
sind die nichtextrapolierten Werte für die Untergittermagnetisierung der NLCE in Ordnung 5 und
die schwarzen Rauten entsprechen den QMC-Werten [163] für den Heisenbergpunkt λ = 1.
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5.1.5 Spin-1 Heisenbergmodell auf dem Quadratgitter
Für das Spin-1/2 XXZ-Modell auf dem Quadratgitter konnte gezeigt werden, dass die
NLCE mit Randfeldern eine systematische, nichtperturbative Entwicklung um die lang-
reichweitig geordnete klassische Néelphase ist. Als nichtperturbative Methode werden alle
Quantenfluktuationen auf allen in der Ordnung auftretenden Clustern vollständig mitein-
bezogen. Es zeigte sich in den vorherigen Kapiteln, dass der Heisenbergfall λ = 1 am
herausforderndsten ist, da die Korrelationslänge aufgrund der Lückenlosigkeit des Modells
divergiert. In diesem Unterkapitel wird wiederum das Heisenbergmodell auf dem Quadrat-
gitter betrachtet, aber der Spin auf S = 1 erhöht. Das System ist weiterhin langreichweitig
geordnet und lückenlos, aber die Quantenfluktuationen werden aufgrund des größeren Spins
reduziert. Demzufolge ändert sich der Néel-geordnete Referenzzustand nicht, aber die Ent-
wicklung sollte aufgrund der geringeren Quantenfluktuationen schneller konvergieren, da
die Randfelder aus der Molekularfeldentkopplung eines klassisch geordneten Referenzzu-
stands entstanden sind. Gleichzeitig ist jedoch die exakte Diagonalisierung auf den ein-
zelnen Clustern anspruchsvoller, da der lokale Hilbertraum für Spin-1 größer ist. Folglich
können nicht so große Cluster wie für das Spin-1/2 System betrachtet werden.
Die Quadratentwicklung stellte sich für den Spin-1/2 Fall als beste der vier betrachteten
Entwicklungen heraus, weshalb für das Spin-1 Heisenbergmodell nur diese Entwicklung ge-
nutzt wird. Insgesamt konnte Ordnung 4 der Quadratentwicklung erreicht werden, das heißt
der größte Cluster besitzt 16 Gitterplätze. Für die Grundzustandsenergie pro Gitterplatz
e0/J und die Untergittermagnetisierung m0 ergeben sich die in Abbildung 5.12 gezeig-
ten Abhängigkeiten von der Randfeldstärke K/J . Analoge Skalierungen wie im Spin-1/2
Fall wurden ebenfalls durchgeführt und sind in Abbildung 5.13 gegen die inverse typische
Längenskala 1/l aufgetragen. Ein direkter Vergleich der ermittelten Werte ist in Tabel-
le 5.2 eingetragen. Zusätzlich wurden die Werte noch mit den durch die CCM ermittelten
Werten [166]
eCCM0 = −2.32975J (5.20)
mCCM0 = 0.7938 (5.21)
verglichen und die Abweichungen sind ebenfalls in Tabelle 5.2 zu finden. Der recht große
Wert für die Untergittermagnetisierung – klassisch sollte sich m0 = 1 ergeben – zeigt
schon, dass die Quantenfluktuationen gegenüber dem Spin-1/2 Modell reduziert sind, wo
die Untergittermagnetisierung aufgrund von Quanteneffekten auf etwa 60% ihres klassi-
schen Wertes gesenkt wird.
Wie sich anhand von Abbildung 5.12 (a) erkennen lässt, sind die nichtextrapolierten NLCE-
Werte für die Grundzustandsenergie recht gut konvergiert. Lediglich die Ordnung 2 Ergeb-
nisse passen nicht – wie schon im Spin-1/2 Fall – zum generellen Konvergenzverhalten der
NLCE und werden folglich nicht für die Skalierungen verwendet. Bereits das Ergebnis in
Ordnung 4 liefert einen minimalen Wert
emin0 (lquad = 4) = 2.32744J (5.22)
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Methode Extrapolation e0/J ∆e0/J m0 ∆m0
Quad. (Fix.) Skal. (i) (3, 4) −2.32779 0.0020 0.8112 0.017
Quad. (Fix.) Skal. (ii) (3, 4) −2.32645 0.0033 0.8387 0.045
Quad. (Min.) Skal. (i) (3, 4) −2.33133 0.0016 0.7630 0.031
Quad. (Min.) Skal. (ii) (3, 4) −2.32992 0.00017 0.8057 0.012
Tabelle 5.2: Vergleich der Grundzustandsenergie pro Gitterplatz e0/J und der Untergittermagne-
tisierungm0 für das Spin-1 Heisenbergmodell auf dem Quadratgitter bei Verwendung der Quadrat-
entwicklung. Die Methode zur Bestimmung von K ist in Klammern hinter der verwendeten Gra-
phenentwicklung angegeben (Fix. für die Fixpunktmethode und Min. für die Minimumsmethode).
Die für die Extrapolation verwendeten Ordnungen stehen in Klammern hinter dem Extrapolations-
schema. Ebenfalls eingetragen sind die Abweichungen ∆e0 := |e0−eCCM0 | und ∆m0 := |m0−mCCM0 |
zu den CCM-Werten [166].
und weicht damit nur um 0.0023J vom CCM-Wert (5.20) ab. Dies bedeutet, dass die Ord-
nung 4 (16 Gitterplätze) der NLCE für das Spin-1 Modell so gut wie die Ordnung 5 (25
Gitterplätze) für den Spin-1/2 Fall ist. Eine Skalierung durch Ordnung 3 und 4 (siehe
Tabelle 5.2 und Abbildung 5.13 (a)) führt nur zu einer leichten Verbesserung der Grund-
zustandsenergie, was sich vermutlich auf die geringe Ordnung der NLCE zurückführen
lässt.
Analog zum Spin-1/2 Modell ist die Qualität der Methoden zur Bestimmung der Untergit-
termagnetisierung etwas schlechter als bei der Grundzustandsenergie, wie aus Tabelle 5.2
und Abbildung 5.13 (b) hervorgeht. Wie für die Grundzustandsenergie konvergieren die
einzelnen Ordnungen monoton zum CCM-Wert (5.21), aber auch hier fällt das Ergebnis in
Ordnung 2 etwas heraus. Es lässt sich ebenfalls feststellen, dass die Skalierung der Minima
von Typ (i) zu einem, mit dem CCM-Wert (5.21) verglichenen, kleineren Wert für die Un-
tergittermagnetisierung führt, während die Skalierung von Typ (ii) einen zu großen Wert
liefert. Diese Abweichungen folgen aus Ungenauigkeiten bei der Skalierung, da nur die zwei
Datenpunkte von Ordnung 3 und 4 zur Verfügung stehen und zusätzlich ein Paritätseffekt
wie bei den Spin-1/2 Daten erwartet wird.
Insgesamt funktioniert die NLCE mit Randfeldern auch für das Spin-1 Heisenbergmodell
auf dem Quadratgitter gut, obwohl die erreichbare NLCE-Ordnung aufgrund des größeren
lokalen Hilbertraums gegenüber dem Spin-1/2 Modell reduziert ist.
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Abbildung 5.12: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J des Spin-1 Heisenbergmodells auf dem Quadratgitter.
Die horizontale schwarze Linie ist der durch die CCM bestimmte Wert [166]. Die farbigen Linien
zwischen den Punkten sind Hilfslinien.
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Abbildung 5.13: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustandsener-
gie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierungm0 des Spin-1
Heisenbergmodells auf dem Quadratgitter in Abhängigkeit von 1/l. Rote Quadrate und cyanfar-
bene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten Werte für
e0/J sowie m0 und die schwarzen Rauten stellen die mit der CCM bestimmten Werte [166] dar.
Die roten und cyanfarbenen Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3
und 4 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom
Typ (i), während gestrichelte Linien von Typ (ii) sind.
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5.1.6 Spin-1/2 Heisenbergmodell auf dem Dreiecksgitter
Das Heisenbergmodell auf dem Quadratgitter ist für beliebige Werte des Spins unfrustriert.
Dies sollte die Konvergenz der NLCE mit Erhöhen der Ordnung verbessern, da der Re-
ferenzzustand von H0 (siehe Kapitel 2.2.1) auf jedem Cluster unfrustriert ist und so auf
den meisten Clustern keine energetisch naheliegenden Grundzustände konkurrieren. Im
Gegensatz dazu ist die Situation bei geometrisch frustrierten Systemen, wie dem antiferro-
magnetischen Heisenbergmodell auf dem Dreiecksgitter, deutlich komplizierter und es ist
nicht klar, wie gut die NLCE mit Randfeldern funktioniert. Dies soll in diesem Unterkapitel
anhand des Spin-1/2 Heisenbergmodells auf dem Dreiecksgitter untersucht werden.
Genau wie der Grundzustand des Heisenbergmodells auf dem Quadratgitter, bricht der
Grundzustand auf dem Dreiecksgitter ebenfalls die kontinuierliche SU(2)-Symmetrie. Das
System besitzt daher ebenfalls lückenlose Goldstonebosonen als Anregungen, wodurch die
NLCE erschwert wird. Der Grundzustand ist für alle Spinwerte durch die sogenannte 120◦-
Ordnung gegeben [65–68] (siehe dazu auch Kapitel 4.2 über das Hubbardmodell auf dem
Dreiecksgitter), welche eine Struktur aus drei Untergittern ausbildet. Er kann dann als
angezogene (von engl. dressed) Variante der klassischen 120◦-Ordnung des zugehörigen
Ising-Modells verstanden werden und die NLCEmit Randfeldern kann – der Argumentation
für die Néelordnung auf dem Quadratgitter folgend – angewendet werden.
Eine für die 120◦-Ordnung passende Untergitterrotation ist ebenfalls aus Arbeiten zur
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, (5.23)
wobei θi den Werten θA = 0, θB = 2pi/3, θC = 4pi/3 entspricht, je nachdem ob Gitter-
platz i zu Untergitter A, B oder C gehört. Durch Einführen des Parameters λ vor allen,

































welcher die gewünschte Form aus Gleichung (2.28) aufweist. Die Reihenfolge von i und j
wurde in Gleichung (5.24) so gewählt, dass der Term Szi S
x
j einen positiven Vorfaktor hat.
Verglichen werden die Ergebnisse dieses Unterkapitels mit den Werten
eGFQMC0 = −0.5458(1)J (5.25)
eSE0 = −0.5502(4)J (5.26)
mGFQMC0 = 0.205(10) (5.27)
mSE0 = 0.19 (5.28)
(5.29)
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aus Greensfunktionen QMC (GFQMC) [67] und extrapolierter Reihenentwicklung (SE) [174].
Die Untergittermagnetisierung ist noch geringer als für das Spin-1/2 Heisenbergmodell auf
dem Quadratgitter, woran sich die erhöhten Quantenfluktuationen aufgrund der geometri-
schen Frustration erkennen lassen.
Begonnen wird mit der Diskussion der Grundzustandsenergie pro Gitterplatz e0/J für
den Heisenbergfall λ = 1. Es wurde sowohl die Fixpunkt- als auch die Minimumsmetho-
de verwendet, wobei wie zuvor beide Verfahren ähnlich gute Resultate erzielen. In den
Abbildungen 5.14 und 5.15 sind die Ergebnisse der NLCE mit Randfeldern für die mit
der Quadratentwicklung und der arithmetischen Graphenentwicklung bestimmten Grund-
zustandsenergie pro Gitterplatz gegen die Randfeldstärke K/J aufgetragen. Ähnlich wie
beim Spin-1/2 Heisenbergmodell auf dem Quadratgitter sind die Randfelder auch hier
notwendig, um sinnvolle Resultate für beide Entwicklungen zu erhalten, da diese sonst
zu divergieren scheinen. Bei der Quadratentwicklung lassen sich wohldefinierte Minima
erkennen (siehe Abbildung 5.14), welche sehr gut konvergieren und im Gegensatz zum
Quadratgitter keinen Paritätseffekt zeigen. Bereits das Minimum der Quadratentwicklung
in Ordnung 5 weicht mit
emin0 (lquad = 5) = −0.548258J (5.30)
nur um etwa 0.002J vom GFQMC-Wert (5.25) und dem Wert aus der extrapolierten Rei-
henentwicklung (5.26) ab.


















Abbildung 5.14: Mit der Randfeldmethode und der Quadratentwicklung bestimmte Grundzu-
standsenergie pro Gitterplatz e0/J in Abhängigkeit von K/J für das Spin-1/2 Heisenbergmo-
dell auf dem Dreiecksgitter. Unterschiedlich farbige Symbole repräsentieren unterschiedliche Ord-
nungen. Die durchgezogene und die gestrichelte horizontale schwarze Linie stellen die Ergebnisse
aus Greensfunktionen QMC (GFQMC) [67] bzw. extrapolierter Reihenentwicklung (SE) [174] dar.
Durchgezogene farbige Linien sind Hilfslinien.
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Für die arithmetische Graphenentwicklung (siehe Abbildung 5.15) ist die Konvergenz nicht
ganz so gut und das Minimum von Ordnung 5 liegt etwas höher. Interessanterweise be-
findet sich das Minimum von Ordnung 5 der Quadratentwicklung bereits niedriger als der
GFQMC-Wert und da die Minima aus der NLCE mit Randfeldern für die Quadratentwick-
lung monoton mit der Ordnung abfallen, wird angedeutet, dass der extrapolierte Wert aus
der Reihenentwicklung näher am Wert des unendlichen Systems liegt als der mit GFQMC
bestimmte Wert.

















Abbildung 5.15: Mit der Randfeldmethode und der arithmetischen Graphenentwicklung be-
stimmte Grundzustandsenergie pro Gitterplatz e0/J in Abhängigkeit von K/J für das Spin-1/2
Heisenbergmodell auf dem Dreiecksgitter. Unterschiedlich farbige Symbole repräsentieren unter-
schiedliche Ordnungen. Die durchgezogene und die gestrichelte horizontale schwarze Linie stellen
die Ergebnisse aus Greensfunktionen QMC (GFQMC) [67] bzw. extrapolierter Reihenentwicklung
(SE) [174] dar. Durchgezogene farbige Linien sind Hilfslinien.
Diese Schlussfolgerung wird durch die in Abbildung 5.16 und Tabelle 5.3 gezeigten Skalie-
rungen von Typ (i) und Typ (ii) weiter unterstützt. Die beiden Skalierungstypen liefern für
die arithmetische Entwicklung qualitativ unterschiedliche Werte. Während die Skalierung
von Typ (ii) Werte ergibt, welche sehr nah an der extrapolierten Reihenentwicklung (5.26)
liegen, so ergeben die Skalierungen von Typ (i) etwas zu niedrige Energiewerte. Im Unter-
schied dazu führen beide Skalierungen für die Quadratentwicklung zu sehr guten Ergeb-
nissen, welche sich innerhalb der Fehlerabschätzung für den extrapolierten Wert (5.26) aus
der Reihenentwicklung befinden.
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Abbildung 5.16: Skalierung der Grundzustandsenergie pro Gitterplatz e0/J des Spin-1/2 Hei-
senbergmodells auf dem Dreiecksgitter für die (a) arithmetische Graphenentwicklung und (b) Qua-
dratentwicklung in Abhängigkeit von der inversen Längenskala 1/l. Rote Quadrate und cyanfarbene
Kreise stellen die Fixpunkt- bzw. Minimumsmethode dar. Die schwarzen Rauten und Sterne sind
die Ergebnisse aus Greensfunktionen QMC (GFQMC) [67] bzw. extrapolierter Reihenentwicklung
(SE) [174]. Durchgezogene und gestrichelte Linien sind Skalierungen von Typ (i) bzw. Typ (ii).
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Methode Extrapolation e0/J ∆e0/J m0 ∆m0
Arith. (Fix.) Skal. (i) (4, 6, 8) −0.55301 0.0028 – –
Arith. (Fix.) Skal. (ii) (4, 6, 8) −0.54778 0.0024 0.0438 0.15
Quad. (Fix.) Skal. (i) (3-5) −0.55178 0.0016 0.0898 0.10
Quad (Fix.) Skal. (ii) (3-5) −0.55110 0.00090 0.2104 0.020
Arith. (Min.) Skal.(i) (4, 6, 8) −0.55451 0.0043 – –
Arith. (Min.) Skal. (ii) (4, 6, 8) −0.54877 0.0014 0.0646 0.13
Quad. (Min.) Skal. (i) (3-5) −0.55015 0.00005 0.1949 0.0049
Quad. (Min.) Skal. (ii) (3-5) −0.55049 0.00029 0.2196 0.030
Tabelle 5.3: Vergleich der Grundzustandsenergie pro Gitterplatz e0/J und der Untergitterma-
gnetisierung m0 für das Spin-1/2 Heisenbergmodell auf dem Dreiecksgitter bei Verwendung der
arithmetischen Graphenentwicklung (Arith.) sowie der Quadratentwicklung (Quad.). Die Methode
zur Bestimmung von K ist in Klammern hinter der verwendeten Graphenentwicklung angegeben
(Fix. für die Fixpunktmethode und Min. für die Minimumsmethode). Die für die Extrapolation
verwendeten Ordnungen stehen in Klammern hinter dem Extrapolationsschema. Ebenfalls einge-
tragen sind die Abweichungen ∆e0 := |e0 − eSE0 | und ∆m0 := |m0 −mSE0 | zu den extrapolierten
Werten aus der Reihenentwicklung [174].
Als nächstes wird die Untergittermagnetisierung m0 der langreichweitigen 120◦-Ordnung
des Heisenbergmodells auf dem Quadratgitter untersucht. Auch hier sind die Randfelder
essentiell, um eine stabile NLCE zu erhalten. Wohldefinierte Minima in Abhängigkeit von
K/J sind in Abbildung 5.17 für die arithmetische Graphenentwicklung und die Quadrat-
entwicklung erkennbar. Wie für die Grundzustandsenergie fallen diese monoton in Richtung
der mit GFQMC und Reihenentwicklung ermittelten Werte (5.27) bzw. (5.28) ab. Sie sind
allerdings – wie bereits bei der Diskussion des Heisenbergmodells auf dem Quadratgit-
ter festgestellt wurde – nicht so gut konvergiert wie die Grundzustandsenergie. So ist das
Minimum der Quadratentwicklung in Ordnung 5 etwa
mmin0 (lquad = 5) ≈ 0.27 (5.31)
und damit deutlich vom Reihenentwicklungswert (5.28) entfernt, während die zugehöri-
ge Grundzustandsenergie lediglich um etwa 10−3 vom Reihenentwicklungswert (5.26) ab-
weicht. Entsprechende Skalierungen der Untergittermagnetisierung von Typ (i) und (ii)
sind für beide Entwicklungen in Abbildung 5.18 dargestellt. Für die arithmetische Ent-
wicklung ist in Abbildung 5.18 (a) ganz deutlich erkennbar, dass beide Skalierungstypen
ziemlich schlechte Ergebnisse liefern. Die Skalierung von Typ (i) versagt sogar vollständig.
Aus diesem Grund ist noch eine Ausgleichsgerade in 1/l eingetragen, welche einen plau-
siblen Wert für m0 liefert. Ganz im Gegensatz dazu steht die Quadratentwicklung (siehe
Abbildung 5.18 (b)), wo die Skalierung zu guten Werten für die Untergittermagnetisierung
führt, wie auch ein Vergleich der in Tabelle 5.3 eingetragenen Werte, mit dem GFQMC-
Wert (5.27) und dem extrapolierten Reihenentwicklungswert (5.28), offenbart. Die einzige
Ausnahme ist die Skalierung von Typ (i) für die mit der Fixpunktmethode bestimmten
Werte, worin sich die Sensibilität der Skalierung aufgrund der geringen Anzahl an Da-
tenpunkten zeigt, da die erwartete Krümmung von den drei Datenpunkten nicht gestützt
wird.
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Abbildung 5.17: Mit der Randfeldmethode und der (a) arithmetischen Graphenentwicklung so-
wie (b) Quadratentwicklung bestimmte Untergittermagnetisierung m0 in Abhängigkeit von K/J
für das Spin-1/2 Heisenbergmodell auf dem Dreiecksgitter. Verschiedenfarbige Symbole repräsen-
tieren unterschiedliche Ordnungen. Die durchgezogene und die gestrichelte horizontale schwarze
Linie stellen die Ergebnisse aus Greensfunktionen QMC (GFQMC) [67] bzw. extrapolierter Rei-
henentwicklung (SE) [174] dar. Durchgezogene farbige Linien sind Hilfslinien.
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Abbildung 5.18: Skalierung der Untergittermagnetisierung m0 des Spin-1/2 Heisenbergmodells
auf dem Dreiecksgitter für die (a) arithmetische Graphenentwicklung und (b) Quadratentwicklung
in Abhängigkeit von der inversen Längenskala 1/l. Rote Quadrate und cyanfarbene Kreise stellen
die Fixpunkt- bzw. Minimumsmethode dar. Die schwarzen Rauten und Sterne sind die Ergebnisse
aus Greensfunktionen QMC (GFQMC) [67] bzw. extrapolierter Reihenentwicklung (SE) [174].
Durchgezogene und gestrichelte Linien sind Skalierungen von Typ (i) bzw. Typ (ii). Die gepunktet-
gestrichelte Linie in (a) ist eine lineare Ausgleichsgerade durch die Ordnungen 4, 6 und 8 der
arithmetischen Graphenentwicklung.
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Eine Erklärung für die schlechte Qualität der arithmetischen Graphenentwicklung folgt aus
den unterschiedlichen Längenskalen, der in einer Ordnung betrachteten Graphen. Wäh-
rend der reine Beitrag einer NLCE Ordnung bei der arithmetischen Entwicklung Graphen
mit gleicher typischer Längenskala larith enthält, so können die Graphen ein ganz unter-
schiedliches Längenverhältnis Lx/Ly aufweisen. Dies kann durchaus zu einem komplizierten
Skalierungsverhalten führen. Anders verhält sich dabei die Quadratentwicklung, wo jede
NLCE-Ordnung durch die Längenskala lquad des größten quadratischen Graphen domi-
niert wird. Folglich wird ein besseres Skalierungsverhalten in der Längenskala erwartet.
Diese Argumentation gilt auch für das Heisenbergmodell auf dem Quadratgitter, wo die-
se Eigenschaften vermutlich aufgrund des Paritätseffektes, welcher auf dem Dreiecksgitter
nicht vorhanden ist, nicht beobachtet werden. Weiterhin ist eine Skalierung aufgrund der
geringen Anzahl an Datenpunkten herausfordernd und es wäre interessant das Skalierungs-
verhalten in Abhängigkeit von der Längenskala l weiter zu untersuchen, wozu allerdings
mehr Datenpunkte hilfreich wären.
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5.1.7 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter
Nun wird die λ-Achse zwischen 0 und 1 für das Spin-1/2 XXZ-Modell auf dem Dreiecks-
gitter untersucht. Der Hamiltonoperator nach der für die 120◦-Ordnung entsprechenden
Untergitterrotation ist durch Gleichung (5.24) gegeben. Aufgrund der endlichen Energie-
lücke und der daraus folgenden endlichen Korrelationslänge wird für λ < 1, wie beim
Spin-1/2 XXZ-Modell auf dem Quadratgitter, ein besseres Konvergenzverhalten erwartet.
Da sich für den Heisenbergfall λ = 1 die arithmetische Entwicklung als kompliziert erwie-
sen hat und die Quadratentwicklung sehr gute Ergebnisse erzielte, wird hier nur Letztere
betrachtet.
In Abbildung 5.19 sind die skalierten Werte der Grundzustandsenergie pro Gitterplatz
e0/J sowie der Untergittermagnetisierung m0 gemäß der Skalierungen von Typ (i) und
Typ (ii) für die Fixpunkt- und Minimumsmethode eingetragen. Ebenfalls eingetragen sind
die Störungsreihen [174] bis Ordnung 13 in λ, die extrapolierten Werte der Reihenentwick-
lung [174] bei λ = 1 und die GFQMC-Werte [67]. Die Abhängigkeiten der Grundzustands-
energie und der Untergittermagnetisierung von der Randfeldstärke sowie die Skalierungen
für alle betrachteten λ-Werte, finden sich in den Abbildungen B.19 bis B.34 in Anhang B.3
und werden hier nicht weiter diskutiert. Generell zeigen sie ein ähnliches Verhalten wie für
das XXZ-Modell auf dem Quadratgitter, auch wenn die Skalierungen etwas sensibler und
damit anspruchsvoller sind. Insbesondere wurden die Werte b1 und b¯1 der Skalierungen für
die Untergittermagnetisierung (siehe Gleichungen (5.11) und (5.13)) für λ < 1 auf positive
Werte eingeschränkt1).
In der Tat konvergiert die Entwicklung für kleine λ sehr gut und ist nicht von der Reihenent-
wicklung zu unterscheiden, wie dies bereits für das XXZ-Modell auf dem Quadratgitter der
Fall war. Allerdings ist das XXZ-Modell auf dem Dreiecksgitter frustriert und die Störungs-
reihe ist alternierend in λ, wodurch die Reihenentwicklung für große λ > 0.6 problematisch
wird. Um weiterhin sinnvolle Resultate mit einer perturbativen Reihenentwicklung zu er-
halten, kann diese mittels Padé-Approximationen (siehe Kapitel 2.3.2) extrapoliert werden.
Die Minima der NLCE mit Randfeldern in Ordnung 5 verhalten sich hingegen entlang der
gesamten λ-Achse sehr glatt und beschreiben bereits das grundlegende Verhalten. Für
λ > 0.6, das heißt im selben Bereich wo die Reihenentwicklungen nicht mehr zuverlässig
funktionieren, werden die Skalierungen zu unendlichen Ordnungen auch für die NLCE mit
Randfeldern wichtig. Alles in allem wird die Physik des XXZ-Modells durch die NLCE mit
Randfeldern und die Quadratentwicklung gut erfasst. Lediglich die Skalierung der Unter-
gittermagnetisierung wird nahe λ = 1 herausfordernd, wie bereits für den Heisenbergfall
in Unterkapitel 5.1.6 diskutiert wurde.
1)Für die Einschränkung der Parameter wurde die Funktion curve_fit aus SciPy 0.17.1 verwendet.
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Abbildung 5.19: Durch Skalierungen von Typ (i) (Quadrate) und Typ (ii) (Dreiecke) aus der
Quadratentwicklung für das Spin-1/2 XXZ-Modell auf dem Dreiecksgitter ermittelte (a) Grund-
zustandsenergie pro Gitterplatz e0/J und (b) Untergittermagnetisierung m0. Rote Symbole korre-
spondieren zur Fixpunktmethode, während cyanfarbene Symbole zur Minimumsmethode gehören.
Ebenfalls aufgetragen sind die nichtextrapolierten Ergebnisse einer Hochordnungsreihenentwick-
lung (SE) [174] in λ bis Ordnung 13 (schwarze durchgezogene Linie) und den extrapolierten Werten
bei λ = 1. Die blauen Kreise sind die nichtextrapolierten Werte für die Untergittermagnetisierung
der NLCE in Ordnung 5 und die schwarzen Rauten entsprechen den GFQMC-Werten [67] für den
Heisenbergpunkt λ = 1.
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5.1.8 Spin-1 Heisenbergmodell auf dem Dreiecksgitter
Abschließend soll noch das Spin-1 Heisenbergmodell auf dem Dreiecksgitter diskutiert wer-
den. Da im Spin-1/2 Fall mit der Quadratentwicklung gute Ergebnisse erzielt werden konn-
ten, wird für Spin-1 auch nur diese Entwicklung verwendet. Zum Vergleich der Ergebnisse
werden die CCM-Resultate [166]
eCCM0 = −1.83968J (5.32)
mCCM0 = 0.7086 (5.33)
verwendet.
In Abbildung 5.20 sind die Grundzustandsenergie pro Gitterplatz e0/J und die Untergit-
termagnetisierung m0 in Abhängigkeit von der Randfeldstärke K/J dargestellt. Das vom
Spin-1/2 Dreiecksgitter bekannte und daher erwartete Verhalten ist auch für den Spin-1
Fall erkennbar. Es sind klar definierte Minima vorhanden, welche sich monoton den CCM-
Werten annähern. Einzig die Untergittermagnetisierung in Ordnung 2 fällt etwas heraus,
was, wie beim Quadratgitter, der kleinen NLCE Ordnung zugeschrieben werden kann. Lei-
der ist wegen des größeren lokalen Hilbertraums die maximale Ordnung der NLCE auf
Ordnung 4 beschränkt und die Minima in Ordnung 4 sind nicht so nah am CCM-Wert wie
im Falle des unfrustrierten Quadratgitters. Ein Grund dafür könnte sein, dass die Qua-
dratentwicklung aufgrund der geometrischen Frustration nicht so gut konvergiert. Dies ist
allerdings bereits für das Spin-1/2 Modell der Fall, wo die Quantenfluktuationen sogar
noch größer sind.
Die Skalierungen von Typ (i) und (ii) durch die Daten der Fixpunkt- und Minimumsme-
thode sind in Abbildung 5.21 gegen die inverse Längenskala 1/l aufgetragen. Weiterhin
sind die skalierten Werte zusammen mit ihrer Abweichung zu den CCM-Werten (5.32) und
(5.33) in Tabelle 5.4 eingetragen. Beide Skalierungen liefern sowohl für die Fixpunkt- als
auch für die Minimumsmethode gute Resultate, wobei die Skalierung von Typ (i) für die
Daten aus der Minimumsmethode das beste Ergebnis für die Untergittermagnetisierung
liefert.
Methode Extrapolation e0/J ∆e0/J m0 ∆m0
Quad. (Fix.) Skal. (i) (3, 4) −1.84689 0.0072 0.6961 0.012
Quad. (Fix.) Skal. (ii) (3, 4) −1.83704 0.0026 0.7862 0.078
Quad. (Min.) Skal. (i) (3, 4) −1.84180 0.0021 0.7175 0.0089
Quad. (Min.) Skal. (ii) (3, 4) −1.83502 0.0047 0.7790 0.070
Tabelle 5.4: Vergleich der Grundzustandsenergie pro Gitterplatz e0/J und der Untergittermagne-
tisierungm0 für das Spin-1 Heisenbergmodell auf dem Dreiecksgitter bei Verwendung der Quadrat-
entwicklung. Die Methode zur Bestimmung von K ist in Klammern hinter der verwendeten Gra-
phenentwicklung angegeben (Fix. für die Fixpunktmethode und Min. für die Minimumsmethode).
Die für die Extrapolation verwendeten Ordnungen stehen in Klammern hinter dem Extrapolations-
schema. Ebenfalls eingetragen sind die Abweichungen ∆e0 := |e0−eCCM0 | und ∆m0 := |m0−mCCM0 |
zu den CCM-Werten [166].
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Abbildung 5.20: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J des Spin-1 Heisenbergmodells auf dem Dreiecksgitter.
Die horizontale schwarze Linie ist der durch die CCM bestimmte Wert [166]. Die farbigen Linien
zwischen den Punkten sind Hilfslinien.
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Abbildung 5.21: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustandsener-
gie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierungm0 des Spin-1
Heisenbergmodells auf dem Dreiecksgitter in Abhängigkeit von 1/l. Rote Quadrate und cyanfar-
bene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten Werte für
e0/J sowie m0 und die schwarzen Rauten stellen die mit der CCM bestimmten Werte [166] dar.
Die roten und cyanfarbenen Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3
und 4 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom
Typ (i), während gestrichelte Linien von Typ (ii) sind.
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5.1.9 Schlussfolgerungen
Es konnte anhand des Heisenbergmodells auf dem Quadrat- und Dreiecksgitter für Spin-1/2
und Spin-1 gezeigt werden, dass die NLCE mit Randfeldern eine systematische Entwick-
lung um langreichweitig magnetisch geordnete Phasen erlaubt, indem die langreichweitige
Ordnung in die exakte Diagonalisierung auf den einzelnen Graphen miteinbezogen wird.
Dies gelingt durch die Randfelder, welche die relevante Symmetrie der langreichweitigen
Ordnung brechen. Für sämtliche betrachteten Modelle waren die Randfelder essentiell, um
eine kontrollierte NLCE für die Grundzustandsenergie und Untergittermagnetisierung zu
erhalten.
Insgesamt wurden vier verschiedene Graphenentwicklungen durchgeführt, wobei die volle
Graphenentwicklung und die Rechteckentwicklung ein kompliziertes Skalierungsverhalten
aufweisen. Bei der vollen Graphenentwicklung ist nicht klar, wie eine typische Längenskala
zu definieren wäre, während die Rechteckentwicklung kein glattes Verhalten bezüglich der
NLCE-Ordnung besitzt. Im Unterschied dazu lieferten die arithmetische Graphenentwick-
lung sowie die Quadratentwicklung gute Resultate und die zugehörigen Skalierungen zu
unendlichen Ordnungen konnten erfolgreich durchgeführt werden. Dennoch konnte beob-
achtet werden, dass die Skalierungen für die arithmetische Graphenentwicklung kompli-
zierter sind, was vermutlich auf deutlich unterschiedliche Längenverhältnisse bei gleicher
Längenskala zurückgeht. Für die Quadratentwicklung hingegen wird die Längenskala durch
den größten quadratischen Graph dominiert und die Skalierungen verlaufen unproblemati-
scher. Betrachtet wurden zwei verschiedene Skalierungsgesetze für die NLCE-Daten, welche
qualitativ ähnliche Resultate lieferten. Es wäre eine wichtige, wenn auch sehr schwierige,
Aufgabe korrekte Skalierungsgesetze aus grundlegenden Prinzipien abzuleiten.
Das unfrustrierte Spin-1/2 Heisenbergmodell auf dem Quadratgitter wurde zum Testen der
Methode verwendet und sowohl die Fixpunkt- als auch die Minimumsmethode lieferten für
die arithmetische Graphenentwicklung sowie die Quadratentwicklung ähnliche Ergebnis-
se, welche gut mit bereits bekannten QMC-Daten übereinstimmen. Interessant ist, dass
die Quadratentwicklung für das frustrierte Spin-1/2 Dreiecksgitter deutlich besser funk-
tioniert, als für das Quadratgitter. Dort ist nämlich kein Paritätseffekt vorhanden und es
stehen folglich mehr Datenpunkte für die Skalierungen zur Verfügung. Eine reorganisierte
Graphenentwicklung für das Quadratgitter zu formulieren, in der kein Paritätseffekt mehr
vorhanden ist, wäre eine sinnvolle Erweiterung der betrachteten Graphenentwicklungen.
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5.2 Spin-1 Heisenbergmodell auf dem Kagomegitter
In diesem Unterkapitel wird das Spin-1 Heisenbergmodell auf dem Kagomegitter mithilfe
von NLCEs untersucht. Dieses Modell besitzt einen langreichweitig geordneten trimerisier-
ten Grundzustand [69–74] und demzufolge keine magnetische Ordnung. Im Unterschied
zu den magnetisch geordneten Quantenphasen in Kapitel 5.1 bricht dieser Grundzustand
nicht die kontinuierliche SU(2)-Symmetrie, sondern die diskrete Symmetrie der „hoch“ und
„runter“-Dreiecke des Kagomegitters. Das System weist erwartungsgemäß eine endliche
Energielücke auf, welches der Konvergenz von NLCEs zugute kommt. Es wird sich heraus-
stellen, dass die Existenz eines quantenkritischen Punktes auf einem quasi eindimensionalen
Teilsystem – der Spin-1 Dreieckskette – dennoch zu einem nichtmonotonen Konvergenz-
verhalten der Grundzustandsenergie des zweidimensionalen Kagomegitters führt. Durch
die Einführung von Randfeldern wird ein monotones Konvergenzverhalten erreicht, in-
dem die Quantenkritikalität des Teilsystems unterdrückt wird. Zusätzlich wird noch eine
reorganisierte Graphenentwicklung durchgeführt, welche – ähnlich der Rechteck- und Qua-
dratentwicklungen aus Kapitel 5.1 – in symmetrischeren Graphen entwickelt und ebenfalls
zu einem monotonen Konvergenzverhalten der Grundzustandsenergie führt. Die Ergebnisse
dieses Kapitels wurden bereits in den Referenzen 74 und 109 publiziert.
Der Hamiltonoperator des antiferromagnetischen (J > 0) Spin-1 Heisenbergmodells auf




Si · Sj + λJ
∑
〈i,j〉∈∇
Si · Sj , (5.34)
wobei die Summe
∑
〈i,j〉∈∆ über alle nächsten Nachbarn der „hoch“-Dreiecke (Spitze ist
oben) läuft und die Summe
∑
〈i,j〉∈∇ über alle nächsten Nachbar der „runter“-Dreiecke
läuft. Entsprechend sind zwei hoch-Dreiecke immer über eine Kopplung λJ eines runter-
Dreiecks verbunden. Der Parameter λ ∈ [0,1] erlaubt es zwischen dem Grenzfall isolierter
Dreiecke (λ = 0) und dem isotropen Kagomegitter (λ = 1) zu interpolieren.
Für λ = 0 besteht das System aus isolierten hoch-Dreiecken und der eindeutige Grundzu-
stand ist ein Produkt von Singuletts auf den Dreiecken. Es sei angemerkt, dass im Gegen-
satz zum Spin-1/2 Fall drei Spin-1 ein eindeutiges Singulett formen können, welches die
niedrigste Energie hat. Alle Anregungen besitzen eine endliche Energielücke zum Grundzu-
stand und können (für λ = 0) durch die magnetischen Quantenzahlen der 26 verbleibenden
Zustände der einzelnen Dreiecke komplett beschrieben werden.
Falls das isotrope Modell für λ = 1 eine spontane Trimerisierung zeigen sollte, so kann
erwartet werden, dass die Grundzustände für λ = 0 und λ = 1 adiabatisch miteinander
verknüpft sind und es dementsprechend keinen Phasenübergang geben sollte und die Ener-
gielücke für alle λ ∈ [0,1] endlich bleibt. Es bietet sich für die NLCE daher an, vom Grenz-
fall isolierter Dreiecke aus zu starten und eine Graphenentwicklung um die trimerisierte
Phase durchzuführen, indem die hoch-Dreiecke als elementarer Baustein für die Graphen
verwendet werden. Aufgrund der Symmetrie des Gitters würde eine analoge Entwicklung
in runter-Dreiecken die exakt selben Ergebnisse liefern.
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(a) (b)
Abbildung 5.22: (a) Ausschnitt aus dem Kagomegitter, bei dem die Spins auf den Vertizes
(schwarze Kreise) sitzen. Nächstnachbar Kopplungen J auf hoch-Dreiecken sind durch schwarze
Linien dargestellt, während die nächstnachbar Kopplungen λJ auf den runter-Dreiecken blau dar-
gestellt sind. (b) Effektives Dreiecksgitter, bei denen die hoch-Dreiecke des Kagomegitters durch
effektive Gitterplätze (schwarze Dreiecke) ersetzt werden. Die Kopplung zwischen den effektiven
Gitterplätzen entspricht den Kopplungen auf den runter-Dreiecken im ursprünglichen Kagomegit-
ter. Wichtig ist, dass hoch- und runter-Dreiecke im effektiven Dreiecksgitter (durch graue bzw.
orangene Flächen veranschaulicht) topologisch inäquivalent sind, da sie Hexagonen bzw. runter-
Dreiecken im Kagomegitter entsprechen.
Zuerst werden in Unterkapitel 5.2.1 die verwendeten Graphenentwicklungen vorgestellt. Es
werden zwei verschiedene Graphenentwicklungen diskutiert: Erstens eine volle Graphenent-
wicklung in den hoch-Dreiecken des Gitters sowohl ohne als auch mit Randfeldern. Zweitens
eine reorganisierte Graphenentwicklung in symmetrischeren Graphen. Im Anschluss daran
wird als erstes das Heisenbergmodell auf der Spin-1 Dreieckskette in Unterkapitel 5.2.2
diskutiert, um letztendlich in Unterkapitel 5.2.3 die Ergebnisse für das Spin-1 Heisenberg-
modell auf dem Kagomegitter vorzustellen.
5.2.1 Graphenentwicklungen für das Kagomegitter
Volle Graphenentwicklung in Dreiecken
Da eine Beschreibung ausgehend vom trimerisierten Grundzustand angestrebt wird, ist
eine Entwicklung nicht in einzelnen Gitterplätzen, sondern in einzelnen Dreiecken sinn-
voll. Dazu wird jedes hoch-Dreieck als ein effektiver Gitterplatz behandelt, wie in Ab-
bildung 5.22 (b) grafisch dargestellt ist. Das effektive Gitter ist dann ein Dreiecksgitter,
wobei jedoch die hoch- und runter-Dreiecke dieses effektiven Gitters topologisch inäqui-
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valent sind. Sie entsprechen nämlich Hexagonen bzw. runter-Dreiecken des ursprünglichen
Kagomegitters. Diese Eigenschaft muss bei der Graphenentwicklung berücksichtigt wer-
den, welche in dieser Arbeit bis zu Ndr = 6 effektiven Gitterplätzen, also 6 hoch-Dreiecken
(18 Spin-1) des Kagomegitters, durchgeführt wird. In Abbildung 5.23 sind alle topologisch
inäquivalenten Graphen des effektiven Dreiecksgitters zusammen mit ihrer Entsprechung
auf dem Kagomegitter bis Ndr = 3 abgebildet. Es gibt für Ndr = 1, . . . ,6 jeweils 1, 1, 4, 9,
46 und 228 topologisch inäquivalente Graphen.
Abbildung 5.23: Alle topologisch inäquivalenten Graphen der vollen Graphenentwicklung in
Dreiecken mit bis zu Ndr = 3 Dreiecken. Links sind die Graphen des effektiven Dreiecksgitters und
rechts ihre Entsprechung auf dem Kagomegitter dargestellt.
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Reorganisierte Graphenentwicklung in Dreiecken
Es wird sich zeigen, dass die volle Graphenentwicklung (ohne Randfelder) durch die Kritika-
lität der eindimensionalen Dreieckskette ein nichtmonotones Konvergenzverhalten besitzt.
Zwar behebt die Einführung von Randfeldern dieses Problem, doch es existiert auch eine
reorganisierte Graphenentwicklung, welche sehr gut für das Spin-1 Kagomegitter geeignet
ist. Grundlegend orientiert sich diese Entwicklung an der Rechteckentwicklung für das Qua-
dratgitter [108, 116–118] (siehe auch Kapitel 5.1.1) und der Entwicklung in Bienenwaben
für das Bienenwabengitter [39]. Dabei wird sich auf eine kleinere schnittstabile Teilmenge
an Graphen beschränkt, welche dafür allerdings eine deutlich höhere Symmetrie aufweisen,
die zu der Gittersymmetrie korrespondiert.
Ausgehend vom effektiven Dreiecksgitter aus Abbildung 5.22 (b), sind die grundlegenden
Bausteine die topologisch inäquivalenten hoch- und runter-Dreiecke. Für die reorganisierte
Graphenentwicklung werden genau diese beiden Dreiecke als zentrales Element verwen-
det, sodass die Ordnung Nre der reorganisierten Entwicklung durch die Anzahl an hoch-
und runter-Dreiecken definiert ist. Die Graphen werden weiterhin symmetrisch in den hoch-
und runter-Dreiecken aufgebaut, sodass nur vollständige Graphen (siehe Definition 13) auf-
treten. Wie bei der Rechteckentwicklung reduziert dies auch die Anzahl an verwendeten
Graphen enorm und alle Graphen sind zusammen mit der Ordnung, in der sie auftreten,
in Abbildung 5.24 gezeigt. Die reorganisierte Entwicklung kann noch einen Schritt wei-
tergeführt werden, indem nur Graphen beachtet werden in denen gleich viele hoch- und
runter-Dreiecke (des effektiven Gitters) vorkommen. Dies entspricht der Beschränkung auf
gerade Ordnungen Nre der reorganisierten Graphenentwicklung.
(a) Nre = 1
(b) Nre = 2
(c) Nre = 3
(d) Nre = 4
Abbildung 5.24: Alle Graphen der reorganisierten Graphenentwicklung die in Ordnung
(a) Nre = 1, (b) Nre = 2, (c) Nre = 3 und (d) Nre = 4 auftreten.
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5.2.2 Spin-1 Heisenbergmodell auf der Dreieckskette
In diesem Unterkapitel wird zuerst die eindimensionale Dreieckskette betrachtet, welche ein
Teilsystem des Kagomegitters darstellt. Ausgehend von den Dreiecken ist dieses System
unfrustriert und die Graphenentwicklung ist weiterhin sehr einfach, da es immer genau
einen Graphen in jeder Ordnung gibt – nämlich die Kette mit exakt so vielen Dreiecken wie
die Ordnung groß ist. Es wird sich herausstellen, dass dieses System einen quantenkritischen
Punkt aufweist, welcher starke Auswirkungen auf eine volle (bezogen auf Dreiecke als
effektiven Gitterplatz) Graphenentwicklung des zweidimensionalen Kagomegitters hat.
Der Hamiltonoperator des Spin-1 Heisenbergmodells auf der in Abbildung 5.25 dargestell-




Si · Sj + J ′
∑
〈i,j〉
Si · Sj (5.35)
gegeben. Die Summe
∑
(i,j)∈∆ läuft über alle Gitterplätze eines Dreiecks und die Summe∑
〈i,j〉 läuft über die beiden Gitterplätze, welche benachbarte Dreiecke koppeln.
Für J ′ → 0 und J > 0 besteht das System aus entkoppelten Dreiecken, welche Spin-1
Singuletts (Trimere) bilden. Der umgekehrte Fall J → 0 und J ′ > 0 führt zu einer Di-
merisierung von zwei Spin-1 zwischen den Dreiecken, wobei es eine extensive Anzahl an
isolierten Spins, welche an den Spitzen der Dreiecke sind, gibt. Wird nun ein kleines J > 0
betrachtet, so kann der Hamiltonoperator in zweiter Ordnung entarteter Störungstheo-
rie in J/J ′ um den Dimerzustand entwickelt werden, wodurch sich ein effektives Spin-1
Heisenbergmodell
Heff = E0,eff + Jeff
∑
〈i,j〉
Si · Sj (5.36)
auf einer linearen Spinkette ergibt. Die additive Konstante E0,eff ist irrelevant und wird im







Abbildung 5.25: Ausschnitt der eindimensionalen Dreieckskette, bei der sich die Spins an den
Vertizes (schwarze und grüne Kreise) befinden. Die Heisenbergkopplung auf den Dreiecken ist J
(schwarze Linien) und die unfrustrierte Kopplung zwischen den Dreiecken ist J ′ (blaue Linien). Im
Grenzfall J → 0 kann in zweiter Ordnung Störungstheorie eine effektive Spin-1 Heisenbergkette
für die Spins an der Spitze der Dreiecke (grüne Kreise) abgeleitet werden. Die effektive Kopplung
Jeff (gestrichelte grüne Linien) ist antiferromagnetisch.
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aufweist. Die genaue Herleitung des effektiven Hamiltonoperators ist in Anhang C ange-
geben. Dieses System weist einen symmetriegeschützten, topologisch geordneten Grundzu-
stand mit endlicher Haldanelücke auf [175–179]. Demzufolge wird mindestens ein Phasen-






Exakte Diagonalisierung für periodische Dreiecksketten
Zunächst wird das Grundzustandsphasendiagramm für periodische Ketten mit bis zu
Ndr = 6 Dreiecken (entspricht 18 Spin-1) untersucht. Dazu wird mittels exakter Diago-
nalisierung die Grundzustandsenergie pro Platz e(Ndr)0 sowie die Spinlücke ∆, als Differenz
der kleinsten Energien im Sz = 0 und Sz = 1 Sektor, bestimmt. Die Ergebnisse für die
Spinlücke ∆ und die zweite Ableitung von e(Ndr)0 finden sich in Abbildung 5.26. Es ist
klar erkennbar, dass die Spinlücke im Bereich λc ≈ 0.8 ein Minimum aufweist. Eine linea-
re Extrapolation in 1/Ndr (siehe unterer Bildeinschub in Abbildung 5.26 (a)) zeigt, dass
diese im thermodynamischen Limes schließt, was einen Zusammenbruch der trimerisierten
Phase signalisiert. Weiterhin zeigt im selben Bereich die zweite Ableitung der Grundzu-
standsenergie (vergleiche Abbildung 5.26 (b)) eine Resonanz, was im Einklang mit einer
Divergenz ebendieser Größe im thermodynamischen Limes steht. Für λ > 1 ergeben sich
keine weiteren Anzeichen für einen Phasenübergang, sodass sich das Grundzustandspha-
sendiagramm aus den beiden bereits diskutierten Quantenphasen zusammensetzt, welche
durch einen Übergang bei λc ≈ 0.8 getrennt sind.
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Abbildung 5.26: (a) Spinlücke ∆ in Abhängigkeit von λ für die Spin-1 Dreieckskette mit pe-
riodischen Randbedingungen und Ndr Dreiecken. Die gestrichelte vertikale Linie liegt bei dem
extrapolierten Wert λc = 0.802 für den kritischen Punkt. Oberer Bildeinschub: Lineare Extrapo-
lation der kritischen λ-Werte, bei denen die Spinlücke minimal ist. Unterer Bildeinschub: Lineare
Extrapolation des Minimums ∆c der Spinlücke. (b) Zweite Ableitung der Grundzustandsenergie
pro Gitterplatz e(Ndr)0 /J .
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NLCE für die Dreieckskette
Als Nächstes wird eine Graphenentwicklung in Dreiecken für die Dreieckskette durchge-
führt. In jeder Ordnung Ndr existiert dann genau ein Graph GNdr , welcher eine lineare
Kette bestehend aus Ndr verbundenen Dreiecken ist. Der Einbettungsfaktor des Graphen
GNdr auf die unendliche Kette ist immer gleich 1. Weiterhin ist die Berechnung der Grund-
zustandsenergie e(Ndr)0 nach Einbettung aller Graphen bis Ordnung Ndr sehr einfach und











ausrechnen, da die Beiträge aller Untergraphen bei der Einbettung exakt wegfallen (ver-
gleiche auch mit der Finite Lattice Method [116, 117]). Die Ergebnisse für e(Ndr)0 sind bis
Ndr = 6 in Abbildung 5.27 (a) gegen λ aufgetragen. Erkennbar ist eine mit zunehmender
Ordnung sehr gute Konvergenz und ein glattes Verhalten von e(Ndr)0 . Auch die zweite Ablei-
tung in Abbildung 5.27 (b) zeigt (bis auf Ungenauigkeiten durch die numerische Ableitung)





0 − e(Ndr−1)0 , (5.40)
welche der reinen Energieänderung durch die hinzukommende Ordnung entsprechen, dar-
gestellt. Dort lässt sich das glatte Verhalten noch besser erkennen, insbesondere fällt der
reduzierte Beitrag mit zunehmendem Ndr schnell ab und nimmt mit zunehmendem λ zu.
Weder in der Grundzustandsenergie, noch in den reduzierten Beiträgen lassen sich An-
zeichen für einen quantenkritischen Punkt finden. Dies liegt vermutlich daran, dass die
Quantenfluktuationen der trimerisierten Phase auf den gewählten Graphen optimal be-
rücksichtigt werden, während die entsprechenden Fluktuationen der Phase für λ > λc nur
unzureichend repräsentiert sind.
Interessanterweise gibt es eine alternative Möglichkeit das quantenkritische Verhalten mit
der NLCE zu erfassen. Aufgrund der endlichen Korrelationslänge in lückenbehafteten Sys-
temen wird eine exponentielle Konvergenz – also ein exponentieller Abfall der reduzierten
Beiträge – erwartet. Dies sollte für alle λ außer λc gelten, während bei λ = λc ein alge-
braischer Abfall vorliegen sollte [103]. Abbildung 5.28 (b) zeigt die reduzierten Beiträge
in Abhängigkeit von 1/Ndr für verschiedene λ in doppelt logarithmischer Darstellung. Für
λ = 0.8 ≈ λc ist das Verhalten sehr gut durch eine algebraische Funktion (gerade in einem
doppelt logarithmischen Plot) beschreibbar, während es für kleinere und größere λ deutlich
von diesem abweicht.
Zusammenfassend lässt sich feststellen, dass die eindimensionale Spin-1 Dreieckskette einen
quantenkritischen Punkt bei λc ≈ 0.8 besitzt, das heißt die trimerisierte Phase ist nicht
stabil bis zum isotropen Punkt λ = 1. Folglich fallen die reduzierten Beiträge der Grundzu-
standsenergie in der NLCE nur algebraisch ab, wenn λ in der Nähe des kritischen Punktes
liegt. Im nun folgenden Unterkapitel wird das Spin-1 Heisenbergmodell auf dem Kagome-
gitter untersucht und es wird sich zeigen, dass die Existenz des quantenkritischen Punktes
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und der daraus folgende algebraische Abfall der reduzierten Beiträge einen starken Einfluss
auf die Konvergenz der vollen Graphenentwicklung für das Kagomegitter hat.



















































Abbildung 5.27: (a) Grundzustandsenergie pro Gitterlatz e(Ndr)0 /J der Spin-1 Dreieckskette in
Abhängigkeit von λ für verschiedene Ordnungen Ndr. (b) Zweite Ableitung der Grundzustands-
energie pro Platz.
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Abbildung 5.28: (a) Reduzierte Beiträge e(Ndr)0,red /J der Grundzustandsenergie pro Gitterplatz in
Abhängigkeit von λ für verschiedene Ordnungen Ndr. (b) Reduzierter Beitrag in Abhängigkeit von
1/Ndr für verschiedene λ in doppelt logarithmischer Darstellung. Die rote Linie ist ein algebraischer
Fit der Form aN−bdr für λ = 0.8.
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5.2.3 NLCEs für das Spin-1 Heisenbergmodell auf dem Kagomegitter
Ergebnisse für die volle Graphenentwicklung (ohne Randfelder)
Begonnen wird mit einer Diskussion der NLCE Ergebnisse ohne Randfelder für die Grund-
zustandsenergie e(Ndr)0 des Spin-1 Heisenbergmodells auf dem Kagomegitter, wie sie sich
durch eine volle Graphenentwicklung in der Anzahl Ndr an Dreiecken ergeben. Abbil-
dung 5.29 zeigt die Grundzustandsenergie in Abhängigkeit von λ zusammen mit den iPEPS
(von engl. infinite projected entangled pair states) Ergebnissen aus Referenz 70. Verglichen
mit der Dreieckskette (siehe Kapitel 5.2.2 und insbesondere Abbildung 5.27 (a)) konvergiert
die Grundzustandsenergie nicht so gut mit wachsendem Ndr. Die geraden und ungeraden
Ordnungen bilden zwei Familien, die getrennt zum iPEPS-Resultat konvergieren, da die
geraden Ordnungen immer über, und die ungeraden Ordnungen immer unter, der iPEPS-
Kurve liegen. Dennoch ist die Konvergenz für kleine Werte von λ recht gut, während sie
bei großen Werten von λ sehr langsam ist. Deutlich interessanter ist jedoch, dass bereits
für λ < 1 sichtbare Anomalien auftreten.
























Abbildung 5.29: Vergleich der durch die volle Graphenentwicklung (ohne Randfelder) be-
stimmten Grundzustandsenergie pro Gitterplatz e(Ndr)0 /J (farbige Dreiecke) und dem iPEPS-
Ergebnis [70] (schwarze Linie) in Abhängigkeit von λ. Ebenfalls eingetragen sind die Wynn-
Extrapolationen (2)3 und 
(4)
1 . Die durchgezogenen farbigen Linien sind Hilfslinien.
Es wird ebenfalls der Wynn-Algorithmus [102, 131, 132] zur Reihenextrapolation (siehe
Kapitel 2.3.1) verwendet, wodurch die Resultate entscheidend verbessert werden. Dabei
wird die niedrigste Ordnung (Ndr = 1) weggelassen, damit die höchste Ordnung (Ndr = 6)








0 (i = 2, . . . ,6) (5.41)
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gestartet und die Werte (2l)5−2l sollten gegen die Grundzustandsenergie des unendlichen Sys-
tems konvergieren. Folglich gibt es zwei Wynn-Extrapolationen (2)3 und 
(4)
1 , welche sich
nach einem bzw. zwei Zyklen des Wynn-Algorithmus ergeben. Sie sind in Abbildung 5.29
eingetragen und stimmen für λ . 0.8 sehr gut mit den iPEPS-Daten überein. Für grö-
ßere Werte von λ wird die Extrapolation schwieriger und es sind sichtbare Abweichungen
vorhanden.
Die schlechte Konvergenz lässt sich, wie bereits in Kapitel 5.2.2 angedeutet, auf den quan-
tenkritischen Punkt der eindimensionalen Dreieckskette zurückführen. Sämtliche Graphen
der Dreieckskette sind nämlich ebenfalls in der vollen Graphenentwicklung des Kagomegit-
ters als lineare Graphen enthalten. Sie sind unfrustriert und entsprechend sind die reduzier-
ten Beiträge stets negativ, da diese Graphen die Energie des trimerisierten Grundzustandes
immer absenken, während andere Graphen die Energie aufgrund der geometrischen Frus-
tration üblicherweise erhöhen. In Kapitel 5.2.2 wurde betont, dass die reduzierten Beiträge
e
(Ndr)
0,lin,red der Kettengraphen in der Nähe des kritischen Punktes λc ≈ 0.8 nur algebraisch
abfallen und für das Kagomegitter zu einem Problem führen, da der Einbettungsfaktor
ν
(Ndr)
lin der linearen Kettengraphen exponentiell mit Ndr anwächst. Dies führt unweigerlich
zu einer Divergenz des Produktes ν(Ndr)lin · e(Ndr)0,lin,red, welches in die NLCE für die Grundzu-
standsenergie eingeht (vergleiche mit dem Linked-Cluster Theorem (2.21)), wenn die Länge
der Kettengraphen erhöht wird. In Abbildung 5.30 ist das Produkt ν(Ndr)lin ·e(Ndr)0,lin,red der Ket-
tengraphen gegen deren Länge Ndr für λ = 1 aufgetragen. Es lässt sich gut erkennen, dass
dieses Produkt mit steigendem Ndr stark anwächst. Der Bildeinschub in Abbildung 5.30
lässt auch deutlich erkennen, dass der Einbettungsfaktor ν(Ndr)lin exponentiell mit der Anzahl
an Dreiecken Ndr anwächst.
Der durch die unfrustrierten Kettengraphen entstehende divergierende Anteil, muss durch
die anderen frustrierten Graphen kompensiert werden, um ein nicht-divergentes Endergeb-
nis für die Grundzustandsenergie zu erhalten. Deshalb sollte es nicht verwundern, dass
die in Abbildung 5.29 gezeigte Grundzustandsenergie eine schlechte Konvergenz aufweist,
wenn die NLCE in endlichen Ndr trunkiert wird.
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Abbildung 5.30: Absoluter Beitrag ν(Ndr)lin · e(Ndr)0,lin,red der linearen Kettengraphen zur NLCE der
Grundzustandsenergie in Abhängigkeit der Länge Ndr für λ = 1. Bildeinschub: Einbettungsfaktor
ν
(Ndr)
lin der Kettengraphen. Die durchgezogenen farbigen Linien sind Hilfslinien.
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Ergebnisse für die reorganisierte Graphenentwicklung
Als Nächstes soll die bereits erwähnte reorganisierte Graphenentwicklung verwendet wer-
den, um ein nichtmonotones Konvergenzverhalten aufgrund von divergierenden Teilreihen
zu verhindern. Dazu werden die Graphen so umsortiert, dass die Kettengraphen keinen
exponentiellen Einbettungsfaktor mehr aufweisen und in symmetrischeren Graphen ent-
wickelt wird. Alle Graphen der reorganisierten Entwicklung sind in Abbildung 5.24 einge-
tragen und die Details der Entwicklungen wurden bereits weiter oben diskutiert. Wie sich
aus Abbildung 5.31 entnehmen lässt, ist die Konvergenz der Grundzustandsenergie e(Nre)0
deutlich verbessert gegenüber der vollen Graphenentwicklung ohne Randfelder. Ein nicht-
monotones Konvergenzverhalten in der Nähe des kritischen Punktes λc ≈ 0.8 ist ebenfalls
nicht mehr sichtbar. Die Ergebnisse e(Nre)0 alternieren zwar weiterhin für gerade und unge-
rade Ordnungen, nähern sich aber kontinuierlichen dem iPEPS-Resultat an. Im gesamten
Intervall λ ∈ [0,1] sind die NLCE-Ergebnisse deutlich näher am iPEPS-Ergebnis als bei
der vollen Graphenentwicklung ohne Randfelder.
Eine weitere Verbesserung wird durch Anwendung des Wynn-Algorithmus erreicht. Um
die höchste Ordnung Nre = 4 miteinzubeziehen, wird zusätzlich noch das Ergebnis ei-
nes einzelnen effektiven Gitterplatzes (ein hoch-Dreieck im Kagomegitter) für den Wynn-
Algorithmus verwendet. Der Beitrag hat stets die Energie e(0)0 = −1 und wird als Nre = 0







0 (i = 0, . . . ,4) , (5.42)
wodurch sich die beiden Werte (2)3 und 
(4)
1 nach einem bzw. zwei Wynn-Zyklen ergeben.
Beide Extrapolationen liefern einen fast identischen Wert und sind bei λ = 1 gleich weit
vom iPEPS-Ergebnis entfernt wie e(4)0 , aber in die andere Richtung.
Zusätzlich kann, wie bereits oben erwähnt, die reorganisierte Entwicklung in noch sym-
metrischeren Graphen durchgeführt werden, indem nur die geraden Ordnungen beachtet







0 (i = 0, . . . ,2) (5.43)
und es kann nur ein Zyklus durchgeführt werden, welcher auf den extrapolierten Wert

(2)
even,1 führt. Für λ = 1 kann dieser Wert mit dem iPEPS-Wert [70] e
iPEPS
0 und DMRG-




even,1 = −1.4114J (5.44)
eiPEPS0 = −1.4116(4)J (5.45)
eDMRG0 = −1.410(2)J . (5.46)
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Abbildung 5.31: Vergleich der durch die reorganisierte Graphenentwicklung bestimmten Grund-
zustandsenergie pro Gitterplatz e(Nre)0 /J (farbige Kreise) und dem iPEPS-Ergebnis [70] (schwarze





even,1. Bildeinschub: Vergrößerung um λ = 1.
Ergebnisse für die volle Graphenentwicklung (mit Randfeldern)
Nun werden die Randfelder – wie in Kapitel 2.2.1 erläutert und in Gleichung (2.33) de-
finiert – eingeführt und eine volle Graphenentwicklung durchgeführt. Dabei wird nur die
Minimumsmethode verwendet.
Aus einer Variation der Randfeldstärke K für λ = 0.82, welches nahe des kritischen Punk-
tes λc ≈ 0.8 liegt, ergibt sich die in Abbildung 5.32 (a) dargestellte Grundzustandsenergie
e
(Ndr)
0 pro Gitterplatz in Abhängigkeit von K/J . Ordnung 4, 5 und 6 weisen ein deutliches
Minimum auf und die Energie des Minimums hängt linear von 1/N2dr ab, wie der Bild-
einschub in Abbildung 5.32 (a) deutlich macht. Ebenfalls erkennbar ist, dass eine lineare
Skalierung durch die Ordnungen 5 und 6 einen extrapolierten Wert liefert, der sehr gut
mit dem iPEPS-Wert [70] bei λ = 0.82 übereinstimmt. Eine analoge Darstellung für λ = 1
findet sich in Abbildung 5.32 (b). Auch hier ist erkennbar, dass der skalierte Wert sehr gut
mit dem iPEPS-Resultat übereinstimmt.
Die gleiche Skalierung kann auch für andere Werte von λ durchgeführt werden (siehe An-
hang B.4) und die sich ergebenden skalierten Werte sind in Abbildung 5.33 eingetragen.
Ebenfalls eingetragen sind alle Ordnungen der vollen Graphenentwicklung, wenn ein kleines
RandfeldK/J = 0.05 verwendet wird. Ein Vergleich der Ergebnisse mit und ohne Randfeld
in Abbildung 5.33 zeigt, dass selbst ein kleines Randfeld das nichtmonotone Verhalten in
der Nähe des kritischen Punktes λc ≈ 0.8 aufhebt.
135
Kapitel 5 NLCEs für Quantenspinmodelle
(a) λ = 0.82





























(b) λ = 1.0































Abbildung 5.32: Durch eine volle Graphenentwicklung mit Randfeldern bestimmte Grund-
zustandsenergie pro Gitterplatz e(Ndr)0 /J in Abhängigkeit von der Randfeldstärke K/J für (a)
λ = 0.82 und (b) λ = 1.0. Die horizontale schwarze Linie ist der iPEPS-Wert [70]. Die farbigen
Linien sind Hilfslinien. Bildeinschub: Minimale Energie in Abhängigkeit von 1/N2dr sowie lineare
Skalierung (orangene Linie) durch Ordnung 5 und 6. Die schwarze Raute ist der iPEPS-Wert [70].
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Ndr = 2, K/J = 0
Ndr = 3, K/J = 0
Ndr = 4, K/J = 0
Ndr = 5, K/J = 0
Ndr = 6, K/J = 0
Ndr = 2, K/J = 0.05
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Abbildung 5.33: Grundzustandsenergie pro Gitterplatz e(Ndr)0 /J ohne und mit einem kleinen
Randfeld K/J = 0.05 in Abhängigkeit von λ (farbige Dreiecke bzw. Kreise). Die schwarzen Qua-
drate stellen die mit der Minimumsmethode ermittelten skalierten Werte dar, die schwarze Linie
ist das iPEPS-Ergebnis [70] und die Sterne repräsentieren das beste Ergebnis (2)even,1 der reorgani-
sierten Graphenentwicklung. Farbige Linien sind Hilfslinien. Bildeinschub: Vergleich der skalierten
Werte und der reorganisierten Graphenentwicklung mit dem iPEPS-Ergebnis um λ = 1.
Letztendlich führt ein Vergleich der skalierten Werte eSkal.0 und dem besten Ergebnis 
(2)
even,1
der reorganisierten Graphenentwicklung (siehe auch Abbildung 5.33) zu der Erkenntnis,
dass sowohl die Randfeldmethode als auch die reorganisierte Graphenentwicklung ähnlich
gute Ergebnisse erzielen. Bei λ = 1 sind die Werte durch

(2)
even,1 = −1.4114J (5.47)
eSkal.0 = −1.41203J (5.48)
eiPEPS0 = −1.4116(4)J (5.49)
gegeben, wodurch selbst am isotropen Punkt beide Methoden sehr gut mit dem iPEPS-
Wert [70] übereinstimmen. Im Bildeinschub von Abbildung 5.33 ist allerdings erkennbar,
dass die reorganisierte Graphenentwicklung in der Nähe des quantenkritischen Punktes der
Dreieckskette bei λ ≈ 0.8 deutlich stärker vom iPEPS-Resultat abweicht. Die reorganisierte
Graphenentwicklung spürt also immer noch die Auswirkungen der Quantenkritikalität der
Dreieckskette, während die NLCE mit Randfeldern eine fast konstante Abweichung zum
iPEPS-Resultat für alle λ ∈ [0,1] besitzt.
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5.2.4 Schlussfolgerungen
In diesem Unterkapitel wurde das Spin-1 Heisenbergmodell auf dem Kagomegitter mittels
nichtperturbativer Linked-Cluster Entwicklungen untersucht. Dazu wurde ein Parameter λ
eingeführt, welcher zwischen dem isotropen Heisenbergmodell und dem Grenzfall entkop-
pelter Dreiecke interpoliert. Ausgehend vom trimerisierten Limes wurden einzelne Dreiecke
als elementarer Baustein für die Graphenentwicklungen verwendet, um die Grundzustand-
senergie pro Gitterplatz zu bestimmen.
Es konnte gezeigt werden, dass die volle Graphenentwicklung ein nichtmonotones Kon-
vergenzverhalten aufweist, welches auf ein quantenkritisches Verhalten der unfrustrierten
eindimensionalen Kettengraphen zurückgeführt werden kann. Für diese steigt der Einbet-
tungsfaktor exponentiell an, während die reduzierten Beiträge in der Nähe des kritischen
Punktes (λc ≈ 0.8) nur algebraisch abfallen. Diese Untermenge an Graphen liefert demzu-
folge einen divergenten Beitrag zur Grundzustandsenergie, welcher von den anderen (frus-
trierten) Graphen kompensiert werden muss, um ein physikalisch sinnvolles Ergebnis zu
erhalten. Allerdings ist das eine subtile Angelegenheit, wenn die NLCE trunkiert wird.
Wahrscheinlich ist dieses Verhalten von divergenten Teilreihen, ein generischer Aspekt von
NLCE-Rechnungen für frustrierte Quantensysteme.
Aufbauend auf den Ergebnissen dieses Kapitels wurden zwei Verfahren entwickelt, welche
in der Lage sind das nichtmonotone Konvergenzverhalten zu umgehen. Zum einen kann eine
reorganisierte Graphenentwicklung durchgeführt werden, welche besser für das betrachtete
Problem geeignet ist. Dabei ist es essentiell, dass divergierende Teilmengen von Graphen
ausgeschlossen werden. Für das Spin-1 Kagomegitter konnte dies durch eine Entwicklung
in symmetrischeren Graphen, welche aus Dreiecken des effektiven Gitters bestehen, erreicht
werden. Die Resultate wiesen dadurch ein deutlich besseres Konvergenzverhalten auf und
stimmten quantitativ mit den Ergebnissen anderer Methoden [69, 70] überein.
Zum anderen können Randfelder eingeführt werden, welche dafür sorgen, dass die Graphen
stets als Teil des zweidimensionalen Gitters angesehen werden. Dadurch wird das kritische
Verhalten der Kettengraphen unterdrückt und die Resultate für das Spin-1 Kagomegitter




Diese Arbeit hat Linked-Cluster Entwicklungen – dabei hauptsächlich nichtperturbative
Linked-Cluster Entwicklungen [99–104] – auf verschiedene zweidimensionale Hubbard- und
Spinmodelle bei Temperatur T = 0 angewendet, um Grundzustandseigenschaften dieser
Modelle zu bestimmen. Die Spinmodelle können dabei als effektive Beschreibung der Mott-
phase von zweidimensionalen Hubbardmodellen verstanden werden.
Hubbardmodell auf flussgefüllten Quadratgittern
Zuerst wurde in Kapitel 4.1 das halbgefüllte Hubbardmodell bei Temperatur T = 0 für eine
Einparameterfamilie von pi-Fluss gefüllten Quadratgittern (flussgefüllte Quadratgitter) un-
tersucht [40]. Zuvor wurden bereits Anzeichen für eine nichtmagnetische isolierende Phase
innerhalb des Mottisolators auf dem pi-Fluss Quadratgitter gefunden [110]. Für das Bie-
nenwabengitter wurde eine ähnliche Zwischenphase vorgeschlagen [147], welche allerdings
durch eine Verbesserung der verwendeten Quanten-Monte-Carlo-Methoden mittlerweile
ausgeschlossen wurde [148, 149].
Durch eine Kombination dieser verbesserten Quanten-Monte-Carlo-Methoden und konti-
nuierlichen unitären Transformationen, wurde das Phasendiagramm ermittelt, welches aus
einem Halbmetall, einer magnetisch geordneten Néelphase sowie einem Valenzbondkristall
und einem Bandisolator besteht, wobei die beiden letzteren adiabatisch miteinander ver-
knüpft sind. Der Zusammenbruch des Halbmetalls führt üblicherweise zur antiferromagne-
tischen Néelordnung, selbst wenn ein Valenzbondkristall bei großen Kopplungen vorliegt.
Die kontinuierlichen unitären Transformationen wurden mit den in dieser Arbeit vorgestell-
ten Methoden für Linked-Cluster Entwicklungen (siehe Kapitel 2) durchgeführt, während
die Quanten-Monte-Carlo-Daten von Fakher Assaad an der Universität Würzburg berech-
net wurden [40]. Dabei fand für die kontinuierlichen unitären Transformationen ein zweisch-
rittiges Verfahren Anwendung. Zuerst wurde mittels graphenbasierter kontinuierlicher uni-
tärer Transformationen [103, 104] ein effektives Niederenergiemodell für die Mottphase des
Hubbardmodells abgeleitet. Dieses nichtperturbative Verfahren trennt die Spin- und La-
dungsfreiheitsgrade voneinander, woraus ein effektives Spinmodell resultiert. Es konnte für
die größten Graphen aus acht Gitterplätzen, oder große Hüpfamplituden, festgestellt wer-
den, dass die Transformation problematisch wird, sobald diese beiden Freiheitsgrade mit-
einander überlappen. Dennoch sollten sich in diesem Bereich die untersten Energieniveaus
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noch durch Spinzustände beschreiben lassen. Es wäre deshalb ein faszinierendes, wenn auch
anspruchsvolles, Unterfangen den Generator der kontinuierlichen unitären Transformatio-
nen zu verbessern, sodass die Separation der Spin- und Ladungsfreiheitsgrade für diesen
Bereich weiterhin durchgeführt werden kann. Ein erster Schritt in diese Richtung wurde
bereits für Systeme durchgeführt, bei denen die fehlende Translationssymmetrie auf ein-
zelnen Graphen zu Matrixelementen zwischen energetisch überlappenden Zuständen führt,
welche die Durchführung der konventionellen kontinuierlichen unitären Transformationen
erschweren, aber mit einem verbesserten Generator behandelt werden können [104].
Der zweite Schritt bestand aus der Berechnung der Eintriplonlücke in der Valenzbondkris-
tallphase durch perturbative kontinuierliche Transformationen [112–114] um den Grenz-
fall isolierter Dimere. Dazu wurde das mit den graphenbasierten kontinuierlichen unitären
Transformationen abgeleitete effektive Spinmodell auf die Terme eingeschränkt, welche auf
einzelnen Quadraten definiert sind. In dem resultierenden Modell sind dann nur noch Zwei-
und Vierspinkopplungen enthalten. Ausgehend vom Starkkopplungslimes und dem Valenz-
bondkristall kann dann die Eintriplondispersion bestimmt werden, woraus sich direkt die
Eintriplonlücke ergibt. Triplonen sind dabei die elementaren Anregungen des Valenzbond-
kristalls [115]. Mit diesem Verfahren kann somit festgestellt werden, wann der Valenz-
bondkristall zusammenbricht und sich eine Néel-geordnete Phase ausbildet. Dort wo ein
Vergleich mit Quanten-Monte-Carlo-Daten durchgeführt wurde, stimmten die mit konti-
nuierlichen unitären Transformationen und Quanten-Monte-Carlo ermittelten Ergebnisse
quantitativ überein. Interessanterweise ist selbst in dem Parameterbereich in dem das ef-
fektive Modell gut konvergiert zu sein scheint, eine vernünftige Bestimmung des kritischen
Exponenten der Triplonlücke schwierig. Dies lässt sich vermutlich darauf zurückführen,
dass andere Kopplungen, wie z.B. Sechsspinterme, einen größeren Einfluss in diesem Pa-
rameterbereich besitzen. In zukünftigen Studien kann der Einfluss dieser Terme weiter
untersucht werden. Dabei sollte vor allem versucht werden höhere Störungsordnungen zu
erreichen, indem Graphenentwicklungen auf „weißen“ Graphen [124] durchgeführt werden.
Dadurch können die in dieser Arbeit erreichten Störungsordnungen von 5 bzw. 6 erhöht
werden und die Ergebnisse der perturbativen kontinuierlichen unitären Transformationen
sollten eine quantitative Verbesserung erfahren.
Insgesamt widerlegen die Ergebnisse dieser Arbeit die Anwesenheit einer nichtmagnetischen
isolierenden Zwischenphase innerhalb des Mottisolators für das pi-Fluss Quadratgitter, wie
sie in Referenz 110 vorgeschlagen wurde.
Hubbardmodell auf dem pi-Fluss Dreiecksgitter
Das halbgefüllte Hubbardmodell auf dem isotropen Dreiecksgitter besitzt bei Tempera-
tur T = 0 vermutlich eine Spinflüssigkeitsphase innerhalb des Mottisolators, welche durch
Phasenübergänge erster Ordnung von einer antiferromagnetisch geordneten Néelphase und
einem Halbmetall getrennt ist [38, 45–50]. Dabei kann die Spinflüssigkeitsphase durch ein
effektives Spinmodell verstanden werden, bei dem die Ringaustauschterme (Vierspinwech-
selwirkungen) den relevanten Beitrag für die Ausbildung dieser nichtmagnetischen Phase
darstellen [38].
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Für das Hubbardmodell auf dem pi-Fluss Dreiecksgitter wurde mittels variationeller Clus-
ternäherung ebenfalls die Existenz einer nichtmagnetischen Zwischenphase innerhalb des
Mottisolators vorgeschlagen [51]. Im Unterschied zum isotropen Dreiecksgitter suggerieren
die Ergebnisse der variationellen Clusternäherung jedoch Phasenübergänge zweiter Ord-
nung zum Halbmetall und dem Antiferromagneten [51]. Dennoch sollte eine Beschreibung
durch ein effektives Spinmodell möglich sein und es wird erwartet, dass auch hier die Vier-
spinterme maßgeblichen Einfluss auf die Ausbildung der Spinflüssigkeitsphase haben.
Dieses Szenario wurde in Kapitel 4.2 untersucht, indem mit einer perturbativen Linked-
Cluster Entwicklung ein effektives Spinmodell für das halbgefüllte Hubbardmodell auf dem
pi-Fluss Dreiecksgitter abgeleitet wurde. Das Modell wurde – im Gegensatz zu Referenz 51 –
bis Ordnung 6 abgeleitet. Zuerst sollte allerdings überprüft werden, ob bereits das effek-
tive Spinmodell in Ordnung 4 Anzeichen für die Existenz einer Zwischenphase innerhalb
des Mottisolators aufweist. Dazu wurde die in Kapitel 3 eingeführte Methode zur exak-
ten Diagonalisierung verwendet, doch es konnten in den betrachteten Symmetriesektoren
keine Anzeichen auf einen Phasenübergang festgestellt werden. Die Untersuchung eines Hei-
senbergmodells mit zusätzlichen Vierspintermen lieferte ebenfalls keine Indizien für einen
Übergang.
Für das Heisenbergmodell mit weiteren Übernächstnachbarkopplungen (J1-J2 Modell) ist
bereits bekannt, dass die Néelordnung mit wachsender Stärke der Übernächstnachbar-
kopplung J2 zusammenbricht und sehr wahrscheinlich in eine Spinflüssigkeitsphase über-
geht [52–57]. Diese Wechselwirkung zwischen übernächsten Nachbarn ist im effektiven
Spinmodell des Hubbardmodells auf dem pi-Fluss Dreiecksgitter auch vorhanden und sogar
dreimal so groß wie für das isotrope Dreiecksgitter. Entsprechend könnte diese Wechselwir-
kung für die Ausbildung der vorgeschlagenen Spinflüssigkeitsphase im Hubbardmodell auf
dem pi-Fluss Dreiecksgitter verantwortlich sein. Eine Analyse der entsprechenden Kopp-
lungswerte zeigt aber, dass die Vierspinterme die Ausbildung der Spinflüssigkeitsphase
unterstützen sollten, damit die mit der variationellen Clusternäherung gefundenen Werte
für den Übergang plausibel sind.
Mit exakter Diagonalisierung wurde das Energiespektrum des J1-J2 Modell ermittelt, wo-
durch die Ergebnisse aus Referenz 57 reproduziert wurden. Es konnten ebenfalls Charak-
teristika im Energiespektrum identifiziert werden, welche als Indizien für mögliche Phasen-
übergänge fungieren könnten. Interessanterweise führt eine Erweiterung des J1-J2 Modell
um die Vierspinwechselwirkungen dazu, dass diese Charakteristika verschwinden. Damit
wird die Argumentation gestützt, dass die Vierspinterme auf dem pi-Fluss Quadratgitter –
im Unterschied zum isotropen Dreiecksgitter – die Néelphase stabilisieren.
Sämtliche Resultate für die (effektiven) Spinmodelle auf dem pi-Fluss Dreiecksgitter deu-
ten darauf hin, dass keine Zwischenphase innerhalb des Mottisolators existiert. Sollten die
durch die variationelle Clusternäherung suggerierten Übergänge jedoch zweiter Ordnung
sein, so ist eine Detektion dieser auch schwieriger als bei den Übergängen erster Ordnung
des isotropen Dreiecksgitters. Dementsprechend sind weitere Untersuchungen notwendig,
um die Existenz einer Quantenspinflüssigkeit im Hubbardmodell auf dem pi-Fluss Dreiecks-
gitter zu klären. Dabei sollte auch der Einfluss von Sechsspintermen analysiert sowie das
Anregungsspektrum genauer untersucht werden. Im Endeffekt könnte diese Phase auch gar
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nicht existent sein und die mit der variationellen Clusternäherung gefundenen Hinweise,
könnten sich auf Artefakte der Methode zurückführen lassen.
Nichtperturbative Linked-Cluster Entwicklungen für Quantenspinmodelle
In Kapitel 2.2.1 wurde ein generisches Schema vorgestellt, um nichtperturbative Linked-
Cluster Entwicklungen für langreichweitig geordnete Quantenphasen durchzuführen. Die
Grundidee basiert darauf, dass die langreichweitige Ordnung auf den einzelnen Graphen
während der exakten Diagonalisierung berücksichtigt wird und die Graphen somit als Teil
der langreichweitigen Quantenordnung betrachtet werden [108, 109]. Jeder Graph trägt
dann die auf ihm stattfindenden Fluktuationen, unter Berücksichtigung der ihn umgeben-
den Ordnung, bei. Erreicht wird dies, indem der Graph um Randkopplungen zu einem
statischen geordneten Referenzzustand erweitert wird. Diese Randkopplungen resultieren
dann in Randfeldern auf den Graphen, welche die mit der Ordnung assoziierte Symmetrie
brechen. Auf diese Weise wird die Berechnung auf jedem Graphen bezüglich der richtigen
Quantenordnung durchgeführt. Wichtig ist, dass die Randfelder nur einen subextensiven
Beitrag zur Grundzustandsenergie liefern, da sie mit dem Umfang der Graphen skalie-
ren. Für beliebig große Entwicklungsordnungen sollten die Randfelder also keinen Einfluss
haben. Praktische Berechnungen sind von diesem Grenzfall jedoch weit entfernt, sodass
die Randfeldstärke als variable Größe angenommen wird. Um den optimalen Wert für die
Randfeldstärke zu finden, wurden zwei verschiedene Verfahren vorgestellt. Zum einen die
Fixpunktmethode, welche die Randfeldstärke selbstkonsistent über den Ordnungsparame-
ter bestimmt und zum anderen die Minimumsmethode, welche den Wert für die Rand-
feldstärke verwendet, bei dem die Grundzustandsenergie minimal von den Randfeldern
abhängt.
Diese Methode wurde in Kapitel 5 für zwei verschiedene Arten von geordneten Phasen ange-
wendet. Als erstes wurden langreichweitig magnetisch geordnete Quantenphasen betrachtet
(siehe Kapitel 5.1), bei denen eine endliche Untergittermagnetisierung vorliegt. Betrachtet
wurde dazu das Heisenbergmodell auf dem Quadrat- und Dreiecksgitter für sowohl Spin-1/2
als auch Spin-1 bei Temperatur T = 0. Für die nichtperturbativen Linked-Cluster Entwick-
lungen wurden insgesamt vier verschiedene Graphenentwicklungen angewendet: Eine volle
Graphenentwicklung, eine Rechteckentwicklung, die sogenannte arithmetische Entwicklung
und eine Quadratentwicklung. Weiterhin wurden zwei verschiedene Skalierungsgesetze ver-
wendet, um Extrapolationen zu unendlichen Ordnungen durchzuführen.
Bei der vollen Graphenentwicklung werden alle Graphen mit einer maximalen Anzahl an
Knoten betrachtet. Dadurch wächst die Anzahl an Graphen äußerst schnell und es wurden
in dieser Arbeit nicht besonders große Ordnungen erreicht. Es ist bisher nicht gelungen
eine typische Längenskala zu definieren, sodass Skalierungen zu unendlichen Ordnungen
problematisch sind. Für die Rechteckentwicklung werden nur rechteckige Cluster mit ei-
ner maximalen Knotenanzahl betrachtet. Dadurch wächst die Anzahl an Graphen sehr
langsam und es kann eine typische Längenskala definiert werden [108], aber die größten
Graphen beinhalten stets lineare Ketten. Die betrachtete physikalische Größe zeigt in den
Ordnungen in denen nur ein Kettengraph hinzukommt, fast keine Veränderung, da der
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Beitrag der Kettengraphen in zwei Dimensionen extrem schnell abfällt. Folglich entste-
hen Plateaus und die Daten der nichtperturbativen Linked-Cluster Entwicklung zeigen
kein glattes Konvergenzverhalten, wodurch eine wohldefinierte Skalierung erschwert wird.
Diese Probleme werden durch die arithmetische Graphenentwicklung und die Quadrat-
entwicklung behoben, da hier quadratische Cluster die Ordnungen definieren. Während
in der arithmetischen Entwicklung die Entwicklungsordnung über die Manhattan-Distanz
der rechteckigen Cluster definiert wird, so werden die Cluster in der Quadratentwicklung
durch ihre maximale Ausdehnung in x- und y-Richtung begrenzt.
Zum Testen der Methode und der verschiedenen Entwicklungen wurde das Spin-1/2 Hei-
senbergmodell auf dem Quadratgitter gewählt. Berechnet wurden Grundzustandsenergien
und Untergittermagnetisierungen mit beiden vorgestellten Verfahren zur Bestimmung der
Randfeldstärke. Dabei sind die skalierten Werte beider Verfahren für die arithmetische Gra-
phenentwicklung und Quadratentwicklung quantitativ mit Quanten-Monte-Carlo-Daten
vergleichbar. Interessant ist, dass die Quadratentwicklung für das Spin-1/2 Heisenberg-
modell auf dem frustrierten Dreiecksgitter besser – in dem Sinne, dass kein Paritätseffekt
vorhanden ist und so mehr Datenpunkte für die Skalierungen zur Verfügung stehen –
funktioniert als für das Quadratgitter. Es wäre ein sinnvolles Unterfangen eine verbesser-
te Graphenentwicklung für das Quadratgitter zu finden, bei der kein Paritätseffekt mehr
vorhanden ist. Auf dem Dreiecksgitter versagt die arithmetische Entwicklung hingegen
vollkommen für die Berechnung der Untergittermagnetisierung. Generell scheint sich die
Skalierung für die arithmetische Entwicklung komplizierter zu gestalten. Dies könnte dar-
auf zurückzuführen sein, dass verschiedene Cluster derselben Entwicklungsordnung zwar
die gleiche Längenskala, aber deutlich unterschiedliche Seitenverhältnisse besitzen. In der
Quadratentwicklung ist dies nicht der Fall und jede Entwicklungsordnung wird klar von
dem größten quadratischen Cluster dieser Ordnung dominiert. Für die Spin-1 Modelle
können aufgrund der größeren lokalen Hilberträume nicht so hohe Entwicklungsordnungen
erreicht werden, aber auch hier werden sehr gute Ergebnisse erzielt. Bemerkenswert ist,
dass für die betrachteten Modelle eine normale nichtperturbative Linked-Cluster Entwick-
lung ohne Randfelder divergiert. Dies ist auf die unendliche Korrelationslänge in Folge der
verschwindenden Energielücke zurückzuführen. Die Randfelder verbessern entsprechend
nicht nur die nichtperturbative Linked-Cluster Entwicklung, sondern sind notwendig, da-
mit überhaupt konvergierende Resultate erzielt werden können.
Die zweite Klasse von Quantenphasen für die nichtperturbative Linked-Cluster Entwick-
lungen mit Randfeldern angewendet wurden (siehe Kapitel 5.2), besteht aus nichtma-
gnetischen Valenzbondkristallen, welche die Translationssymmetrie des Gitters brechen.
Für das Spin-1 Heisenbergmodell auf dem Kagomegitter liegt eine Trimerisierung vor, bei
der drei Spin-1 zu einem Singulett koppeln und dadurch die Symmetrie der hoch- und
runter-Dreiecke des Kagomegitters gebrochen wird [69–74]. Als Ausgangspunkt für eine
Graphenentwicklung bietet sich deshalb der trimerisierte Limes an, in dem ein Parameter
λ eingeführt wird, welcher zwischen dem Grenzfall isolierter hoch-Dreiecke (oder alterna-
tiv runter-Dreiecke) und dem isotropen Kagomegitter interpoliert. Die Dreiecke sind dann
die elementaren Bausteine für eine volle Graphenentwicklung. Im Gegensatz zu den vor-
her betrachteten langreichweitig magnetisch geordneten Systemen besitzt der trimerisierte
Grundzustand des Spin-1 Kagomegitters eine endliche Korrelationslänge und die nicht-
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perturbative Linked-Cluster Entwicklung konvergiert für alle Werte von λ auch ohne die
Einführung von Randfeldern. Jedoch zeigt sich ein nichtmonotones Konvergenzverhalten,
welches auf einen Quantenphasenübergang der unfrustrierten eindimensionalen Dreiecks-
kette zurückgeführt werden kann [74]. Diese Kette ist nämlich ein Teilsystem des Kago-
megitters und in Form von Kettengraphen vorhanden. Ähnlich wie bei den magnetisch
geordneten Phasen spüren diese Kettengraphen nichts von der vorgegebenen Ordnung und
sie verhalten sich gemäß der Physik der eindimensionalen Dreieckskette auf der ein Quan-
tenphasenübergang stattfindet. Der quantenkritische Punkt führt dann zu einem algebrai-
schen Konvergenzverhalten, während der Einbettungsfaktor weiter exponentiell ansteigt
und es entsteht eine Divergenz in dieser Teilmenge von Graphen. Eine solche Divergenz
muss von den anderen Graphen kompensiert werden, damit ein physikalisch sinnvolles Er-
gebnis entsteht. Da die Sequenz der Entwicklung trunkiert wird, ist dies eine sehr subtile
Angelegenheit und die Reihen der nichtperturbativen Linked-Cluster Entwicklung können
ein nichtmonotones Konvergenzverhalten aufweisen. Wahrscheinlich ist das Auftreten von
Divergenzen in unfrustrierten Teilsystemen ein allgemeines Merkmal von solchen Entwick-
lungen für frustrierte Systeme bei Anwendung einer voller Graphenentwicklung.
Es wurde deshalb eine reorganisierte Graphenentwicklung durchgeführt, bei der in deutlich
symmetrischeren Graphen – ähnlich der Rechteck- und Quadratentwicklung – entwickelt
wurde. Dadurch wird das divergierende Teilsystem aus der Entwicklung entfernt und das
Konvergenzverhalten wird enorm verbessert, indem die Daten nun schneller und monoton
zum Ergebnis aus iPEPS-Rechnungen (iPEPS steht für engl. infinite projected entangled
pair states) konvergieren. Nichtsdestotrotz lassen sich im Bereich des quantenkritischen
Punktes der Dreieckskette stärkere Abweichungen vom iPEPS-Resultat feststellen.
Eine Anwendung der nichtperturbativen Linked-Cluster Entwicklungen mit Randfeldern
für die volle Graphenentwicklung (bezogen auf die elementaren Dreiecke der Entwicklung)
behebt auch diese Abweichungen und die Ergebnisse weisen entlang der kompletten λ-Achse
eine nahezu konstante Abweichung vom iPEPS-Resultat auf. Interessanterweise wurde ein
heuristisches Skalierungsgesetz gefunden, welches es ermöglicht die Daten der vollen Gra-
phenentwicklung zu unendlichen Ordnungen zu extrapolieren. Extrapolationen können also
auch für volle Graphenentwicklungen von Nutzen sein und es wäre erstrebenswert Skalie-
rungsgesetze für die volle Graphenentwicklung der langreichweitig magnetisch geordneten
Quantenphasen zu finden.
Generell konnte durch Erweiterung der nichtperturbativen Linked-Cluster Entwicklungen
mit Randfeldern ein Schema vorgestellt werden, welches es ermöglicht Entwicklungen um
geordnete Phasen durchzuführen. Dies gelingt sogar bei Systemen mit einer unendlichen
Korrelationslänge, da den Graphen ein Referenzzustand vorgegeben wird, wodurch die
auf den Graphen stattfindenden Fluktuationen als Teil der geordneten Phase angesehen
werden. Nichtperturbative Linked-Cluster Entwicklungen wurden auch für Nichtgleichge-
wichtssysteme durchgeführt [180–182] und es konnte gezeigt werden, dass Randfelder auch
hier zu einer deutlichen Verbesserung der Resultate führen, indem – analog zum trimeri-
sierten Spin-1 Heisenbergmodell auf dem Kagomegitter – die unterschiedliche Kritikalität
von eindimensionalen Teilsystemen unterdrückt wird [182].
Für zukünftige Arbeiten stehen viele Anknüpfungspunkte bereit, welche die nichtpertur-
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bativen Linked-Cluster Entwicklungen mit Randfeldern erweitern. So wäre es in erster
Linie spannend andere numerische Techniken zu verwenden, um größere offene Cluster
betrachten zu können. Dadurch würde die Qualität der Skalierungen deutlich verbessert
werden, wodurch deutlich präzisere Ergebnisse erzielt werden können. Mögliche Techniken
wären in diesem Zusammenhang kontinuierliche unitäre Transformationen [103, 104], oder
auf Tensornetzwerken basierende Methoden wie beispielsweise Dichtematrixrenormalisie-
rungsgruppen [107]. Die Ableitung von Skalierungsgesetzen aus grundlegenden Prinzipien
für nichtperturbative Linked-Cluster Entwicklungen ist bisher noch nicht gelungen und es
wäre sehr erstrebenswert dies zu erreichen, stellt aber auch eine immense Herausforderung
dar. Weiterhin sollten die nichtperturbativen Linked-Cluster Entwicklungen mit Randfel-
dern auf Systeme angewendet werden, bei denen mehrere Quantenphasen miteinander kon-
kurrieren. Ein Vergleich der entsprechenden Energien und deren Konvergenzverhalten kann
dann genutzt werden, um das Grundzustandsphasendiagramm zu ermitteln. Abschließend
wäre es eine äußerst spannende Fragestellung, ob die Produktdarstellung des Referenzzu-
stands durch einen verschränkten Zustand, z.B. mittels Tensornetzwerken, ersetzt werden
kann. Dies würde es vielleicht ermöglichen auch exotische quantenungeordnete Phasen mit





In diesem Anhang werden Algorithmen zur Graphenerzeugung, -subtraktion und -einbettung
vorgestellt. Die hier vorgestellten Algorithmen sollen lediglich die Grundidee widerspiegeln,
mit der die Graphen in dieser Arbeit behandelt wurden. Ziel dieses Anhangs ist es, die Al-
gorithmen so darzustellen, dass sie einen verständlichen Einblick in ihre Funktionsweise
geben. Die tatsächlichen Implementierungen in C++ weichen demzufolge von den hier
dargestellten Algorithmen ab, können aber der beigefügten CD entnommen werden.
A.1 Algorithmus zur Graphengenerierung
Das kanonische Summationsschema betrachtet sämtliche Graphen, welche maximal Nmax
Knoten (Gitterplätzen) oder Verbindungen (Kopplungen) besitzen. In diesem Unterkapi-
tel wird ein einfacher Algorithmus vorgestellt, welcher dazu verwendet werden kann, alle
zusammenhängenden, topologisch inäquivalenten Graphen mit maximal Nmax Knoten zu
erzeugen. Ein Algorithmus der alle Graphen mit einer gewissen Maximalanzahl an Verbin-
dungen generiert, erfordert eine entsprechende Modifikation. Alternativ können nach Ab-
schluss des Algorithmus auch alle Graphen ignoriert werden, welche zu viele Verbindungen
aufweisen, da bei zusammenhängenden Graphen die Anzahl an Verbindungen mindestens
so groß wie die um Eins reduzierte Anzahl an Knoten ist.
Der Ausgangspunkt für die Graphengenerierung ist der Graph G1, welcher aus nur einem
einzelnen Knoten besteht, und die Menge G = {G1}. Dann kann folgender Algorithmus
verwendet werden, um alle Graphen mit maximal Nmax Knoten zu erzeugen:
1: for G = (V,E) ∈ G do . Iteriere über alle Graphen in G
2: for v ∈ V do . Iteriere über alle Knoten von G
3: for t ∈ T do . Iteriere über alle möglichen Kopplungstypen
4: for v′ ∈ V,v′ 6= v do . Iteriere über alle Knoten v′ 6= v von G
5: if (v,v′,t′) /∈ E then . Sind v und v′ gekoppelt? (t′ beliebig)
6: E′ ← E ∪ {(v,v′,t)} . Verbinde v und v′ mit Kopplung t
7: if t ungerichtet then . Ist t ungerichtet auf dem Gitter?
8: E′ ← E′ ∪ {(v′,v,t)} . Füge inverse Kopplung hinzu
9: end if
10: G′ ← (V,E′) . Erzeuge neuen Graph G′
11: if G′ einbettbar auf das Gitter L then
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12: if G′ top. inäquiv. zu allen Graphen aus G then





18: if |V | < Nmax then . Besitzt G weniger Knoten als Nmax?
19: V ′ ← V ∪ {v′} . Erzeuge neuen Knoten v′
20: E′ ← E ∪ {(v,v′,t)} . Verbinde v und v′ mit Kopplung t
21: if t ungerichtet then . Ist t ungerichtet auf dem Gitter?
22: E′ ← E′ ∪ {(v′,v,t)} . Füge inverse Kopplung hinzu
23: end if
24: G′ ← (V ′,E′) . Erzeuge neuen Graph G′
25: if G′ einbettbar auf das Gitter L then
26: if G′ top. inäquiv. zu allen Graphen aus G then






33: end for .
Der Algorithmus iteriert über alle Graphen aus G und fügt solange Verbindungen und Kno-
ten hinzu, bis alle auf das Gitter einbettbaren Graphen mit maximal Nmax Gitterplätzen
erzeugt werden.
Die entscheidende Information über das Gitter L fließt – neben der Definition der Kopp-
lungsmenge T – über die Einbettbarkeit (Zeilen 11 und 25 in obigem Algorithmus) ein. Im
Folgenden wird ein Algorithmus beschrieben, welcher prüft, ob ein Graph G auf das Gitter
L eingebettet werden kann und gleichzeitig den Einbettungsfaktor νGL bestimmt.
A.2 Algorithmus zur Grapheneinbettung
Ausgangspunkt, um alle Einbettungen eines Graphen G = (V,E) zu bestimmen, ist der
sogenannte Mastercluster GM = (VM,EM). Dieser Graph muss groß genug sein, sodass
ausgehend von einem Knoten a ∈ VM alle einzubettenden Graphen auf den Masterclus-
ter passen. Im Algorithmus werden die Knoten des Masterclusters mit den Knoten des
Graphen identifiziert. Dabei gibt es im Allgemeinen mehrere Möglichkeiten, welche genau
den Einbettungen von G auf GM entsprechen, da die Einbettung des Graphen G dadurch
beschrieben werden kann, welche Knoten aus dem Mastercluster den Knoten von G ent-
sprechen.
Der Algorithmus findet in einem ersten Schritt alle Knotenidentifizierungen, bei denen der
Anfangsknoten a ∈ VM enthalten ist. Dabei wird nicht beachtet, ob diese Identifizierung
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tatsächlich eine erlaubte Einbettung darstellt. Mit N als Anzahl der Knoten von G nimmt
der erste Teil des Algorithmus die folgende Form an:
1: Starte mit der Menge S = ∅ der Knotenidentifizierungen
2: for i ∈ V do
3: s = (s1, . . . ,sN ) = (−1, . . . ,− 1) . Erzeuge Tupel der identifizierten Knoten und
assoziiere −1 mit nicht identifiziert
4: si = a . Setze aktuellen Gitterplatz auf den Anfangsknoten
5: Füge s der Menge S hinzu
6: for s ∈ S do
7: for i = 1, . . . ,N do
8: if si 6= −1 then
9: for j ∈ V mit (i,j,t) ∈ E do
10: if sj 6= −1 then
11: for b ∈ VM mit (si,b,t) ∈ EM do
12: if Falls b noch nicht im Tupel s vorkommt then
13: s′ = s
14: s′j = b









24: Entferne alle Tupel aus S, welche noch Einträge enthalten die −1 sind.
Obiger Teil des Algorithmus liefert eine Menge S, welche alle Identifikationen von Knoten
des Graphen G enthält. Im Allgemeinen sind aber Identifikationen enthalten, welche einen
Graphen darstellen, der kein Untergraph von GM ist. In einem zweiten Schritt wird deshalb
überprüft, welche Knotenidentifikationen erlaubt sind:
1: for s ∈ S do
2: Weise allen Knoten i ∈ V die Identifizierung si zu, um den beschrifteten Graphen
Gid zu erhalten.
3: if Gid 6⊂ GM then Entferne s aus S.
4: end if
5: end for




A.3 Algorithmus zur Graphensubtraktion
Für die Berechnung der reduzierten Beiträge (siehe Definition 10 in Kapitel 2.1.1) müssen
alle Untergraphen (Definition 9) des Graphen G abgezogen werden. Da alle topologisch
äquivalenten (Definition 7) Graphen G′ denselben Beitrag P G′ zu einer physikalischen Größe
P liefern, reicht es P G′ auf einem dieser Graphen zu berechnen und diesen Beitrag dann
entsprechend der Anzahl ν aller topologisch äquivalenten Untergraphen von G abzuziehen.
Die Bestimmung von ν gestaltet sich entsprechend einfach, da nur die kanonische Graphzahl
aller Untergraphen bestimmt werden muss.
Ausgehend von einer schnittstabilen Menge G = {G1,G2, . . . ,Gn} von n topologisch inäqui-
valenten (beschrifteten) Graphen, kann der Subtraktionsfaktor νij , welcher angibt wie viele
zum Graphen Gj topologisch äquivalente Untergraphen in Gi enthalten sind, mit folgendem
Algorithmus bestimmt werden:
1: νij ← 0 für alle i,j
2: for i = 1, . . . ,n do . Iteriere über alle Graphen in G
3: for G ⊂ Gi do . Iteriere über alle Untergraphen von Gi
4: Bestimme die kanonische Graphzahl zGkan von G
5: Finde Gj aus G mit zGkan = z
Gj
kan
6: νij ← νij + 1 . Erhöhe Subtraktionsfaktor
7: end for
8: end for
Für die Berechnung von effektiven Modellen ist es zusätzlich noch wichtig zu wissen, welche
Knoten des Graphen Gi den Knoten von Gj entsprechen. Dazu muss lediglich die Beschrif-
tung des Untergraphen G ⊂ Gi mit der Beschriftung von Gj verglichen werden, um die




In diesem Anhang werden weiterführende Abbildungen zu den in Kapitel 4 und 5 darge-
stellten Ergebnissen präsentiert. Für eine detaillierte Erklärung der Abbildungen sei an
dieser Stelle auf die Beschreibungen des jeweiligen Kapitels verwiesen.
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Anhang B Weiterführende Abbildungen
B.1 Hubbardmodell auf dem pi-Fluss Dreiecksgitter
(a) Cluster mit 18 Gitterplätzen












q = (0, 0)
q = (0, 1), (0, 2), (2, 1), (4, 2)
q = (1, 0), (5, 0)
q = (1, 1), (5, 2)
q = (1, 2), (3, 1), (3, 2), (5, 1)
q = (2, 0), (4, 0)
q = (2, 2), (4, 1)
q = (3, 0)
(b) Cluster mit 24 Gitterplätzen

















q = (0, 0)
q = (0, 1), (0, 3)
q = (0, 2)
q = (1, 0), (1, 2), (5, 0), (5, 2)
q = (1, 1), (5, 3)
q = (1, 3), (5, 1)
q = (2, 0), (4, 0)
q = (2, 1), (2, 3), (4, 1), (4, 3)
q = (2, 2), (4, 2)
q = (3, 0), (3, 2)
q = (3, 1), (3, 3)
Abbildung B.1: Spinstrukturfaktor Szz(q) des Grundzustandes für das J1-J4 Modell auf dem
Dreiecksgitter für die Cluster mit (a) 18 und (b) 24 Gitterplätzen. Werte von Szz(q), welche für
verschiedene q bis auf 0.001 gleich sind, sind zusammengefasst.
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B.1 Hubbardmodell auf dem pi-Fluss Dreiecksgitter
(a) Cluster mit 30 Gitterplätzen















q = (0, 0)
q = (0, 1), (0, 4)
q = (0, 2), (0, 3)
q = (1, 0), (5, 0)
q = (1, 1), (5, 4)
q = (1, 2), (5, 3)
q = (1, 3), (5, 2)
q = (1, 4), (5, 1)
q = (2, 0), (4, 0)
q = (2, 1), (4, 4)
q = (2, 2), (4, 3)
q = (2, 3), (4, 2)
q = (2, 4), (4, 1)
q = (3, 0)
q = (3, 1), (3, 4)
q = (3, 2), (3, 3)
(b) Cluster mit 36 Gitterplätzen















q = (0, 0)
q = (0, 1), (0, 5), (1, 1), (1, 2),
(5, 4), (5, 5)
q = (0, 2), (0, 4), (2, 2), (2, 4),
(4, 2), (4, 4)
q = (0, 3), (3, 0), (3, 3)
q = (1, 0), (1, 3), (2, 3), (4, 3),
(5, 0), (5, 3)
q = (1, 4), (1, 5), (2, 1), (2, 5),
(3, 1), (3, 2), (3, 4), (3, 5),
(4, 1), (4, 5), (5, 1), (5, 2)
q = (2, 0), (4, 0)
Abbildung B.2: Spinstrukturfaktor Szz(q) des Grundzustandes für das J1-J4 Modell auf dem
Dreiecksgitter für die Cluster mit (a) 30 und (b) 36 Gitterplätzen. Werte von Szz(q), welche für
verschiedene q bis auf 0.001 gleich sind, sind zusammengefasst.
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Anhang B Weiterführende Abbildungen
B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter




































Abbildung B.3: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.2 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter






































Abbildung B.4: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustandsener-
gie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des Spin-
1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.2. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0 und die schwarzen Rauten stellen die durch Reihenentwicklung (SE) bis
Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen Linien gehören zu
den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode.
Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ
(ii) sind.
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Abbildung B.5: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.4 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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Abbildung B.6: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustandsener-
gie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des Spin-
1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.4. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
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Abbildung B.7: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.6 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter






































Abbildung B.8: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustandsener-
gie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des Spin-
1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.6. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen































Abbildung B.9: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.8 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter








































Abbildung B.10: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.8. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen

































Abbildung B.11: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.85 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter





































Abbildung B.12: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.85. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
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Abbildung B.13: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.9 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter








































Abbildung B.14: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.9. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen
































Abbildung B.15: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.95 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter








































Abbildung B.16: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 0.95. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen


































Abbildung B.17: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 1 des Spin-1/2 XXZ-Modells auf dem Qua-
dratgitter. Die horizontale schwarze Linie ist der nichtextrapolierte durch Reihenentwicklung (SE)
bis Ordnung 14 bestimmte Wert [118, 169, 170]. Die farbigen Linien zwischen den Punkten sind
Hilfslinien.
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B.2 Spin-1/2 XXZ-Modell auf dem Quadratgitter











































Abbildung B.18: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Quadratgitter in Abhängigkeit von 1/l für λ = 1. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowiem0 und die schwarzen Rauten stellen die nichtextrapolierten durch Reihenent-
wicklung (SE) bis Ordnung 14 bestimmten Werte [118, 169, 170] dar. Die roten und cyanfarbenen
Linien gehören zu den entsprechenden Skalierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Mi-
nimumsmethode. Durchgezogene Linien sind dabei Skalierungen vom Typ (i), während gestrichelte
Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen
B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter


































Abbildung B.19: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.2 des Spin-1/2 XXZ-Modells auf dem Drei-
ecksgitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter









































Abbildung B.20: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 0.2. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen






























Abbildung B.21: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.4 des Spin-1/2 XXZ-Modells auf dem Drei-
ecksgitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter


































Abbildung B.22: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 0.4. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Abbildung B.23: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.6 des Spin-1/2 XXZ-Modells auf dem Drei-
ecksgitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter






































Abbildung B.24: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 0.6. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen


































Abbildung B.25: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.8 des Spin-1/2 XXZ-Modells auf dem Drei-
ecksgitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter







































Abbildung B.26: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 0.8. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen




































Abbildung B.27: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.85 des Spin-1/2 XXZ-Modells auf dem Drei-
ecksgitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter





































Abbildung B.28: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 0.85. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen






























Abbildung B.29: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.9 des Spin-1/2 XXZ-Modells auf dem Drei-
ecksgitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter

































Abbildung B.30: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 0.9. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Abbildung B.31: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 0.95 des Spin-1/2 XXZ-Modells auf dem Drei-
ecksgitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter




































Abbildung B.32: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 0.95. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen
































Abbildung B.33: Durch die Quadratentwicklung mit Randfeldern bestimmte (a) Grundzustand-
senergie pro Gitterplatz e0/J und (b) dazu korrespondierende Untergittermagnetisierung m0 in
Abhängigkeit von der Randfeldstärke K/J für λ = 1 des Spin-1/2 XXZ-Modells auf dem Dreiecks-
gitter. Die farbigen Linien zwischen den Punkten sind Hilfslinien.
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B.3 Spin-1/2 XXZ-Modell auf dem Dreiecksgitter


































Abbildung B.34: Skalierung der mittels Quadratentwicklung ermittelten (a) Grundzustands-
energie pro Gitterplatz e0/J und (b) dazu korrespondierenden Untergittermagnetisierung m0 des
Spin-1/2 XXZ-Modells auf dem Dreiecksgitter in Abhängigkeit von 1/l für λ = 1. Rote Quadrate
und cyanfarbene Kreise repräsentieren die mit der Fixpunkt- bzw. Minimumsmethode bestimmten
Werte für e0/J sowie m0. Die roten und cyanfarbenen Linien gehören zu den entsprechenden Ska-
lierungen durch Ordnung 3 und 5 der Fixpunkt- bzw. Minimumsmethode. Durchgezogene Linien
sind dabei Skalierungen vom Typ (i), während gestrichelte Linien von Typ (ii) sind.
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Anhang B Weiterführende Abbildungen
B.4 Spin-1 Heisenbergmodell auf dem Kagomegitter
(a) λ = 0.1




























(b) λ = 0.3





























Abbildung B.35: Durch eine volle Graphenentwicklung mit Randfeldern bestimmte Grundzu-
standsenergie pro Gitterplatz e(Ndr)0 /J in Abhängigkeit von der RandfeldstärkeK/J für (a) λ = 0.1
und (b) λ = 0.3. Die horizontale schwarze Linie ist der iPEPS-Wert [70]. Die farbigen Linien sind
Hilfslinien. Bildeinschub: Minimale Energie in Abhängigkeit von 1/N2dr sowie lineare Skalierung
(orangene Linie) durch Ordnung 5 und 6. Die schwarze Raute ist der iPEPS-Wert [70].
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B.4 Spin-1 Heisenbergmodell auf dem Kagomegitter
(a) λ = 0.5





























(b) λ = 0.7




























Abbildung B.36: Durch eine volle Graphenentwicklung mit Randfeldern bestimmte Grundzu-
standsenergie pro Gitterplatz e(Ndr)0 /J in Abhängigkeit von der RandfeldstärkeK/J für (a) λ = 0.5
und (b) λ = 0.7. Die horizontale schwarze Linie ist der iPEPS-Wert [70]. Die farbigen Linien sind
Hilfslinien. Bildeinschub: Minimale Energie in Abhängigkeit von 1/N2dr sowie lineare Skalierung
(orangene Linie) durch Ordnung 5 und 6. Die schwarze Raute ist der iPEPS-Wert [70].
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Anhang B Weiterführende Abbildungen
(a) λ = 0.8




























(b) λ = 0.82





























Abbildung B.37: Durch eine volle Graphenentwicklung mit Randfeldern bestimmte Grundzu-
standsenergie pro Gitterplatz e(Ndr)0 /J in Abhängigkeit von der RandfeldstärkeK/J für (a) λ = 0.8
und (b) λ = 0.82. Die horizontale schwarze Linie ist der iPEPS-Wert [70] (für λ = 0.8 ist kein direk-
ter iPEPS-Wert vorhanden). Die farbigen Linien sind Hilfslinien. Bildeinschub: Minimale Energie
in Abhängigkeit von 1/N2dr sowie lineare Skalierung (orangene Linie) durch Ordnung 5 und 6. Die
schwarze Raute ist der iPEPS-Wert [70].
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B.4 Spin-1 Heisenbergmodell auf dem Kagomegitter
(a) λ = 0.9































(b) λ = 1.0































Abbildung B.38: Durch eine volle Graphenentwicklung mit Randfeldern bestimmte Grundzu-
standsenergie pro Gitterplatz e(Ndr)0 /J in Abhängigkeit von der RandfeldstärkeK/J für (a) λ = 0.9
und (b) λ = 1.0. Die horizontale schwarze Linie ist der iPEPS-Wert [70]. Die farbigen Linien sind
Hilfslinien. Bildeinschub: Minimale Energie in Abhängigkeit von 1/N2dr sowie lineare Skalierung




Effektives Heisenbergmodell für die Spin-1
Dreieckskette im dimerisierten Limes
Betrachtet werden soll ein Dimer und die beiden von diesem ausgehenden Kopplungen zu
den Spitzen der Dreiecke (siehe Abbildung C.1). Die beiden Spins an den Positionen 0 und
1 sollen nun ein Singulett
|s〉 := 1√
3
(|1,− 1〉 − |0,0〉+ |−1,1〉) (C.1)
bilden, wobei |s0,s1〉 die Sz-Komponente si ∈ {−1,0, + 1} der beiden Spins bezeichnet.
Dadurch ergibt sich der Gesamtzustand
|s,s2,s3〉 = 1√
3
(|1,− 1,s2,s3〉 − |0,0,s2,s3〉+ |−1,1,s2,s3〉) . (C.2)
Die Störung des Hamiltonoperators (5.35) wirkt nun auf die J-Bonds und wird, damit
direkt der verbundene Beitrag zweiter Ordnung extrahiert werden kann, durch zwei Para-
meter J1 und J2 als
V = J1S0 · S2 + J2S1 · S3 (C.3)




Si · Sj (C.4)
gegeben.
Abbildung C.1: Relevanter Graph für die Ableitung des effektiven Heisenbergmodells der Spin-1
Dreieckskette um die Dimerphase J/J ′  1. Die beiden Spins an den Positionen 0 und 1 bilden
ein Singulett.
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Anhang C Effektives Heisenbergmodell für die Spin-1 Dreieckskette im dimerisierten
Limes
Als Erstes wird die Wirkung von V auf den Zustand |s,s2,s3〉 bestimmt. Um den Ausdruck
übersichtlich zu halten, wird für die Zustände implizit angenommen, dass Zustände, bei
denen si + α vorkommt, wegfallen, wenn si + α < −1 oder si + α > 1 ist. Dadurch ergibt
sich
V |S,s2,s3〉 = J1√
3
(|0,− 1,s2 + 1,s3〉 − |1,0,s2 − 1,s3〉 − |−1,0,s2 + 1,s3〉




(|1,0,s2,s3 − 1〉 − |0,1,s2,s3 − 1〉 − |0,− 1,s2,s3 + 1〉
+ |−1,0,s2,s3 + 1〉 − s3 |1,− 1,s2,s3〉+ s3 |−1,1,s2,s3〉) . (C.5)
Es lässt sich leicht sehen, dass das Matrixelement
〈s,s′2,s′3|V |s,s2,s3〉 = 0 (C.6)
ergibt. Demzufolge verschwindet der Beitrag in erster Ordnung Störungstheorie. Für die
zweite Ordnung wird gemäß entarteter Störungstheorie (siehe beispielsweise Referenz 33)
der Ausdruck
〈s,s′2,s′3|PV SV P |s,s2,s3〉 (C.7)





ist. Um den Nenner E0 − H0 auswerten zu können, müssen die Zustände wieder in die
Gesamtspin-Basis der Spins an den Positionen 0 und 1 umgeschrieben werden. Eine weitere
Anwendung von V und P liefert dann nach einer etwas längeren Rechnung und Beschrän-
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kung auf die Beiträge die proportional zu J1J2 sind, die folgenden Matrixelemente





〈s,− 1,0|PV SV P |s,− 1,0〉 = 0 (C.10)















〈s,1,− 1|PV SV P |s,− 1,1〉 = 0 (C.14)





〈s,0,− 1|PV SV P |s,0,− 1〉 = 0 (C.16)





〈s,0,0|PV SV P |s,0,0〉 = 0 (C.18)





〈s,0,1|PV SV P |s,0,1〉 = 0 (C.20)





〈s,− 1,1|PV SV P |s,1,− 1〉 = 0 (C.22)















〈s,1,0|PV SV P |s,1,0〉 = 0 (C.26)





wobei die Matrixelemente, welche aufgrund der Sz-Erhaltung nicht auftreten können, weg-
gelassen wurden. Werden nun die Matrixelemente
〈s′2,s′3|Heff|s2,s3〉 (C.28)
des Hamiltonoperators
Heff = E0,eff + Jeff
∑
〈i,j〉
Si · Sj (C.29)
ausgerechnet und mit den Matrixelementen 〈s,s′2,s′3|PV SV P |s,s2,s3〉 verglichen, so ergibt
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Durch Gleichsetzen von J1 = J2 = J folgt dann die effektive antiferromagnetische Heisen-
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