Abstract. This paper is concerned with a compositional approach for the construction of finite abstractions (a.k.a. finite Markov decision processes) for networks of discrete-time stochastic control systems that are not necessarily stabilizable. The proposed approach leverages the interconnection topology and finite-step stochastic storage functions, that describe joint dissipativity-type properties of subsystems and their abstractions, in order to establish a finite-step stochastic simulation function between the network and its abstraction. In comparison with the existing notions of simulation functions, a finite-step stochastic simulation function needs to decay only after some finite numbers of steps instead of at each time step. In the first part of the paper, we develop a new type of compositional conditions, which is less conservative than the existing ones, for quantifying the probabilistic error between the interconnection of stochastic control subsystems and that of their abstractions. In particular, using this relaxation via a finite-step stochastic simulation function, it is possible to construct finite abstractions such that stabilizability of each subsystem is not required. In the second part of the paper, we propose an approach to construct finite Markov decision processes (MDPs) together with their corresponding finite-step storage functions for general discrete-time stochastic control systems satisfying an incremental passivablity property. We show that for a particular class of stochastic control systems, the aforementioned property can be readily checked by matrix inequalities. We also construct finite MDPs together with their storage functions for a particular class of nonlinear stochastic control systems. To demonstrate the effectiveness of our proposed results, we first apply our approach to an interconnected system composed of 4 subsystems such that 2 of them are not stabilizable. We then consider a road traffic network in a circular cascade ring composed of 50 cells, each of which has the length of 500 meters with 1 entry and 1 way out, and construct compositionally a finite MDP of the network. We employ the constructed finite abstractions as substitutes to compositionally synthesize policies keeping the density of traffic lower than 20 vehicles per cell. Finally, we apply our proposed technique to a fully connected network of 500 nonlinear subsystems and construct their finite MDPs with guaranteed error bounds on their probabilistic output trajectories.
Introduction
Motivations. Abstraction-based synthesis has recently received significant attentions as a promising methodology to design controllers enforcing complex specifications in a reliable and cost-effective way. Since large-scale complex systems are inherently difficult to analyze and control, one can develop compositional schemes to synthesize a controller over the abstraction of each subsystem, and refine it back (via an interface map) to the original subsystem, while providing guaranteed error bounds for the overall interconnected system in this controller synthesis detour scheme.
Finite abstractions are abstract descriptions of the continuous-space control systems such that each discrete state corresponds to a collection of continuous states of the original (concrete) system. In recent years, construction of finite abstractions was introduced as a promising approach to reduce the complexity of controller synthesis problems satisfying complex specifications. In other words, by leveraging constructed finite abstractions, one can synthesize controllers in an automated as well as formal fashion enforcing complex logic properties including those expressed as linear temporal logic formulae [BK08] over concrete systems.
Related Literature. In the past few years, there have been several results on compositional verification of stochastic models in the computer science community. Similarity relations over finite-state stochastic systems have been studied either via exact notions of probabilistic (bi)simulation relations [LS91] , [SL95] , or approximate versions [DLT08] , [DAK12] . Compositional modelling and analysis for the safety verification of 3, 4 stochastic hybrid systems are investigated in [HHHK13] in which random behaviour occurs only over the discrete components. Compositional controller synthesis for stochastic games using assume-guarantee verification of probabilistic automata is proposed in [BKW14] . In addition, compositional probabilistic verification via an assume-guarantee framework based on multi-objective probabilistic model checking is discussed in [KNPQ13] , which supports compositional verification for a range of quantitative properties.
There have been also several results on the construction of (in)finite abstractions for stochastic systems in the realm of control theory. Existing results include finite bisimilar abstractions for randomly switched stochastic systems [ZA14] , incrementally stable stochastic switched systems [ZAG15] , and stochastic control systems without discrete dynamics [ZMEM + 14] . Infinite approximation techniques for jump-diffusion systems are also presented in [JP09] . In addition, compositional construction of infinite abstractions for jump-diffusion systems using small-gain type conditions is discussed in [ZRME17] . Construction of finite abstractions for formal verification and synthesis for a class of discrete-time stochastic hybrid systems is initially proposed in [APLS08] .
The improvement of the construction algorithms in terms of scalability is proposed in [SA13] . Formal abstraction-based policy synthesis is discussed in [TMKA13] , and extension of such techniques to infinite horizon properties is proposed in [TA11] . Recently, compositional construction of finite abstractions is presented in [SAM15, LSZ18b] using dynamic Bayesian networks and small-gain type conditions, respectively. Compositional construction of infinite abstractions (reduced-order models) is presented in [LSMZ17, LSZ18a] using small-gain type conditions and dissipativity-type properties of subsystems and their abstractions, respectively, both for discrete-time stochastic control systems. Although [LSMZ17, LSZ18a] deal only with infinite abstractions (reduced-order models), our proposed approach here considers finite Markov decision processes as abstractions which are the main tools for automated synthesis of controllers for complex logical properties.
There have been also some results on the context of stability verification for non-stochastic systems. Nonconservative small-gain conditions based on finite-step Lyapunov functions were originally introduced in [AP98] . Moreover, nonconservative small-gain conditions for closed sets using finite-step ISS Lyapunov functions are presented in [NGG + 18] . Recently, compositional construction of finite abstractions via relaxed small-gain conditions for discrete-time systems is discussed in [NSWZ18] . Although the proposed results in [NSWZ18] employ finite-step ISS Lyapunov functions, their compositionality framework is based on relaxed small-gain conditions and their setting is non-stochastic.
Our Contributions. In particular, we develop a compositional approach for the construction of finite Markov decision processes (MDPs) for networks of not necessarily stabilizable discrete-time stochastic control systems. The proposed compositional technique leverages the interconnection structure and joint dissipativitytype properties of subsystems and their abstractions characterized via a notion of finite-step stochastic storage functions. The provided compositionality conditions can enjoy the structure of interconnection topology and be potentially satisfied regardless of the number or gains of the subsystems. The finite-step stochastic storage functions of subsystems are utilized to establish a finite-step stochastic simulation function between the interconnection of concrete stochastic subsystems and that of their finite MDPs, and to quantify the mismatch in probability between their output trajectories. In comparison with the existing notions of simulation functions in which stability or stabilizability of each subsystem is required, a finite-step simulation function needs to decay only after some finite numbers of steps instead of at each time step. This relaxation results in a less conservative version of dissipativity-type conditions, using which one can compositionally construct finite MDPs such that stabilizability of each subsystem is not necessarily required.
We also propose an approach to construct finite Markov decision processes together with their corresponding finite-step storage functions for general discrete-time stochastic control systems satisfying an incremental passivablity property. We show that for linear stochastic control systems, the aforementioned property can be readily checked by matrix inequalities. We also construct finite MDPs with their classic (i.e. one-step) storage functions for a particular class of discrete-time nonlinear stochastic control systems. To demonstrate the effectiveness of our proposed results, we first apply our approach to an interconnected system composed of 4 subsystems such that 2 of them are not stabilizable. We then consider a road traffic network in a circular cascade ring composed of 50 cells, each of which has the length of 500 meters with 1 entry and 1 way out, and construct compositionally a finite MDP of the network. We employ the constructed finite abstractions as substitutes to compositionally synthesize policies keeping the density of traffic lower than 20 vehicles per cell. Finally, to show applicability of our results to nonlinear systems having strongly connected networks, we apply our proposed technique to a fully connected network of 500 nonlinear subsystems and construct their finite MDPs with guaranteed error bounds on their probabilistic output trajectories.
Recent Works. Compositional construction of finite MDPs for networks of discrete-time stochastic control systems is recently studied in [LSZ18c] , but by using a classic (i.e. one-step) simulation function and requiring that each subsystem is stabilizable. Our proposed approach differs from the one proposed in [LSZ18c] in three main directions. First and foremost, the proposed compositional approach here is less conservative than the one presented in [LSZ18c] , in the sense that the stabilizability of individual subsystems is not necessarily required. Second, we provide a scheme for the construction of finite MDPs for a class of discrete-time nonlinear stochastic control systems whereas the construction scheme in [LSZ18c] only handles the class of linear systems. We also apply our results to a fully connected network of nonlinear systems. As our third contribution, we relax one of the compositionality conditions required in [LSZ18c, condition (15) ]. In particular, [LSZ18c] imposes a compositionality condition that is implicit, without providing a direct method for satisfying it. We relax this condition (cf. (4.4)) at the cost of incurring an additional error term, but benefiting from choosing quantization parameters of internal input sets freely.
Compositional construction of finite MDPs for interconnected stochastic control systems is also proposed in [LSZ18b] , but using a different compositionality scheme based on small-gain reasoning. Our proposed compositionality approach here is potentially less conservative than the one presented in [LSZ18b] , in two different ways. First and mainly, we employ here the dissipativity-type compositional reasoning that may not require any constraint on the number or gains of the subsystems for some interconnection topologies (cf. the second and third case studies). Second, in our proposed scheme the stabilizability of individual subsystems is not necessarily required (cf. the first case study).
Discrete-Time Stochastic Control Systems
2.1. Preliminaries. We consider a probability space (Ω, F Ω , P Ω ), where Ω is the sample space, F Ω is a sigmaalgebra on Ω comprising subsets of Ω as events, and P Ω is a probability measure that assigns probabilities to events. We assume that random variables introduced in this article are measurable functions of the form X : (Ω, F Ω ) → (S X , F X ). Any random variable X induces a probability measure on its space (S X , F X ) as P rob{A} = P Ω {X −1 (A)} for any A ∈ F X . We often directly discuss the probability measure on (S X , F X ) without explicitly mentioning the underlying probability space and the function X itself.
A topological space S is called a Borel space if it is homeomorphic to a Borel subset of a Polish space (i.e., a separable and completely metrizable space). Examples of a Borel space are the Euclidean spaces R n , its Borel subsets endowed with a subspace topology, as well as hybrid spaces. Any Borel space S is assumed to be endowed with a Borel sigma-algebra, which is denoted by B(S). We say that a map f : S → Y is measurable whenever it is Borel measurable.
2.2. Notation. The following notation is used throughout the paper. We denote the set of nonnegative integers by N := {0, 1, 2, . . .} and the set of positive integers by N ≥1 := {1, 2, 3, . . .}. The symbols R, R >0 , and R ≥0 denote the set of real, positive and nonnegative real numbers, respectively. For any set X we denote by 2 X the power set of X that is the set of all subsets of X. Given N vectors x i ∈ R ni , n i ∈ N ≥1 , and i ∈ {1, . . . , N }, we use x = [x 1 ; . . . ; x N ] to denote the corresponding vector of dimension i n i . Given a vector x ∈ R n , x denotes the Euclidean norm of x. The identity matrix in R n×n and the column vectors in R n×1 with all elements equal to zero and one are denoted by I n , 0 n and 1 n , respectively. We denote by diag(a 1 , . . . , a N ) a diagonal matrix in R N ×N with diagonal matrix entries a 1 , . . . , a N starting from the upper left corner. Given 1 , SADEGH SOUDJANI 2 , AND MAJID ZAMANI
, is said to be a class K function if it is continuous, strictly increasing, and γ(0) = 0. A class K function γ(·) is said to be a class
2.3. Discrete-Time Stochastic Control Systems. We consider stochastic control systems (SCS) in discrete time defined over a general state space and characterized by the tuple
where X is a Borel space as the state space of the system. We denote by (X, B(X)) the measurable space with B(X) being the Borel sigma-algebra on the state space. Sets U and W are Borel spaces as the external and internal input spaces of the system. Notation ς denotes a sequence of independent and identically distributed (i.i.d.) random variables on a set V ς
The map f : X × U × W × V ς → X is a measurable function characterizing the state evolution of the system.
For given initial state x(0) ∈ X and input sequences ν(·) : N → U and w(·) :
Given the SCS in (2.1), we are interested in Markov policies to control the system. We associate respectively to U and W the sets U and W to be collections of sequences {ν(k) : Ω → U, k ∈ N} and {w(k) : Ω → W, k ∈ N}, in which ν(k) and w(k) are independent of ς(t) for any k, t ∈ N and t ≥ k. For any initial state a ∈ X, ν(·) ∈ U, and w(·) ∈ W, the random sequence x aνw : Ω × N → X that satisfies (2.2) is called the solution process of Σ under external input ν, internal input w and initial state a. In this sequel we assume that the state space X of Σ is a subset of R n . System Σ is called finite if X, U, W are finite sets and infinite otherwise.
Remark 2.2. In this paper, we are interested in studying interconnected stochastic control systems without internal inputs that result from the interconnection of SCS having both internal and external inputs. In this case, the interconnected SCS without internal input is indicated by the tuple Σ = (X, U, ς, f ), where
In the following subsection, we define the M -sampled systems, based on which one can employ finite-step stochastic simulation functions to quantify the probabilistic mismatch between the interconnected SCS and that of their abstractions.
2.4. M -Sampled Systems. The existing methodologies for compositional (in)finite abstractions of interconnected stochastic control systems [LSZ18b, LSMZ17, LSZ18a, LSZ18c] rely on the assumption that each subsystem is individually stabilizable. This assumption does not hold in general even if the interconnected system is stabilizable. The main idea behind the relaxed dissipativity-type conditions proposed in this paper is as follows. We show that the individual stabilizability requirement can be relaxed by incorporating the stabilizing effect of the neighboring subsystems in a locally unstabilizable subsystem. Once the stabilizing effect is appeared, we construct finite abstractions of subsystems and employ dissipativity theory to provide compositionality results. Our approach relies on looking at the solution process of the system in future time instances while incorporating the interconnection of subsystems. The following motivating example illustrates this idea.
Example 2.3. Consider two linear SCS Σ 1 , Σ 2 with dynamics Remark 2.4. Note that after interconnecting the subsystems with each other and propagating the dynamics in the next M -steps, the interconnection topology will change (cf. constraint (4.2) in the sequel). Then the internal input of the auxiliary system (i.e. w) is different from that of the original one (i.e. w).
The main contribution of this paper is to provide a general methodology for compositional abstraction-based synthesis of interconnected SCS with not necessarily stabilizable subsystems, by looking at the solution process M -step ahead. To do so, we require the following assumption on the external input signal.
Assumption 1. The external input is nonzero only at time instances
This assumption helps us in decomposing the network after M transitions such that each subsystem after M steps depends only on its own external input. This is essential for fully decentralized controller synthesis. On the other hand, this assumption restricts the external input to take values only at particular time instances making the controller synthesis problem more conservative.
Next lemma shows how dynamics of the M -sampled systems, called auxiliary system Σ aux , can be obtained.
Lemma 2.5. Suppose we are given N SCS Σ i defined by
which are connected in a network with constraints
, ∀i ∈ {1, · · · , N }, for some matrices {G i1 , . . . , G iN } of appropriate dimensions. Under Assumption 1, the M -sampled systems Σ auxi , which are the solutions of Σ i at time instances k = jM, j ∈ N, have the form
where w i (k) is the new internal input depending on the interconnection network, andς i (k) is a vector containing noise terms as follows:ς
(2.7)
Note that some of the noise terms inς i (k) may be eliminated depending on the interconnection graph, but all the terms are present for a fully interconnected network. Proof of Lemma 2.5 is based on recursive application of vector field f i and utilizing Assumption 1. Computation of vector fieldf i is illustrated in the next example on a network consisting of two linear SCS. 1 , SADEGH SOUDJANI 2 , AND MAJID ZAMANI
Example 2.6. Consider linear SCS Σ i , i ∈ {1, 2}, with dynamics
dimensions. We can rewrite the given dynamics as
By applying the interconnection constraints w = [w 1 ;
, we have
Now by looking at the solutions M steps ahead, one gets
After applying Assumption 1 and by partitioning (Ā +DG) M as
one can decompose the network and obtain the auxiliary subsystems proposed in (2.6) as follows, i ∈ {1, 2}:
where w 1 (k), w 2 (k) are the new internal inputs,ς 1 (k),ς 2 (k) are defined as in (2.7) with N = 2, andR i is a matrix of appropriate dimension which can be computed based on the matrices in (2.8). As seen,Ã 1 and A 2 are now depend also on D 1 , D 2 and interconnection matrix G, which may result in the pairs (Ã 1 , B 1 ) and (Ã 2 , B 2 ) being stabilizable.
Remark 2.7. The main idea behind the proposed approach is that we first look at the solutions of the unstabilizable subsystems, during which we interconnect the subsystems with each other based on their interconnection networks. We go ahead until all subsystems are stabilizable (if possible). Once the stabilizing effect is evident, we decompose the network such that each subsystem is only in terms of its own state, and external input. In contrast to the given original systems, the interconnection topology will change, meaning that the internal input of auxiliary system is different from the original one. Moreover, the external input of the auxiliary system after doing the M -step analysis is given only at instants k+M −1, k = jM , j ∈ N. Finally, the noise term in the auxiliary system is now a sequence of noises of other subsystems in different time steps depending on the type of interconnection.
Markov Decision
Processes. An SCS Σ aux can be equivalently represented as a Markov decision process
, is a conditional stochastic kernel that assigns to any x := x(k) ∈ X, w := w(k) ∈ W and ν := ν(k + M − 1) ∈ U a probability measure T x (·|x, ν, w) on the measurable space (X, B(X)) so that for any set A ∈ B(X),
For given inputs ν(·), w(·), the stochastic kernel T x captures the evolution of the state of Σ aux and can be uniquely determined by the pair (ς,f ).
The alternative representation as MDP is utilized in [SAM15] to approximate an SCS Σ aux with a finite Σ aux . Algorithm 1 adapted from [SAM15] presents this approximation. The algorithm first constructs finite partitions of state set X and input sets U , W . Then representative pointsx i ∈ X i ,ν i ∈ U i andw i ∈ W i are selected as abstract states and inputs. Transition probabilities in the finite MDP Σ aux are also computed according to (2.10).
Algorithm 1 Abstraction of SCS Σ aux by a finite MDP Σ aux Require: input SCS Σ aux 1: Select finite partitions of sets X, U, W as
.., n x } as the finite state set of MDP Σ aux with external and internal input setŝ U := {ν i , i = 1, ..., n ν }Ŵ := {w i , i = 1, ..., n w } 4: Define the map Ξ : X → 2 X that assigns to any x ∈ X, the corresponding partition set it belongs to, i.e., Ξ(x) = X i if x ∈ X i for some i = 1, 2, . . . , n x 5: Compute the discrete transition probability matrixT x for Σ aux as:
In the following theorem, we give a dynamical representation of the finite MDP, which is more suitable for the study of this paper. The proof of this theorem is provided in the Appendix.
Theorem 2.8. Given an SCS Σ aux , a finite MDP Σ aux can be constructed based on Algorithm 1, wherê
and Π x : X →X is the map that assigns to any x ∈ X, the representative pointx ∈X of the corresponding partition set containing x. The initial state of Σ aux is also selected according tox 0 := Π x (x 0 ) with x 0 being the initial state of Σ aux .
Dynamical representation provided by Theorem 2.8 uses the map Π x : X →X that satisfies the inequality
12)
. . , n x } is the state discretization parameter. Let us similarly define the abstraction map Π w : W →Ŵ on W that assigns to any w ∈ W representative pointŵ ∈Ŵ of the corresponding partition set containing w. This map also satisfies
where β is the internal input discretization parameter defined similar to δ. We use inequality (2.13) in Section 4 for the compositional construction of abstractions for interconnected systems.
In the next section, we first define the notions of finite-step stochastic storage and simulation functions to quantify the mismatch in probability between two SCS (with both internal and external signals) and two interconnected SCS (without internal signals), respectively. Then we employ dynamical representation of Σ aux to compare interconnections of SCS and those of their abstract counterparts based on finite-step stochastic simulation functions. 1 , SADEGH SOUDJANI 2 , AND MAJID ZAMANI 3,4
Finite-Step Stochastic Storage and Simulation Functions
In this section, we first introduce the notion of finite-step stochastic storage functions (FStF) for SCS with both internal and external inputs, which is adapted from the notion of storage functions from dissipativity theory. We then define the notion of finite-step stochastic simulation functions (FSF) for systems with only external inputs. We use these definitions to quantify probabilistic closeness of two interconnected SCS.
We employ here a notion of finite-step simulation functions inspired by the notion of finite-step Lyapunov functions [GGLW14] .
, and symmetric matrixX i with conformal block partitionsX
and for anyν i :
If there exists an FStF V i from Σ i to Σ i , denoted by Σ i F S Σ i , the control system Σ i is called an abstraction of concrete (original) system Σ i . Note that Σ i may be finite or infinite depending on cardinalities of setŝ X i ,Û i ,Ŵ i . We drop the term finite-step for the case M = 1, and instead call it a classic storage function, which is identical to the ones defined in [LSZ18c] .
Remark 3.2. Note that κ i defined in (3.2) depends on M meaning that FStF V i here is less conservative than the classic storage function defined in [LSZ18c] . In other words, condition (3.2) may not hold for M = 1 but may be satisfied for some M ∈ N >1 . Such a dependency on M increases the class of systems for which the condition (3.2) is satisfiable. This relaxation allows some of the individual subsystems to be even unstabilizable initially.
Remark 3.3. Second condition of Definition 3.1 implicitly implies existence of an interface function
for all k = jM, j ∈ N, satisfying inequality (3.2). This function is employed to refine a synthesized policyν i for Σ i to a policy ν i for Σ i .
Remark 3.4. Note that for the sake of readability, we assume that Σ i and Σ i both have the same dimension (without performing any model order reductions). But if this is not the case and they have different dimensionality, one can employ the techniques proposed in [LSZ18a] to first reduce the dimension of concrete system, and then apply the proposed results of this paper.
Definition 3.1 can also be stated for systems without internal inputs by eliminating all the terms related to w,ŵ. Such systems are obtained by interconnecting subsystems. We modify the above notion for the interconnected SCS without internal inputs as the following definition.
Definition 3.5. Consider two SCS Σ and Σ without internal input, whereX ⊆ X. A function V : X ×X → R ≥0 is called a finite-step stochastic simulation function (FSF) from Σ to Σ if there exist M ∈ N ≥1 , and
and ∀x := x(k) ∈ X, ∀x :=x(k) ∈X, ∀ν :=ν(k+M −1) ∈Û , ∃ν := ν(k+M −1) ∈ U such that
for some κ ∈ K, ρ ext ∈ K ∞ ∪ {0}, ψ ∈ R ≥0 , and k = jM, j ∈ N.
If there exists an FSF V from Σ to Σ, denoted by Σ Σ, Σ is called an abstraction of Σ.
Next theorem is borrowed from [LSMZ17, Theorem 3.3], and shows how FSF can be used to compare state trajectories of two SCS without internal inputs in a probabilistic setting.
Theorem 3.6. Let Σ and Σ be two SCS without internal input, whereX ⊆ X. Suppose V is an FSF from Σ to Σ and there exists a constant 0 <κ < 1 such that the function κ ∈ K in (3.4) satisfies κ(r) ≥κr, ∀r ∈ R ≥0 . For any random variables a andâ as the initial states of the two SCS, and for any external input trajectoryν(·) ∈Û that preserves Markov property (cf. Definition 2.1) for the closed-loop Σ, there exists an input trajectory ν(·) ∈ U of Σ through the interface function associated with V such that the following inequality holds:
where the constant ψ ≥ 0 satisfies ψ ≥ ρ ext ( ν ∞ ) + ψ.
Remark 3.7. Note that the results shown in Theorem 3.6 provide closeness of state trajectories of two interconnected SCS only at the times k = jM , 0 ≤ j ≤ T d , for some M ∈ N ≥1 .
Compositional Abstractions for Interconnected Systems
In this section, we analyze networks of stochastic control subsystems and show how to compositionally construct their abstractions together with the corresponding finite-step simulation functions by using abstractions and finite-step storage functions of the subsystems.
4.1. Concrete Interconnected Stochastic Control Systems. We first provide a formal definition of concrete interconnected stochastic control subsystems.
Definition 4.1. Consider N ∈ N ≥1 concrete stochastic control subsystems Σ i , i ∈ {1, . . . , N }, and a matrix G defining the coupling between these subsystems. The interconnection of Σ i , ∀i ∈ {1, . . . , N }, is the concrete (4.1)
As mentioned in Remark 2.4, after interconnecting the subsystems with each other and doing the M -step analysis, the interconnection coupling matrix G will change. Then the interconnection constraint for the auxiliary systems is defined as i , the corresponding functions and the conformal block partitions appearing in Definition 3.1. In order to provide one of the main results of the paper, we define a notion of interconnection for abstract stochastic control subsystems.
Definition 4.2. Consider N ∈ N ≥1 abstract stochastic control subsystems Σ i , i ∈ {1, . . . , N }, and a matrix G defining the coupling between these subsystems. The interconnection of Σ i , ∀i ∈ {1, . . . , N }, is the abstract SCS Σ, denoted by I ( Σ 1 , . . . , Σ N where Π w is the abstraction map defined similarly to the one in (2.13). Accordingly, the interconnection constraint for the abstractions of auxiliary subsystems is defined as
whereĜ a is an auxiliary coupling matrix for the abstractions.
Remark 4.3. Note that Definition 4.2 implicitly assumes that the following constraints are satisfied to have well-posed interconnections:
Remark 4.4. Note that the proposed condition (4.4) is more efficient than the compositionality condition (15) presented in [LSZ18c] . In particular, the proposed condition in [LSZ18c] is an implicit one meaning that there is no direct way to satisfy it. Moreover, our compositionality framework here allows to choose quantization parameters of internal input sets such that one can reduce the cardinality of the internal input sets of finite abstractions. Although the compositionality condition (15) presented in [LSZ18c] is relaxed here (cf. (4.4)), our proposed compositionality approach suffers from an additional error in a way that the proposed guaranteed error bounds are more conservative than that of [LSZ18c] .
In the next theorem, as one of the main results of the paper, we provide sufficient conditions to have an FSF from the interconnection of abstractions Σ = I( Σ 1 , . . . , Σ N ) to that of concrete ones Σ = I(Σ 1 , . . . , Σ N ). This theorem enables us to quantify in probability the error between the interconnection of stochastic control subsystems and that of their abstractions in a compositional manner by leveraging Theorem 3.6.
Theorem 4.5. Consider the interconnected stochastic auxiliary system Σ aux = I(Σ aux1 , . . . , Σ auxN ) induced by N ∈ N ≥1 stochastic auxiliary subsystems Σ auxi and the auxiliary coupling matrix G a . Suppose that each stochastic control subsystem Σ i admits an abstraction Σ i with the corresponding FStF V i . Then the weighted sum
is a finite-step stochastic simulation function from the interconnected control system Σ = I( Σ 1 , . . . , Σ N ) to Σ = I(Σ 1 , . . . , Σ N ) provided that µ i > 0, i ∈ {1, . . . , N }, and
and if there exists 0 <μ < 1 such that for all x i ∈ X i ,x i ∈X i , i ∈ {1, . . . , N }, 
Construction of Finite Markov Decision Processes
In the previous sections, we considered Σ i and Σ i as general stochastic control systems without discussing the cardinality of their state spaces. In this section, we consider Σ i as an infinite SCS and Σ i as its finite abstraction. We impose conditions on the infinite SCS Σ auxi enabling us to find an FStF from Σ i to Σ i . The required conditions are first presented for general stochastic control systems in Subsection 5.1 and then represented via matrix inequalities for two classes of nonlinear and linear stochastic control systems in Subsections 5.2, and 5.3, respectively. 
and
hold for some α i ∈ K ∞ ,κ i ∈ K, and matrixX i of appropriate dimension. Theorem 5.3. Let Σ auxi be an incrementally passivable SCS via a function V i as in Definition 5.1 and Σ auxi be a finite MDP as in Algorithm 1. Assume that there exists a function γ i ∈ K ∞ such that
The proof of Theorem 5.3 is provided in the Appendix.
In the next subsections, we first focus on a specific class of discrete-time nonlinear stochastic control systems Σ i and quadratic stochastic storage functions V i by providing an approach on the construction of their classic storage functions (with M = 1). We then propose a technique to construct an FStF for a class of linear stochastic control systems.
Discrete-Time Stochastic Control Systems with Slope
Restrictions on Nonlinearity. The class of discrete-time nonlinear stochastic control systems, considered here, is given by
where the additive noise ς i (k) is a sequence of independent random vectors with multivariate standard normal distributions, and ϕ i : R → R satisfies
We use the tuple
to refer to the class of nonlinear stochastic control systems of the form (5.4).
Remark 5.4. If ϕ i in (5.4) is linear including the zero function (i.e. ϕ i ≡ 0) or E i is a zero matrix, one can remove or push the term E i ϕ i (F i x i ) to A i x i and, hence, the tuple representing the class of nonlinear stochastic control systems reduces to the linear one
Therefore, every time we use the tuple
, it implicitly implies that ϕ i is nonlinear and E i is nonzero. 
Now we provide conditions under which a candidate V i is a classic storage function facilitating the construction of an abstraction Σ i . To do so, take the following simulation function candidate from Σ i to Σ i
whereM i is a positive-definite matrix of appropriate dimension. In order to show that V i in (5.6) is a classic storage function from Σ i to Σ i , we require the following assumption on Σ i .
Assumption 2. Assume that for some constants 0 <κ i < 1, and π i > 0, there exist matrices K i ,X 
satisfies Assumption 2. Let Σ i be its finite abstraction as described in Subsection 2.5 but for the original system with state discretization parameter δ i , andX i ⊆ X i . Then function V i defined in (5.6) is a classic storage function (with M = 1) from Σ i to Σ i .
The proof of Theorem 5.6 is provided in the Appendix. Note that the functions α i ∈ K ∞ , κ i ∈ K, ρ exti ∈ K ∞ ∪ {0}, and the matrixX i in Definition 3.1 associated with
. Moreover, positive constant ψ i in (3.2) is
i . Remark 5.7. Note that for any linear system Σ i = (A i , B i , D i , R i ), stabilizability of the pair (A i , B i ) is sufficient to satisfy Assumption 2 in where matrices E i , and F i are identically zero.
Discrete-Time linear Stochastic Control Systems.
In this subsection, we focus on the class of linear SCS and propose a technique to construct an FStF from Σ i to Σ i . Suppose we are given a network composed of N linear stochastic control subsystems Σ i = (A i , B i , D i , R i ), i ∈ {1, . . . , N }. Let M ∈ N ≥1 be given. By employing the interconnection constraint (4.1) and Assumption 1, the dynamics of the auxiliary system Σ auxi , i ∈ {1, . . . , N }, at M -step forward can be obtained similar to (2.9) but for the N subsystems. 1 , SADEGH SOUDJANI 2 , AND MAJID ZAMANI
3,4
Although the pairs (A i , B i ) may not be necessarily stabilizable, we assume that the pairs (Ã i , B i ) after Mstep are stabilizable as discussed in Example 2.3. Therefore, we can construct finite MDPs as presented in Subsection 2.5 from the new auxiliary system. To do so, we nominate the same quadratic function as in (5.6). In order to show that this V i is an FStF from Σ i to Σ i , we require the following assumption on Σ auxi .
Assumption 3. Assume that for some constant 0 <κ i < 1 and π i > 0, there exist matrices K i ,X Theorem 5.8. Assume system Σ auxi satisfies Assumption 3. Let Σ auxi be its finite abstraction as described in Subsection 2.5 with state discretization parameter δ i . Then function V i proposed in (5.6) is an FStF from
The proof of Theorem 5.8 is provided in the Appendix.
Case Study
In this section, to demonstrate the effectiveness of our proposed results, we first apply our approaches to an interconnected system composed of 4 subsystems such that 2 of them are not stabilizable. We then consider a road traffic network in a circular cascade ring composed of 50 cells, each of which has the length of 500 meters with 1 entry and 1 way out, and construct compositionally a finite MDP of the network. We employ the constructed finite abstractions as substitutes to compositionally synthesize policies keeping the density of traffic lower than 20 vehicles per cell. Finally, to show the applicability of our results to nonlinear systems having strongly connected networks, we apply our proposed techniques to a fully connected network of 500 nonlinear subsystems and construct their finite MDPs with guaranteed error bounds on their probabilistic output trajectories.
6.1. Network with Unstabilizable Subsystems. In this subsection, we demonstrate the effectiveness of the proposed results by considering an interconnected system composed of four linear stochastic control subsystems, i.e. Σ = I(Σ 1 , Σ 2 , Σ 3 , Σ 4 ), with interconnection matrix
The linear stochastic control subsystems are given by Σ :
As seen, the first two subsystems are not stabilizable. Then we proceed with looking at the solution of Σ i two steps ahead, i.e. M = 2,
Moreover,R i = [R i1 ;R i2 ;R i3 ] T , ∀i ∈ {1, 2}, wherẽ R 11 = 0.95,R 12 = −0.07,R 13 = 1,R 21 = 0.98,R 22 = −0.06,R 23 = 1, 
Then, function
2 is an FStF from Σ i to Σ i satisfying condition (3.1) with α i (s) = s 2 , ∀i ∈ {1, 2, 3, 4}, and condition (3.2) with κ 1 (s) = 0.03s, κ 2 (s) = 0.005s, κ 3 (s) = 0.35s, κ 4 (s) = 0.36s, ρ exti (s) = 0, ∀i ∈ {1, 2, 3, 4},
where the input ν i is given via the interface function in (8.7) as ν i =ν i . Now, we look at Σ = I( Σ 1 , . . . , Σ N ) with a coupling matrixĜ a satisfying condition (4.7) asĜ a = G a . Choosing µ 1 = · · · = µ 4 = 1, condition (4.6) is satisfied as 
2 is an FSF from Σ to Σ satisfying conditions (3.3) and (3.4) with α(s) = s 2 , κ(s) := 0.005s, ρ ext (s) = 0, ∀s ∈ R ≥0 , and ψ = 68.04δ 2 .
By taking the state set discretization parameter δ = 0.004, and starting the initial states of the interconnected systems Σ and Σ from 1 4 and employing Theorem 3.6, we guarantee that the distance between states of Σ and of Σ will not exceed ε = 0.5 at the times k = 2j, j = {0, . . . , 50} with probability at least 90%, i.e.
Note that for the construction of finite abstractions, we have selected the center of partition sets as representative points. Moreover, we assume that β = 0 by assuming a well-defined interconnection of abstractions. . . Moreover, during the sampling time interval τ , it is assumed that 6 vehicles pass the entry controlled by the traffic light, and one quarter of vehicles goes out on the exit of each cell (ratio denoted q). We want to observe the density of traffic x i , given in vehicles per cell, for each cell i of the road.
The model of the interconnected system Σ is described by:
where A is a matrix with diagonal elements a ii = 1 − τ νi li − q, i ∈ {1, . . . , n}, off-diagonal elements a i+1,i = τ νi li , i ∈ {1, . . . , n − 1}, a 1,n = τ νn ln , and all other elements are identically zero. Moreover, B and R are diagonal matrices with elements b ii = 6, and r ii = 0.83, i ∈ {1, . . . , n}, respectively. Furthermore,
Now, by introducing the individual cells Σ i described as
where w i (k) = x i−1 (k) (with x 0 = x n ), one can readily verify that Σ = I(Σ 1 , . . . , Σ n ) where the coupling matrix G is given by elements G i+1,i = 1, i ∈ {1, . . . , n − 1}, G 1,n = 1, and all other elements are identically zero. We fix here n = 50 and τ = 6.48 seconds. Then, one can readily verify that condition (5.8) (applied to original subsystems Σ i , ∀i ∈ {1, . . . , n}) is satisfied withM i = 1,
. . , n}, where π i = 1.47. Hence, function
2 is a classic storage function from Σ i to Σ i satisfying condition (3.1) with α i (s) = s 2 and condition (3.2) with κ i (s) := (1 −κ i )s, ρ iext (s) = 0, ∀s ∈ R ≥0 , ψ i = 2.35δ 2 i , and 
without requiring any restrictions on the number or gains of the subsystems. Note that G T G is an identity matrix, and G T + G is a matrix with elementsḡ i,i+1 =ḡ i+1,i =ḡ 1,n =ḡ n,1 = 1, i ∈ {1, . . . , n − 1}, and all other elements are identically zero. In order to show the above inequality, we used, i ∈ {1, . . . , n},
employing Gershgorin circle theorem [Bel65] . Now, one can readily verify that V (x,x) =
classic simulation function from Σ to Σ satisfying conditions (3.3) and (3.4) with α(s) = s 2 , κ(s) := (1 −κ)s, ρ ext (s) = 0, ∀s ∈ R ≥0 , and ψ = 117.78δ
2 .
By taking the state set discretization parameter δ i = 0.02, and taking the initial states of the interconnected systems Σ and Σ as 101 50 , we guarantee that the distance between states of Σ and of Σ will not exceed ε = 1 during the time horizon T d = 10 with probability at least 90%, i.e.
Let us now synthesize a safety controller for Σ via the abstraction Σ such that the controller maintains the density of traffic lower than 20 vehicles per cell. The idea here is to first design a local controller for abstraction Σ i , and then refine it back to system Σ i using interface function.
We employ here software tool FAUST 2 [SGA15] by doing some slight modification to accept internal inputs as disturbance, and synthesize a controller for Σ by taking the standard deviation of the noise σ i = 0.83, ∀i ∈ {1, . . . , n}. Optimal policy for a representative cell in a network of 50 cells is plotted in Figure 3 , left. Optimal policy here is sub-optimal for each subsystem and is obtained by assuming that other subsystems do not violate their safety specifications. Closed-loop state trajectories of the representative cell with different noise realizations are illustrated in Figure 3 right, with only 10 trajectories.
6.3. Nonlinear Fully Interconnected Network. In order to show applicability of our approach to strongly connected networks with nonlinear dynamics (cf. Figure 2 , right), we consider nonlinear SCS Σ :
for some matrixḠ = (I n −τ L) ∈ R n×n whereτ L is the Laplacian matrix of an undirected graph with 0 <τ < 1/∆, and ∆ is the maximum degree of the graph [GR01] . We assume L is the Laplacian matrix of a complete graph as
. Now, by introducing Σ i described as
one can verify that Σ = I(Σ 1 , . . . , Σ N ) where the coupling matrix G is given by G = −τ L. Then, one can readily verify that, ∀i ∈ {1, . . . , N }, condition (5.7) is satisfied withM i = 1,
2 is a classic storage function from Σ i to Σ i satisfying condition (3.1) with α i (s) = s 2 and condition (3.2) with κ i (s) := (1 −κ i )s, ρ iext (s) = 0, ∀s ∈ R ≥0 , and ψ i = 4δ 2 i , where the input ν i is given via the interface function in (8.2) as ν i =ν i . Now, we look at Σ = I( Σ 1 , . . . , Σ N ) with a coupling matrixĜ satisfying condition (4.7) byĜ = G. Choosing µ 1 = · · · = µ N = 1, matrixX cmp in (4.9) reduces toX
where λ = λ 1 = · · · = λ n , π = π 1 = · · · = π n , and condition (4.6) reduces to
which is always satisfied without requiring any restrictions on the number or gains of the subsystems with τ = 0.4/(n−1). In order to show the above inequality, we usedτ L =τ L T 0 which is always true for Laplacian matrices of undirected graphs. We fix here n = 500. Now, one can verify that V (x,x) =
2 is a classic simulation function from Σ to Σ satisfying conditions (3.3) and (3.4) with α(s) = s 2 , κ(s) := (1 −κ)s, ρ ext (s) = 0, ∀s ∈ R ≥0 , and ψ = 2000δ 2 .
By taking the state discretization parameter δ = 0.005, using the stochastic simulation function V , inequality (3.5), and selecting the initial states of the interconnected systems Σ and Σ as 1 500 , we guarantee that the distance between states of Σ and of Σ will not exceed ε = 1 during the time horizon T d = 10 with probability at least 88%.
Discussion
In this paper, we provided a compositional approach for the construction of finite MDPs for networks of not necessarily stabilizable stochastic systems. We first introduced new notions of finite-step stochastic storage and simulation functions to quantify the probabilistic mismatch between the systems. We then developed a compositional framework on the construction of finite MDPs for networks of stochastic systems using a new type of dissipativity-type conditions. By employing this relaxation via finite-step stochastic simulation function, it is possible to construct finite abstractions such that stabilizability of each subsystem is not necessarily required. Afterwards, we proposed an approach to construct finite MDPs together with their corresponding finite-step stochastic storage functions for general stochastic control systems satisfying some incremental passivablity property. We showed that for two classes of nonlinear and linear stochastic control systems, the aforementioned property can be readily checked by some matrix inequalities. We then constructed finite MDPs with their classic storage functions for a particular class of nonlinear stochastic control systems. Finally, we demonstrated the effectiveness of our proposed approaches by applying our results on three different case studies. 1 , SADEGH SOUDJANI 2 , AND MAJID ZAMANI
Appendix
Proof: (Theorem 2.8) It is sufficient to show that (2.10) holds for dynamical representation of Σ aux and that of Σ aux . For any x := x(k),
where Ξ(x ′ ) is the partition set with x ′ as its representative point as defined in Step 4 of Algorithm 1. Using the probability measure ϑ(·) of random variable ς, we can writê
which completes the proof.
Proof: (Theorem 4.5) We first show that FSF V in (4.5) satisfies the inequality (3.3) for some K ∞ function α. For any x = [x 1 ; . . . ; x N ] ∈ X andx = [x 1 ; . . . ;x N ] ∈X, one gets:
with functionᾱ : R ≥0 → R ≥0 defined for all r ∈ R ≥0 as α(r) := max
It is not hard to verify that functionᾱ(·) defined above is a K ∞ function. By taking the K ∞ function α(r) :=ᾱ −1 (r), ∀r ∈ R ≥0 , one obtains Proof: (Theorem 5.3) Since system Σ auxi is incrementally passivable, ∀x i ∈ X i and ∀x i ∈X i from (5.1) we have
satisfying (3.1) with α i (s) := α i (s) ∀s ∈ R ≥0 . Now by taking the conditional expectation from (5.3), ∀x i := x i (k) ∈ X i , ∀x i :=x i (k) ∈X i , ∀ν i :=ν i (k+M −1) ∈Û i , ∀w i := w i (k) ∈ W i , ∀ŵ i :=ŵ i (k) ∈Ŵ i , we have
,f i (x i , H i (x i )+ν i ,ŵ i ,ς i )) x i ,x i ,ν i , w i ,ŵ i ≤ E γ i ( f i (x i ,ν i ,ŵ i ,ς i )−f i (x i , H i (x i ) +ν i ,ŵ i ,ς i ) ) x i ,x i ,ν i , w i ,ŵ i , wheref i (x i ,ν i ,ŵ i ,ς i ) = Π xi (f i (x i , H i (x i ) +ν i ,ŵ i ,ς i )). Using Theorem 2.8 and inequality (2.12), the above inequality reduces to
,f i (x i , H i (x i ) +ν i ,ŵ i ,ς i )) x i ,x i ,ν i , w i ,ŵ i ≤ γ i (δ i ).
