ABSTRACT Most existing approaches to heterogeneous redundancy allocation problem (RAP) are prone to getting trapped in local optimal modes during optimization, mainly due to the rugged combinatoric landscapes. Recently, optimization-by-sampling paradigm based on the stochastic approximation Monte Carlo (SAMC) sampling has shown superior performance in solving the heterogeneous RAP for multistate systems (MSSs). However, one drawback of this method is that the global move of a Markov chain relying only on a uniform distribution is typically hard to hit the low-energy regions due to the uninformative proposal, leading to insufficient global exploration in sampling. To address the problem of where to sample for efficient optimization of heterogeneous RAP, we introduce a rejection-free Monte Carlo method to sample from the target distribution over the combinatorial space. Specifically, a model-based proposal learning algorithm is derived to guide the global exploration towards promising regions of the descrete state space. Experimental evaluations on a set of benchmark instances show the superiority of the proposed approach compared with the several state-of-the-arts in terms of the solution quality and computational efficiency.
I. INTRODUCTION
Redundancy allocation problem (RAP) is an optimization task focused on searching an optimal structure to achieve high-reliability performance by imposing redundancy in subsystems, which has attracted considerable attention in engineering community [1] , [2] . Previous research works have shown that RAP is NP-hard [3] , and the trade-off between the system reliability and cost has to be solved in optimization. Popular optimization approaches including dynamic programming [1] and branch and bound [4] have ever been employed to address this problem. However, these approaches are typically computational intensive or even impractical for some large-scale RAPs [5] . A comprehensive review of the heuristics and meta-heuristics in solving the RAP can be found in the literatures [2] , [6] .
Traditionally, the RAP with binary-state reliability (i.e., there exist only two possible states: perfectly working or complete failure) has been intensively investigated in the past decades [2] . However, these binary-state models are often impractical, as a system may experience more than two performance levels ranging from perfectly working to complete failure. Different from binary-state system, a multistate system (MSS) works at multiple different states, where the availability of a MSS can be determined by the capability to satisfy a required performance level [7] . A considerable number of approaches have been proposed to address the RAP for series-parallel multi-state system (SP-MSS), such as heuristic-based approaches [8] , [9] and meta-heuristic-based approaches [10] - [13] . Among the meta-heuristic approaches, genetic algorithms (GA) [10] , [11] , tabu search (TS) [13] and ant colony optimization (ACO) [12] are popular ones for solving the RAP of SP-MSS.
It should be noted that the aforementioned approaches are efficient to RAP for homogenous SP-MSS, where the same component versions can be allocated in each subsystem. For non-homogenous cases, however, different component versions having the equal functionality are allowable to be employed in a subsystem [12] , [14] - [17] . This category of model is referred to as the heterogeneous RAP for SP-MSS. Compared to homogenous cases, heterogeneous cases are more challenging to achieve a good trade-off between system reliability and total cost in a larger solution space.
Recently, Xu et al. [17] proposed an optimization-bysampling framework to address the heterogeneous RAP. They constructed an adaptive Markov chain by a well-designed stochastic approximation Monte Carlo (SAMC) sampling algorithm [18] - [21] that facilitates random walk on rugged landscape to overcome the local-trap problem suffered by many previous optimization schemes. The basic philosophy behind the SAMC sampling is to adaptively update the target distribution (corresponding to the objective function in optimization) by estimating the density of states (DoS) during sampling, such that the sampler can freely walk across different energy levels. While the optimization scheme based on SAMC sampling has effective mechanism to escape from the local modes in sampling, one drawback of this method is that the global move of the Markov chain relying only on a uniform distribution is typically hard to hit the lowenergy regions, leading to insufficient global exploration in sampling.
To address the problem of where to sample for efficient optimization of heterogeneous RAP, in this paper we introduce a rejection-free Monte Carlo method to sample from the target distribution over the combinatorial space. Specifically, motivated by the model-based random search strategy [22] , [23] , a model-based proposal learning algorithm is derived in our optimization scheme to guide the global exploration towards promising regions of the feasible state space in a more efficient manner. Experimental evaluations on a set of benchmark instances of heterogeneous RAP demonstrate the superiority of the proposed approach compared to several state-of-the-arts in terms of the solution quality and computational efficiency. The main contributions of this work can be summarized as follows:
1) We propose a rejection-free Monte Carlo optimization scheme for solving the heterogeneous RAP, in which a modelbased proposal learning algorithm is derived to cope with the difficulty of where to sample in black-box optimization. As far as we know, this is the first work showing how the model-based proposal learning is adapted to efficient optimization of heterogeneous RAP.
2) Our approach significantly boosts the state-of-the-art performance of heterogeneous RAP in terms of the solution quality and algorithm efficiency on a range of benchmark instances.
The remainder of this paper is organized as follows. Section II presents the rejection-free Monte Carlo optimization with model-based proposal learning. Section III presents the experimental results and discussions on benchmark instances to validate the superiority of the proposed approach. We conclude the paper in Section IV.
II. OUR APPROACH A. FORMULATION
Typically, heterogeneous RAP for SP-MSS considers a system consisting of n subsystems in series, and each subsystem is composed of a certain number of different components connected in parallel, as shown in Figure 1 . For the ith subsystem, there are m i versions of the components available on market, where i = 1, 2, . . . , n. For a component of the jth version in the ith subsystem, there are H ij states, where j = 1, 2, . . . , m i , and it can be described by the cost C ij , the performance level W ijh , and the availability A ijh , where h = 1, 2, . . . , H ij . With these notations, the structure of the ith subsystem of a SP-MSS can be represented by
where X ij denotes the number of the components of the jth version in the ith subsystem. Accordingly, the structure of a SP-MSS can then be represented by
The total cost of a SP-MSS can be computed by (2) and the goal of the heterogeneous RAP for SP-MSS is to minimize the total cost with the constraint of system availability A, where A 0 represents the minimum required level of the system availability, and A(X ) denotes the system availability for the candidate solution X ∈ X , where X Z m is the m-dimensional discrete solution space with m = i m i , and Z is a finite set of integers. Following [16] and [17] , the universal generating function (UGF) [7] , [24] is used to compute the system availability in this paper.
In our formulation, the heterogeneous RAP is viewed as the following discrete optimization problem
where the second term of the objective is to penalize the infeasible solution, and α is a trade-off parameter. To solve Eq.(4), the idealized optimization-by-sampling scheme attempts to generate candidate solutions from the Boltzmann distribution
where T is a temperature parameter, and Z is the partition function in physics. Clearly, as T decreases to 0, the Boltzmann distribution p will converge to the distribution p * that assigns unit mass to the optimal X * . Thus, any Monte Carlo based optimization algorithms (e.g., SAMC [17] ) can ensure that the optimal solution will be sampled with probability 1, given the long run of the sampler. However, in practice, an appropriate proposal p is generally unknown a priori unless the sample (solution) space X can be enumerated. While the optimization scheme based on SAMC sampling [17] has effective mechanism to escape from the local modes in optimization-by-sampling, one limitation of this method is that the global move of the Markov chain relying only on a uniform distribution is typically hard to get into the low-energy regions due to low acceptance rate, leading to insufficient global exploration. In this paper, we introduce a rejection-free Monte Carlo optimization scheme, which attempts to generate candidate solutions, at each iteration t, from a parameterized surrogate distribution φ(X ; q) that approximates the target distribution p t (X ).
where T t is an iteration-dependent temperature parameter. As a proposal distribution in our Monte Carlo optimization scheme, the surrogate distribution φ(X ; q) is adaptively updated in sampling, by learning the parameter q on-the-fly.
In each iteration, a set of candidate samples are generated (without acceptance/rejection operations) according to the proposal φ(X ; q) that evolves close to the target distribution p t . In what follows, we introduce the core module of our optimization scheme, model-based proposal learning for φ(X ; q).
B. MODEL-BASED PROPOSAL LEARNING
The basic idea of our method is to learn a sequence of parameterized surrogate distributions to successively approximate the target distributions (6) and then use the surrogate distributions as the proposal distributions to generate candidate solutions. In this paper, the parameterized distribution φ(X ; q) can be specified with respect to a cell array q, which has the structure of q(i, j, k), for i = 1, 2, . . . , n; j = 1, 2, . . . , m i ; k = 0, 1, 2, . . . , n b , where each element represents the probability that there are k components of the jth version in the ith subsystem. Here, we assume that the number of components of each version in a subsystem has an upper bound n b .
where I (·) is an indicator function, and ijk = {X ∈ X : X ij = k} denotes the collection of feasible solutions whose jth version of the ith subsystem take the value k. The task is then to learn the model parameter q of the proposal φ such that the target distribution p t can be effectively approximated by φ. As such, the Kullback-Leibler divergence D is employed to 
subject to k q(i, j, k) = 1, ∀i, j, where the Q-function Q t can be approximated by 1) generating N candidate samples {X 1 t−1 , X 2 t−1 , . . . , X N t−1 } from the proposal φ(X , q t−1 ) at previous time step, and then 2) performing sample average approximation:
While Q t (q) in (10) gives an unbiased estimate of Q t (q), the learned q t can be biased for any finite sample size N [22] . To address the bias issue, the sample average with a stochastic averaging procedure (SAP) is introduced in estimating the Q-function:
where α ∈ (0, 1] is a step-size parameter for stochastic approximation. Compared to (10), the above SAP makes a more efficient use of the history samples in optimization. It is observed that Q t (q) can be rewritten in a recursive manner by
where 
By substituting (12) into (9), the optimization problem for q t is then rewritten by
subject to n b k=1 q(i, j, k) = 1, and q(i, j, k) ≥ 0, for i = 1, 2, . . . , n; j = 1, 2, . . . , m i ; k = 0, 2, . . . , n b . Clearly, the optimization problem (15) can be efficiently solved by the Lagrange multiplier theorem, and hence a closed-form solution for q t can be obtained by
for i = 1, 2, . . . , n; j = 1, 2, . . . , m i . At each iteration t, the proposal φ parameterized by q t is learned and then employed for generating N i.i.d samples. Finally, the generated candidate samples are evaluated according to (4) to get the optimal solution X * for heterogeneous RAP. Our rejection-free Monte Carlo optimization scheme based on the model-based proposal learning is summarized in Algorithm 1. In our implementation, the stepsize α is set to α t = 2/ √ t + 100, for t = 1, 2, . . . , T . The sample size N at each iteration is empirically set to 10, and the mixture parameter β = 0.9. We adopt the temperature schedule of the Cauchy annealing type T t = 1/ t i=1 1/i, for i = 1, 2, . . . , T . Following [17] , the upper bound parameter n b is set to 8 for all test cases in the experiments.
III. EXPERIMENTS
To validate the effectiveness of our proposed approach to heterogeneous RAP, we conduct experiments on five benchmark test cases: C1, C2, C3, C4, and C5, which have been widely employed for performance evaluation of the RAP algorithms in the literatures [10] - [16] . For each test case, 3 different examples are generated by setting different values to the required system availability A 0 , and hence 15 test examples are constructed in the experiments for quantitative comparisons with state-of-the-arts in terms of the solution quality and computational cost. The total number of the objective evaluations used for our algorithm on different test cases are outlined in Table 1 .
A. COMPARISON IN TERMS OF SOLUTION QUALITY
We run the proposed algorithm 20 times for each example of the test cases using the total number of iterations shown in Table 1 . Quantitative comparison in terms of the obtained lowest cost with seven state-of-the-art algorithms are summarized in Table 2 , where the entry ''-'' means that the corresponding result is not publicly available on that test cases. On the homogeneous cases, it is observed that our approach achieved better solutions (even using less computational cost) than GA [14] , TS [13] and ACO [12] , [15] . On the heterogeneous cases, our approach achieved better or identical solutions compared to other five state-of-the-art algorithms [14] - [17] , [25] . More specifically, our approach achieved the best solutions for all of the 15 test examples, even using less computational cost than SAMC [17] , PSO [16] and GA [14] , [25] (please refer to Table 5 );
Due to uncertainty of the solution produced by stochastic optimization algorithms, solution quality should be further evaluated by multiple runs of the algorithm. Tables 3 and 4 present the statistics of the best solutions found by 20 independent runs of our approach, SAMC [17] and PSO [16] on the five test examples. Following [17] , we adopt the average cost (AC) of the solutions by 20 runs, as well as the success rate (SR) of achieving the lowest cost by 20 runs. In Table 4 , for example, ''18/20'' of SR represents that the lowest cost is found in 18 out of 20 runs. It is observed that our approach outperformed SAMC [17] and PSO [16] , two state-of-the-arts for heterogeneous RAP, in terms of AC and SR. On the other hand, on all the test examples, more than 18 out of 20 runs of our approach converge to the best solutions. The results also demonstrate good numerical stability of our approach in optimization. 
B. COMPARISON IN TERMS OF COMPUTATIONAL COST
For optimization of RAP, total number of the evaluations for the objective function (including the system availability) is widely-used as a measure of the computational cost. Table 5 presents the comparison of computational cost for different optimization algorithms on the five test cases. In our experiment, the computational cost of the GA [14] , [25] and ACO [12] are also included, although some results of these algorithms are not publicly available on the test cases. From the table we can see that, while ACO [12] works with less computational cost (i.e., fewer objective function evaluations) than other algorithms, it can only achieve suboptimal solution quality, as shown in Table 2 . On the other hand, compared to GA [14] , [25] , PSO [16] , and SAMC [17] , our approach performs with fewer objective function evaluations and achieves better or same solution quality.
IV. CONCLUSION
A rejection-free Monte Carlo optimization scheme has been introduced in this paper to address the heterogeneous RAP. The basic idea behind our approach is the model-based proposal learning in Monte Carlo computation. To the best of our knowledge, this is the first attempt to solving the heterogeneous RAP by proposal learning in rejection-free Monte Carlo sampling. Experimental evaluations on a set of benchmark cases indicated the effectiveness and efficiency of our approach compared to the state-of-the-arts in terms of the solution quality and computational efficiency.
Finally, it should be noted that this work is focused on the Monte Carlo optimization of heterogeneous RAP, and dynamic penalty coefficient α for the objective function (4) has not been considered. However, we believe the dynamic penalty strategy employed in [16] can be useful in our scheme to further improve the optimization performance.
