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We performed a banged-digital-analog simulation of a quantum annealing protocol in a two-qubit Nuclear
Magnetic Resonance (NMR) quantum computer. Our experimental simulation employed up to 235 Trotter steps,
with more than 2000 gates (pulses), and we obtained a protocol success above 80%. Given the exquisite control
of the NMR quantum computer, we performed the simulation with different noise levels. We thus analyzed
the reliability of the quantum annealing process, and related it to the level of entanglement produced during
the protocol. Although the presence of entanglement is not a sufficient signature for a better-than-classical
simulation, the level of entanglement achieved relates to the fidelity of the protocol.
I. INTRODUCTION
Among the models for quantum computation, quan-
tum annealing arises as one of the front runners that
may first establish the quantum supremacy – the stage
at which implementations of quantum computers will
start solving problems deemed intractable for their clas-
sical counterparts. Such a model is inspired on the adi-
abatic quantum computation (AQC) scheme, originally
proposed by Farhi et al. [1], in which the answer of an
abstract problem can be encoded in the ground state of
a physical system. Similarly to AQC, quantum anneal-
ing exploits the gradual modification of the system state
character, in order to find the solution of a hard prob-
lem starting from an easy one. However, regarding its
physical implementation, quantum annealing presents a
key advantage, since it is tailored for scenarios in which
the system is in contact with a thermal environment –
due to this interaction, under appropriated conditions, re-
laxation processes to the ground state may enhance the
protocol success. Because of that, and due to its sim-
plicity, quantum annealing has attracted great attention.
For instance, it was adopted as the quantum computa-
tion model by D-Wave [2] – the first company commer-
cially producing and selling devices advertised as quan-
tum computers. This first private venture was recently
followed by an initiative from Google/UCSB [3].
All that led to an increased scrutiny of the model.
Indeed, soon after the announcement of D-Wave’s first
machine, took place an important and intense debate
whether their computer would be actually a quantum
computer. Even though the first evidences indicated
that quantum annealing would be the right model for
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the machine’s behavior [2, 4–7], they were taken as dis-
putable, as semi-classical approaches could also reason-
ably describe the experimental results [8–10], and no
evidence of speed-up was found [11]. In such a de-
bate, naturally, the “holy grail” became whether the ma-
chine could generate entanglement during the computa-
tion. Recently D-Wave conducted an experiment that un-
equivocally showed the presence of entanglement among
the qubits composing one of their first processors [12].
Having settled that issue, other questions became natural
and pertinent.
The aim of this contribution is twofold: i) To assess
the reliability of a quantum annealing simulation under a
massive “banged-digital-analog” quantum computation.
Recently, a only-digital simulation of the quantum an-
nealing process was performed [3] in a system composed
of nine superconducting qubits. Due to their system size
and the noise acting on it, they were able to perform only
few (five) Trotter steps, and, for the ferromagnetic chain
problem with 4 spins, the fidelity obtained was 0.55. To
overcome some of the issues encountered in this imple-
mentation, here we combine the digital simulation with
an analog part. Digital-analog quantum simulations have
been proposed to different architectures [13, 14]. Such a
scheme might potentially lead quantum annealing to in-
herit features, like designing interactions on demand and
error correction protocols, from digital quantum com-
puting [15]. ii) To relate the amount of entanglement
generated during a quantum annealing protocol with its
success. The role of entanglement is one of the most
unclear questions concerning AQC. Our results suggest
that, once fixed an annealing schedule, its fidelity shall
be related to the amount of entanglement created during
the protocol. Therefore, only high levels of entangle-
ment, i.e., extreme experimental control of noise sources,
might guarantee a better-than-classical result. In order to
tackle these issues, here we employed a two-qubit NMR
quantum processor to perform the banged-digital-analog
ar
X
iv
:1
61
1.
00
20
4v
3 
 [q
ua
nt-
ph
]  
29
 Ju
n 2
01
7
quantum computation. In NMR the interaction among
the nuclear spins, which are the qubits of the processor,
is always on, performing the analog part of the compu-
tation. Besides that, one can shine the system with radio
frequency (rf-) pulses to perform banged-digital single
qubit gates. Moreover, the amount of entanglement gen-
erated in the protocol can be changed by a tunable source
of decoherence.
II. THE COMPUTATIONAL PROBLEM
The task we analyse here is that of finding the ground
state of an Ising spin glass model, defined by the Hamil-
tonian:
HIsing =
N
∑
i=1
hiσ zi +
N
∑
i< j=1
Ji jσ zi σ
z
j . (1)
In this expression, σ zi is the usual z component of a spin-
1/2 operator at site i, and the parameters hi and Ji j rep-
resent local fields and spin-spin couplings, respectively.
Besides being a paradigm for many-body quantum sys-
tems, the problem of finding its ground state is known to
be representative of several optimization problems (NP-
hard) [16]. Note that if we define the eigenvectors of σ zi
by σ zi |ki〉= (−1)ki |ki〉 with ki ∈ {0,1}, then the ground
state of the Ising Hamiltonian is certainly a product state
of the form
⊗N
i=1 |ki〉. The challenge is to determine
which of the 2N possible product states of this form is the
actual ground state. A task for which brute force search
clearly will not be efficient.
The quantum annealing strategy to approach this prob-
lem relies on the quantum adiabatic theorem [17]. First,
one initializes the system in the ground state of a simple
Hamiltonian, Heasy. Here we choose Heasy = ∑i∆iσ xi ,
with ∆i > 0 ∀i, which ground state is ⊗Ni=1 |−i〉, with
|−i〉 := (|0i〉 − |1i〉)/
√
2. Thus, the initial state is
an equiprobable superposition of all 2N possible prod-
uct states
⊗N
i=1 |ki〉 that can be the ground state of
HIsing. Second, a “schedule” is chosen such that the sys-
tem Hamiltonian is adiabatically changed onto the Ising
Hamiltonian. Specifically, the system is governed by the
time-dependent Hamiltonian:
H(t) = Γ(t)Heasy +Λ(t)
N
∑
i=1
hiσ zi +Ω(t)
N
∑
i< j=1
Ji jσ zi σ
z
j ,
(2)
where the envelope functions Γ, Λ, and Ω are changed
smoothly during the protocol, t ∈ [0,T ], and are such
that Γ(0) Λ(0) ≈Ω(0) and Γ(T ) Λ(T ) = Ω(T ),
what ensures the appropriate initial and final conditions.
If these conditions are met, then the quantum adiabatic
theorem guarantees that the final state of the system is
the ground state of HIsing. It is worth noticing that, as for
t > 0 the spins are interacting and [H(t),Heasy] 6= 0, thus
it is expected that some entanglement will be generated
during this process.
Naturally, any physical implementation of the quan-
tum annealing protocol must run in a finite time, and
is under the influence of a thermal environment. The
finitude of the protocol duration implies that the adia-
baticity condition is somewhat broken, and the state at
each time is a superposition of a large component of the
ground state and small parts of the first excited states.
Furthermore, if the protocol is slow enough and the sys-
tem and the environment are weakly coupled, the ther-
mal environment turns this superposition into a mixture
of such eigenstates. These two unavoidable facts, in gen-
eral, result in errors for the quantum annealer. However,
since we are searching for the ground state of the prob-
lem Hamiltonian, for low temperatures the thermaliza-
tion process might help transferring population from the
excited states to the ground state. This possible improve-
ment of the quantum annealer comes at the cost of keep-
ing the temperature low, and of waiting for the relaxation
process to happen.
In the following, we address the robustness of the
quantum annealer in such realistic conditions – fixing
the running time for different noise strengths – and we
compare the quality of its results with the ones ob-
tained by a classical simulation. In the classical simu-
lation here employed, we model each spin as a magnet
compass, with magnetization pointing at the direction
~Mi = (Mxi ,M
y
i ,M
z
i ). The magnetization components of
each qubit evolve accordingly to the noise-free Bloch’s
equations:
d ~Mi
dt
=
(
−Γ(t)∆ieˆx−Λ(t)hieˆz−Ω(t)∑
j
Ji jMzj eˆz
)
× ~Mi.
(3)
This set of 3N coupled differential equations can be eas-
ily solved by a classical computer. We say that the state
of the system at time t is given by
⊗N
i |ψi(t)〉, with the
state of each qubit defined by magnetization components
through 〈ψi(t)|σ ji |ψi(t)〉 = M ji (t) for j ∈ {x,y,z}. In
this classical model there is clearly no entanglement dur-
ing the whole evolution. As such we expect that this sim-
ulation will fail during the time intervals where the quan-
tum annealing process produces some entanglement. As
a last remark, since this is a simulation performed in a
classical computer, we do not include any noise effects.
The state assigned to the system remains always pure.
2
III. NMR EXPERIMENT
In order to address the reliability of a quantum anneal-
ing process in controlled laboratory conditions, we con-
ducted an experiment of a small-scale quantum annealer
within the framework of nuclear-magnetic resonance
(NMR). NMR is a well established test bed for quantum
information processing, allowing for an exquisite con-
trol of the nuclear spins of molecules. Indeed, one of the
first implementations of an adiabatic quantum optimiza-
tion algorithm already reported was one using an NMR
experiment[18].
Our experiment was performed using a sample of
carbon-enriched Chloroform (CHCl3) molecules with
C13, where the nuclear spins of the Hydrogen and the
Carbon, both having spin 1/2, were taken as physical im-
plementations of qubits. For that, a static magnetic field
B0 of approximately 11.74T was applied to the sample
along the z direction, yielding ωH/2pi = 500MHz and
ωC/2pi = 125MHz as the Hydrogen and Carbon Larmor
frequencies, respectively. The sample contains around
1016 identical Chloroform molecules highly diluted in
97% of deutered Acetone, thus intermolecular interac-
tions can be safely ignored. Such conditions lead to the
natural NMR system Hamiltonian:
HNMR = −h¯ωH σ
z
H
2
− h¯ωC
σ zC
2
+ 2pi h¯J
σ zHσ
z
C
4
, (4)
with the interaction strength between the two spins given
by the coupling constant J = 215Hz.
In order to perform the operations required, a Varian
500 MHz NMR spectrometer was used, which has two
channels allowing for the manipulation of two nuclear
spins simultaneously. We resort to rotating frames of ref-
erence, such that the effect of local Hamiltonians (due
to static field and spurious frequency displacements) are
canceled, and focus can be set on the interaction part.
Single qubit operations are performed in a straightfor-
ward manner by applying radio frequency pulses with
specific field polarizations, tuned in resonance with each
one of the spins (see Appendix A). However, since pulses
and read-out act collectively, it is not possible to address
each molecule individually, meaning that only average
properties of the sample are measured [19, 20]. Another
consequence of such a lack of spatial resolution is that
a magnetic field gradient along the z direction acts as a
dephasing channel for the computational basis (see Ap-
pendix A). Given that the strength of this process is de-
termined by the gradient intensity, one has an effective
knob to adjust the noise level in this setup. Furthermore,
as the system’s Hamiltonian is not diagonal in that basis,
eigenenergy transitions may also be induced by the pres-
ence of such magnetic field. We exploit this tool to assess
FIG. 1. Simulation of the quantum annealing protocol. The to-
tal time evolution is constructed as a sequence of evolutions Uk :=
U(tk+1, tk). Each evolution block Uk is implemented using free evo-
lution and an appropriate z and x polarized rf-pulses applied to each
qubit. The respective pulses angles θ ki and free evolution duration ∆tk
are chosen as to maximize the fidelity of the operation with Uk .
the connection between different levels of entanglement
and the fidelity of the noisy computation.
Our quantum annealer is then comprised of two qubits
and its time evolution is simulated experimentally us-
ing the natural (analog) NMR Hamiltonian (4) and an
appropriate (digital) sequence of pulses. For that, we
first divided (Trotterization) the total evolution gener-
ated by the time-dependent Hamiltonian (2) into 235
time steps δ tk, with k ∈ {0, . . . ,234}, such that ∑k δ tk =
T . In this way we can write the evolution operator as
U(T ,0) = ∏kU(tk+1, tk) := ∏kUk, with each evolution
block Uk determined numerically. Experimentally, each
Uk is translated into a sequence of pulses and free system
evolution (see figure 1). The time intervals δ tk are not
necessarily equal, and their choice take into account how
fast the Hamiltonian changes during each block. Such
an approach is necessary because there exists a trade-off
between the minimization of the number of pulses and
the fidelity obtained for the time evolution. Pulses’ an-
gles and the free evolution time interval were chosen as
to minimize the (Hilbert-Schmidt) distance between Uk
and the implemented transformation. More details can
be found in the Appendix B.
Here, we choose to experimentally search for the
ground state of two instances of the Ising Hamiltonian (1)
with parameters h1 = 62.5MHz for the qubit encoded
in the Hydrogen nuclear spin, and h2 = 15.625MHz for
the qubit encoded in the Carbon nuclear spin. The in-
stances differ from each other only by the sign of spin-
spin coupling J12, which absolute value is chosen to be
53.75MHz. Taking |h1| 6= |h2| 6= |J12| makes the ground
state of HIsing unique and separable, as any possible de-
generacy is lifted. For Heasy we take ∆1 = 28.125MHz
and ∆2 = 15.625MHz. Hence, any entanglement created
during the time evolution is due to the adiabatic algo-
3
rithm. With these choices, the total time for the simu-
lated protocol was fixed in 0.6µs with scheduling [see
Fig. 2(a)] selected in such a way that no level-crossing
involving the ground state is present. In an ideal, noise-
less and error-free realization of this protocol, fidelities
between the time-evolved state and the instantaneous
ground state would remain above 0.997 during the whole
process, reaching ∼ 0.999 at the end of the protocol (see
Fig. 2(b)). Moreover, in this scenario, the quantum an-
nealer would always be better than the classical sim-
ulation described above, as may be seen in Fig. 2(b).
Also note, Fig. 2(c), that when Γ(t)Heasy and the spin-
spin coupling Hamiltonian Ω(t)J12σ z1σ
z
2 are compara-
ble, the instantaneous time-evolved state would exhibit
a fair amount of entanglement. In addition to all the fea-
tures highlighted above, the choice of parameters for our
instances was such that the effective knob to adjust the
noise level could lead to appreciable effects to the dy-
namics, allowing one to drawn conclusions from the re-
sults obtained.
As for the digitized implementation of the ideal proto-
col (Fig. 2(a)), we found that our procedure to determine
each evolution blockUk gave us fidelities which were al-
ways in excess of 0.983, demonstrating that a quantum
computation performed using a banged-digital-analog
implementation may not be necessarily compromised,
even when considering a massive number of steps. With
the experiment design fixed (scheduling and optimized
Uk’s), our NMR implementation obeys the following
structure: a) we initialize the system in the (pseudo-pure)
state |−H〉 |−C〉; b) switch on the field gradient; c) apply
a sequence of pulses leading to the evolution ∏nkUk, up
to a sequence with (n mod 3) = 0; d) switch off the field
gradient; e) perform full-state tomography. This is re-
peated up to n = 234 for a fixed field gradient. With the
state snapshots we evaluate various quantities that char-
acterize the quality of the computation and the entangle-
ment generated. Afterwards we change the field gradient
and the whole process is repeated (see Appendix B for
more details about the state initialization and pulse se-
quence).
IV. RESULTS AND DISCUSSION
Part of the results are shown in Fig. 3. As expected,
the fidelity (open squares) between the experimentally
produced state and the ground state is near unity at the
beginning of the experiment for all values of the gradi-
ent. As the protocol continues, fidelity decreases due to
intrinsic errors and also due to the induced noise by the
field gradient. Clearly, the greater the gradient, the worse
the fidelity gets. Such a behavior is also observed when
one looks at the fidelity of states considering only the
FIG. 2. Ideal theoretical evolution (simulated protocol). (a)
Scheduling. Chosen profile for the envelope functions, where Γ(t) =
(1− tanh[(t−0.3)/0.01])/2, Λ(t) = (1+ tanh[(t−0.3)/0.075])/2
and Ω(t) = (1+ tanh[(t−0.2)/0.06])/2, with time in units of µs.
The simulated protocol total time is fixed to 0.6µs. (b) Protocol fi-
delity. Quantum (solid line) and classical (dashed line) fidelities be-
tween the time-evolved state and the instantaneous ground state (J12 <
0). The fidelity for the quantum protocol is degraded when the schedul-
ing imposes fast Hamiltonian changes. For the classical protocol errors
appear when some entanglement is expected in the ground state. (c)
Entanglement evolution. The evolution of entanglement, as measured
by its Negativity, in the time-evolved state. High amounts of entan-
glement are obtained when the contributions of Heasy and HIsing are
comparable. The results for the other instance (J12 > 0) are roughly the
same.
population occupation of the computational basis (diag-
onal part of the state density matrix in the computational
basis), what we called “Success”. This figure of merit is
pertinent for experiments where measurements can only
be performed in the computational basis. Notice that to-
wards the end of the protocol, both success and fidelity
reach the same value. This happens because the off-
diagonal terms of the experimental state die out due to
the decoherence, and the ground state is diagonal in the
computational basis.
We can also observe how the amount of entangle-
ment evolves with time, and its resilience to noise. The
top panels of Fig. 3, where no gradient is present, is
to be compared with Fig.2(c)–recall that the zero field
gradient implementation is still a noisy implementation
of our protocol (see Appendix). As discussed before,
when both the transversal and longitudinal components
4
J12 < 0 J12 > 0
FIG. 3. Quantum annealing time evolution. Experimental results obtained for both instances (left panels: J12 < 0; right panels: J12 > 0). Several
figures of merit were evaluated for increasing values of applied magnetic field gradient: open squares show the fidelity between the experimentally
measured state and the theoretical instantaneous ground state; the success, solid disks, gives the fidelity as for the open squares, but only taking
into account the diagonal part of the density matrices in the computational basis; open diamonds show the evolution of entanglement in in the
experiment; and, finally, blue crosses give information about the purity of the system. A general quality decrease is observed when the field gradient
is increased.
of the time-dependent Hamiltonian are present, a higher
amount of entanglement is generated. As we increase the
noise strength, i.e., the field gradient, the amount of en-
tanglement created during the protocol greatly reduces.
These two facts above suggest a correlation between the
amount of entanglement generated during the quantum
annealing protocol and the overall quality of the process.
To make this correlation clearer, in Fig. 4 we plot the
time-average fidelity and success for the quantum an-
nealer as a function of the field gradient, and also the
time-averaged entanglement and the maximum achieved
entanglement as a function of the field gradient. The
curves are monotonically related to each other.
Naturally, the inference of such a correlation between
the entanglement generated and the quality of the pro-
cess poses perhaps a more important question regarding
quantum computation: would the presence of entangle-
ment be a signature of a better than classical computa-
tion? To address this question, we also plot in Fig. 4 the
time-average fidelity and success for the classical simu-
lation. As the ground state of H(t) is entangled at some
times, and the states produced by the classical algorithm
are always separable, the time averaged fidelity and suc-
cess can never be one. Nevertheless, as the classical sim-
5
J12 < 0 J12 > 0
FIG. 4. Computation Reliabilty. Experimental results for mean (time-average) success and fidelity (top panel) and maximum and mean entangle-
ment (bottom panel), as a function of the applied magnetic field gradient–recall that the noiseless and error-free realization of the digitized protocol
gives mean fidelity (not shown in the panels) in excess of 0.993 for both instances and hence above the classical algorithm. Classical algorithm is
assumed to not suffer any kind of noise, as it is implemented in a classical computer. Left panels present the results for instance J12 < 0, and the
right panels for instance J12 > 0.
ulation does not suffer from noise, its quality is the same
for all values of the gradient, registering fidelity values of
0.981 and 0.972 for instance J12 < 0 and J12 > 0, respec-
tively. Since the noiseless and error-free realization of
the digitized protocol gives fidelity always above 0.983,
which leads to mean fidelity values in excess of 0.993 for
both instances, one finds that the ideal implementation of
the quantum computation surpasses its classical analog.
However, with the quality degradation of the quantum
algorithm in noisy implementations, it could be expected
that for a given level of noise the quantum fidelity and
success could be below the classical counterparts. Sur-
prisingly, this crossing happens despite the fact that con-
siderable amounts of entanglement are still generated by
the quantum annealer, as one can observe in Fig. 4. This
shows that producing entanglement in a quantum anneal-
ing process does not necessarily mean that the quantum
computation is more reliable than any classical simula-
tion.
V. CONCLUSIONS
Our results, obtained from an NMR quantum annealer,
provide clear evidences that entanglement should not be
considered the figure of merit to assert that a quantum
annealing computation would be more reliable than any
classical computation, even though a correlation between
high amounts of entanglement and better quantum com-
putation seems to exist. In addition, as for the context of
digital-analog adiabatic quantum computing, our results
also reinforce that such an approach should be indeed
considered as a viable and promising implementation of
continuous time evolutions. The combination of a long
analog part with a fault-tolerant sequence of digital gates
might pave the way to bring the promise of a quantum
computer to a more tangible reality.
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VII. APPENDIX A: NMR SETUP
A. Radio-Frequency Pulses
To manipulate the spins during an NMR experiment
we apply radio-frequency pulses of an oscillating mag-
netic field B1. This field is applied in the xy plane and
has a much smaller intensity than the field B0. To the
Hamiltonian (4) we thus add the time-dependent radio-
frequency pulse Hamiltonian, namely:
Hrf(t) =
h¯ω1(t)
2
{
cos(ωrft+φ )σx+ sin(ωrft+φ )σy
}
.
(5)
Where ω1 = −γ|B1| controls the pulse shape, with γ
representing the gyromagnetic ratio for the nuclear spin.
Tuning ωrf close to ωH or ωC allows one to select the
nuclei to act upon. As the nuclear Larmor frequencies
are far from each other, a quasi-squared short pulse could
be used. The pulse amplitude, ω1, in our experiment was
set such that a pi/2 rotation in the Hydrogen nuclear spin
is performed in 33.5µs. In the rotating frame of each
nuclei, this quasi-squared pulse translates into a spin
rotation R(φ , t) = exp[iω1t(cos(φ )σx + sin(φ )σy)/2],
with the phase φ setting the spin precession axis.
B. Relaxation and Decoherence
As usual in NMR experiments, ours was performed
at room temperature (∼ 25oC). Under such an ordi-
nary condition, the natural nuclei thermalization pro-
cess leads to observed T1 relaxation and T2 decoherence
time scales given by (T (H)1 = 7.4s, T
(H)
2 = 0.245s) and
(T (C)1 = 11.3s, T
(C)
2 = 0.157s).
Upon adding a magnetic field gradient along the z
direction (i.e. along the static field B0), one is capable
of increasing the decoherence process experienced by
both nuclei on demand. Indeed, under such a condition
the nuclei Larmor frequencies become (z−)position
dependent, imposing different spin precessions and
therefore enhancing the dephasing observed in the
system dynamics (4). This dephasing channel can be
seen more quantitative when considering the case of a
sample of size L, comprised of one species of nuclear
spin, in the presence of an applied magnetic field given
by B(z) = (B0 + z ∂B∂ z )zˆ. Under this condition, by means
of techniques available in an NMR experiment, one only
has access to the time-evolved system density matrix
as the mixture state ρNMR(t) = (1/L)
∫ L
0 dzuzρ0(t)u†z ,
where ρ0(t) represents the evolved density matrix
for the ideal case of non-field gradient applied, and
uz = exp
(
itγz ∂B∂ z σ
z
)
. Accordingly, one finds that the
off-diagonal element of ρNMR(t) -represented in the σ z
basis- will decay in time as exp(− log(tγL ∂B∂ z )), which
explicitly illustrates that the lack of spatial resolution in
NMR can lead to the observation of a dephasing process
when a magnetic field gradient is present. The gradient
was characterized by a standard diffusion experiment
known as Pulsed Gradient Spin Echo [21] and was
always set to be below 1G/cm.
C. Measurements
The observable quantity in NMR is the temporal
change of the sample magnetization. Roughly speaking,
the nuclei spin precession of the molecules in the sample
produce an oscillating magnetic field which is attenuated
by the thermalization processes discussed above. This
measurement process is known as Free Induction Decay
(FID), and more details can be found in [20]. In our
setup the signal is measured by coils parallel to the
sample – the same coils which are used to produce the
radio frequency pulses. In this way only the x and y
components of the magnetization are measured, and the
transversal relaxation (decoherence) is the main factor
in the signal decay. Each coil has a local oscillator in
the resonance frequency of each nuclei (that is how the
rotating frame is established), and thus one coil allows
for determining the 〈σx〉 and 〈σy〉 components of the
Hydrogen nuclear spin, while the other measures the
same components of the Carbon nuclear spin. The mea-
surement of these components is not enough to perform
full state tomography. To accomplish a tomographic
process, rotations are applied on the sample before the
measurement. The rotations that need to be applied in
the case of two qubits can be found in [22].
VIII. APPENDIX B: THE EXPERIMENT
As described in the main text, in order to probe the
state of the system at a given time t for a fixed noise
level, our experiment abides by the following algorithm:
a) Prepare the initial state |−−〉, which is the ground
state of the easy Hamiltonian; b) Switch on the magnetic
field gradient; c) Apply a sequence of pulses to simu-
late the dynamics given by (2) up to time t; d) Switch
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FIG. 5. Set of operations needed to be applied at each qubit (lines) to prepare the pseudo-pure state ρ = (1−ε)4 1+ ε |−−〉〈−−|.
In the picture, Rα (θ ) stands for rotations around the axis α by an angle θ , UNMR(t) represents the free evolution for a time t, and
Gradz(t) represents the application of a strong field gradient applied along the z direction with duration t.
off the magnetic field gradient; e) Perform tomographic
measurements. These steps are repeated until all the
measurements to complete the state tomography are per-
formed. We then repeat the whole algorithm for the next
time step.
Below we describe in more details points a) and d), as
the others were already delineated above. Besides, we
show further results not presented in the main text, and
discuss the assessment of experimental errors.
A. State initialization
As mentioned above, the experiments are performed
at room temperature. Each molecule, before the experi-
ment, is thus in the thermal equilibrium state. In NMR
one cannot execute projective measurements, and the
only available operations one can conduct on the nuclear
spins are rotations and a gradient-induced dephasing.
With these constraints one cannot prepare a pure state.
We thus resort to a pseudo-pure state [23]. We use
the sequence of pulses shown in Fig. 5 to prepare the
state ρ = (1−ε)4 1+ ε |−−〉〈−−|. At room temperature
we have ε ∼ 10−5. It is worth emphasizing that the
part proportional to the identity does not interfere or
gets measured in a NMR experiment – the available
operations have no effect on the identity; moreover, only
traceless observables are measured, and thus the identity
does not contribute to any signal.
B. Pulse sequence
In order to simulate the evolution of the system de-
termined by the Hamiltonian (2) we used a sequence of
radio-frequency pulses and free evolutions. For that, the
total duration of the desired simulated dynamics, 0.6µs,
was divided in 235 time steps. To each time step corre-
sponds an evolution operator Uk, with k ∈ {0, . . . ,234},
which we evaluated theoretically. To determine the se-
quence of pulses we numerically minimized the square of
the Hilbert-Schmidt distance between Uk (the exact uni-
tary) and Uexpk (the implemented unitary), i.e., we min-
imized ||Uk−Uexpk ||22 = 2{4−ℜ[Tr(Uexpk .U†k )]}. To do
that we parametrized Uexpk as
Uexpk =
(
Rx(θ k1 )⊗Rx(θ k2 )
)
.
(
e−
i
h¯H
′
NMR∆tk
)
.
(
Rz(θ k3 )⊗Rz(θ k4 )
)
.
(
Rx(θ k1 )⊗Rx(θ k2 )
)
,
whereH ′NMR = 2pi h¯Jσ
z
Hσ
z
C/4 is the natural NMR Hamil-
tonian in the rotating frame.
The errors incurred due to that procedure can be min-
imized by adjusting the number of steps around the time
intervals where the Hamiltonian changes the most. We
thus divided the whole evolution in four stages, each one
being divided by a specific uniform time step. See Fig. 6.
This minimization generated some very small angles,
whose experimental implementation could compromise
the overall fidelity expected, besides of being below the
experimental precision. Because of that, upon the top of
the Trotterization procedure, we neglected any rotation
with angles below 0.1o. The Hilbert-Schmidt distance
between the exact and the approximated evolution oper-
ator under such an approximation is shown in Fig.6. The
values used in the experiments can be read from the plots
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FIG. 6. Normalized Hilbert-Schmidt distance between the
exact and the approximated evolution operator as a function of
simulated time. Each one of the four stages has its specific
number of steps determined in order to minimize the distance.
in Fig.7.
Lastly, as we cannot perform pulses in
the z-axis, we used the mathematical identity
Rz(θ ) = Rx(pi/2)Ry(θ )Rx(−pi/2). Therefore, each
pulse along the z direction was turned into a sequence
of three pulses in the xy plane. All in all, about 2000
pulses, in a 300ms real-time evolution, were necessary
to simulate the whole annealing protocol.
C. Experimental Errors
We assessed the errors present in the combined exper-
imental procedure of preparing and measuring the sys-
tem state by repeating it several times. By doing this,
we found that the reconstructed density matrix elements
were Gaussian distributed with a relative standard devi-
ation of 0.1%. It is worth mentioning that such a pro-
cedure is performed just once during the evolution and
hence its associated error will not scale as the number of
time steps increase.
As for the errors due to the fault pulses, which clearly
scale up as the number of time steps increases, one
should expect in an NMR experiment a typical error of
few degrees for their angles. Indeed, our estimations re-
vealed that standard deviations of 1o for rotations in the x
and y directions and of 10ns for the free evolution dura-
tion could correctly describe our findings. The error bars
shown in Figs.3 and 4 are evaluated correspondingly for
such source of errors.
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