Single-cell analysis is a powerful tool for dissecting the cellular composition 25 within a tissue or organ. However, it remains difficult to detect rare and common 26 cell types at the same time. Here we present a new computational method, 27 called GiniClust2, to overcome this challenge.
INTRODUCTION 39
Genome-wide transcriptomic profiling has served as a paradigm for the 40 systematic characterization of molecular signatures associated with biological 41 functions and disease-related alterations, but traditionally this could only be done 42 using bulk samples that often contain significant cellular heterogeneity. The 43 recent development of single-cell technologies has enabled biologists to dissect 44 cellular heterogeneity within a cell population. Such efforts have led to an 45 increased understanding of cell-type composition, lineage relationships, and 46
We started by evaluating the performance of GiniClust2 using a simulated 115 scRNA-seq dataset, which contains two common clusters (of 2000 and 1000 116 cells, respectively) and four rare clusters (of 10, 6, 4 , and 3 cells, respectively) 117 (Materials and Methods, Fig. 2a) . We first applied GiniClust and k-means 118 independently to cluster the cells. As expected, GiniClust correctly identifies all 4 119 rare cell clusters, but merges the two common clusters into a single large cluster 120 (Fig. 2b) . In contrast, k-means (with k=2) accurately separates the two common 121 clusters, while lumping together all four rare cell clusters into the largest group 122 (Fig. 2b) . Increasing k does not improve the ability to detect rare cells, but rather 123 divides each common cluster into smaller clusters, indicating an intrinsic 124 limitation of selecting gene features using the Fano factor (Supplemental Fig.  125 
1a). 126 127
We next used the GiniClust2 weighted ensemble step to combine the results 128 from GiniClust and k-means. Of note, all six cell clusters are perfectly 129 recapitulated by GiniClust2 (Fig. 2b) , suggesting that GiniClust2 is indeed 130 effective for detecting both common and rare cell clusters. To aid visualization, 131
we created a composite tSNE plot, projecting the cells into a three-dimensional 132 space based on a combination of a two-dimensional Fano-based tSNE map and 133 a one-dimensional Gini-based tSNE map (Fig. 2c) . A three-dimensional space is 134 required because, although the Fano-based dimensions are able to clearly 135 separate the two common clusters, the rare clusters are overlapping and cannot 136 be fully discerned. The third (Gini) dimension results in complete separation of 137 the rare clusters. 138
139
Since the number of common clusters is unknown in advance, we also tested the 140 robustness of GiniClust2 with respect to other choices of k. We found that setting 141 k=3 provides the same final clustering, while further increase results in poorer 142 performance by splitting of the larger clusters ( Supplemental Fig. 1b) . By 143 default, the value of k was chosen using the gap statistic [13] . However, this may 144 not be optimal in various cases [14] , therefore additional exploration is often 145 needed to select the optimal value for k. 146
147
For comparison, we evaluated the performance of two unweighted ensemble 148 clustering methods. First, we used the cluster-based similarity partitioning 149 algorithm (CSPA) [15] to combine the GiniClust and k-means (k=2) clustering 150 results. The consensus clustering splits the common clusters into six subgroups, 151 whereas cells in the four rare clusters are assigned to one of two clusters shared 152 with the largest common cell group (Fig. 2b) . Without guidance, the consensus 153 clustering treats all clustering results equally and attempts to resolve any 154 inconsistency via suboptimal compromise. The second method we considered, 155 known as SC3 [4] , is specifically designed for single-cell analysis. This method 156 performs an unweighted ensemble of k-means clusterings for various parameter 157 choices without specifically targeting rare cell detection. Regardless of the 158 specific parameter choices, k-means cannot resolve the rarest clusters, and the 159 final ensemble clustering splits the largest group into three and differentiates only 160 one of the four rare clusters (Fig. 2b) . These analyses suggest that our cluster-161 aware, weighted ensemble approach is important for optimally combining the 162 strengths of different methods. 163
164
We also compared the performance of GiniClust2 with other rare cell type 165 detection methods. In particular, we compared with RaceID2 [10] , which is an 166 improved version of RaceID [9] developed by the same group. For fair 167 comparison, we considered k=2, the exact number of common cell clusters. 168
RaceID2 over-estimated the number of clusters, and split both common and rare 169 cells clusters into smaller subclusters (Fig. 2b) . Using other choices of k led to 170 even poorer outcomes. This tendency of over-clustering was consistent with our 171 previous observations [11] . 172
173

Robust identification of rare cell types over a wide range of proportions 174
In order to evaluate the performance of GiniClust2 on analyzing real 175 scRNA-seq datasets, we focused on one of the largest public scRNA-seq 176 datasets generated by 10X Genomics [16] . The dataset consists of 177 transcriptomic profiles of about 68,000 peripheral blood mononuclear cells 178 (PBMCs) [16] , which were classified into 11 subpopulations based on 179 transcriptomic similarity with purified cell-types. It was noted that the 180 transcriptomic profiles of several subpopulations are nearly indistinguishable [16] . 181
182
To reduce the effects of stochastic variation and technical artifacts, we started by 183 considering only a subset of cell types that are distinct from one another. In 184 particular, we focused on three large subpopulations: CD56+ natural killer (NK) 185 cells, CD14+ Monocytes, and CD19+ B cells (Fig. 3a) . To systematically 186 compare the ability of different methods in detecting both common and rare cell 187 types, we created a total of 120 random subsamples that mix different cell types 188 at various proportions (Supplementary We applied GiniClust2 and comparable methods to the down-sampled datasets 193 generated above. Each method was evaluated based on its ability to detect each 194 cell type using three Matthews correlation coefficients (MCC) [17] (Fig. 3b) . The 195 MCC is a metric that quantifies the overall agreement between two binary 196 classifications, taking into account both true and false positives and negatives. 197
The MCC value ranges from -1 to 1, where 1 means a perfect agreement 198 between a clustering and the reference, 0 means the clustering is as good as a 199 random guess, and -1 means a total disagreement between a clustering and the 200
reference. 201 202
RaceID2 is the best method for detecting the rare NK cell type at a frequency of 203 1.6% or lower, and GiniClust2 is the next best method. While the performance of 204
GiniClust degrades as the "rare" cell type becomes more abundant, k-means 205 becomes more powerful in such cases, and results in the near-optimality of 206
GiniClust2 over a wide range of rare-cell proportions. For the common groups, 207 k-means tends to perform better, but only if the parameter is chosen correctly. 208
For example, k-means with k=4 systematically splits the largest Monocyte group 209 and leads to a relatively low MCC value. The low specificity of RaceID2 leads to 210 false rare cell types within the common groups, and consistently low MCC 211 values. On the other hand, GiniClust2 consistently ranks at or near the top 212 among all methods for these common groups.
Taken together, these 213 comparative results suggest that GiniClust2 reaches a good balance for 214 detecting both common and rare clusters. 215
216
Detection of rare cell types in differentiating mouse embryonic stem cells 217
To test if GiniClust2 is useful for detecting previously unknown, biologically 218 relevant cell types, we analyzed a published dataset associated with leukemia 219 inhibitory factor (LIF) withdrawal induced mouse embryonic stem cell (mESC) 220 differentiation [18] . Previously, we applied GiniClust to analyze a subset 221 containing undifferentiated mESCs, and identified a rare group of Zscan4-222 enriched cells [11] . As expected, these rare cells were rediscovered using 223
GiniClust2. 224 225
In this study, we focused on the cells assayed on Day 4 post LIF withdrawal, and 226 tested if GiniClust2 might uncover greater cellular heterogeneity than previously 227 recognized. GiniClust2 identified two rare clusters consisting of 5 and 4 cells 228 respectively, corresponding to 1.80% and 1.44% of the entire cell population. 229
The first group contains 25 differentially expressed genes when compared to the 230 rest of the cell population (MAST likelihood ratio test p-value<1e-5, fold 231 change>2), including known primitive endoderm (PrEn) markers such as Col4a1, 232
Col4a2, Lama1, Lama2, and Ctsl. These genes are also associated with high 233
Gini index values. Overall there is a highly significant overlap between 234 differentially expressed and high Gini genes confirming the utility of Fano factor in detecting common cell-types. Both 254 populations were discovered in the original publication [18] . The dissimilarity 255 between these cell types is evident in the heatmap (Fig. 4a) and composite tSNE 256 plot (Fig. 4b) . 257
258
For comparison, we applied RaceID2 to analyze the same dataset. Unlike 259 GiniClust2, RaceID2 broke each cluster into multiple subclusters, and failed to 260 identify the rare cell clusters (Fig. 4c) Our analysis identified 9 common clusters and two rare clusters (Fig. 5a) , In 279 general, the results of GiniClust2 and k-means are similar; both agree well with 280 the reference cell types (Fig. 5b , NMI = 0.540 for GiniClust2, NMI = 0.553 for k-281 means). Most of the discrepancy between the clustering results and reference 282 labels are associated with T-cell subtypes. As noted by the original authors [16] , 283 these subtypes are difficult to separate because they share similar gene 284 expression patterns and biological functions. The common clusters detected by 285
GiniClust2 and k-means express marker genes known to be specific to the cell 286 types represented in the reference [19] (Fig. 5c) . 287 288 With respect to rare cell types, our first group contains a homogeneous and 289 visually distinct subset of 171 of 262 total CD34+ cells (Cluster 2, Fig. 5a ). This 290 cluster was partially detectable using k-means, although it was partially mixed 291 with major clusters. The second rare cell cluster is previously unrecognized 292 (Cluster 3, Fig. 5a ). 
DISCUSSION AND CONCLUSIONS 304
According to the "no free lunch" theorems [21] , an algorithm that performs 305 well on a certain class of optimization problems is typically associated with 306 degraded performance for other problems. Therefore it is expected that 307 clustering algorithms optimized for detecting common cell clusters are unable to 308 detect rare cell clusters, and vice versa. While ensemble clustering is a 309 promising strategy to combine the strengths of multiple methods [15, 4, 5] , our 310 analysis shows that the traditional, unweighted approach does not perform well. 311
312
To optimally combine the strengths of different clustering methods, we have 313 developed GiniClust2, which is a cluster-aware, weighted ensemble clustering 314 method. GiniClust2 effectively combines the strengths of Gini-index-and Fano-315 factor-based clustering methods for detecting rare and common cell clusters, 316 respectively, by assigning higher weights to the more reliable clusters for each 317 method. By analyzing a number of simulated and real scRNA-seq datasets, we 318 find that GiniClust2 consistently performs better than other methods in 319 maintaining the overall balance of detecting both rare and common cell types. 320
This weighted approach is generally applicable to a wide range of problems. 321
322
GiniClust2 is currently the only rare-cell-specific detection method equipped to 323 handle such large data sets, as demonstrated by our analysis of the 68k PBMC 324 dataset from 10X Genomics. This property is important for detecting hidden cell 325
types from large datasets, and may be particularly useful for annotating the 326 Human Cell Atlas [22] . 327
328
MATERIALS AND METHODS 329
Data Source and Preprocessing 330
Mouse ESC scRNA-seq data was obtained from Gene Expression 331
Omnibus (GEO) with the accession number GSE65525 [18] . This processed data 332 is represented as UMI filtered-mapped counts. Removing genes expressed in 333 fewer than 3 cells, and cells expressing fewer than 2000 genes, we were left with 334 a total of 8055 genes and 278 cells. 335
336
The 68k PBMC dataset was obtained from the 10X Genomics website: 337
The processed data 338 (represented as UMI counts) was filtered and normalized using the code 339 provided by 10X Genomics (https://github.com/10XGenomics/single-cell-3prime-340 paper). The resulting data consists of a total of 20387 genes and 68579 cells. 341
Cell-type labels were assigned based on the maximum correlation between the 342 gene expression profile of each single cell to 11 purified cell populations, using 343 the code provided by 10X Genomics. 344 345
GiniClust2 method details 346
GiniClust2 has been implemented in R and deposited at Github with URL 347 https://github.com/dtsoucas/GiniClust2. The GiniClust2 pipeline contains the 348 following steps. 349
350
Step 1: Clustering cells using Gini-index based features 351
352
The Gini index for each gene is calculated and normalized as described 353 before [11] . Briefly, the raw Gini index is calculated as twice the area between 354 the diagonal and the Lorenz curve, taking a range of values between 0 and 1. 355
Raw Gini index values are normalized by removing the trend with maximum 356 expression levels using a two-step LOESS regression procedure as described in 357
[11]. Genes whose normalized Gini index is significantly above zero (p-value < 358 0.0001) are labeled high Gini genes and selected for further analysis. 359
360
A high-Gini-gene-based distance is calculated between each pair of cells using 361 the Jaccard distance metric. This is used as input into DBSCAN [23] , which is 362 implemented using the dbscan function in the fpc R package, with method= 363
Parameter choices for eps and MinPts are discussed in the 364
Supplemental Information. 365
Step 2: Clustering cells using Fano-factor based features 367
The Fano factor is defined as the variance over mean expression value for 368 each gene. The top 1000 genes are chosen for further analysis. Principal 369 component analysis (PCA) is applied to the gene expression matrix for 370 dimensionality reduction, using the svd function in R. The first 50 principal 371 components are reserved for clustering analysis. Cell clusters are identified by k-372 means clustering, using the kmeans function in R with default parameters. 373
Optimal choice of k is discussed in the Supplemental Information. To improve 374 robustness, 20 independent runs of k-means clustering with different random 375 initializations are applied to each dataset, and the optimal clustering result is 376 selected. 377
378
Step 3. Combining the results from Steps 1 and 2 via a cluster-aware, weighted 379 ensemble approach. 380
We adapted the weighted consensus clustering algorithm developed by Li 381 and Ding [24] by further considering cluster-specific weighting. For GiniClust, 382 higher weights are assigned to the rare cell clusters and lower weights to 383 common clusters, whereas the opposite scheme is used to weight the outcome 384 from k-means clustering. This allows us to combine the strength of each 385 clustering method. The mathematical details are described as follows, and 386 visualized in Fig. 1b . 387 388 Let ! ! be the partitioning provided by GiniClust, and ! ! the partitioning provided 389
by Fano-factor-based clustering. Each partition consists of a set of clusters: 390
Define the connectivity matrices 391 as: 392
If two cells are clustered together in the same group, their connectivity is 1, while 396 if they are clustered separately, their connectivity is 0. Define the weighted 397 consensus association as: 398 399 , weights that are specific to each cell. These cell-specific weights 404 are determined based on the rarity of the cell cluster that the cell is assigned to, 405 the specifics in which are discussed in the next section. The cell-pair-specific 406 weights are translated from the cell-specific weights as follows: 407 408
Then, weights are normalized to 1: 411 412
Each cell-cell pair will thus be assigned a weighted consensus association 415 between 0 and 1, which is a cell-type-proportion-based weighted average of both 416
GiniClust and Fano-factor-based clustering associations. 417
418
At this point, the weighted consensus association matrix provides a probabilistic 419 clustering for each cell, where each entry represents the probability that cell i and 420 cell j reside in the same cluster. To transform this into a final deterministic 421 clustering assignment, we optimize the following: 422
where ! is any possible connectivity matrix. In Li and Ding [24] , this optimization 426 problem is solved via symmetric non-negative matrix factorization (NMF) to yield 427 a soft clustering. To obtain a hard clustering we add an orthogonality constraint, 428 leading to orthogonal NMF, or k-means clustering [25] , implemented once again 429 using the kmeans R function. To illustrate the origins of the weighting scheme, we turn to a conceptual 435
example. 436 437
As the proportion of the rare cell type increases, the utility of GiniClust begins to 438 decline. In a complementary manner, the ability of Fano-factor-based k-means 439 clustering to detect the rare cell type is expected to rise. We find this 440 phenomenon to hold true in all the datasets we analyzed, and to be best 441 demonstrated in the subsampled PBMC data results. Supplemental Fig. 4a  442 shows a schematic of the respective abilities of GiniClust and Fano-factor-based 443 k-means clustering to detect a rare cell type over various rare cell type 444
proportions, created by applying smoothing to the subsampled PBMC results. 445
We next calculate the ratio between this GiniClust detection ability and the sum 446 of both GiniClust and k-means detection abilities (Supplemental Fig. 4b ). This 447 is a measure of the power of GiniClust over k-means in detecting the rare cell 448 type. When this ratio is 1, GiniClust is solely able to detect the rare cell type, 449 while at zero k-means alone is useful. This curve closely follows a logistic shape, 450 and thus the following equation is used to approximate it: 451 452
where !′ is the rare cell type proportion at which GiniClust and Fano-factor-based 454 clustering methods have the same ability to detect rare cell types, and 455 !′ represents how quickly GiniClust loses its ability to detect rare cell types above 456 !′ (see Supplemental Information for more details). Supplemental Fig. 4b 457 also contains this fitted curve, which is then directly used to determine the 458 Clustering results tend to be robust to the specific choice of !′, !′, and !′. package. The tSNE algorithm is first run using the Gini-based distance to obtain 471 a one-dimensional projection of each cell. For large data sets, tSNE is run on the 472 first 50 principal components of the Gini-based distance to prevent tSNE from 473 becoming prohibitively slow. Then, the tSNE algorithm is run using the first 50 474 principal components of our Fano-based Euclidean distance to obtain a separate 475 
CSPA analysis 492
Matlab code for the CSPA [15] was accessed through 493 http://strehl.com/soft.html, under "ClusterPack_V2.0." CSPA was applied to the 494 Gini and Fano-based clustering results for the simulated data set, using the 495 clusterensemble function, specifying the CSPA option. K was specified as 6 to 496 match the true number of clusters. 497
498
RaceID2 analysis 499
RaceID2
[10] R scripts were accessed through 500 https://github.com/dgrun/StemID. RaceID2 was applied to already-filtered data 501 sets as above to make results directly comparable to GiniClust2, with default 502 parameters. k was set to match the corresponding GiniClust2 k parameter 503 specification. 504 505
Simulation details 506
We created synthetic data following the same approach as Jiang et al. 507
[11], specifying one large 2000 cell cluster, one large 1000 cell cluster, and four 508 rare clusters of 10, 6, 4 and 3 cells, respectively. Gene expression levels are 509 modeled using a negative binomial distribution, and distribution parameters are 510 estimated using an intestinal scRNA-seq data set using a background noise 511 model as in Grün et al. [9] . To create clusters with distinct gene expression 512 patterns, we permute 100 lowly (mean<10 counts) and 100 highly (mean>10 513 counts) expressed gene labels for each cluster (see Jiang et al. [11] for more 514 details). This results in a 23,538 gene by 3023 cell data set. After filtering (as 515 above) we are left with 3708 genes and 3023 cells. 516
517
10X Genomics Data Subsampling 518
The full 68k 10X Genomics PBMC dataset is down-sampled for model 519 evaluation. We created 6 sets of 20 subsampled data sets each for a total of 120 520 data sets in the following manner: five cells were randomly sampled from the 521 CD56+ NK cell population to form a "rare" cell group for all 120 datasets. Then, 522
for each set of 20 data sets, cells were randomly sampled from the CD14+ 523
Monocyte and CD19+ B cells in specified numbers to form "common" cell 524 clusters, the details of which are listed in Supplemental Table 1 
T32GM074897. 552 553
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SUPPLEMENTAL INFORMATION 566
Parameter choice for DBSCAN 567 DBSCAN has two parameters: MinPts and eps. MinPts is specified as 3 568 for all data sets except for the PBMC data, where MinPts is set to 100, in 569 accordance with the larger size of this data set. This corresponds to the 570 minimum cluster size for which we would expect to see a biologically relevant 571
cluster. In general, we find an appropriate MinPts specification to be about 0.1% 572 of the total number of cells. 573
574
The eps parameter is determined by a k-nearest-neighbors (kNN) plot as 575 recommended by the authors of DBSCAN [23] . According to their approach, 576 distance from each point to its kth nearest neighbor is plotted in ascending order, 577 where k=MinPts. This will form a line featuring an inflection point, at which lies 578 the recommended choice for eps [23] . If multiple inflection points exist, this may 579 suggest that multiple values of eps are worth exploring; however, in our case as 580 we are concerned with rare clusters, we only consider the smallest choice of eps, 581 corresponding to the first inflection point. Here, our Gini-based distance metric is 582 particularly low-dimensional due to the use of Jaccard distance and a small 583 number of high Gini genes. This causes cells with similar expression profiles to 584 have pairwise distances of zero, which distorts the traditional kNN-distance curve 585 shape and makes the inflection point harder to visualize (Supplemental Figure  586 3). We provide an alternate numerical approach to approximating the inflection 587 point: after removing all zero distances, the inflection point roughly corresponds 588 to the kNN-distance of the (0.00125*total number of cells*MinPts) th cell. For the 589 68k data set, the computation of all kNN distances was prohibitive, so we 590 subsampled 2057 cells and computed 3-NN distances to maintain the ratio of 591
MinPts to the total sample size. All analyses of PBMC subsampled data use this 592 same resulting value of eps. 593 594
Choice of k for k-means clustering 595
We give the option of automatically determining k using the gap statistic. 596 However, observing differentially expressed genes and visualizing k-means 597 clusters gives the best intuition as to the optimal k. We also do not suggest using 598 the gap statistic for large data sets due to its computational demands. For the 599 synthetic data, we chose k=2, in accordance with the number of large clusters, 600 but show that k=3 will also yield the same result (Supplemental Fig. 1) . For 601 subsampled PBMC data sets, k was chosen as 2 or 3 depending on the ability of 602 k-means to pick up the rare NK cell group. K was chosen as 2 for the day 4 post-603 LIF mouse embryonic stem cell data as we found this number to best group 604 biologically meaningful cell types. 605
606
For the 68k PBMC data, we chose k=10 to allow for direct comparison with 607 clustering results from Zheng et al. [16] . For comparison to the k=10 parameter 608 choice, we additionally show results for both choices k=8 and k=12 for the Fano-609 based clustering step. All parameter choices perform comparably, with NMIs of 610 0.542, 0.541 and 0.498, respectively, when compared to the reference labels. 611
The k=8 clustering results in two fewer clusters within the CD56+ NK, CD8+ 612 Cytotoxic T, CD8+/CD45RA+ Naïve Cytotoxic continuum. The k=12 clustering 613 further splits clusters containing overlapping CD8+/CD45RA+ Naïve Cytotoxic, 614 CD4+/CD45RA+/CD25-Naïve T, CD4+/CD25 T Reg, and CD4+/CD45RO+ 615 Memory cells, as well as adding another cluster to the aforementioned CD56+ 616 NK, CD8+ Cytotoxic T, CD8+/CD45RA+ Naïve Cytotoxic continuum. These 617 changes are minor as they occur predominantly in regions of unclear identity. to detect rare cell types. We set this value as 4*(MinPts/total number of cells), 628
where MinPts is the DBSCAN parameter for GiniClust. The smallest possible 629 rare cell type proportion for GiniClust is set as (MinPts/total number of 630 cells). !′ represents how quickly GiniClust loses its ability to detect rare cell types 631 above !′. More quantitatively, we define the 99 th percentile of the GiniClust 632 weighting distribution as the point in which GiniClust no longer reliably detects 633 rare cell types.
We set !′ such that the 99 th percentile is reached at 634 6*(MinPts/total number of cells). We expect that at six times the size of smallest 635 
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