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ABSTRACT
DANIEL JAMES POMPA: Encoding a 1-D Heisenberg spin 1⁄2 chain in a Simulated
Annealing
Algorithm for Machine Learning
(Under the direction of Dr. Kevin Beach)
The application areas of machine learning techniques are becoming broader and
increasingly ubiquitous in the natural sciences and engineering. One such field of interest
within the physics community is the training and implementation of neural networks to
aid in quantum many-body computations. Conversely, research exploring the possible
computational benefits of using quantum many-body dynamics in the area of artificial
intelligence and machine learning has also recently started to gain traction. The marriage
of these fields comes naturally with the complementary nature of their mathematical
frameworks. The objective of this study was to explore the possibility of encoding a
quantum spin ½ system in a binary form in order to train a neural network. Once the
spins are transformed into binary form, a bit count is calculated for each state of the
system. An exact diagonalization of the XXZ Heisenberg Hamiltonian is then used to
compute the energy eigenvectors and eigenvalues. The model is trained to identify the bit
counts of the lowest energy state of the system which is found through a stochastic search
algorithm known as simulated annealing.
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I: INTRODUCTION
1.

LINEAR ALGEBRA
In order to establish an approach to solving problems through the use of quantum

mechanics, some basic concepts in the area of linear algebra must first be defined. Linear
algebra is a branch of mathematics that deals with linear equations, that is equations of
the form
a1 x1 + a2 x2 + ... + an xn = b,
where a1 , a2 , ... , an are real or complex coefficients, and linear functions that map a set
of variables (x1 , x2 , ... , xn ) onto a vector space. The vector space is then defined by a set
of axioms that specify all the conditions that the operations of vector addition and scalar
multiplication within that space must satisfy.
2.

QUANTUM MECHANICS
In the domain of quantum mechanics, functions are defined within a special

vector space known as Hilbert space; a space that is both complete and an inner product
space. Being an inner product space, Hilbert space is closed under vector addition and
scalar multiplication and contains an inner product ⟨α|β⟩ such that a vector
⟨α| = (a1 * a2 * ...an * ) , also known as a “bra”, and another vector |β⟩ = (b1 b2 ...bn ) , also

known as a “ket”, gives a complex number. In addition to this, an inner product has the
following properties
⟨β|α⟩ = ⟨α|β⟩* ,
⟨α|α⟩ ≥ 0, and ⟨α|α⟩ = 0 ⇔ |α⟩ = |0⟩,
⟨α|(b|β + c|γ)⟩ = b⟨α|β⟩ + c⟨α|γ) .
If we choose an orthonormal basis where each component is linearly independent of the
rest, the inner product of two vectors can be written neatly in terms of their components
⟨α|β⟩ = (a1 * a2 * ...an * ) (b1 b2 ...bn ) = a1 * b1 + a2 * b2 + ... + an * bn .
The utility we gain with this new formalism is primarily through the use of
operators that can act as linear transformations on wave functions. In quantum theory, the
state of a system is represented by its wave function Ψ and these wave functions live in a
(possibly infinite-dimensional) Hilbert space. Therefore, measurable quantities such as
the energy, momentum, or position of a particular quantum system can be measured by
applying their corresponding operator to Ψ . These quantities are known as observables
and their corresponding operators are hermitian. Hermitian operators are then those that
satisfy the condition
︿

︿

⟨f |Og⟩ = ⟨Of |g⟩

for all f (x) and g(x)

as the complex conjugate of an inner product reverses the order.
The expectation value of an observable is then like taking a series of measurements and
averaging them. The expectation value of an observable O(x, p) can be expressed as
︿

︿

⟨O⟩ = ∫ Ψ* O Ψ dx = ⟨Ψ|O Ψ⟩.

2

As stated earlier, operators act on wave functions as linear transformations. In
linear algebra, a linear transformation can also be represented by matrices that act on a
vector to produce a new vector and in quantum mechanics this extends to Ψ which can
then be represented as

.
The operator of interest in this study is the Hamiltonian operator and much of the focus of
this work is in how solutions to the time-independent Schrodinger equation
︿

H ψ = Eψ ,
︿

yield the total energy spectrum of H . These solutions are the eigenvalues E that
︿

correspond to the eigenfunction ψ of H as the equation above is the eigenvalue equation.
Here we will be exploring one particular technique known as exact diagonalization that is
a way of diagonalizing the Hamiltonian matrix operator that takes advantage of certain
symmetries in order to find solutions to small spin systems. We will also construct our
Hamiltonian model to incorporate spin operators in order to examine these systems.
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II: QUANTUM SPIN AND THE HEISENBERG MODEL
1.

SPIN ½ OPERATORS
In quantum theory, a particle such as an electron has both angular momentum L ,

where L = r × p , and spin angular momentum S . Unlike its analog in classical
mechanics, the spin angular momentum in quantum mechanics is not necessarily
considered to be a measure of the particle’s motion in space, but is more of an intrinsic
property that carries information about the particle’s internal state. Every elementary
particle has a specific spin which can take on either whole or half-integer values.
Force-carrying particles called bosons have integer spin, s = 0, 1, 2, … , n, and matter
particles called fermions have half-integer spin, s = 1/2, 3/2, … , n/ 2. Physicists are often
concerned with these half-integer spin particles such as protons, electrons, and neutrons,
as these fermionic particles comprise ordinary matter [2].
For spin 1/2 particles, there are only two |s, m⟩ eigenstates, | 12 12 ⟩ , which we’ll call spin up
and denote with |↑⟩ , and | 12 (− 12 )⟩ , which we’ll call spin down and denote with |↓⟩ . Now
we can use these to form a basis and express the state as

,
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with

being spin up, and

︿

︿

︿

being spin down [2]. From here we will derive the spin operators S x , S y , S z , and the
︿

so-called “ladder operators”, S ± , which we will use to construct the hamiltonian. To
︿

derive these operators we can use the eigenstates of the z-component operator S z which
gives

,

,

from which it follows that

.
Using the equation
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where s = 1/2 and m =− s, − s + 1, ... , s − 1, s , we see that these ladder operators have
the effect of either “raising” a spin down vector

and

or “lowering” a spin up vector

and

.
︿

︿

︿

Since S ± ≡ S x ± iS y , it follows that [3]

,

.

Taking out the common factor of ℏ/2 yields the Pauli spin matrices

,

,
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.

2.

INTERACTION HAMILTONIAN
With the spin operators clearly defined we begin to construct our model. The

system we will be working with is a relatively small 1D spin chain. These small spin
systems have been an area of interest for nearly a century now since Hans Bethe first
developed his famous Bethe ansatz approach to solving the Heisenberg model in 1931
[6]. The more general Heisenberg model has been used to characterize the interactions
between the magnetic moments of a 3D crystal lattice and has been shown to be an
accurate description of ferromagnetism and antiferromagnetism [6]. The origin of these
exchange interactions is found in the antisymmetry of the wave functions and the
constraints imposed on the electronic structure [7].
The Heisenberg model consists of a spin Hamiltonian that relates neighboring
spins through their exchange interactions, or spin-spin couplings which we denote as J ,
and the spin operators for the corresponding dimensions of each spin. The general
Heisenberg XYZ model is given by [6]

.
If we single out one direction, the z-direction, and we can assume J x = J y , then we can
simplify this to
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which is known as the Heisenberg XXZ model. Due to the duality transition of the Pauli
spin matrices [8] we can simplify this to the form

,
and if we introduce an external magnetic field we get

.
The addition of this external magnetic field is necessary for our particular model as we
will use it later to fix the orientation of certain spin sites in order to make predictions
about their states. Also, notice here how we change our notation of the upper bound from
N to L as L (representing the length of the chain) will be used to represent the number of
spins in our system, and our model will then be the sum of the interactions between spins
in the 1D spin chain. Figure 1 shows a diagram to help visualize these spin chains:

Figure 1
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III: EXACT DIAGONALIZATION WITH QUSPIN
1.

EXACT DIAGONALIZATION OF THE XXZ MODEL

The

terms in the above Hamiltonian measure the mutual alignment or

misalignment of spins at sites j and j+1; they lie on the diagonal of the Hamiltonian
matrix. On the other hand, the ladder terms generate a new state (quantum fluctuations),
and these will enter as off-diagonal terms [9]. The diagonalization of the Hamiltonian
matrix is a strategically advantageous alternative to the root-polynomial method of
finding the eigenvalues of a system [10]. We use a method known as exact
diagonalization to compute the eigenstates of a 1D system.
In theory, all the eigenstates of the Hamiltonian can be computed exactly for a
finite system, provided that the system being evaluated is relatively small, by
diagonalizing the Hamiltonian numerically. The reason the system must be small is due
to the unavoidable exponential increase in the basis size that grows as 2L for some
positive integer number of L with s = ½ spins. Nevertheless, exact diagonalization
solutions are valuable for testing the correctness of quantum Monte Carlo programs and
for examining certain symmetry properties of many-body states. The exact
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diagonalization method itself relies on taking advantage of symmetries, e.g. the
conservation of the magnetization, to block diagonalize the matrix as shown in Figure 2.

Figure 2
2.

PROGRAMMING WITH PYTHON AND QUSPIN
In order to compute the energy spectrum of the 1D spin system through an exact

diagonalization of the Hamiltonian we use the Python programming language and an
open-source python package called Quspin. Python is a powerful, scripted language that
runs primarily through C++ wrappers, which allow for code to be written quickly and
concisely while remaining computationally efficient. Python has become a popular
language within the science community as it is particularly useful for data analytics and
developing scientific models. This advantage to Python comes with its scores of already
developed and (mostly) debugged libraries that allow the user to complete complex tasks
in a minimal amount of time.
The Quspin library was recently developed by two faculty members of the
Department of Physics at Boston University, Phillip Weinbe and Marin Bukov, and is
designed to help perform computational methods like exact diagonalization and quantum
dynamics of spin(-photon) chains [11]. We make use of one of Quspin’s example codes:
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Exact Diagonalization of the XXZ Model.

##### define model parameters #####
L=12 # system size
Jxy=np.sqrt(2.0) # xy interaction
Jzz_0=1.0 # zz interaction
hz=1.0/np.sqrt(3.0) # z external field
##### set up Heisenberg Hamiltonian in an external z-field
#####
# compute spin-1/2 basis
basis = spin_basis_1d(L,pauli=False)
basis = spin_basis_1d(L,pauli=False,Nup=L//2) # zero
magnetisation sector
basis = spin_basis_1d(L,pauli=False,Nup=L//2,pblock=1) # and
positive parity
sector
# define operators with OBC using site-coupling lists
J_zz = [[Jzz_0,i,i+1] for i in range(L-1)] # OBC
J_xy = [[Jxy/2.0,i,i+1] for i in range(L-1)] # OBC
h_z=[[hz,i] for i in range(L)]
# static and dynamic lists
static = [["+-",J_xy],["-+",J_xy],["zz",J_zz]]
dynamic=[]
# compute the time-dependent Heisenberg Hamiltonian
H_XXZ =
hamiltonian(static,dynamic,basis=basis,dtype=np.float64)
##### various exact diagonalisation routines #####
# calculate entire spectrum only
E=H_XXZ.eigvalsh()
# calculate full eigensystem
E,V=H_XXZ.eigh()
# calculate minimum and maximum energy only
Emin,Emax=H_XXZ.eigsh(k=2,which="BE",maxiter=1E4,return_eigenve
ctors=False)
# calculate the eigenstate closest to energy E_star
E_star = 0.0
E,psi_0=H_XXZ.eigsh(k=1,sigma=E_star,maxiter=1E4)
psi_0=psi_0.reshape((-1,))
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IV: DESIGNING A NEURAL NETWORK OF SPINS
1.

MACHINE LEARNING AND NEURAL NETWORKS
Before we describe exactly how we constructed our neural network, let us first

motivate our discussion with a brief background in machine learning. Up until around the
1950s, computational devices relied solely on having some fixed algorithm given to them
in order to make calculations or to perform specific tasks. In other words, the computers
had to be programmed to execute their desired function and could not make any decisions
beyond the scope of the instructions previously provided to them. This changed,
however, in 1952 when a man named Arthur Samuel wrote the first computer learning
program. Samuel wrote a clever little program on an IBM computer that taught the
computer to play the game of checkers. Shortly after this in 1957, psychologist Frank
Rosenblatt created the first neural network, an algorithm later named the perceptron, that
was designed not only to learn but to imitate human learning [12]. Since the development
of the perceptron, machine learning methods such as neural networks have continued to
be explored and over the past few decades have helped provide significant advancements
in a wide variety of computational areas such as image processing and data analysis.
A neural network is a special type of machine learning algorithm that attempts to
imitate the firing patterns of neurons in the brain that, collectively as a complex network,
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allow animals like humans to make higher-level decisions. The primary decisions of
interest here being in the area of pattern recognition, and the reason that pattern
recognition is of such importance is that it is the mechanism by which humans learn.
When given some form of data, whether it be from seeing an assortment of fresh produce
or observing trends in the stock market, the human brain has the ability to distinguish
between different bits of data, classify those bits by their features, and then make a
decision based on that classification. Though exceedingly complex, this process begins at
the smallest biological scale.
At the microscopic level the mechanism of learning in a neural network is quite
simple; neurons send tiny electrical signals between one another and these tiny signals
carry some information. These same signals are then passed from one neuron to the next
in an intricate web of neural activity similar to that depicted in figure 4.

Figure 3
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Figure 4 shows a diagram of a perceptron model with both a biological representation
(left) and its artificial analog (right). The graph shown at the bottom (center) is that of its
activation function. This is the function that determines whether or not the neuron will
fire given what value of the function’s threshold has been reached. Here the activation
function shown is a step function, but other similar, “smoother” functions such as the
sigmoid function can be used and are oftentimes preferred. This perceptron model then,
along with its activation function, forms the standard by which most neural networks are
designed.
The basic structure of a neural network is a set of nodes that simulate neurons and
the connections between various numbers of nodes. Each node ni , i = 1, 2, ... , m, can
be connected to any number of other nodes nj=i/ , j = 1, 2, ... , l, and each connection
between each node is assigned some numerical value often between 0 and 1, called its
weight, w . The magnitude of this weight determines whether or not the threshold of the
activation function is reached. Each weight can be set by assigning input variables xi to
different nodes. Finally, by placing the nodes into a series of layers, a sequence of neuron
activations can be found that lead to a sub-network being formed within the neural
network and, depending on which sub-networks were formed, the network will output
different values. A general schematic for a neural network is provided in Figure 4.
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Figure 4
The appeal of a neural network is that the model can be trained on a set of input
data and then applied to a new set of data and make reasonably accurate predictions of
what the output will be. A typical example of this would be in image processing where
one is attempting to distinguish between pictures that contain a cat and pictures that
contain a dog. Initially, the raw pixel data would need to be preprocessed so that
distinguishing features like length of the snout or pointy ears could be extracted. The data
of all the images and their features would then be divided into a training set and a test set.
Once separated, both sets are passed to a neural network that acts as a classifier to
evaluate the features, adapt its weights to the training set, and finally make predictions on
the test set. Depending on how well the data was preprocessed and/or how the features
were selected, the model has some probability between 0 and 1 of predicting the right
outcome e.g. if it was trained well to recognize an image of a cat it will classify cat
images as cat images accurately most of the time with few exceptions.
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Applications of machine learning and neural networks have now reached a much
broader landscape than just playing checkers or identifying cats. Many areas of research
in engineering and science have recently adopted these computational tools and started
finding new ways in which to apply them. A growing area of interesting research within
the physics community has been the marriage of quantum many-body dynamics and
machine learning. Much of this research has shown these two fields to both compliment
and motivate each other in new and revealing ways. One these new areas of interest is
exploring how neural networks can help to solve complex quantum many-body problems
or the inverse of this, seeing how quantum mechanics can aid in the computational
efficiency of machine learning techniques like neural networks.
2.

NEURAL NETWORK OF SPINS
We observe that there exists certain distinct similarities between artificial neural

networks (ANN) and quantum spin systems in terms of their overall structure. Like ANN,
quantum spin systems consist of some number of “nodes”—sites in the lattice—which
are interconnected with various weights—the exchange interactions J i j . If each site is
represented in a basis of up and down spin configurations, as was shown in Figure 2, then
︿

when the Hamiltonian acts on the system, H |Ψ⟩, the spin operators will flip the spins of
their corresponding sites. For example, the j = 1 term in the XXZ model,

,
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induces spin rearrangements as follows:
S 1 + S 2 − | ↓1 ↑2 ↑3 ⟩ = (S 1 + | ↓1 ⟩)(S 2 − | ↑2 ⟩)(| ↑3 ⟩) = | ↑ ↓ ↑ ⟩.
For spin ½ systems there are 2L possible configurations for any given system.
These possible configurations represent the basis states of that system. For example, a
system consisting of 8 sites would have 28 or 256 possible configurations or basis states.
For computational efficiency, we choose to map each spin to its binary analog,
| ↑ ⟩ ⟼ |1⟩ = 1 and | ↓ ⟩ ⟼ |0⟩ = 0 . Doing this allows us to represent our basis states
in the natural processing language of the computer. Constructing these binary
representations also enables us to convert each binary basis state to just a single integer
value, the bitcount, which we will use later as the predicted target values in our neural
network. In this way our algorithm can take large, complex quantum systems with 2L
basis states and represent them simply as a series of small numbers in order to train a
model that could later be used to handle other similar numerical data.
Initially, we convert the states of the system by iterating through each binary
vector and adding up all of the spin values, the 0’s and 1’s, to produce a bitcount. Each
vector’s bitcount is then stored in an array. The elements of this bitcount array will
function as the target values that our model will try to predict. An example of what this
process would yield for a system of Lin = 3 spin sites or 23 = 8 basis states:
| ↓ ↓ ↓ ⟩ = |0 0 0⟩ = 0
| ↓ ↓ ↑ ⟩ = |0 0 1⟩ = 1
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| ↓ ↑ ↓ ⟩ = |0 1 0⟩ = 1
| ↓ ↑ ↑ ⟩ = |0 1 1⟩ = 2
| ↑ ↓ ↓ ⟩ = |1 0 0⟩ = 1
| ↑ ↓ ↑ ⟩ = |1 0 1⟩ = 2
| ↑ ↑ ↓ ⟩ = |1 1 0⟩ = 2
| ↑ ↑ ↑ ⟩ = |1 1 1⟩ = 3
⇒ target = [0, 1, 1, 2, 1, 2, 2, 3]
The model is then constructed by separating spin sites into three categories; Lin
spins which act as the input sites, Lout spins which output the predictions for the target
values to match the Lin spins, and all the remaining spins act as memory neurons in the
hidden layer of the neural network.

Figure 5
The Lin spins are set and fixed by the application of an external magnetic field hz
component of the Hamiltonian and store the target bitcounts.
for i in range(0,m):
hz = [[10*(2*x[i][j]-1),j] for j in range(Lin)]
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static = [["+-",J],["-+",J],["zz",J],["z",hz]]

The Lout spins are then configured to replicate the target bitcounts of the Lin spins by
︿

encoding the S z measure of the 2Lout possible outputs. Here is where the Hamiltonian is
called and the eigenvalues and eigenvectors are computed.
H_XXZ = hamiltonian(static,dynamic,basis=basis,dtype=np.float64)
# calculate full eigensystem
Eigvalues,V = H_XXZ.eigh()
︿

In order to determine the state of each Lout spin we calculate the expectation of S z acting
on the 2L spins that correspond to the ground state eigenvector,

.
This way the spin ↑ and spin ↓ given by the ± 1/2 at each site corresponding to the
lowest energy state can be compared to the bit value at that site. We then iterate through
︿
each configuration and make this comparison in order to set the S z values in Lout
 .
SZ = [0 for jj in range(Lout)]
for n in range(0, 2**L):
weight = V[0][n]*V[0][n]
for ii in range(L-Lout, L):
test = n & (2**ii)
if test:
SZ[ii-(L-Lout)]+=weight
else:
SZ[ii-(L-Lout)]-=weight

Finally, we can make a short loop over this range to accumulate our predicted bitcounts.
prediction=0
for k in range(Lout):
if SZ[k] > 0:
prediction += 2**k
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Then, we simply use a chi square test to measure how close our predictions are to our
targets:
accumulated_error += (prediction - target[i])**2.

Next, we choose a classifier model that is both effective and appropriate for the dynamics
of our system.

3.

STOCHASTIC SEARCH METHODS
In the case of simple, low dimensional models, analytic methods like computing

derivatives and solving equations can be used to find optimal model parameters. Some
slightly more complicated models, like many common neural networks and maximum
likelihood problems, make use of methods that calculate a local maximum or minimum
or compute some form of gradient descent. However, as the dimensionality and
complexity of a model increase, a variety of search methods are often necessary to find
an acceptable local maximum or minimum. In our case, the search method used is
actually based on an optimization problem addressed in physics that attempts to find the
lowest energy configuration. [13]
Given a number of sites si = 1, 2, ..., L , each with two possible values ↑ or ↓ ,
the optimization problem is to find the configuration of all the sites that minimizes the
cost or energy

.
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One could then propose a greedy algorithm that will randomly select different sites and
assign to them one of these values, iterating through all the possible configurations, and
trying to find the lowest energy. However, this sort of greedy algorithm often proves
insufficient when solving these optimization problems as it is likely to get stuck in some
local minimum rather than finding the global minimum that corresponds to the lowest
energy state. Therefore, we need to find a different method for finding the global
minimum.
In physics, a process known as annealing is used to try to find the lowest energy
of a system. This process of annealing involves the slow and gradual cooling of a
material from a very high temperature to a very low temperature. The motivation behind
this process is that at very high temperatures, the relative orientation of the magnetic
dipoles in a material is highly randomized. As the material is cooled these tiny magnets
will begin to either align or anti-align with one another in such a way that minimizes the
energy distributed among them. The higher the temperature and/or the slower the cooling
schedule the more likely the system will find its global minimum.
The configurations of these systems can be thought of in terms of their
corresponding probabilities. If each configuration is indexed by γ , then its probability is
given by

.
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The exponential term in the numerator is called the Boltzmann factor, and in the
denominator is what’s known as the partition function. The partition function is given by
the sum over all the possible configurations [13]

.
Therefore, the probability of finding the state in energy E γ decays exponentially and the
sum in the denominator is due to the exponential decrease in the number of states with
increasing energy. This equation also shows the dependence of the probability on T.
When T is high, the probability is evenly distributed among all of the possible
configurations and when T is low the probability is concentrated at the lowest-energy
configuration [13]. Though this interpretation works well to describe systems with sites
that are independent of one another, we wish to evaluate systems with a changing
interdependence on site-site connections.
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V: SIMULATED ANNEALING ALGORITHM
1.

SIMULATED ANNEALING
The stochastic search algorithm we choose is called simulated annealing. This

method, much like the description of annealing provided in the last chapter, utilizes
finding the minimum energy of a system through a random probabilistic analysis of the
change in energy with respect to the system’s cooling schedule. The cooling schedule is
determined by the temperature T and is initially set to be high e.g. T ≥ 2 00. We then
assign random values to all the J couplings in order to randomize the states. Next, we
calculate the energy E a in the current state and compare it to the energy E b of a new
state that is found after the J couplings have been assigned new values. If the energy E b
is less than the previous energy E a , we accept the change in state. If the energy is not
less but greater, than we accept the change with a probability that is equal to

,
where

. This acceptance of unfavorable energy has an advantage as it

allows the system to jump out of undesired local minima and continue searching for the
desired global minimum [13].
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Following this step, the temperature is lowered incrementally according to the cooling
rate and the process is repeated. As the temperature decreases so does the probability that
a new energy will be accepted and so the simulation will eventually terminate when the
temperature is either very low or the algorithm reaches its max number of steps. A
detailed visualization of the simulated annealing process can be seen in Figure 6 [13].

Figure 6
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2.

CODE DESCRIPTION

from __future__ import print_function, division
import sys,os
from quspin.operators import hamiltonian # Hamiltonians and operators
from quspin.basis import spin_basis_1d # Hilbert space spin basis
#from scipy import linalg, sparse
import numpy as np # generic math functions
import numpy.random as rn
import matplotlib.pyplot as plt
import matplotlib as mpl

# to plot

L_time=[]
L_count=[]

FIGSIZE = (21, 10) #: Figure size, in inches!
mpl.rcParams['figure.figsize'] = FIGSIZE
for l in range(1, 6):
import time
start = time.time()
L=5+l # system size
Lin = 3
Lout = 2
m = 2**Lin
##### set up Heisenberg Hamiltonian in an external z-field #####
# compute spin-1/2 basis
basis = spin_basis_1d(L,pauli=False)
x=[]
target=[]
#iterates through spin configurations and converts
#each number to its binary representation
def unpackbits(x,num_bits):
xshape = list(x.shape)
x = x.reshape([-1,1])
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to_and = 2**np.arange(num_bits).reshape([1,num_bits])
return (x & to_and).astype(bool).astype(int).reshape(xshape +
[num_bits])
for i in range(0,m):
X = np.array([i], dtype=np.uint16)
X_bits = unpackbits(X, 16)
Y=np.array(X_bits).tolist()
for j in range(len(Y)):
x.append(Y[j])
#iterates through spin configurations and adds up all the bits
for i in range(0,m):
bitcount = 0
for j in range(0, L):
if x[i][j] == 1:
bitcount = bitcount + 1
target.append(i)
target[i] = bitcount
def annealing(cost_function,
acceptance,
temperature,
maxsteps=1000,
debug=True):
 "" Optimize the black-box function 'cost_function' with the
"
simulated annealing algorithm."""
J = [[rn.random(),i,j] for i in range(0, L-1) for j in range(i+1,
L)]
cost = cost_function(J)
states, costs = [J], [cost]
for step in range(maxsteps):
fraction = step / float(maxsteps)
T = temperature(fraction)
new_J=[]
for i in range(len(J)):
new_J.append([J[i][0]+0.5*np.random.randn(),J[i][1],J[i][2]
 ])
new_cost = cost_function(new_J)
if debug: print("Step #{:>2}/{:>2} : T = {:>4.3g}, cost =
{:>4.8g}, \n\t\t new_cost = {:>4.8g} ...\n".format(step, maxsteps, T, cost,
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new_cost))
if acceptance_probability(cost, new_cost, T) > rn.random():
J, cost = new_J, new_cost
states.append(J)
costs.append(cost)
return J, cost_function(J), states, costs
def acceptance_probability(cost, new_cost, temperature):
if new_cost < cost:
return 1
else:
p = np.exp(- (new_cost - cost) / temperature)
return p
return
def temperature(fraction):
""" Example of temperature decreasing as the process goes on."""
return max(0.01, 100*min(1, (1 - fraction)))
def cost_function(J):
accumulated_error = 0.0
pred = []
for i in range(0,m):
hz = [[10*(2*x[i][j]-1),j] for j in range(Lin)]
static = [["+-",J],["-+",J],["zz",J],["z",hz]]
dynamic = []
H_XXZ =
hamiltonian(static,dynamic,basis=basis,dtype=np.float64)
# calculate full eigensystem
Eigvalues,V = H_XXZ.eigh()
SZ = [0 for jj in range(Lout)]
for n in range(0, 2**L):
weight = V[0][n]*V[0][n]
for ii in range(L-Lout, L):
test = n & (2**ii)
if test:
SZ[ii-(L-Lout)]+=weight
else:
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SZ[ii-(L-Lout)]-=weight
prediction=0
for k in range(Lout):
if SZ[k] > 0:
prediction += 2**k
print(target[i], prediction)
accumulated_error += (prediction - target[i])**2
if accumulated_error == 0:
pred.append(prediction)
f= open("pred_bitcount.txt","w+")
for i in range(len(pred)):
f.write(str(pred[i]))
f.write('\n')
f.close()
return accumulated_error
J, cost, states, costs = annealing(cost_function,
acceptance_probability, temperature, maxsteps=30, debug=True)
predicted_bitcount = open('pred_bitcount.txt', 'r')
pr_bit = predicted_bitcount.read()
pr_bit=pr_bit.replace(" ", ",")
pr_bit=pr_bit.split("\n")
pred_bit = []
for index in range(0, len(pr_bit)-1):
pred_bit.append(int(pr_bit[index]))
end = time.time()
time = end - start
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if l == 1:
cost_1 = costs
pred_1 = pred_bit
time_1 = time
L_time.append(time_1)
L_count.append(L)
elif l == 2:
cost_2 = costs
pred_2 = pred_bit
time_2 = time
L_time.append(time_2)
L_count.append(L)
elif l == 3:
cost_3 = costs
pred_3 = pred_bit
time_3 = time
L_time.append(time_3)
L_count.append(L)
elif l == 4:
cost_4 = costs
pred_4 = pred_bit
time_4 = time
L_time.append(time_4)
L_count.append(L)
elif l == 5:
cost_5 = costs
pred_5 = pred_bit
time_5 = time
L_time.append(time_5)
L_count.append(L)
else:
pass
def see_annealing(cost_1, cost_2, cost_3, cost_4, cost_5, L_time, L_count):
plt.figure()
plt.suptitle("Evolution of costs and accuracy of bitcount predictions")
plt.subplot(221)
plt.plot(cost_1, 'r', cost_2, 'g', cost_3, 'b', cost_4, 'y', cost_5,
'm')
plt.xlabel('Steps')
plt.ylabel('Costs')
plt.title("Evolution of Costs")
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plt.legend(('L=6 at T=800', 'L=7 at T=800',
'L=8 at T=800','L=9 at T=800', 'L=10 at T=800'), loc='upper
right')
plt.subplot(122)
plt.plot(L_count, L_time)
plt.xlabel('System Size (L)')
plt.ylabel('Runtime (s)')
plt.title('Computational Expense with L')
plt.show()
plt.subplot(223)
plt.plot(pred_1, 'r', pred_2, 'g', pred_3, 'b', pred_4, 'y', pred_5,
'm', target, 'o')
plt.xlabel('Steps')
plt.ylabel('Bitcount')
plt.title("Bitcount Prediction Accuracy")
plt.legend(('predicted for L=6', 'predicted for L=7', 'predicted for
L=8', 'predicted for L=9',
'predicted for L=10','actual for all T'), loc='upper left')
plt.show()
see_annealing(cost_1, cost_2, cost_3, cost_4, cost_5, L_time, L_count)
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3.

PLOT RESULTS

Plot for L = 8, Lin = 3, Lout = 2
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Plot for L=9, Lin=5, Lout=3
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Plot for L=6-10, Lin=3, Lout=2 at T=800
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VI: CONCLUSION
The goal of this research was to show that a Heisenberg Hamiltonian spin ½
system could be encoded as binary information and then used in a machine learning
model like a neural network. The model created was based on a stochastic simulated
annealing that used a probabilistic determination of favorable versus unfavorable
configurations of various energies calculated by repeatedly applying the Hamiltonian to
the system. The simulated annealing algorithm was tested against target bitcounts
representing different spin configurations of the system and the results showed how well
the model was able to predict those target values. Continuation of this work could then be
in further exploration of training stochastic search models and other forms of neural
networks to make predictions with the aid of Exact Diagonalization techniques and/or
other quantum many-body computational methods like Density Matrix Renormalization
Group (DMRG) or Quantum Monte Carlo (QMC).
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