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Abstract—It is shown that signal energy is the only available
degree-of-freedom (DOF) for fiber-optic transmission as the input
power tends to infinity. With n signal DOFs at the input, n´ 1
DOFs are asymptotically lost to signal-noise interactions. The
main observation is that, nonlinearity introduces a multiplicative
noise in the channel, similar to fading in wireless channels. The
channel is viewed in the spherical coordinate system, where signal
vector
¯
X P Cn is represented in terms of its norm |
¯
X| and
direction ˆ
¯
X . The multiplicative noise causes signal direction ˆ
¯
X
to vary randomly on the surface of the unit p2n ´ 1q-sphere in
Cn, in such a way that the effective area of the support of ˆ
¯
X
does not vanish as |
¯
X| Ñ 8. On the other hand, the surface
area of the sphere is finite, so that ˆ
¯
X carries finite information.
This observation is used to show several results. Firstly, let
CpPq be the capacity of a discrete-time periodic model of the
optical fiber with distributed noise and frequency-dependent loss,
as a function of the average input power P . It is shown that
asymptotically as P Ñ 8, C “ 1
n
log
`
logP˘` c, where n is the
dimension of the input signal space and c is a bounded number.
In particular, limPÑ8 CpPq “ 8 in finite-dimensional periodic
models. Secondly, it is shown that capacity saturates to a constant
in infinite-dimensional models where n “ 8. An expression
is provided for the constant c, by showing that, as the input
|
¯
X| Ñ 8, the action of the discrete periodic stochastic nonlinear
Schro¨dinger equation tends to multiplication by a random matrix
(with fixed distribution, independent of input). Thus, perhaps
counter-intuitively, noise simplifies the nonlinear channel at high
powers to a linear multiple-input multiple-output fading channel.
As P Ñ 8 signal-noise interactions gradually reduce the slope
of the CpPq, to a point where increasing the input power returns
diminishing gains. Nonlinear frequency-division multiplexing can
be applied to approach capacity in optical networks, where linear
multiplexing achieves low rates at high powers.
I. INTRODUCTION
Several decades since the introduction of the optical fiber,
channel capacity at high powers remains a vexing conundrum.
Existing achievable rates saturate at high powers because of
linear multiplexing and treating the resulting interference as
noise in network environments [1]–[3]. Furthermore, it is
difficult to estimate the capacity via numerical simulations,
because channel has memory.
Multi-user communication problem for (an ideal model of)
optical fiber can be reduced to single-user problem using the
nonlinear frequency-division multiplexing (NFDM) [1], [3].
This addresses deterministic distortions, such as inter-channel
and inter-symbol interference (signal-signal interactions). The
problem is then reduced to finding the capacity of the point-
to-point optical fiber set by noise.
There are two effects in fiber that impact Shannon capac-
ity in point-to-point channels. (1) Phase noise. Nonlinearity
transforms additive noise to phase noise in the channel. As
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the amplitude of the input signal tends to infinity, the phase
of the output signal tends to a uniform random variable
in the zero-dispersion channel [4, Section IV]. As a result,
phase carries finite information in the non-dispersive fiber.
(2) Multiplicative noise. Dispersion converts phase noise to
amplitude noise, introducing an effect which at high powers
is similar to fading in wireless channels. Importantly, the
conditional entropy grows strongly with input signal.
In this paper, we study the asymptotic capacity of a discrete-
time periodic model of the optical fiber as the input power
tends to infinity. The role of the nonlinearity in point-to-point
discrete channels pertains to signal-noise interactions, captured
by the conditional entropy.
The main result is the following theorem, describing
capacity-cost function in models with constant and non-
constant loss; see Definition 1.
Theorem 1. Consider the discrete-time periodic model of
the NLS channel (2) described in Section III, with non-zero
dispersion. Capacity is asymptotically
CpPq “
#
1
n logplogPq ` c, non-constant loss,
1
2n logP ` c, constant loss,
where n is dimension of the input signal space, P Ñ 8
is the average input signal power and c ∆“ cpn,Pq ă 8.
In particular, lim
PÑ8 CpPq “ 8 in finite-dimensional models.
Intensity modulation and direct detection (photon counting) is
nearly capacity-achieving in the limit P Ñ8, where capacity
is dominated by the first terms in CpPq expressions.
From the Theorem 1 and [4, Theorem 1], the asymptotic
capacity of the dispersive fiber is much smaller than the
asymptotic capacity of (the discrete-time model of) the zero-
dispersion fiber, which is 12 logP ` c, c ă 8. Dispersion
reduces the capacity, by increasing the conditional entropy.
With n DOFs at the input, n´1 DOFs are asymptotically lost
to signal-noise interactions, leaving signal energy as the only
useful DOF for transmission.
There are a finite number of DOFs in all computer sim-
ulations and physical systems. However, as a mathematical
problem, the following Corollary holds true.
Corollary 1. Capacity saturates to a constant c ă 8
in infinite-dimensional models, including the continuous-time
model.
The power level where signal-noise interactions begin to
appreciably impact the slope of the CpPq is not determined in
this paper. Numerical simulations indicate that the conditional
entropy does not increase with input in the nonlinear Fourier
domain, for a range of power larger than the optimal power
in wavelength-division multiplexing [5, Fig. 9 (a)]. In this
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2regime, signal-noise interactions are weak and the capacity
is dominated by the (large) number c in the Theorem 1. A
numerical estimation of the capacity of the point-to-point fiber
at input powers higher than those in Fig. 3 should reveal
the impact of the signal-dependent noise on the asymptotic
capacity.
The contributions of the paper are presented as follows.
The continuous-time model is discretized in Section III. The
main ingredient is a modification of the split-step Fourier
method (SSFM) that shows noise influence more directly
compared with the standard SSFM. A unit is defined in the
modified SSFM (MSSFM) model that plays an important role
throughout the paper. The MSSFM and units simplify the
information-theoretic analysis.
Theorem 1 and Corollary 1 are proved in Section IV. The
main ingredient here is an appropriate partitioning of the
DOFs in a suitable coordinate system, and the proof that the
achievable rate of one group of DOFs is bounded in input. No
assumption is made on input power in this first proof.
Theorem 1 is proved again in Section V by considering
the limit P Ñ 8, which adds further intuition. Firstly,
it is shown that, as the input |
¯
X| Ñ 8, the action of
the discrete periodic stochastic nonlinear Schro¨dinger (NLS)
equation tends to multiplication by a random matrix (with
fixed probability distribution function (PDF), independent of
the input). As a result, perhaps counter-intuitively, as |
¯
X| Ñ 8
noise simplifies the nonlinear channel to a linear multiple-
input multiple-output (non-coherent) fading channel. Secondly,
the asymptotic capacity is computed, without calculating the
conditional PDF of the channel, entropies, or solving the
capacity optimization problem. Because of the multiplicative
noise, the asymptotic rate depends only on the knowledge
that whether channel random operator has any deterministic
component. The conditional PDF merely modifies the bounded
number c in the Theorem 1.
Note that we do not apply local analysis based on perturba-
tion theories (valid in the low power regime). The proof of the
Theorem 1, e.g., the asymptotic loss of DOFs, is based on a
global analysis valid for any signal and noise; see Section IV.
II. NOTATION AND PRELIMINARIES
The notation in this paper is motivated by [6]. Upper-
and lower-case letters represent scalar random variables and
their realizations, e.g., X and x. The same rule is applied to
vectors, which are distinguished using underline, e.g.,
¯
X for a
random vector and
¯
x for a deterministic vector. Deterministic
matrices are shown by upper-case letter with a special font,
e.g., R “ prijq. Random matrices are denoted by upper-case
letters with another special font, e.g., M “ pMijq. Important
scalars are distinguished with calligraphic font, e.g., P for
power and C for capacity. The field of real and complex
numbers is respectively R and C.
A sequence of numbers X1, ¨ ¨ ¨ , Xn is sometimes abbre-
viated as Xn, X0 “ H. A zero-mean circularly-symmetric
complex Gaussian random vector with covariance matrix K is
indicated by NCp0,Kq. Uniform distribution on interval ra, bq
is designated as Upa, bq.
Throughout the paper, the asymptotic equivalence CpPq „
fpPq, often abbreviated by saying “asymptotically,” means
that limPÑ8 CpPq{fpPq “ 1. Letter c ∆“ cpn,Pq is re-
served to denote a real number bounded in n and P . A
sequence of independent and identically distributed (i.i.d.)
random variables Xn drawn from the PDF pXpxq is presented
as Xn „ i.i.d. pXpxq. The identity matrix with size n is In.
The Euclidean norm of a vector
¯
x P Cn is
|x| “ `|x1|2 ` ¨ ¨ ¨ ` |xn|2˘ 12 .
This gives rise to an induced norm |M| for matrix M. We use
the spherical coordinate system in the paper. Here, a vector
¯
x P Cn is represented by its norm |
¯
x| and direction ˆ
¯
x “
¯
x{ |
¯
x| (with convention ˆ
¯
x “ 0 if
¯
x “ 0). The direction can be
described by m “ 2n´ 1 angles.
When direction is random, its entropy can be measured with
respect to the spherical measure σmpAq, A Ď Sm, where Sm
is the m´sphere
Sm “  ˆ
¯
x P Rm`1 : |ˆ
¯
x| “ 1( .
It is shown in the Appendix A that the differential entropy
with respect to the Lebesgue and spherical measures, denoted
respectively by hp ˆ
¯
Xq and hσp ˆ
¯
Xq, are related as
hp
¯
Xq “ hp|
¯
X|q ` hσp ˆ
¯
X| |
¯
X|q `mE log |X|. (1)
The entropy power of a random direction ˆ
¯
X P Cn is
Vp ˆ
¯
Xq “ 1
2pie
exp
` 2
m
hσp ˆ
¯
Xq˘.
It represents the effective area of the support of ˆ
¯
X on Sm.
III. THE MODIFIED SPLIT-STEP FOURIER METHOD
Signal propagation in optical fiber is described by the
stochastic nonlinear Schro¨dinger (NLS) equation [1, Eq. 2]
BQ
Bz “ LLpQq ` LN pQq `Npt, zq, (2)
where Qpt, zq is the complex envelope of the signal as a
function of time t P R and space z P R` and Npt, zq is
zero-mean circularly-symmetric complex Gaussian noise with
E
`
Npt, zqN˚pt1, z1q˘ “ σ2δWpt´ t1qδpz ´ z1q,
where δWpxq ∆“ 2W sincp2Wxq, sincpxq ∆“ sinppixq{ppixq,
and W is noise bandwidth. The operator LL represents linear
effects
LLpQq “
8ÿ
k“0
jk`1
βk
k!
BkQ
Btk ´
1
2
αrpt, zq˙Qpt, zq, (3)
where βk are dispersion coefficients, ˙ is convolution and αr
is the residual fiber loss. The operator LN pQq “ jγ|Q|2Q
represents Kerr nonlinearity, where γ is the nonlinearity pa-
rameter. The average power of the transmit signal is
P “ lim
TÑ8E
1
T
T {2ż
´T {2
|Qpt, 0q|2dt. (4)
3Definition 1 (Loss Models). The residual loss in (3) accounts
for uncompensated loss and non-flat gain of the Raman ampli-
fication in distance and is generally frequency dependent. The
constant loss model refers to the case where αrpt, zq is con-
stant in the frequency f , i.e., αˆrpf, zq “ Fpαpt, zqq ∆“ αrpzq,
where F is the Fourier transform with respect to t. In realistic
systems, however, loss varies over frequency, polarization or
spatial models. This is the non-constant loss model. Channel
filters act similar to a non-constant loss function.
We discretize (2) in space and time. Divide a fiber of length
L into a cascade of a large number m Ñ 8 of pieces of
discrete fiber segments of length  “ L{m [4, Section III. A].
A small segment can be discretized in time and modeled in
several ways. An appropriate approach is given by the split-
step Fourier method (SSFM).
The standard SSFM splits the deterministic NLS equation
into linear and nonlinear parts. In applying SSFM to the
stochastic NLS equation, typically noise is added to the signal.
We introduce a modified split-step Fourier method where,
instead of noise addition, the nonlinear part of (2) is solved
in the presence of noise analytically.
In the linear step, (2) is solved with LN ` N “ 0. In
the discrete-time model, linear step in a segment of length 
consists of multiplying a vector
¯
X P Cn by the dispersion-loss
matrix R “ prklq. In the constant loss model, R “ e´ 12αrU,
where U is a unitary matrix. In the absence of loss, R is unitary.
The values of rkl depend on the dispersion coefficients,  and
n. In general, all entries of R are non-zero, although in a small
segment, the off-diagonal elements can be very small.
Assumption 1. Matrix R is fully dispersive, i.e., rkl ‰ 0, for
all k, l.
In the nonlinear step, (2) is solved with LL “ 0 resulting
in [7, Eq. 12], [4, Eq. 30]:
Qpt, zq “ pQpt, 0q `W pt, zqq ejΘpt,zq, (5)
in which
Θpt, zq “ γ
zż
0
ˇˇˇ
Qpt, 0q `W pt, lq
ˇˇˇ2
dl,
where W pt, zq “ şz
0
Npt, lqdl is Wiener process. The modified
nonlinear step in the MSSFM is obtained by discretizing (5).
Divide a small segment 0 ď z ď  into L sub-segments of
length µ “ {L. Define Φ : Cˆ Cn ÞÑ r0,8q as
ΦpX,
¯
Nq “ γµ |X `N1|2 ` γµ|X `N1 `N2|2loooooooooooooooooooomoooooooooooooooooooon
signal-noise interactions, unknown
` ¨ ¨ ¨
`γµ |X `N1 ` ¨ ¨ ¨ `NL|2looooooooooooomooooooooooooon
conditionally known
, (6)
where Nk „ i.i.d. NCp0,D{Lq, D “ σ2W{n. The nonlinear
step in a segment of length  maps vector
¯
X P Cn to vector
¯
Y P Cn, according to
Yk “ pXk `Nk1 ` ¨ ¨ ¨ `NkLq ejΘpXk,¯Nkq, (7)
where
¯
Nk “ pNk1, ¨ ¨ ¨ , NkLqT , Nki „ i.i.d. NCp0,D{Lq.
The nonlinear step is a deterministic phase change in the
SSFM. In this form, nonlinearity is entropy-preserving and
does not interact with noise immediately [8, Lemma 2–3]
— unless several steps in the SSFM are considered, which
complicates the analysis. In the MSSFM, noise is introduced
in a distributed manner within each nonlinear step. This shows
noise influence more directly.
Note that, conditioned on |Yk|, the last term in (6) is known.
Other terms in (6) represent signal-noise interactions. They
are conditionally unknown and are responsible for capacity
limitation.
The MSSFM model for a fiber of length L consists of the
cascade of linear and modified nonlinear steps (without noise
addition between them).
Definition 2 (Unit). A unit in the MSSFM model is defined
as the cascade of three segments of length : A modified
nonlinear step
¯
X ÞÑ
¯
U , followed by a linear step
¯
U ÞÑ
¯
V ,
followed by another modified nonlinear step
¯
V ÞÑ
¯
Y ; see
Fig. 1. A unit of length 3 is the smallest piece of fiber whose
capacity behaves qualitatively similar to the capacity of the
full model with length L.
In the Appendix B it is shown that the input output relation
¯
X ÞÑ
¯
Y in one unit is given by
¯
Y “M
¯
X `
¯
Z, (8)
where M ∆“Mp
¯
X,N1,N2q is a random matrix with entries
Mkl “ rklejΦk`jΨl , (9)
in which
Ψl “ ΘpXl,
¯
N1l q, Φk “ ΘpVk, ¯N
2
k q.
Here N1 “ p
¯
N11 , ¨ ¨ ¨ , ¯N
1
nqT and N2 “ p¯N
2
1 , ¨ ¨ ¨ , ¯N
2
nqT are
n ˆ L Gaussian ensembles with i.i.d. entries drawn from
NCp0,D{Lq, independent of any other random variable. The
additive noise
¯
Z
∆“
¯
Zp
¯
X,N1,N2q is in general non-Gaussian
but bounded in |
¯
X|; see (55). Finally, vector
¯
V is the output
of the linear step in Fig. 1.
The input output relation
¯
X ÞÑ
¯
Y in a fiber of length L is
obtained by composing m¯ “ m{2 blocks
¯
Yk “ R
`
Mk
¯
Xk `
¯
Zk
˘
:
¯
Y pkq “M`k˘
¯
Xpkq `
¯
Zpkq, (10)
where k “ 1, 2, ¨ ¨ ¨ , is the transmission index, t
¯
Zpkquk is an
i.i.d. stochastic process, and
Mpkq “
m¯ź
k“1
RMk,
¯
Zpkq “ R
¯
Zm¯ `
m¯´1ÿ
k“1
´ m¯ź
l“k`1
RMl
¯
R
¯
Zk. (11)
The power constraint (4) is discretized to P “ 1nE ‖¯X‖
2 in
the discrete-time model.
Remark 1 (Bandwidth Assumption). Bandwidth, spectral
broadening and spectral efficiency in the continuous-time
model are discussed in Section IV-A.
Remark 2 (Nonlinearity). Note that Mp
¯
X,N1,N2q is a non-
linear random operator. Particularly, it depends on input.
4X1
Xn
U1
Un
V1
Vn
Y1
Yn
Uk = (Xk +
∑
l
N1kl)e
jΨk Yk = (Vk +
∑
l
N2kl)e
jΦk
V = RU
Fig. 1. One unit in the MSSFM.
Remark 3 (Signal Dimension). Dimension of the input space
is n. To approximate the continuous-time model, n Ñ 8.
However, we let n be arbitrary, e.g., n “ 5. Dimension should
not be confused with codeword length that tends to infinity.
IV. PROOF OF THE THEOREM 1
We first illustrate the main ideas of the proof via elementary
examples.
Consider the additive white Gaussian noise (AWGN) chan-
nel Y “ X ` Z, where X P C is input, Y P C is output
and Z „ NCp0, 1q is noise. Applying chain rule to the mutual
information
IpX;Y q “ IpX; |Y |q ` IpX;=Y | |Y |q,
where = denotes phase. The amplitude channel X ÞÑ |Y | is
|Y | « |X| ` Zr,
where Zr „ NC
`
0, 12
˘
and |X| " 1. It asymptotically
contributes
IpX; |Y |q Ñ 1
2
logP ` c
to the capacity.
Phase, on the other hand, is supported on the finite interval
r0, 2piq. The only way that the contribution of the phase to
the capacity could tend to infinity is that, phase noise tends to
zero on the circle as |X| Ñ 8. Indeed,
=Y “ =X ` tan´1
ˆ
Zi
|X| ` Zr
˙
« =X ` Zi|X| ,
where Zr, Zi „ i.i.d. NC
`
0, 12
˘
. The output entropy is clearly
bounded, hp=Y | |Y |q ď log 2pi. However,
hp=Y |X, |Y |q “ hpZiq ´ E log |X|
Ñ ´1
2
logP ` c, as P Ñ8. (12)
Note that the differential entropy can be negative. The contri-
bution of the phase to the mutual information is
IpX;=Y | |Y |q Ñ 1
2
logP ` c1.
Condition (12) implies Vp=Y |X, |Y |q Ñ 0, i.e., the effective
phase noise on the unit circle asymptotically vanishes.
Now consider the fading channel Y “ MX ` Z, where
X P C is input, Y P C is output and M,Z „ i.i.d. NCp0, 1q.
To prepare for generalization to optical channel, we represent
a complex scalar X as
¯
X “ p<X,=XqT . Thus
¯
Y “M
¯
X`
¯
Z,
where
M “
ˆ
Mr ´Mi
Mi Mr
˙
,
¯
Z “
ˆ
Zr
Zi
˙
,
in which Mr,i, Zr,i „ i.i.d. NC
`
0, 12
˘
. As |
¯
X| Ñ 8,
¯
Y «
M
¯
X , ˆ
¯
Y «M ˆ
¯
X{ˇˇM ˆ
¯
X
ˇˇ
, and randomness in ˆ
¯
Y does not vanish
with |X|. Formally,
hσp ˆ
¯
Y |
¯
X, |
¯
Y |q “ hσp ˆ
¯
Y
ˇˇ
M´1
¯
Y, |
¯
Y |q
“ hσp ˆ
¯
Y |M´1 ˆ
¯
Y , |
¯
Y |q
ą ´8, (13)
where (13) follows because
¯
a “ M´1 ˆ
¯
Y does not determine
ˆ
¯
Y for random M: There are four random variables Mr,i and
ˆ
¯
Y 1,2 for three equations M´1 ˆ¯
Y “
¯
a and | ˆ
¯
Y | “ 1. As a
result, Ip
¯
X; ˆ
¯
Y | |
¯
Y |q ă 8, and |
¯
Y | is the only useful DOF
at high powers, in the sense that its contribution Ip
¯
X; |
¯
Y |q to
the mutual information Ip
¯
X;
¯
Y q tends to infinity with |
¯
X|.
The zero-dispersion optical fiber channel (5) is similar to
the fading channel at high powers. The trivial condition
hpΘp., zq
ˇˇˇ
Qp., 0q, |Qp., zq|q ą ´8, @Qp., 0q,
is sufficient to prove that the capacity of (5) is asymptotically
the capacity of the amplitude channel, namely 12 logP ` c.
The intuition from the AWGN, fading and zero-dispersion
channels suggests to look at the dispersive optical channel in
the spherical coordinate system. The mutual information can
be decomposed using the chain rule
IpQp0q;Qpzqq “ Ip|Qp0q| ;Qpzqq ` IpQˆp0q;Qpzq| |Qp0q|q
“ Ip|Qp0q| ; |Qpzq|q ` Ip|Qp0q| ; Qˆpzqˇˇ |Qpzq|q
`IpQˆp0q;Qpzq| |Qp0q|q, (14)
where we dropped time index in Qpt, zq.
The first term in (14) is the rate of a single-input single-
output channel which can be computed in the asymptotic limit
as follows. Let
¯
X and
¯
Y represent discretizations of the input
Qp0, .q and output Qpz, .q. Consider first the lossless model.
In this case, M is unitary and from (10), (11) and (55)
|
¯
Y |2 “ |M
¯
X `
¯
Z|2
“ ˇˇ
¯
X `M:
¯
Z
ˇˇ2
“ |
¯
X `
¯
Z|2 , (15)
where M: is the adjoint (nonlinear) operator and (15) fol-
lows because
¯
Z and M:
¯
Z are identically distributed when
¯
Z „ NCp0,mDInq; see Appendix B. Thus |
¯
Y |2{pmDq is
a non-central chi-square random variable with 2n degrees-
of-freedom and parameter |
¯
x|2 {pmDq. The non-central chi-
square conditional PDF pp|¯y|2||
¯
x|2q can be approximated at
large |
¯
x|2 using the Gaussian PDF, giving the asymptotic rate
Ip|
¯
X| ; |
¯
Y |q Ñ 1
2
logP ` c. (16)
The bounded number c can be computed using the exact PDF.
5The case αrpzq ‰ 0 is similar to the lossless case. HereM “
e´ 12αrLU, where U is a random unitary operator. Thus, M: “
e´ 12αrLU:; furthermore |M| “ e´ 12αrL is deterministic. The
loss simply influences the signal power, modifying constant c
in (16).
In the non-constant loss model, loss interacts with nonlin-
earity, dispersion and noise. Here, |M| is a random variable,
and
|
¯
Y | “ |
¯
X| |M|
ˇˇˇ
Mˆ ˆ
¯
X ` ¯Z|M| |
¯
X|
ˇˇˇ
, (17)
where Mˆ “M{ |M|. Taking logarithm
log |
¯
Y | “ log |
¯
X| ` log |M| ` log
ˇˇˇ
Mˆ ˆ
¯
X ` ¯Z|M| |
¯
X|
ˇˇˇ
. (18)
Applying Lemma 3, we can assume |X| ą x0 for a suitable
x0 ą 0 without changing the asymptotic capacity. The last
term in (18) is a bounded real random variable because
sup
|ˆ
¯
x|“1,|Mˆ|“1
E
ˇˇˇ
Mˆˆ
¯
x` ¯Z|M| |
¯
X|
ˇˇˇ2 ă 8.
Thus, the logarithm transforms the channel (17) with multi-
plicative noise |M| to the channel (18) with additive bounded
noise. The asymptotic capacity, independent of the PDF of
|M|, is
Ip|
¯
X| ; |
¯
Y |q Ñ 1
2
log E plogp|X|qq2 ` c
“ log logP ` c1.
The last two terms in (14) are upper bounded in one unit
of the MSSFM using the data processing inequality
I
´
Qˆp0q;Qpzqˇˇ|Qp0q|¯ ď I ´Qˆp0q;Qp3qˇˇ|Qp0q|¯ , (19)
I
´
|Qp0q| ; Qˆpzqˇˇ|Qpzq|¯ ď I ´|Qp0q| ; Qˆp3qˇˇ|Qp3q|¯ . (20)
We prove that the upper bounds in (19)–(20) do not scale with
input |Qp0q|.
Let
¯
X,
¯
Y P Cn denote discretization of Qp0, tq and Qp3, tq.
Lemma 2. In one unit of the MSSFM
sup
|
¯
x|
1
n
Ip ˆ
¯
X;
¯
Y
ˇˇ |
¯
x|q ă 8, (21a)
sup
|¯y|
1
n
Ip|
¯
X| ; ˆ
¯
Y
ˇˇ ˇˇ¯
y
ˇˇq ă 8. (21b)
Proof: Consider first the lossless model, where M is a
unitary operator. From Lemma 3, as |
¯
x| Ñ 8, the additive
noise in (8) can be ignored. Thus
¯
Y “ |
¯
Y | ˆ
¯
Y « |
¯
X| ˆ
¯
Y . To
prove (21a),
Ip ˆ
¯
X;
¯
Y
ˇˇ |
¯
x|q “ Ip ˆ
¯
X; |
¯
X| ˆ
¯
Y
ˇˇ |
¯
x|q
paq“ Ip ˆ
¯
X; ˆ
¯
Y
ˇˇ |
¯
x|q
“ hσp ˆ
¯
Y
ˇˇ |
¯
x|q ´ hσp ˆ
¯
Y
ˇˇ
ˆ
¯
X, |
¯
x|q.
Step paq follows from the identity
Ip
¯
X;Z
¯
Y |Zq “ Ip
¯
X;
¯
Y |Zq, Z ‰ 0. (22)
z
y
x
Fig. 2. The area on the surface of the unit sphere, representing VpYˆ q, does
not vanish as |x| Ñ 8.
We measure the entropy of Yˆ with respect to the spherical
probability measure σm, m “ 2n ´ 1, on the surface of the
unit sphere Sm. From the maximum entropy theorem (MET)
for distributions with compact support,
1
n
hσp ˆ
¯
Y | |
¯
x|q ď 1
n
logAn,
where An “ 2pin{Γpnq is the surface area of Sm, in which
Γpnq is the gamma function.
We next show that the conditional entropy hσp ˆ
¯
Y | ˆ
¯
X, |
¯
x|q
does not tend to ´8 with |
¯
x|. The volume of the spherical
sector in Fig. 2 vanishes if and only if the corresponding area
on the surface of the sphere vanishes. This can be formalized
using identity (1). Let
¯
W “ U ˆ
¯
Y , where U „ Up0, 1q
independent of
¯
X and
¯
Y . From (1)
hσpYˆ | ˆ
¯
X, |
¯
x|q “ hp
¯
W | ˆ
¯
X, |
¯
x|q ´ hpUq ´mE logU. (23)
Applying chain rule to the differential entropy
hp
¯
W |.q “
nÿ
k“1
hpWk|W k´1, .q
“
nÿ
k“1
hp=Wk,
ˇˇ
W k´1, .q (24a)
`
nÿ
k“1
hp|Wk|
ˇˇ
W k´1,=Wk, .q, (24b)
where entropy is conditioned on |
¯
x| and ˆ
¯
X .
For the phase entropies in (24a), note that, from (8)–(9),
=Wk “ =Yk contains random variable Φk with finite entropy,
which does not appear in W k´1. Formally,
=Wk “ Φk ` F pΨn, ˆ
¯
xq,
for some function F , which can be determined from (8)–(9).
Thus
h
`
=Wk
ˇˇ
W k´1, .
˘ “ h `Φk ` F pΨn, ˆ
¯
xqˇˇW k´1, .˘
paqě h `Φk ` F pΨn, ˆ
¯
xqqˇˇW k´1,Φk´1,Ψn, U, .˘
pbq“ h `Φk ` F pΨn, ˆ
¯
xqqˇˇΦk´1,Ψn, U, .˘
pcq“ hpΦk
ˇˇ
Φk´1,Ψn, .q
ą ´8. (25)
Step paq follows from the rule that conditioning reduces
the entropy. Step pbq holds because W k´1 is a function of
6tΦk´1,Ψn, Uu. Step pcq follows because tΨn, .u determines
F pΨn, ˆ
¯
xq.
For the amplitude entropies in (24b), we explain the argu-
ment for n “ 3:
Wk “ UejΦk
´
rk1xˆ1e
jΨ1 ` rk2xˆ2ejΨ2 ` rk3xˆ3ejΨ3
¯
, (26)
where 1 ď k ď 3. Noise addition in (8) implies PrpXˆk “
0q “ 0, @k; we thus assume xˆk ‰ 0 for all k. It is clear that
hp|W1|q ą ´8.
There are 5 random variables U , Φ1, Ψ1,2,3 for two ampli-
tude and phase relations in the W1 equation in (26). Given W1
and =W2, there are 6 random variables and three equations.
One could, for instance, express Ψ1,2,3 in terms of U and Φ1,2.
This leaves free at least U in |W2|, giving
hp|W2|
ˇˇ
W1,=W2, .q ě hpUq ` c
ą ´8.
The last equation for W3 adds one random variable Φ3 and
one equation for =W3. Together with the equation for |W2|,
the number of free random variables, defined as the number
of all random variables minus the number of equations, is 2;
thus
hp|W3|
ˇˇ
W1,W2,=W3, .q ą ´8.
In a similar way, in general, there are n ` k ` 1 random
variables in W k and 2k ´ 1 equations in pW k´1,=Wkq,
resulting in n´ k ` 2 ě 2 free random variables. Thus
hp|Wk|
ˇˇ
W k´1,=Wkq ą ´8, 1 ď k ď n. (27)
Substituting (25) and (27) into (24a)–(24b), we obtain
hp
¯
W |.q ą ´8. Finally, from (23)
hσpYˆ | ˆ
¯
X, |
¯
x|q ą ´8. (28)
The proof for lossy models, and (21b), is similar. Loss
changes matrix R, which has no influence on our approach
to proving the boundedness of terms in (21a)–(21b).
The essence of the above proof is that, as |
¯
x| Ñ 8, the
additive noise in (8) gets smaller relative to the signal, but
phase noise (and thus randomness in M) does not decrease
with |
¯
x|. Furthermore, M has enough randomness, owing to
the mixing effect of the dispersion, so that all 2n ´ 1 angles
representing signal direction in the spherical coordinate system
are random variables that do not vanish with |
¯
x|.
Remark 4. For some special cases of the dispersion-loss matrix
R, it is possible to obtain deterministic components in ˆ
¯
Y as
|
¯
x| Ñ 8. These are cases where mixing does not fully occur,
e.g., R “ In. In the MSSFM, however, R is arbitrary, due to,
e.g., step size .
A. Proof of the Corollary 1
We fix the power constraint and let nÑ8 in the definition
of the capacity. The logarithmic terms depending on P in the
Theorem 1 approach zero, so that C ă 8.
Consider now the continuous-time model (2). We discretize
the channel in the frequency domain, according to the ap-
proach in [8]. As the time duration T Ñ8 in [8, Section II],
we obtain a discrete-time model with infinite number of DOFs
(Fourier modes) in any frequency interval at z “ 0. Therefore,
C ă 8 in the corresponding discrete-time periodic model.
It is shown in [4, Section VIII] that, because of the spectral
broadening, the capacity of the continuous-time model Cc can
be strictly lower than the capacity of the discrete-time model
Cd. Since Cc ď Cd, and Cd ă 8, we obtain Cc ă 8.
We do not quantify constant c1 in the continuous-time
model, which can be much lower than the constant c in the
discrete-time model, due to spectral broadening (potentially,
c1p8,8q “ 0). A crude estimate, based on the Carson
bandwidth rule, is given in [4, Section VIII] for the zero-
dispersion channel.
To summarize, SE is bounded in input power in the
continuous-time model with n “ 8 (with or without filtering).
The extent of the data rate loss due to the spectral broadening
(c1 versus c) remains an open problem.
V. RANDOM MATRIX MODEL AND THE ASYMPTOTIC
CAPACITY
In this section it is shown that, as |
¯
X| Ñ 8, the action
of the discrete-time periodic stochastic NLS equation tends
to multiplication by a random matrix (with fixed PDF, in-
dependent of the input). Noise simplifies the NLS channel
to a linear multiple-input multiple-output non-coherent fading
channel. This section also proves Theorems 1 in an alternative
intuitive way.
The approach is based on the following steps.
Step 1) In Section V-A, the input signal space is partitioned
into a bounded region R´ and its complement R`. It is shown
that the overall rate is the interpolation of rates achievable
using signals in R˘. Lemma 4 is proved, showing that the
contribution of R´ to the mutual information is bounded.
Suitable regions R˘ are chosen for the subsequent use.
Step 2) In Section V-B, it is shown that for all qpt, 0q P R`,
the nonlinear operator LN “ jγ|Q|2Q is multiplication by a
uniform phase random variable, i.e.,
LN pQq “ jΘpt, zqQ, @t, z,
where1Θpt, zq „ i.i.d. Up0, 2piq. In other words, for input
signals in R` the stochastic NLS equation is a simple linear
channel with additive and multiplicative noise
BQ
Bz “ LLpQq ` jΘpt, zqQ`Npt, zq. (29)
Discretizing (29), we obtain that optical fiber is a fading
channel when input is in R`:
¯
Y “M
¯
X `
¯
Z,
1
n
E ‖
¯
X‖2 ď P, (30)
in which M is a random matrix of the form
M “
mź
k“1
RDk, Dk “ diagpejΘkiq, (31)
1Derivatives do not exist with i.i.d. phase random variables. However, with
finite bandwidth, there is non-zero correlation time.
7where Θkl „ i.i.d. Up0, 2piq and
¯
Z is noise
¯
Z “
mÿ
k“1
´ kź
l“1
RDl
¯
¯
Zk,
¯
Zk „ i.i.d. NCp0,DInq .
In general, M and
¯
Z are non-Gaussian. However, in the con-
stant loss model,
¯
Z „ NCp0,Kq where K “ pσ2WLe{nqIn,
Le “ p1 ´ e´αLq{α. Note that M and
¯
Z have fixed PDFs,
independent of
¯
X .
Summarizing, the channel law is
pp
¯
y|
¯
xq “
#
given by the NLS equation,
¯
x P R´,
ppM
¯
x`
¯
Z|
¯
xq,
¯
x P R`. (32)
Step 3) In Section V-C, the capacity of the multiplicative-
noise channel (30) is studied. Lemma 7 and 8 are proved
showing that, for any M that does not have a deterministic
component and is finite (see (44)), the asymptotic capacity
is given by the Theorem 1. Importantly, the asymptotic rate
is nearly independent of the PDF of M, which impacts only
the bounded number c. Finally, Lemma 9 is proved showing
that the random matrix underlying the optical fiber at high
powers meets the assumptions of the Lemma 7. An expression
is provided for c, which can be evaluated, depending on the
PDF of M.
A. Step 1): Rate Interpolation
We begin by proving the following lemma, which is similar
to the proof approach in [11], where the notion of satellite
constellation is introduced.
Lemma 3. Let pp
¯
y|
¯
xq,
¯
x,
¯
y P Rn, be a conditional PDF.
Define
¯
X “
#
¯
X1, with probability λ,
¯
X2, with probability 1´ λ,
where
¯
X1 and
¯
X2 are random variables in Rn and 0 ď λ ď 1.
Then
λR1 ` p1´ λqR2 ď R ď λR1 ` p1´ λqR2 `Hpλq,(33)
where R1, R2 and R are, respectively, mutual information of
X1, X2 and X , and Hpxq “ ´x log x´p1´xq logp1´xq is
the binary entropy function, 0 ď x ď 1.
Proof: The PDF of the time sharing random variable
¯
X
and its output
¯
Y are
p
¯
Xp
¯
xq “ λp
¯
X1p¯xq ` p1´ λqp¯X2p¯xq,
p
¯
Y p
¯
yq “ λp
¯
Y1p
¯
yq ` p1´ λqp
¯
Y2p
¯
yq, (34)
where
p
¯
Y1,
¯
Y2p
¯
yq “
ż
pp
¯
y|
¯
xqp
¯
X1,
¯
X2p¯xqd¯x.
By elementary algebra
Ip
¯
X;
¯
Y q “ λIp
¯
X1;
¯
Y1q ` p1´ λqIp
¯
X2,
¯
Y2q `∆I,
where
∆I “ λDpp
¯
Y1p
¯
y1q||p
¯
Y p
¯
yqq ` p1´ λqDpp
¯
Y2p
¯
y2q||p
¯
Y p
¯
yqq.
From (34),
p
¯
Y p
¯
yq ě max  λp
¯
Y1p
¯
yq, p1´ λqp
¯
Y2p
¯
yq( ,
which gives ∆I ď Hpλq. From log x ď x ´ 1,
Dppp
¯
y1,2q||pp
¯
yqq ě 0, giving ∆I ě 0. Thus
Ip
¯
X;
¯
Y q ď λIp
¯
X1;
¯
Y1q ` p1´ λqIp
¯
X2;
¯
Y2q `Hpλq,
Ip
¯
X;
¯
Y q ě λIp
¯
X1;
¯
Y1q ` p1´ λqIp
¯
X2;
¯
Y2q.
Corollary 2. Define
R¯ “ lim
nÑ8
1
n
Ip
¯
X;
¯
Y q.
With definitions in the Lemma 3, we have R¯ “ λR¯1 ` p1 ´
λqR¯2.
For the rest of the paper, we choose R´ to be an n-
hypercube in Cn
Rκ´ “
 
¯
x P Cn
ˇˇˇ
|xk| ă κ, 1 ď k ď n
(
,
and Rκ` “ CnzRκ´ . We drop the subscript κ when we do
not need it. The following Lemma shows that, if κ ă 8, the
contribution of the signals in Rκ´ to the mutual information
in the NLS channel is bounded.
Lemma 4. Let
¯
X P Cn be a random variable supported on
Rκ´ and κ ă 8. For the NLS channel (2)
1
n
Ip
¯
X;
¯
Y q ă 8.
Proof: From the MET, hp
¯
Y q ď log |Rκ´ | ă 8. Let
¯
X Ñ
¯
Z Ñ
¯
Y “
¯
Z `
¯
N be a Markov chain, where
¯
N
is independent of
¯
Z and hp
¯
Nq ą ´8. Then hp
¯
Y |
¯
Xq ě
hp
¯
Y |
¯
X,
¯
Zq “ hp
¯
Y |
¯
Zq “ hp
¯
Nq ą ´8. Applying this to the
NLS channel with an independent noise addition in the last
stage, we obtain Ip
¯
X,
¯
Y q ă 8.
Alternatively, from [8],
1
n
Ip
¯
X;
¯
Y q ď logp1` |Rκ´ |
2
nmD q ă 8.
B. Step 2): Channel Model in the High Power Regime
We begin with the zero-dispersion channel. Let Qpt, 0q “
X “ Rx exppjΦxq and Qpt, zq “ Y “ Ry exppjΦyq be,
respectively, channel input and output in (5). For a fixed t, X
and Y are complex numbers.
Lemma 5. We have
lim
|x|Ñ8
ppφy|xq “ lim|x|Ñ8 ppφy|x, ryq
“ 1
2pi
.
Thus, the law of the zero-dispersion channel tends to the law
of the following channel
Y “ XejΘ ` Z,
8where Θ „ Up0, 2piq, Z „ NCp0,Dq, and pX,Z,Θq are
independent.
Proof: The condition PDF is [4, Eq. 18]
ppry, φy|rx, φxq “ 1
2pi
p0pry|rxq
` 1
2pi
8ÿ
m“1
<
´
pmpry|rxqejmpφy´φx´γr2xzq
¯
.
Here
pmpry|rxq “ 2rxbm exp
`´ampr2x ` r2yq˘ Imp2bmrxryq,
where
am “ 1Dz xm cothpxmq, bm “
1
Dz
xm
sinhpxmq ,
in which xm “ ?jmγDz “ tmp1 ` jq, tm “
b
1
2mγDz.
Note that ppry|rxq “ p0pry|rxq.
The conditional PDF of the phase is
ppφy|rx, φx, ryq “ ppφy, ry|rx, φxq
ppry|rx, φxq
paq“ ppφy, ry|rx, φxq
ppry|rxq
“ 1
2pi
8ÿ
m“1
<
´
Dmprxqejmpφy´φx´γr2xzq
¯
` 1
2pi
,
where step paq follows from ppry|rx, φxq “ ppry|rxq (see [4,
Fig. 6 (b)]) and
Dmprxq “ pmpry|rxq
p0pry|rxq
“ bm
b0
Imp2bmrxryq
I0p2b0rxryq
ˆ exp
!
´b0 pxm cothxm ´ 1q pr2x ` r2yq
)
. (35)
The following three inequalities can be verified:ˇˇˇˇ
bm
b0
ˇˇˇˇ2
“ 4t
2
|cosh 2t´ cos 2t|
ď 1, t ą 0. (36a)ˇˇˇˇ
Imp2rxrybmq
I0p2rxryb0q
ˇˇˇˇ
ď
ˇˇˇˇ
Imp2rxryb0q
I0p2rxryb0q
ˇˇˇˇ
ď 1. (37a)
F ptq “ <pxm cothxm ´ 1q
“ t sinhp2tq ` sinp2tq
coshp2tq ´ cosp2tq ´ 1
ą 0, (38a)
where t ∆“ tm ą 0.
Using (36a)–(38a) in (35), we obtain |Dmprxq| ď Emprxq,
where
Emprxq “ exp
"
´ 1DzF ptmqpr
2
x ` r2yq
*
. (39)
We have
lim
rxÑ8
ˇˇˇˇ
ˇ 8ÿ
m“1
Dmprxqejmpφy´φx´γr2xzq
ˇˇˇˇ
ˇ ď limrxÑ8
8ÿ
m“1
|Dmprxq|
ď lim
rxÑ8
8ÿ
m“1
Emprxq
paq“
8ÿ
m“1
lim
rxÑ8
Emprxq
pbq“ 0.
Step paq follows because Emprxq ď Emp0q and řEmp0q
is convergent; thus, by the dominated convergence theorem,ř
Emprxq is uniformly convergent. Step pbq follows from
(39).
It follows that
lim
rxÑ8
ppφy|rx, φx, ryq “ 1
2pi
.
Furthermore
lim
rxÑ8
ppφy|rx, φxq “ lim
rxÑ8
ż
ppφy|rx, φx, ry1qppry1 |rx, φqdry1
“ 1
2pi
.
Lemma 5 generalizes to the vectorial zero-dispersion chan-
nel (5). Since noise is independent and identically distributed
in space and time, so are the corresponding uniform phases.
This is true even if Xi in Fig. 1 are dependent, e.g.,
¯
X “
px, ¨ ¨ ¨ , xq.
We now consider the dispersive model. To generalize
Lemma 5 to the full model, we use the following notion [6,
Section 2.6].
Definition 3 (Distributions that Escape to Infinity). A family
of PDFs tp
¯
Xθ p¯xquθ, 0 ď θ ď θ0, is said to escape to infinitywith θ if lim
θÑθ0
Prp|
¯
Xθ| ă cq “ 0 for any finite c.
Lemma 6. Let
¯
X P Rκ` and ¯Y be, respectively, the channelinput and output in the dispersive model. The PDF of Yk
escapes to infinity as κÑ8 for all k.
Proof: The proof is based on induction in the MSSFM
units. We make precise the intuition that, as κÑ8, the PDF
of |Yk| spreads out, so that an ever decreasing probability is
assigned to any finite interval.
Consider vector
¯
V in Fig. 1, at the end of the linear step in
the first unit. Setting W “ |Vk|, we have
PrpW ă cq “
cż
0
pW pwqdw
“
cż
0
1

pW p t

qdt
ď c ‖pTptq‖8 , (40)
where T “ W , pTptq “ 1 pW p t q and  ∆“ 1{κ. Below, we
prove that ‖pT0ptq‖8 ă 8.
9Fix 0 ă δ ă 1 and define the (non-empty) index set
I “ ti : |xi| ě κ1´δu.
The scaled random variable T is
T “ |Vk|
“
ˇˇˇ nÿ
l“1
ejΨlpxl,¯N
1
l qrklx˜l `  ˜
¯
Z
ˇˇˇ
“
ˇˇˇÿ
lPI
`
ÿ
lRI
` ˜
¯
Z
ˇˇˇ
,
where ˜
¯
Z is an additive noise and ˜
¯
x “ 
¯
x.
As Ñ 0, the second sum vanishes because, if l R I, |x˜l| ă
δ Ñ 0. In the first sum, |xl| Ñ 8, thus Ψlpxl,
¯
N1l q a.s.Ñ Ul,
where Ul „ Up0, 2piq. Therefore T a.s.Ñ T0, in which
T0 “
ˇˇˇÿ
lPI
ejUlrklx˜l
ˇˇˇ
, (41)
where |x˜l| ą 0. Since the PDF of ejUl is in L8pTq on the
circle T, so is the conditional PDF pT0| ˜
¯
Xpt|˜¯xq, i.e.,
‖pT0ptq‖8 ă 8. (42)
Substituting (42) into (40)
lim
Ñ0 PrpW ă cq “ 0. (43)
In a similar way, (43) can be proved for
¯
V at the output of
the linear step in the second unit, by replacing ejUlrkl in (41)
with Mkl, and noting that, as Ñ 0, tMklulPI tend to random
variables independent of input, with a smooth PDF (without
delta functions).
From the Lemma 6, as κ Ñ 8 the probability distribution
at the input of every zero-dispersion segment in the link
escapes to infinity, turning the operation of the nonlinearity
in that segment into multiplication by a uniform phase and
independent noise addition. We thus obtain an input region
Rκ` for which, if ¯x P Rκ` , the channel is multiplication bya random matrix, as described in (30). The channel converts
any small noise into worst-case noise in evolution.
C. Step 3): The Asymptotic Capacity
In this section, we obtain the asymptotic capacity of the
channel (32).
Applying Lemma 3 to (32)
R¯pPq “ λR¯´pPq ` p1´ λqR¯`pPq,
where R¯˘pPq “ 1nIp¯X; ¯Y q, ¯X P Rκ˘ and λ is a parameterto be optimized. To shorten the analysis, we ignore the term
c “ Hpλq{n in (33), as it does not depend on P .
We choose κ sufficiently large, independent of the average
input power P . From the Lemma 4, supP R¯´pPq ă 8.
The following Lemma shows that R¯`pPq is given by the
logarithmic terms in Theorem 1 with
c ě λR¯´ ` p1´ λq sup
ˆ
¯
X
1
n
Ip ˆ
¯
X;M ˆ
¯
Xq,
where R¯´ is the achievable rate at low powers. If M is Haar
distributed, c “ λR¯´.
Define hpMq ∆“ hpM11, ¨ ¨ ¨ ,Mnnq.
Lemma 7. Assume that
hpMq ą ´8, E|Mij |2 ă 8, 1 ď i, j ď n. (44)
Then, the asymptotic capacity of (30) is given by the expres-
sions stated in the Theorem 1.
Proof:
The capacity of the multiple-input multiple-output non-
coherent memoryless fading channel (30) is studied in [6],
[12]. Here, we present a short proof with a bit of approxima-
tion.
Using chain rule for the mutual information
Ip
¯
X;
¯
Y q “ Ip|
¯
X| ;
¯
Y q ` Ip ˆ
¯
X;
¯
Y
ˇˇ|
¯
X|q
“ Ip|
¯
X| ; |
¯
Y |q ` Ip ˆ
¯
X;
¯
Y
ˇˇ|
¯
X|q ` Ip|
¯
X| ; ˆ
¯
Y | |
¯
Y |q. (45)
The first term in (45) gives the logarithmic terms in The-
orem 1, as calculated in Section IV. We prove that the other
terms are bounded in |
¯
X|. From the Lemma 3, the additive
noise in (30) can be ignored when
¯
X P Rκ` , so that ¯Y «M¯X .The second term in (45) is
Ip ˆ
¯
X;
¯
Y
ˇˇ|
¯
X|q “ Ip ˆ
¯
X; |
¯
X|M ˆ
¯
X
ˇˇ|
¯
X|q
“ Ip ˆ
¯
X;M ˆ
¯
X
ˇˇ |
¯
X|q,
where we used identity (22). Note that we can not assume that
|
¯
X| and ˆ
¯
X are independent.
For the output entropy
hpM ˆ
¯
X| |
¯
X|q ď hpM ˆ
¯
Xq
paqď
nÿ
k“1
h
´ nÿ
l“1
Mkl ˆ
¯
X l
¯
pbqď
nÿ
k“1
log
´
pieE
ˇˇˇ nÿ
l“1
Mkl ˆ
¯
X l
ˇˇˇ2¯
pcqď
nÿ
k“1
log
´ nÿ
l“1
E|Mkl|2
¯
` npie
pdqď n log
´ 1
n
E|M|2F
¯
` npie
ă 8,
where |M|F “
´ nř
k,l“1
|Mkl|2
¯ 1
2
is the Frobenius norm.
Step paq is obtained using the inequality hp
¯
W q “ř
k hpWk|W k´1q ď
ř
k hpWkq. Step pbq is due to the MET.
Cauchy-Schwarz and Jensen’s inequalities are, respectively,
applied in steps pcq and pdq.
For the conditional entropy
hpM ˆ
¯
X| |
¯
X| , ˆ
¯
Xq “ E
¯
XhpMˆ
¯
x| |
¯
x| , ˆ
¯
xq
ě inf
ˆ
¯
x
hpMˆ
¯
xq
paqą ´8. (46)
Step paq holds because, from the Lemma 8, hpMˆ
¯
xq ą ´8
for any ˆ
¯
x.
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The third term in (45) can be upper bounded using the
second term by setting
¯
X “M´1
¯
Y . We prove it alternatively.
Since ˆ
¯
Y is compactly supported, hσp ˆ
¯
Y || |
¯
Y | |q ď hσp ˆ
¯
Y q ă 8.
The conditional entropy is
hσp ˆ
¯
Y
ˇˇ |
¯
X| , |
¯
Y |q “ hσp ˆ
¯
Y
ˇˇ |
¯
X| , |
¯
X| |M ˆ
¯
X|q
“ hσ
´ M ˆ
¯
X
|M ˆ
¯
X|
ˇˇˇ
|
¯
X| , |M ˆ
¯
X|
¯
. (47)
Applying identity (1) to M ˆ
¯
X and conditioning on |
¯
X|
hσ
´ M ˆ
¯
X
|M ˆ
¯
X|
ˇˇˇ
|
¯
X| , |M ˆ
¯
X|
¯
“ hpM ˆ
¯
X
ˇˇ |
¯
X|q ´ hp|M ˆ
¯
X|ˇˇ |
¯
X|q
´p2n´ 1qE`logp|M ˆ
¯
X|qˇˇ |
¯
X|˘. (48)
For the first term in (48)
hpM ˆ
¯
X| |
¯
X|q ě hpM ˆ
¯
X| |
¯
X| , ˆ
¯
Xq
ą ´8, (49a)
where we used (46). Since |M ˆ
¯
X| ď |M| ď |M|F , from the
MET
h
`|M ˆ
¯
X|ˇˇ |
¯
X|˘ ď h`|M ˆ
¯
X|˘
ď 1
2
log
`
2pieE|MXˆ|2˘
ď 1
2
log
`
2pieE |M|2F
˘
ă 8. (50a)
Furthermore,
E
`
logp|M ˆ
¯
X|2qˇˇ |
¯
X|˘ ď log E`|M ˆ
¯
X|2 ˇˇ |
¯
X|˘
ď log E |M|2F
ă 8. (51a)
Substituting (49a)–(51a) into (48) and (47), we obtain
hσp ˆ
¯
Y
ˇˇ |
¯
X| , |
¯
Y |q ą ´8.
The main ingredient in the proof of the Lemma 7, as well
as Theorem 1, is the following lemma.
Lemma 8. Let M be a random matrix and
¯
x P Cn a non-zero
deterministic vector. If M satisfies the assumptions (44), then
hpM
¯
xq ą ´8.
Proof:
Since
¯
x ‰ 0, at least one element of
¯
x is nonzero, say
x1 ‰ 0. We switch the order of M and
¯
x in the product M
¯
x
as follows. Let
¯
M P Cn2 denote the vectorized version of
M, where rows are concatenated as a column vector. Define
¯
V P Cn2 as follows:
Vk “
$’’&’’%
Min, r “ 0,
Yi`r “
nř
l“1
Mpi`rqlxl, r “ 1,
Mpi`1qr, r ě 2,
(52)
where k “ in` r, 0 ď i ď n, 0 ď r ď n´ 1. Then
¯
Y “M
¯
x
is transformed to (52), which in matrix notation is
¯
V “ A
¯
M, (53)
in which An2ˆn2 “ diagpX, ¨ ¨ ¨ ,Xlooomooon
n times
q, where the deterministic
matrix Xnˆn is
X “ diag
ˆ
x1 x
n
2
0 In´1
˙
, xn2 “ px2, ¨ ¨ ¨ , xnq,
in which 0 is the pn´ 1q ˆ 1 all-zero matrix. From (53)
hp
¯
V |
¯
xq “ hp
¯
M |
¯
xq ` log |detA|
“ hp
¯
Mq ` n log |x1|
“ hpMq ` n log |x1| .
On the other hand, from (52)
hp
¯
V |
¯
xq paq“ h `
¯
Y, tMijujě2
ˇˇ
¯
x
˘
“ hp
¯
Y |
¯
xq ` h ptMijujě2|
¯
x,
¯
Y q
“ hpM
¯
xq ` h ptMijujě2|
¯
Y q .
Step paq holds because conditions r “ 1 and r “ 0, 1 in (52)
include, respectively,
¯
Y and tMijujě2. Combining the last two
relations
hpM
¯
xq “ hpMq ` n log |x1| ´ h ptMijujě2|
¯
Y q .
If E|Mij |2 ă 8, from the MET, the last term is bounded from
below. Since hpMq ą ´8 and x1 ‰ 0, hpM
¯
xq ą ´8.
Lemma 9. The random matrix M (31), underlying optical
fiber at high powers, satisfies the assumptions of the Lemma 7.
Proof:
Applying the triangle inequality to (31), |Mij | ď
`|R|m˘
ij
,
where |R| is the matrix with entries |rij | and m is the number
of stages.
We check the entropy condition in (44). In what follows, let
θi „ i.i.d. Up0, 2piq. For one linear and nonlinear steps m “ 1:
M “
ˆ
ejθ1r11 e
jθ2r12
ejθ1r21 e
jθ2r22
˙
.
In this case, there are four amplitude dependencies |Mij | “
|rij |, 1 ď i, j ď 2, and two phase dependencies:
=M11 “ =M21 ` kpi, =M12 “ =M22 ` kpi, k “ 0, 1.
A dependency means that M contains a deterministic compo-
nent, i.e., hpMq ą ´8.
For m “ 2:
M11 “ ejpθ1`θ3qr211 ` ejpθ1`θ4qr12r21,
M12 “ ejpθ2`θ3qr12
´
r11 ` ejpθ4´θ3qr22
¯
,
M21 “ ejpθ1`θ3qr21
´
r11 ` ejpθ4´θ3qr22
¯
,
M22 “ ejpθ2`θ3qr21r12 ` ejpθ2`θ4qr222.
In this case too, there is a dependency |r21M12| “ |r12M21|.
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For m “ 3:
M11 “ ejpθ1`θ3`θ5qr311 ` ejpθ1`θ4`θ5qr11r12r21
`ejpθ1`θ3`θ6qr11r12r21 ` ejpθ1`θ4`θ6qr12r21r22,
M12 “ ejθ2r12
´
ejpθ3`θ5qr211 ``ejpθ4`θ6qr222
` ejpθ3`θ6qr12r21 ` ejpθ4`θ5qr11r22
¯
,
M21 “ ejθ1r21
´
ejpθ3`θ5qr211 ` ejpθ4`θ6qr222
` ejpθ4`θ5qr12r21 ` ejpθ3`θ6qr11r22
¯
,
M22 “ ejpθ2`θ3`θ5qr11r12r21 ` ejpθ2`θ4`θ5qr12r21r22
`ejpθ2`θ3`θ6qr12r21r22 ` ejpθ2`θ4`θ6qr322.
Comparing the boxed terms, |r21M12| ‰ |r12M21|. There are
still 8 equations for 6 variables.
In general, the number of entries of M is n2. As m ą 2n
steps are taken in distance, sufficient number of random
variables θi are introduced in a matrix with fixed dimension.
Since n is fixed and m is free, we obtain an under-determined
system of polynomial equations for xi “ exppjθiq whose
solution space has positive dimension. Thus an entry of M
can not be determined from all other entries.
Remark 5. The rate interpolation Lemma 3 implies that,
replacing Cn by R` changes the asymptotic capacity by a
finite number c. From the upper bound C ď logp1 ` SNRq
in [8] and Theorem 2.5 in [6], we think that the asymptotic
capacity can be achieved by an input distribution that escapes
to infinity. This implies that λ “ 0, so that c is indeed zero.
We do not investigate this rigorously.
Remark 6 (Optimal Input Distribution). Multivariate Gaussian
input distribution is a poor choice for channels with multi-
plicative noise. Indeed, it achieves a rate bounded in power in
(30). Log-normal input PDF for the signal norm achieves the
asymptotic capacity of the non-constant loss model.
VI. REVIEW OF THE INFORMATION THEORY OF THE
OPTICAL FIBER
An information-theoretic analysis of the full model of the
optical fiber does not exist. Even in the special case of the
zero-dispersion, spectral efficiency is unknown. In the full
model, we do not know anything about the capacity in the
high power regime, let alone the spectral efficiency. The state-
of-the-art is still lower bounds that are good in the nearly-
linear regime. This situation calls for basic research, in order
to make progress on these open problems.
The present paper builds on earlier work. We acknowledge
[7, Eq. 12] for the equation (5), [4], [7], [13] for the PDF of
the zero-dispersion channel, [4] for the analysis of the zero-
dispersion model, [8], [14] for noting that Shannon entropy is
invariant under the flow of a broad class of deterministic partial
differential equations and for highlighting the usefulness of
the operator splitting (in numerical analysis) in the analysis
of the NLS equation. Furthermore, we acknowledge [11] for
helpful insight leading to the rate interpolation Lemma 3,
[6], [12] for the study of the fading channels and Section II
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Fig. 3. Achievable rates of the NFDM and WDM, and the capacity of the
corresponding AWGN channel (from [5]). The NFDM curve is expected to
follow the asymptotic capacity in the Theorem 1.
of [3] for unfolding the origin of the capacity limitations in
fiber — particularly the finding that signal-signal interactions
are not fundamental limitations in the deterministic model if
communication takes place in the right basis (i.e., the nonlinear
Fourier basis), which led us to the study of the remaining factor
in this paper, namely the signal-noise interactions.
We do not intend to survey the literature in this paper. There
is a good review in [15, Section I-A]. The achievable rates of
1- and multi-solitons is studied, respectively, in [3], [16]–[18]
and [19]–[21]. There is also a myriad of lower bounds that
hold good in the low power regime; see, e.g., [22]–[27].
The achievable rates of the nonlinear frequency-division
multiplexing for multi-user communication are presented in
[5] for the Hermitian channel. Fig. 3 compares the NFDM and
WDM rates [5, Fig. 6]. The gap between the WDM and NFDM
curve reflects signal-signal interactions. The gap between the
NFDM and AWGN curve reflects signal-noise interactions. We
conjecture that the NFDM rate is close to the capacity. At
the power levels shown in Fig. 3, CwdmpPq “ logP ` c and
Cnfdm “ logP ` c1, c ă c1. Although more gains are expected
at P ą ´2.4 dB, the slope of the blue curve will gradually
decrease, converging, in the limit P Ñ 8, to the asymptotic
form in Theorem 1.
It is interesting to compare the extent of the signal-noise
interactions in the time domain [9] and in the nonlinear Fourier
domain [10, Section IV. A].
VII. CONCLUSIONS
The asymptotic capacity of the discrete-time periodic model
of the optical fiber is characterized as a function of the
input power in Theorem 1. With n signal DOFs at the input,
n ´ 1 DOFs are asymptotically lost, leaving signal energy
as the only available DOF for transmission. The appropriate
input distribution is a log-normal PDF for the signal norm.
Signal-noise interactions limit the operation of the optical
communication systems to low-to-medium powers.
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APPENDIX A
PROOF OF THE IDENTITY (1)
Let dV p
¯
xq and dSp
¯
xq be the volume and surface element
at point
¯
x P Rn in the spherical coordinate system. Then
dV p
¯
xq “ |
¯
x|n´1dV pˆ
¯
xq
“ |
¯
x|n´1dSpˆ
¯
xqd|
¯
x|.
Thus the Jacobian of the transformation from the Cartesian
system with coordinates
¯
x to the spherical system with coor-
dinates p|
¯
x| , ˆ
¯
xq is |
¯
x|n´1. As a consequence
hp
¯
Xq “ hσp|
¯
X| , ˆ
¯
Xq ` E log |
¯
X|n´1
“ hp|
¯
X|q ` hσp ˆ
¯
X
ˇˇ|
¯
X|q ` pn´ 1qE log |
¯
X| .
APPENDIX B
INPUT OUTPUT RELATION IN A UNIT
Define
D1 “ diagpejΨkq, D2 “ diagpejΦkq.
The nonlinear steps in Fig. 1 in matrix notation are
¯
U “ D1
`
¯
X ` N1
¯
e
˘
,
¯
Y “ D2
`
¯
V ` N2
¯
e
˘
,
where
¯
e P RL is the all-one column vector. Combining the
linear and nonlinear steps, we obtain (8) with M “ D2RD1
and
¯
Z “MN1
¯
e` D2N2
¯
e. (54)
Clearly N1,2
¯
e „ NCp0,DInq. However MN1
¯
e and D2N2
¯
e
are generally non-Gaussian due to the signal and noise terms
in Φk and Ψl. But, 1) in the constant loss model, if 2) @k
¯
xk Ñ8, then
¯
Z „ NCp0,Kq , K “ Dp1` e´αrqIn. (55)
In summary, N variables are Gaussian; Z variables are Gaus-
sians in the asymptotic analysis of the constant loss model.
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