Tree analysis algorithm
We used an algorithm to extract map structure from recall orders which is functionally equivalent to the ordered tree algorithm used in prior work (Hirtle & Jonides, 1985; McNamara, 1986; McNamara et al., 1989) , with the exception that we disregard order information (whether or not the leaves were always recalled in a particular ordering). The algorithm takes a list of recall protocols, as well as cues, and all possible buildings, and returns the map structure (all sets of buildings which always occur together). Algorithm 1.1: ExtractMapStructure(P rotocols, Cues, Buildings) 1 : submaps ← {} 2 : for each tuplelength ∈ (1, |Buildings| − 1) 3 : for each C ∈ Combinations(Buildings, tuplelength) 4 :
occurseverywhere ← T rue 5 :
for each p ∈ (0, |P rotocols|) 6 :
perm ← P ermutations(C) 7 :
if Cues[p] / ∈ C and ∀(P C ∈ perm : P C / ∈ P rotocols[p]) 8 :
occurseverywhere ← F alse 9 : break 10 :
if occurseverywhere 11 :
submaps ← submaps ∪ C The algorithm iterates through all possible tuple lengths, and generates all possible combinations at the current tuple length. For these combinations C, it checks whether any permutation of C occurs uninterrupted in all protocols (i.e. whether all buildings in C have been recalled together); if so, C is added to the list of submaps. Notably, this check is only performed if C is not cued (line 7). It was argued in previous literature (Hirtle & Jonides, 1985; McNamara et al., 1989 ) that cueing can disrupt the re-call process. Therefore containment in all protocols is only tested for combinations which do not contain a cue, in order to avoid erroneously disregarding sub-maps which consistently occur together in all recall protocols except in those in which the cue has disrupted the natural recall order.
Reliability of the ordered tree paradigm
There are theoretical as well as practical limits on the predictability of cognitive map structures. The Section 'Obstacles to predicting cognitive map structure' in the main text discusses these in more detail and suggests some solutions. Here, we shall focus on the main issue concerning data analysis, namely detecting and removing outliers caused by distractions or lapses of attention. If a set of buildings that are actually co-represented on a sub-map in a subjects' spatial memory is recalled together most of the time, but the subject is distracted during one of the recall sequences, and recalls a different (not co-represented) building instead, the subsequently extracted structure will be incorrect (since tree analysis requires items to occur together in every recall sequence in order to identify a sub-map). Even a single distraction during the 7 or 10 (in Experiment 3 A or B) recall sequences per trial can yield substantially different structures (see example in Figure 14 in the main text, in which a distraction causes a drop of 0.6 in the Rand index to the correct structure).
The jackknifing procedure we use to eliminate outliers was suggested by the authors pioneering the recall order paradigm (Hirtle & Jonides, 1985; McNamara et al., 1989) to mitigate this issue, but relies on statistical significance testing to identify those outliers, and thus occasionally fails to do so due to the small number of recall sequences collected in our experiments (a necessary limit arising from the need to collect multiple different map structures for training and testing a predictive model -subjects already took up to 3.5 hours for these experiments even with this small number of sequences).
It is possible to estimate the effectiveness of jackknifing in our data -and the percentage of incorrectly inferred and thus unpredictable map structures Figure 1 : Estimated maximum possible prediction rate using the data in Experiment 3. A: Assuming that distractions / lapses of attention manifest as randomly swapped items in recall sequences (and cause changes in the inferred tree structures), a substantial number of them cannot be detected using the outlier detection procedure (jackknifing) proposed in the seminal work on hierarchical cognitive maps and employed in this paper. B: Undetected outliers in recall sequences cause a number of inferred map structures to be incorrect. This results in a percentage of map structures not predictable even by good models.
resulting from it (see Figure 1) . To do this, we simulated distractions by randomly swapping two items in one of the sequences in each trial. This is a reasonable model of distractions, since the only way subjects can make mistakes is by changing the order of their input (they are forced to repeat the trial if they omit or incorrectly recall an item).
The number of simulated distractions (frequency of swapped items) makes no difference to the estimated percentage of outliers that are not caught and excluded by jackknifing. We used one distraction per trial (however, the following results stayed the same with 0.5 or 2 distractions per trial). For the 5 buildings maps (and 7 recall sequences), and averaging over 100 runs, each with a single random non-cue lapse for all subjects, simulated distractions cause changes in map structure (relevant outliers) in µ n = 65.4%, σ n = 3.7%, and within these, outlier removal is effective in µ e = 59.4%, σ e = 5.0%. The situation is somewhat better on the 8 building maps, due to the larger numbers of sequences collected and thus higher statistical power -here, outlier removal is effective in µ e = 56.0%, σ e = 8.1% of the cases (and necessary only in µ n = 33.2%, σ n = 6.0%). This leaves on average µ u = 26.6% (σ u = σ 2 e * σ 2 n + µ 2 e * σ 2 n + µ 2 n * σ 2 e = 3.9%) of disruptive simulated lapses of attention for condition A, and µ u = 15.0% (σ u = 4.3%) for condition B, which cannot be mitigated by jackknifing. If we assume this uniform random swapping to be a reasonable approximation of subject distractions, this would mean that apart from the approximately o = 9.5% of sequences which were successfully removed as outliers using jackknifing (and thus part of the effective 59.4% or 56% for cond. A and B), there would be an expected additional µ o = 6.5% (σ o = 0.1%) of sequences for condition A, and expected µ o = 2.5% (σ o = 0.7%) for condition B, which would likely be outliers causing structure changes which have not been removed by jackknifing because of the lack of statistical significance. It follows that the expected probability of extracting correct map structures under these assumptions -and thus the maximum possible prediction rate -is around (1 − 0.065) 7 63% for condition A (since there are 7 sequences per trial), and around (1 − 0.025)
10
78% for condition B (since there are 10 sequences per trial).
To summarize, the observation that not all simulated distractions (outliers) can be identified and omitted by the jackknifing procedure strongly suggests that the data collected from human subjects also contains outliers not caught by jackknifing. Thus, these outliers prevent perfect prediction of subject map structures. Figure 1 summarizes this reasoning and the maximum possible prediction rates estimated based on it for both conditions.
Full list of cities chosen by included subjects
The map in Figure 2 provides a visual overview over all cities within which spatial memory data has been collected from the participants.
List of cities in 
Exclusion of learning effects
A possible criticism of our results could be the claim that the structure apparent from the recall protocol orderings is being learned by the subjects during the recall process, as opposed to being an inherent property of their long-term memory (LTM). Our analysis procedure assumes one consistent structure in LTM underlying the recall protocols; and excludes possible 'outliers' using the jackknifing procedure (i.e. protocols which, when included, would statistically significantly change the resulting structure, are excluded from analysis).
If this assumption was incorrect, and subjects learned the structure during the experiment -or, alternatively, re-learned a different structure, then this would be apparent from the pattern of omitted recall protocols. Specifically, it would mean a significantly larger number of omitted early protocols compared to late protocols (the first, or first few protocols would be inconsistent with the learned structure more often than the last few). Table 1 : Results of chi-squared tests against the null hypothesis that there is no learning effect in the recall protocol data, i.e. that early recall protocols are as likely to be outliers than late recall protocols (p is the p-value of the test; c denotes the chi square test statistic).
The non-significance of the results suggests that our recall order paradigm measures a property of long-term memory, and not something learned during the recall trials.
To test whether this learning effect can be observed, we have tested the distributions of omitted recall protocols against the null hypothesis that the likelihood of omissions was uniform (just as likely to occur for the first few as for the last few protocols), using a chi-square test. The table below shows the results.
For the real-world experiments, the null hypothesis cannot be rejected; thus, it is likely that there is no learning effect, and that our recall order paradigm indeed measures structures which have already been committed to LTM before the experiment. For the virtual reality experiment (Exp. 2), there seems to be some small non-uniformity, although not significant at α = 0.01. However, contrary to the objection that the structure arises from learning during the recall trials, early protocols were less likely 1 , instead of more likely, to be excluded as outliers compared to late protocols.
Separability of co-represented and not co-represented building pairs
The co-representation correlations reported in Section 3.3 of the main text raise hopes of straightforward predictability -what if a simple distance thresholding or linear decision boundary in the reported feature space is capable of fully explaining cognitive map structure, even for the random testing environments? Unfortunately, within sub-map and across sub-map building pairs are not linearly separable; and difficult to separate in general, even with complex state of the art classifiers. Each point represents a building pair (filled black if both buildings lie on the same submap, and white if they do not), with its position being a two-dimensional projection of the full six-dimensional feature space using t-SNE. Although 2D decision boundaries are visualized, the reported classifier accuracies were obtained in the original feature space, using 10-fold cross validation and after hyperparameter optimization. Figure 3 shows the distances of all pairs of buildings in all features in Experiment 2 , normalized by dividing each feature by its standard deviation for each participant map, and compressed down to two-dimensional space for visualization using t-SNE (Van der Maaten & Hinton, 2008) (without normalization across buildings of each map, classifiers are unable to perform above chance). Apart from the building pairs (which concentrate into two groups according to function -shops and houses), decision boundaries obtained with three different classifiers are also plotted. Although there is a trend of building pairs being more likely to be on the same sub-map when closer together (higher concentration of same-map pairs towards the lower left), the data is clearly not well-separable. As can be seen from this Figure, accurate prediction of full subject map structures -or even whether single building pairs belong to the same sub-map -using simple classification is impossible using naive approaches. More complex machine learning algorithms such as random forests (state-of-the art classifiers based on ensembles of decision trees) (Breiman, 2001) can predict for around 83% of building pairs whether they belong to the same representation (note that the accuracies were obtained by classifying the full high-dimensional data set, not just the 2D projection plotted in Figures 3 and 4) . However, the map structures collected in our experiments contain 10 and 28 pairs (in the 5-building and 8-building maps), which would make the probability of full map structures -all pairs -being predicted correctly using this approach 15.5% and 0.5% respectively (the situation is even worse in real-world environments, as can be seen in the next section). In the more complex real-world setting of Experiment 3 , separating pairs of buildings which belong to the same sub-map and those belonging to different sub-maps is even more difficult than in virtual reality environments, as shown by Figure 4 and evidenced by the lower accuracies obtained after 10-fold cross validation. This Figure shows the distances of all pairs of buildings in all features, normalized by dividing each feature by its standard deviation for each participant map, and compressed down to two-dimensional space for visualization using t-SNE ( Van der Maaten & Hinton, 2008) . Note that the Figure shows prediction accuracies of pairs of buildings (whether or not a pair was represented on the same sub-map), and not of entire map structures. To correctly predict a map structure, all pairs within would need to be predicted correctly. Given the 77% accuracy of the best classifier in Figure 4 , correct predictions based on classification are even more unlikely than in Experiment 2 (0.77 ( 5 2 ) = 7.3% in condition A, and 0.77 ( 8 2 ) = 0.0% in condition B).
The GDA+DP-GMM Model
In order to learn a suitable metric for our data, we had to develop a novel metric learning method, since the assumptions made by existing methods do not hold in our case. Neither the linear separability assumption (made by linear metric learning), nor the prerequisite of roughly isotropic variances along the features (made by RBF-based methods (Ong et al., 2005) ) is the case for all subjects in our dataset. Furthermore, a GDA-based metric can naturally incorporate the hypothesis that same sub-map building pair differences should be located close to the origin, and should be separable from different-map building pairs (these two distributions of pair differences can be naturally modelled using Gaussian distributions) -see Figure 5 in the main text.
Our proposed method can be seen as a novel approach to perform nonlinear metric learning using weak supervision in the form of pairwise constraints, in order to improve clustering performance, as pioneered by Xing et al. (2002) . The problem to be solved can be defined as follows. Let X = (x i , ..., x n ) be the feature vector representation of n objects which are to be clustered, where x i ∈ R D are vectors with D dimensions. Let the set of m given labelled pairwise co-representation constraints be denoted by C, where |C|= m, and c i,j ∈ C is c i,j = 1, if i and j belong to the same sub-map (co-represented) 0, if i and j belong to different sub-maps (not co-represented) (1) Our ultimate goal is to group the n objects into K clusters ('sub-maps'), such that objects of the same cluster are more similar to each other than to those of different clusters; taking into account the provided pairwise constraints to learn a good similarity metric for the given data.
Conventional approaches leveraging non-linear metric learning for this problem try to find a kernel Φ such that the clustering resulting from using the distance metric defined by that kernel, d
2 (x 1 , x 2 ) = (Φ(x 1 )−Φ(x 2 )) (Φ(x 1 )− Φ(x 2 )), does not violate the provided constraints (ensures co-represented pairs are closer than other pairs, if possible), and often employ RBF kernels for this purpose, e.g. Baghshah & Shouraki (2010); Chitta et al. (2011) .
In contrast, the proposed framework aims to learn the distribution of co-representation probabilities (whether or not two object should be linked) from the provided set of constraints, and constructs a pseudo-metric based on a generative model of co-representation probabilities. Crucially, this probabilistic model is defined on the vector space of absolute pairwise differences (APD), which allows learning the importance of each feature (a challenge for RBF kernels for data with non-isotropic variance). The metric based on this generative model is a pseudo-metric, because it does not satisfy the conditions of subadditivity, d(x, z) ≤ d(x, y) + d(y, z) and the identity of discernibles, d(x, y) = 0 if and only if x = y.
Let
be the representation of each pair of objects (i, j) in APD vector space. The co-representation probability distribution, i.e. the posterior probability of any pair of objects belonging to the same cluster, given a pair of objects and some model parameters θ is then
The likelihood p(c = 1|∆x, θ), the model parameters θ (as well as the prior) can be estimated from X and C, even in closed form, using Gaussian Discriminant Analysis (GDA). This yields a suitable non-linear pseudometric based on this probability distribution -see Equation (3) -, such that objects likely to belong to the same cluster will be close, and those likely to belong to different clusters will be far apart; with these distances directly depending on co-representation probabilities.
A metric is well-suited for clustering if within-cluster instances are closer than across-cluster instances according to it; i.e. if for any ∆x m ∈ M, ∆x c ∈ C it holds that d m (x m,1 , x m,2 ; θ) < d m (x c,1 , x c,2 ; θ). It follows from Equation 3 that this is the case if the generative model learns to optimally separate the absolute differences of within-cluster instance pairs from across-cluster pairs.
In the generative GDA model Bensmail & Celeux (1996) , the likelihoods of a pair of instances either being co-represented (i.e. belonging to the same sub-map), or not being co-represented (i.e. belonging to different sub-maps) are each modelled using a multivariate Gaussian: 
where i ∈ {0, 1}. (µ 1 , Σ 1 ) are the means and covariances of the APD distances of co-represented pairs, and (µ 0 , Σ 0 ) those of not co-represented pairs (see the two Gaussian contours in Figure 5 in the main text). These parameters can be easily estimated from the two given sets of co-represented and not co-represented object pairs, respectively, by calculating their means and covariances.
Finally, the trained GDA-model defined in equation (4) can be used to calculate distances between all pairs of objects in any testing data set. The data is projected under this metric using distance-preserving embedding. We have used multi-dimensional scaling for this purpose (Borg & Groenen, 2005) . The result of this projection is a data set embedded such that Euclidean pairwise distances therein reflect the distances (3) in the original dataset.
We subsequently perform clustering of this resulting data, using a Dirichlet Process Gaussian Mixture Model (DP-GMM) (Rasmussen, 1999) , since the number of clusters is unknown. Briefly, the DP-GMM model can be defined as follows:
where SBP stands for the stick-breaking process for generating mixture weights: π k = v k k−1 j=1 (1 − v j ). Data can be generated from this model by first choosing a cluster with probabilities specified by mixture weights: z ∼ Cat(π), and then drawing an observation from the parameters of that cluster x ∼ N ormal(µ z , Σ z ).
Given the data, the parameters of this model can be inferred using variational inference (Blei et al., 2006) . We have used the bnpy Python library for this purpose -see (Hughes & Sudderth, 2013) for further implementation details.
