The main distinction between this paper and traditional approach is the assumption that variables affect the economy through different horizons. Under this alternative hypothesis, a variable considered as an unimportant detail from a short-horizon perspective may become an essential factor in a longhorizon standpoint, this paper, therefore, suggests selecting variables specific to the horizon. My findings confirm that a model that allows the variables particular to the horizon has a lower Schwarz Bayesian Information Criterion (SBIC) value than a model that does not. My outcomes also show that the vector autoregression (VAR) model in general forecasts poorly compared with my approach. Likewise, I contribute to the literature by setting predictions equal to the sample mean as a benchmark and showing that the out-of-sample forecasts of the VAR model with lag length higher than one fail to outperform the sample mean. Additionally, I select principal components derived from 190 different time series to forecast a time series as the time horizon varies. Again, the results show that some of the principal components may be more important at some horizons than at others, thus I suggest selecting the principal components in a factor-augmented VAR (FAVAR) model specific to the horizon. According to above results, I conclude that long-horizon and deeprooted economic problems cannot be fixed with short-horizon and surfacelevel interventions. I also reach my argument via simulation.
Introduction
The standard practice in vector autoregression (VAR) modeling is to select the lag length and variables to be included using a one-step-ahead model. That mo-del is then applied to make forecasts for all time horizons. This is considered optimal if the one-step-ahead model, including the distribution of the error term, is correctly specified. Nevertheless, it is well-known in the forecasting literature that this procedure may not be optimal in practice.
The papers in the literature review provide the theoretical background of how different time series may affect the economy over multiple time scales. Given the possibility that variables may affect the economy through various time spans, we likely need to include different variables into different-step-ahead forecasting models as the forecasting horizon increases because it is infeasible to accommodate all key variables corresponding to their own horizons in a traditional onestep-ahead model. The new assumption raises the question of whether the common practice of the VAR model using the same variables at all horizons is appropriate. It is straightforward to test this doubt without making any strong assumption.
My primary goal in this paper is to determine whether a model allowing different variables specific to a given horizon has a lower Schwarz Bayesian Information Criterion (SBIC) value than a model that does not. I also would like to gauge if a multiple-step-ahead model in which variables are selected corresponding to their horizons has a lower out-of-sample mean squared error (MSE) ratio by iterated forecasts than the standard VAR model. Does a model allowing different variables specific to the horizon have a lower out-of-sample MSE than a model which does not?
Furthermore, for a factor model, conventional methods focus on selecting the principal components from the front to be modeled. Nevertheless, they ignore the possibility that the selected principal components may vary as the corresponding horizon differs. I make use of 190 different time series to calculate the principal components and then select the optimal principal components to forecast a single time series, one by one, specific to a given horizon. I check whether a model allowing different principal components specific to the horizon has a lower out-of-sample MSE by direct forecasts than a model that does not. Do the principal components at the end have lower out-of-sample MSEs than the principal components in the front if we allow the horizon to differ? As I shall argue, I find my assumption more appealing than the conventional assumption that variables should be same for all horizons.
I contribute to the literature in four ways:
• This paper constructs a novel framework providing a systematic way to select variables specific to the horizon, with fewer coefficients than a VAR model. I demonstrate that variables should be modeled specific to the horizon. Including all variables in a one-step-ahead model is not sufficient to resolve the question of the relative importance of different variables which may change as the horizon varies.
• I also set the sample mean as a benchmark to judge the forecasting performance of VAR models and find that it is better to make forecasts by the sample mean than traditional VAR models with lags longer than one. I demon-strate that the one-step-ahead VAR model forecasts GDP poorly during recessions relative to the multi-step-ahead models I select. This in turn indicates that the model which allows variables specific to the horizon enhance the predictive ability of the VAR model using out-of-sample forecasts.
• My results indicate that we should reselect principal components as the time horizon changes. The principal components from the front do not necessarily forecast better than the principal components from the end as the time horizon varies.
• Finally, the selection results are done to see if the same problem plagues factor-augmented VAR (FAVAR) models. The FAVAR model is considered to include information on all variables using a few factors. My results suggest that since some of the principal components may be more important at some horizons than at others, we have to select the principal components in a FAVAR model specifically to the horizon.
A potential criticism of my approach is that I will arbitrarily select some variables by some criterion through computer programs. Since my primary focus is to demonstrate that the variables in forecasting models will change as the horizon changes, it is clearly the case that the variables are same for all time horizons if my selected results will be same for all horizons. Otherwise, if any variable changes with the time horizon, it is possible to show that the importance of variables may depend on the exact horizon. The selected forecasting models through computer programs need further regression analysis. I do not consider that this limitation to be overly problematic. I am rather interested in verifying the possibility that variables vary as horizon changes, as opposed to explaining it.
In other words, I try to prove that we should build scale-wise models with variables specific to the horizon rather than actually build a theoretical model by computers in this paper.
Additionally, as Box (1979) [1] noted, "All models are false, but some are useful." Stock and Watson (1999) [2] mention that even if the model is misspecified, it may still produce reasonable one-period-ahead forecasts. In this paper, I claim that forecasts derived by iterating forward multi-step-ahead projects with variables selected in the multi-step-ahead model may enable us to improve the forecast accuracy of some time series during recessions, even though these variables may be ignored by traditional one-step-ahead model analysis. Even though the omitted variables in the error term that affect the economy directly through other horizons may be correlated with the variables on the right-hand side (R.H.S.) of a model 1 , I claim that my approach may be appropriate insofar as selecting forecasting models for recessions relative to the conventional models. The remainder of the paper is organized as follows. Section 2 presents a literature review in support of my assumption that variables in a model may not be the same for all horizons. Section 3 outlines my novel methodology and Section 4 conducts a small simulation experiment to determine the probability that my argument is spurious. Section 5 compares my results with the out-of-sample 1 See [3] .
forecasts of an SVAR model, while section 6 analyzes the selected forecasting models with principal components. To provide further empirical evidence, I investigate the forecasts of US real GDP and the inflation rate during recessions and discuss the implications of the results. Concluding comments and directions for future research are given in Section 7. The Appendix summarizes the data sources.
Literature Review
Since Sims (1980) [4] , Doan et al. (1984) [5] , Littlerman (1986a) [6] , the VAR model has become a useful tool for making out-of-sample forecasts in macroeconomics, which approximately captures the coefficients of multiple variables in a one-step-ahead model and predicts the fluctuations of variables in the future.
VAR models tend to suffer from over-parameterization and problematic predictions by caused by an excess of free insignificant parameters. Shrinkage methods have been proposed to resolve this problem of VAR modelling, like variable selection, factor models (Stock and Watson, 2005) [7] , FAVAR models (Bernanke et al., 2004) [8] and so on. For variable selection, traditional methods focus on which-and how many-variables to include in the model from the candidate variables nevertheless ignore the possibility that selected variables may vary as the corresponding horizon differs. The same problem may also plague factor models and FAVAR models. Models, especially for macroeconomic models, will always omit variables. The key, however, is knowing if the omitted variables are important and how they are going to impact our models. By selecting the variables specific to the horizon, I try to include the important variables in each horizon to decrease free insignificant parameters.
The assumption that variables should be the same for all horizons is in fact almost always subject to serious challenges such as variance decomposition evidence and so on. Despite this, the poor forecasting performance of VAR models has not been attributed to the characteristics of variable variation across horizons. For example, Friedman (1961) [9] advocates that for the eighteen non-war business cycles since 1870, monetary policy affects economic conditions only after a lag which is long and variable.
Likewise, Blanchard and Quah (1989) [10] appeal to an analogous argument regarding that some variables are more important at some horizons than at others. When they check the forecast error variance decompositions of output at multiple horizons, they find that the contribution of demand disturbances to output is above 80% before the 8 th forecast period, while it drops sharply to 39.3 after 40 periods. This indicates a decline of the contribution of demand disturbances in explaining the movements of the output. At the same time, the contribution of supply disturbances to output increases over time. They point out that demand disturbances have a hump-shaped effect on output, which disappears after about two years, while supply disturbances have a continually increasing effect on the output which reaching a plateau after five years. Their findings are consistent with my argument that the supply and demand shocks may play important roles in explaining output at different horizons. If we focus only on the short-horizon evidence, we may make use of only demand interventions to analyze in the model, and many variables affecting output persistently and strongly in some long horizons may be ignored. Kilian (2009a) [11] initially identifies oil-specific demand shocks and oil supply shocks. He postulates that global oil production does not response to oil demand shocks contemporarily based on costs to adjusting production and anecdotal evidence on OPEC production decisions. Furthermore, his model imposes a delay restriction on feedback from fluctuations in the real price of oil to global real activity. Kilian rules out instantaneous feedback within the month. His delay restrictions advocate that not all variable will affect other variables in the economy immediately. Lippi and Nobili (2009) [12] implement a closely related approach to decompose oil demand and oil supply shocks. In their Table 3 , they provide compelling evidence that the US aggregate demand shocks explains the largest share at the short horizons (1 -6 months) and its role becomes smaller than the role of US aggregate supply shocks at all subsequent horizons. The variance decomposition part of an extensive number of studies on identifying different kinds of shocks explores the idea that the variables considered to play essential roles swing over different time horizons.
Cassou and Vázquez (2012) [13] contribute to the VAR literature that the well-known lead and lag patterns between output and inflation arise mostly over medium-term forecast horizons.
These papers provide evidence for my assumption that variables do not necessarily require a relationship through one-step ahead, which is the foundational principle behind the approach outlined in the following section.
Methodology
In the usual approach to making multi-step-ahead forecasts, economists select a one-step-ahead VAR model and use the same VAR model to make forecasts multi-step ahead. Researchers typically proceed as if they are absolutely certain that the variables are same for all forecasting horizons while having no useful information about another perspective that the substantial contributions of a variable may change as horizon differs. Though the approach implementing the same variables for all horizons is extremely prevalent in the literature, this paper selects macroeconomic variables and lag lengths in the multiple-step-ahead VAR model using a criterion specific to the horizon, which is mostly disregarded in mainstream discussion. by Diebold (2015) [14] as it is based on the full sample data. I employ the following forecast equation: (1) by SBIC in each horizon. Then I repeat the above process 1000 times and count the number of u , z , and both u and z which are selected in each horizon. Table 1 shows the times of the selected variables to forecast y from all combinations of variables u and z by the lowest SBIC (denote by X in Equation (1)) at each horizon after performing 1000 simulations. The corresponding time horizon, the times of u , z , and both u and z which are selected at this horizon are listed in column 1 to 4, respectively. I set the selected lag length p for the selected variables less or equal to 12. For the results of variable u will always be selected in my one-step-ahead forecasting model, while for the two-step ahead, the demand variable u is included in the forecasting model 999 times out of 1000. However, for a three-step-ahead model, the probability of u to be selected is 29.2% and 70.8% is for both u and z . For horizons longer than four, the supply variable has a higher probability to be selected for forecasting output than the demand variable.
According to the simulation results, I show that we may need to include different variables in the forecasting model corresponding to different horizons if different shocks affect the economy through different horizons. If the supply variable z caused the recessions through long horizons, it is unlikely to use the selected variable u from the near term to forecast y during the recessions.
According to Equation (2), even though the demand increases can be used to stimulate y in the short term, it may also negatively impact output in the long term. Moreover, we cannot fix the problems in z by increasing u . Maximizing output y by investing on the demand variable u based on the one-stepahead evidence may decrease investment in the supply variable z and limit the potential growth of GDP in the long run. In other words, chasing short-horizon benefits and solutions instead of more difficult long-term solutions may actually cause recessions.
Finally, the crucial logic from u to y over short horizons may be substituted by the logic from z to y as the time horizon changes. As I add more factors to the system, it may be harder to identify the crucial logic. Hence, I argue that we should reveal the importance of the long-horizon factors through long-horizon models, combine the crucial logic from different horizons to evaluate the effects of a shock, and pursue a healthy economy in the long run.
Application to the Small Data Set
Christiano et al. (CEE, 2005) forecasts from my approach to that of the best VAR which include the same variables at all horizons. I will first briefly summarize the CEE methodology.
The form of the CEE model is as follows: I begin by looking at the MSE results of the selected VAR models with different lags in Table 1 . The first row lists the mean squared difference between the sample mean for the period from 1965Q3 to 1982Q4 and the real data from 1983Q1 to 1995Q2 for each variable as the benchmark. The maximum lag length I set is in the 2nd column, and the best lag length selected by AIC is listed in the 3rd column. For a maximum lag length of 1, 2, or 3, the selected lag length equals 1. From the outcomes of Table 2 , if we set the maximum lag length is 6, the best lag length selected by AIC is 6 rather than 1. Nevertheless, the forecast using the model with one lag outperforms the model with longer lags.
To construct the multiple-step-ahead model by my approach for a single horizon, I use the same sample period from 1965Q3 to 1982Q4 to select explanatory variables and lag length specific to the horizon. Then forecasts for 1 to 50 quarters in the future are generated using a recursive updating scheme. That is, for a single horizon h = 1, the forecasts for 1983Q1 are based on the data up to 1982Q4. Next, I add the forecasts to the data, use the same coefficients and calculate forecasts for 1983Q2 based on data up to 1983Q1 and so on. In other words, I will recursively iterate on the estimated model with constant estimated coefficients from each horizon to calculate the out-of-sample forecasts. Further, I can compare the forecasting performance of the VAR(1) model to the predictions of multiple-step-ahead models with variables particular to that horizon. Table 3 reports the selection results. Instead of reporting the selected variables for all horizons, I only report the selected results in the horizon h = 1:2. The outcomes from all horizons demonstrate that the procedure which allows variables to change specific to the horizon has a lower SBIC than the VAR model. I would like to point out that the GDP deflator has not been selected in my one-step-ahead model, whereas modeled in the two-step-ahead model. Table 4 reports the out-of-sample MSE for the VAR model with one lag in the second row and the out-of-sample MSE relative to my selected one-step ahead Table 4 , the VAR model fails to improve on the benchmark for GDPDEF, the real wage, the labor productivity, and the federal funds rate.
Turning to the multiple-step-ahead model with different variables, the multiple-step-ahead model selected by my approach outperforms the benchmark.
The minimum MSE in terms of investment is 2.423, much lower than 3.502, indicating that using variables corresponding to the horizon is vital to enhance the forecasting ability of economic models. Most notably, for forecasting the GDP deflator, real wage, or real productivity, a one-step-ahead model forecasts poorly relative to the benchmark regardless of how many lags were used. Multiple-stepahead models yield substantive gains to making forecasts. Stock and Watson (1996) [17] discuss the instability of the VAR system and suggest forecasting by allowing parameters to change. In accordance with this concern, I recursively iterate on the estimated model with varying coefficients from each horizon to calculate the out-of-sample forecasts. That is, to demonstrate, I add the forecasts to the data, reestimate the coefficients with the newly forecasted data and calculate forecasts for 1983Q2 based on data up to 1983Q1
and so on. The out-of-sample MSE results of my method, which allows the varying coefficients, are displayed in Table 5 . It appears that allowing the changes in coefficients does not necessarily improve the out-of-sample forecasts if we allow variables specific to the horizon.
In summary, the iterated forecasting results of the VAR models with variables specific to its equation horizons dominate the forecasts from a VAR model with same variables for all horizons. I turn next to the principal components on the large data set.
Application to the Large Data Set
In this section, I forecast a single time series, US real GDP, by selecting principal components specific to the horizon and investigate whether that the selected principal components by the SBIC change as time horizon changes. The empirical evidence appears to favor the hypothesis that different principal components should be used to construct forecasts in different time horizons. Traditional methods, which postulate that principal components are the same for all time horizons, is not appropriate.
Moreover, comparison of the optimal principal components over different time horizons, in contrast with the assumption of a large body of literature that the principal components from the front are more important in making forecasts 
Methodology
This paper uses 190 different time series to calculate the principal components and select the optimal principal components to forecast a single time series, one by one, using the lowest SBIC specific to the horizon. I try to check whether the model which allows different principal components specific to the horizon has a lower out-of-sample MSE than the model does not, and whether the principal components at the end have lower out-of-sample MSEs than the principal components in the front if we allow the horizon changes.
My forecasting can be carried out in two steps. First, the principal components are estimated from the original data; second, the principal components are selected to make forecasts specific to horizons.
To be specific, following the notation for calculating the principal components 
, , ,
e e e ′ =  . In Equation (6), X are transformed to be stationary and standardized, so the transformed data do not have high correlations and they all have the same variance. The regression takes the form: 
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Data
The data I use are 190 quarterly time series for the US from 1965Q2-2013Q1.
Data sets 1-113 are selected to gauge economic activity in empirical studies (e.g. 
Empirical Results
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in-sample forecasts and out-of-sample forecasts after 2013Q1. Table 7 presents the selected variables and lag lengths for the one-step-ahead equation and two-step-ahead equation. Consistent with expectations, the empirical evidence appears to favor the hypothesis that different principal components are selected to make forecasts in different time horizons. It also indicates that many factors,
rather than a few, should be modeled to predict GDP. It is also noteworthy that the first principal component does not necessarily yield forecasts superior to other principal components.
To summarize, my analysis does not support the common assumption that the first couple principal components can be viewed as the essential factors contributing to US real GDP. More principal components, as expected, may be viewed as predetermined factors, which may even be a "tip of the iceberg" that represents the intermediate results of crucial factors. It is reasonable because the economy will be vulnerable if it depends only on sole shocks.
Moreover, the FAVAR model is considered to include information on all the variables using a few factors. My results suggest that since some of the principal components may be more important at some horizons than at others, we have to select the principal components in a FAVAR model specific to the horizon.
I use the data from 1965Q2 to 2013Q1 to select variables with the lowest SBIC specific to the horizon and make in-sample and out-of-sample direct forecasts.
Then I use the out-of-sample MSE from 2013Q1 to 2015Q3 as the criterion to select the long-horizon forecasting model. Figure 1 denotes the in-sample and out-of-sample direct forecasts by my 49-step-ahead quarterly model with the lowest out-of-sample MSE from 2013Q1 to 2015Q3. All of my models from different horizons can predict the real GDP with low in-sample MSEs. The policy intuition behind this graph is that it may take more than ten years for a recession to form. From the result of Figure 1 , it seems that the fundamental factors which can affect the US economy over long horizons should be invested these couple years to prepare for the gingival economic downturn around 2022. However, this figure provides only a possibility, so it needs to be studied further. 
Statistical Evidence for the Long-Horizon Causes of Recessions

Conclusions
This paper constructs a novel framework which provides a systematic way to employ different variables specific to the horizon, using fewer coefficients than the VAR model. My methodology is specifically designed for selecting deep variables for VAR models which can be illustrated as important in the long horizons. This application is theoretically grounded and outperforms the VAR model in terms of the out-of-sample forecasting. I also set the sample mean as a benchmark to judge the forecasting performance of VAR models and investigate whether the sample mean outperforms traditional VAR models with lags longer than one when it comes to the out-of-sample forecasting. Since I can use some historical data to forecast US GDP during recessions well out of sample through long horizons whereas traditional one-step-ahead models cannot, I conclude that the long-term economic problems cannot be fixed with short-term interventions. In other words, some variables which play small roles when adopting a short-run perspective may affect the economy strongly over a long time horizon, indicating that they may be the key to fixing recessions. I argue that the causes of recessions obtained from traditional economic models may merely be the last in a series of causes and that the real issues remain concealed in the error term.
The deficiency of my approach is that the way I select data and build models is relatively arbitrary compared with theoretical papers. My selection results are substantially more agnostic about the modeled variables than the traditional models, yet they allow variables to be selected by the data set automatically,, which is not commonly postulated by conventional variable selection. I only want to provide possibilities from a new perspective rather than explain it. In other words, this paper just uses statistical method to analyze the economy from a surface level.
The forecasting models selected by my approach may only be used to forecast time series during recessions and I also suggest that my approach should be cautiously used to interpret the selected results for analysis. In particular, I consider that the stationary data may twist the economic models into short horizons and impact the variable selection results. Hence, this hypothesis may need to be further studied in order to implement my approach for further progress or investigate the use of alternative methods, which is beyond the scope of this paper.
The practical social significance of this paper and some thoughts for future research are as follows:
First, the reason we study economics decides the long-run direction of economic theories: we build up people by creating more wealth or we increase wealth by sacrificing people's life and future generations. These two attitudes look similar but will produce totally different results in different horizons. For example, all people have the same value but their market prices are different.
Some labors' real wages may even be lower than machines or negative from the second attitude. The former attitude does not mean free welfare for everyone without truth, and the latter one may create fake prosperity in short horizons but ends up to some place we never want to be.
Second, the complex and paradoxes of economics may be attributed to the combined human world with different things together: sense and emotion, spirit and body, and so on. The short-horizon needs of the human body may make us to be attracted by the short-horizon economic world. When our spirit is also attracted by things in the short-horizon world, the space of our spirit may be twisted. We may still think in a straightforward and logical manner but in a twisted space. For instance, the mind space of money-grubber may be twisted by money attraction and their bodies may work too much for earning money driven by their minds, which may be beyond the normal range of human beings. It will be easier for people to evaluate and focus on the short-horizon obvious prize rather than the long-horizon value. People may use the short-horizon solutions to substitute the real solutions which take more efforts. The problem is that this world may not be able to provide enough short-horizon solutions to meet the unlimited desires since the real problems may always exist without the real solutions. Chasing for the short-horizon benefits and solutions may cause the recessions in the long run.
Third, through twisting the long-horizon factors which seem to be unimportant in the short horizons, there is always a dramatic structure which can be used to change the results indirectly by twisting the background. For instance, the financial crisis happened without cautions because the business operations and other economy factors appeared similarly as before while the long-horizon factors were twisting the background of the economy gradually. Some inappropriate economic behaviors did not have significant devastating results in the short horizons, which were ignored by the supervisors easily.
For my future studies, I will try to find which factors may mislead people to make inappropriate short-horizon decisions without considering the long-term costs. According to above arguments, we may need to find some long-term methods to prepare for recessions even if those methods may not have significant effects in the short horizons. Moreover, it is possible that if we fix the long-horizon problems first, the effects of the short-horizon problems will decrease automatically. The key point is to identify the substantial problems through their dynamic effects by considering the fundamentals of the economy over different horizons.
The academic significance of this paper is that my assumption may explain Again, I must emphasize that this research does not aim to solve the recessions but sheds light on the long-horizon journey of economics. Since the economy is complex, I do not know how much this new assumption will affect the economic models. It is also possible that it may not affect the traditional models at all, however, it is beyond the scope of this paper. Submit or recommend next manuscript to SCIRP and we will provide best service for you:
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