Introduction
Let K denote a field. The group GL n has an amazingly useful subgroup P n , called the mirabolic subgroup. Geometrically, P n (K) is the subgroup which stabilizes an n − 1 dimensional subspace of K n and acts trivially on the quotient line. In terms of matrices, if we fix a standard basis {e 1 , . . . , e n } of K n and think of P n as stabilizing the span of the first n − 1 of these vectors, then
As a group, P n has the structure of a semidirect product P n ∼ = GL n−1 U n where U n is the unipotent radical of P n , i.e.,
Now let K be a non-archimedean local field. Bernstein and Zelevinsky [2, 3, 12] , following the lead of Gelfand and Kazhdan [7] , analyze the structure of admissible representations of GL n (K) by restricting the representations to P n (K) and analyzing them using the representation theory of P n (K). Using the restriction to P n (K), Bernstein and Zelevinsky (i) analyze the irreducibility of representations of GL n (K) which are induced from supercuspidal representations (ii) classify the quasi-square-integrable representations in terms of supercuspidal representations (iii) classify the generic representations in terms of the quasi-square-integrable representations.
In the theory of L-functions, Jacquet, Piatetski-Shapiro, and Shalika [9] use the restriction of admissible representations of GL n (K) to P n (K) to obtain (iv) the existence of the local functional equation for GL n × GL m .
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Moreover, if one wants to prove the rationality of the local Rankin-Selberg integrals for GL n × GL m using the method of Bernstein [1] as outlined in Gelbart-Piatetski-Shapiro [6] , then the restriction to P n (K) is used to obtain the uniqueness statement needed for this method. So we add to our list (v) the proof of rationality of the local Rankin-Selberg integrals for GL n × GL m via Bernstein's method.
We will come back to this in Section 4 of this paper when we discuss the "rationality in parameters" of these integrals using Bernstein's method.
The purpose of this paper is to give a new application of the technique of restriction to P n , namely (vi) explicitly compute the GL n × GL m local L-factor for generic representations in terms of L-functions for supercuspidal representations.
The expressions we obtain are not new; they can be found in the later sections of [9] . However, we have found that this method seems (at least to us) easier to generalize to other L-functions for GL n . In particular, this method will let us compute the local exterior-square L-function for generic representations of GL n in the non-archimedean case. We will return to this in the future. We also expect that this method will be adaptable to the analogous archimedean calculation.
Let us briefly describe the contents of this paper. Section 2 begins with a review of the theory of derivatives of Bernstein and Zelevinsky [2, 3, 12] . Then we investigate how these derivatives manifest themselves in terms of restrictions and asymptotics in the Whittaker models of generic representations, and more generally, representations of Whittaker type. In Section 3, we apply these results to the computation of the local L-functions L(s, π × σ) for representations π of GL n and σ of GL m in terms of the (exceptional) L-functions of their derivatives. This allows us to compute the L-functions in the cases where both π and σ are supercuspidal, as in Gelbart-Jacquet [5] , and where both are square-integrable in terms of the L-functions of supercuspidals, as in [9] . These techniques are not sufficient for computing the L-functions for generic representations. In Section 4, we discuss deformations of representations. We show that the Rankin-Selberg integrals defining the L-functions L(s, π u × σ w ) for deformed representations are "rational in parameters" by using Bernstein's theorem [1, 6] . We also investigate how the derivatives behave under deformation. In Section 5 we return to the computation of the L-function. By combining the method of Section 3, the deformations of Section 4, and Hartog's theorem we are able to prove a weak version of Theorem 3.1 of [9] : the multiplicativity of γ and the divisibility of L. We then follow the methods of [9] to complete the computation of L(s, π × σ) for π and σ generic, and more generally, irreducible.
To construct Φ − , let (τ, V τ ) be a smooth representation of P n . We form the space of (U n , ψ)-covariants by taking V τ (U n , ψ) = τ (u)v − ψ(u)v | u ∈ U n , v ∈ V τ and forming the quotient vector space V τ /V τ (U n , ψ). This is the largest quotient on which U n acts by the character ψ. Then σ = Φ − (τ ) is the normalized representation of P n−1 on V τ /V τ (U n , ψ) given by σ(p)(v + V τ (U n , ψ)) = | det(p)| −1/2 (τ (p)v + V τ (U n , ψ)).
Φ + is the functor of normalized compactly supported induction. If (σ, V σ ) is a smooth representation of P n−1 we extend it to a representation of P n−1 U n by letting U n act by the character ψ. Then τ = Φ + (σ) = ind
where the induction ind is non-normalized using smooth functions of compact support modulo P n−1 U n .
Using fairly elementary geometry, realizing these representations in sections of sheaves over U n , Bernstein and Zelevinsky establish the following basic properties of these functors:
(1) Φ ± and Ψ ± are all exact. From these basic properties, they derive the following consequences:
(1) Φ + and Ψ + carry irreducible representations to irreducible representations. (2) Any irreducible representation of τ of P n is of the form τ (Φ + ) k−1 Ψ + (ρ) with ρ an irreducible representation of GL n−k . The index k and the representation ρ are completely determined by τ . (3) The derivatives: Let τ ∈ Rep(P n ). For each k = 1, 2, . . . , n there are representations τ (k) ∈ Rep(P n−k ) and τ (k) ∈ Rep(GL n−k ) associated to τ by
Diagrammatically: τ τ (1) τ (1) τ (2) τ (2) . . . τ (3) where all leftward arrows represent an application of Φ − and the rightward arrows an application of Ψ − . τ (k) is called the k th derivative of τ . (4) The filtration by derivatives: By successive application of the sixth basic property listed above, any τ ∈ Rep(P n ) has a natural filtration by P n submodules 0 ⊂ τ n ⊂ τ n−1 ⊂ · · · ⊂ τ 2 ⊂ τ 1 = τ such that τ k = (Φ + ) k−1 (Φ − ) k−1 (τ ). The successive quotients are completely determined by the derivatives of τ since
The proofs of these statements can be found in the work of Bernstein and Zelevinsky [2, 3] .
2.2.
Derivatives for GL n . Let π ∈ Rep(GL n ). Then the derivatives of π can be defined by using the restriction of π to P n . The 0 th derivative is π itself, i.e., π (0) = π. The higher derivatives are defined through the restriction of π to P n , which we denote by π (0) in keeping with the previous section. If we set τ = π (0) = π| Pn then π (k) = τ (k) and π (k) = τ (k) for k = 1, . . . , n.
These derivatives are quite useful in discussing the representation theory of GL n . For example, the work of Gelfand and Kazhdan [7] can be interpreted as the statement that π is quasi-cuspidal iff π (k) = 0 for 0 < k < n and π (n) = 0, and in this situation π is irreducible iff π (n) = 1.
The derivatives for GL n also satisfy a type of Leibniz rule. This is easiest stated using (essentially) the notation introduced by Bernstein and Zelevinsky. If π ∈ Rep(GL n ) and σ ∈ Rep(GL m ) let ρ×σ denote the induced representation π×σ = Ind where Q n,m is the standard parabolic with Levi factor GL n × GL m , and the induction is normalized parabolic induction on the space of smooth functions. Then the derivatives of this induced representation (π×σ) (k) are glued from the π (i)× σ (k−i) for 0 ≤ i ≤ k, i.e., (π×σ) (k) has a filtration whose successive quotients are the π (i)× σ (k−i) [3] .
2.3.
Connections with Whittaker models. Let (π, V π ) ∈ Rep(GL n ). Then one can explicitly compute the n th derivative π (n) . One finds that π (n) is a representation of GL 0 , i.e., just a vector space. In fact, the space of π (n) is V π /V π (N n , ψ) where V π (N n , ψ) = π(n)v −ψ(n)v | v ∈ V π , n ∈ N n , N n is the maximal unipotent subgroup of upper triangular unipotent matrices, and for n ∈ N n we set ψ(n) = ψ(n 1,2 + · · · + n n−1,n ). This is the maximal quotient of V π on which N n acts via the non-degenerate character ψ. Thus the dual linear space (V π /V π (N n , ψ))
* is the space of ψ-Whittaker functionals on π and we have dim(π (n) ) is precisely the number of (independent) Whittaker functionals on π. If π is irreducible then dim(π (n) ) ≤ 1 [2, 7] .
π is called generic if it is irreducible and dim(π (n) ) = 1. In this case, let λ be a non-trivial ψ-Whittaker functional. Then the space of functions W(π, ψ) = {W v (g) = λ(π(g)v) | v ∈ V π , g ∈ GL n } with the natural action of GL n by right translation is called the Whittaker model of π.
The main purpose of this section is to analyze the restriction of π to P n and the functors Φ − and Ψ − for a generic representation in terms of its Whittaker model. One of the initial goals of the Bernstein-Zelevinsky series was to provide a model for π in terms of the restriction of the functions in the Whittaker model W(π, ψ) to P n . This is the so-called Kirillov model of π. The result is:
is injective, i.e., if W v ∈ W(π, ψ) then the restriction of W v to P n as a function cannot vanish identically.
Corollary. The space of functions on P n given by {W v (p) | v ∈ V π , p ∈ P n } is a model for the restriction π (0) of π to P n , the action being by right translation.
Let us make the following simple observation. Let W v ∈ W(π, ψ) and let p = g u 0 1 =
Hence we have a model of the restriction of π to P n on the space of functions
with action given by
We will call this model a Whittaker model of π (0) and denote it by W(π (0) , ψ).
Let us now consider the functor Φ − in this context. To simplify the notation, let τ denote the restriction π (0) of π to P n . Recall that for (τ, V τ ) a smooth representation of P n , Φ − (τ ) is the normalized representation of P n−1 on the space
There is another characterization of the subspace V τ (U n , ψ) due to Jacquet and Langlands [2] , namely v ∈ V τ (U n , ψ) iff there exists a compact open subgroup Y ⊂ U n such that
We would now like to give a third characterization of the space V τ (U n , ψ) in terms of the model of τ = π (0) on the space of functions W(τ, ψ).
But P n−1 is the stabilizer of the character ψ of U n . Therefore we see that ψ(p u) = ψ(u) and
We next claim that A ⊂ V τ (U n , ψ). We now use the equivalent characterization of V τ (U n , ψ) due to Jacquet and Langlands, namely,
In terms of the Whittaker model of τ , this characterization becomes
Now write p ∈ P n as p = gu with g ∈ GL n−1 → P n and u ∈ U n . Then
For Y sufficiently large, Y ψ(gyg −1 )ψ −1 (y) dy = 0 unless g ∈ Stab GL n−1 (ψ) = P n−1 . In this case, setting g = p ∈ P n−1 we have
Hence if W v ∈ A we see that this is again identically equal to 0. Therefore A ⊂ V τ (U n , ψ).
has as a model the space of functions
with the natural action by right translation.
If we now proceed by induction, we find natural models for all of the π (k) .
Proposition 2.2. The representation π (k−1) of P n−k+1 has as a model the space of functions
We will refer to these models as Whittaker models for the π (k−1) . Now turn to the functor Ψ − leading to the derivative. Given τ = π (0) = π| Pn , the representation Ψ − (τ ) is the normalized representation of GL n−1 on the quotient V τ /V τ (U n , 1). As before, we have two characterizations of V τ (U n , 1). By definition,
whereas the Jacquet-Langlands characterization [2] 
We now give a third characterization in terms of the Whittaker model for τ = π (0) given above.
Then V τ (U n , 1) consists of those W v for which there exists an N > 0, depending on v, such that W v g 1 ≡ 0 whenever the last row of g satisfies the estimate max i {|g n−1,i |} < q −N .
Proof: As before, let
So, assuming ψ is normalized, if we take N such that
On the other hand, using the characterization of V τ (U n , 1) by Jacquet and Langlands, if v ∈ A with associated N > 0 let
then we see
But, again assuming that ψ is normalized,
by the Jacquet-Langlands criterion.
Applying this argument inductively, we obtain a similar result for (
. Then in terms of the Whittaker model of τ
, g ∈ GL n−k , and there exists
Again, let us let τ = π (0) = π| Pn . Recall that we have the decomposition of τ via
The representation Ψ − (τ ) is the normalized representation of GL n−1 on the space of covariants V τ /V τ (U n , 1). Both V τ (U n , 1) and the quotient are naturally P n -modules. In fact, V τ /V τ (U n , 1) is the maximal quotient on which U n ⊂ P n acts trivially. Since Ψ + (ρ) is always the normalized extension of a GL n−1 module to P n by letting U n act trivially, we see that
. The same argument works for the representations (Φ − ) k−1 (τ ) = π (k−1) and we arrive at the following result. Proposition 2.5. As P n−k+1 modules we have
and there exists
Asymptotics and Derivatives.
We have seen that we have a model for the representation of P k+1 given by π (n−k−1) , which we have called the Whittaker model, on the space of functions
and that in this model
Let τ = π (n−k−1) and V τ the space for τ . For each v ∈ V τ we have a function F v (g) on GL k defined as follows. If v ∈ V π which projects onto v then
The space of functions {F v (g)} is essentially the Whittaker model for τ , which we will denote again by W(τ, ψ). The functions F v ∈ W(τ, ψ) satisfy the following properties:
where, in the first condition, ψ(n) = ψ(n 1,2 + · · · + n k−1,k ) and in the second condition,
To better describe the space V τ (U k+1 , 1), let us introduce the following definition of a stable limit. If f (a) is a function on K × we say lim a→0 f (a) = c iff there exists N > 0 such that f (a) ≡ c for |a| < q −N . In m variables, if F is a function on K m \ {0} we say lim v→0 F (v) = c iff there exists N > 0 such that F (v) ≡ c for max i {|v i |} < q −N . Then we have the characterization
with g k denoting the last row of g ∈ GL k .
If we use the Iwasawa decomposition in GL k and write g = nzak with n ∈ N k , z = diag(z, . . . , z) ∈ Z k , a = diag(a 1 , . . . , a k−1 , 1) ∈ A k , and k ∈ GL k (o) then |z| is well defined and g k → 0 if and only if z → 0.
Heuristically, the derivative π (n−k) which is the normalized representation of GL k on V τ /V τ (U k+1 , 1) now becomes the asymptotics along the center in these coordinates. Writing g = nak and using the center and the simple roots as coordinates on A, the limit is uniform in the other coordinates, i.e., depends only on the function F v (g). Let us now make this more precise.
). Then τ 0 is a subrepresentation of τ and
. This is a smooth function of a. Let F(τ 0 ) = {f v (a) | v ∈ V τ 0 } be the space of all such functions as v runs over the space of τ 0 and F 0 (τ 0 ) = F(τ 0 ) ∩ S(K × ) those functions which vanish as a approaches 0 in the stable sense. The image of V τ (U k+1 , 1) lies in F 0 (τ 0 ).
. Since the projection p is a GL k intertwining map, we have
We next consider a general property of the support of f v . Let us assume, without loss of generality, that ψ is normalized so that ψ is trivial on o but ψ(
On the other hand, we have, by the smoothness of τ 0 , a constant
Mv there is a choice of u for which this character is non-trivial. Hence f v (a) = 0 for |a| ≥ q Mv .
Claim. There exists
Proof: [Proof of the claim] Since both f v and ω 0 are smooth on
Let a ∈ o , a = 0, with |a| < q −Nv and λ ∈ K × with |λ| < q −Nv . Write a = j u i u with u ∈ u and j ≥ 0. we have
Since j ≥ 0 we have |λ j | ≤ |λ| < q −Nv so that
Since |λ i | ≤ |λ| for all 0 ≤ i ≤ j repeatedly using the above argument gives
Since ω(u) = 1 for u ∈ u we finally arrive at
for all a ∈ o, a = 0, as long as |λ| < q −Nv .
Once we have this claim, we see that for any λ with |λ| < q −Nv we have
In order to see this, consider |a| < q −Nv . Then we can write a = λa 0 with a 0 ∈ o and |λ| < q −Nv . Then
Hence lim
for any λ with |λ| < q −Nv .
Corollary. If λ 1 and λ 2 both satisfy |λ i | < q −Nv then
We continue taking τ = π (n−k−1) and are working under the assumption that π (n−k) 0 is irreducible non-zero with central character ω 0 . We have seen that for every a ∈ K × and every v ∈ V τ 0 we have
Here we view aI k ∈ GL k → P k+1 . Hence there is a positive integer N = N v,a such that for g ∈ GL k and
We now claim that we can choose N = N v uniformly for a ∈ o as before. The argument is essentially the same as above. From the smoothness of
We next show that there exists a v ∈ V τ 0 such that lim
we have
and hence
defines a non-trivial Whittaker functional on π
Proof: It is easy to see that λ is linear. We have seen that λ vanishes on V τ (U k+1 , 1), so that λ factors through to a functional on
, and that there exists v ∈ V τ 0 such that λ(v) = 0.
To see that λ is a Whittaker functional, we compute for n ∈ N k that
Before we end these preliminaries and turn to the Rankin-Selberg integrals, let us note the following connection between the Whittaker model of π 
But if |g k | < q −Nv and |a| ≤ 1 we have 
where, as usual, e k = (0, . . . , 0, 1) ∈ K k . For future reference, we record this as a Corollary to Proposition 2.7.
be an irreducible submodule of π (n−k) and τ 0 the corresponding submodule of π (n−k−1) which projects to π (n−k) 0 under the canonical projection. For every
Moreover, for every W ∈ W(τ 0 , ψ) and every Φ • ∈ S(K k ) locally constant and supported in a sufficiently small neighborhood of 0 there is a W • ∈ W(π For our purposes, a representation π of GL n will be called of Whittaker type if π is an induced representation of the form
where each ∆ i is an irreducible quasi-square-integrable representation of GL n i and the induction is normalized from the standard parabolic Q associated to the partition (n 1 , . . . , n t ) of n. These are included in the representations of Whittaker type of [9] and in fact the only representations of Whittaker type needed for the applications therein. Such π need not be irreducible, but they have a unique (up to scalars) non-trivial ψ-Whittaker functional λ and hence a (not necessarily injective) Whittaker model
is not really a model for π but rather for a nondegenerate quotient of π. For these representations, it is not known in general whether the restriction of the functions W v ∈ W(π, ψ) to p ∈ P n can vanish identically, that is, whether a version of the Kirillov model holds for these Whittaker quotients. However, there is a natural representation of P n for which the analysis of Sections 2.3 and 2.4 hold. Namely, if in this context we set
and let τ be the representation of P n in this space by right translation, then we may analyze τ and its derivatives as above. In particular, Propositions 2.1 through 2.7 and their Corollaries remain valid if we replace the representation π (0) of GL n by the Whittaker quotient W(π, ψ), the representation π (0) of P n by the space of restricted Whittaker functions W (0) (π, ψ), and then define π (k) and π (k) through the representation
There is one case where the representation π is a possibly reducible representation of Whittaker type and still the Propositions 2.1 through 2.7 and their Corollaries hold without modification. These are the induced representations of Langlands type. Let ν(g) = | det(g)| denote the unramified determinantal character of any GL r . An induced representation of Langlands type is a representation of the form
where each ∆ i is now an irreducible (unitary) square-integrable representation of GL n i , each u i is real and they are ordered so that
The induction is normalized from the standard (upper) parabolic Q associated to the partition (n 1 , . . . , n t ) of n. Note that these are representations of Whittaker type.
From the work of Jacquet and Shalika [10] we know that for these induced representations of Langlands type the map v → W v (g) is actually an isomorphism of π with its Whittaker model W(π, ψ) and moreover the restriction of these functions to P n can never vanish identically, so the set of functions {W v (p)|v ∈ V π , p ∈ P n } does give a model for the restriction
Hence, for these induced representations of Langlands type, the Propositions 2.1 through 2.7 and their Corollaries hold as stated.
Derivatives and Local Factors
We want to use the theory of derivatives to compute the L-function for a non-archimedean local field K for the case of GL n × GL m with m ≤ n.
3.1. The basic existence theorem. We first recall the basic definitions and the basic existence theorem from the paper of Jacquet, Piatetski-Shapiro, and Shalika [9] .
Let π = Ind(∆ 1 ⊗ · · · ⊗ ∆ t ) be a representation of Whittaker type on GL n as in Section 2.5. Let π ι denote the representation of GL n on the same space V π but with action π
Now let π be a representation of GL n of Whittaker type and σ a representation of GL m of Whittaker type. We always assume m ≤ n. For each W ∈ W(π, ψ) and W ∈ W(σ, ψ −1 ) we associate an integral
for each 0 ≤ j ≤ n − m − 1 in the case m < n. In the case m < n, we will let I(s; W, W ) = I 0 (s; W, W ) when appropriate to ease the notation.
The basic existence theorem of Jacquet, Piatetski-Shapiro, and Shalika [9] is the following.
Theorem. [9] (i) Each of the integrals I(s : W, W , Φ), in the case m = n, and the integrals I j (s : W, W ), in the case m < n, is absolutely convergent for Re(s) large.
(ii) They are rational functions of q −s . More precisely, if m = n the integrals I(s; W, W , Φ) form a fractional ideal I(π, σ) of the ring C[q
and P (0) = 1. If m < n, there is a similar factor L(s, π × σ), independent of j, generating the ideal I(π, σ) spanned by the integrals I j (s; W, W ). The same results are true of the pair (π ι , σ ι ).
(iii) Suppose m = n. Then there is a monomial factor ε(π × σ, s, ψ) of the form αq −as , a ∈ Z, such that if
Similarly, if m < n there is a monomial factor ε(s, π × σ, ψ), independent of j, such that if
where w n,m = I n−m w m .
Proof: [Remarks on the proof] Statements (i) and (ii) are proved by analyzing the asymptotics of the Whittaker functions involved on the torus T n or T m as the entries go to 0. The rationality of the integrals can also be proven using Bernstein's Theorem, as presented in Section 4 here. Statement (iii), the local functional equation, is an application of the theory of derivatives and is quite in keeping with the spirit of this paper.
In order to compute L(s, π ×σ) we can use the following elementary characterization of the polynomial P (q −s ), namely P (q −s ) is the minimal polynomial (in the sense of divisibility) in q −s such that P (q −s )I(s; W, W , Φ), in the case m = n, or P (q −s )I j (s; W, W ), in the case m < n, is an entire function of s for all W ∈ W(π, ψ), W ∈ W(σ, ψ −1 ), and Φ ∈ S(K n ) (if necessary). Once we normalize so that P (0) = 1, this characterizes P (q −s ) and hence L(s, π × σ) uniquely.
The cases which are of most interest for us are when π and σ are either generic or induced of Langlands type, so that the results of Sections 2.3 and 2.4 hold as stated. These cases also best illustrate the ideas involved. However, when we deform our representations in Section 4 we will of necessity leave the realm of generic representations and even of induced representations of Langlands type, although when the parameters are in "general position" the representations in question will be generic. So we must work with representations of Whittaker type. Throughout this section we will use the notation of Sections 2.3 and 2.4. However, in the case when π and σ are only of Whittaker type and not the more special generic or induced of Langlands type, then we invoke the conventions of Section 2.5, that is, we take
, and σ (0) to be W (0) (σ, ψ −1 ). Since our computations involve the manipulation of integrals of Whittaker functions, this is most natural. We hope this does not cause too much confusion.
3.2.
The case m = n. Let us now begin to analyze the locations of the poles of the rational functions in I(π, σ), since these poles and their orders will determine
Since this ideal is linearly spanned by the I(s; W, W , Φ) it will suffice to understand the poles of these integrals.
Suppose there is a function in I(π, σ) having a pole of order d at s = s 0 and that this is the highest order pole of the family at s = s 0 . Consider a rational function defined by an individual integral I(s; W, W , Φ). Then the Laurent, or partial fraction, expansion about s = s 0 will have the form
The coefficient of the leading term, B(W, W , Φ), will define a non-trivial trilinear form on
where ρ denotes the representation of GL n on S(K n ) by right translation.
The Schwartz functions have a natural
Definition. The pole at s = s 0 of the family
If s 0 is an exceptional pole of I(π, σ) then the trilinear form B s 0 factors to a non-zero trilinear form on
is isomorphic to C via the map Φ → Φ(0). Hence if s 0 is an exceptional pole, then the form B s 0 can be written as
Note that in the case that π and σ are irreducible, which will be true for π and σ in "general position", such a pairing implies an isomorphism betweenπ and σν s 0 , where we let ν(g) denote the determinantal character ν(g) = | det(g)| for any size GL n , and puts a severe restriction on the possible exceptional poles s 0 . In general, we would have to have such an isomorphism between constituents of π and σ. Let us emphasize this fact. If the ideal I(π, σ) has an exceptional pole of order d at s = s 0 , then this pole contributes a factor of (1 − q
Z), these factors will be independent (that is, relatively prime in
Definition. Let L ex (s, π × σ) −1 denote the product of these factors (1 − q s 0 q −s ) d as s 0 runs over the exceptional poles of I(π, σ), with d the (maximal) order of the pole.
We will refer to L ex (s, π ×σ) as the exceptional contribution to L(s, π × σ).
Next, consider a pole at s = s 0 of the family I(π, σ) which is not exceptional. Let d be the maximal order with which it occurs in I(π, σ). Then each integral I(s; W, W , Φ) will still have an expansion
about s = s 0 and the coefficient of the leading term,
but now this form restricts non-trivially to
Let K n = GL n (o) be the maximal compact subgroup of GL n . Then we may decompose our integral as
i (e n a)) and write S = ∪a j U
• . Then, the integral I(s; W, W , Φ • ) can be decomposed as a finite sum of the form
with c > 0 a volume term. We still have the expansion (2.1) with B s 0 (W, W , Φ
• ) = 0 for some choice of W and W . Hence, for such a choice of W and W we must have that at least one of the rational functions defined by the integrals
s−1 dp must have a pole of order d at s = s 0 . Moreover, as is apparent by looking at (2.2), for suitable choice of Φ • each of these integrals will individually occur in I(π, σ) and hence completely account for the pole at s = s 0 with its maximal order. Let us denote the integral occurring in (2.3) by I (0) (s; W, W ). As is suggested, the integrals only depend on the functions W and W through their restriction to P n , that is, on π (0) and σ (0) . Moreover, the integral over N n \P n can be reduced to an integral over N n−1 \GL n−1 . We summarize this in the following statement.
Proposition 3.2. The poles of the family I(π, σ) which are not exceptional are precisely the poles of the family of rational functions I (0) (π, σ) spanned by the integrals
Let us now analyze the rational functions I (0) (s; W, W ). We again take a pole s = s 0 of the family I (0) (π, σ) and let d be its maximal order in the family. Then each rational function will have an expansion of the usual shape, which in this case we write
where now we may view B (0),s 0 as a non-trivial bilinear form on W(
Since we are now dealing with representations of P n , we can use the filtration of π (0) and σ (0) by derivatives. To ease notation, let us denote π (0) by τ for the moment. So τ has the
). We know that the bilinear form B (0),s 0 is nontrivial on τ = τ 1 . It must be trivial on τ n , for the functions W which come from W(τ n , ψ) are compactly supported on P n modulo N n . Hence the integral defining I (0) (s; W, W ) for such functions will become a finite sum, resulting in a Laurent polynomial which is entire. So there will be a smallest k such that B (0),s 0 restricts trivially on W(τ n−k+1 , ψ) but is non-zero on W(τ n−k , ψ).
Consider now the rational functions defined by the integrals I (0) (s; W, W ) with W ∈ W(π (0),n−k , ψ). These rational functions account for the pole at s = s 0 with the maximal order d. Recall from Section 3 that the Whittaker functions W ∈ W(π (0),n−k , ψ) are characterized by the fact if we view them as functions on GL n−1 by W g 1 that their support in the last n − k − 1 rows of g is compact, modulo N n . Hence, if we use a partial Iwasawa decomposition to write the g ∈ GL n−1 as
with h ∈ GL k , k ∈ K n−1 , and each a i ∈ K × , the function W will have compact multiplicative support in the a i . Then, as in (2.2), for a fixed W and W our integral becomes a finite sum of the form
Then our pole at s = s 0 of order d must come from one of the integrals I (n−k−1) (W, W ; s) with W ∈ W(π (0),n−k , ψ). Moreover, since both W and W enter into these integrals through their restriction to GL k , they only depend on the images of W and W in W(π (n−k−1) , ψ) and W(σ (n−k−1) , ψ −1 ) respectively. Moreover, by Lemma 9.2 of [9] , it is elementary to see that each I (n−k−1) (s; W, W ) actually occurs as a I (0) (s; W • , W • ) for appropriate choice of W • and W • , and hence are elements of I (0) (π, σ) ⊂ I(π, σ). Hence these integrals can have at most a pole of order d at s = s 0 and hence a pole of order exactly d at s = s 0 for appropriate choice of W and W .
Let us denote by I (n−k−1) (π, σ) the span of the rational functions defined by the integrals I (n−k−1) (s; W, W ). As we have seen, each non-exceptional pole of the family I(π, σ) occurs as a pole of the family I (n−k−1) (π, σ) for some k and each pole of this family is a pole of the family I(π, σ). Now, analyze our non-exceptional pole at s = s 0 in terms of these integrals. Again, look at the expansion about s = s 0
Since the integral involves W and W restricted to GL k , the integral and the bilinear form B (n−k−1),s 0 (W, W ) depend only on the functions determined by W and W in W(π (n−k−1) , ψ) and W(σ (n−k−1) , ψ −1 ) respectively. Recalling the twists involved in the definitions of the derivatives, the quasi-invariance becomes
Furthermore, the index k was chosen so that
) which is quasi-invariant with respect to the action of P k+1 . By Proposition 3.7 of [3] , there are no non-trivial quasi-invariant pairings between Ψ + (π (n−k) ) and σ (n−k−1),2 = Φ + (σ (n−k) ). Hence the pairing defined by B (n−k−1),s 0 must actually define a non-zero bilinear form on the space
To proceed from this point, we need to make a simplifying assumption. As we shall see in Section 4, this assumption is satisfied for all π and σ in "general position".
Assumption. Assume the all derivatives π (n−k) of π and all derivatives σ (n−k) of σ are completely reducible.
Continuing our analysis under this assumption, let us write
irreducible. Then the bilinear form B (n−k−1),s 0 (W, W ) determined by our pole s 0 must restrict non-trivially to some pair
Recall from the Corollary to Proposition 2.7 that there exist functions
which is the characteristic function of a sufficiently small neighborhood of 0 ∈ K k we have an equalities
We may then decompose the integral I (n−k−1) (s; W i , W j ) into two parts
In the integrals I
) term will restrict the support of the integrand to being compact in the last row of h, modulo N k . Using a partial Iwasawa decomposition as above, we can then write this integral as a finite sum of integrals involving the restrictions of W i and W j to GL k−1 , that is, depending only on the images of W i and W j in W(π (n−k) , ψ) and W(σ (n−k) , ψ −1 ). But our bilinear form restricts to zero on these spaces. Hence the integrals of the form I 1 (n−k−1) (s; W i , W j ) cannot contribute to the order d pole at s = s 0 , and play no role in our analysis.
We can write I
These integrals must contribute the pole at of order d at s = s 0 . However, as integrals on GL k , these are the standard Rankin-Selberg integrals I Summarizing this analysis, we arrive at the following result. Proposition 3.3. Under the assumption that all derivatives of π and σ are completely reducible, any non-exceptional pole s = s 0 of order d of the family I(π, σ) will correspond to an exceptional pole, again of order d, for some family I(π
an irreducible constituent of π (n−k) , and σ (n−k) j and irreducible constituent of σ (n−k) . Furthermore, all exceptional poles of these families occur, with the same order, as poles of the family I(π, σ).
If me combine this with our analysis of the exceptional poles of the family I(π, σ), we arrive at the following theorem.
Theorem 3.1. Let π and σ be representations of GL n of Whittaker type such that all derivatives of π and σ are completely reducible. Then
where the least common multiple is with respect to divisibility in C[q s , q −s ] and is taken over all k with 0 < k ≤ n and for each k all constituents π
3.3. The case m < n. Now, take π a representation of Whittaker type of GL n and σ a representation of Whittaker type of GL m with m < n. Let us analyze the locations of the poles of the rational functions in I(π, σ), since these poles and their orders will determine P (q −s ) and hence L(s, π × σ).
Suppose there is a function in I(π, σ) having a pole at s = s 0 of order d and that this is the highest order with which the pole at s = s 0 occurs in the family. Since the ideal I(π, σ) is spanned by the rational functions defined by the integrals I(s; W, W ) = I 0 (s; W, W ), this pole must occur with order d for some function I(s; W, W ). Consider the rational function determined by an individual integral I(s; W, W ) with W ∈ W(π, ψ) and W ∈ W(σ, ψ −1 ). Then this will have a Laurent (or partial fraction) expansion near s = s 0 of the form
The coefficient B s 0 (W, W ) of the leading term will be a non-trivial bilinear form on W(π, ψ)× W(σ, ψ −1 ) with the quasi-invariance under GL m given by
Since the dependence on W ∈ W(π, ψ) is through its restriction to GL m , we see that the function I(s; W, W ), and hence the form B s 0 (W, W ), only depends on the restriction of W to P n and, in fact, only on the image of W in the representation of P m+1 on W(π (n−m−1) , ψ). Thus we see that in fact B s 0 (W, W ) factors to a GL m quasi-invariant pairing between W(π (n−m−1) , ψ) and W(σ, ψ −1 ) satisfying
Let τ = π (n−m−1) and consider the filtration of τ by derivatives
The bilinear form B s 0 must be trivial on τ m+1 , for the functions coming from W(τ m+1 , ψ) will be compactly supported on GL m modulo N m , hence the integral defining I(s; W, W ) will reduce to a finite sum, resulting in a Laurent polynomial which is entire. Let k be the smallest integer such that
First, consider the case where k = m. In this case, B s 0 (W, W ) is zero for
The quotient π (n−m−1) /π (n−m−1),2 realizes the representation Ψ + (π (n−m) ). Hence B s 0 (W, W ) factors to a non-zero bilinear form on
Next, consider the case k < m and consider the rational functions defined by the integrals I(s; W, W ) with W ∈ W(π (n−m−1),m+1−k , ψ). 
with h ∈ GL k , k ∈ K m , and each a i ∈ K × , the function W will have compact multiplicative support in the a i . Then, as in (2.2), for a fixed W and W our integral becomes a finite sum of the form
Then our pole at s = s 0 of order d must come from one of the integrals I (m−k−1) (s; W, W ) with W ∈ W(π (n−m−1),m+1−k , ψ). Moreover, since both W and W enter into these integrals through their restriction to GL k , they really only depend on the images of W and W in W(π (n−k−1) , ψ) and W(σ (m−k−1) , ψ 
Since the integral involves W and W restricted to GL k , the integral and the bilinear form B (m−k−1),s 0 (W, W ) depend only on the functions determined by W and W in W(π (n−k−1) , ψ) and W(σ (m−k−1) , ψ −1 ) respectively. Recalling the twists involved in the definitions of the derivatives, the quasi-invariance becomes
which is quasi-invariant with respect to the action of P k+1 . By Proposition 3.7 of [3] , there are no non-trivial quasi-invariant pairings between Ψ + (π (n−k) ) and −k) ). Hence the pairing defined by B (m−k−1),s 0 must actually define a non-zero bilinear form on the space
To proceed from this point, we need to again make a simplifying assumption. As we shall see in Section 4, this assumption is satisfied for all π and σ in "general position".
Assumption. Assume the all derivatives π (n−k) of π and all derivatives σ (m−k) of σ are completely reducible.
Continuing our analysis under this assumption as before, let us write
with each π 
. From the Corollary to Proposition 2.7 we know there exist functions
We may then decompose the integral I (m−k−1) (W i , W j ) into two parts
) term will restrict the support of the integrand to being compact in the last row of h, modulo N k . Using a partial Iwasawa decomposition as above, we can then write this integral as a finite sum of integrals involving the restrictions of W i and W j to GL k−1 , that is, depending only on the images of W i and W j in W(π (n−k) , ψ) and W(σ (m−k) , ψ −1 ). But our bilinear form restricts to zero on these spaces. Hence the integrals of the form I 
These integrals must contribute the pole at of order d at s = s 0 . However, as integrals on GL k , these are the standard Rankin-Selberg integrals I Summarizing this analysis, we arrive at the following result. . Furthermore, all exceptional poles of these families occur, with the same order, as poles of the family I(π, σ).
If we rewrite this in terms of exceptional L-functions, we arrive at the following result. Theorem 3.2. Let π and σ be representations of GL n and GL m respectively of Whittaker type such that all derivatives of π and σ are completely reducible. Then
where the least common multiple is with respect to divisibility in C[q s , q −s ] and is taken over all k with 0 < k ≤ m and for each k all constituents π
The Bernstein-Zelevinsky Classification.
Recall that an admissible representation (ρ, V ρ ) of GL r is called supercuspidal or simply cuspidal if it is killed by all Jacquet functors for proper standard parabolic subgroups P = M U of GL r , that is, r M (ρ) = 0 where r M (ρ) is the natural representation of M on V ρ /V ρ (U, 1) [3] . In this terminology, cuspidals need not be unitary.
Let ν(g) = | det(g)| be the unramified determinantal character of any GL r .
By a segment ∆ we mean a sequence of cuspidal representations of the form
If ρ is a cuspidal representation of GL r then the segment determines a representation, which by abuse of notation we will again denote by ∆, of GL r by setting ∆ to be the unique irreducible quotient of Ind(ρ ⊗ ρν ⊗ · · · ⊗ ρν −1 ) where the induction is normalized parabolic induction from the standard parabolic attached to the partition (r, r, . . . , r) of r . (Note: Bernstein and Zelevinsky take ∆ to be the irreducible submodule of this induced and ∆ t to be the irreducible quotient. Since we will not need the irreducible submodule, we will simply use ∆ for the irreducible quotient. We hope this does not cause too much confusion.) Theorem. [3, 12] π is an irreducible quasi-square-integrable representation of GL n if and only if π = ∆ for some segment ∆.
Following Bernstein and Zelevinsky we say two segments ∆ 1 and ∆ 2 are linked if neither one is a subsegment of the other, but never the less their union ∆ 1 ∪ ∆ 2 is again a segment.
Theorem. [3, 12] π is an irreducible generic representation of GL n if and only if there exist non-linked segments ∆ 1 , . . . , ∆ t such that π ∼ = Ind(∆ 1 ⊗ · · · ⊗ ∆ t ), with the induction normalized parabolic induction.
Note that in this situation the induced representation is irreducible [3, 12] .
3.5. Derivatives. The derivatives of these representations have all been computed by Bernstein and Zelevinsky [3, 12] . The results are as follows. t ) which give representations of GL n−k . If ∆ i is an irreducible representation of GL n i , so that n = n 1 + · · · + n t , then we have a filtration of π (k) whose subquotients are the representations Ind(∆
In general π (k) need not be completely reducible and the Ind(∆
t ) need not be irreducible. However, in the case where the segments are in "general position", as in Section 4, then the derivatives π (k) will be completely reducible and the subquotients Ind(∆
t ) will be generic and irreducible. 
, and Φ ∈ S(K k ) with support in a neighborhood of 0.
As we have seen, π (n−k) = 0 unless k = 0, n and σ (m−k) = 0 unless k = 0, m. The case k = 0 gives no poles, so that we have
If n = m the computation is given in Gelbart and Jacquet [5] . As we will use this method of computation in the square-integrable case, we sketch it here. For details, see [5] . The poles of the family I(π, σ) are again exactly the exceptional poles of the family of integrals
with W ∈ W(π, ψ), W ∈ W(σ, ψ −1 ), and Φ ∈ S(K k ) with support in a neighborhood of 0. Let s = s 0 be an exceptional pole of one of these families of integrals. On the one hand, at s = s 0 we have the expansion
where d is the highest order to which the pole occurs in the family. Since the π and σ are irreducible, by Proposition 3.1 we know that the exceptional poles can only occur at those s 0 whereπ ∼ = σν s 0 .
On the other hand, in each integral we can separate out the integral over the center. To this end, write g ∈ GL n as g = nz h 1 k with n ∈ N n , z ∈ Z n , the center, h ∈ GL n−1 , and k ∈ K n , the maximal compact subgroup. Then the integral becomes
Since the pole is exceptional, it occurs with its highest order for Φ with Φ(0) = 0. These Φ are exactly those which contribute the poles of the family of integrals
This family is the Tate family computing the abelian L-function L(ns, ω π ω σ ). This L-function has a simple pole at s = s 1 if and only if ω
At such a point, the Tate integral will have the expansion I(s; ω π ω σ , Φ) = cΦ(0) q s − q s 1 + higher order terms with c a non-zero constant.
But, since at our exceptional pole s 0 we haveπ ∼ = σν s 0 which implies ω −1 π = ω σ ν ns 0 , we see that the exceptional poles of our original family occur among the poles of this Tate family. But for these poles, if we replace the Tate integral by its Laurent, or partial fraction, expansion, we see that we have
The integral on the right hand side realizes the standard pairing between the Whittaker models of π and σν s 0 and is absolutely convergent and non-zero [5, 9] .
Thus our original expansion must be of the form
and c = 0. Hence the exceptional pole at s = s 0 exists, is necessarily simple, and has a non-zero residue if and only ifπ ∼ = σν s 0 . Therefore, we have
where α runs over all α = q s 0 withπ ∼ = σν s 0 .
Since these are the only possible poles of the L-function, we have the following.
Theorem. [5]
Let π be a cuspidal representation of GL n and σ a cuspidal representation of
with the product over all α = q s 0 such thatπ ∼ = σν s 0 .
3.6.2.
Quasi-square-integrable representations. Our method lets us compute the L-function for quasi-square-integrable representations using the same method that Gelbart and Jacquet did for cuspidal representations. Let us take π = ∆ for the segment ∆ = [ρ, ρν, . . . , ρν 
, and Φ ∈ S(K k ) with support in a neighborhood of 0. In each family of integrals, the derivatives π (n−k) and σ (m−k) are irreducible when non-zero. Let s = s 0 be an exceptional pole of one of these families of integrals. So both derivatives are non-zero. On the one hand, at s = s 0 we have the expansion
where d is the highest order to which the pole occurs in the family. Since the derivatives π (n−k) and σ (m−k) are irreducible, by Proposition 3.1 we know that the exceptional poles can only occur at those s 0 where (
On the other hand, as in the cuspidal case, in each integral we can pull off the central integrals. We again get
This family is the Tate family computing the abelian L-function L(ks, ω π (n−k) ω σ (m−k) ). This L-function has only simple poles and has a pole at s = s 1 if and only if ω −1
At such a point, the Tate integral will have the expansion I(s; ω π (n−k) ω σ (m−k) , Φ) = cΦ(0) q s − q s 1 + higher order terms with c a non-zero constant.
But, since at our exceptional pole s 0 we have (
ks 0 , we see that the exceptional poles of our original family occur among the poles of this Tate family. But for these poles, if we replace the Tate integral by its Laurent, or partial fraction, expansion, we see that we have
and c = 0. Hence the exceptional pole at s = s 0 exists, is necessarily simple, and has a non-zero residue if and only if (
where α runs over all α = q s 0 with (
Now, we know from Bernstein and Zelevinsky [3, 12] that when the derivatives are nonzero we have π (n−k) is the quasi-square-integrable representation associated to the segment [ρν i , . . . , ρν 
This last condition is exactly the condition that the L-function L( − 1 + j + s, rho × ρ ) have a pole at s = s 0 , and this pole will also be simple. Hence, in this case
Since these L-functions account for all poles of L(s, π × σ) as j runs over all permissible values, namely 0 ≤ j ≤ − 1, we arrive at the following result. 
This recovers the Theorem 8.2 of [9] . Note that if ρ and ρ are representation of different sized GL s then π and σ will never have non-vanishing derivatives of the same size and L(s, π × σ) ≡ 1.
We also get as a Corollary the following result of [9] .
Corollary. If π and σ are both square-integrable, then L(s, π × σ) has no poles in Re(s) > 0.
Proof: If π is a square-integrable representation, its segment can be written as
with ρ 0 a unitary cuspidal representation and similarly the segment for σ can be written
with ρ 0 unitary cuspidal. Then we have
For this to have poles, we must have that ρ 0 and ρ 0 must be representations of the same linear group GL r , and then since n ≥ m we must have ≥ . Since ρ 0 and ρ 0 are unitary, the poles of L(s, ρ 0 × ρ 0 ) must lie on the line Re(s) = 0. Hence the poles of L(s, π × σ) will lie on the lines Re(
3.6.3. Generic representations. Let us first write π = Ind(∆ 1 ⊗ · · · ⊗ ∆ t ) and σ = Ind(∆ 1 ⊗ · · · ⊗ ∆ r ). In computing L(s, π × σ) we encounter several difficulties:
(1) The derivatives may not be completely reducible.
(2) The individual constituents Ind(∆
t ) of the derivatives may not be irreducible.
(3) If the constituents of the derivatives are not quasi-square-integrable, we do not have a good way of explicitly analyzing the residual integrals as above and concluding whether a given possible pole actually occurs.
We propose to resolve all these difficulties by use of a deformation argument, which we present in detail in the next section. Let us introduce auxiliary complex parameters u = (u 1 , . . . , u t ) ∈ C t and w = (w 1 , . . . , w r ) ∈ C r . Then set
For u and w in general position the derivatives π (n−k) u and σ (m−k) w will be completely reducible and the natural constituents of these derivatives, Ind((
, will be irreducible. This will resolve (1) and (2). We will resolve (3) by an argument using Hatrog's Theorem. We will return to the computation of L(s, π × σ) in Section 5 after we discuss deformations.
Deformations of representations
4.1. Rationality properties of deformations. In this section we wish to investigate certain rationality properties of deformations of generic representations of GL n .
Let π be a representation of GL n of Whittaker type. We can write
where each ∆ i is a quasi-square-integrable representation of GL n i , n = n 1 + · · · + n t , and Q is the standard parabolic subgroup of GL n associated to the partition (n 1 , . . . , n t ). Let M ∼ = GL n 1 × · · · × GL nt denote the Levi subgroup of Q.
. Every unramified character of M is of the form ν u for some u and we get an isomorphism 
. For convenience, we will let q u denote (q u 1 , . . . , q ut ).
For each u ∈ D we may define the representation π u by
This is the family of deformations of π = π 0 we are interested in. Note that each representation π u is of Whittaker type.
This family of representations has the structure of a trivial vector bundle over D which we would like to describe. Realize each quasi-square-integrable representation ∆ i in its Whittaker model W(∆ i , ψ). Then we may realize the space V π of π as the space of smooth functions
which we write as f (g; m) with g ∈ GL n and m ∈ M , satisfying
) for h ∈ Q, h = nm h with m h ∈ M and n in the unipotent radical N Q of Q. Let K n = GL n (o) denote the maximal compact subgroup of GL n . Since GL n = QK n each function f is determined by its restriction to K n and we have the so-called compact realization of π on the space of smooth functions
which we again write as f (k; m). The action of π(g) is now given by
where kg = n m k with n ∈ N Q , m ∈ M and k ∈ K n . Let us denote this space of functions by F π = F. Then each π u can also be realized on F with actions being given by
where the decomposition of kg is as above. Note that in these realizations, the stabilizer of the function f ∈ F under the representation π u is independent of u. In the usual model of π u as smooth functions on GL n having a left transformation law, f determines the function
Q (m )f (k ; mm ). We may now form a bundle of representations over D where the fiber over u ∈ D is the representation (π u , F). As a vector bundle, this is a trivial bundle D × F, with different actions of GL n in each fibre. Note that the variation of the action from fibre to fibre is actually polynomial in q ±u . (We will use q ±u as short for (q ±u 1 , . . . , q ±ut ).)
For our purposes we need the Whittaker models of these representations. The unipotent radical N Q has an exhaustive filtration by compact open subgroups {N i }. It is (essentially) a result of Casselman and Shalika [4] that there is a Weyl element w Q such that for each f ∈ F the family of integrals
stabilizes for i large and defines a Whittaker functional on each π u . The point of stability depends on f , through its stabilizer, and is independent of u ∈ D. (Casselman and Shalika [4] work with minimal parabolics, but their method carries over. See also Shahidi [11] , Section 3.) For each f ∈ F, let us set
Then for each value of u ∈ D, W f,u ∈ W(π u , ψ). For fixed g ∈ GL n , we have
with N f one of the N i past the stability point for f . Since the stabilizer of f in GL n is independent of u and the integration is compact, this integral will become a finite sum, and we will have
and if we decompose each n i gw Q = n i m i k i we have
which defines a Laurent polynomial in C[q ±u 1 , . . . , q ±ut ]. So, for fixed g, W f,u (g) is polynomial in q ±u . Note that in terms of the usual realization of the induced representation, this is the standard Whittaker function associated to f u , that is,
If, in our bundle of representations, we replace each fibre (π u , F) by its Whittaker model (π u , W(π u , ψ)) defined with respect to the Whittaker functional λ u above, then the functions W f,u , as functions of u ∈ D, correspond to the flat sections above. Let W F denote the space of global sections of the form W f,u for f ∈ F, that is,
This space of sections is not stable under the action of GL n by right translation, so let W (0) π = W (0) denote the representation of GL n generated by W F . Since the stabilizer of each W f,u is independent of u, this representation is seen to be smooth. Note
Being a smooth representation of GL n , we could submit W (0) to a full derivative analysis as in Section 2. However, we will not need this. Instead, we consider only an associated representation of P n and the bottom piece of the filtration of this representation by derivatives. To this end, by analogy with what we did in Section 2, let us set W (0) to be the space of restrictions to P n of the functions in
This should be a model for the restriction of W (0) to P n as a representation, but we did not check this.
If V is any complex vector space, let S ψ (P n , V ) denote the space of smooth functions ϕ : P n → V which satisfy ϕ(np) = ψ(n)ϕ(p) for n ∈ N n and which are compactly supported mod N n . In this notation, the bottom piece of the filtration by derivatives of any irreducible generic representation of GL n restricted to P n is S ψ (P n ) = S ψ (P n , C). Let P 0 be the vector subspace of C[q ±u ] consisting of all Laurent polynomials of the form W (I n ) for W ∈ W (0) . Then the corresponding result on the bottom piece of the filtration by derivatives for W (0) is the following.
Proof: The proof of this proposition is obtained by repeating the proof of Proposition 2 of Gelfand-Kazhdan [7] in our setting. They treat the case of scalar valued functions, but the method transfers completely. This is also essentially the same argument used to prove Lemma 9.2 of [9] which we have frequently used.
It suffices to prove that for every Laurent polynomial P ∈ P 0 and every sufficiently small compact open subgroup H ⊂ P n there is a function W P,H ∈ W (0) such that
For each k = 1, . . . , n let us set
Then, as in Section 2, this space is naturally a representation for P k acting by right translation. When k = n, this agrees with our previous definition of W (0) . For W ∈ W (n−k) we will write W (p) for W p I n−k to ease notation.
Inductively, we will prove that for each k and every sufficiently small compact open H ⊂ P k there is a function W P,H ∈ W (n−k) satisfying (i)-(iii) with n replaced by k.
Assume the statement true for k. Take P ∈ P 0 and a compact open H k+1 ⊂ P k+1 . Let
and let H be the stabilizer of W in P k+1 . H is open compact and contains H . Let
Let ψ k+1 now denote the standard character on U k+1 , that is, ψ k+1
Then W ∈ W (n−k−1) and satisfies
. So if we take W P,H = W , this satisfies (i)-(iii) relative to P and H ⊂ H k+1 .
The space S ψ (P n , P 0 ) should be the bottom piece in the filtration by derivatives of W (0) , although we did not check this.
4.2.
Deformations and local factors. We now want to consider how the local integrals I(s; W, W , Φ) and I(s; W, W ) behave when we deform the Whittaker functions W and W in the above manner. If we deform π to π u and deform σ to σ w , and form the corresponding spaces of functions F π , W σ , are rational functions in q ±u , q ±w , and q ±s .
Our method will be to employ the following theorem of Bernstein. Before the statement, we need some preliminary definitions. Let V denote a vector space over C having countable dimension and let V * = Hom C (V, C) denote its algebraic dual. A system of equations Ξ for a functional λ * ∈ V * is a collection of pairs Ξ = {(x r , c r ) | r ∈ R} where x r ∈ V , c r ∈ C, and R is an index set. A solution λ of the system Ξ is then a functional λ ∈ V * such that λ(x r ) = c r for all r ∈ R. We will need to consider polynomial families of such systems. Let D be an irreducible algebraic variety over C and suppose that for each d ∈ D we are given a system of equations
We will say that such a family is a polynomial family of system of equations if, for each r ∈ R, the functions x r (d) and c r (d) vary polynomially in d, i.e., We now wish to apply this to our situation.
We take π = Ind(∆ 1 ⊗ · · · ⊗ ∆ t ) as above and deform it as above to the family π u = Ind(
. We realize each of these representations on the common vector space F = F π and form the representation of GL n on the Whittaker space W (0) π .
Let σ = Ind(∆ 1 ⊗ · · · ⊗ ∆ r ) be a representation of GL m with each ∆ i representing a quasi-square-integrable representation of some GL r i . We may deform σ as above by setting
We may realize each of these representations on a common vector space F σ and form the representation of GL m on the Whittaker space W (0) σ , of course, with respect to the character ψ −1 .
Observe that since π and σ are admissible representations, the vector spaces F π and F σ are both countable dimensional over C.
The cases n = m and n > m are slightly different, and we will treat them separately. 
From the work of Jacquet, Piatetski-Shapiro, and Shalika [8, 9] we know that for fixed u and w these integrals are absolutely convergent for Re(s) large. If we pay closer attention to their arguments we see that there is in fact a linear form L π,σ (s, u, w) with real coefficients such that these integrals converge absolutely for Re(L π,σ (s, u, w)) > 0. Proof: We will need to view these integrals as defining a polynomial system of equations for a functional on
π is the Whittaker function attached to a finite linear combination of translates of elements of F π , that is, W = W fu where f u = π u (g i )f i with g i ∈ GL n and f ∈ F π , and similarly for W ∈ W
σ . The local integrals have well known quasi-invariance properties, namely
for each g ∈ GL m and
for n 2 an arbitrary m × (n − m) matrix and n 1 ∈ N n−m .
By Proposition 2.11 of [9] , outside of a finite number of hyperplanes in u, w, and s there is at most a one dimensional space of functionals on F π ⊗F σ having these invariance properties. In fact, the statement in [9] is for irreducible generic π and σ rather than families. But outside of a finite number of hyperplanes in u and w the π u and σ w will be irreducible and generic. Then, upon analysis of their proof, one finds that the condition for the space of quasiinvariant functionals being of dimension greater than one is a condition of contragredience between constituents of derivatives π (n−k) u and σ (m−k) w ν s as representations of GL k . Since these conditions define a finite number of hyperplanes in u, w, and s, we obtain the extension of Proposition 2.11 of [9] to families.
Thus, the functional defined by these integrals is determined up to a scalar by the following system of equations. Let us choose a basis {f i } of F π and a basis {f j } of F σ . Then the invariance conditions give the system Ξ
This system is polynomial in q ±u , q ±w , and q ±s . So if we let
) ∼ = C × via the map s → q s , then this system is polynomial over D. Moreover, if we define Ω ⊂ D by the conditions that Ω is the intersection of the complements of the hyperplanes on which uniqueness fails intersected with the domain Re(L π,σ (s, u, w)) > 0 of absolute convergence for our integrals, then the functional I(s; W, W ) is the unique solution up to scalars. To be able to apply Bernstein's theorem, we must add one equation to insure uniqueness on Ω. This is a normalization equation. To give it, we may first take any f ∈ F σ such that W f ,w (I m ) = 0. Let P (q ±w ) = W f ,w (I m ) be the corresponding Laurent polynomial in q ±w . Let H ⊂ GL m be the stabilizer of this W f ,w . Now, by Proposition 4.1, we can find
such that W (I n ) = P (q ±u ) = 0 and the restriction of W to GL m ⊂ GL n is stabilized by H and has support in Z m H. Then we can easily compute that I(s; W, W f ,w ) is convergent for every s and in fact I(s; W, W f ,w ) = vol(H)P (q
π it is a linear combination of GL n translates of functions in W Fπ . So we have
for appropriate g i ∈ GL n and h i ∈ F π . Thus to remove the scalar ambiguity in our system of equations we add the single normalization equation
This is again a polynomial equation in D.
If Ξ is the system Ξ with the equation (N) adjoined, we have a system which satisfies the hypotheses of Bernstein's Theorem. Hence we may conclude that each I(s; W, W ) defines a rational function in C(q −u , q −w , q −s ).
In the functional equation for the GL n × GL m local integrals it is not just the I(s; W, W ) which occur, but also the integrals I j (s; W, W ) defined by
for 0 ≤ j ≤ n−m−1. For a fixed j these integrals enjoy the same convergence and invariance properties as the I(s; W, W If we now look at the local functional equation, it reads 1) is independent of w. Hence γ(s, π u × σ w , ψ) must also be rational.
4.2.2.
The case n = m. The case when n = m runs along the same lines, but the local integrals are different. In this case the local integrals involve not just the Whittaker functions associated to π u and σ w but also a Schwartz-Bruhat function on
σ , and Φ ∈ S(K n ) the local integral is
Again, from Jacquet,Piatetski-Shapiro, and Shalika [8, 9] , there is a linear form L π,σ (s, u, w) with real coefficients such that the integral is absolutely convergent for Re(L π,σ (s, u, w)) > 0.
σ , and Φ ∈ S(K n ) we have I(s; W, W , Φ) ∈ C(q −u , q −w , q −s ).
Proof: We once again must write down a system of equations which are polynomial in q ±u , q ±w , and q ±s which characterize these functionals. In this case, our underlying vector space is V = F π ⊗ F σ ⊗ S(K n ) and is still countable dimensional over C. The invariance properties that this functional satisfies are
where ρ denotes the action of GL n on S(K n ) by right translation. By modifying the proof of Proposition 2.10 of Jacquet, Piatetski-Shapiro, and Shalika [9] to the case of families as before, we know that the space of such functionals is at most one dimensional off of a finite number of hyperplanes in (s, u, w). Taking the bases of F π and F σ as above and a basis Φ k of S(K n ), our system of equations Ξ expressing the invariance of the local integrals is
This system is polynomial over the complex domain
we define Ω ⊂ D by the conditions that Ω is the intersection of the complements of the hyperplanes on which uniqueness fails intersected with the domain Re(L π,σ (s, u, w)) > 0 of absolute convergence for our integrals, then the functional I(s; W, W , Φ) is the unique solution up to scalars. To be able to apply Bernstein's theorem, we must add one equation to insure uniqueness on Ω. This is again a normalization equation, which is slightly more complicated in this situation.
Using the Iwasawa decomposition, we see that for any choice of W ∈ W (0)
σ , and Φ we can decompose our local integral as
× a dp dk.
For an arbitrarily small compact open subgroup H ⊂ P n we can find functions W and W such that their restrictions to P n both are invariant under H, supported on N n H, and such that W (I n ) = P (q ±u ) = 0 and W (I n ) = P (q ±w ) = 0. Let K be a sufficiently small open compact congruence subgroup of K n such that K ∩ P n ⊂ H and K stabilizes W and W . Now choose Φ to be the characteristic function Φ of e n K . With these choices the integral reduces to σ each can be expressed as finite linear combinations
for appropriate g i , g j ∈ GL n , h i ∈ F π and h j ∈ F σ . Thus our normalization equation can be written
If Ξ is the system Ξ with the equation (N) adjoined, we have a system which satisfies the hypotheses of Bernstein's Theorem. Hence we may conclude that each I(s; W, W , Φ) defines a rational function in C(q −u , q −w , q −s ).
In the case n = m the local functional equation reads
for W ∈ W(π u , ψ) and W ∈ W(σ w , ψ −1 ). If we take W ∈ W (0) π and W ∈ W
σ , then the local integrals involved are again rational functions of q −u , q −w , and q −s , and hence so must γ(s, π u × σ w , ψ) be.
Deformations and derivatives.
Let us now consider how the deformation process effects the irreducibility and derivatives of π.
Take π and π u as in Section 4.1. Suppose that the quasi-square-integrable representation ∆ i corresponds to the segment [ρ i , ρ i ν, . . . , ρ i ν i −1 ] where ρ i is a cuspidal representation of GL r i . Then we have ∆ i is a representation of GL n i where n i = r i i and n = n i = r i i . If we twist ∆ i with the determinantal character ν u i then, setting ∆ i,u i = ∆ i ν u i , we see that ∆ i,u i is again quasi-square-integrable and associated to the seg-
Now consider the reducibility of π u . Since
is still induced from the quasi-square-integrable representations ∆ i,u i , it will be irreducible as long as the segments corresponding to the ∆ i,u i are unlinked. Since the ρ i remain constant throughout the deformation, it is not hard to see (but tedious to write down) that the ∆ i,u i will be unlinked except possibly on a finite number of hyperplanes in u. Hence we have the following. Note that even if we begin with a π which is reducible at u = 0, the deformed representations π u will still be irreducible except on a finite number of hyperplanes in the u. 
If we consider a particular ∆ a 1 r 1 , . . . , a t r t ) with 0 ≤ a i ≤ i . Moreover, as above, each individual representation π (a 1 r 1 ,. ..,atrt) u will be irreducible, except possibly on a finite number of hyperplanes in the u.
Next, consider a fixed derivative π (k) u of π u . To be non-zero, k must be of the form k = a 1 r 1 + · · · + a t r t with the a i as above. There may be more that one way to write k in this fashion and we have that π (k) u is glued form the π (a 1 r 1 ,. ..,atrt) u with k = a i r i . It is again easy to see (but tedious to write) that outside of a finite number on hyperplanes in the u the central characters of the π (a 1 r 1 ,. ..,atrt) u will be distinct and hence there can be no non-trivial extensions among these representations. Thus, off these hyperplanes, π
where the sum is restricted to those representations where k = a i r i . Collecting this information, we arrive at the following result. Proposition 4.5. Outside of a finite number of hyperplanes in the u we have that each non-zero derivative of π u is completely reducible. Moreover, the decomposition is given by 1 r 1 ,. ..,atrt) u with each π (a 1 r 1 ,. ..,atrt) u irreducible.
For future reference, we will say that any u for which the proposition is true is in general position. The set of u in general position form a Zariski open subset of D π .
Derivatives and Local Factors, II
Let us now begin with representations π = Ind(∆ 1 ⊗ · · · ⊗ ∆ t ) of GL n and σ = Ind(∆ 1 ⊗ · · · ⊗ ∆ r ) with the ∆ i and ∆ j irreducible quasi-square-integrable. For now, π and σ need not be irreducible. Let us take ∆ i to be associated to the segment [ρ i , . . . , ρ i ν i −1 ] with ρ i a cuspidal representation of GL r i and ∆ j to be associated to the segment [ρ j , . . . , ρ j ν j −1 ] with ρ j a cuspidal representation of GL r j .
We deform each representation to families π u with u ∈ D π and σ w with w ∈ D σ as in Section 4.
Let us fix points u and w in general position. For u and w in general position, both π u and σ w are irreducible, their derivatives are completely reducible, and they are given by Proposition 4.5. Consider the local integrals for π u and σ w , namely the I j (s; W u , W w ) if n > m or the I(s; W u , W w , Φ) if n = m with W u ∈ W(π u , ψ), W w ∈ W(σ w , ψ −1 ), and Φ ∈ S(K n ) if necessary, and the fractional ideals I(π u , σ w ) ⊂ C(q −s ) they generate. Then by the results of Section 3, we know that the poles of these families are precisely the poles of the exceptional contributions to the L-functions of the form
where the least common multiple is taken in terms of divisibility in 
Since these induced representations are irreducible, the only way that this is possible is there is a bijection between those indices i for which a i r i = i and those indices j for which a j r j = j and under this bijection we have (∆
Now, let us see how these conditions vary in u and w. Consider now the local integrals I j (s; W u , W w ) or I(s; W u , W w , Φ) with W ∈ W (0) π and W ∈ W (0) σ . Then these integrals define rational functions of q ±u , q ±w , and q ±s . For u and w in the Zariski open subset of general position, these rational functions can have poles coming from the exceptional contributions to the L-functions from (4.1). Each such L-function can have poles which lie along the locus defined by the equations (4.2), which define a finite number of hyperplanes, where there is one equation for every pair of indices such that a i r i = i and a j r j = j . If there is more than one pair of such indices then this locus will be defined by 2 or more independent equations and hence will be of codimension greater than or equal to 2. Viewing the local integrals as meromorphic functions of u, w, and s, we know that these integrals can have no isolated singularities of codimension greater than or equal to 2 by Hartog's Theorem. Hence every singularity of our integrals must be accounted for by an exceptional contribution of the form (4.1) where there is exactly one pair of indices a i r i and a i r i with a i r i = i , a j r j = j , n i − a i r i = m j − a j r j , and satisfying (4.2). Hence we have, for u and w in general position
Now, still for u and w in general position, the exceptional contributions to the L-functions for different ∆ i and ∆ j will be relatively prime, and collecting the contributions for the derivatives of a fixed ∆ i and ∆ j will give precisely L(u i +w j +s, ∆ i ×∆ j ) by the computations of Section 3.6.2. Hence we have the following result.
Proposition 5.1. For u and w in general position we have
We would like to specialize this result to u and w not in general position. Knowing that the L-function is given by the above product, which is the inverse of a Laurent polynomial in C[q ±u , q ±w , q ±s ], we know that, for W u ∈ W (0)
have no poles on the Zariski open set of u and w in general position. The removed hyperplanes defining general position are hyperplanes in u and w only and are independent of s. However, we know that for each fixed u and w the local integrals I j (s; W u , W w ) or I(s; W u , W w , Φ) converge absolutely in a half plane Re(L π,σ (u, w, s)) > 0. Hence no polar locus can lie entirely in these removed hyperplanes. Hence the ratios
have no poles and hence define an entire rational function of the q −u , q −w , and q −s and hence lies in C[q ±u , q ±w , q ±s ]. If we now specialize to u = 0 and w = 0, or any other point for that matter, we find that
have no poles for all W ∈ W(π, ψ) and W ∈ W(σ, ψ −1 ). From this we cannot conclude that the denominator of these ratios is indeed the local L-function, but only the following.
This reproduces a weak version of the second statement of Theorem 3.1 of [9] .
To proceed further, we must use the functional equation to recover a weak version of the first part of Theorem 3.1 of [9] . Let us consider again the behavior of the gamma factor for these representations under deformations. We know that γ(s, π u × σ w , ψ) is a rational function of q −u , q −w , and q −s . The local ε-factor satisfies
.
For fixed u and w we know, by applying the functional equation twice, that ε(s, π u × σ w , ψ) is of the form
For u and w in general position, we know that
Moreover, all the ratios
and
If we now define a variant of the ε-factor by
and for u and w in general position ε o (s, π u ×σ w , ψ) = ε(s, π u × σ w , ψ). If we apply the functional equation twice as in the usual argument [9] then we find that for u and w in general position
Since both sides of this equality are rational functions in q −u , q −w , and q −s and agree on the Zariski open subset of u and w in general position, we have that they agree for all u, w, and s. Hence ε o (s, π u × σ w , ψ) must be a unit in C[q ±u , q ±w , q ±s ], that is, a monomial of the form ε o (s, π u × σ w , ψ) = αq −βu q −γw q −δs where α = (α 1 , . . . , α t ) ∈ Z t with αu = α i u i and similarly for γ and γw.
If we return to our consideration of the behavior of γ(s, π u × σ w , ψ), we now have
but we also have
and together these imply γ(s, π u × σ w , ψ) = ε o (s, π u × σ w , ψ) ε(s + u i + w j , ∆ i × ∆ j , ψ) γ(s + u i + w j , ∆ i × ∆ j , ψ).
Proposition 5.3. γ(s, π u × σ w , ψ) and γ(s + u i + w j , ∆ i × ∆ j , ψ) are equal up to a unit in C[q ±u , q ±w , q ±s ].
Hence, under deformation, γ is multiplicative up to a monomial factor. If we now specialize to u = 0 and w = 0 and introduce the notation for two rational functions P (q −s ) and Q(q −s ) that P ∼ Q denotes that the ratio is a unit in C[q s , q −s ], that is, a monomial factor, then we have the following Corollary.
Corollary. γ(s, π × σ, ψ) ∼ γ(s, ∆ i × ∆ j , ψ). This is our version of the first statement in Theorem 3.1 of [9] .
From this point on, to compute the L-function L(s, π × σ), we have very little to add to the argument of Section 9 of [9] . For completeness, we will sketch the argument here.
We first need the following Proposition, which occurs as Lemma 9.3 of [9] . Proof: In Proposition 9.1 of [9] they establish that if π = Ind(π 1 ⊗ π 2 ), with π 2 a representation of GL n 2 , then for every W 2 ∈ W(π 2 , ψ) and Φ ∈ S(K n 2 ) there is a W ∈ W(π, ψ) such that W g I n−n 2 = W 2 (g)Φ(e n 2 g)| det(g)| (n−n 2 )/2
and similarly for σ and σ 2 .
In [9] , (i) is established in the case of m < n by using this result to show that in fact every integral occurring in I(π 2 , σ) is actually an integral in I(π, σ), that is, I(π 2 , σ) ⊂ I(π, σ).
From this the divisibility of the L-functions follows. In the case that n = m, (i) is subsumed under (ii) since the statement is symmetric in π and σ.
Jacquet, Piatetski-Shapiro, and Shalika [9] establish (ii) as a consequence of (i) using their Theorem 3.1. Our version of this theorem is not suitable for this purpose, but we can prove this along the lines of their proof of (i). In particular, from either formula (2.4) or (2.5) (which agree in the case m = n) and the discussion around them, we know that the ideal I(π, σ) contains each of the integrals with W ∈ W(π, ψ) and W ∈ W(σ, ψ −1 ). If we let W 2 ∈ W(σ 2 , ψ −1 ) and take W to be an associated element of W(σ, ψ −1 ), we see that this integral becomes Thus, once again, I(π, σ 2 ) ⊂ I(π, σ) and we obtain the stated divisibility result in (ii).
To proceed, as in [9] , we take both π and σ as induced representation of Langlands type. We write π = Ind(∆ 1 ν u 1 ⊗ · · · ⊗ ∆ t ν ut ) and σ = Ind(∆ 1 ν w 1 ⊗ · · · ⊗ ∆ r ν wr ) with each ∆ i and ∆ j a square-integrable representation, the u i and w j real and ordered so that u 1 ≥ · · · ≥ u t and w 1 ≥ · · · ≥ w r . Every generic representation can be written this way by the Langlands classification, and in fact every irreducible admissible representation occurs as the unique quotient of such. Replacing the γ-factors by their definitions then gives P (q −s ) ∼P (q −s ).
Next, consider the case when r = 1, that is, σ a quasi-square-integrable representation. We proceed by induction on t. If t = 1 then π is also quasi-square-integrable and it is elementary that L(s, π × σ) = L(s + u 1 + w 1 , ∆ 1 × ∆ 1 ). For t > 1, we use transitivity of induction to write π = Ind(∆ 1 ν u 1 ⊗ π 2 ) where π 2 = Ind(∆ 2 ν u 2 ⊗ · · · ⊗ ∆ t ν ut ) and π ι = Ind(∆ By the previous Proposition, there is a polynomial Q such that
and by the deformation argument there is a polynomial P such that
Combined, these imply that P (q −s ) divides L(s + u 1 + w 1 , ∆ 1 × ∆ 1 ) −1 and hence has its zeros in the half plane Re(s) ≤ −u 1 − w 1 by the Corollary to Theorem 3.3.
By the same argument applied to π ι , we find that ifP is defined by
thenP (q −s ) divides L(1 − s − u t − w 1 ,∆ t ×∆ 1 ) −1 and hence has its zeros in the half plane 1 − u t − w 1 ≤ Re(s).
But we know that in general P (q −s ) ∼P (q −s ), and so they must have the same zero set. But u 1 ≥ u t . Therefore the halfplanes Re(s) ≤ −u 1 −w 1 and 1−u t −w 1 ≤ Re(s) are disjoint. Hence P =P ≡ 1, since they both have no zeros but are of the form of (1 − α i q −s ).
This establishes the result in the case r = 1 and t arbitrary. The same argument establishes the case t = 1 and r arbitrary.
To establish the general case, we proceed by a double induction. We may assume that both r > 1 and t > 1. We assume we have established the Theorem for the pairs (t, r − 1) and (t − 1, r), and prove the result for the pair (t, r). We decompose π and π ι as above and also decompose σ and σ ι . So write σ = Ind(∆ 1 ν w 1 ⊗σ 2 ) where σ 2 = Ind(∆ 2 ν w 2 ⊗· · ·⊗∆ r ν ur ) and σ ι = Ind(∆ r ν −wr ⊗ (σ ι ) 2 ) where (σ ι ) 2 = Ind(∆ r−1 ν −w r−1 ⊗ · · · ⊗∆ 1 ν −w 1 ).
By induction we have has its zeros in 1 − u t − w j ≤ Re(s). Since u i ≥ u t and w 1 ≥ w j , we see that these half planes have no intersection. Hence P (q −s ) can have no zeros and, as above, P ≡ 1.
This completes the proof of the Theorem.
Corollary. Suppose that π = Ind(∆ 1 ⊗ · · · ⊗ ∆ t ) is a generic representation of GL n , so each ∆ i is quasi-square-integrable, and σ = Ind(∆ 1 ⊗ · · · ⊗ ∆ r ) is a generic representation of GL m , so each ∆ j is quasi-square-integrable. Then
Proof: Since π and σ are generic, they are irreducible, and the quasi-square-integrable representations can be rearranged to be in Langlands order without changing π or σ. Then the result is just a restatement of the above Theorem.
If π and σ are not generic, then their L-function L(s, π × σ) is defined by taking the Langlands induced representations Π = Ind(∆ 1 ν u 1 ⊗ · · · ⊗ ∆ t ν ut ) and Σ = Ind(∆ 1 ν w 1 ⊗ · · · ⊗ ∆ r ν wr ) such that π is the unique irreducible quotient of Π and σ is the unique irreducible quotient of Σ and setting L(s, π × σ) = L(s, Π × Σ). This later L-function we have computed above. Hence, we have computed L(s, π × σ) for all irreducible admissible representations of GL n and GL m .
