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In the field of materials science, phase diagram construction is often a laborious 
process because of the time taken for a human to sift through a large number of images. To 
mitigate this, machine learning approaches have been used by researchers to automate the 
construction of these phase diagrams using both supervised and unsupervised learning. In 
this thesis, I have outlined a step-wise lego-like approach using both unsupervised learning 
and image processing approaches to automate the construction of image based phase 

















CHAPTER 1.    INTRODUCTION 
1.1 Problem Description and Overview 
In the field of materials science, phase diagram construction is often a laborious process 
because of the time taken for a human to sift through a large amounts of data. To mitigate this, 
machine learning approaches have been used by researchers to automate the construction of 
these phase diagrams using both supervised and unsupervised learning. We look at image 
based phase diagrams in particular, and that is the focus of the problem. Currently, users have 
to sift through multitudes of images to construct a phase diagram, but our approach described 
here seeks to automate that process using unsupervised learning and image processing. 
We currently demonstrate this on polymer image data sets.  A Finite Element Method 
Based Self Consistent Field Theory framework developed by Ackerman et al models the 
equilibrium structures of multi-block polymers with arbitrary geometry and boundary 
conditions (Ackerman, Delaney, Fredrickson, & Ganapathysubramanian, 2017). This SCFT 
framework performs a stage-wise evaluation of the phase diagram, and can thus be automated. 
The diagram is simulated using multiple campaigns. In the first campaign, i.e structure 
generation, the initial domain is seeded with random fields at each (f, χN) configuration. In the 
second campaign, structure identification, multiple SCFT calculations are performed at each 
configuration using candidate structures from the first campaign, and the lowest energy 
structure is selected. The third campaign, boundary identification, involves identifying pairs of 
neighbouring (f, χN) configurations that have different equilibrium structures and run a series 
of calculations for intermediate configurations using the two structures as initial field guesses 
to determine the phase boundary (Green, Ackerman, & Ganapathysubramanian , under 
review). This step involves human intervention, and necessitates a human expert to sift through 
2 
structures and identify adjacent configurations with different equilibrium structures which is 
tedious. This work attempts to automate the phase diagram construction process (as long as 
the data is image based) and as a result attempts to automate the boundary identification step 
in the polymer phase diagram framework  We use three data sets: one periodic and two 
confined and we demonstrate the effectiveness of the algorithm developed, on these sets. 
Our approach consists of the following steps: 
Filtering Out Disordered Structures: We attempt to filter out disordered structures and 
outliers in this step using a separate filter. 
Dissimilarity Measure: We pick an appropriate dissimilarity measure to differentiate 
between the remaining structures. In our case, we test 19 different measures to find out which 
dissimilarity measures work best for our data sets and to figure out if using dissimilarity 
measures for classification is a viable approach at all. 
Clustering Algorithm: We pick out an appropriate clustering algorithm to attempt to 
cluster these images together with the dissimilarity metric. We used both k means and 
hierarchical (note: the results for hierarchical clustering are outlined in Appendix B) clustering 
and found that k means clustering yielded better results for our data sets. 
Selecting the Number of Clusters: We pick out the correct number of clusters in the 
data manually using a tool chain. 
Topological Check:  We used a quality control measure that checks the topology of the 
structures clustered by the clustering algorithm and determines if the topology in each cluster 
is uniform. It is akin to a quality control measure or check. We have used Maxiamlly Stable 
Extremal Regions and the Circular Hough Transform to demonstrate an example topological 
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check here to check for the absence of circles and differentiate between structures with no 
circles and ones with one or more circle. 
The defining feature of this framework is that it is lego-like, as in the specific method 
used in each step (such as choice of the distance measure for instance) can be replaced by any 
other method deemed appropriate by the user. 
1.2 References  
Ackerman, D. M., Delaney, K., Fredrickson, G. H., & Ganapathysubramanian, B. (2017). A 
finite element approach to self-consistent field theory calculations of multiblock 
polymers. Journal of Computational Physics, 331, 280–296. 
Green, J., Ackerman, D.M.,& Ganapathysubramanian, B. Equilibrium structures of diblock 





CHAPTER 2.    AUTOMATED APPROACHES FOR THE CONSTRUCTION OF 
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2.1 Abstract 
In the field of materials science, phase diagram construction is often a laborious process 
because of the time taken for a human to sift through a large number of images. To mitigate 
this, machine learning approaches have been used by researchers to automate the construction 
of these phase diagrams using both supervised and unsupervised learning. In this work, we 
have outlined a step-wise lego-like approach using both unsupervised learning and image 
processing approaches to automate the construction of image based phase diagrams and have 
illustrated that with the construction of three polymer phase diagrams. 
 
2.2 Introduction  
Machine learning has been used to classify materials into various phases using their X 
Ray Diffraction spectrum as their fingerprint and construct a phase diagram based on the 
classification. (Bunn et al., 2015) used a supervised learning approach to classify X-Ray 
diffraction (XRD) and spectral measurements. The method uses a raw training dataset to 
determine the characteristic features. It then uses training data to determine the characteristic 
features of each phase and uses these features to evaluate new spectral and diffraction data. It 
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goes through the steps of data preprocessing, feature extraction, AdaBoost-based feature 
selection, and classifier training. There is significant human involvement in this method as a 
human expert identifies phases in a small representative subset of the data and uses that to train 
the classifier. Supervised learning however comes with the disadvantages of a large training 
data set, with the additional constraint of it containing all the features observed in the test data 
set (Bunn et al., 2015). To mitigate some of the disadvantages of supervised learning, 
unsupervised approaches have been used for phase classification and mapping as well. This 
includes a variety of approaches, from clustering to matrix factorization to constraint reasoning 
to hybrid approaches. Machine learning has been used to determine and investigate a phase 
diagram for a ferroelectric relaxor crystal using data describing various parameters from 
relaxation to voltage and thermal stimuli. K means clustering and Principal Components 
Analysis were used to cluster the relaxation dynamics into distinct phases and were shown to 
be superior to traditional functional fitting methods (L. Li et al., 2018) . Unsupervised machine 
learning was also used for detection of phase transitions in off-lattice systems. Principal 
Components Analysis  was used to detect the freezing transition in hard disks in two 
dimensions and in hard spheres in three dimensions. Jadrich, Lindquist, and Truskett, (2018)  
and Iwasaki, Kusne, and Takeuchi (2017) compared various dissimilarity measures including 
the L1 and L2 norm, spearman distance,  cosine distance, correlation coefficient and earth 
mover distance, among other metrics for X Ray diffraction data from Fe-Co-Ni ternary alloy 
spread using Agglomerative Hierarchical Clustering and k-medoids clustering for the analysis 
and the multi class F score as a comparison parameter. It was found that the cosine, Pearson 
Correlation, Jensen Shannon Divergence and Normalized and Constrained Dynamic Time 
Warping (a novel means introduced in this work) measures are the most suitable for XRD data 
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analysis. Unsupervised learning does not require the choice of a test and training data set, and 
consequently does not require labels for the phases. It is thus a fully automated way of grouping 
structures of the same phase together and constructing a phase diagram with that information. 
Polymer phase diagrams have been the subject of investigation for quite a while. Leibler (1980) 
first calculated the phase diagram for a di-block co-polymer using mean field approximation 
theory  and  Mayes and de la Cruz (1989) calculated the phase diagram for asymmetric triblock 
copolymers before Dobrynin and Erukhimovich (1993) constructed and investigated phase 
diagrams of molten asymmetric trigraft, periodic polyblock and polygraft, and star-shaped 
copolymers of two types ((An)k(Bm)k and (AnBm)k) using the mean field approximation. Since 
then, polymer phase diagrams have been extensively constructed and investigated using the 
Self consistent field theory. Tang, Qiu, Zhang, and Yang (2004a, 2004b) investigated the 
microphases and triangle phase diagram of ABC star and linear tri-block polymers.  
W.Li, Wickham, & Garbary (2006) investigated the phase diagram of an AB diblock 
copolymer melt under cylindrical confinement.  
A Finite Element Method Based Self Consistent Field Theory framework developed by 
Ackerman, Delaney, Fredrickson, and Ganapathysubramanian (2017) models the equilibrium 
structures of multi-block polymers with arbitrary geometry and boundary conditions. This 
SCFT framework performs a stage-wise evaluation of the phase diagram, and can thus be 
automated. The diagram is simulated using multiple campaigns. In the first campaign, i.e 
structure generation, the initial domain is seeded with random fields at each (f, χN) 
configuration. In the second campaign, structure identification, multiple SCFT calculations are 
performed at each configuration using candidate structures from the first campaign, and the 
lowest energy structure is selected. The third campaign, boundary identification, involves 
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identifying pairs of neighbouring (f, χN) configurations that have different equilibrium 
structures and run a series of calculations for intermediate configurations using the two 
structures as initial field guesses to determine the phase boundary (Green, Ackerman, & 
Ganapathysubramanian (under review)). This step involves human intervention, and 
necessitates a human expert to sift through structures and identify adjacent configurations with 
different equilibrium structures which is tedious. This work attempts to automate the phase 
diagram construction process (as long as the data is image based) and as a result attempts to 
automate the boundary identification step in the polymer phase diagram framework. 
There are multiple challenges to automating the phase diagram construction process. 
Some of those challenges are: 
 Separating out non classifiable structures. 
 Quantitatively differentiating between structures i.e. picking an appropriate 
dissimilarity measure. 
 Placing nearby structures in the same group and placing far apart structures in 
different groups i.e. picking an appropriate clustering algorithm. 
 Picking the number of phases (clusters) in the data. 
 Visualizing the phase diagram. 
 Making sure the topology of the structures in the same group/phase is uniform i.e. 
implementing a quality control measure of the clusters. 
2.3 Methods  
2.3.1     Overview 
Polymers are large molecules that are built up by linking together several blocks of 
monomers, relatively smaller molecules, in a long chain. A polymer produced by combining 
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two or more polymers is known as a copolymer. Block copolymers are specific types of 
copolymers where each type of monomer is grouped into specific blocks along the polymer 
chain. These block copolymers undergo microphase separation, which leads to formation of 
different microstructure. This microphase separation is driven by the need to minimize 
interfacial energy. It is governed by two parameters, the composition of the polymer as well 
as the Flory-Higgins or the interaction parameter which is a measure of the incompatibility 
between the blocks.  Thus, based on these two parameters and the SCFT equations, these 
polymers self assemble into various shapes or phases (Fredrickson, 2005). 
This section explores the methods and the overall algorithm used to construct the 
polymer phase diagram (since the testing was conducted on polymer data sets). It discusses 
the process involved to go from the images that are generated by the Finite Element 
Simulations to the Phase Diagram of the Polymer. Our data sets are di-block copolymer data 
sets, and in the figures depicted below, the colors red and blue are representative of the two 
blocks in the polymer. 
 
Figure 1: A depiction of the phase diagram constructed from the images 
This objective is succinctly depicted in the figure above. 
The overall algorithm is divided into multiple key steps, namely filtering out non 
classifiable structures, picking an appropriate dissimilarity measure, picking an appropriate 
clustering algorithm, picking the appropriate number of clusters and clustering the ordered 
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structures and finally applying a quality control measure (topological check) to check the 
quality of the clusters.  The following flow-chart explains it in more detail. 
 
 







2.3.2     Filtering Out Non Classifiable Structures 
 
 
Figure 3 Separating out non classifiable structures from the remaining structures 
The first step outlined here involves developing a filter for the non classifiable 
structures and separating them from the remaining structures. Two possible filters for the 
same have been discussed further in this paper. 
2.3.2.1 Variance Thresholding:  
This technique is used to attempt to filter out the disordered structures (which are the 
non classifiable structures in polymers since this method was tested on our polymer data sets) 
from the di-block co polymer data sets that we possess. The idea is that for the di-block case 
the histograms of densities of disordered structures have one peak and the histograms of 
densities of ordered structures have two peaks. Hence, since the histogram for the disordered 
structure is more compact than its ordered counterpart, its variance will be lesser than that of 
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an ordered structure. Hence, a threshold variance was investigated for use as a filter, and this 
method is successfully able to filter out all the disordered structures from every data set. A 
variance threshold setting of about 0.03 is able to successfully filter out the disordered 
structures from every data set with 100% accuracy. 
2.3.2.2 Heuristic Order Threshold: 
A alternative method to filter out disordered structures has been investigated. It 
involves the construction of histograms of densities of each structure. The histogram is divided 
into bins of width 0.25, spanning 0 to 1. The number of values of ϕ0  (which refers to the 
density of block A in a diblock copolymer AB) that fall in the last bin (from 0.75 to 1) is 
measured to determine if the structure is ordered or disordered. These are thresholded instead 
of the variance to figure out if the structure is ordered or disordered. For the di-block case, the 
histogram of ϕ0 of an ordered structure will have two peaks (each image/structure will contain 
a certain measure of red and blue). Thus  it is prudent to expect a peak near 0 (which indicates 
the ordered blue portion (or the absence of the red portion) of the structure) and a peak near 1 
(which indicates the ordered red portion of the structure). Since it is desirable to create a 
generalized method to extend to the tri-block case (where we may have three densities; three 
colors), instead of looking at the peak near 0 at density 0, we look at the peak at 1 at ϕ1 (they 
are equivalent in the di-block case). 
Our logic postulates that if a certain percentage of both densities are close to 1, then 
the structure is ordered. Basically, if more than a certain percentage of the total points are a 
part of either ϕ0’s peak or ϕ1’s peak, then we can say that the structure is “ordered”. 
The “f value” of the structure is representative of the fraction of ordered points being 
those of ϕ0. 1-f is representative of the fraction of ordered points being those of ϕ1. This helps 
us impose a better constraint on the problem. If we say that z% of the points need to be 
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ordered for it to be an ordered structure, then using this additional constraint, we come up 




Figure 4 Heuristic order threshold algorithm flow chart 
 
A z-value of less than or equal to 7.5 classifies all of the disordered structures perfectly, 
and additionally, it is not data set dependent. This parameter, even though it is a heuristic 
parameter, works unchanged for all three of our data sets and separates the disordered 
structures from the ordered structures with 100% accuracy. 
2.3.3 Dissimilarity Measures  
A challenge is to pick an appropriate dissimilarity measure to accurately differentiate 
between different structures. A dissimilarity measure can be defined as a quantity that increases 
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as the entities being compared become less dependent. A dissimilarity D can be called a 
distance if it satisfies the first three criteria below: 
(i) Dxy>0 if x≠y: Dissimilarities are nonnegative 
(ii)Dxy=0 iff x=y : Dissimilarity is zero only when measured from an entity to itself 
(iii)Dxy=Dyx :          Dissimilarity is symmetric 
(iv) Dxy<Dxz+Dyz : Triangular inequality 
If it satisfies all four criteria, then said dissimilarity measure is a metric. All the dissimilarity 
measures in our work satisfy the first three criteria of non negativity, symmetry and 
reflexivity and are hence distances (Todeschini, Ballabio, & Consonni, 2006).  
2.3.3.1 Dissimilarities from Similarities: 
In general, similarities can be transformed into dissimilarities with any monotonically 
decreasing transform such as: 𝐷 𝑆 𝑆 (1)  and dissimilarities can be transformed 
into similarities with a monotonically increasing transform. The results of the finite element 
simulation of the polymers were used as input for the dissimilarity metric to attempt to 
differentiate between different phases of polymers. The values of the densities of each block 
at every x,y coordinate is yielded by the finite element solution which is ultimately a 
visualization of the copolymer in question. 
2.3.3.2 Dissimilarity and Similarity Measures 
The similarity and dissimilarity measures used can be divided into multiple categories: 
Geometrical, statistical/histogram oriented, and image quality measures.  
The geometrical measures used are: Euclidean distance, City block distance, Jaccard 
distance, Hamming distance, Cosine distance, Chebychev distance. The statistical/histogram 
oriented measures used are: Earth mover’s distance, Chi squared distance, Variation of 
Information, Correlation coefficent, Spearman distance. The image quality measures are: 
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Structural SImilarity Index, Peak signal to noise ratio, Mean Square error, Universal Quality 
Index, Median of Absolute Differences, Minimum Ratio, Stochastic Sign Change, Quality 
Index Based on Local Variance (Ardeshir Goshtasby, 2012); (Bovik, 2002; Wang, Bovik, 
Sheikh, & Simoncelli, 2004); (Kotevski & Mitrevski, 2010); (Aja-Fernandez, Estepar, 
Alberola-Lopez, & Westin, 2006);  (Rubner, Tomasi, & Guibas, 2000; Meilă, 2003). 
Some of the measures mentioned above are similarity measures and were converted 
into dissimilarity measures with an appropriate monotonically decreasing transform. 
2.3.4 Clustering 
 
Figure 5 Clustering; Grouping similar structures belonging to the same phase together 
Pairwise dissimilarity or distance matrices were constructed for all of the images based 
on each of the dissimilarity measures outlined above. Thus n images will yield an nxn pairwise 
dissimilarity matrix for each dissimilarity measure. 
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2.3.4.1 Multidimensional Scaling 
Given a matrix of pairwise distances, multidimensional scaling transforms it into a set 
of coordinates in low dimensions which approximates the set of distances as closely as 
possible. When the distances are in euclidean space, multidimensional scaling finds the exact 
coordinates whose pairwise euclidean distances are the same as the distance matrix. When the 
distances are in non euclidean space, there may be no set of points in euclidean space whose 
pairwise distances are the same as the distance matrix. In this case, classical metric 
multidimensional scaling (Buja et al., 2008) gives an approximation of the same. Classical 
multidimensional scaling is in a sense equivalent to performing Principal Components 
Analysis on the data. 
Multidimensional scaling is then used to transform the dissimilarity matrix into a set of 
data points in low dimensional space which is then used as an input to a clustering algorithm 
to attempt to separate the data into multiple groups containing similar signals, with each group 
representing a phase. 
The clustering algorithms chosen here are the fuzzy c-means and k-means clustering 
algorithm. The k means clustering algorithm takes the number of clusters and the data matrix 
as input and returns the clusters as output. The algorithm alternates between the assignment 
step and the update step. It assigns each observation to the nearest centroid based on euclidean 
distance in the assignment step. The update step consists of computing the means of each 
cluster to yield new cluster centroids. The algorithm looks to minimize the within cluster sum 
of squares and converges when the cluster assignments no longer change (Seber, 2009). The 
kmeans ++ algorithm was used to initialize the cluster centers as it leads to better final 
clustering and improved speed (faster convergence) of the k-means algorithm (Arthur & 
Vassilvitskii, 2007). 
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2.3.4.2 Fuzzy Clustering 
Fuzzy c means clustering is a “soft” version of k-means clustering where every data 
point belongs to more than one cluster. It takes the number of clusters ‘c’ as input and returns 
c probabilities for every data point, each of which indicate their degree of membership to that 
cluster (Bezdek, 2013). 
The data matrix generated from multidimensional scaling along with the number of 
clusters k is input into k-means clustering algorithm as well as fuzzy c means clustering, 
which then clusters the aforementioned data into groups or phases.  
Since k-means and fuzzy c means are not fully deterministic and converge to a local 
minimum which may or may not be the global minimum (the clustering  depends on the 
initialization), they have been performed a thousand times for each measure and the 
clustering result with the lowest value of the objective function (to improve the chances of 
picking the solution which has converged to the global minimum) has been selected. 
2.3.5 Selecting Number of Clusters 
2.3.5.1 Overview 
Since both k means and fuzzy c means require us to specify the number of clusters as 
input, this process was sought to be automated, and a number of different methods to find the 
optimal number of clusters were attempted which are described in more detail in Appendix B. 
None of these methods, however, yielded the correct number of clusters (phases) for all of the 
data sets and is hence an open problem. The method we currently use involves picking the 
number of clusters manually using a tool chain which requires user intervention but minimal 
cognitive input. It involves starting off with a large number of clusters (or phases: for eg 30), 
clustering them using the clustering algorithm, and looking at the average image of every 
cluster to determine the true number of clusters (or phases). 
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Once the clustering is complete, its effectiveness is determined by constructing a 
confusion matrix and looking at this as a multi class problem. The values on the diagonals of 
the matrix represent correct predictions and the values outside the diagonals represent incorrect 
predictions. Various confusion metrics such as Accuracy, Precision, Recall and F-1 score have 
been used to quantify the effectiveness of the clustering. 
2.3.5.2 Classification Performance Measures 
 
Figure 6 Example Confusion Matrix 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦   
     
(2) 
Precision, Recall and F-1 score are metrics that are defined only for binary 
classification. They are computed by converting this into multiple binary class problems (one 
for each class label/cluster), computing a confusion matrix for each problem, and then by 
macro- averaging them. Macro-averaging gives equal weight to each class whereas micro-
averaging gives equal weight to each image used for classification. Macro-averaging also gives 
a sense of effectiveness of the classification on small classes, and since accuracy is a metric 
that gives equal weight to each element used for classification, we have decided to macro-








𝐹1 𝑆𝑐𝑜𝑟𝑒 (5) 
Let 𝐿 𝜆 : 𝑗 1. . . . . . . . . 𝑞 be the set of all labels. Consider a binary evaluation 
measure B(tp, tn, fp, fn) that is calculated based on the number of true positives (tp), true 
negatives (tn), false positives (fp) and false negatives (fn). Let 𝑡𝑝 , 𝑓𝑝 , 𝑡𝑛  𝑎𝑛𝑑 𝑓𝑛 be the 
number of true positives, false positives, true negatives and false negatives after binary 
evaluation for a label λ. 
𝐵 ∑ 𝐵 𝑡𝑝 , 𝑓𝑝 , 𝑡𝑛  𝑎𝑛𝑑 𝑓𝑛 (6) 
(Van Asch, 2013) 
2.3.6 Topological Check 
This step is a quality control step, wherein the topology of each cluster is verified to be 
uniform. This is achieved using feature extraction algorithms. Maximally Stable Extremal 
Regions (MSER) (Matas, Chum, Urban, & Pajdla, 2004) and Circular Hough Transform 
(CHT) (Atherton & Kerbyson, 1999) have been used here as filters to detect structures with 
zero circles. These two algorithms are blob and circle detection algorithms.  
If the fraction of the union of non circular structures detected by MSER and CHT within 
any cluster falls within a certain threshold (i.e the cluster is a mix of structures with no circles 
and structures with at least one circle), then a flag is triggered and the non circular structures 
are collected in a separate cluster for a human to analyze and categorize. After the human 
categorizes these structures into m clusters, the dissimilarity metric chosen in the previous step 
is used to group the rest of the signals into k-m clusters.  
Remark 1: The threshold for the topological check to trigger and gather all of the 
structures into one cluster was a heuristic parameter that was decided based on one of the data 
sets.  
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Remark 2: The MATLAB Circular Hough Transform searches for circles within a 
given pixel radius range. The default Phase-Coding algorithm was utilized. A radius range of 
14 to 30 pixels was picked and validated on a subsample of one of our example data sets. The 
algorithm also utilizes a edge threshold, which sets the gradient threshold for determining the 
edge pixels in the image was also set to 0.02 to find circles in the data. 
Remark 3:  MSER is a blob detection algorithm, and blobs with eccentricities less than 
0.65 were thresholded and considered to be circular blobs for our purposes (since our objective 
is not to detect perfect circles). 
Remark 4: Another approach involving connected components, which is a more 
generalized topological test, was attempted wherein the total number of connected components 
for each image in a cluster was tabulated, and outliers for the human to look at were identified 
as those structures which were more than one standard deviation away from the mean. The 
approach involved the human categorizing the outliers into the multiple existing clusters. This 
approach did not work very well because of how one of the data sets was clustered by the 
metric of our choice, leading to outliers belonging to all three clusters. 
An important point to note is that the use of MSER and CHT is just an example 
topological check here which works for the three data sets that we have, and it can be 
substituted with perhaps a more suitable method to check the topology. This is what is a critical 
feature of every step that we have described here so far. We are outlining a generalized frame-
work/algorithm that is “lego-like”, and any aspect of this framework, such as the disordered 
filter, distance metric, clustering algorithm or the topological check, can be modified to suit 
the user. 
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2.3.7 Visualization  
The polymer phase diagram for the structures is plotted in the (f, χN) plane and can be visualized 
in multiple ways. 
2.3.7.1 Filled Scattered Points:  
This approach involves using a scatter-plot representation in (f, χN) space to represent 
the phase diagram, where each structure is represented by a colored square point. All the 
structures belonging to the same phase are given the same color. Due to the possibility of 
having a high number of phases, and to make it easy for the naked eye to differentiate between 
them, the color for each phase is generated by color brewer (Harrower & Brewer, 2003). 
 
Figure 7 Phase Diagram constructed using filled square points 
For fuzzy clustering, this approach involves plotting the points with a cluster 
membership value of more than x, where x ranges from 0.3 to 0.8. The cluster membership 
value gives us the degree of certainty with which a point belongs to a particular cluster and this 
allows us to visualize the probabilistic phase diagram at various probabilities. All the dots are 
filled with color here and the dots that belong to multiple clusters are colored black so that it 
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can be known that they belong to more than one cluster and overlap can be determined at 
various probabilities.  
 
Figure 8 Phase Diagram constructed using filled colored dots 
An alternative approach for fuzzy clustering visualization is to draw contours instead 
of scattered color dots around each phase at a contour level, with the level representing the 
cluster membership degree. The advantage of this method is that it gives us areas instead of 
just points, and thus could give us a better picture of the area of overlap between phases at a 





Figure 9 Phase Diagram constructed using contours at multiple levels 
2.3.7.2 Non Convex Hull: 
This approach involves drawing a non convex shrinkwrap like hull around the points 
in the (f, χN) plane encompassing each phase. This approach gives us areas which could 
potentially consist of a particular phase with the downside being that the sharp edges of the 
non-convex hull contrast with the smooth nature of the phase diagram. 
For fuzzy clustering this involves drawing a convex hull around the set of all points 
that are greater than a particular cluster membership value and then plotting a non-convex hull 
around each phase. 
An example of this is shown below: 
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Figure 10 Phase Diagram constructed using a non convex shinkwrap hull 
A convex hull was also drawn around the set of points that encompass each phase in 
the phase diagram, however that did not yield a visually pleasing phase diagram because of 
excessive overlap between phases.  
The region grow algorithm is another option which could be potentially used to 
visualize the phase diagram. This is another option which will yield a phase diagram where 
each phase is represented by an area, with the area occupied by a phase directly related to the 
number of points nearby. 
2.3.7.3 What did we pick and why? 
The use of multiple visualization methods to plot the phase diagram has been illustrated 
in this section. Of the methods illustrated, the scatter plot of the colored filled square points 
has been picked because it yields a smooth phase diagram. For the fuzzy approach, a scatter 





This framework has been tested on three data sets: namely a triangularly confined data 
set of 1072 structures, a uniformly sampled triangularly confined data set of 124 structures and 
a periodic data set (rectangular images) consisting of 187 structures.  
The heuristic order threshold method which involved using a heuristic value based on 
thresholding the number of ordered points to classify a structure as ordered, worked best to 
separate the disordered structures from the ordered ones as the parameter value worked 
unchanged for all three data sets. 
The dissimilarity measures used to differentiate between the structures that worked best 
were the Structural Similarity Index and the Peak Signal to Noise Ratio. The Structural 
Similarity Index is a full reference similarity measure developed by Wang et al. (2004) that 
quantifies the structural similarity between two images. It compares local patterns of pixel 
intensities that have been normalized for luminance and contrast. The first step involves 
comparing the luminance of the signals which is estimated as their mean intensities.  
𝑙 𝑥, 𝑦 (7) 
The contrast comparison is very similar to the luminance comparison and is defined as: 
𝑐 𝑥, 𝑦 (8) 
The structure comparison is associated with the covariance of the signals x and y. 
𝑠 𝑥, 𝑦 (9) 
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𝐶 𝐾 𝐿 ; 𝐶 𝐾 𝐿 ; 𝐶  (10) 
Where L denotes the dynamic range of the input class (1 for our case since the density 
values vary from 0 to 1). The constants K1 and K2 are largely arbitrary but they are usually 
chosen as something malls. 
The SSIM index is a product of the luminance, structure and contrast comparisons. 
𝑆𝑆𝐼𝑀 𝑥, 𝑦 𝑙 𝑥, 𝑦 𝑐 𝑥, 𝑦 𝑠 𝑥, 𝑦 (11) 
Although these parameters are modifiable parameters, we use 𝛼 1; 𝛽 1; 𝛾 1 ; 
and 𝐾 0.01; 𝐾 0.03 which was what was set by Wang et al. (2004). Another point to 
note here is that the SSIM index was used locally, i.e it was computed on every pixel using a 
moving window approach and the SSIM for every structure is the mean of all the local SSIMs 
that structure. Also, SSIM is a similarity measure that ranges from -1 (highly dissimilar) to 
1(highly similar). Our method relies on dissimilarity measures and hence it is transformed into 
a dissimilarity by using the transform 𝐷 1 𝑆𝑆𝐼𝑀 (12). 
The SSIM is a popular metric for assessing the quality of a signal given the reference 
signal and has also been used for image classification. Dhall, Asthana, and Goecke (2011) 
developed an SSIM-based approach for facial expression analysis and used it to locate 
corresponding facial expression images across multiple subjects for automatic facial 
expression transfer which is of interest to the computer graphics and movie industries. Loza, 
Mihaylova, Canagarajah, and Bull (2006) used the SSIM index as similarity measure for object 
tracking in video sequences.  developed a “feature extraction free” image classification 
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algorithm based on the Complex Wavelet-SSIM, an image similarity measure that is robust to 
translation, scaling and rotation, and demonstrated its use in handwritten digit recognition. 
The PSNR, also known as the Peak Signal to Noise Ratio is another measure is another 
popular image quality measure. Given signals x and y, their PSNR is defined as  




𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝐸𝑟𝑟𝑜𝑟 𝑥, 𝑦 (14) 
PSNR is a similarity measure ranging from 0 to infinity (it tends to infinity as the Mean 
Square Error approaches zero). We convert it to a dissimilarity measure by applying a 
monotonic transform 𝐷 (15). PSNR is popularly used to measure the quality of a 
query image given a reference image, with applications in image compression. It has shown to 
be a good indicator of the change in video quality (across bitrates) when the content and codec 
are fixed across tests (Huynh-Thu & Ghanbari, 2008). 
The SSIM as a measure gives really good results for all the data sets. After filtering out 
the disordered structures, a dissimilarity matrix is constructed using SSIM by using the 
transform 𝐷 1 𝑆𝑆𝐼𝑀  which, after performing multidimensional scaling is passed to 
the k-means clustering algorithm. However, prior to applying SSIM between each pair of 
confined triangular domain structures, the structures are transformed into an arbitrary mxn 
signal. Each structure consists of 28,801 nodes (and thus 28,801 densities) and it is transformed 
into an 83x347 matrix before it is fed to SSIM. The periodic data set, however, consists of 
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rectangular domains and hence is rearranged into rectangles before it is passed to SSIM. Using 
the SSIM as a proximity measure yields accuracies of 99.07%, 100% and 100% for the large 
confined, uniformly sampled confined, and the periodic data sets respectively. It is known that 
the Mean SSIM value is dependent on the relative arrangement of pixels in the image. It is 
used primarily as an image quality measure and the arbitrary rearrangement of the confined 
structures into mxn matrices does not yield an “image”. However, Wang et al. (2004) who 
devised the SSIM index, postulates in his paper that the application scope of SSIM is not 
restricted to image processing, and because it is a similarity measure, it can be used to compare 
any two signals, which can be discrete or continuous and can live in a space of arbitrary 
dimensionality. Thus for non rectangular domains or images we recommend rearranging it into 
an mxn matrix before applying the SSIM proximity measure to quantify proximity. 
As an alternative to the above approach for the confined triangular structures, the SSIM 
index is computed globally on images. This eliminates the necessity of rearranging the 
structure into an mxn signal as the global SSIM is independent of the order of each individual 
signal, provided both the signals are input in the same order (or have the same mapping). That 
is, even if X is a vector of densities of randomly ordered nodes of image 1 and Y is a vector of 
densities of nodes of image 2 in the same order as image 1, then the global SSIM of the images 
would be the same as the SSIM between image 1 and image 2 if the nodes were read and 
arranged in perfect rectangular order. This approach yields extremely good results for the 
confined triangular structures (97.66% and 100% accuracy; and 97.72% and 100% F1 score 
respectively for the large and small confined triangular set respectively) but is not very 
effective when it comes to the periodic data set. However, the periodic data set consists of 
rectangular images and the Mean SSIM approach which is recommended for image quality 
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analysis in literature is used to good effect here (100% accuracy). Hence, we recommend using 
the global SSIM index when the image domain is non rectangular and we recommend using 
the Mean SSIM when the image domain is rectangular. 
Remark 1: Since the Mean SSIM approach, based on averaging out the SSIM values 
using a moving window approach, implies dependency of the MSSIM on the order of pixels 
The triangular confined images were mapped to a rectangular grid and pixels within the convex 
hull of the triangle were interpolated and the Mean SSIM was attempted to quantify the 
similarity between the structures. The SSIM values of only the pixels within the convex hull 
of the triangle were used in the computation of the Mean SSIM. This however did not yield 
satisfactory results, possibly because of the artificial similarity induced in the SSIM values at 
the edges of the triangle. 
Remark 2: A homeomorphic transformation of the triangular confined structures was 
also performed wherein the triangular structures were mapped to a unit square domain, such 
that the boundaries of the triangle (divided into four portions) lay on the boundaries of the 
square. This can be thought of as a grid mapping problem which involves solving the Poisson’s 
equation for both the x and y coordinates in order to find out the points on the triangle 
corresponding to points on the uniform grid on the square, finding out the pixel values of the 
points in the triangle through interpolation, and using those values as the pixel values for the 
square grid. This mapping ensures that points that are nearby in the original image (triangular 
domain) are nearby in the square domain. The Mean SSIM was computed between every pair 
of these structures which were now mapped to the square domain but unfortunately this method 
did not yield satisfactory results either, possibly due to the presence of artifacts in the mapped 
image and also possibly because of possible information distortion/loss due to interpolation. 
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The PSNR metric also yields really good results with accuracies of 87%,100% and 
100% for the three data sets under consideration and is a viable alternative to SSIM. In addition, 
the PSNR does not care about the arrangement of the pixels within the image and can hence 
be used for rectangular as well as non rectangular image domains without modification. 
2.4.2 Confined Uniformly Sampled Data Set 
2.4.2.1 Disordered Filtering Results 
Results from the disordered structures are outlined below in the form of a two-phase 
phase diagram. Cluster one, represented by red dots, denotes the disordered phase and cluster 
2, represented by blue dots, denotes the ordered structures. 
 
Figure 11 Two-Phase phase diagram comprising of the disordered and the ordered phases 
2.4.2.2 Clustering with appropriate dissimilarity measure 
After the ordered structures are separated from the disordered structures, the ordered 
structures are clustered using an appropriate dissimilarity measure and the k-means clustering 
algorithm. The results for the SSIM and PSNR measures are outlined here in this section since 
they yielded the best clustering (for all three data sets), as evidenced by the table below. 
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Figure 12 Bar chart with distance metrics and their performance measures 
A ground truth is constructed by a human for the purposes of evaluating the 
effectiveness of the clustering of each measure. The ground truth for this data set can be divided 
into five different phases, as shown below. The average image of each phase is computed and 
displayed. 
 





2.4.2.3 Phase Diagrams 
The phase diagrams for the SSIM and the PSNR metrics are displayed below. Both of these 
measures construct the phase diagram with 100% accuracy. 
SSIM  (applied locally after mxn transform) 
 
                     Ground Truth                                                 Predicted Diagram 
 
Figure 14 Phase Diagrams structures without disordered Ground Truth on the left and the 
predicted diagram on the right 
 
With Disordered Structures 
 
                    Ground Truth                                              Predicted Diagram 
 
 
Figure 15 Phase Diagrams structures with Ground Truth on the left and the predicted diagram 





                Ground Truth                                                      Predicted Diagram 
 
Figure 16 Phase Diagrams structures without disordered Ground Truth on the left and the 
predicted diagram on the right 
 
With Disordered Structures 
 




Figure 17 Phase Diagrams structures with Ground Truth on the left and the predicted diagram 
on the right 
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Note: The topological check for the periodic data set was used after the signals were 
clustered by the PSNR and SSIM measures. The quality of all the clusters for each measure 
was good and hence the check or flag did not trigger. 
2.4.3 Confined Large Data Set 
2.4.3.1 Disordered Filtering Results 
Results from the disordered structures are outlined below in the form of a two-phase 
phase diagram. Cluster one, represented by red dots, denotes the disordered phase and cluster 
2, represented by blue dots, denotes the ordered structures. 
 
 
                    Figure 18 Ground Truth of Small Confined Data Set 
2.4.3.2 Clustering with appropriate dissimilarity measure 
After the ordered structures are separated from the disordered structures, the ordered 
structures are clustered using an appropriate dissimilarity measure and the k-means clustering 
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algorithm. The results for the SSIM and PSNR measures are outlined here in this section since 
they yielded the best clustering (for all three data sets), as evidenced by the table below. 
 
 
Figure 19 Bar chart with distance metrics and their performance measures 
 
 
Figure 20 Ground Truth of Small Confined Data Set 
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2.4.3.3  Phase Diagrams 
The phase diagrams for the SSIM and the PSNR metrics are displayed below. Both of these 
measures predict the phase diagram accurately. 
SSIM  (applied locally after mxn transform) 
 
 






Figure 21 Phase Diagrams without disordered Ground Truth on the left and the predicted 











With Disordered Structures 
 
                Ground Truth                                                    Predicted Diagram 
 
 




            Ground Truth                                                          Predicted Diagram 
 
Figure 23 Phase Diagrams without disordered Ground Truth on the left and the predicted 











With Disordered Structures 
 
 
                   Ground Truth                                              Predicted Diagram 
 
 
Figure 24 Phase Diagrams with Ground Truth on the left and the predicted diagram on the 
right 
 
Note: The quality control measure was applied after clustering using both the SSIM 
and PSNR measures. The topology of every cluster was uniform for the SSIM measure and 
hence the topological check did not “trigger”. However, the quality control measure did trigger 
for PSNR, and after it was categorized by a human, the accuracy actually dipped to about 79% 
 
2.4.4 Periodic Data Set 
2.4.4.1 Disordered Filtering Results 
Results from the disordered structures are outlined below in the form of a two-phase 
phase diagram. Cluster one, represented by red dots, denotes the disordered phase and cluster 




Figure 25 Two-Phase phase diagram comprising of the disordered and the ordered phases 
2.4.4.2 Clustering with appropriate dissimilarity measure 
After the ordered structures are separated from the disordered structures, the ordered 




Figure 26 Bar chart with distance metrics and their performance measures 
As is apparent from the table above, the results are poor for all the metrics. The reason for this 
is investigated. 
 
Figure 27 Ground Truth of Periodic Data Set 
This data set consists of three ordered phases shown in the figure above. Phase 2, i.e 
the lamellar phase, has certain structures that are rotations of the above structure. It is 
hypothesized that the dissimilarity measures classify them differently and are not able to group 
them together. Thus this necessitates the need for a topological check, wherein we check the 
topology of each cluster and attempt to verify its uniformity. In this case we use the CHT and 
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the MSER and count the number of structures which have no circles We take the union of the 
structures that MSER classifies as having no circles and the structures that CHT classifies as 
having no circles. This is done for two reasons. Firstly, it is observed that the MSER and CHT 




Figure 28 Images that are rotations of the lamellar phase of the periodic data set 
MSER is made to detect circularity by searching for blobs with an eccentricity<0.65. 
Additionally a search radius range of 14 to 30 pixels is used to find the circles and an edge 
threshold parameter of 0.02 (lower values detect weaker edges and hence more circles) and 
subsequently detect structures with no circles by the CHT. A threshold of 0.25 to 0.65 is used 
and if the fraction of non circular strutcures in anywhere within this threshold in any cluster, 
then the cluster quality is “poor”, and the lamellar structures are flagged to be sorted out by a 
human and the rest of the structures are reclustered by the dissimilarity metric and clustering 
algorithm. 
Listed below is the clustering effectiveness of various metrics on the remaining clusters 





Figure 29 Bar chart with distance metrics and their performance measures 
Periodic Structures Ground Truth 
 
 
Figure 30 Ground Truth of Periodic Data Set without lamellar phase 
 
2.4.4.3 Phase Diagrams 
The phase diagrams for SSIM and PSNR are displayed here after the clustering and 
quality control step (topological check). Both of these measures construct the phase diagram 













Figure 31 Phase Diagrams without disordered structures with Ground Truth on the left and 






















Figure 33 Phase Diagrams without disordered structures with Ground Truth on the left and 






Figure 34 Phase Diagrams structures with Ground Truth on the left and the predicted diagram 
on the right 
 
2.5 Conclusions 
In summary, an automated framework to construct phase diagrams from image data 
was developed. It involves five primary steps: filtering out non classifiable structures from the 
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set, picking an appropriate dissimilarity measure, picking an appropriate clustering algorithm, 
picking an appropriate number of clusters and clustering the ordered structures, using a quality 
control measure to check the cluster quality and if it is unsatisfactory, have a human group the 
outliers/flagged structures and regroup the other structures with the appropriate dissimilarity 
measure, clustering algorithm and number of clusters. Multiple possible specific methods have 
been outlined for each step in this framework and they have been validated on three di-block 
copolymer data sets.  























MSER and CHT 





PSNR     
 
We speculate that the methods outlined in the table above could work for any image 
based data set. However, we would like to draw the reader’s attention to the general framework 
outlined here and not the specific methods, for while we have provided specific methods for 
each step of the framework, the generalized framework is a much more powerful method 
because it is “lego-like”. Every specific method used in this paper can be substituted for 
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something more appropriate, provided the generalized framework/algorithm is followed. The 
validation in the results section of each of the specific methods should be viewed as a validation 
of the general framework, not as validation/proof that the specific methods outlined for these 
data sets will work for every other data set. We speculate that it is a possibility that the specific 
methods outlined could be general, but stress on the importance of the generalized framework 
that we would like the reader to follow should they want to construct a polymer phase diagram 
in a semi-automated fashion, leaving the reader the choice to pick the specific methods that 
worked for us in our case studies or pick/develop something different. 
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2.7.1 Appendix A 
Table A1: Distance Metrics and their performance measures for Figure 12 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error 0.7367 0.7733 0.7719 0.7546 
Euclidean Distance 1.0000 1.0000 1.0000 1.0000 
Cityblock distance 1.0000 1.0000 1.0000 1.0000 
Jaccard Distance 0.7043 0.8000 0.8070 0.7491 
Hamming Distance 1.0000 1.0000 1.0000 1.0000 
Cosine Distance 0.7120 0.8000 0.8070 0.7534 
SSIM 1.0000 1.0000 1.0000 1.0000 
Correlation Coefficient 0.7043 0.8000 0.8070 0.7491 
Chi Squared Distance 0.4650 0.4804 0.4912 0.4726 
Quality Index Based on Local 
Variance 0.9333 0.9167 0.9123 0.9249 
Universal Quality Index 1.0000 1.0000 1.0000 1.0000 
Median of Absolute Differences 0.7367 0.7733 0.7719 0.7546 
PSNR 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance 0.9333 0.9136 0.9123 0.9234 
Minimum Ratio 0.9100 0.8500 0.8421 0.8790 
Spearman Distance 0.7043 0.8000 0.8070 0.7491 
Earth Mover Distance 0.6950 0.6370 0.6491 0.6647 
Stochastic Sign Change 0.5052 0.5186 0.5263 0.5118 
Variation of Information 1.0000 1.0000 1.0000 1.0000 
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Table A2: Distance Metrics and their performance measures for Figure 19 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error 0.8116 0.8234 0.8162 0.8175 
Euclidean Distance 0.8240 0.8274 0.8146 0.8257 
Cityblock distance 0.8679 0.8851 0.8551 0.8765 
Jaccard Distance 0.8002 0.8189 0.7991 0.8094 
Hamming Distance 0.8275 0.8292 0.8178 0.8284 
Cosine Distance 0.7999 0.8204 0.8022 0.8100 
SSIM 0.9877 0.9945 0.9907 0.9911 
Correlation Coefficient 0.9748 0.9830 0.9782 0.9789 
Chi Squared Distance 0.3407 0.3790 0.3442 0.3588 
Quality Index Based on Local Variance 0.8435 0.8630 0.8224 0.8532 
Universal Quality Index 0.9877 0.9935 0.9907 0.9905 
Median of Absolute Differences 0.8352 0.8774 0.8271 0.8558 
PSNR 0.8787 0.9185 0.8707 0.8981 
Chebychev Distance 0.9120 0.8959 0.8754 0.9039 
Minimum Ratio 0.6795 0.7320 0.6822 0.7048 
Spearman Distance 0.8275 0.8356 0.8209 0.8316 
Earth Mover Distance 0.4923 0.4486 0.4907 0.4695 
Stochastic Sign Change 0.5026 0.4438 0.4673 0.4713 





Table A3: Distance Metrics and their performance measures for Figure 26 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error 0.7513 0.8231 0.7143 0.7856 
Euclidean Distance 0.7591 0.8231 0.7143 0.7898 
Cityblock distance 0.7643 0.8231 0.7143 0.7926 
Jaccard Distance' 0.6690 0.7171 0.6374 0.6922 
Hamming Distance' 0.7746 0.8299 0.7253 0.8013 
Cosine Distance' 0.5484 0.5095 0.4945 0.5282 
SSIM' 0.5285 0.5057 0.4835 0.5168 
Correlation Coefficient' 0.5288 0.4898 0.4835 0.5086 
Chi Squared Distance' 0.5867 0.6056 0.6044 0.5960 
Quality Index Based on Local Variance' 0.4396 0.4150 0.3736 0.4269 
Universal Quality Index' 0.5403 0.5057 0.4835 0.5224 
Median of Absolute Differences' 0.7562 0.8299 0.7253 0.7914 
PSNR' 0.7513 0.8231 0.7143 0.7856 
Chebychev Distance' 0.4643 0.4830 0.4835 0.4735 
Minimum Ratio' 0.7287 0.8080 0.7033 0.7663 
Spearman Distance' 0.5288 0.4898 0.4835 0.5086 
Earth Mover Distance' 0.8472 0.9048 0.8462 0.8750 
Stochastic Sign Change' 0.7265 0.5874 0.6154 0.6496 
Variation of Information' 0.4643 0.4830 0.4835 0.4735 
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Table A4: Distance Metrics and their performance measures for Figure 29 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 1.0000 1.0000 1.0000 1.0000 
Jaccard Distance' 0.8448 0.7955 0.7857 0.8194 
Hamming Distance' 1.0000 1.0000 1.0000 1.0000 
Cosine Distance' 0.6250 0.6227 0.6190 0.6239 
SSIM' 1.0000 1.0000 1.0000 1.0000 
Correlation Coefficient' 0.6000 0.5818 0.5714 0.5908 
Chi Squared Distance' 0.8571 0.8182 0.8095 0.8372 
Quality Index Based on Local Variance' 0.8333 0.7727 0.7619 0.8019 
Universal Quality Index' 0.6000 0.5818 0.5714 0.5908 
Median of Absolute Differences' 1.0000 1.0000 1.0000 1.0000 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.7564 0.5682 0.5476 0.6489 
Minimum Ratio' 1.0000 1.0000 1.0000 1.0000 
Spearman Distance' 0.6220 0.6045 0.5952 0.6132 
Earth Mover Distance' 1.0000 1.0000 1.0000 1.0000 
Stochastic Sign Change' 1.0000 1.0000 1.0000 1.0000 
Variation of Information' 0.4926 0.4932 0.5000 0.4929 
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2.7.2 Appendix B 
2.7.2.1 Hierarchical Clustering 
In addition to k-means clustering, Linkage Based Hierarchcial clustering1 was 
attempted to cluster all the images together. The single linkage, average linkage, weighted 
average linkage and complete linkage were attempted to cluster images into various phases. 
Linkage based clustering just requires a pairwise dissimilarity matrix and hence 
multidimensional scaling was not performed on these matrices before they were input to the 
hierarchical clustering algorithm. Unfortunately, this did not yield results as well as the k-
means algorithm did, i.e. there were no measures which yielded exceptional accuracy and F1 
score values across all the data sets for a given linkage method. 











                                                 
1 https://www.mathworks.com/help/stats/hierarchical-clustering.html 
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2.7.2.1.1 Confined Small Data Set: 
2.7.2.1.1.1 Single Linkage: 
Table B1:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 0.7077 0.8000 0.7895 0.7510 
Euclidean Distance' 0.7077 0.8000 0.7895 0.7510 
Cityblock distance' 1.0000 1.0000 1.0000 1.0000 
Jaccard Distance' 0.7120 0.7400 0.7544 0.7257 
Hamming Distance' 1.0000 1.0000 1.0000 1.0000 
Cosine Distance' 0.7120 0.7400 0.7544 0.7257 
SSIM' 0.7077 0.7400 0.7368 0.7235 
Correlation Coefficient' 0.7120 0.8000 0.8070 0.7534 
Chi Squared Distance' 0.4386 0.5071 0.5088 0.4703 
Quality Index Based on Local Variance' 0.7120 0.7000 0.7018 0.7059 
Universal Quality Index' 0.7077 0.7400 0.7368 0.7235 
Median of Absolute Differences' 0.9294 0.9000 0.8947 0.9145 
PSNR' 0.7077 0.8000 0.7895 0.7510 
Chebychev Distance' 0.4609 0.3682 0.4211 0.4093 
Minimum Ratio' 0.4636 0.3900 0.4211 0.4236 
Spearman Distance' 0.7167 0.8000 0.8246 0.7560 
Earth Mover Distance' 0.3708 0.4167 0.4386 0.3924 
Stochastic Sign Change' 0.2528 0.2182 0.2632 0.2342 
Variation of Information' 0.2596 0.4000 0.4211 0.3148 
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2.7.2.1.1.2 Average Linkage 
Table B2:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 0.9294 0.9000 0.8947 0.9145 
Jaccard Distance' 0.6824 0.6500 0.6491 0.6658 
Hamming Distance' 1.0000 1.0000 1.0000 1.0000 
Cosine Distance' 0.7120 0.8000 0.8070 0.7534 
SSIM' 0.7043 0.7400 0.7544 0.7217 
Correlation Coefficient' 0.7043 0.8000 0.8070 0.7491 
Chi Squared Distance' 0.4700 0.4871 0.4912 0.4784 
Quality Index Based on Local Variance' 0.9294 0.9000 0.8947 0.9145 
Universal Quality Index' 0.7043 0.7400 0.7544 0.7217 
Median of Absolute Differences' 0.6544 0.8000 0.7895 0.7199 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.4778 0.5500 0.5965 0.5114 
Minimum Ratio' 0.6757 0.5900 0.5965 0.6299 
Spearman Distance' 0.7043 0.8000 0.8070 0.7491 
Earth Mover Distance' 0.4062 0.4333 0.4561 0.4193 
Stochastic Sign Change' 0.4079 0.4156 0.4035 0.4117 
Variation of Information' 0.7048 0.8000 0.8246 0.7494 
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2.7.2.1.1.3 Weighted Average 
Table B3:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 0.9294 0.9000 0.8947 0.9145 
Jaccard Distance' 0.4757 0.5000 0.5088 0.4875 
Hamming Distance' 0.9294 0.9000 0.8947 0.9145 
Cosine Distance' 0.7120 0.8000 0.8070 0.7534 
SSIM' 1.0000 1.0000 1.0000 1.0000 
Correlation Coefficient' 0.7043 0.8000 0.8070 0.7491 
Chi Squared Distance' 0.4650 0.4804 0.4912 0.4726 
Quality Index Based on Local Variance' 0.9294 0.9000 0.8947 0.9145 
Universal Quality Index' 1.0000 1.0000 1.0000 1.0000 
Median of Absolute Differences' 0.6544 0.7714 0.7544 0.7081 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.7077 0.7500 0.7719 0.7282 
Minimum Ratio' 0.6757 0.5900 0.5965 0.6299 
Spearman Distance' 0.7043 0.8000 0.8070 0.7491 
Earth Mover Distance' 0.6000 0.5884 0.5965 0.5942 
Stochastic Sign Change' 0.5789 0.4738 0.4561 0.5211 




2.7.2.1.1.4 Complete Linkage 
Table B4:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 0.6544 0.7714 0.7544 0.7081 
Jaccard Distance' 0.5994 0.6000 0.6140 0.5997 
Hamming Distance' 0.6544 0.8000 0.7895 0.7199 
Cosine Distance' 0.7120 0.8000 0.8070 0.7534 
SSIM' 0.7043 0.7400 0.7544 0.7217 
Correlation Coefficient' 0.7043 0.8000 0.8070 0.7491 
Chi Squared Distance' 0.4617 0.4804 0.4912 0.4708 
Quality Index Based on Local Variance' 0.6544 0.8000 0.7895 0.7199 
Universal Quality Index' 0.7043 0.8000 0.8070 0.7491 
Median of Absolute Differences' 0.6544 0.8000 0.7895 0.7199 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.9538 0.9500 0.9474 0.9519 
Minimum Ratio' 0.6442 0.6500 0.6491 0.6471 
Spearman Distance' 0.7043 0.8000 0.8070 0.7491 
Earth Mover Distance' 0.6950 0.6370 0.6491 0.6647 
Stochastic Sign Change' 0.3433 0.3790 0.3684 0.3603 




2.7.2.1.2 Confined Large Data Set: 
2.7.2.1.2.1 Single Linkage 
Table B5:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 0.4283 0.5134 0.5779 0.4670 
Euclidean Distance' 0.4283 0.5134 0.5779 0.4670 
Cityblock distance' 0.5586 0.6498 0.7165 0.6007 
Jaccard Distance' 0.4729 0.4296 0.4470 0.4502 
Hamming Distance' 0.5586 0.6657 0.7212 0.6074 
Cosine Distance' 0.4352 0.4964 0.6012 0.4638 
Intensity Ratio Variance' 0.3603 0.2834 0.3738 0.3172 
SSIM' 0.3636 0.4023 0.4673 0.3820 
Correlation Coefficient' 0.4427 0.5293 0.6651 0.4821 
Chi Squared Distance' 0.2651 0.2420 0.3115 0.2530 
Quality Index Based on Local Variance' 0.4754 0.4330 0.4907 0.4532 
Universal Quality Index' 0.4717 0.3433 0.4128 0.3974 
Median of Absolute Differences' 0.3977 0.5387 0.6137 0.4575 
PSNR' 0.4283 0.5134 0.5779 0.4670 
Chebychev Distance' 0.3594 0.2308 0.3567 0.2811 
Minimum Ratio' 0.2486 0.2738 0.3349 0.2606 
Spearman Distance' 0.4808 0.5293 0.5872 0.5039 
Earth Mover Distance' 0.3919 0.1346 0.2056 0.2004 
Stochastic Sign Change' 0.1323 0.1128 0.1900 0.1218 
Variation of Information' 0.3538 0.4205 0.5109 0.3843 
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2.7.2.1.2.2 Average Linkage 
Table B6:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 0.5452 0.6336 0.6713 0.5861 
Euclidean Distance' 0.6713 0.7447 0.7461 0.7061 
Cityblock distance' 0.6713 0.7267 0.7181 0.6979 
Jaccard Distance' 0.4260 0.5152 0.5748 0.4664 
Hamming Distance' 0.7821 0.7793 0.7975 0.7807 
Cosine Distance' 0.5880 0.6131 0.6511 0.6003 
SSIM' 0.6847 0.7604 0.7913 0.7206 
Correlation Coefficient' 0.7821 0.7793 0.7975 0.7807 
Chi Squared Distance' 0.3273 0.3730 0.3551 0.3487 
Quality Index Based on Local Variance' 0.6403 0.6186 0.6464 0.6293 
Universal Quality Index' 0.5615 0.6477 0.7150 0.6015 
Median of Absolute Differences' 0.7552 0.7926 0.7710 0.7734 
PSNR' 0.6713 0.7447 0.7461 0.7061 
Chebychev Distance' 0.3131 0.3772 0.4875 0.3422 
Minimum Ratio' 0.5864 0.5840 0.6371 0.5852 
Spearman Distance' 0.6847 0.7778 0.7975 0.7283 
Earth Mover Distance' 0.5458 0.5191 0.5062 0.5321 
Stochastic Sign Change' 0.2025 0.2272 0.3006 0.2141 
Variation of Information' 0.5236 0.5575 0.6636 0.5400 
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2.7.2.1.2.3 Weighted Average Linkage 
Table B7:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 0.6489 0.6726 0.6822 0.6606 
Euclidean Distance' 0.5390 0.6336 0.6433 0.5825 
Cityblock distance' 0.6713 0.7053 0.6791 0.6879 
Jaccard Distance' 0.5882 0.6508 0.7290 0.6179 
Hamming Distance' 0.6713 0.7457 0.7477 0.7066 
Cosine Distance' 0.5882 0.5863 0.6059 0.5872 
SSIM' 0.6819 0.7509 0.7741 0.7148 
Correlation Coefficient' 0.7766 0.7790 0.8131 0.7778 
Chi Squared Distance' 0.3183 0.3401 0.3333 0.3288 
Quality Index Based on Local Variance' 0.8085 0.7472 0.7726 0.7766 
Universal Quality Index' 0.6713 0.7509 0.7741 0.7089 
Median of Absolute Differences' 0.8687 0.7970 0.7445 0.8313 
PSNR' 0.5390 0.6066 0.6012 0.5708 
Chebychev Distance' 0.4637 0.3589 0.3972 0.4046 
Minimum Ratio' 0.5879 0.5573 0.5810 0.5722 
Spearman Distance' 0.6843 0.7762 0.7960 0.7274 
Earth Mover Distance' 0.5793 0.5934 0.6106 0.5863 
Stochastic Sign Change' 0.2249 0.2257 0.3006 0.2253 




2.7.2.1.2.4 Complete Linkage 
Table B8:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 0.6713 0.7227 0.7118 0.6961 
Euclidean Distance' 0.6713 0.7227 0.7118 0.6961 
Cityblock distance' 0.5801 0.5810 0.6184 0.5806 
Jaccard Distance' 0.5882 0.6418 0.7196 0.6138 
Hamming Distance' 0.6751 0.6918 0.6589 0.6834 
Cosine Distance' 0.6757 0.6965 0.7072 0.6860 
SSIM' 0.7809 0.8399 0.8333 0.8093 
Correlation Coefficient' 0.7832 0.7562 0.7555 0.7695 
Chi Squared Distance' 0.3191 0.3564 0.3349 0.3367 
Quality Index Based on Local Variance' 0.6258 0.5806 0.5826 0.6023 
Universal Quality Index' 0.7809 0.8399 0.8333 0.8093 
Median of Absolute Differences' 0.7213 0.7657 0.7368 0.7429 
PSNR' 0.6713 0.7227 0.7118 0.6961 
Chebychev Distance' 0.5056 0.5824 0.6417 0.5413 
Minimum Ratio' 0.5081 0.4560 0.4533 0.4806 
Spearman Distance' 0.7836 0.7642 0.7679 0.7738 
Earth Mover Distance' 0.5151 0.5461 0.5467 0.5301 
Stochastic Sign Change' 0.2688 0.1872 0.2383 0.2207 
Variation of Information' 0.5654 0.6326 0.6199 0.5971 
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2.7.1.3 Periodic Data Set With Banded Structures 
2.7.1.3.1 Single Linkage 
Table B9:  Distance Metrics and their performance measures 
Measure 
 
Precision Recall Accuracy F1 Score 
Mean Square Error' 
 
0.1760 0.3197 0.5165 0.2271 
Euclidean Distance' 
 
0.1760 0.3197 0.5165 0.2271 
Cityblock distance' 
 
0.1742 0.3129 0.5055 0.2238 
Jaccard Distance' 
 
0.5211 0.3788 0.5714 0.4387 
Hamming Distance' 
 
0.1742 0.3129 0.5055 0.2238 
Cosine Distance' 
 
0.5211 0.3788 0.5714 0.4387 
SSIM' 
 
0.5131 0.3417 0.5385 0.4102 
Correlation Coefficient' 
 
0.5131 0.3432 0.5385 0.4113 
Chi Squared Distance' 
 
0.3122 0.4085 0.5165 0.3539 
Quality Index Based on Local Variance' 
 
0.5194 0.3871 0.5714 0.4436 
Universal Quality Index' 
 
0.5131 0.3417 0.5385 0.4102 
Median of Absolute Differences' 
 
0.1742 0.3129 0.5055 0.2238 
PSNR' 
 
0.1760 0.3197 0.5165 0.2271 
Chebychev Distance' 
 
0.8502 0.3652 0.5604 0.5109 
Minimum Ratio' 
 
0.5169 0.3485 0.5495 0.4163 
Spearman Distance' 
 
0.5194 0.3932 0.5714 0.4476 
Earth Mover Distance' 
 
0.1724 0.3061 0.4945 0.2206 
Stochastic Sign Change' 
 
0.8502 0.3652 0.5604 0.5109 
Variation of Information' 
 
0.5169 0.3485 0.5495 0.4163 
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2.7.1.3.2 Average Linkage: 
Table B10:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 0.4412 0.4830 0.4835 0.4611 
Euclidean Distance' 0.4412 0.4830 0.4835 0.4611 
Cityblock distance' 0.7414 0.8163 0.7033 0.7770 
Jaccard Distance' 0.5278 0.3939 0.5824 0.4511 
Hamming Distance' 0.5571 0.6364 0.7253 0.5941 
Cosine Distance' 0.4360 0.3720 0.5604 0.4015 
SSIM' 0.1760 0.3197 0.5165 0.2271 
Correlation Coefficient' 0.5106 0.4015 0.5714 0.4496 
Chi Squared Distance' 0.6347 0.6753 0.6374 0.6544 
Quality Index Based on Local Variance' 0.6286 0.3941 0.5275 0.4844 
Universal Quality Index' 0.3364 0.4276 0.4615 0.3766 
Median of Absolute Differences' 0.7463 0.7830 0.6813 0.7642 
PSNR' 0.4412 0.4830 0.4835 0.4611 
Chebychev Distance' 0.7745 0.4997 0.4945 0.6074 
Minimum Ratio' 0.5411 0.4780 0.6374 0.5076 
Spearman Distance' 0.6647 0.4720 0.6154 0.5520 
Earth Mover Distance' 0.8364 0.8593 0.8132 0.8477 
Stochastic Sign Change' 0.1760 0.3197 0.5165 0.2271 
Variation of Information' 0.5140 0.4281 0.5824 0.4671 
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2.7.1.3.3 Weighted Average  
Table B11:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 0.6859 0.5284 0.4945 0.5970 
Euclidean Distance' 0.6859 0.5284 0.4945 0.5970 
Cityblock distance' 0.7019 0.7165 0.5824 0.7091 
Jaccard Distance' 0.5155 0.5083 0.6593 0.5119 
Hamming Distance' 0.8329 0.8677 0.8022 0.8499 
Cosine Distance' 0.2663 0.3404 0.4286 0.2989 
SSIM' 0.6032 0.6617 0.6154 0.6311 
Correlation Coefficient' 0.5336 0.4622 0.6044 0.4953 
Chi Squared Distance' 0.6129 0.6617 0.6154 0.6364 
Quality Index Based on Local Variance' 0.6868 0.5094 0.5385 0.5849 
Universal Quality Index' 0.6048 0.5125 0.4945 0.5549 
Median of Absolute Differences' 0.6189 0.6639 0.6484 0.6406 
PSNR' 0.5204 0.5284 0.4945 0.5244 
Chebychev Distance' 0.8502 0.3652 0.5604 0.5109 
Minimum Ratio' 0.6730 0.5284 0.4945 0.5920 
Spearman Distance' 0.5336 0.4622 0.6044 0.4953 
Earth Mover Distance' 0.7574 0.8367 0.7363 0.7951 
Stochastic Sign Change' 0.2857 0.3296 0.5055 0.3061 
Variation of Information' 0.6301 0.4162 0.4725 0.5013 
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2.7.1.3.4 Complete Linkage 
Table B12:  Distance Metrics and their performance measures 
Measure 
 
Precision Recall Accuracy F1 Score 
Mean Square Error' 
 
0.8206 0.8844 0.8132 0.8513 
Euclidean Distance' 
 
0.8206 0.8844 0.8132 0.8513 
Cityblock distance' 
 
0.8384 0.8745 0.8132 0.8561 
Jaccard Distance' 
 
0.5615 0.4751 0.5824 0.5147 
Hamming Distance' 
 
0.8443 0.8524 0.8571 0.8483 
Cosine Distance' 
 
0.5577 0.4850 0.5824 0.5188 
SSIM' 
 
0.5754 0.5691 0.6264 0.5723 
Correlation Coefficient' 
 
0.4538 0.4860 0.4945 0.4693 
Chi Squared Distance' 
 
0.6091 0.6345 0.5714 0.6215 
Quality Index Based on Local Variance' 
 
0.4968 0.4601 0.5165 0.4777 
Universal Quality Index' 
 
0.3687 0.3752 0.4835 0.3719 
Median of Absolute Differences' 
 
0.6053 0.6405 0.6264 0.6224 
PSNR' 
 
0.8206 0.8844 0.8132 0.8513 
Chebychev Distance' 
 
0.5012 0.5133 0.4835 0.5072 
Minimum Ratio' 
 
0.7235 0.6648 0.5934 0.6929 
Spearman Distance' 
 
0.4929 0.4707 0.5275 0.4816 
Earth Mover Distance' 
 
0.7849 0.8639 0.7802 0.8226 
Stochastic Sign Change' 
 
0.3213 0.3388 0.4835 0.3298 
Variation of Information' 
 
0.4113 0.3980 0.4615 0.4046 
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2.7.1.4 Periodic Data Set Without Banded Structures 
2.7.1.4.1 Single Linkage 
Table B13:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 1.0000 1.0000 1.0000 1.0000 
Jaccard Distance' 0.7439 0.5227 0.5000 0.6140 
Hamming Distance' 1.0000 1.0000 1.0000 1.0000 
Cosine Distance' 0.7564 0.5682 0.5476 0.6489 
SSIM' 0.7439 0.5227 0.5000 0.6140 
Correlation Coefficient' 0.7439 0.5227 0.5000 0.6140 
Chi Squared Distance' 0.8571 0.8182 0.8095 0.8372 
Quality Index Based on Local Variance' 0.7703 0.6136 0.5952 0.6831 
Universal Quality Index' 0.7439 0.5227 0.5000 0.6140 
Median of Absolute Differences' 1.0000 1.0000 1.0000 1.0000 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.7683 0.5250 0.5476 0.6238 
Minimum Ratio' 0.7564 0.5682 0.5476 0.6489 
Spearman Distance' 0.7895 0.6000 0.6190 0.6818 
Earth Mover Distance' 1.0000 1.0000 1.0000 1.0000 
Stochastic Sign Change' 0.7683 0.5250 0.5476 0.6238 
Variation of Information' 0.5125 0.5023 0.5238 0.5073 
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2.7.1.4.2 Average Linkage 
Table B14:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 1.0000 1.0000 1.0000 1.0000 
Jaccard Distance' 0.7564 0.5682 0.5476 0.6489 
Hamming Distance' 1.0000 1.0000 1.0000 1.0000 
Cosine Distance' 0.7439 0.5227 0.5000 0.6140 
SSIM' 1.0000 1.0000 1.0000 1.0000 
Correlation Coefficient' 0.4798 0.4864 0.5000 0.4831 
Chi Squared Distance' 0.8704 0.8409 0.8333 0.8554 
Quality Index Based on Local Variance' 0.7159 0.7159 0.7143 0.7159 
Universal Quality Index' 0.6000 0.5818 0.5714 0.5908 
Median of Absolute Differences' 1.0000 1.0000 1.0000 1.0000 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.7683 0.5250 0.5476 0.6238 
Minimum Ratio' 0.8333 0.7727 0.7619 0.8019 
Spearman Distance' 0.5500 0.5364 0.5238 0.5431 
Earth Mover Distance' 1.0000 1.0000 1.0000 1.0000 
Stochastic Sign Change' 0.9583 0.9500 0.9524 0.9541 





2.7.1.4.3 Weighted Average 
Table B15:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 1.0000 1.0000 1.0000 1.0000 
Jaccard Distance' 0.8125 0.7273 0.7143 0.7675 
Hamming Distance' 1.0000 1.0000 1.0000 1.0000 
Cosine Distance' 0.8333 0.7727 0.7619 0.8019 
SSIM' 1.0000 1.0000 1.0000 1.0000 
Correlation Coefficient' 0.6000 0.5818 0.5714 0.5908 
Chi Squared Distance' 0.8704 0.8409 0.8333 0.8554 
Quality Index Based on Local Variance' 0.7426 0.7409 0.7381 0.7417 
Universal Quality Index' 0.5663 0.5568 0.5476 0.5615 
Median of Absolute Differences' 1.0000 1.0000 1.0000 1.0000 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.7683 0.5250 0.5476 0.6238 
Minimum Ratio' 0.7439 0.5227 0.5000 0.6140 
Spearman Distance' 0.5208 0.5205 0.5238 0.5206 
Earth Mover Distance' 1.0000 1.0000 1.0000 1.0000 
Stochastic Sign Change' 0.9545 0.9545 0.9524 0.9545 




2.7.1.4.3 Complete Linkage 
Table B16:  Distance Metrics and their performance measures 
Measure Precision Recall Accuracy F1 Score 
Mean Square Error' 1.0000 1.0000 1.0000 1.0000 
Euclidean Distance' 1.0000 1.0000 1.0000 1.0000 
Cityblock distance' 1.0000 1.0000 1.0000 1.0000 
Jaccard Distance' 0.8125 0.7273 0.7143 0.7675 
Hamming Distance' 1.0000 1.0000 1.0000 1.0000 
Cosine Distance' 0.8333 0.7727 0.7619 0.8019 
SSIM' 0.8929 0.8500 0.8571 0.8709 
Correlation Coefficient' 0.5476 0.5477 0.5476 0.5477 
Chi Squared Distance' 0.8571 0.8182 0.8095 0.8372 
Quality Index Based on Local Variance' 0.7159 0.7159 0.7143 0.7159 
Universal Quality Index' 0.6000 0.5818 0.5714 0.5908 
Median of Absolute Differences' 1.0000 1.0000 1.0000 1.0000 
PSNR' 1.0000 1.0000 1.0000 1.0000 
Chebychev Distance' 0.8704 0.8409 0.8333 0.8554 
Minimum Ratio' 0.8333 0.7727 0.7619 0.8019 
Spearman Distance' 0.5893 0.5795 0.5714 0.5844 
Earth Mover Distance' 1.0000 1.0000 1.0000 1.0000 
Stochastic Sign Change' 0.8194 0.8136 0.8095 0.8165 
Variation of Information' 0.5313 0.5295 0.5238 0.5304 
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2.7.2.1 Automating Identification of Clusters 
A variety of approaches to automate the selection of the number of clusters were 
attempted. Since the k-means clustering algorithm has been selected the number of groups in 
the data were attempted to be quantified using eight methods, namely the Calinski Harabasz 
index2, the Davies Bouldin index3, Gap statistic4 , Silhouette Evaluation5, Pham Dimov 
Nguyen method6, Geometric elbow method7, Percent of Variance Explained (Elbow method)8, 
and the RIDDLE method9. 
Unfortunately, none of these methods to automate the identification of clusters yielded 
the correct number of clusters across data sets and hence a method involving human 
intervention to identify the number of clusters was used instead. 





6 Pham, D. T., Dimov, S. S., & Nguyen, C. D. (2005). Selection of K in K-means clustering. Proceedings of the 





CHAPTER 3.    CONCLUSIONS & FUTURE WORK 
 
A lego like framework which uses ideas from machine learning and image processing 
has been proposed for the construction of image based phase diagrams and its efficacy has 
been demonstrated on three di-block copolymer image data sets. Multiple choices of specific 
methods for each step of this framework have been outlined and demonstrated in this work, 
with a larger focus on the general framework.  
In the future, artificial intelligence could be employed to better identify and classify 
outliers in the quality control step. An automated approach for automatically identifying the 
number of phases, other than the ones that have been tested in the data set prior to clustering 
could also be developed in order to bring the process one step closer to full automation.  
 
