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Introduction
Ce travail s’inscrit dans le domaine de la géométrie CR-sphérique en dimension trois.
Le modèle d’une telle géométrie est la sphère S3, bord de la boule unité dans C2, sur
laquelle agit par CR-automorphismes le groupe PU(2,1). Cette structure apparaît au bord
du plan hyperbolique complexe H2
C
. Une variété est dite CR-sphérique complète si elle
est homéomorphe à un quotient Ω(Γ)/Γ où Γ est un groupe discret de PU(2,1) et Ω(Γ)
est son domaine de discontinuité. Un exemple de variété CR-sphérique complète est le
complémentaire de l’entrelacs de Whitehead, construit par Schwartz dans [Sch07]. Les
autres exemples connus sont des ﬁbrés en cercle sur des surfaces (voir [BS76], [GKL01]).
On dispose donc de peu d’exemples.
En géométrie hyperbolique réelle, Thurston montre dans ses notes [Thu79] comment
munir le complémentaire du nœud de huit d’une structure hyperbolique réelle complète. Il
montre que l’espace S3−K (où K désigne le nœud) peut être obtenu comme recollement
de deux tétraèdres hyperboliques. La démonstration permet une construction eﬀective de
cette structure géométrique. La méthode est la suivante : chaque tétraèdre de la triangula-
tion est caractérisé par un invariant qui est le birapport des quatre sommets. Pour obtenir
une structure hyperbolique sur le recollement des tétraèdres, les invariants doivent satis-
faire un certain nombre d’équations polynomiales. Elles assurent que certaines conditions
de compatibilité au niveau du recollement sont vériﬁées :
◦ les équations dites d’arêtes qui permettent que les structures hyperboliques de
chaque tétraèdre se recollent de façon compatible pour donner une structure géomé-
trique globale.
◦ les équations dites d’holonomie qui assurent la complétude du recollement.
Lorsque ces équations sont résolues, on obtient une géométrisation du complémentaire du
nœud, c’est à dire que S3−K est homéomorphe à H3
R
/Γ où Γ est un groupe libre, discret
de covolume ﬁni. C’est une application d’holonomie h : Π1(M)→ PSL(2,C) qui envoie le
groupe fondamental sur Γ.
A l’exception des nœuds toriques et des nœuds satellites, Thurston prouve que tous les
complémentaires dans S3 de nœuds ou d’entrelacs admettent une structure hyperbolique
réelle complète qui est unique.
La méthode s’étend à d’autres recollements. D’après [Mat07], si M désigne l’intérieur
d’une variété de dimension trois compacte à bord, alors elle présente une triangulation
idéale. Dans ce travail, ses composantes de bord seront toujours des tores. La variété M
peut donc être envisagée comme le recollement de n tétraèdres privés de leurs sommets tel
que l’étoile de chaque sommet est un tore. Le programme informatique SnapPea développé
par Weeks (voir [HW89] et [MT05]) calcule numériquement les solutions des équations
d’arêtes et d’holonomie. Si M admet une structure hyperbolique complète, alors il existe
une triangulation hyperbolique idéale d’après [EP88] (éventuellement dégénérée). Cette
triangulation de la variétéM apporte donc sa géométrisation hyperbolique. Si le découpage
8 Introduction
initial deM n’est pas une triangulation hyperbolique géométrique, changer la triangulation
sera suﬃsant pour obtenir la solution. Dans [CHW99], les auteurs recensent toutes les
variétés obtenues comme le recollement de moins de sept tétraèdres qui admettent une
structure hyperbolique réelle.
Dans [Fal08], Falbel adapte cette méthode au cas CR. Il déﬁnit des invariants qui
caractérisent les classes de conjugaison de quadruplets de points à PU(2,1) près. Pour
chaque simplexe, ce sont quatre nombres complexes, calculés comme des birapports dans
CP 1. Falbel construit pour le complémentaire du nœud de huit une structure CR-sphérique
branchée à holonomie périphérique parabolique. L’objectif central de cette thèse a été
d’enrichir cette approche, en l’utilisant pour construire des représentations de Π1(M)
dans PU(2,1) et pour étudier la rigidité des structures géométriques CR.
Pour un tétraèdre hyperbolique réel idéal, la donnée des sommets détermine entière-
ment le simplexe en passant à l’enveloppe convexe. De ce point de vue, les conditions de
compatibilité sur le recollement ne porte que sur les sommets. Dans le cas complexe, il
n’y a pas de façon canonique de relier deux points de S3. Le terme tétraèdre CR désigne
en fait un quadruplet ordonné de points de la sphère. On peut demander le même type
de compatibilité dans le recollement qu’avec les tétraèdres réels. Cela se traduit par des
relations entre les invariants :
◦ les équations dites de faces car dans S3, deux triplets ne sont pas nécessairement
isométriques.
◦ les équations d’arêtes.
◦ les équations d’holonomie qui spéciﬁent pour une représentation de Π1(M) l’image
d’un lacet dans l’étoile d’un sommet.
Dans le cas réel, une solution aux équations donne une application d’holonomie. En l’ab-
sence de structure géométrique sur les tétraèdres CR, la résolution de ces équations nous
permet de construire une représentation :
h : Π1(M)→ PU(2, 1).
Pour obtenir une géométrisation du recollement, il faut faire un choix cohérent pour relier
les points des simplexe aﬁn d’avoir des tétraèdres pleins.
La résolution de ces équations est en général délicate, même pour un petit nombre de
tétraèdres. Néanmoins, pour certaines variétés, nous proposons ici de nouvelles solutions
et nous construisons une représentation pour le groupe fondamental de chacune dans
PU(2,1). L’adaptation brute du programme SnapPea au cas CR n’étant pour l’instant pas
concluante, il a fallu aborder la résolution de façon “artisanale”.
En parallèle des problématiques envisagées ci-dessus, la rigidité de ces structures géo-
métriques est un problème naturel. Le rang des équations indique la dimension de l’espace
des solutions dès lors que celui-ci est non vide. Si le rang est maximal, alors on ne peut pas
déformer la structure géométrique triangulée. Dans le cas hyperbolique réel, la rigidité est
assurée par le théorème de Mostow aﬃrmant l’unicité de la structure géométrique d’une
variété hyperbolique complète de volume ﬁni. Précisément, un isomorphisme entre les
groupes fondamentaux de deux variétés hyperboliques complètes de volume ﬁni de dimen-
sion au moins trois est toujours induit par une isométrie entre ces variétés. Au contraire, la
structure CR-sphérique de variétés compactes, homéomorphes à un ﬁbré en cercle sur une
surface, peut être déformée (voir [BS76]). Dans le cas complexe, un théorème de rigidité
est établit par Goldman, Millson [GM87] et Toledo [Tol89] : ils montrent la rigidité pour
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les actions des groupes qui préservent une droite complexe et agissent de façon cocompacte
dessus.
Sur une idée de Thurston, Neumann et Zagier calculent dans [NZ85] une minoration du
rang des équations d’arêtes et d’holonomie à la solution complète. Le théorème de rigidité
de Mostow leur permet de conclure que le rang du système d’équations est maximal.
L’article [Cho04] étend ce résultat aux solutions à partie imaginaire positive, à holonomie
périphérique quelconque. Dans le quatrième chapitre, nous adaptons cette méthode au
cas complexe. Malheureusement, cette approche n’est pas déﬁnitivement concluante. Nous
obtenons des minorations du rang. Néanmoins, sur les exemples de solutions déjà évoquées,
nous obtenons le résultat suivant :
Théorème 0.1. Pour le complémentaire de la sœur du nœud huit, pour le complémentaire
de l’entrelacs de Whitehead et pour les recollements recensés dans [CHW99] comme M433
et M434, nous trouvons des solutions aux équations de compatibilité. Systématiquement,
le rang des équations est maximal, c’est-à-dire qu’il y a rigidité.
Dans le cas hyperbolique réel, lorsqu’on ordonne les sommets d’un tétraèdre p0, p1, p2,
p3, cela induit une orientation sur le simplexe. Si le birapport des quatre points ordonnés est
à partie imaginaire positive, alors l’orientation du tétraèdre géométrique est la même que
celle induite par l’ordre des points. On dit d’un tel tétraèdre qu’il est orienté positivement.
Le chevauchement de deux tétraèdres recollés d’orientation opposée complique l’obtention
d’une structure compatible sur les deux simplexes. La méthode de géométrisation du nœud
de huit n’utilise que des tétraèdres positivement orientés. Lorsqu’on accepte des tétraèdres
ayant des orientations opposées, la question de savoir si le recollement des tétraèdres associé
admet une géométrisation hyperbolique (même incomplète) est beaucoup plus compliquée
que dans le cas où ils ont tous la même orientation. Petronio et Porti dans [PP00] traitent
d’un cas très particulier mais, aucune réponse en toute généralité n’a encore été trouvée.
En géométrie CR, il n’existe pas de tétraèdre dont tous les invariants sont à partie
imaginaire positive, comme nous le prouvons à la proposition 3.26. C’est ce qui constitue
l’une des diﬃcultés majeures tant dans la géométrisation CR du recollement que dans
le calcul du rang. Le signe de la partie imaginaire des invariants d’un tétraèdre n’induit
pas une orientation du simplexe. On ne peut donc pas prévoir le chevauchement de deux
tétraèdres ayant une face en commun. De même, lorsque des tétraèdres se recollent autour
d’une arête, on ne maîtrise pas a priori le nombre de tours qu’ils font autour de celle-ci.
(voir l’exemple construit en 3.34). D’ailleurs, dans le cas du complémentaire du nœud de
huit, la structure CR-sphérique construite par Falbel est branchée autour de chaque arête.
Dans le calcul du rang des équations de compatibilité, l’argument ﬁnal de [Cho04] utilise
explicitement la stricte positivité des parties imaginaires des invariants.
Pour autant, en dimension deux, les diﬃcultés liées aux invariants à partie imaginaire
négative sont surmontables. Les étoiles des sommets de la triangulation deM sont des sur-
faces obtenues comme recollement de triangles. Nous étudions, à la ﬁn du chapitre quatre,
les structures géométriques qui peuvent leur être associées. La résolution d’équations type
arêtes et holonomie permet d’obtenir une structure plate sur une telle surface. Nous don-
nons le rang exact de ces équations, même à une solution qui contient des invariants à
partie imaginaire négative. Dans [Fra06], l’auteur met en évidence des conditions d’exis-
tence de structure euclidienne sur une surface obtenue comme recollement de triangles,
dont les orientations peuvent être éventuellement opposées. En employant un résultat de
[Fra06], nous démontrons la proposition suivante :
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Proposition 0.2. Dans le cas d’un recollement de tétraèdres CR, l’étoile torique d’un
sommet de la triangulation ne peut jamais être munie d’une structure euclidienne.
Corps de trace de sous-groupes de SU(n,1)
La dernière partie de ce mémoire peut être abordée indépendamment des autres. Ici,
une classe d’équivalence de groupes arithmétiques de PSL(2,C) à conjugaison et commen-
surabilité près est construite à partir d’une paire (k,A) où k est un corps de nombres qui
a exactement une place complexe et A est une algèbre quaternionique (voir par exemple
[MR03]). Réciproquement, à partir d’un groupe arithmétique Γ, on peut retrouver ces
deux objets. Par exemple, le corps k est engendré par les traces des éléments de Γ(2) qui
est le sous-groupe engendré par les carrés. Ce corps est un invariant de commensurabilité.
On le note k(Γ). Il est déﬁni de manière générale pour tout sous-groupe de PSL(2,C).
Neumann et Reid dans [NR92] mettent en évidence les informations que le corps k(Γ)
apporte sur le groupe. Lorsque Γ est un groupe libre, discret, de covolume ﬁni, le corps
k(Γ) est attaché à un invariant géométrique : d’après [EP88], la variété H3
R
/Γ admet une
triangulation hyperbolique idéale. Le corps engendré par les invariants des tétraèdres est
exactement k(Γ). Pour établir cette égalité, les auteurs utilisent le corps Q(Tr (Γ)) engen-
dré par les traces des éléments. Ce n’est pas un invariant de commensurabilité comme cela
est montré dans [Rei90]. Ils montrent que le groupe Γ, à conjugaison de groupe près, est
dans PSL(2,Q(Tr (Γ))), c’est-à-dire que quitte à conjuguer Γ, les coeﬃcients des matrices
du groupe sont dans le corps de trace. Ce résultat est en fait vrai plus généralement, dès
lors que Γ est un groupe qui ne ﬁxe pas un point et qu’il contient un élément parabolique.
La discrétion du groupe est une hypothèse superﬂue.
Nous avons prolongé ces résultats au cas complexe. Dans SU(2,1), le corps à considérer
est Q(Tr (Γ(3))), où Γ(3) est le groupe engendré par les cubes. Dans [McR], l’auteur montre
que c’est un invariant de commensurabilité. Le corps de trace est relié sous certaines
hypothèses au corps des coeﬃcients. Nous démontrons le résultat suivant :
Théorème 0.3. Soit G un sous-groupe de SU(2,1). On suppose que G contient un élément
parabolique. Si G est Zariski dense, alors il est conjugué à un sous-groupe contenu dans
SU(2, 1,Q(Tr (G))).
Les chapitres précédents nous ont conduit à la construction de représentations h : Π1(M)→
PU(2, 1) pour une variété M obtenue comme recollement de tétraèdres, à étoiles toriques
telles que les images des lacets autour des sommets sont des transformations paraboliques.
Dans ce cas, nous avons la proposition suivante démontrée en 6.13 :
Proposition 0.4. Soit Γ = h(Π1(M)) ⊂ PU(2, 1). Le corps engendré par les invariants
des tétraèdres est exactement le corps de trace : Q(TrΓ).
Nous terminons par une étude du corps de trace pour les groupes arithmétiques de
type 1 inclus dans SU(2,1).
Plan de la thèse
Chapitre un : Dans un premier moment, nous évoquons la description du plan hy-
perbolique complexe, de ses sous-espaces et de ses isométries. Le bord de cet espace est
le modèle de la géométrie CR-sphérique. Les variétés localement modelées sur S3 munie
de PU(2,1) sont dites CR-sphériques. C’est un cas particulier de (X,G)-structure avec
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X = S3 et G = PU(2, 1). On rappelle la déﬁnition générale de (X,G)-structure, ainsi que
la construction d’une application développante qui en découle. Au cours du chapitre, il
est mis en évidence qu’il n’y a pas de façon canonique de relier deux points de S3. La ﬁn
de cette partie est dédiée à l’invariant angulaire de Cartan qui classiﬁe à isométrie près
les triplets de points de S3, mais qui ne suﬃt pas à caractériser les tétraèdres. La déﬁ-
nition des invariants pour ces simplexes est l’objet du deuxième chapitre. Les références
principales pour ce premier chapitre sont l’article de Burns et Shnider [BS76] et le livre
de Goldman ([Gol99]).
Chapitre deux : Nous rappelons, dans un second temps, la déﬁnition d’un tétraèdre
hyperbolique réel idéal, ainsi que la fonction birapport qui caractérise les classes de conju-
gaison de ces simplexes. Les invariants de Falbel qui classiﬁent les tétraèdres CR à PU(2,1)
près, sont des birapports standards dans CP 1. Pour les tétraèdres CR, on ne travaille a
priori qu’avec les sommets ordonnés. Pour garder le vocabulaire de face, arête, on verra
aussi ces simplexes comme des objets abstraits : des complexes sympliciaux décorés. Sous
ce point de vue, on peut réunir les deux types de tétraèdres géométriques (hyperbolique
réel et CR) dans un même espace qu’on notera T . C’est ce qui occupe la troisième section
de ce chapitre. On cherche les sous-espaces de T qui sont en bĳection avec l’ensemble des
classes de conjugaison de tétraèdres géométriques.
Chapitre trois : La technique de construction d’une représentation h : Π1(M) →
PU(2, 1) pour une variété M telle qu’introduite précédemment occupe le début de ce cha-
pitre. On mime la construction d’une application développante D, avec la nuance majeure
qu’ici, D n’est déterminée que sur les sommets de la triangulation. Les conditions de com-
patibilité de recollement entre tétraèdres apparaissant naturellement sont les mêmes que
celles qui, dans le cas réel, permettent une géométrisation hyperbolique deM . Nous verrons
que l’application D ainsi obtenue a plus de contraintes qu’une application développante,
mais qu’elle permet néanmoins de déﬁnir la représentation d’holonomie.
Dans un second temps, on décrit les équations qui découlent des conditions de compa-
tibilité de recollement dans le cas réel et dans le cas complexe. La mise en parallèle de ces
deux situations met en évidence les diﬃcultés qui peuvent apparaître quand on travaille
dans PU(2,1).
Chapitre quatre : Nous commençons ce chapitre en établissant le lien entre la
rigidité d’une structure géométrique triangulée et le rang des équations de compatibilité.
Nous détaillons ici le théorème 0.1. Dans la suite, nous démontrons certaines minorations
pour le rang des équations de compatibilité. Nous terminons le chapitre en étudiant les
structures géométriques sur les étoiles des sommets de la triangulation de M . Nous y
donnons la preuve de la proposition 0.2.
Chapitre cinq : Dans [PW], les auteurs déterminent à conjugaison près, tous les
groupes dans PU(2,1) engendrés par deux transformations unipotentes dont le produit est
encore unipotent. L’un d’eux est le groupe Γ3 décrit dans [Sch07] : c’est l’image d’une
holonomie du groupe fondamental du complémentaire de l’entrelacs de Whitehead, noté
KW . Le quotient Ω(Γ3)/Γ3 est homéomorphe à S3 \ KW assimilable au recollement de
quatre tétraèdres. On constate que tous les groupes de Parker et Will sont les images de
représentations de Π1(S3 −KW ). On obtient ainsi une famille de représentations à deux
paramètres qui viennent toutes d’une solution des équations associées au recollement. Nous
présentons par ailleurs une autre famille de solutions, à un paramètre, qui ne sont pas dans
la famille de groupes de Parker et Will, mais qui se révèlent être dégénérées.
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Chapitre six : La déﬁnition de groupe arithmétique de type un est rappelée dans ce
chapitre. Nous y démontrons le théorème 0.3, ainsi que la proposition qui relie le corps de
trace aux corps des coeﬃcients des réseaux arithmétiques. La preuve du résultat 0.4 clôt
la dernière partie de ce mémoire.
Annexes : En annexe, nous rappelons brièvement l’algorithme qui permet au pro-
gramme SnapPea, dans le cas réel, de calculer les solutions aux équations d’arêtes et
d’holonomie. Nous avons prolongé et implémenté cet algorithme pour traiter les cas CR
mais cette adaptation directe ne converge pas. Nous donnons quelques pistes qui pour-
raient expliquer pourquoi. Dans le reste de l’annexe, nous détaillons les représentations
dans PU(2,1) obtenues pour les variétés listées précédemment. Le dernier exemple est une
variété CR-sphérique compacte, homéomorphe à un ﬁbré en cercle non trivial sur un tore.
Nous donnons une solution aux équations liées à la triangulation de cet espace.
Chapitre 1
Le plan hyperbolique complexe et
son bord
On note Cn,1 l’espace Cn+1 muni d’une forme hermitienne 〈·, ·〉 de signature (n, 1),
linéaire par rapport à la première variable et antilinéaire par rapport à la seconde. Sa
matrice représentative est :
J =

1 · · · 0 0
. . .
...
1 0
0 · · · 0 −1
 .
Pour tout z ∈ Cn+1, la quantité 〈z, z〉 est réelle. On peut donc déﬁnir une partition de
Cn+1 par les sous-espaces suivants :
V+ = {z ∈ Cn+1 : 〈z, z〉 > 0},
V0 = {z ∈ Cn+1 : 〈z, z〉 = 0},
V− = {z ∈ Cn+1 : 〈z, z〉 < 0}.
On considère la projection canonique P : Cn+1 − {0} −→ CPn dans l’espace projectif
complexe CPn. L’espace hyperbolique complexe de dimension n, noté Hn
C
, est l’image par
P de V− muni de la distance d donnée ci-dessous. Son bord est P(V0).
La distance entre deux points q1 et q2 dans HnC est donnée par la formule suivante :
cosh2
(
1
2
d(q1, q2)
)
=
〈q1,q2〉 〈q2,q1〉
〈q1,q1〉 〈q2,q2〉
où qi est un relevé de qi dans C
n+1. La fonction d ne dépend pas du choix de ces relevés.
Cette distance correspond à la métrique de Bergmann de la boule unité. Ce choix de
normalisation pour la distance d donne la courbure sectionnelle holomorphe à −1, tandis
que la courbure sectionnelle réelle est pincée entre −1 et −1/4.
Le groupe de Lie PU(n,1) agit par isométrie sur Hn
C
, de même que la conjugaison
complexe. Le théorème suivant prouve qu’il n’y en a pas d’autre.
Théorème 1.1. (voir [Gol99]). Le groupe des isométries de Hn
C
est engendré par PU(n, 1)
et la conjugaison complexe. On le note ̂PU(n, 1).
Le choix d’une forme hermitienne de signature (n, 1) sur Cn+1 donne diﬀérents modèles
de l’espace hyperbolique complexe. On passe d’un modèle à l’autre via une transformation
de Cayley. Par la suite, l’étude se fera exclusivement pour le plan hyperbolique complexe.
La suite détaille deux des modèles pour cette dimension.
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1.1 Le plan hyperbolique complexe
Le premier modèle qu’on décrit au paragraphe suivant est celui de la boule, analogue
du disque de Poincaré dans le cas hyperbolique réel.
1.1.1 Le modèle de la boule
Dans ce paragraphe, la matrice représentative de la forme hermitienne choisie est la
suivante :
J0 =
1 0 00 1 0
0 0 −1

autrement dit pour z ∈ C3, 〈z, z〉0 = |z1|2 + |z2|2 − |z3|2. L’espace P(V−) est entièrement
contenu dans la carte aﬃne z3 = 1. Il est alors identiﬁé à la boule unité ouverte, plongée
dans C2 :
H2C =
{
(w1, w2)
∣∣ |w1|2 + |w2|2 < 1} .
Le bord P(V0) est lui aussi entièrement contenu dans la même carte aﬃne. Il est homéo-
morphe à la sphère S3 :
∂H2C =
{
(w1, w2)
∣∣ |w1|2 + |w2|2 = 1} .
Remarque 1.2. Le sous-ensemble V−1 = {z ∈ Cn+1 : 〈z, z〉0 = −1} est connexe dans
C3. Pour chaque droite négative de C3 (c’est-à-dire Cv avec v ∈ V−), ses représentants
dans V−1 sont : eiθ
v√
−〈v, v〉0
. On a donc tout un cercle pour chaque droite négative.
Même si on fait le choix d’un représentant pour chaque droite, cela ne sera pas conservé
sous l’action de SU(2,1). On n’a donc pas l’équivalent du modèle de l’hyperboloïde de la
géométrie hyperbolique réelle.
Par la suite, on aura besoin du lemme suivant :
Lemme 1.3. Soient p et q dans V0. Alors 〈p, q〉 = 0 si et seulement si q = λp.
Démonstration. Dans C3, on a : 〈p,q〉 = p1q1+p2q2−p3q3. D’après l’inégalité triangulaire,
puis l’inégalité de Cauchy-Schwarz, on a :
| 〈p,q〉 | ≥ |p1q1 + p2q2| − |p3q3| ≥
√
(|p1|2 + |p2|2)(|q1|2 + |q2|2)− |p3q3| (1.1)
Comme p et q sont dans V0, le terme de droite est nul. Si 〈p,q〉 = 0, alors il y a égalité
dans les deux inégalités. Pour la deuxième, ceci implique qi = λpi pour i = 1, 2. Comme
〈p,q〉 = 0, on en déduit : q = λp. La réciproque est évidente.
1.1.2 Le modèle de Siegel
Dans la suite de cette étude, le plus souvent, on utilisera le modèle obtenu avec la forme
hermitienne donnée par la matrice J1 ci-dessous. En l’absence de précision, on sous-entend
que l’on travaille avec ce modèle.
J1 =
0 0 10 1 0
1 0 0
 .
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Dans C3, l’expression de la forme hermitienne est : 〈z, z〉1 = 2Re(z1z3) + |z2|2. Par la
projection P, dans la carte aﬃne z3 = 1, on obtient :
H2C = {(w1, w2)
∣∣ 2Re(w1) + |w2|2 < 0}.
Le relevé normalisé dans C3 d’un point p ∈ H2
C
est de la forme suivante :
p =
12 (−|z|2 + it− u)z
1
 avec z ∈ C, t ∈ R, u ∈ ]0,+∞[ .
Le triplet (z, t, u) est formé des coordonnées horosphériques de p.
Définition 1.4. Les sous-ensembles du domaine de Siegel Hu = C×R×{u} sont appelés
horophères centrées en ∞.
Ce modèle du plan hyperbolique complexe est appelé modèle de Siegel. Il est l’analogue
du demi-espace de Poincaré dans le cas de HR.
Les points de coordonnées horosphériques (z, t, 0) font partie du bord ∂H2
C
. Celui-ci
n’est pas entièrement contenu dans la carte aﬃne z3 = 1. Pour compactiﬁer le bord du
domaine de Siegel, on lui ajoute un point à l’inﬁni, noté ∞. Un de ses relevés à C3 est :
p∞ =
10
0
 .
On identiﬁe ainsi ∂H2
C
et (C× R) ∪ {∞}.
Le groupe unitaire U(2,1) rassemble les matrices G de GL(3,C) vériﬁant :
tGJ1G = J1.
Le groupe projectif PU(2,1) est le quotient de U(2,1) par son centre. Par la suite, on utili-
sera plutôt SU(2,1), le sous-groupe des matrices de déterminant un. C’est un revêtement
triple de PU(2,1) :
PU(2, 1) ≃ SU(2, 1)/{Id, ωId, ω2Id}
où ω = −12 + i
√
3
2 est une racine cubique de l’unité.
1.1.3 Transformations de Cayley
On passe du modèle de la boule au domaine de Siegel via l’homographie involutive C
dont un des relevés à GL(3,C) est :
C =
1√
2
1 0 10 √2 0
1 0 −1
 .
Dans la carte aﬃne z3 = 1 dans laquelle les deux modèles sont contenus, l’action de C
s’écrit :
C : C2 − {w1 = 1} −→ C2
(w1, w2) 7−→
(
w1 + 1
w1 − 1 ,
√
2
w2
w1 − 1
)
.
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On a bien : CJ0C = J1. Il n’y a bien sûr pas unicité de l’application qui échange les deux
modèles. On peut composer à droite et à gauche par une application préservant 〈·, ·〉i.
Ainsi, lorsqu’on restreint C au bord de H2
C
, on a toujours le choix du point de S3 qui sera
envoyé à l’inﬁni dans le bord du domaine de Siegel. Cette restriction induit une projection
stéréographique, dont l’écriture est la suivante :
π : S3 − {(1, 0)} −→ C× R
(w1, w2) 7−→
(√
2
w2
w1 − 1 , 2 Im
(
w1 + 1
w1 − 1
))
.
(1.2)
1.2 Les sous-espaces totalement géodésiques dans H2C
La théorie des espaces riemanniens symétriques implique que les seuls espaces tota-
lement géodésiques sont des sous-espaces linéaires complexes ou totalement réels. On en
trouve une démonstration dans [Gol99] à la section 3.1.11.
Cela donne trois types de sous-espaces totalement géodésiques contenus dans H2
C
:
1. les géodésiques,
2. les R-plans,
3. les droites complexes.
En particulier, il n’y a pas d’hypersurface réelle totalement géodésique.
1.2.1 Les droites complexes
Une droite complexe de CP 2 est la projection d’un plan complexe vectoriel de C3.
Définition 1.5. Une droite complexe de H2
C
est l’intersection d’une droite complexe de
CP 2 avec le plan hyperbolique complexe.
On note c⊥ = {z ∈ C3 | 〈c, z〉 = 0}. Le lemme suivant montre la dualité entre P(V+) et
l’ensemble des droites complexes.
Lemme 1.6. Pour toute droite complexe L de H2
C
, il existe un unique c ∈ P(V+) tel que
L = P(c⊥) ∩H2
C
où c est un relevé de c dans C3. Un tel vecteur c est dit vecteur polaire
à L.
Remarque 1.7. L’ensemble des droites complexes est invariant sous l’action de PU(2,1)
puisque : ∀g ∈ PU(2, 1), g(P(c⊥)) = P((G(c))⊥), où G est un relevé de g à U(2,1).
Exemple 1.8. Un exemple de droite complexe dans le modèle de la boule est :
P

01
0
⊥
 ∩H2C = {(z1, 0) | |z1|2 < 1} .
C’est une copie de H1
C
plongée dans le plan hyperbolique. Dans le modèle de Siegel, cette
droite complexe s’identiﬁe à : {(0, t, u) | t ∈ R, u ∈ R+∗ }.
Définition 1.9. Un C-cercle est l’intersection du bord de H2
C
avec l’adhérence d’une droite
complexe.
Exemple 1.10. Le C-cercle associé à la droite complexe de l’exemple 1.8 est la droite
verticale ({0} × R) ∪ {∞} représentée à la ﬁgure 1.1.
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∞
0
t
x
y
Fig. 1.1: Dans C× R, le C-cercle passant par 0 et ∞ est ({0} × R) ∪ {∞}. On a le choix
entre deux portions pour relier ces deux points.
Proposition 1.11. (voir [Gol99]). Dans le bord du domaine de Siegel identiﬁé à (C ×
R)∪ {∞}, un C-cercle est soit une droite verticale soit une ellipse. Sa projection sur C le
long de l’axe vertical est un cercle ou un point.
Remarque 1.12. Soient p et q deux points distincts du bord. Vus dans CP 2, il existe
une unique droite complexe de CP 2 qui passe par ces deux points. De ce fait, on a unicité
du C-cercle joignant p à q.
Pour les relier, on a toujours le choix entre les deux portions du C-cercle qui les joint.
Sur notre exemple précédent, entre (0, 0) et ∞, on a le choix entre {0} ×R+ et {0} ×R−.
1.2.2 Les R-plans
Définition 1.13. Un sous-espace vectoriel réel R de C2,1 est dit lagrangien si dimR(R) = 3
et s’il est totalement réel : ∀(a,b) ∈ R2, 〈a,b〉 ∈ R.
Définition 1.14. Un R-plan est l’intersection de la projection d’un sous-espace lagrangien
R avec le plan hyperbolique complexe : P(R) ∩H2
C
.
L’adhérence d’un R-plan rencontre le bord de H2
C
en ce qu’on appelle un R-cercle.
Exemple 1.15. Dans le modèle de la boule, un exemple de R-plan est {(x1, x2) ∈ R2}∩H2C.
C’est une copie du plan hyperbolique réel H2
R
. Dans le modèle de Siegel, en coordonnée
horosphérique, cela devient : {(x, 0, u) | x ∈ R, u ∈ R∗+}. Le R-cercle correspondant dans
∂H2
C
est : (R× {0}) ∪ {∞}.
Remarque 1.16. L’action de PU(2,1) est transitive sur l’ensemble des R-cercles, mais il
n’y a pas unicité du R-cercle joignant deux points du bord.
1.3 Isométries de H2C
Dans cette section, on rappelle brièvement les diﬀérents types d’isométries de H2
C
. On
détaillera dans la section suivante leur action au bord de H2
C
.
Dans le modèle de la boule, une application de PU(2,1) envoie continument l’union
H2
C
∪ ∂H2
C
identiﬁée à la boule, dans elle-même. D’après le théorème de Brouwer, cette
application admet au moins un point ﬁxe. D’autre part, il n’existe pas d’isométrie ayant
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exactement trois points ﬁxes au bord. Ces remarques permettent une classiﬁcation des
éléments de PU(2,1) selon leurs points ﬁxes. Soit g ∈ PU(2, 1) \ {Id}. Alors g est nécessai-
rement dans l’une des catégories suivantes :
1. g est elliptique si elle a au moins un point ﬁxe dans l’intérieur de H2
C
.
2. g est parabolique si elle admet un unique point ﬁxe qui est au bord de H2
C
.
3. g est loxodromique si elle a exactement deux points ﬁxes qui sont dans ∂H2
C
.
Les éléments de SU(2,1) sont classiﬁés selon le type de leur image dans PU(2,1). Un
point ﬁxe pour g ∈ PU(2, 1) correspond à un vecteur propre pour les matrices dans SU(2,1)
qui représentent g. On peut d’ailleurs classiﬁer les isométries de PU(2,1) selon les valeurs
propres de leurs relevés, comme le montre la proposition ci-dessous tirée de [Par] :
Proposition 1.17. Soit G ∈ SU(2,1), G 6= Id. On a alors l’une des trois possibilités :
1. G a une valeur propre λ telle que |λ| 6= 1. Alors G est loxodromique.
2. les valeurs propres de G sont toutes de module un et l’un de ses vecteurs propres
v ∈ V0. Alors G est parabolique.
3. l’un des vecteurs propres de G est dans V−. Dans ce cas, G est elliptique. Les valeurs
propres sont alors toutes de module un, mais elles ne sont pas toutes égales.
1.3.1 Les isométries paraboliques
Une transformation parabolique ﬁxe un point du bord. Quitte à la conjuguer, on peut
supposer qu’il s’agit de l’inﬁni. Une application qui ﬁxe ∞ et qui n’est pas loxodromique
se relève dans SU(2,1) en une matrice de la forme suivante :
G = eiθ
1 −e−3iθz −|z|2+it20 e−3iθ z
0 0 1
 avec t réel . (1.3)
Les valeurs propres de G sont eiθ, associée au vecteur t(1, 0, 0) ∈ V0 et e−2iθ reliée à un
vecteur de V+.
Définition 1.18. Une application parabolique g est dite parabolique pure si tout relevé
G ∈ SU(2,1) a trois valeurs propres égales. Dans le cas contraire, on dira que g est ellipto-
parabolique.
Une application parabolique pure a un relevé à SU(2,1) qui est unipotent. Ce sont les
seules isométries de PU(2,1) à être dans ce cas. Le degré de nilpotence pour une matrice G
est le plus petit entier n tel que Gn = 0. Il permet de distinguer les classes de conjugaison
des isométries paraboliques pures :
Proposition 1.19. Les transformations paraboliques pures se regroupent en deux classes
de conjugaison dans ̂PU(2, 1) :
1. La première classe de conjugaison rassemble les isométries qui se relèvent dans
SU(2,1) en une matrice G unipotente telle que le degré de nilpotence de G − Id
est deux. Un représentant est obtenu en prenant z = 0, t = 1, θ = 0 dans la matrice
présentée en (1.3). Si on regarde les classes de conjugaison par PU(2, 1), il y en a
deux, l’une représentée par G+, l’autre par G− :
G± =
1 0 ± i20 1 0
0 0 1
 .
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2. Pour les isométries qui se relèvent dans SU(2,1) en une matrice G unipotente telle
que le degré de G− Id est trois, la classe de conjugaison est représentée par :
G =
1 −1 −120 1 1
0 0 1
 .
Définition 1.20. Dans la proposition précédente, les isométries paraboliques de la pre-
mière classe de conjugaison seront désignées comme des transformations paraboliques de
type vertical, tandis que les secondes seront dites horizontales.
Pour les isométries ellipto-paraboliques, il y a autant de classes de conjugaison dans
̂PU(2, 1) que de valeurs propres eiθ. Une matrice représentante d’une classe conjugaison
est :
G = eiθ
1 0 i20 e−3iθ 0
0 0 1
 .
Remarque 1.21. Les applications ellipto-paraboliques ainsi que les isométries parabo-
liques de type vertical préservent chacune une droite complexe sur laquelle elles agissent
comme une translation. Les premières tournent en plus autour de la droite d’un angle de
−3θ. Les transformations paraboliques de type horizontal préservent un R-cercle.
1.3.2 Les isométries loxodromiques
Une transformation loxodromique ﬁxe deux points du bord. Quitte à la conjuguer, on
peut supposer que ces deux points sont∞ et (0, 0) dans le domaine de Siegel. Une matrice
de SU(2,1) ayant t(1, 0, 0) et t(0, 0, 1) comme vecteurs propres est :
G =
λ 0 00 λλ 0
0 0 1
λ
 .
Des deux points du bord ﬁxés par G, l’un est attractif, l’autre répulsif. Les applications
loxodromiques ﬁxent globalement la droite complexe reliant leurs deux points ﬁxes. Sur
celle-ci, elles agissent comme des homothéties de rapport |λ|2.
1.3.3 Les isométries elliptiques
Dans le modèle de la boule, à conjugaison près, un relevé dans SU(2,1) d’une transfor-
mation elliptique est :
G =
eiθ1 0 00 eiθ2 0
0 0 e−i(θ1+θ2)
 .
Exemple 1.22. Dans le modèle de la boule, l’application (w1, w2) 7→ (eiαw1, eiβw2) est
elliptique et le seul point qu’elle ﬁxe est le centre de la boule dès que eiα et eiβ sont
diﬀérents de 1.
Définition 1.23. Une isométrie elliptique sera dite régulière si ses trois valeurs propres
sont distinctes. Sinon, elle a au plus deux valeurs propres égales. Dans ce cas, on la qualiﬁe
de spéciale.
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Définition 1.24. Dans le modèle de la boule, les isométries conjuguées à la transformation
elliptique (w1, w2) 7−→ (w1,−w2) sont appelées réﬂexions complexes. Elles ﬁxent point par
point toute une droite complexe.
Proposition 1.25. Soit L une droite complexe, de vecteur polaire c. Alors la réﬂexion
complexe par rapport à L est obtenue comme la projection par P dans PU(2, 1) de l’appli-
cation suivante :
z 7−→ z− 2 〈z, c〉〈c, c〉c.
1.3.4 Trace des isométries
La trace d’un élément de PU(2,1) n’est pas bien déﬁnie puisque chaque isométrie
g ∈ PU(2, 1) possède trois relevés dans SU(2,1) : G,ωG,ω2G. Par contre, Tr (G)3 ou
|Tr (G)| ne dépendent pas du choix du relevé. L’étude de la trace des matrices dans SU(2,1)
permet leur classiﬁcation grâce au lemme suivant dû à Goldman (voir le chapitre 6 de
[Gol99]) :
Lemme 1.26. On note f(z) = |z|4−8Re(z3)+18|z|2−27. Soit G une matrice de SU(2,1).
Alors :
• G elliptique régulière si et seulement si f(Tr (G)) < 0.
• G est loxodromique si et seulement si f(Tr (G)) > 0.
• G est ellipto-parabolique si et seulement si f(Tr (G)) = 0, G n’est pas elliptique et
Tr (G) n’est pas 3ω où ω est l’une des racines cubiques de l’unité.
• G est unipotente si et seulement si Tr (G) est égale à 3ω. (f(Tr (G)) = 0).
1.4 Le bord de H2C
Dans cette partie, on s’intéresse au bord de H2
C
. Celui-ci, vu comme R3 ∪ {∞} dans le
modèle de Siegel est naturellement muni de la structure de groupe d’Heisenberg sur C×R.
On reprend la classiﬁcation des applications de PU(2,1) pour détailler leur action sur le
groupe. Dans le modèle de la boule, l’inclusion S3 ⊂ C2 le munit naturellement d’une
structure géométrique. Nous détaillons ces deux points de vue dans cette section.
1.4.1 Le groupe d’Heisenberg
Définition 1.27. Le groupe d’Heisenberg H de dimension trois est C×R muni du produit
non commutatif suivant :
(z, t) ∗ (z′, t′) = (z + z′, t+ t′ + 2 Im(zz′)).
Le centre est donné par l’axe vertical : Z = {(0, t)}. L’inverse d’un élément est : (z, t)−1 =
(−z,−t).
Action de PU(2,1) sur H
Soit g dans PU(2,1) qui ﬁxe l’inﬁni. Elle agit alors naturellement sur ∂H2
C
− {∞}
identiﬁé au groupe d’Heisenberg.
Définition 1.28. On note Sim(H) le groupe engendré par les restrictions à H des appli-
cations de PU(2,1) qui ﬁxent ∞. Les éléments de ce groupe sont appelés automorphismes
d’Heisenberg. (On verra plus loin que ce sont eﬀectivement des similitudes pour la métrique
de Cygan).
1.4. Le bord de H2
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Le choix d’un point p du bord donne une identiﬁcation entre ∂H2
C
\ {p} et H, ainsi qu’un
groupe d’automorphismes d’Heisenberg.
Dans SU(2,1), le relevé d’une application qui ﬁxe l’inﬁni est de la forme suivante :
G =
λ −
λ
λz
1
λ
−|z|2 + it
2
0 λλ
1
λ
z
0 0 1
λ
 . (1.4)
L’application associée à la matrice G ci-dessus agit sur le bord de H2
C
de la façon suivante :
H : (w, s) 7−→
(
λ
2
λ
w + z, |λ|2s+ t− 2 Im
(
λ
2
λ
zw
))
(1.5)
avec z ∈ C, λ ∈ C∗ et t ∈ R.
Remarque 1.29. 1. Si λ = 1, l’application H est une transformation parabolique
unipotente. Si |λ| 6= 1, c’est une transformation loxodromique.
2. La formule (1.5) assure qu’il y a un morphisme surjectif p : SU(2, 1) → Sim+(C) où
Sim+(C) désigne les similitudes directes de C.
Action des isométries paraboliques sur le bord
Toutes les applications paraboliques laissent globalement invariante chaque horosphère.
Elles y agissent comme sur le bord.
Définition 1.30. Les applications paraboliques pures de PU(2,1) agissent sur H comme
les translations pour le produit d’Heisenberg :
tz,t : (w, s) 7−→ (w + z, s+ t− 2 Im(wz)) = (z, t) ∗ (w, s). (1.6)
On appelle ces transformations H −→ H des translations d’Heisenberg.
Remarque 1.31. Lorsqu’on compose deux translations d’Heisenberg, on trouve : tz,t ◦
tz′,t′ = t(z,t)∗(z′,t′). Ainsi, le groupe des transformations unipotentes de PU(2,1) ﬁxant
l’inﬁni est isomorphe au groupe d’Heisenberg.
On rappelle qu’on a deux classes de conjugaison dans ̂PU(2,1) pour les isométries parabo-
liques pures. Pour les éléments de type vertical, leur représentant agit sur ∂H2
C
comme :
(w, s) 7−→ (w, s + 1).
On parle de translations verticales.
Pour celles de type horizontal, l’action du représentant est :
(w, s) 7−→ (w + 1, s+ t− 2 Im(w)).
Pour les transformations ellipto-paraboliques, au bord on a : (w, s) 7−→ (e−3iθw, s + 1).
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Action des isométries loxodromiques sur le bord
Définition 1.32. Une dilatation d’Heisenberg est un automorphisme d’Heisenberg conju-
gué à :
δµ : (w, s) 7−→ (µw, |µ|2s).
Lorsque |µ| 6= 1, elle est reliée à une isométrie loxodromique de PU(2,1). Sinon, c’est une
application elliptique spéciale.
Proposition 1.33. Le groupe des automorphismes d’Heisenberg est engendré par les trans-
lations d’Heisenberg et par les dilatations d’Heisenberg qui ﬁxent (0, 0).
Commutativité dans Sim(H)
Lemme 1.34. Le centre de Sim(H) est réduit à l’identité.
Démonstration. Soit H dans Sim(H). Si H est dans le centre, alors en particulier, son ac-
tion de C dans C commute avec les similitudes de C. C’est donc l’identité. Nécessairement,
H est une translation verticale. Or une translation verticale non triviale ne commute pas
avec les dilatations δµ. Finalement, H = Id.
Dans le chapitre 3, on sera amené à étudier des paires d’automorphismes d’Heisenberg
qui commutent. La proposition suivante détaille les cas possibles :
Proposition 1.35. Soient H1 et H2 deux éléments de PU(2, 1) qui ﬁxent un même point
et qui commutent. Alors, l’une des situations suivantes est nécessairement vériﬁée :
1. l’une est triviale ou une translation verticale,
2. elles sont toutes les deux unipotentes et elles agissent sur C comme deux translations
colinéaires non triviales.
3. elles sont toutes les deux non-unipotentes.
Démonstration. Quitte à les conjuguer simultanément, on peut supposer que H1 et H2
ﬁxent l’inﬁni. Dans le groupe d’Heisenberg, elles agissent sur C. On note respectivement
h1 et h2 leurs projections de C→ C. Les similitudes h1 et h2 commutent. Si aucune n’est
triviale, tout point ﬁxe de l’une est ﬁxé par l’autre. On a donc trois cas possibles :
1. h1 ou h2 est triviale,
2. h1 et h2 n’ont pas de points ﬁxes, elles sont donc deux translations,
3. h1 et h2 ont un point ﬁxe commun.
Dans le premier cas, si h1 est trivial, alors H1 = Id ou H1 est une translation verticale.
Dans le deuxième cas, pour H1 et H2, il existe un relevé unipotent dans SU(2,1), ce qui
donne avec les notations des translations d’Heisenberg : H1 = tz1,t1 , H2 = tz2,t2 . Le calcul
du commutateur donne : [H1,H2] = tz,t où (z, t) = (z1, t1)∗(z2, t2)∗(z1, t1)−1 ∗(z2, t2)−1 =
(0, 4 Im(z1z2)). C’est l’élément neutre lorsque z2 = kz1 avec k ∈ R. Autrement dit, h1 et
h2 sont deux translations colinéaires.
Dans le dernier cas, h1 et h2 sont deux dilatations. Cela implique que H1 et H2 ne sont
pas unipotentes.
1.4. Le bord de H2
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Distances sur le groupe d’Heisenberg
La métrique riemannienne dans H2
C
est dégénérée au bord. Une étude inﬁnitésimale de
celle-ci permet de construire une métrique sur le groupe d’Heisenberg appelée distance de
Carnot-Carathéodory (voir p124 de [Gol99]). Elle est équivalente à la distance de Cygan
dont l’expression est donnée par la formule :
d((z, t), (w, s)) = |(z, t)−1 ∗ (w, s)| où |(z, t)| = (|z|4 + t2)1/4.
Proposition 1.36. La fonction d déﬁnie ci-dessus est une distance sur H. Restreinte à
C, la distance de Cygan est la métrique euclidienne.
On en trouve une preuve au chapitre 4 de [Par].
Définition 1.37. Soit (X, d) un espace métrique. Une fonction f : X → X est une
similitude s’il existe r > 0 vériﬁant :
∀(x, y) ∈ X2, d(f(x), f(y)) = rd(x, y).
Proposition 1.38. Les automorphismes d’Heisenberg sont des similitudes.
Démonstration. Comme Sim(H) est engendré par les translations d’Heisenberg et par les
dilatations δµ, il suﬃt de le vériﬁer pour celles-ci. D’après la formule (1.6), les translations
d’Heisenberg agissent comme multiplication à gauche :
d (tz,t(w, s), tz,t(w
′, s′)) = d ((z, t) ∗ (w, s), (z, t) ∗ (w′, s′))
= | ((z, t) ∗ (w, s))−1 ∗ (z, t) ∗ (w′, s′)|
= d((w, s), (w′, s′)).
Pour les dilatations δµ, on a :
d (δµ(w, s), δµ(w
′, s′)) = |(µw, |µ|2s)−1 ∗ (µw′, |µ|2s′)|
= | (µ(−w + w′), |µ|2(−s+ s′)− 2 Im(|µ|2ww′)) |
= |µ|d ((w, s), (w′, s′)) .
Définition 1.39. La longueur d’un chemin γ : [0, 1]→ H est donnée par la formule :
L(γ([0, 1])) = sup
0=t0<t1<···<tn=1
n−1∑
i=0
d(γ(ti), γ(ti+1))
où le sup est pris sur l’ensemble des partitions de [0, 1]. Si ce supremum est ﬁni, on dit
que le chemin est rectiﬁable. Un espace métrique est dit de longueur si la distance entre
deux points est toujours réalisée par un chemin rectiﬁable.
Proposition 1.40. (voir p27 de [Par]) L’espace métrique (H, d) n’est pas un espace de
longueur.
Remarque 1.41. Par la suite, nous travaillerons avec des quadruplets de points inclus
dans S3. Pour en faire des tétraèdres, il faut déﬁnir les arêtes. Or, l’étude précédente
nous montre qu’il n’y a pas de façon naturelle de relier deux points du bord, cela procède
toujours d’un choix.
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1.4.2 Structure CR-sphérique
Dans les déﬁnitions suivantes, on se limitera à la dimension trois qui est le cadre de
notre étude.
Structure de contact, structure complexe
Soit M une variété lisse de dimension trois. Elle est munie d’une structure de contact
s’il existe une distribution d’hyperplans dans le ﬁbré tangent qui est localement le noyau
d’une 1-forme α qui vériﬁe : α ∧ dα 6= 0. On dit alors que α est une forme de contact. Si
on peut munir ces hyperplans d’une structure complexe J qui varie continument, on dit
que M possède une structure CR (CR pour Cauchy-Riemann).
L’exemple canonique est la sphère S3 incluse dans C2 :
Proposition 1.42. La sphère S3 peut être munie d’une structure CR. La distribution
d’hyperplans est donnée par l’ensemble des droites complexes tangentes à S3. Cette distri-
bution est invariante par PU(2, 1).
Démonstration. Soit p ∈ S3. On considère la droite complexe donnée par : Lp = P(p⊥) où
P(p) = p. Comme p ∈ V0, le point p appartient à Lp. D’autre part, d’après le lemme 1.3,
un point q ∈ V0 vériﬁe 〈p,q〉 = 0 si et seulement si q et p sont sur la même droite. Ainsi,
seul p appartient à la fois à Lp et à S3 : la droite est bien tangente à la sphère. Chaque
droite Lp est munie naturellement d’une structure complexe. L’ensemble {Lp | p ∈ S3} est
clairement invariant sous l’action de PU(2,1). Il reste à voir que cette distribution déﬁnit
une structure de contact. Dans le lemme suivant, on écrit la 1-forme de contact dans le
modèle de Siegel, ce qui nous permettra de conclure.
Lemme 1.43. En un point (z, t) = (x+ iy, t) ∈ H, la distribution de contact est donnée
par le noyau de la 1-forme suivante :
α = dt+ 2xdy − 2ydx.
Démonstration. La droite complexe de C2 tangente à S3 au point (−1, 0) est C × {0}.
L’image de la droite aﬃne par la projection stéréographique π dans le groupe d’Heisenberg
est C×{0}, d’après les formules données en (1.2). On cherche les coordonnées du plan de
contact en un point (z, t) ∈ H. La distribution est invariante sous l’action de PU(2,1) et
l’image de (0, 0) par la translation d’Heisenberg tz,t est : tz,t(0, 0) = (z, t) ∗ (0, 0) = (z, t).
Les points du plan de contact cherché sont donc :
(z, t) ∗ (w, 0) − (z, t) = (z + w, t+ 2 Im(zw))− (z, t) = (w, 2 Im(zw)).
Autrement dit, le plan de contact est : {(w, s) | s − 2 Im(zw) = 0}, soit exactement le
noyau de la forme α.
Sous cette forme, on a tout de suite : α∧dα = (dt+2xdy−2ydx)∧(2dx∧dy−2dy∧dx) =
4dx ∧ dy ∧ dt 6= 0, ce qui ﬁnit la preuve de la proposition 1.42.
1.5 Structure géométrique
Dans cette section, on rappelle la déﬁnition de (X,G)-structure ainsi que la construc-
tion d’une application développante. Une référence pour cette section est l’article [Gol88].
Nous nous appuierons aussi sur [Ber].
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Définition 1.44. On note X une variété connexe et G un groupe de diﬀéomorphismes
de X. Le groupe agit analytiquement sur X si dès que g1, g2 ∈ G sont égaux sur un
ouvert non vide, alors ils sont égaux partout. On suppose désormais que le groupe G agit
transitivement et analytiquement sur X.
Une variété M est munie d’une (X,G)-structure s’il existe un atlas maximal (Ui, φi)i
tel que :
1. les Ui forment un recouvrement d’ouverts de M .
2. φi : Ui → X est un diﬀéomorphisme sur φi(Ui).
3. si Ui ∩ Uj 6= ∅ alors la restriction de φi ◦ φ−1j à chaque composante connexe de
φβ(Ui ∩ Uj) est la restriction d’un élément de G.
Une variété M munie de cette structure est appellée (X,G)-variété.
Soit f : M → N une application entre deux (X,G)-variétés. On dit que f est un (X,G)-
morphisme si pour toute paire de cartes φi : Ui → X de M et ψj : Uj → X de N , dès que
V est une composante connexe de Ui ∩ f−1(Uj), alors il existe un élément g ∈ G tel que
f restreint à V est égal à ψ−1j ◦ g ◦ φi.
On détaille maintenant la construction d’une application développante pour une (X,G)-
variété M connexe.
Proposition 1.45. On peut construire un (X,G)-morphisme D de M˜ dans X. Si D′ est
un autre (X,G)-morphisme, alors il existe un unique g ∈ G tel que D′ = g ◦D.
Démonstration. Soit x0 ∈ M et x˜0 un de ses relevés dans M˜ . Si x1 est un autre point de
M , il est relié à x0 par un chemin γ : [0, 1]→M . Si γ˜ est un relevé du chemin issu de x˜0,
alors on note x˜1 la deuxième extremité. Il existe une partition 0 = t0 < t1 < · · · < tm = 1
telle que pour tout i, γ([ti, ti+1]) est inclus dans l’un des ouverts de l’atlas. On le notera
Ui. Les diﬀéomorphismes associés à ces ouverts Ui sont notés φi et les changements de
cartes : φi−1φ−1i = gi. On pose : D(x˜1) = g1 ◦ · · · ◦ gm(φm(x1)). Cette déﬁnition ne dépend
pas des cartes φ1, . . . , φm choisies. En eﬀet, si on choisit φ′1, il existe h1 ∈ G tel que :
φ′1 = h1 ◦ φ1. Dans ce cas, g′1 = φ0 ◦ (φ′1)−1 = g1 ◦ h−11 et g′2 = φ′1 ◦ φ−12 = h1 ◦ g2. Les
deux produits g′1 ◦ g′2 et g1 ◦ g2 sont égaux. De là, on en déduit que la déﬁnition de D est
indépendante de la partition et du chemin γ choisi. Soit D′ un autre (X,G)-morphisme.
On relève l’ouvert de départ tel que x˜0 ∈ U˜0 ⊂ M˜ . L’application g qui envoie D(U˜0) sur
D′(U˜0) vériﬁe ﬁnalement partout : D′ = gD.
Définition 1.46. L’homéomorphisme local D : M˜ → X est appelé application dévelop-
pante. Si γ est un élément de Π1(M), alors D ◦ γ est une autre application développante.
La proposition précédente montre qu’il existe un unique gγ ∈ G tel que D ◦ γ = gγ ◦D.
Le morphisme hD : Π1(M)→ G déﬁni par hD(γ) = gγ est l’holonomie associée à D.
Définition 1.47. Si G est un groupe de Lie, il est muni par déﬁnition d’une topologie.
On peut donc parler de sous-groupes Γ ⊂ G discrets. Un groupe discret agit proprement
discontinument sur X si l’ensemble {g ∈ Γ|K ∩ g(K) 6= ∅} est ﬁni pour tout compact K
de X.
Variété CR-sphérique
Une structure CR-sphérique est une (X,G)-structure pour X = S3 et G = PU(2, 1).
Pour un groupe discret Γ de PU(2,1), on déﬁnit son ensemble limite noté Λ(Γ) comme
l’adhérence prise dans ∂H2
C
de l’orbite Γ(z) pour un z ∈ H2
C
. On montre que la déﬁnition
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ne dépend pas du choix de z. Le domaine de discontinuité est Ω(Γ) = S3−Λ(Γ). Le groupe
Γ agit proprement discontinument sur son domaine de discontinuité.
Soit Γ ⊂ PU(2, 1) un sous-groupe discret, qui agit librement sur Ω(Γ). Alors, le quotient
Ω(Γ)/Γ est muni canoniquement d’une structure CR-sphérique. On dit d’une variétéM de
dimension trois qui est homéomorphe à un tel quotient qu’elle est munie d’une structure
CR-sphérique complète.
Par la suite, nous n’aurons pas accès nécessairement à une structure géométrique. On
verra comment on peut généraliser la construction d’une application holonomie, pour obte-
nir une représentation du groupe fondamental dans PU(2,1). On en rappelle la déﬁnition :
Définition 1.48. Soit Γ un groupe et E un espace vectoriel. On appelle représentation
de Γ un morphisme de groupe de Γ dans GL(E), autrement dit, une application ρ : Γ →
GL(E) telle que ρ(γ1γ2) = ρ(γ1)ρ(γ2).
Exemple 1.49. Une application holonomie hD est une représentation de Π1(M) dans
PU(2,1).
Sur l’ensemble des représentations Hom(Π1(M),PU(2, 1)), le groupe PU(2,1) agit par
conjugaison. Deux représentations sont dites équivalentes si elles sont conjuguées l’une à
l’autre par un élément de PU(2,1).
Définition 1.50. L’espace des déformations est l’ensemble formé des classes de conjugai-
son. On le note :
D(M) = Hom(Π1(M),PU(2, 1))/PU(2, 1).
1.6 Classification des n-uplets de ∂H2C
Définition 1.51. Deux n-uplets de points ordonnés de ∂H2
C
sont dits PU(2, 1)-équivalents
s’il existe un élément de PU(2,1) qui envoie le premier n-uplet sur le second.
Dans cette section, on cherche des invariants qui caractérisent les PU(2,1)-classes
d’équivalence de n-uplets. On commence avec les couples de points avec la proposition
suivante :
Proposition 1.52. L’action de PU(2, 1) est doublement transitive sur ∂H2
C
.
Démonstration. La matrice d’inversion suivante est dans SU(2,1) et lorsqu’on la regarde
dans le groupe d’Heisenberg, elle échange (0, 0) et ∞ :
I =
0 0 10 −1 0
1 0 0
 .
La translation d’Heisenberg tz,t ﬁxe l’inﬁni et envoie (0, 0) sur (z, t). Si on a deux points
du bord p et q, si p n’est pas déjà l’inﬁni, à l’aide d’une première translation, on envoie ce
point sur (0, 0) puis sur ∞ avec I. Tout en gardant ∞ ﬁxe, on peut alors déplacer q sur
(0, 0). De cette façon, tout couple de points est PU(2,1)-équivalent à (∞, (0, 0)).
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1.6.1 Les triplets de points
Notation 1.53. Pour trois points de C3, p0,p1,p2, on note :
〈p0,p1,p2〉 = 〈p0,p1〉 〈p1,p2〉 〈p2,p0〉 .
Définition 1.54. Soient p0, p1, p2 trois points distincts dans ∂H2C. L’invariant angulaire
de Cartan du triplet ordonné (p0, p1, p2) est donné par :
A(p0, p1, p2) = − arg(〈p0,p1,p2〉)
où pi est un relevé de pi dans C
3.
L’invariant est bien déﬁni car d’après le lemme 1.3,
〈
pi,pj
〉
n’est jamais nul pour des
points pi distincts. Enﬁn, l’argument n’est pas modiﬁé si on choisit un autre relevé pi. La
proposition suivante décrit la position des points pour certaines valeurs prises par A :
Proposition 1.55. (voir [Gol99])
1. −pi2 ≤ A(p0, p1, p2) ≤ pi2 .
2. A(p0, p1, p2) = 0 si et seulement si les trois points sont dans un même R-cercle.
3. A(p0, p1, p2) = ±pi2 si et seulement si les trois points sont dans un même C-cercle.
L’invariant de Cartan est clairement invariant sous l’action de PU(2,1). En fait, il
caractérise les PU(2,1)-classes d’équivalences de triplets de points de ∂H2
C
:
Théorème 1.56. [Car32],[Gol99] Soient (p0, p1, p2) et (q0, q1, q2) deux triplets de points
ordonnés de ∂H2
C
tels que A(p0, p1, p2) = A(q0, q1, q2), alors il existe une application g ∈
PU(2, 1) telle que :
∀i ∈ {0, 1, 2} g(pi) = qi.
Si le premier triplet n’est pas inclus dans un C-cercle, alors g est unique.
Remarque 1.57. Dans le cas hyperbolique réel, il existe un unique triangle idéal (avec
ses sommets au bord) modulo l’action de PSL(2,C). Deux triplets sont donc toujours
isométriques.
Proposition 1.58. (voir section 7.1 de [Gol99]). L’invariant de Cartan vériﬁe la relation
de cocycle suivante :
∀(p0, p1, p2, p3) ∈ (∂H2C)4, A(p0, p1, p2) + A(p0, p3, p1) + A(p0, p2, p3) + A(p1, p3, p2) = 0.
(1.7)
Exemple 1.59. L’invariant de Cartan du triplet p0 =∞, p1 = (0, 0), p2 = (1, t) est :
tan(A(p0, p1, p2)) = t.
Remarque 1.60. Soit un triplet (p0, p1, p2) dans le bord de H2C qui n’est pas inclus un
C-cercle. Alors il existe une unique application g ∈ PU(2,1) qui permute les points ainsi :
p0 → p1 → p2 → p0. Elle est d’ordre trois.
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0
∞
(1, t) (z, |z|2s)
Fig. 1.2: Quatre points dans ∂H2
C
en position générique.
1.6.2 Les quadruplets de points
Proposition 1.61. ([Fal08]) Soit (p0, p1, p2, p3) un quadruplet de points deux à deux dis-
tincts dans ∂H2
C
tels qu’aucun triplet pris parmi les quatre points ne soit jamais inclus dans
un C-cercle. Alors, il existe une unique application de PU(2, 1) qui envoie (p0, p1, p2, p3)
sur un quadruplet qui en coordonnées d’Heisenberg s’écrit : (∞, (0, 0), (1, t), (z, s|z|2 )) avec
z 6= 0, 1 et z i+si+t 6= 1.
Quatre points avec de telles coordonnées sont dits en position générique (voir ﬁgure 1.2).
Démonstration. D’après le théorème 1.56 et l’exemple 1.59, il existe une application g
dans PU(2, 1) qui envoie (p0, p1, p2) sur (∞, (0, 0), (1, tan(A(p0, p1, p2)))). Les trois points
n’étant pas dans une même droite complexe, seule l’identité ﬁxe les trois points. On ne
peut donc pas déplacer le dernier point.
Trois points sont dans un même C-cercle si et seulement si Re(〈pi, pj, pk〉) = 0 d’après
la proposition 1.55. Pour un tétraèdre en position générique, le calcul donne :
Re(〈p0, p1, p2〉) = −1
2
, Re(〈p0, p3, p1〉) = 1
2
|z|2,
Re(〈p0, p2, p3〉) = −1
2
|1− z|2, Re(〈p1, p3, p2〉) = −|z|
2
8
|z(i+ s)− (i+ t)|2.
Donc les triplets ne sont jamais dans un même C-cercle si et seulement si z 6= 0, 1 et
z i+si+t 6= 1.
Remarque 1.62. A isométrie holomorphe près, il y a exactement deux classes d’équiva-
lence de triplets de points contenus dans des C-cercles. Le triplet (∞, 0, (0, 1)) représente
la première classe, (∞, 0, (0,−1)) la seconde.
Un quadruplet inclus dans un R-cercle est PU(2,1)-équivalent à : [∞, 0, (1, 0), (x, 0)] avec
x réel.
La proposition suivante montre que l’invariant de Cartan ne suﬃt pas à caractériser
un quadruplet de points :
Proposition 1.63. (Falbel) Soient A0, A1, A2, A3 quatre réels vériﬁant :
1.6. Classification des n-uplets de ∂H2
C
29
1. −pi2 ≤ Ai ≤ pi2 ,
2. la condition de cocycle : A0 +A1 +A2 +A3 = 0.
Alors il existe une famille à un paramètre de quadruplets de points (p0, p1, p2, p3) du bord,
tel que :
A0 = A(p0, p1, p2), A1 = A(p0, p3, p1), A2 = A(p0, p2, p3), A3 = A(p1, p3, p2).
Remarque 1.64. En fait, pour voir que l’invariant de Cartan ne suﬃt pas à classiﬁer les
quadruplets, il suﬃt de constater que quatre points en position générique sont caractérisés
par la donnée de (z, t, s) ∈ C × R × R. Pour un tel quadruplet, on peut calculer quatre
invariants de Cartan qui sont reliés par la condition de cocycle (1.7). On a donc trois
nombres réels indépendants qui ne peuvent suﬃre à caractériser les quatre points. Le
chapitre 2 est consacré à la déﬁnition d’invariants qui classiﬁent les quadruplets. Pour
un n-uplet (p0, . . . , pn) avec n ≥ 4, les invariants de tous les quadruplets contenus dans
(p0, . . . , pn) suﬃront à caractériser le n-uplet.
Chapitre 2
Tétraèdres géométriques et
abstraits
Dans ce chapitre, on rappelle la déﬁnition d’un tétraèdre idéal hyperbolique réel. Leurs
classes de conjugaison sous l’action de PSL(2,C) sont caractérisées grâce à la fonction
birapport dont on rappelle les principales propriétés. On étudiera ensuite les équivalents
de ces objets dans le cas CR.
2.1 Tétraèdres hyperboliques réels et birapport
Une référence pour cette section est le livre [Rat06].
Définition 2.1. Un tétraèdre idéal hyperbolique réel est la donnée de quatre points deux
à deux distincts dans le bord ∂H3
R
et de l’enveloppe convexe géodésique de ces points.
Remarque 2.2. La donnée des sommets détermine entièrement le tétraèdre. Les arêtes
sont les géodésiques reliant les sommets et les faces sont les enveloppes convexes des
triplets. Dans le cas complexe, lorsqu’on travaille dans S3, il n’y a pas de façon canonique
de relier deux points entre eux. Pour “remplir” un tétraèdre, cela procède toujours d’un
choix.
Définition 2.3. La fonction birapport, notée X est déﬁnie sur l’ensemble des quadruplets
de points ordonnés de ∂H3
R
deux à deux distincts, à valeur dans C. Dans le modèle de
Poincaré, si p0, p1, p2, p3 appartiennent à ∂H3R ≃ Ĉ, on pose :
X(p0, p1, p2, p3) =
p2 − p0
p3 − p0 ·
p3 − p1
p2 − p1 .
Si l’un des sommets est l’inﬁni, par exemple p0, on prolonge : X(∞, p1, p2, p3) = p3−p1p2−p1 .
Avec cette convention, X(∞, 0, 1, z) = z.
Proposition 2.4. La fonction X est une bĳection entre C−{0, 1} et l’ensemble des qua-
druplets de points ordonnés, deux à deux distincts dans ∂H3
R
modulo l’action de PSL(2,C).
Démonstration. Pour z ∈ C−{0, 1}, le birapport du tétraèdre [∞, 0, 1, z] est z. La fonction
X est donc surjective. Si X(p0, p1, p2, p3) = z alors l’homographie g donnée ci-dessous
envoie [∞, 0, 1, z] sur le deuxième tétraèdre :
g(w) =
p0(p2 − p1)w + p1(p0 − p2)
(p2 − p1)w + p0 − p2 .
32 Chapitre 2. Tétraèdres géométriques et abstraits
0 1
z
Fig. 2.1: Tétraèdre hyperbolique réel idéal avec un sommet en ∞.
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Fig. 2.2: Schéma d’un tétraèdre hyperbolique réel idéal, décoré avec un invariant par
arête.
La fonction X suit certaines symétries :
X(p0, p1, p2, p3) = X(p1, p0, p3, p2) (2.1)
X(p2, p3, p0, p1) = X(p0, p1, p2, p3) (2.2)
X(p0, p2, p3, p1) =
1
1−X(p0, p1, p2, p3) . (2.3)
D’après (2.1) pour le tétraèdre [p0, p1, p2, p3], cela a un sens d’associer à l’arête p0p1 l’in-
variant X(p0, p1, p2, p3). Dans ce cas, deux arêtes opposées ont même invariant d’après
(2.2). Si on pose z = X(p0, p1, p2, p3), les arêtes d’un tétraèdre idéal sont décorées suivant
le schéma de la ﬁgure 2.2.
Définition 2.5. Un tétraèdre hyperbolique réel sera dit dégénéré si les quatre points sont
dans l’intersection ∂HR2
⋂
S où S est une surface totalement géodésique. Le tétraèdre est
plat, ce qui dans C− {0, 1} se traduit par un birapport réel.
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2.2 Tétraèdres CR et invariants
L’objectif est de trouver des invariants qui caractérisent les PU(2,1)-classes d’équiva-
lence de tétraèdres CR.
2.2.1 Tétraèdres CR
On commence par déﬁnir les tétraèdres CR :
Définition 2.6. Un tétraèdre CR est la donnée de quatre points distincts ordonnés dans le
bord ∂H2
C
tels que trois sommets parmi les quatre ne sont jamais inclus dans un C-cercle.
Dans le premier chapitre, on a mis en évidence qu’il n’y avait pas de façon canonique
de relier des points de ∂H2
C
, donc il n’y a pas une manière naturelle de déﬁnir arêtes,
faces d’un tétraèdre. Néanmoins, même si ces objets géométriques ne sont pas déﬁnis, on
voudra quand même parler des m-squelettes d’un tétraèdre CR. Pour cela, on utilisera le
vocabulaire des complexes simpliciaux abstraits.
Définition 2.7. Le complexe simplicial abstrait de V = {p0, p1, p2, p3} est l’ensemble des
parties de V . Les faces du tétraèdres sont les éléments de cardinal trois du complexe
simplicial, les arêtes cardinal deux et les sommets cardinal un.
Remarque 2.8. On pourrait considérer les tétraèdres qui ont des sommets alignés dans
un C-cercle comme dégénérés, mais ils posent problème dans la déﬁnition des invariants.
On préfère donc les exclure. La déﬁnition de dégénérescence fait intervenir l’autre type de
surface totalement géodésique :
Définition 2.9. Un tétraèdre CR sera dit dégénéré si les quatre points sont dans l’inter-
section ∂HC2
⋂
S où S est un R-plan : les quatre points sont dans un même R-cercle.
2.2.2 Birapport complexe et invariants
La fonction birapport est généralisée à l’espace hyperbolique complexe par Korányi et
Reimann dans [KR87].
Définition 2.10. Le birapport complexe de quatre points distincts de ∂H2
C
est :
KR(p0, p1, p2, p3) =
〈p2,p0〉
〈p3,p0〉
· 〈p3,p1〉〈p2,p1〉
où pi est un relevé de pi dans C
3.
Remarque 2.11. Le birapport complexe vériﬁe les symétries suivantes :
KR(p0, p1, p2, p3) = KR(p1, p0, p3, p2), KR(p0, p1, p2, p3) = KR(p2, p3, p0, p1).
KR(p0, p1, p3, p2) =
1
KR(p0, p1, p2, p3)
.
On rappelle que tout tétraèdre CR est PU(2,1)-équivalent à un quadruplet du type
(∞, 0, (1, t), (z, |z|2s)) (voir ﬁgure 1.2). Le triplet (z, t, s) permet de classiﬁer les quadru-
plets de points ordonnés de ∂H2
C
. C’est un invariant pour chaque tétraèdre CR. Mais il
est peu maniable. Les deux sections suivantes sont consacrées à introduire deux autres
invariants déﬁnis par Falbel.
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Fig. 2.3: Un tétraèdre [p0, p1, p2, p3] dans S3. Le cercle autour de p0 représente l’ensemble
CP 1 des droites complexes issues de p0.
Les invariants zij
On se place dans le modèle de la boule. L’espace H2
C
est plongé dans C2 et sa frontière
est identiﬁée avec S3. On cherche à caractériser un quadruplet ordonné de points du bord
[p0, p1, p2, p3] modulo l’action de PU(2,1). A chaque arête orientée, on associe un birapport
de la façon décrite ci-dessous.
L’ensemble des droites complexes de C2 issues de p0 est identiﬁé avec CP 1. La droite qui
relie p0 à pi y est représentée par p′i ∈ CP 1 (pour i = 1, 2, 3). On note c0 la droite complexe
passant par p0 tangente à S3 (elle est obtenue comme la projection de p⊥0 ). On note c
′
0 le
représentant de c0 dans CP 1 (voir la ﬁgure 2.3).
Alors on peut déﬁnir le birapport des quatre points qu’on a obtenus dans CP 1 :
z01 = X(c
′
0, p
′
1, p
′
2, p
′
3).
Ce birapport est associé à l’arête orientée [01], côté 0. De la même façon, à chaque arête
orientée, on peut déﬁnir deux birapports (un à chaque extrémité de l’arête). On obtient
ainsi 12 invariants, comme sur la ﬁgure 2.4.
Proposition 2.12. Les 12 paramètres zij précédemment obtenus sont invariants sous
l’action de PU(2, 1) sur [p0, p1, p2, p3]. Ils caractérisent un tétraèdre modulo l’action de
PU(2, 1). Enﬁn, ils vériﬁent les équations hyperboliques classiques :
zijzikzil = −1
et
z02 =
1
1− z01 , z13 =
1
1− z10 , z20 =
1
1− z23 , z31 =
1
1− z32 .
Démonstration. Le groupe PU(2,1) laisse globalement invariant l’ensemble des droites
complexes tangentes à S3. D’autre part, il agit par homographie sur l’ensemble des droites
complexes issues d’un point. Les paramètres zij sont donc invariants par PU(2,1). Ils
satisfont les équations proposées. En eﬀet, le paramètre z02 est donné par :
z02 = X(c
′
0, p
′
2, p
′
3, p
′
1) =
1
1−X(c′0, p′1, p′2, p′3)
=
1
1− z01
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Fig. 2.4: Schéma d’un tétraèdre CR décoré, un invariant à chaque extrémité d’arête.
d’après (2.3). De la même façon, z03 = 11−z02 = 1− 1z01 . Le lemme 2.14 termine la preuve en
démontrant que les coordonnées des sommets du tétraèdre en position générique s’écrivent
avec les invariants.
Dans [Wil], l’auteur montre que les zij sont calculés comme des birapports complexes :
Proposition 2.13. Soit [p0, p1, p2, p3] un tétraèdre CR. Si pi est un relevé de pi dans C
3
et cij un vecteur polaire à la droite complexe passant par pi et pj, alors on obtient les zij
comme les birapports complexes suivants :
z01 =
〈p3, c01〉 〈p2,p0〉
〈p2, c01〉 〈p3,p0〉
= KR (p0, c01, p2, p3)
z10 = KR (p1, c01, p3, p2) z23 = KR (p2, c23, p0, p1) z32 = KR (p3, c23, p1, p0) .
Démonstration. La déﬁnition des tétraèdres CR assure que 〈pk, cij〉 6= 0 pour i, j, k dis-
tincts car on exclut les cas où trois points sont dans un même C-cercle. Donc, les formules
sont bien déﬁnies. Pour cette preuve, nous travaillerons dans le modèle de la boule, plon-
gée dans C2. Comme les paramètres zij sont invariants sous l’action de PU(2,1), on peut
toujours supposer que les quatre points sont :
p0 = (1, 0), p1 = (−1, 0), p2 = (z1, z2), p3 = (w1, w2).
La droite complexe tangente à S3 en p0 est {1}×C. Cette droite considérée dans l’ensemble
des droites issues de p0 est de coordonnées homogènes [0 : 1]. Ce sont les coordonnées du
point c′0 ∈ CP 1. La droite qui relie p0 = (1, 0) à p2 = (z1, z2) est représentée dans CP 1
par p′2 = [z1 − 1 : z2]. De la même façon, on obtient : p′1 = [1 : 0] et p′3 = [w1 − 1 : w2]. Le
birapport de ces quatre points est :
z01 = X(c
′
0, p
′
1, p
′
2, p
′
3) =
w2
w1 − 1 ·
z1 − 1
z2
.
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D’un autre côté, le calcul du birapport complexe suivant nous donne (ici, c01 = t(0, 1, 0)) :
〈p3, c01〉 〈p2,p0〉
〈p2, c01〉 〈p3,p0〉
=
w2
z2
· z1 − 1
w1 − 1 .
On trouve bien deux fois la même expression.
Lemme 2.14. Dans le modèle de Siegel, pour un tétraèdre CR de sommets p0 = ∞,
p1 = (0, 0), p2 = (1, t) et p3 = (z, s|z|2), les invariants sont donnés par les formules
suivantes :
z01 = z, z10 = z
i+ s
i+ t
, z23 = z
t+ i− z(s+ i)
(z − 1)(t− i) , z32 = z
(z − 1)(s − i)
t+ i− z(s+ i) .
Inversement, z, t et s sont donnés par :
z = z01,
t = −iz23(1− z01)− z01(1− z10)
z23(1− z01) + z01(1− z10) , s = −i
z32(1− z10)− z10(1− z01)
z32(1− z10) + z10(1− z01) .
Démonstration. On remplace dans les formules données dans la proposition 2.13 et on
obtient le résultat. Si les zij sont les invariants d’un tétraèdre CR, alors z = z01, i + s =
z10
z01
(i+ t). Quand on remplace dans l’expression de z23, on trouve :
z23 = z01
(t+ i)(1 − z10)
(z01 − 1)(t− i) .
On en tire l’expression de t et par suite celle de s comme elles sont proposées dans l’énoncé.
Tout quadruplet (z01, z10, z23, z32) ∈ (C−{0, 1})4 n’est pas le quadruplet des invariants
d’un tétraèdre CR. On verra plus loin les conditions nécessaires qu’il doit vériﬁer pour cela.
Exemple 2.15. Dans le cas dégénéré où les quatre sommets sont inclus dans un R-cercle,
les invariants sont z01 = z10 = z23 = z32 = x avec x réel.
Les invariants ωa
Dans [Fal07], l’auteur déﬁnit les invariants suivants (avec une normalisation diﬀérente) :
Définition 2.16.
ωa = KR(p0, p1, p2, p3), ωb = KR(p0, p2, p3, p1), ωc = KR(p0, p3, p1, p2).
Remarque 2.17. En utilisant les symétries évidentes de ces nouveaux invariants, on peut
associer ωi à chaque arête d’un tétraèdre CR comme indiqué sur la ﬁgure 2.5.
Remarque 2.18. 1. Dans le cas dégénéré p0 =∞, p1 = 0, p2 = (1, 0), p3 = (x, 0), les
invariants sont :
ωa = x
2, ωb =
(
1
1− x
)2
, ωc =
(
1− 1
x
)2
.
C’est le seul cas où les trois invariants sont tous réels.
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Fig. 2.5: Schéma d’un tétraèdre CR décoré d’un invariant ω par arête.
2. La déﬁnition de ces invariants s’étend aux tétraèdres dont trois points sont dans un
même C-cercle. Par exemple, si p0 =∞, p1 = 0, p2 = (0, 1), p3 = (x, t), alors :
ωa = t+ ix
2, ωb =
1
1− t− ix2 , ωc = 1−
1
t− ix2 .
Lemme 2.19. ([Fal07]) Pour passer des zij aux ωk, on a les formules suivantes :
ωa = z01z10, ωb = z02z20, ωc = z03z30.
Réciproquement :
z01 =
ωa(1− ωcωbωc)
1 + ωaωbωc
, z10 =
1− ωc + ωbωc
1 + ωaωbωc
,
z23 = − 1− ωb + ωaωb
ωb(1− ωa + ωaωc)
, z32 = −ωb(1− ωa + ωaωc)
ωa(1− ωb + ωaωb)
.
Remarque 2.20. Les conditions pour que (ωa, ωb, ωc) soient les invariants d’un tétraèdre
CR sont peu maniables et peu symétriques (celles-ci sont énoncées dans [Fal07] à la propo-
sition 4.2). En revanche, on verra dans la prochaine section que pour les zij , ces conditions
s’écrivent facilement. C’est pour cette raison que par la suite, nous ne travaillerons plus
qu’avec les invariants zij .
2.3 L’espace T
On cherche maintenant à réunir les deux objets géométriques (tétraèdre hyperbolique
réel et CR) dans un ensemble T plus grand, où les tétraèdres sont des complexes simpli-
ciaux abstraits. Ensuite, on cherchera les sous-ensembles de T qui sont en bĳection avec
l’ensemble des simplexes CR et ceux en bĳection avec l’ensemble des tétraèdres hyperbo-
liques réels.
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Définition 2.21. Un tétraèdre T décoré abstrait est un complexe simplicial engendré
par quatre sommets ordonnés : [p0, p1, p2, p3]. On décore chaque arête orientée de deux
paramètres zij et zji dans C− {0, 1} de la façon indiquée par la ﬁgure 2.4.
Définition 2.22. Le 12-uplet d’un tétraèdre T appartient à l’ensemble T si ces paramètres
vériﬁent les relations suivantes :
zijzikzil = −1, (2.4)
z02 =
1
1− z01 , z13 =
1
1− z10 , z20 =
1
1− z23 , z31 =
1
1− z32 . (2.5)
Dans ce cas, on dira abusivement qu’un tétraèdre T appartient à T .
Remarque 2.23. Un tétraèdre de T ≃ (C−{0, 1})4 est caractérisé par (z01, z10, z23, z32).
Par la suite, on identiﬁera un 12-uplet de T avec son quadruplet (z01, z10, z23, z32) carac-
téristique.
Dans la suite, nous allons nous attacher à caractériser les paramètres des tétraèdres de
T qui seront dits géométriques (ie hyperbolique réel ou CR). Pour un tétraèdre abstrait
T ∈ T , la condition pour le qualiﬁer de CR est immédiate :
Définition 2.24. Un tétraèdre T ∈ T représente une classe de conjugaison de tétraèdres
CR si ses paramètres sont les invariants d’un tétraèdre CR.
Pour les tétraèdres réels, il y a deux sous-ensembles qui se projettent sur l’ensemble
des classes de conjugaison des tétraèdres hyperboliques réels.
Définition 2.25. Un tétraèdre T ∈ T est dit HR1 (hyperbolique réel de type un) si les
paramètres de T vériﬁent : z01 = z10 = z23 = z32.
Remarque 2.26. Les tétraèdres HR1 sont en bĳection évidente avec les tétraèdres hy-
perboliques réels.
Notation 2.27. On déﬁnit l’application suivante :
Π : T −→ (C− {0, 1})6
(z01, z10, z23, z32) 7−→ (z01z10, z02z20, z03z30, z23z32, z13z31, z12z21).
A chaque arête est associée le produit des paramètres ; autrement dit, à l’arête ij est associé
zijzji. L’image par Π d’un tétraèdre T est un tétraèdre dont chaque arête est décorée d’un
paramètre.
Remarque 2.28. D’après le lemme 2.19, l’application Π est une bĳection entre les inva-
riants zij et ωa des tétraèdres CR.
L’application Π nous permet de donner la déﬁnition suivante :
Définition 2.29. Un tétraèdre T ∈ T est dit HR2 (hyperbolique réel de type deux) si les
paramètres de Π(T ) sont les invariants d’un tétraèdre hyperbolique réel.
La proposition suivante donne des conditions nécéssaires sur les paramètres d’un té-
traèdre T pour qu’il soit géométrique.
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Proposition 2.30. Si T ∈ T est HR2, alors il vériﬁe ce qu’on appelle les équations de
compatibilité réelle :
z01z10 = z23z32 (R1)
z02z20 = z13z31 (R2)
z03z30 = z12z21 (R3).
Si T ∈ T est CR, alors il vériﬁe ce qu’on appelle les équations de conjugaison :
z01z10 = z23z32 (C1)
z02z20 = z13z31 (C2)
z03z30 = z12z21 (C3).
Démonstration. Dans les deux cas, les paramètres de Π(T ) doivent vériﬁer les symétries
des tétraèdres géométriques.
Remarque 2.31. C’est pour respecter la symétrie des tétraèdres que nous avons écrit ici
toutes les équations (Ri) et (Ci). On notera cependant que grâce aux équations (2.4) et
(2.5), (R3) par exemple découle de (R1) et (R2), de même (C3) découle de (C1) et (C2).
Pour qu’il y ait bĳection entre l’ensemble des classes de conjugaison des tétraèdres CR
et les paramètres qui vériﬁent les équations de conjugaison, il faut retirer une sous-variété
à ce dernier espace, comme le montrent les propositions suivantes :
Proposition 2.32. L’ensemble des classes de conjugaion des tétraèdres CR non dégéné-
rés est paramétré par la sous-variété algébrique réelle de T déﬁnie par les équations de
conjugaison, privée de l’ensemble des solutions de compatibilité réelle.
Démonstration. Sur l’arête 01 d’un tétraèdre CR non dégénéré, on a z01 = z et z10 = z i+si+t
avec s et t réel. Tout couple de nombres (z01, z10) ne peut pas être écrit sous cette forme.
Un nombre ξ égale i+si+t si et seulement si ξ = 1 et s = t ou bien Im(ξ) 6= 0 et s = Re(ξ)−|ξ|
2
Im(ξ)
et t = 1−Re(ξ)Im(ξ) .
A partir de cette remarque, on va montrer que tout tétraèdre abstrait qui vériﬁe
les hypothèses de la proposition est eﬀectivement CR non dégénéré. Si pour tout (i, j)
Im(zijzji) = 0, alors non seulement les paramètres vériﬁent les équations de conjugaison,
mais aussi celles de compatibilité réelle (zijzji = zijzji = zklzlk). Ce qui est interdit par
les hypothèses. Quitte à ré-indexer les sommets, on peut supposer que sur l’arête 01, on
a : Im(z01z10) 6= 0. Dans ce cas, on peut poser : z = z01, s = |z01|
2 − Re(z01z10)
Im(z01z10)
et
t =
Re(z01z10)− |z10|2
Im(z01z10)
. Par suite :
z01 = z, z10 = z
i+ s
i+ t
. (2.6)
L’équation (C1) s’écrit :
z32 =
z01z10
z23
. (2.7)
Le quotient de (C2) avec (C3) nous donne :
(1− z01)z10z23
(1− z10) =
(1− z10)z01z32
(1− z01) . Avec la
relation (2.7), on obtient : |z23| = |1− z10||z01||1− z01| . Enﬁn, si on réinjecte ceci dans la deuxième
40 Chapitre 2. Tétraèdres géométriques et abstraits
équation de conjugaison, on ﬁnit par :
z23 = z01
(z10 − z01)(1− z10)
(z01 − z10)(1− z01) , z32 = z10
(z01 − z10)(1 − z01)
(z10 − z01)(1 − z10) .
Lorsqu’on remplace z01 et z10 par les expressions (2.6), on obtient les formules des inva-
riants d’un tétraèdre CR données à la proposition 2.14. Comme Im(z01z10) 6= 0, on ne
peut pas avoir z01 = z10 ∈ R. Donc il n’est pas dégénéré.
Réciproquement, un tétraèdre CR non dégénéré vériﬁe les équations de conjugaison
mais pas toutes les équations de compatibilité réelle, sinon ses invariants (ωa, ωb, ωc) se-
raient tous réels. La remarque 2.18 prouve qu’il serait alors dégénéré.
Proposition 2.33. L’ensemble des tétraèdres HR2 non dégénérés est paramétré par la
sous-variété algébrique complexe de T déﬁnie par les équations de compatibilité réelle,
privée de l’ensemble des solutions des équations de conjugaison et de la droite complexe
z01 = z10 = z23 = z32 des tétraèdres HR1.
Démonstration. Les trois équations de compatibilité réelle sont de rang deux ce qui permet
d’exprimer z23 et z32 en fonction des deux autres variables. Voyons comment :
L’équation (R1) implique : z32 =
z01z10
z23
.
L’équation (R2) est (1− z01)(1− z23) = (1− z10)(1− z32).
Le quotient de (R2) avec (R3)
(1− z01)(1− z32)
z01z32
=
(1− z10)(1 − z23)
z10z23
donne :
z10z23
1− z01
1− z10 = z01z32
1− z10
1− z01 ⇒ (z23)
2 =
(
z01
(
1− z10
1− z01
))2
.
Il existe donc un ǫ dans {−1, 1} tel que :
z23 = ǫz01
1− z10
1− z01 .
Si ǫ = 1, (R2) implique z10 = z01 ce qui donne comme quadruplet : (z01, z01, z01, z01) qui
est clairement une solution.
Si ǫ = −1 le quadruplet
(
z01, z10,−z01 1−z101−z01 ,−z10 1−z011−z10
)
résout les équations de compati-
bilité réelle.
Dans la variété T ≃ (C − {0, 1})4, la sous-variété algébrique des solutions aux équa-
tions de compatibilité réelle a deux composantes : une première de dimension un, la droite
complexe (z01, z01, z01, z01) qui paramètre les tétraèdres HR1, et une deuxième de dimen-
sion deux (z01, z10,−z01 1−z101−z01 ,−z10
1−z01
1−z10 ). Les points de ce dernier ensemble paramètrent
un tétraèdre HR2. En eﬀet, Π(z01, z10,−z01 1−z101−z01 ,−z10
1−z01
1−z10 ) vériﬁe les symétries d’un
tétraèdre hyperbolique réel. Ensuite, si on pose z01z10 = z, sur l’arête 02, on a :
z20z02 =
1
1− z23
1
1− z01 =
1
1−
(
z−z01
1−z01
) 1
1− z01 =
1
1− z .
De la même façon, à l’arête 03 est associé :
z30z03 =
(
1− 1
z32
)(
1− 1
z01
)
=
(
1− z − z01
z(1− z01)
)(
1− 1
z01
)
= 1− 1
z
.
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On a bien un tétraèdre hyperbolique réel caractérisé par l’invariant z. Les paramètres
ne vériﬁent pas les équations de conjugaison ce qui veut dire que sur une arête, zijzji =
zklzlk 6= zijzji. L’invariant sur l’arête ij n’est pas réel. Donc le tétraèdre n’est pas plat.
Par contre, pour les éléments de la droite (z, z, z, z), l’image par Π est :(
z2,
(
1
1− z
)2
,
(
1− 1
z
)2
, z2,
(
1
1− z
)2
,
(
1− 1
z
)2)
.
Or dans C− {0, 1}, on n’a jamais 1
1−z2 =
(
1
1−z
)2
ou 1− 1
z2
=
(
1− 1z
)2.
La réciproque de la proposition est claire : l’image inverse par Π d’un tétraèdre hyper-
bolique réel non dégénéré est contenue dans la variété proposée.
Remarque 2.34. L’application Π est injective, sauf sur l’ensemble des points de HR2.
Dans ce cas, l’image réciproque d’un point est une ﬁbre du type : C− {0, 1}.
Lemme 2.35. Il y a deux types de tétraèdres qui vériﬁent à la fois les équations de
conjugaison et les équations de compatibilité réelle. Le premier rassemble tous les tétraèdres
CR dégénérés, l’autre, tous les tétraèdres HR2 dégénérés.
Démonstration. On a vu dans le lemme 2.33 que les solutions des équations de compatibi-
lité réelle sont de deux types : (z01, zz01 ,
z−z01
1−z01 , z
1−z01
z−z01 ) ou (z, z, z, z). Le premier quadruplet
est aussi solution des équations de conjugaison si z01z10 = z, z02z20 = 11−z et z03z30 = 1− 1z
sont réels, autrement dit si z ∈ R. La projection par Π donne bien un tétraèdre hyperbo-
lique plat.
Pour la deuxième forme, il faut que z2, (1 − z)2 et (1 − 1z )2 soient réels, donc que
z = x ∈ R. Ce sont là les invariants d’un tétraèdre CR dégénéré et tout tétraèdre de ce
type se trouve dans cette sous-variété.
La ﬁgure 2.6 schématise la répartition des diﬀérents types de tétraèdres dans T (les
dimensions ne sont pas respectées ; on a mis entre parenthèses la dimension réelle de chaque
espace).
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tétraèdre HR2 non dégénéré (4)
tétraèdre HR1 (2)
tétraèdre HR2 dégénéré (3)
tétraèdre CR non dégénéré (4)
tétraèdre CR dégénéré (1)
Fig. 2.6: Répartition des tétraèdres géométriques (CR, HR2, HR1) dans T . Entre pa-
renthèse est indiquée la dimension réelle des sous-espaces.
Chapitre 3
Les équations de recollement
Dans ce chapitre, on commence par décrire la construction d’une représentation
hD : Π1(M)→ PU(2, 1) .
Cette construction impose des conditions qui se traduisent en équations sur les invariants
que l’on détaille par la suite.
3.1 Représentations de groupes fondamentaux
Dans le cadre des tétraèdres CR, nous n’avons pas de structure géométrique puisque
nous n’avons accès qu’à des quadruplets de points de S3 à isométrie près. L’objectif dans
cette section est de mimer la construction des applications développantes et d’holonomies
rappelée à la proposition 1.45, dans le cas des (X,G)-structures. Ce qu’on obtient alors
est une représentation du groupe fondamental dans PU(2,1).
3.1.1 Cadre
Dans toute la thèse, M désigne l’intérieur d’une variété de dimension trois compacte
à bord et on supposera que ce bord est la réunion de k tores de dimension deux. D’après
[Mat07], la variété M admet une triangulation topologique idéale, c’est-à-dire qu’on peut
la voir comme le recollement de n tétraèdres privés de leurs sommets :
M =
⋃
Ti − sommets/ ∼
où ∼ est la relation d’équivalence entre deux faces lorsqu’elles sont recollées. Ce qu’on
obtient n’est pas forcément une “vraie” triangulation, c’est-à-dire que deux arêtes d’un
même tétraèdre peuvent être identiﬁées. L’étoile de chaque sommet est un tore.
3.1.2 Construction des représentations de Π1(M)
L’objectif est d’obtenir une représentation du groupe fondamental de M à image dans
PU(2,1). Dans le cas des (X,G)-structures, on commence par construire l’application
développante. Dans notre cas, à défaut d’être déﬁnie sur le revêtement universel, notre
application sera déﬁnie sur des quadruplets de sommets de la triangulation. Le découpage
de M induit une triangulation Π1-invariante dans le revêtement universel. On note T 0i les
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0-squelettes ordonnés de Ti.
M˜ =
⋃
T˜i − sommets  
⋃
T˜ 0i
↓ ↓
M =
⋃
Ti − sommets/ ∼  
⋃
T 0i .
Chaque T˜ 0i est décoré, deux invariants CR pour chaque arête orientée comme dans la
ﬁgure 2.4, avec la règle suivante : si deux tétraèdres se projettent sur un même Ti, alors, ils
sont décorés avec les mêmes invariants. A partir d’un choix d’invariants, on va construire
une application D déﬁnie sur l’ensemble de tous les relevés T˜ 0i :
D : {T˜ 0i } −→ S3.
A un tétraèdre abstrait décoré T˜ 0i , l’application D associe un tétraèdre CR dont les inva-
riants sont les paramètres de T˜ 0i . La fonction D est déﬁnie sur les quadruplets ordonnés de
points. Par abus de language, on parlera aussi des images par D des faces des tétraèdres.
Remarque 3.1. Une construction à la manière d’une application développante serait :
on choisit arbitrairement l’image d’un premier tétraèdre T˜ 0. Un chemin qui part de T˜ 0
rencontre T˜ 1. Son image par D serait un tétraèdre qui a une face commune avec D(T˜ 0),
etc ... Avec un choix quelconque d’invariants, une telle construction dépend du choix du
chemin choisit. Il faut donc imposer une condition de recollement déﬁnie ci-dessous.
Définition 3.2. L’application D respecte ce qu’on appelle les conditions de compatibilité
de recollement si lorsque deux tétraèdres T˜ 0i et T˜
0
j ont une face commune dans M˜ , alors
leurs images par D ont en commun l’image de cette face.
Cette contrainte est très forte. D’une part, elle impose des conditions de compatibilité
entre les faces car deux triplets de S3 ne se recollent pas nécessairement. Elle induit aussi
des conditions de compatibilité autour des arêtes. Pour préciser cette dernière notion, on
introduit la
Définition 3.3. Soient m tétraèdres [p0, p1, p2, p3], [p0, p1, p3, p4], . . ., [p0, p1, pm+1, pm+2]
ayant une arête commune p0, p1 (voir ﬁgure 3.1). On dit que le collage des m tétraèdres
est cohérent autour de p0p1 si pm+2 = p2.
Les m tétraèdres forment un collage cohérent s’ils tournent, éventuellement plusieurs
fois, et que cela se referme autour de l’arête.
Si D respecte les conditions de compatibilité de recollement, alors D préserve la cohé-
rence des collages autour de chaque arête.
Remarque 3.4. Dans la construction de la développante, l’image du premier point est
arbitraire et on a une contruction algorithmique de la fonction. La condition de compati-
bilité de recollement ne permet pas une telle souplesse. Pour que D vériﬁe cette condition,
on verra que les valeurs des invariants sont presque toutes déterminées.
Dans la suite, on suppose qu’on a déjà une fonction D vériﬁant les conditions de
compatibilité de recollement. A partir de D, on va construire une application hD déﬁnie
sur les lacets de M à valeur dans PU(2,1). C’est en suivant les chemins qu’on va déﬁnir
leurs images.
On ﬁxe x0 un point de M qui appartient à une face de la triangulation. On considère un
lacet γ, issu de x0 et qui ne coupe pas les arêtes. Il se relève dans M˜ en un chemin γ˜
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p0
p1
p2 p3
p4
p5
pm+2
pm+1
Fig. 3.1: Les m tétraèdres qui tournent autour de leur arête commune.
d’extrémité x˜0 et x˜1 (voir la ﬁgure 3.2). Sur son parcours, γ˜ croise diﬀérents tétraèdres : il
part de la face [p˜0, p˜1, p˜2] du tétraèdre [p˜0, p˜1, p˜2, p˜3]. Le dernier tétraèdre est [q˜0, q˜1, q˜2, q˜3]
avec x˜1 dans la face [q˜0, q˜1, q˜2]. Comme γ˜ se projette sur un lacet, il existe une copie
du premier tétraèdre, qu’on notera [p˜′0, p˜
′
1, p˜
′
2, p˜
′
3] qui a une face commune avec le dernier
tétraèdre : [p˜′0, p˜
′
1, p˜
′
2] = [q˜0, q˜2, q˜1].
La condition de compatibilité de recollement impose que les faces D([p˜0, p˜1, p˜2]) et
D([q˜0, q˜1, q˜2]) ont le même invariant de Cartan. Il existe donc une unique application gγ
qui envoie le premier triplet sur le second. On pose par déﬁnition :
hD(γ) = gγ .
Remarque 3.5. L’existence de gγ est assurée par le théorème 1.56. Pour avoir l’unicité,
on a besoin que les trois points ne soient pas dans une même droite complexe. Comme on
travaille avec des tétraèdres CR, ce cas est systématiquement exclu.
Lemme 3.6. La déﬁnition de hD(γ) ne dépend pas du choix du relevé γ˜.
Démonstration. Soit γ˜1 un relevé du lacet qui est issu cette fois-ci de x˜1. On obtient la
ﬁgure 3.3. La fonction gγ envoie la première face D([p˜0, p˜1, p˜2]) sur D([q˜0, q˜1, q˜2]). Comme
D respecte les conditions de compatibilité de recollement, D([q˜0, q˜1, q˜2]) = D([p˜′0, p˜
′
1, p˜
′
2]).
Dans S3, on considère les deux tétraèdres D([p˜0, p˜1, p˜2, p˜3]) et D([p˜′0, p˜
′
1, p˜
′
2, p˜
′
3]). Ils ont les
mêmes invariants. L’isométrie gγ identiﬁe en plus deux de leurs faces. Donc gγ envoie le
premier tétraèdre sur le second. De proche en proche, on montre que gγ identiﬁe tous les
tétraèdres que rencontrent γ˜ et γ˜1 le long de leur parcours. En particulier, les deux faces
D([p˜′0, p˜
′
1, p˜
′
2]) et D([r˜0, r˜1, r˜2]) sont images l’une de l’autre par gγ .
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p˜0
p˜1 p˜2
p˜3 p˜′3
q˜0 = p˜
′
0
q˜1 = p˜
′
2q˜2 = p˜
′
1
q˜3
x˜0 x˜1
γ˜
Fig. 3.2: Le chemin γ˜ relie x˜0 à x˜1.
p˜0
p˜1
p˜2
p˜3
p˜′3
q˜0 = p˜
′
0
q˜1 = p˜
′
2
q˜2 = p˜
′
1
q˜3
r˜0
r˜1r˜2
r˜3
x˜0 x˜1 x˜2
γ˜
γ˜1
Fig. 3.3: Les deux chemins γ˜ et γ˜1 proviennent d’un même lacet. L’application gγ qui
envoie le premier triangle en gras sur le second envoie également celui-ci sur le troisième
triangle.
3.1. Représentations de groupes fondamentaux 47
Si on choisit un relevé quelconque du lacet γ, la méthode précédente montre que de
proche en proche l’application utilisée est toujours gγ .
Théorème 3.7. Si l’application D respecte les conditions de compatibilité de recollement,
alors la fonction hD est constante sur la classe d’homotopie d’un lacet. L’application hD :
Π1(M) −→ PU(2, 1) est alors une représentation du groupe fondamental de M . Le groupe
hD(Π1(M)) est engendré par les applications de recollement de faces.
Démonstration. Dans la construction de l’image par hD d’un lacet γ, on constate que cela
ne dépend que des faces auxquelles appartiennent les extrémités d’un relevé γ˜. Donc hD
est déﬁnie sur Π1(M,x0). Enﬁn, comme hD ne dépend pas du choix du relevé, on a bien :
hD(γ
′γ) = hD(γ′)hD(γ).
Remarque 3.8. Dans la suite de ce chapitre, nous allons nous attacher à traduire les
conditions de compatibilité de recollement de D en équations sur les paramètres zij . On
obtiendra ainsi ce qu’on appelle :
-les équations de faces (pour que les faces des tétraèdres se recollent),
-les équations d’arêtes (pour que les tétraèdres “tournent bien” autour des arêtes),
-les équations d’holonomie (pour spéciﬁer l’holonomie au bord),
-les équations de conjugaison (pour avoir des tétraèdres CR).
Si les invariants zij vériﬁent ces équations, alors on sait construire l’application D.
Cela nous permet d’obtenir une représentation hD : Π1(M)→ PU(2, 1).
Remarque 3.9. La construction d’une représentation hD à image dans PSL(2,C) est
identique à ce que nous venons de décrire. Les tétraèdres hyperboliques réels sont natu-
rellement munis d’une structure géométrique. Si on ajoute certaines conditions de com-
patibilité géométriques, hD devient une application d’holonomie. Nous détaillons ceci à la
section suivante.
3.1.3 Notations
Pour ﬁnir, on déﬁnit l’étoile d’un sommet. On l’utilise pour calculer le nombre d’arêtes
dans la triangulation de M . Commençons par ﬁxer les notations.
Notation 3.10. La variétéM est obtenue par recollement de n tétraèdres pris en enlevant
un voisinage de chacun des sommets. L’application identiﬁcation est notée I. On distingue
les objets avant recollement (notés en petits caractères) de ceux après identiﬁcation (notés
avec de grands caractères). Le tableau suivant dénombre les m-squelettes (m = 0, 1, 2)
avant et après I :
avant identiﬁcation après identiﬁcation
m-squelette Notation Nombre Notation Nombre
Face fi 4n Fi 2n
Arête aij 6n Aij nA
Sommet vi 4n Vi k
Les arêtes sont orientées. on pourra ainsi distinguer les extrémités de chaque arête. La
notation aij désigne l’arête orientée [ij], vers l’extrémité j. Dans un tétraèdre, chaque
arête est décorée de deux paramètres, l’un relié à aij, l’autre à aji. La fonction Inv associe
l’invariant relié à une arête orientée :
Inv (aij) = zij.
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w3
L(v)
z
z
1− 1
z
1
1− z
Fig. 3.4: Un triangle qui compose l’étoile de L(V ).
Etoile d’un sommet dans la triangulation de M
On déﬁnit l’étoile d’un sommet V . On n’en donne pas la déﬁnition générale, mais juste
la façon dont elle se présente dans notre étude.
Soit v un sommet avant identiﬁcation dans un tétraèdre T tel que I(v) = V . On place
six points wi au milieu de chaque arête de T . Le triangle formé par les trois points des
arêtes issues de v est noté L(v) (voir ﬁgure 3.4).
Définition 3.11. L’étoile du sommet V est obtenue comme le recollement de ces triangles :
L(V ) = I
 ⋃
v∈I−1(V )
L(v)
 .
C’est une donnée combinatoire. Dans notre étude, les étoiles sont des tores. Les arêtes vw1,
vw2, vw3 sont respectivement décorées des invariants z, 11−z , 1− 1z . On décore le triangle
L(v) comme sur la ﬁgure 3.4, ce qui rend le triangle euclidien.
Nombre d’arêtes dans la triangulation de M
Le lemme suivant permet de relier le nombre de tétraèdres n au nombre d’arêtes nA.
Lemme 3.12. (voir [Thu97]) Si on note gi le genre de la ième composante de bord de
M , alors :
nA = n+
k∑
i=1
(1− gi).
Démonstration. On se place dans l’étoile d’un sommet. D’après la formule d’Euler, on a :
nombre de triangles - nombre d’arêtes + nombre de sommets = 2− 2gi.
Chaque arête appartient à deux triangles, ce qui donne :
2 nombre d’arêtes = 3 nombre de triangles.
Donc pour la ième étoile :
− 1
2
nombre de triangles + nombre de sommets = 2− 2gi. (3.1)
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Fig. 3.5: Le nœud de huit
Les triangles des étoiles sont en correspondance avec les faces des tétraèdres avant recolle-
ment et les sommets des étoiles sont en bĳection avec chaque extrémité des arêtes orientées
Aij. Si on fait la somme de toutes les égalités (3.1), on obtient :
−1
2
∗ (4n) + 2nA =
k∑
i=1
(2− 2gi).
ce qui nous donne la formule annoncée.
Remarque 3.13. Dans le cas de notre étude, toutes les composantes de bord sont des
tores. Ainsi : nA = n.
3.1.4 L’exemple du nœud de huit
Dans [Ril75], Riley montre qu’on peut munir le complémentaire du nœud de huit d’une
structure hyperbolique complète. La construction de cette structure sur le complémentaire
du nœud vu comme recollement de deux tétraèdres est dûe à Thurston dans [Thu79] (voir
la ﬁgure 3.6). La suite du chapitre est consacrée aux équations sur les invariants zij qui
découlent des conditions de compatibilité de recollement des tétraèdres. A chaque fois,
nous prendrons le complémentaire du nœud de huit comme exemple.
3.2 Géométrisation hyperbolique réelle de la variété M
Dans le cas réel, les constructions de D et hD sont analogues à ce qu’on a décrit
précédemment. Les quadruplets de points sont envoyés dans ∂H3
R
et on obtient une repré-
sentation dans PSL(2,C). La théorie sur les équations de compatibilité de recollement qui
relient les invariants des tétraèdres est très bien comprise (voir [Thu79], [NZ85], [BP92]).
On se permet de répéter dans cette section comment on établit ces équations et les ré-
sultats classiques quant à leur résolution. Par la suite, cela nous permettra de mettre en
parallèle chaque étape du cas réel avec le cas complexe.
Dans le cas réel, chaque tétraèdre T˜i peut être réalisé comme un vrai tétraèdre géo-
métrique dans H3
R
. On peut donc exiger plus qu’un collage cohérent autour des arêtes,
comme on va le voir avec la déﬁnition suivante :
Définition 3.14. Soient m tétraèdres hyperboliques idéaux [p0, p1, p2, p3], [p0, p1, p3, p4],
. . ., [p0, p1, pm+1, pm+2] ayant une arête commune p0, p1 (voir ﬁgure 3.7). On dit que le col-
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11
22
0 0
33
B01
B10
B23 B32
C01
C10
C23 C32
Fig. 3.6: Le complémentaire du nœud de huit vu comme recollement de deux tétraèdres.
Après identiﬁcation, on a quatre faces, deux arêtes, et un sommet. Chaque tétraèdre est
décoré de ses invariants CR.
lage pave autour de p0p1 si les m tétraèdres pavent dans H3R un voisinage de la géodésique
reliant p0 à p1.
3.2.1 Partie imaginaire des invariants :
Lemme 3.15. Soient deux tétraèdres hyperboliques réels T0 = [p0, p1, p2, p3] et T1 =
[p0, p1, p3, p4]. (voir ﬁgure 3.7). Alors Im(X([p0, p1, p2, p3])) Im(X([p0, p1, p2, p4])) < 0 si
et seulement si
◦
T0
⋂ ◦
T1 est non vide.
Démonstration. Si on place p0 = ∞, p1 = 0, p2 = 1 alors p3 = X([p0, p1, p2, p3]) et p4 =
X([p0, p1, p2, p3])X([p0, p1, p2, p4]). La projection sur C de T0 et T1 donne la ﬁgure 3.8. Il
devient clair que les deux tétraèdres se rencontrent en leurs intérieurs.
Définition 3.16. Un tétraèdre hyperbolique réel [p0, p1, p2, p3] est dit orienté positivement
si Im(X[p0, p1, p2, p3]) > 0.
Pour obtenir un collage qui pave autour de chaque arête, on impose de ne travailler
qu’avec des tétraèdres orientés positivement. (Remarque : si z est de partie imaginaire
strictement positive, alors il en est de même pour 11−z et 1− 1z .)
3.2.2 Les équations d’arêtes
On reprend les m tétraèdres de la ﬁgure 3.7. Notons z1, . . . , zm les invariants respectifs
de [p0, p1, p2, p3], [p0, p1, p3, p4], . . ., [p0, p1, pm+1, pm+2]. Les coordonnées des sommets sont
alors :
p0 =∞, p1 = 0, p2 = 1, p3 = z1, p4 = z1z2, pm+2 = z1 · · · zm.
3.2. Géométrisation hyperbolique réelle de la variété M 51
p0
p1
p2
p3
p4
pm+2
pm+1
Fig. 3.7: Les m tétraèdres avec une arête commune. On a placé p0 =∞, p1 = 0
T1
T0
p1 = 0 p2 = 1
p3 = z
p4 = zz
′
Fig. 3.8: Projection sur C de deux tétraèdres qui ont une orientation opposée.
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0
1
z1
z1
z2
zm
z1z2
z1z2z3
z1z2 · · · zm
Fig. 3.9: Projection de m tétraèdres qui tournent autour de 0∞.
La ﬁgure 3.9 représente la projection des tétraèdres sur C.
Proposition 3.17. Le collage des m tétraèdres pave autour de p0p1 si et seulement si :∏
j
zj = 1, (3.2)
∑
j
arg zj = 2π. (3.3)
(la fonction arg est prise ici par convention à valeur dans [0, 2π[).
Lemme 3.18. Si les équations de type (3.2) sont réalisées alors les équations de type (3.3)
sont nécessairement vériﬁées, à condition de ne travailler qu’avec des tétraèdres positive-
ment orientés.
Démonstration. On appelle Ni le nombre de tours autour de la ième arête. En passant
aux arguments dans l’équation de type (1), il vient :∑
j : zj est associé à l’arête i
arg(zj) = 2π ∗Ni.
On fait la somme sur toutes les arêtes. Dans le terme de gauche apparaissent les invariants
de toutes les arêtes du recollement. Si on note n le nombre de tétraèdres (qui est aussi le
nombre d’arêtes), cela devient :
n∑
i=1
(
2 arg(zi) + 2 arg
(
1
1− zi
)
+ 2arg
(
1− 1
zi
))
= 2
n∑
i=1
πNi. (3.4)
Comme Im(zi) > 0, on a : arg(zi) + arg
(
1
1− zi
)
+ arg
(
1− 1
zi
)
= π. (Voir ﬁgure 3.10).
Les Ni sont des entiers strictement positifs. D’après (3.4), ils sont nécessairement tous
égaux à un.
Remarque 3.19. Si on travaille avec des invariants à partie imaginaire négative, le résul-
tat précédent n’est plus valable. En eﬀet, ces invariants vériﬁent : arg(z)+ arg
(
1
1− z
)
+
arg
(
1− 1
z
)
= 5π (voir ﬁgure 3.10).
3.2. Géométrisation hyperbolique réelle de la variété M 53
0 1
z
arg(z)
arg
(
1− 1
z
)
arg
(
1
1− z
)
0 1
z
arg(z)
arg
(
1− 1
z
)
arg
(
1
1− z
)
Fig. 3.10: Un tétraèdre orienté positivement et un négativement. La somme des angles
orientés est respectivement π et 5π.
z1 z
−1
2
z3 z4
z−15 z
−1
6
z−17
Fig. 3.11: Exemple d’une étoile. Les deux côtés représentés en gras sont identiﬁés par
l’application Hl. Restreinte à C, elle agit comme une similitude. La multiplication des
invariants que l’on trouve en suivant la longitude donne le coeﬃcient de dilatation de
cette similitude.
3.2.3 Les équations d’holonomie
Les équations d’holonomie vont permettre de spéciﬁer la nature de l’image d’une petite
boucle qui entoure un sommet V .
Notation 3.20. L’étoile L(V ) étant un tore, son groupe fondamental est groupe abélien
libre engendré par le méridien mV et la longitude lV .
On s’intéresse aux deux lacets lV et mV vus dans la variété M . On note Hm (respec-
tivement Hl) l’image du lacet mV (resp. lV ) par la représentation du groupe fondamental
dans PSL(2,C). Les applications Hm et Hl ﬁxent un point du bord (l’image du sommet
V ) et commutent.
Pour obtenir une variété de volume ﬁni, il faut imposer que Hl et Hm soient parabo-
liques. Ces deux applications ﬁxent V qu’on peut placer en ∞. Sur ∂H3
R
≃ C∪ {∞}, elles
agissent comme des similitudes directes : z 7→ az + b. Elles sont paraboliques (éventuelle-
ment triviales) si et seulement si a = 1. Pour calculer le coeﬃcient a, on procède comme
sur l’exemple de la ﬁgure 3.11 : a = z1z−12 z3z4z
−1
5 z
−1
6 z
−1
7 .
Définition 3.21. On obtient ainsi deux équations par étoile, qu’on appelle équations
d’holonomie.
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On a donc deux équations d’holonomie par étoile. En fait, la remarque suivante montre
qu’on n’a besoin que d’une seule :
Remarque 3.22. Les applications Hm et Hl commutent. Donc, leurs projections sur C
commutent aussi. Dans le cas de deux similitudes, en raisonnant sur les points ﬁxes, on
voit que cela ne se produit que dans trois cas :
1. l’une est triviale.
2. les deux sont des translations.
3. elles ont un point ﬁxe commun.
Dans le cas non dégénéré (c’est-à-dire si ni Hm ni Hl n’est l’identité), alors si l’une est une
translation, nécessairement l’autre aussi.
3.2.4 Solutions des équations
Le théorème suivant précise certaines propriétés de la représentation obtenue lorsqu’on
a une solution aux équations d’arêtes et d’holonomie. Le chapitre 10 de [Rat06] en propose
une preuve.
Théorème 3.23. Soit M obtenue comme le recollement de n tétraèdres idéaux, à étoile
torique. Il existe au plus une solution aux équations d’arêtes et d’holonomie telle que
tous les invariants vériﬁent Im(z) > 0. A la solution, l’application hD : Π1(M) −→
PSL(2,C) obtenue est discrète et ﬁdèle. On peut munir la variété M ≃ H3
R
/hD(Π1(M))
d’une structure hyperbolique complète.
L’image des n tétraèdres par D est un domaine fondamental pour l’action de hD(Π1(M)).
Remarque 3.24. Ce sont les équations d’holonomie qui assurent la complétude de la
variété.
Les recollements qui sont les complémentaires de nœuds hyperboliques possèdent une
solution, mais ce ne sont pas les seuls. Dans [CHW99], les auteurs énumèrent les recolle-
ments avec moins de sept tétraèdres qui possèdent une solution.
Si on travaille avec un recollement qui possède une solution hyperbolique réelle, on la
retrouve dans T :
Proposition 3.25. Dans T , la solution du cas hyperbolique réel apparaît dans HR1 (es-
pace déﬁni en 2.25).
Démonstration. Lorsqu’on travaille avec des tétraèdres dans HR1, c’est-à-dire que les
quatre invariants z01, z10, z23, z32 sont tous égaux, alors les équations de faces sont résolues,
comme on l’a vu à la remarque 3.29. Les équations d’arêtes du “haut” et du “bas” sont
les mêmes : Aij = Aji. Ce sont les équations qu’on obtient dans le cas hyperbolique réel
classique. C’est la même remarque pour les équations d’holonomie. Si on se place dans le
cas où il existe une solution dans le cas réel alors cette solution apparaît dans HR1.
3.3 Représentations dans PU(2,1)
Dans le cas CR, les équations découlent des conditions de compatibilité d’une façon
similaire au cas réel. L’une des diﬀérences est l’apparition d’équations de faces car deux
triplets de S3 ne sont en général pas isométriques. Une autre diﬀérence est l’apparition
d’invariants à partie imaginaire négative. Nous verrons les diﬃcultés que cela entraine.
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3.3.1 Partie imaginaire des invariants
On a vu que dans le cas réel, on imposait Im(z) > 0 pour les invariants pour éviter les
chevauchements. Ici, comme on ne déﬁnit pas a priori de face aux tétraèdres, on ne sait
pas si ce problème se posera, donc on n’impose pas cette condition. D’ailleurs, le lemme
suivant nous en empêche :
Lemme 3.26. Il n’existe pas de tétraèdre CR dont tous les invariants ont une partie
imaginaire strictement positive.
Démonstration. On note θij l’argument de l’invariant zij , pris entre 0 et 2π. Les équations
vériﬁées par les invariants induisent des relations pour les angles. A chaque sommet i, on
a un triangle euclidien :
θij + θik + θil = π [2π]. (3.5)
Dans un même tétraèdre, les deux arêtes opposées ij et kl vériﬁent les équations de
conjugaison :
θij + θji + θkl + θlk = 0 [2π]. (3.6)
On raisonne par l’absurde en supposant que tous les θij sont dans ]0, π[. Dans ce cas, on sait
exactement combien valent les équations 3.5 et 3.6 . La première vériﬁe 0 < θij+θik+θil <
3π et la deuxième : 0 < θij + θji + θkl + θlk < 4π. Ainsi :
θij + θik + θil = π (3.5) θij + θji + θkl + θlk = 2π (3.6)
Il y a quatre équations du type (3.5) dans un tétraèdre, une à chaque sommet. Leur somme
donne la somme de tous les angles du tétraèdre.∑
i6=j
(i,j)∈{0,...3}
θij = 4π.
Les équations du type (3.6) sont au nombre de trois dans un tétraèdre et leur somme vaut :∑
i6=j
(i,j)∈{0,...3}
θij = 6π.
La contradiction prouve le résultat.
3.3.2 Les équations de faces
Au contraire du cas réel, deux triplets de points de S3 ne sont pas toujours PU(2,1)-
équivalents. Il faut l’égalité entre les invariants de Cartan pour qu’une application entre
les deux triplets existe. Voyons comment on peut écrire cet invariant à l’aide des zij . Dans
un tétraèdre CR, d’après les formules données en 2.14 :
z03z13z23 =
(
1− 1
z
)
1
1− z i+si+t
z((t+ i)− z(s+ i))
(z − 1)(t− i) =
t+ i
t− i ,
où on sait que tan(A(p0, p1, p2)) = t. On a donc la formule générale pour la face i de
sommets [pj , pk, pl] (points ordonnés dans le sens direct) :
zjizkizli =
tan(A(pj, pk, pl)) + i
tan(A(pj, pk, pl))− i
.
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Pour la face [qj , qk, ql], on a aussi :
wjiwkiwli =
tan(A(qj, qk, ql)) + i
tan(A(qj, qk, ql))− i .
Pour préserver l’orientation, les deux faces sont recollées ainsi : [pj , pk, pl] −→ [qj , ql, qk].
Les deux faces se recollent si et seulement si A(qj, ql, qk) = A(pj, pk, pl), ce qui est équi-
valent à :
Fi : zjizkizliwjiwkiwli = 1. (3.7)
Définition 3.27. Les équations (3.7) sont appelées équations de faces. Si on recolle n
tétraèdres entre eux, on obtient de cette façon 2n équations.
Exemple 3.28. Pour l’exemple du nœud de huit, avec les notations de la ﬁgure 3.6, les
quatre équations de faces sont :
F0 : B10B20B30C01C21C31 = 1 F1 : B01B21B31C02C12C32 = 1
F2 : B02B12B32C03C13C23 = 1 F3 : B03B13B23C10C20C30 = 1.
Remarque 3.29. Pour les tétraèdres hyperboliques réels, les équations de faces n’ont
pas lieu d’être puisque deux triplets de points du bord de H2
R
sont toujours isométriques.
D’ailleurs, si on travaille avec un tétraèdre dans HR1, donné par (z01, zz01 ,
z−z01
1−z01 , z
1−z01
z−z01 ),
alors zjizkizli = 1. Quant aux tétraèdres de HR2, zjizkizli = −1. Dans les deux cas, les
équations de faces sont toujours réalisées.
3.3.3 Les équations d’arêtes
Dans cette section, à la manière de la ﬁgure 3.1, on prend m tétraèdres, cette fois-ci
CR. Les invariants respectifs de [p0, p1, p2, p3], [p0, p1, p3, p4], . . ., [p0, p1, pm+1, pm+2] sont :(
z
(1)
01 , z
(1)
10 , z
(1)
23 , z
(1)
32
)
, . . . ,
(
z
(m)
01 , z
(m)
10 , z
(m)
23 , z
(m)
32
)
.
On calcule les coordonnées des sommets. On place le premier tétraèdre en position gé-
nérique : p0 = ∞, p1 = 0, p2 = (1, t1), p3 =
(
z
(1)
01 , s1|z(1)01 |2
)
. Le deuxième en position
générique est p0 = ∞, p1 = 0, p3 = (1, t2), p4 =
(
z
(2)
01 , s2|z(2)01 |2
)
. Il se recolle avec le
premier grâce à la dilatation d’Heisenberg suivante : (z, t) 7→
(
zz
(1)
01 , t|z(1)01 |2
)
. Le sommet
p4 a donc pour coordonnées :
p4 =
(
z
(1)
01 z
(2)
01 , s2|z(1)01 z(2)01 |2
)
.
On en déduit les coordonnées des points suivants :
p5 =
(
z
(1)
01 z
(2)
01 z
(3)
01 , s3|z(1)01 z(2)01 z(3)01 |2
)
. . . pm+2 =
(
z
(1)
01 · · · z(m)01 , sm|z(1)01 · · · z(m)01 |2
)
.
Les tétraèdres se recollent de façon cohérente si p2 = pm+2 ce qui se traduit par les
équations :
z
(1)
01 · · · z(m)01 = 1 (3.8)
t1 = sm. (3.9)
L’égalité (3.9) est assurée par les équations de faces. L’équation (3.8) est obtenue en posant
p0 = ∞, p1 = 0. Si on place les points diﬀéremment : p1 = ∞, p0 = 0, l’équation qu’on
obtient est : z(1)10 · · · z(m)10 = 1.
Maintenant, on se place dans le cas où on recolle n tétraèdres. Sur l’arête Aij se
projettent m arêtes akl. La proposition suivante déﬁnit les équations d’arêtes :
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Proposition 3.30. Si le collage des tétraèdres autour de Aij est cohérent, alors :
Aij :
∏
(k,l) : I(akl)=Aij
Inv (akl) = 1
Aji :
∏
(k,l) : I(alk)=Aji
Inv (alk) = 1.
Ces équations sont dites équations d’arêtes. Si on recolle n tétraèdres, on a n arêtes et
donc 2n équations d’arêtes.
On verra plus loin, au lemme 4.17 que dès lors que les équations de faces sont vériﬁées,
les deux équations d’une arête sont conjuguées. Donc si ça “tourne bien” en haut, ça
tourne bien en bas.
Exemple 3.31. Pour le nœud de huit, on a deux paires d’équations d’arêtes, qui sont
(avec les notations 3.6) :
A01 : B01C01B02C32B32C31 = 1 A30 : B30C30B31C21B21C20 = 1
A10 : B10C10B20C23B23C13 = 1 A03 : B03C03B13C12B12C02 = 1.
Remarque 3.32. Au contraire du cas réel, on n’impose pas que la somme des arguments
égale 2π. On donne plusieurs raisons à cela :
1) Dans le cas d’un recollement à bord torique, ceci est impossible autour de toutes les
arêtes comme le montre le lemme suivant 3.33.
2) Les tétraèdres peuvent faire un recollage qui pave autour d’une arête même si la somme
des arguments n’est pas 2π comme le montre l’exemple ci-dessous 3.34. En eﬀet, pour avoir
un tétraèdre CR plein, on peut choisir de relier les points par des portions de C-cercles.
Dans l’exemple ci-dessous, lorsqu’on tourne autour de l’arête, on peut “revenir en arrière”
sans pour autant chevaucher le tétraèdre précédent.
Lemme 3.33. Dans un recollement de n tétraèdres CR, à étoile torique, il existe toujours
une arête Aij telle que : ∑
l : I(ail)=Aij
arg (Inv (ail)) > 2π
(la fonction arg est prise à la valeur dans [0, 2π[ ).
Démonstration. D’après le lemme 3.26, parmi les invariants (z01, z10, z23, z32) d’un tétra-
èdre CR, l’un au moins est à partie imaginaire négative. Or si Im(z) < 0, alors il en est
de même pour 11−z et 1− 1z . Parmi les 8n invariants qui décorent la triangulation, il y en
a au moins 3n qui sont à argument plus grand que π. Dans les 2n équations d’arêtes, tous
les invariants apparaissent une fois et une seule. Donc, il y a au moins une équation qui
fait intervenir deux invariants z et z′ tels que arg z + arg z′ > π + π.
Exemple 3.34. On recolle quatre tétraèdres autour d’une arête comme sur la ﬁgure 3.12,
avec les invariants suivants :
B01 = C01 = D01 = E01 = i
B10 = e
i 7pi
4 C01 = e
i 5pi
4 D01 = 2 +
3
√
2
2
+ i
√
2
2
E01 = −
√
2
6
+ i
√
2
2
− i2
3
.
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B01
B10
B23 B32
E01
D01
C01
0
0
0
0
1
1
1
1
2
2 2
2
3
3
3
3
Fig. 3.12: Quatre tétraèdres CR se recollent autour d’une arête centrale.
P1 =∞
P2 = 0
Q1 = (1,−1 +
√
2)
Q2 = (i, 1−
√
2)Q3 = (−1,−1 +
√
2)
Q4 = (−i,−3−
√
2)
Fig. 3.13: On a ﬁxé des valeurs pour les invariants des tétraèdres. Cela détermine les
coordonnées des sommets.
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Fig. 3.14: Projection sur C des arêtes des tétraèdres qui sont des portions de C-cercles. A
gauche, on a placé P1 =∞ et P2 = 0. A droite, on a inversé les rôles : P1 = 0 et P2 =∞.
Les autres sont tels que tout se recolle comme indiqué. Les coordonnées de sommets sont
notés ﬁgure 3.13. La somme des arguments autour de l’arête est :
-“en haut” : argB01 + argC01 + argD01 + argE01 = 4arg i = 2π,
-“en bas” : argB10 + argC10 + argD10 + argE10 = 7pi4 +
5pi
4 + arctan(3 − 2
√
2) + π −
arctan(3− 2√2) = 4π.
On relie les sommets par des C-cercles. Sur la ﬁgure 3.14 on a projeté le choix des portions
de C-cercles qu’on fait pour chaque arête. A gauche, on regarde “d’en haut” : P1 =∞ et
P2 = 0. Si on échange les rôles de P1 et P2 en mettant : P1 = (0, 0), P2 =∞, on obtient le
dessin de droite (on obtient ces ﬁgures à l’aide de Maple). Si on remplit les tétraèdres, on
constate qu’on pave autour de l’arête centrale, même si la somme des arguments ne fait
pas 2π.
3.3.4 Les équations de conjugaison
Comme on travaille avec les variables zij , il faut vériﬁer qu’on travaille bien avec un
tétraèdre CR. Cela implique que les équations de conjugaison déﬁnies à la proposition 2.30
soient résolues. D’après la proposition 2.32, il faudra encore conﬁrmer que les invariants
ne sont pas solutions des équations de compatibilité réelle, pour éviter d’avoir un tétraèdre
plat ou même un quadruplet non CR.
Exemple 3.35. Pour les deux tétraèdres qui triangulent le complémentaire du nœud de
huit, cela donne six équations. Pour le premier tétraèdre, elles sont :
B01B10 = B23B32 B02B20 = B13B31 B03B30 = B12B21.
3.3.5 Les équations d’holonomie
On se place dans une étoile. Les équations d’holonomie sont calculées de la même façon
que dans le cas réel au paragraphe 3.2.3.
Exemple 3.36. Dans le cas du complémentaire du nœud de huit, on a un seul sommet.
L’étoile décorée qui lui est associée est donnée ﬁgure 3.15. Le coeﬃcient pour la longitude
est B01 1C02B13
1
C10
B23
1
C20
B31
1
C32
, pour le méridien 1B03C01.
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m l
B01
B10
B23
B32
C01
C10
C23
C32
B02 B03 B12
B13
B20 B21 B30
B31
C02
C03 C12 C13
C20
C21 C30 C31
Fig. 3.15: L’étoile du sommet pour complémentaire du nœud de huit
On reprend les notations données en 3.20. Le méridien et la longitude du tore ont
pour image Hm et Hl par la représentation du groupe fondamental dans PU(2,1). Les
deux applications ﬁxent un point du bord et commutent. Quitte à conjuguer, ce sont des
automorphismes d’Heisenberg. On rappelle que ces automorphismes agissent surH ≃ C×R
et s’écrivent (voir 1.5) :
H : (w, s) 7−→
(
λ
2
λ
w + z, |λ|2s+ t− 2 Im(λ
2
λ
zw)
)
.
Les équations d’holonomie calculent λ
2
λ qui est le coeﬃcient de dilatation de la projection
deH de C dans C. On a ainsi deux équations d’holonomie par étoile : une pour le coeﬃcient
de Hm, une pour celui de Hl.
Les équations d’holonomie imposent : λ
2
λ = 1, autrement dit H est une transformation
parabolique unipotente.
Remarque 3.37. Dans le cas hyperbolique réel, on a vu que en dehors des cas triviaux,
si dans une étoile, l’une des deux équations d’holonomie est réalisée, alors l’autre aussi.
Dans le cas complexe, le résultat de la proposition 1.35 implique que :
1. Hl ou Hm est triviale, ce qu’on considère comme cas dégénéré,
2. Hl ou Hm est une translation verticale,
3. Hl et Hm sont unipotentes,
4. ni Hl ni Hm n’est unipotente.
Donc les deux équations d’holonomie ne sont pas indépendantes, sauf dans le cas où l’une
des applications se trouve être une translation verticale.
3.3.6 Solutions des équations
Admettons que nous ayons une solution au système des équations. Les invariants zij
solutions nous permettent de calculer les sommets des tétraèdres. On est donc en mesure
de déterminer l’expression des matrices qui recollent les faces. Le théorème 3.7 implique
la proposition suivante :
Proposition 3.38. Pour notre variété M , toute solution du système composé des équa-
tions de faces, d’arêtes, de conjugaison permet la construction de l’applications hD qui est
alors une représentation de Π1(M) dans PU(2,1). L’image de hD est le groupe engendré
par les matrices qui recollent les faces.
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Remarque 3.39. Au contraire du cas réel, rien n’implique que le groupe hD(Π1(M))
est discret ou que la représentation est ﬁdèle. D’autre part, la représentation n’est pas
nécessairement complète.
Pour ﬁnir avec l’exemple du nœud de huit, on donne toutes les solutions trouvées par
Falbel :
Théorème 3.40. (voir [Fal08] ) Il existe 6 solutions au système rassemblant les équations
de faces, d’arêtes, d’holonomie et de conjugaison pour le nœud de huit. Elles sont données
par les formules ci-dessous. (A chaque fois, la conjugaison complexe donne une deuxième
solution.)
Solution n°1 : B01 =
1
2 + i
√
3
2 B10 = B01 B23 = B01 B32 = B01
C01 = B01 C10 = B10 C23 = B23 C32 = B32
Solution n°2 : B01 = −14 + i
√
7
4 B10 =
3
2 − i
√
7
2 B23 = B01 B32 = B10
C01 = B32 C10 = B23 C23 = B10 C32 = B01
Solution n°3 : B01 =
5
4 + i
√
7
4 B10 =
3
8 + i
√
7
8 B23 = B01 B32 = B10
C01 = B10 C10 = B01 C23 = B32 C32 = B23
A la solution 1, la représentation est discrète et l’holonomie pour le bord est ﬁdèle. Pour
les solutions 2 et 3, le groupe engendré par Hl et Hm est monogène.
Pour la solution n°1, Falbel “remplit” les tétraèdres CR et munit ainsi le complémen-
taire du nœud de huit d’une structure CR-sphérique branchée autour des arêtes.
Chapitre 4
Rang des équations de recollement
Ce chapitre est consacré à l’étude du rang des équations. Dans un premier temps, on
établit le lien entre rang et rigidité de la structure géométrique. Pour plusieurs exemples
de recollement, nous avons trouvé des solutions aux systèmes d’équations. Nous exposons
ces cas en annexe et calculons ici le rang du système pour chaque solution. La suite du
chapitre étudie le rang en général. En particulier, on verra que si on travaille dans T avec
des tétraèdres qui ne sont pas forcément CR, le rang n’est jamais maximal. D’un autre
côté, si on recolle des tétraèdres CR sans imposer l’holonomie, là aussi, le rang n’est jamais
maximal. La dernière section étudie les structures géométriques qu’admettent les surfaces
formées par les étoiles des sommets.
4.1 Rigidité géométrique et rang des équations de recolle-
ment
Dans ce paragraphe, on se place dans un cadre plus restrictif : la variété M est mu-
nie d’une structure CR-sphérique qui est compatible avec une triangulation géométrique,
c’est-à-dire que M peut être obtenue comme recollement de tétraèdres CR. (Dans le cas
réel, pour une variété hyperbolique complète de volume ﬁni, il existe toujours une triangu-
lation par des tétraèdres hyperboliques idéaux, éventuellement plats d’après [EP88]). Ce
recollement induit des équations de compatibilité qu’on a décrites aux chapitre précédent :
les équations de faces, d’arêtes, de conjugaison et d’holonomie.
Comme M est munie d’une structure géométrique, on a une vraie application déve-
loppante D et une application holonomie hD qui lui est associée. Celle-ci peut s’obtenir à
partir de la triangulation CR, comme c’est décrit à la section 3.1. Dans l’espace des dé-
formations D(M) = Hom(Π1(M),PU(2, 1))/PU(2, 1), on s’intéresse au sous-ensemble des
représentations qui sont associées à une structure géométrique CR-sphérique triangulée.
La proposition suivante relie la rigidité de ces structures et le rang du système rassemblant
les équations de compatibilités.
Proposition 4.1. On se place en une solution des équations qui provient d’une structure
CR-sphérique triangulée de M . Si en ce point le rang du système est maximal, alors cette
structure est rigide.
Démonstration. On part d’une triangulation CR de la variété M =
⋃
Ti − sommets/ ∼.
On se place en une solution du système. A cette solution est associée une holonomie
h0 : Π1(M)→ PU(2,1). On raisonne par contraposée. Ainsi, on suppose que h0 appartient
à une famille à un paramètre (ht)t ⊂ D(M) telle que chaque représentation ht est construite
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Fig. 4.1: Lorsqu’on ajoute un point au centre d’un tétraèdre, on peut le découper en
quatre simplexes qui contiennent ce sommet.
à partir d’une triangulation CR de M . Si on se place dans un voisinage assez petit de h0,
on peut toujours supposer que la triangulation de ht est la même que celle utilisée avec
h0.
Les groupes images des holonomies ht sont engendrés par les applications de recol-
lement de faces. Les matrices qui les représentent dépendent continument du paramètre
t. Les Ti sont des tétraèdres CR dans S3. Les coordonnées des sommets se calculent à
l’aide de ces matrices. Enﬁn, les invariants sont des birapports complexes de ces sommets.
On obtient de cette façon une famille à un paramètre d’invariants qui sont solutions du
système d’équations associé à la triangulation
⋃
Ti. La solution que l’on considère n’est
donc pas isolée et ainsi, le rang du système n’est pas maximal en ce point.
Remarque 4.2. La réciproque n’est pas vraie. Si le rang n’est pas maximal, on a une
famille de solutions qui peuvent éventuellement toujours engendrer la même holonomie.
Par exemple, dans le cas d’une variété compacte, les étoiles autour des sommets sont
des sphères. On se place en une solution du système d’équations, les sommets sont ﬁxés.
On choisit un tétraèdre qu’on redécoupe en quatre tétraèdres comme sur la ﬁgure 4.1.
Cela revient à ajouter un sommet. On peut positionner ce sommet où l’on veut dans
le tétraèdre, on obtiendra toujours la même holonomie. Pourtant, le système obtenu avec
cette triangulation voit la dimension de son espace de solutions augmenter de un, puisqu’on
a un paramètre de liberté en plus avec le sommet ajouté.
4.2 Solutions aux équations de recollement
Dans [CHW99], les auteurs recensent les recollements de tétraèdres (sept au plus) à
bords toriques qui ont une solution hyperbolique réelle. Pour certains éléments de cette
liste, nous avons cherché des solutions CR, c’est-à-dire des solutions aux équations de
faces, arêtes, holonomie, conjugaison. On obtient le résultat suivant :
Théorème 4.3. Pour les recollements suivants, on trouve des solutions : la sœur du
complémentaire du nœud de huit, le complémentaire de l’entrelacs de Whitehead, deux
recollement qui sont référencés dans [CHW99] comme étant : M433 et M434 (quatre té-
traèdres, un sommet). A chaque fois, à la solution, le rang du système rassemblant toutes
les équations (faces, arêtes, holonomie, conjugaison) est maximal.
En annexe, nous avons détaillé pour chaque solution : le recollement des tétraèdres, la
représentation obtenue, le rang de la jacobienne et certaines propriétés des groupes images
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obtenus.
Remarque 4.4. La représentation pour l’entrelacs de Whitehead est étudié au chapitre
5. Nous utilisons des groupes étudiés par Parker et Will. Leur travail en cours traite de
la discrétion de ces groupes. Pour les autres variétés du théorème 4.3, l’image de chaque
représentation obtenue est discrète dans PU(2,1) car contenue dans un réseau du type
U(2,1,Z[ω]).
Dans le cas CR, on accepte que les tétraèdres fassent plusieurs tours autour d’une
arête. Il se peut donc que certains sommets de la triangulation a priori disctincts aient les
mêmes coordonnées à la solution. Elle peut alors être ce qu’on déﬁnit comme une solution
dénégérée :
Définition 4.5. Soit (zij)ij un choix d’invariants qui vériﬁent les équations de com-
patibilité de recollement pour une triangulation donnée. On note T = [p0, p1, p2, p3] et
T ′ = [p0, p1, p3, p4] deux tétraèdres qui se recollent. Si leurs invariants respectifs vériﬁent :
z′01 =
1
z01
, z′10 =
1
z10
, z′23 =
1
z32
, z′32 =
1
z23
, alors la solution est dite dégénérée.
Remarque 4.6. Si les invariants de [p0, p1, p2, p3] sont (z01, z10, z23, z32), alors ceux de
[p0, p1, p3, p2] sont ( 1z01 ,
1
z10
, 1z32 ,
1
z23
). A une solution dégénérée, deux tétraèdres sont confon-
dus.
Remarque 4.7. C’est le cas pour une solution du Whitehead décrite au paragraphe
5.4.3.
Dans le recensement des recollements hyperboliques de [CHW99], nous avons testé des
solutions sur le modèle des solutions du nœud de huit, c’est-à-dire avec des tétraèdres du
type B01 = B10 = 12 + i
√
3
2 , B23 = B32 = B01. Pour un certain nombre de recollements,
cela a abouti à des solutions dégénérées, comme pour l’exemple présenté à la section A.2.3
en annexe. Dans ce cas précis, la solution est très dégénérée puisque les six tétraèdres de
la triangulation sont confondus. Le calcul de la jacobienne du système indique que le rang
des équations de recollement n’est pas maximal. On exhibe d’ailleurs une famille à un
paramètre de solutions. On en conclut que le rang n’est pas maximal en toute solution.
4.3 Rang des équations
Dans la suite de ce chapitre, on va s’attacher à étudier le rang des équations. Pour cette
section, on travaille dans l’espace T , c’est-à-dire que les tétraèdres ne sont pas nécessai-
rement CR. On recolle n tétraèdres, ce qui induit 2n équations de faces Fi, 2n équations
d’arêtes Ajk, k équations d’holonomie Hl, qui relient 4n inconnues zij . Ces équations ne
sont pas toutes indépendantes. Pour étudier le rang, on va utiliser la jacobienne du système
en coordonnées logarithmiques. Précisément, on va travailler avec :
∂ logFi
∂ log zij
∂ logAjk
∂ log zij
∂ logHl
∂ log zij

(4.1)
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1
2
0
3
d log α
d log β d log γ
Fig. 4.2: On a un espace vectoriel complexe de dimension 4n de base d logαi.
On va travailler sur les lignes de cette matrice. La section suivante est l’adaptation au
cas complexe d’un article de Choi [Cho06] qui retraduit dans son formalisme les résultats
de Neumann et Zagier de [NZ85].
4.3.1 Notations
On recolle n tétraèdres : T = {T1, . . . , Tn}, chacun décoré par des invariants qui
sont dans T . L’application identiﬁcation est notée I. Après recollement, on a 2n faces
F1, . . . , F2n rassemblées dans l’ensemble F . L’ensemble des arêtes est A et V = {V1, . . . , Vk}
est celui des sommets. A chacun des sommets v est associé un triangle τ dans l’étoile
comme le montre la ﬁgure 4.2 pour le sommet 0. Tous ces triangles sont rassemblés dans
l’ensemble noté Υ.
L’ensemble des fonctions de F dans C est noté CF . De la même façon, (C2)A rassemble
les fonctions de A dans C2. Enﬁn l’ensemble T T est celui des fonctions de T à valeurs dans
T .
A chaque sommet, on a trois invariants ordonnés dans le sens direct. L’ordre n’apparaît
pas dans la notation zij . Aussi, pour cette section, on introduit une notation qui prend
ceci en compte. Dans le triangle relié au sommet numéroté 0 du tétraèdre de la ﬁgure 4.2,
on note :
d log α = d log z01 d log β = d log z02 d log γ = d log z03.
On procède de même pour les autres sommets. Ils sont reliés entre eux par les formules
suivantes :
d log β = d log 11−z =
z
1−z d log z =
z
1−z d logα.
d log γ = d log
(
1− 1z
)
= − 11−z d log z = − 11−z d logα.
(4.2)
La fonction f suivante donne les équations de faces.
f : T T −→ CF .
Pour i = 1, . . . , 2n :
f(z1, . . . , z8n)(Fi) =
∏
j : aji quitte Fi côté j
Inv (aji).
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d logα
d log β d log γ
Ai
Bi Ci
τ
−→
x1
−→
x2
−→
x3
Fig. 4.3: Le découpage barycentrique de chaque triangle de l’étoile.
La fonction duale f∗ est déﬁnie de T ∗CF dans T ∗T T . Si u1, . . . u2n sont des coordonnées
de CF , alors Fi = d log ui est une base de l’espace cotangent. Sur cette base, f∗ vaut :
f∗(Fi) =
∑
j : aji quitte Fi côté j
d log Inv (aji).
Exemple 4.8. Dans le cas de la ﬁgure huit, l’équation pour la face F0 est (voir l’exemple
3.28) : B10B20B30C01C21C31 = 1. Dans ce cas,
f∗(F0) = d logB10 + d logB20 + d logB30 + d logC01 + d logC21 + d logC31.
On procède de la même façon pour les équations d’arêtes.
a : T T −→ (C2)A.
Pour chaque arête Aij :
a(z1, . . . , z8n)(Aij) =
 ∏
(k,l) : I(akl)=Aij
Inv (akl),
∏
(k,l) : I(alk)=Aji
Inv (alk)
 .
Pour avoir une base de l’espace cotangent T ∗(C2)A, on prend w11, w
2
1, . . . ., w
1
n, w
2
n coordon-
nées de (C2)A qui donnent la base : Aij = d logw
j
i . Sur cette base, g
∗ vaut :
g∗(Aij) =
∑
(k,l) : I(akl)=Aij
d log Inv (akl).
Pour la fonction holonomie h, on se place dans l’étoile d’un des sommets. Chaque
triangle τ est redécoupé comme sur la ﬁgure 4.3. Soit ξ une courbe orientée dans une des
étoiles, qui ne passe ni par les sommets ni par les centres des triangles et qui intersecte
chaque −→xi en un nombre ﬁni de points. L’entier ui(ξ) compte le nombre d’intersections
avec orientation entre ξ et −→x1 dans le triangle τi : ui(ξ) = ξ.−→x1, la fonction vi(ξ) est pour−→x2 et wi(ξ) pour −→x3. Avec ces notations, on déﬁnit h :
h(ξ) =
∑
τi∈Υ
ui(ξ)d log αi + vi(ξ)d log βi +wi(ξ)d log γi.
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Exemple 4.9. A nouveau, dans le complémentaire du noeud huit, si on note l la longi-
tude dans l’étoile, l’équation d’holonomie associée est : −B32B31A32 = 1. Alors, h(l) =
d logB32 + d logB31 + d logA32 = −d logB30 + d logA32.
Remarque 4.10. Le vecteur f∗(Fi) écrit dans la base (d log αi)i est exactement la ième
ligne de la jacobienne donnée en (4.1). Le calcul de la dimension de l’espace engendré par
les vecteurs f∗(Fi), a∗(Ajk), h(lq) donne le rang du système des équations de compatibilité.
4.4 La forme symplectique Ω
Dans cette section, on déﬁnie une forme symplectique sur l’espace vectoriel engendré
par les d log αi, espace de dimension complexe 4n. Ici, à chaque tétraèdre sont associés
quatre vecteurs : d log z01,d log z10,d log z23,d log z32. Dans le cas hyperbolique réel, il n’y
a qu’un vecteur par tétraèdre construit à partir de l’invariant du simplexe. La forme
symplectique introduite dans [Cho04] permet de réécrire les résultats de Neumann et
Zagier de [NZ85]. Dans le cas réel, cela permet de calculer le rang du système des équations
d’arêtes et d’holonomie, dans le cas où tous les invariants sont à partie imaginaire positive.
Dans notre cas, cela nous permettra, à la section suivante, de donner une minoration du
rang.
Dans toute la suite du chapitre, on supposera que la partie imaginaire des invariants est
non nulle. On introduit une forme R-bilinéaire (mais pas C-linéaire), anti-symétrique, notée
Ω déﬁnie sur T ∗
(T T ), l’espace vectoriel de dimension complexe 4n, de base (d log αi)i.
On commence par la déﬁnir sur chaque triangle τi de l’étoile :
Ω(d log α,d log β) = 1.
Ce produit va déterminer tous les autres sur T ∗ (T τi) :
Ω(d log β,d log γ) = Ω(d log β,−d log α− d log β) = −Ω(d log β,d logα) = 1
Ω(d logα,d log β) = Ω
(
d logα,
z
1− z d logα
)
= Ω
(
d log α, i Im
(
α
1− α
)
d logα
)
= 1
dont on déduit :
Ω(d log α, id logα) =
1
Im( α1−α )
.
Dans deux triangles τ et τ ′ distincts, T ∗ (T τ ) et T ∗(T τ ′) sont orthogonaux :
Ω(d log α,d log α′) = 0.
On peut voir Ω comme la partie imaginaire d’une forme hermitienne H déﬁnie par :
H(d logα,d logα) =
1
Im( α1−α )
et H(d log α,d log α′) = 0.
Remarque 4.11. Si ξ est une courbe fermée, comme d log αi + d log βi + d log γi = 0, le
produit Ω(h(ξ),d logα) ne change pas quand on déforme ξ, pourvu qu’on ne traverse pas
les sommets des triangles.
On note l1, . . . , lk les k longitudes dans les étoiles toriques de chaque sommet.
Proposition 4.12. L’espace engendré par f∗(Fi), a∗(Ajk), h(lq) est totalement réel pour
la forme hermitienne H. En fait, on va prouver :
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Fi
Fj
1
2
0
3
d log α0
d log α1
d log β2
d log β3d log γ2
d log γ3
Fig. 4.4: L’écriture de f∗(Fi) contient d logα1 + d log β2 + d log γ3.
1. Ω(f∗(Fi), f∗(Fj)) = 0
2. Ω(f∗(Fl), a∗(Aij)) = 0
3. Ω(a∗(Aij), a∗(Akl)) = 0
Si ξ est une courbe fermée :
1. Ω(f∗(Fi), h(ξ)) = 0
2. Ω(a∗(Aij), h(ξ)) = 0
3. Ω(h(ξ), h(ξ′)) = 2ξ.ξ′
Démonstration. 1. Ω(f∗(Fi), f∗(Fj)) = 0
Si les faces Fi et Fj ne proviennent pas de deux faces d’un même tétraèdre, alors
Ω(f∗(Fi), f∗(Fj)) = 0. Sinon, la ﬁgure 4.4 représente deux faces Fi et Fj d’un même
tétraèdre et dans ce cas, on a le calcul suivant :
Ω(f∗(Fi), f∗(Fj)) = Ω(d log α1 + d log β2 + d log γ3,d log α0 + d log γ2 + d log β3)
= Ω(d log β2,d log γ2) + Ω(d log γ3,d log β3) = 0.
2. Ω(f∗(Fi), a∗(Ajk)) = 0
Fi est associée à deux faces de la triangulation comme représenté ﬁgure 4.5. Le
produit Ω(f∗(Fi),d log zij) est non nul seulement pour les invariants rattachés aux
arêtes qui sont tracées en gras. Par exemple avec l’invariant d log β0, sur l’arête 01
du premier tétraèdre. Cette arête est recollée avec l’arête 02 du deuxième tétraèdre.
Donc dans a∗(Ajk), si d log β0 apparaît, d log γ′0 aussi. Dans ce cas,
Ω(f∗(Fi),d log β0 + d log γ′0) = Ω(d log α0 + d log α
′
0,d log β0 + d log γ
′
0) = 1− 1 = 0
Ainsi, Ω(f∗(Fi), a∗(Ajk)) sera toujours nul.
70 Chapitre 4. Rang des équations de recollement
Fi
0
0
1
2
d logα0
d log β0
d logα′0
d log γ′0
Fig. 4.5: L’écriture du vecteur f∗(Fi) contient : d log α0 + d log α′0.
d log α
d logα′
d log β
d log β′
d log γ
d log γ′
Aij Akl
Fig. 4.6: Les deux arêtes Aij et Akl pointent deux sommets de deux triangles adja-
cents.
4.4. La forme symplectique Ω 71
Fi
d logα
d logα′
d log β d log γ
ξ
Fig. 4.7: L’écriture du vecteur f∗(Fi) contient d log α+ d logα′.
3. Ω (a∗(Aij), a∗(Akl)) = 0.
Pour l’arête Aij , voyons l’étoile autour de son sommet côté i (voir ﬁgure 4.6). Si les
Akl ne pointent pas dans les triangles de sommet Aij , alors :
Ω(a∗(Aij), a∗(Akl)) = 0.
Sinon, on est dans le cas représenté à la ﬁgure 4.6.
Ω (a∗(Aij), a∗(Akl)) = Ω
(
d logα+ d log α′,d log β + d log γ′
)
= 0.
4. Ω(f∗(Fi), h(ξ)) = 0.
La courbe ξ est fermée. On se place dans l’une des étoiles où ξ apparaît. Si Fi est la
face tracée en gras sur la ﬁgure 4.7, dans f∗(Fi), on trouve : d log α+ d log α′. On a
vu qu’on peut déformer ξ dans chaque triangle. Il ne reste que donc trois cas où le
produit n’est pas sûrement nul. Ils sont illustrés à la ﬁgure 4.8. Dans chaque cas, on
a :
– Cas n°1 : Ω(f∗(Fi), h(ξ)) = Ω(d log α+ d log α′,d log α) = 0.
– Cas n°2 : Ω(f∗(Fi), h(ξ)) = Ω(d log α+ d log α′,d log β + d log γ′) = 0.
– Cas n°3 : Ω(f∗(Fi), h(ξ)) = Ω(d log α+ d log α′,d log β − d log β′) = 0.
Finalement, pour chaque cas, on a encore Ω(f∗(Fi), h(ξ)) = 0.
5. Ω(a∗(Aij), h(ξ)) = 0 : On se place dans l’étoile qui correspond à Aij . Si ξ est une
courbe qui reste dans les triangles dessinés ﬁgure 4.9, quitte à la déformer, on peut
considérer qu’elle parcourt un certain nombre de fois un petit lacet qui entoure Aij .
Dans ce cas, h(ξ) = Na∗(Aij) (N ∈ Z) et le produit est nul.
Sinon, à un instant donné, ξ entre dans un premier triangle qui entoure Aij , elle en
traverse N , puis elle ressort comme cela est illustré à la ﬁgure 4.9. Pour chaque
triangle rencontré, la ﬁgure 4.10 permet de calculer la contribution au produit
Ω(a∗(Aij, h(ξ)) :
– Cas 1 : Ω(d log α1, h(ξ)) = 1.
– Cas i : Ω(d log αi, h(ξ)) = 0.
– Cas N : Ω(d logαN , h(ξ)) = −1.
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ξ
d log α
d logα′
Fi
Cas n°1
ξ
d logα
d log α′
Fi
Cas n°2
ξ d log α
d logα′
Fi
Cas n°3
Fig. 4.8: Quitte à déformer la courbe ξ, on est nécessairement dans l’un des trois
cas présentés.
ξ
Aij
Fig. 4.9: La courbe ξ tourne autour de l’arête Aij .
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ξ
ξ
ξ
d logα1
d log αi
d log αN
Cas 1 Cas i Cas N
Fig. 4.10: Pour calculer Ω(a∗(Aij), h(ξ)), on regarde ce qui se passe dans chaque
triangle. Le cas 1 (resp. N) apparait quand ξ entre (resp. sort) dans les triangles de
sommets Aij . Les cas i ont lieu quand ξ tourne autour de Aij.
Ainsi : Ω(a∗(Aij), h(ξ)) =
∑N
i=1Ω(d logαi, h(ξ)) = 0.
6. Ω(h(ξ), h(ξ′)) = 2ξ.ξ′ :
Pour cette partie on reprend exactement les arguments de Choi dans [Cho06]. Le
point précédent montre qu’on peut déformer ξ même à travers les sommets des
triangles, sans modiﬁer Ω(h(ξ), h(ξ′)). Cette quantité est donc bien déﬁnie sur la
classe d’homologie des courbes dans H1(∂M). Pour chaque ξ, on peut déﬁnir son
cocycle dual κ ainsi : κ(arête de l’étoile AB) = ξ.
−−→
AB. Avec les notations de la ﬁgure
4.3, on a par exemple : vi(ξ)− ui(ξ) = κ(AiBi).
La valeur de h en ξ s’écrit : h(ξ) =
∑
τi∈Υ ui(ξ)d log αi+vi(ξ)d log βi+wi(ξ)d log γi.
Pour ξ′, c’est : h(ξ′) =
∑
τi∈Υ ui(ξ
′)d log αi + vi(ξ′)d log βi +wi(ξ′)d log γi. En dis-
tribuant, il reste :
Ω(h(ξ), h(ξ′)) =∑
τi∈Υ
ui(ξ)vi(ξ′)−ui(ξ)wi(ξ′)−vi(ξ)ui(ξ′)+vi(ξ)wi(ξ′)+wi(ξ)ui(ξ′)−wi(ξ)vi(ξ′).
Après factorisation, on obtient :
Ω(h(ξ), h(ξ′)) =∑
τi∈Υ
(
vi(ξ)− ui(ξ)
)(
wi(ξ′)− vi(ξ′)
) − (vi(ξ′)− ui(ξ′))(wi(ξ)− vi(ξ))
74 Chapitre 4. Rang des équations de recollement
Avec κ, cela s’écrit :
Ω(h(ξ), h(ξ′)) =
∑
τi∈Υ
ξ.
−−−→
AiBi ξ
′.
−−→
BiCi − ξ′.−−−→AiBi ξ.−−→BiCi
=
∑
τi∈Υ
κ(AiBi)κ
′(BiCi)− κ′(AiBi)κ(BiCi)
=
∑
τi∈Υ
κ ⌣ κ′(τi)− κ′ ⌣ κ(τi)
= 2ξ.ξ′.
4.5 Espace des solutions dans T
La proposition suivante donne la dimension de l’espace réel engendré par les lignes de
la jacobienne. On se place toujours dans le cas où Im(zij) 6= 0.
Théorème 4.13. Si tous les paramètres vériﬁent Im(zij) 6= 0, alors la dimension réelle
de l’espace réel engendré par les f∗(Fi), a∗(Ajk), h(lq) est 4n − k, où k est le nombre
d’étoiles que compte la variété M .
On a immédiatement le corollaire suivant :
Corollaire 4.14. Le rang de la jacobienne est au plus 4n−k. Dans T ≃ C4n, la dimension
complexe de l’espace des solutions des équations de faces, arêtes, holonomie, s’il est non
vide, est au moins k > 0.
Démonstration. On commence par chercher toutes les combinaisons liantes du type :∑
i
rif
∗(Fi) +
∑
j,k
(sjka
∗(Ajk) + skja∗(Akj)) = 0 (4.3)
avec ri et sjk réels.
Le coeﬃcient sij est associé à l’arête orientée [ij], côté i et rl est relié à la face Fl. On se
place dans le tétraèdre ijkl de la ﬁgure 4.11. La variable zij apparaît dans l’équation de
face Fj et dans l’équation d’arête [ij] côté i. Donc, dans l’équation (4.3) les coeﬃcients
devant d log zij ,d log zik et d log zil sont :
(rj + sij)d log zij + (rk + sik)d log zik + (rl + sil)d log zil,
ce qui d’après (4.2) vaut :(
(rj + sij) + (rk + sik)
zij
1− zij + (rl + sil)
−1
1− zij
)
d log zij . (4.4)
La famille (d log zij , . . .) forme une base du cotangent. Les coordonnées dans (4.4) sont
donc toutes nulles :
(1− zij)(rj + sij) + zij(rk + sik)− (rl + sil) = 0
En passant à la partie imaginaire, on obtient : (−(rj + sij) + (rk + sik)) Im(zij) = 0. La
partie imaginaire des paramètres étant supposée non nulle, on en déduit que c’est le terme
entre parenthèses qui est nul. En remplaçant dans l’égalité précédente, il vient :
rj + sij = rl + sil = rk + sik.
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zij
1− 1
zij
1
1−zij
Arête ij Face j
Fig. 4.11: Un tétraèdre ijkl avec ces paramètres. Le coeﬃcent sij est relié à l’équation de
l’arête orientée [ij]. Le coeﬃcient rl est relié à l’équation de la face Fl. Il est donc associé
aux paramètres : zil, zjl, zkl.
Ces deux égalités ont été obtenues en travaillant au sommet i du tétraèdre 4.11. On procède
de la même façon aux trois autres sommets ce qui donne le système suivant :
(S) =

rj + sij = rk + sik = rl + sil
ri + sji = rk + sjk = rl + sjl
ri + ski = rj + skj = rl + skl
ri + sli = rj + slj = rk + slk
On cherche à résoudre ce système. Les variables ri et sjk sont attachées respectivement
aux faces et aux arêtes après identiﬁcation. Elles peuvent donc apparaître plusieurs fois
dans le système (S) ou dans d’autres tétraèdres.
La somme de toutes les lignes du système (S) donne :
rj + sij + ri + sji + rl + skl + rk + slk = rk + sik + rl + sjl + ri + ski + rj + slj
= rl + sil + rk + sjk + rj + skj + ri + sli
ce qui se simpliﬁe en :
(sij + sji) + (skl + slk) = (sik + ski) + (sjl + slj) = (sil + sli) + (sjk + skj). (4.5)
La quantité sij + sji est liée à l’arête ij. On la note Sij . Elle vériﬁe Sij = Sji. Les égalités
en (4.5) se réécrivent :
Sij + Skl = Sik + Sjl = Sil + Sjk. (4.6)
La variable Sij est reliée à l’arête ij. On va voir qu’en fait elle ne dépend que des sommets
extrémités de l’arête. A chaque sommet Vi après identiﬁcation, on joint une variable qi
(dans le cas d’un seul cusp par exemple, on n’a qu’une seule variable). Si l’arête ij joint
le sommet Vi au sommet Vj , on va montrer :
Sij = qi + qj.
On déﬁnit les qi comme suit. Soit une face ijk qui contient le sommet Vi comme sur la
ﬁgure 4.12. Alors on pose :
qi =
1
2
(Sij − Sjk + Ski)
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Fj
FkFl
Sij
Sik
Sil
Sjk
Sjl
Skl
i
j
k l
Fig. 4.12: Un tétraèdre ijkl. On y a indiqué trois des faces : Fj , Fk, Fl. La variable Sij
est reliée à l’arête non-orientée (ij).
Cette déﬁnition doit être indépendante du choix de la face contenant Vi. Pour commencer,
dans un même tétraèdre, il y a trois faces qui partent du sommet Vi. Chacune donne une
valeur pour qi. Avec les notations de la ﬁgure 4.12 et grâce aux égalités (4.6), on en déduit :
face ijk : qi = 12(Sij − Sjk + Ski)
face ijl : 12(Sij − Sjl + Sli) = 12(Sij − (Sij + Skl − Sik) + (Sij + Skl − Sjk))
= 12(Sij + Sik − Sjk)
face ikl : 12(Sik − Skl + Sli) = 12(Sik − (Sik + Sjl − Sij) + (Sik + Sjl − Sjk))
= 12(Sik + Sij − Sjk)
On constate bien qu’on obtient à chaque fois le même résultat. De proche en proche on
montre ainsi que la déﬁnition des qi est cohérente. Donc, qi est bien une variable liée au
sommet Vi. Maintenant, toujours dans le tétraèdre de la ﬁgure 4.12,
qi + qj =
1
2
(Sij − Sjk + Ski) + 1
2
(Sjk − Ski + Sij) = Sij.
Ainsi, sij + sji = qi+ qj. On a donc déterminé la somme sij + sji. Pour avoir chacune des
variables, il faut spéciﬁer la diﬀérence Dij = sij − sji. Avec ces variables, on a :
sij =
1
2
(Sij +Dij) =
1
2
(qi + qj +Dij)
Le système (S) devient :
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rj +
1
2(qi + qj +Dij) = rk +
1
2(qi + qk +Dik) = rl +
1
2(qi + ql +Dil)
ri +
1
2(qj + qi +Dji) = rk +
1
2(qj + qk +Djk) = rl +
1
2(qj + ql +Djl)
ri +
1
2(qk + qi +Dki) = rj +
1
2(qk + qj +Dkj) = rl +
1
2(qk + ql +Dkl)
ri +
1
2(ql + qi +Dli) = rj +
1
2(ql + qj +Dlj) = rk +
1
2(ql + qk +Dlk)
ce qui donne après simpliﬁcation :
2rj + qj +Dij = 2rk + qk +Dik = 2rl + ql +Dil
2ri + qi +Dji = 2rk + qk +Djk = 2rl + ql +Djl
2ri + qi +Dki = 2rj + qj +Dkj = 2rl + ql +Dkl
2ri + qi +Dli = 2rj + qj +Dlj = 2rk + qk +Dlk
On pose : Dij = 2ri + qi − 2rj − qj + xij avec xij = −xji, ce qui donne :
2ri + qi + xij = 2ri + qi + xik = 2ri + qi + xil
2rj + qj + xji = 2rj + qj + xjk = 2rj + qj + xjl
2rk + qk + xki = 2rk + qk + xkj = 2rk + qk + xkl
2rl + ql + xli = 2rl + ql + xlj = 2rl + ql + xlk
D’après ce système, les variables xij sont toutes égales entre elles. Comme en plus xij =
−xji, c’est qu’elles sont toutes nulles. Donc,
sij =
1
2
(Sij +Dij) =
1
2
(qi + qj + 2ri + qi − 2rj − qj) = qi + ri − rj
On vériﬁe aisément que le système (S) est alors résolu. Encore faut-il que qi + ri − rj soit
bien associé à une arête orientée. Il faut pour cela que ri − rj soit constant sur les arêtes
orientées décorées par sij .
Par exemple, sur la ﬁgure 4.13, deux faces sont recollées comme l’indiquent les poin-
tillés. Les arêtes ij et i′j′ sont identiﬁées, donc : sij = si′j′ . De la même façon, qi = qi′ .
Dans le premier tétraèdre, sij = qi+ ri− rj et dans le deuxième, sij = si′j′ = qi+ ri′ − rj′ .
Il faut donc l’égalité suivante :
ri − rj = ri′ − rj′ (4.7)
Pour les arêtes il et i′k′ on a : sil = qi + ri − rl et si′k′ = qi + ri′ − rk′ . Ces deux arêtes
étant identiﬁée, il vient l’égalité suivante :
ri − rl = ri′ − rk′ (4.8)
Encore une fois, on va voir que ri ne dépend que des sommets de la face Fi. Une
nouvelle variable pl est ajoutée à chaque sommet Vl. Si les trois sommets de la face Fi sont
Vj, Vk, Vl (ils peuvent être éventuellement les mêmes), alors on montre que ri = pj+pk+pl.
On déﬁnit comme suit pi : dans un tétraèdre de sommets Vi, Vj , Vk, Vl de faces Fi, Fj ,
Fk, Fl (voir ﬁgure 4.14) :
pi =
1
3
(rj + rk + rl − 2ri).
Voyons comment cette déﬁnition ne dépend pas du tétraèdre choisi. On prend deux té-
traèdres T et T ′ qui ont une face en commun qui contient le sommet Vi. On reprend les
notations de la ﬁgure 4.13. Dans le premier tétraèdre T , pi = 13(rj + rk + rl − 2ri). Dans
T ′, on aurait : 13 (rj′ + rk′+ rl′ − 2ri′). D’après (4.7) et (4.8) : rj′ + rk′ − 2ri′ = rj + rl− 2ri.
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i
j
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i′
j ′
k′ l′
(rj, sij)
(rk, sik) (rl, sil)
(rk, sjk) (rl, sjl)
(ri, ski)
(rj, skj)
(rl, skl)
(ri, sli)
(rj, slj)
(rk, slk)
(rj′, si′j′)
Fig. 4.13: Deux tétraèdres qui se recollent suivant les pointillés. Les variables ri et sjk sont
associées respectivement à une face et une arête orientée. Aux côtés de zij , on a indiqué
(rj , sij) car le paramètre zij apparait dans l’équation de face Fj et l’équation d’arête Aij.
Vi
Vj
Vk Vl
Fi
Fj
FkFl
Fig. 4.14: Un tétraèdre de faces Fi, Fj , Fk, Fl.
4.6. Rang des équations dans le cas réel 79
Enﬁn, la face k de T et la face l′ de T ′ sont recollées ensemble, ce qui donne : rl′ = rk.
On trouve bien dans les deux tétraèdres la même déﬁnition de pi. De proche en proche,
cela prouve que la déﬁnition de pi est indépendante du choix du tétraèdre dans lequel on
se place.
En résumé, dans un tétraèdre ijkl, nécessairement :
ri = pj + pk + pl sij = qi + ri − rj = qi + pj − pi.
Réciproquement, les ri et les sij sont bien associés chacun à l’objet géométrique qui leur
correspond et ils annulent bien (4.3). On a k variables pi et k variables qi. Donc les 4n
lignes de faces et d’arêtes de la jacobienne engendrent un espace vectoriel de dimension
4n− 2k.
Remarque 4.15. En fait, les équations de face Fj et d’arêtes Akl vériﬁent toujours :∏
j
Frjj
∏
k,l
Asklkl Aslklk = 1
On ajoute maintenant les équations d’holonomie. A nouveau, on part d’une combinaison
linéaire reliant les lignes de la jacobienne :∑
i
ρif
∗(Fi) +
∑
j,k
(σjka
∗(Ajk) + σkja∗(Akj)) +
∑
q
λqh(lq) = 0
La courbe mp est le méridien dans la pème étoile. La seule courbe qu’il rencontre parmi
les l1, . . . , lk est la longitude de la pième étoile. D’après la proposition 4.12, le produit par
Ω donne :
Ω
h(mp),∑
i
ρif
∗(Fi) +
∑
j,k
σjka
∗(Ajk) + σkja∗(Akj) +
∑
q
λqh(lq)
 = λp(mp.lp) = λp
Ainsi, λp est nul et ceci est vrai pour tout p. Donc, la famille (h(l1), . . . , h(lk)) est R-libre
et la dimension réelle de l’espace réel engendré par f∗(Fi), a∗(Akj), h(lp) est 4n− k.
4.6 Rang des équations dans le cas réel
Dans le cas hyperbolique réel, on peut décider de ne travailler qu’avec des invariants à
partie imaginaire strictement positive. Dans une telle conﬁguration, la proposition suivante
calcule le rang exact de la jacobienne :
Proposition 4.16. On suppose que tous les invariants zij sont à partie imaginaire stric-
tement positive. Alors la dimension de l’espace complexe engendré par f∗(Fi), a∗(Akj),
h(lp) est 4n−k. Autrement dit, au voisinage d’une solution des équations de faces, arêtes,
holonomie, telle que Im(zij) > 0, la dimension de l’espace des solutions dans T est k.
Démonstration. On part d’une combinaision liante à coeﬃcients complexes :∑
i,j,k,q
rif
∗(Fi)+sjka∗(Ajk)+λqh(lq)+ i
∑
i,j,k,q
r′if
∗(Fi)+s′jka
∗(Ajk)+λ′qh(lq) = C+ iC
′ = 0
avec les r, r′, s, s′, λ, λ′ réels. On reprend la forme hermitienne déﬁnie à la section 4.4.
On a :
H(C + iC ′, C + iC ′) = H(C,C) +H(C ′, C ′)− 2 Im(H(C,C ′)) = 0. (4.9)
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D’après la proposition 4.12, l’espace réel engendré par les f∗(Fi), a∗(Akj), h(lp) est to-
talement réel. Ainsi, Im(H(C,C ′)) = 0. Ici, on suppose que Im(zij) > 0. La matrice
représentative de H est diagonale, avec comme coeﬃcients :
1
Im
(
zij
1−zij
) = |1− zij |2
Im zij
.
Donc la forme hermitienne H est déﬁnie positive : H(C,C) ≥ 0 et s’annule si et seulement
si C = 0. D’après (4.9), C = C ′ = 0. La proposition 4.13 a déterminée les combinaisons
liantes réelles. On en déduit que la dimension de l’espace complexe engendré par les lignes
de la jacobienne est 4n− k.
4.7 Rang des équations dans le cas CR
Dans cette section, on travaille avec des tétraèdres CR, c’est-à-dire qu’on suppose
résolues les équations de conjugaison. On a quatre variables réelles par tétraèdres : (z =
x+ iy, s, t).
Lemme 4.17. Si toutes les équations de faces sont vériﬁées, alors sur une arête [ij], les
deux équations d’arêtes satisfont : Aij = Aji.
Démonstration. Avec les notations de la ﬁgure 4.15, on a T1, .., Tm tétraèdres CR, ca-
ractérisés respectivement par (z1, t1, s1), ..., (zm, tm, sm). Les équations de faces donnent
les égalités des invariants de Cartan. Par exemple, la face commune entre T1 et T2 a
comme invariant côté T1 : A(∞, 0, (z1, |z1|2s1)) = s1. Côté T2, A(∞, 0, (1, t2)) = t2. Donc
F1 : s1 − t2 = 0. Plus généralement :
Fj : sj − tj+1 = 0 pour j = 1 . . . m− 1 et Fm : sm − t1 = 0.
La première équation d’arêtes est le produit des invariants associés à l’arête en pointillée
côté ∞ :
A01 :
m∏
j=1
zj .
La deuxième calcule le produit des invariants reliés à l’arête côté 0 :
A10 :
m∏
j=1
zj
i+ sj
i+ tj
.
Par suite, si les équations de faces sont vériﬁées, alors : A10 = A01.
Lemme 4.18. La dimension réelle de l’espace des solutions aux équations de faces pour
n tétraèdres CR est 2n+ 1.
Démonstration. Dans le cas où les tétraèdres sont CR, les équations de faces, a priori
complexes, égalisent les invariants de Cartan. Ce sont donc en fait des équations réelles.
Le produit de toutes les équations de faces est 1 puisque tous les invariants zij vont
apparaître une fois et une seule dans ce produit. A chaque sommet, zij1zij2zij3 = −1. Le
produit vaut donc (−1)4n = 1. Ainsi, le rang réel des équations de faces est au plus 2n−1.
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0
(1, t1)
∞
(z1, |z1|2s1)
z01
z10
T1
T2Tm
Fig. 4.15: Les m tétraèdres Ti tournent autour de l’arête centrale. On a indiqué les coor-
données des sommets.
Pour l’autre inégalité, on se place dans un tétraèdre générique (z = x+ iy, s, t). Ici, les
invariants de Cartan des quatre faces sont :
face 0 : tan(A(p1, p3, p2)) = −2y − s+ 2sx− 2tx− st
2 + 2tsy + t(1 + s2)(x2 + y2)
(x− 1)2 + y2 + 2sy + s2x2 + s2y2 + t2 − 2ty − 2tsx
face 1 : tan(A(p0, p2, p3)) =
(x2 + y2)s− t+ 2x
(x− 1)2 + y2
face 2 : tan(A(p0, p3, p1)) = −s
face 3 : tan(A(p0, p1, p2)) = t.
Chaque invariant est égal à un autre, et celui-ci ne dépend pas des variables de notre
tétraèdre x, y, s, t. On calcule la jacobienne du système des équations de faces :(
∂Fi
∂xj
,
∂Fi
∂yj
,
∂Fi
∂sj
,
∂Fi
∂tj
)
i=0..2n , j=1..n
face 0
face 1
face 2
face 3
...

x y s t · · ·
a c ∗ ∗ ∗ · · · ∗
b d ∗ ∗ ∗ · · · ∗
0 0 −1 0 ∗ · · · ∗
0 0 0 1 ∗ · · · ∗
0 0 0 0 ∗ · · · ∗
...
...
...
...
...
...
0 0 0 0 ∗ · · · ∗

La matrice extraite formée par les 4 premières colonnes est exactement de rang 3. Elle est
au plus de rang trois car dans un tétraèdre, les 4 invariants de Cartan vériﬁent la relation
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de cocycle suivante :
A(p0, p1, p2) + A(p0, p3, p1) + A(p0, p2, p3) + A(p1, p3, p2) = 0.
Les deux premières lignes de la matrice extraite sont donc proportionnelles. L’un des
termes a, b, c ou d est non nul. Si ce n’était pas le cas, le calcul nous donne :
a =
∂ tan(A(p1, p3, p2)))
∂x
= 0⇔ s(x− x2 + y2) + t(x− 1) = 2y(x− 1)
b =
∂ tan(A(p0, p2, p3)))
∂x
= 0⇔ sy(1− 2x) + ty = −(1− x)2 + y2.
Les solutions où x = 1 et y = 0 (c’est-à-dire z = 1) sont refusées. En dehors de celles-ci,
le système est inversible en s et t et on trouve : s =
x− 1
y
et t =
x2 + y2 − x
y
. Mais alors
l’invariant z10 = (x − iy) i+ s
i+ t
= 1, ce qui est également refusé. Finalement, la matrice
formée par les 4 premières colonnes est de rang 3.
La jacobienne a 2n lignes (il y a 2n faces), 4n colonnes (il y a 4 variables réelles par
tétraèdre). On considère une combinaison liante des 2n lignes :
2n−1∑
i=0
riLi = 0. Si r0 est
ﬁxé, comme les quatre premières colonnes sont de rang trois, r1, r2, r3 sont déterminés. La
face 0 appartient à un deuxième tétraèdre. De même que pour le premier, on lui associe 4
colonnes de la jacobienne qui engendrent un espace de dimension 3. Comme r0 est donné,
on a encore trois ri reliés à ce tétraèdre qui sont ﬁxés. Ainsi, de proche en proche, tous
les ri sont déterminés. L’espace engendré par les lignes est donc au plus de dimension
2n− 1.
Remarque 4.19. Si on a n tétraèdres, cela fait 4n invariants de Cartan. Le lemme
précédent montre que la dimension de l’espace des invariants de Cartan compatibles avec
le recollement est n+ 1.
Théorème 4.20. L’espace des tétraèdres CR est de dimension réelle 4n. Le sous-ensemble
de ceux qui sont solutions des équations de faces et d’arêtes est lui au moins de dimension
réelle 2k.
Démonstration. On se place en un point où les équations de faces sont réalisées. Le lemme
4.18 montre que le rang réel des équations de faces seules est 2n − 1. D’après 4.17, on
sait aussi que les équations d’arêtes Aij et Aji sont conjuguées. Dans le cas où il n’y a
qu’un seul sommet, on constate que le produit des équations d’arêtes vaut 1 :
∏AijAji =∏ |Aij|2 = 1. Les 4n équations réelles d’arêtes sont conjuguées deux par deux, et sont
reliées par cette dernière équation réelle. Le rang des équations de faces et d’arêtes est
donc au plus : (2n − 1) + (4n − (2n + 1)) = 4n− 2 pour k = 1.
Pour un plus grand nombre de sommets, la situation est la même. Le produit des
équations d’arêtes qui pointent sur un même sommet vaut un, ce qui implique :∏
j
|Aij | = 1.
Pour les arguments des Aij, à chaque sommet νi (il y en a k), on associe deux réels : qi et
pi. Si les sommets de l’arête Aij sont νi et νj , on pose :
sij + sji = 2(qI + qj)
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dij − dji = 2(pi − pj).
Alors les équation d’arêtes vériﬁent :
P (q) =
∏
i,j
|Aij|sij |Aji|sji (4.10)
S(p) =
∑
i,j
dij arg(Aij) + dji arg(Aji) ≡ 0 [2π]. (4.11)
En eﬀet, comme Aij = Aji, on obtient :
P (q) =
∏
i,j
|Aij|qi+qj |Aji|qi+qj
S(p) =
∑
i,j
(pi − pj) arg(Aij) + (pj − pi) arg(Aji).
Les invariants d’un tétraèdre (z01, z10, z23, z32) apparaissent dans la première formule
(4.10) ainsi :
|(z01z10)q0+q1(z23z32)q2+q3(z02z20)q0+q2(z13z31)q1+q3(z03z30)q0+q3(z12z21)q1+q2 |.
Comme on travaille avec des tétraèdres CR, les équations de conjugaison sont satisfaites
et entraînent :
|(z01z10)q0+q1+q2+q3(z02z20)q0+q2+q1+q3(z03z30)q0+q3+q1+q2| = |ωaωbωc|q0+q1+q2+q3
où ωi sont les invariants introduits à la déﬁntion 2.16. Ils vériﬁent : |ωaωbωc| = 1. Ainsi,
l’équation (4.10) est vériﬁée.
Pour le même tétraèdre, l’équation 4.11 relie les invariants ainsi :
p0 − p1)(arg z01 − arg z10) + (p2 − p3)(arg z23 − arg z32)
+(p0 − p2)(arg z02 − arg z20) + (p1 − p3)(arg z13 − arg z31)
+(p0 − p3)(arg z03 − arg z30) + (p1 − p2)(arg z12 − arg z21)
= p0(arg(−1)− arg z10 − arg z20 − arg z30) + p1(arg(−1)− arg z01 − arg z31 − arg z21)
+p2(arg(−1)− arg z32 − arg z02 − arg z12) + p3(arg(−1)− arg z23 − arg z13 − arg z03).
Dans la somme S(p), le terme en facteur de p0 est :
p0(arg(−1)N0 −
∑
i
arg(zi0)),
où N0 est le nombre de représentants du sommet ν0 dans la triangulation. C’est aussi
le nombre de triangles dans l’étoile associée à ν0, donc N0 est un entier pair. D’autre
part,
∑
i arg(zi0)) ≡ arg(
∏
i zi0) [2π]. Or,
∏
i zi0 =
∏
j Aj0 =
∏
j A0j =
∏
i z0i. Ce dernier
produit rassemble tous les invariants qui apparaissent dans l’étoile de ν0. Comme l’étoile
est composée de triangles euclidiens :∑
i
arg(zi0) ≡ −
∑
i
arg(z0i) ≡ N0π ≡ 0 [2π].
Ainsi, le terme en facteur de p0 dans S(p) est nul modulo 2π. Il en est de même pour tous
les sommets. On a donc bien S(p) = 1.
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On comptabilise les relations entre les 4n équations réelles d’arêtes : il y a k variables
qi, donc n + k variables sij. Pour les pi, il y a k − 1 diﬀérences pi − pj, donc n + k − 1
relations indépendantes qui lient les arguments des Aij. Le rang des équations d’arêtes est
au plus : 4n− (n+ k)− (n+ k− 1) = 2n− 2k+1. Ajoutées aux équation de faces, le rang
est au plus 4n− 2k.
4.8 Nature des surfaces composées par les étoiles
Dans cette section, on s’intéresse aux structures dont peuvent être munies les surfaces
obtenues comme étoile d’un sommet. On oublie les tétraèdres sous-jacents aux triangles
qui composent l’étoile. Tout se passe comme si on avait une surface Σ triangulée avec N
triangles paramétrés chacun par un invariant z.
Définition 4.21. Le cône standard d’angle θ est :
Vθ = {(r, t) | r ≥ 0 t ∈ R/θZ}/(0, t) ∼ (0, t′).
Définition 4.22. Soit Σ une surface. Une structure de surface plate sur Σ est la donnée
de :
1. un ensemble de points de la surface S = {σ1, . . . , σS} et un ensemble d’angles :
{θ1, . . . , θS}.
2. un atlas (Ui, φi) sur Σ− S tel que :
(a) tout x ∈ Σ \ S est dans une carte φ : Ui → φ(Ui) ⊂ R2, où R2 est muni de sa
structure euclidienne.
(b) tout point σi de S est dans une carte φσi : Ui → Vθi .
(c) Les changements de cartes sont des isométries.
Dans notre cas, la surface Σ est un tore. Elle est obtenue en recollant N triangles
paramétrés chacun par un invariant z. Si on note S le nombre de sommets, la formule de
la caractéristique d’Euler nous donne :
N = 2S.
Aﬁn d’obtenir une structure de surface plate, on impose des conditions sur les invariants
zi. Autour de chaque sommet, on note Ai le produit des invariants. Lorsque les équations
Ai = 1 sont résolues, on a deux applications de recollement, l’une hl associée à la longitude
du tore, l’autre hm liée au méridien. Toutes les deux sont des similitudes : hl : z → az+ b.
De la même façon qu’à la section 3.2.3, le coeﬃcient a pour la longitude et le méridien
sont calculés par les équations d’holonomie : Hl et Hm.
Proposition 4.23. Soit z1, . . . , zN un choix d’invariants qui sont solutions des équations
Ai = 1, Hm = 1 et Hl = 1. Alors ils déﬁnissent une structure de surface plate sur Σ. Les
points marqués S = {σ1, . . . , σS} sont les sommets.
Remarque 4.24. Dans [Fra06], l’auteur étudie les structures globales sur les recollement
de triangles, c’est-à-dire sans en retirer les sommets des triangles. Il montre qu’un choix
d’invariants zi déﬁnit une structure euclidienne sur le tore triangulé si et seulement si les
équations Ai = 1 et Hl = 1 sont vériﬁées et que le groupe engendré par hl et hm est
de rang deux. Cette dernière condition est équivalent au fait que la somme des aires des
triangles est non nulle.
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Proposition 4.25. Dans le cas CR, la surface obtenue comme l’étoile d’un sommet ne
peut jamais être munie d’une structure euclidienne globale.
Démonstration. D’après la proposition 1.35, pour les deux automorphismes d’Heisenberg
Hl et Hm qui engendrent l’holonomie du bord, on a trois cas :
1. l’un est trivial ou une translation verticale.
2. les applications Hm et Hl agissent sur C comme deux translations colinéaires non
triviales.
3. ils ne sont pas unipotents.
Dans le troisième cas, Hl et Hm n’agissent pas sur C comme des translations. Pour les
deux premiers cas, les projections de Hl et Hm sur C engendrent toujours un groupe de
rang un. On n’a donc jamais une structure euclidienne sur l’étoile.
Remarque 4.26. Dans le cas CR, lorsque les équations de faces, arêtes et holonomie sont
résolues, d’après [Fra06], la somme des aires des triangles d’une étoile est toujours nulle.
Définition 4.27. Un choix d’invariants zi donne une solution dégénérée si l’une des ap-
plications hl ou hm est triviale.
La similitude hl s’écrit z 7→ az + b. La valeur de a est calculée par les équations
d’holonomie. Les invariants zi ne suﬃsent pas à déterminer b sauf dans le cas où il est nul.
Pour préciser cette dernière assertion, on pose la déﬁnition suivante :
Définition 4.28. Pour une courbe ξ orientée tracée dans l’étoile, on déﬁnit t(ξ) avec les
notations de la ﬁgure 4.16 ainsi :
t(ξ) = 1− Z1 + Z1Z2 − · · · + (−1)p−1Z1 · · ·Zp−1
où Zi est le produit des invariants qu’il rencontre : Z1 = Z1 = z
(1)
1 z
(1)
2 · · · z(1)p1 . Cette valeur
n’est pas constante sur la classe d’homotopie de ξ.
Lemme 4.29. Les invariants zi donnent une solution non dégénérée si et seulement si
t(l) et t(h) sont non nuls.
Démonstration. On reprend les notations de la ﬁgure 4.16 : on a recollé des triangles et
on suppose que les équations autour des sommets ainsi que les équations d’holonomie sont
vériﬁées. Lorsqu’on plonge le recollement dans C, les coordonnées des sommets sont des
complexes ui ∈ C. La courbe ξ représentée est supposée être la longitude l. Les deux arêtes
extrémales sont identiﬁées par hl.
Le vecteur
−−→
u′0u1 est l’image de
−−→u0u1 par l’homothétie de rapport z(1)1 de centre u1 : u′0−u1 =
z
(1)
1 (u0 − u1). De proche en proche, on en déduit les égalités suivantes :
u2 − u1 = Z1(u0 − u1)
u3 − u2 = Z2(u1 − u2) = −Z1Z2(u0 − u1)
...
ui+1 − ui = Zi(ui−1 − ui) = (−1)iZ1 · · ·Zi(u0 − u1)
...
up − up−1 = Zp−1(up−2 − up−1) = (−1)p−1Z1 · · ·Zp−1(u0 − u1)
.
La somme de ces lignes donne :
up − u0 = −(u0 − u1)t(l).
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u0 u1 u2 u3 up−1 up
u′0 u
′
1 u
′
p1−1 u
′
p1
u′q
Z1
Z2
Zp−1
z
(1)
1
z
(1)
2
z
(1)
p1
ξ
Fig. 4.16: Schéma d’un recollement de triangles. Les Zi sont les produits des invariants
qu’ils rencontrent : Z1 = z
(1)
1 z
(1)
2 · · · z(1)p1 .
i j
k
zq
τ
l
Fig. 4.17: Un triangle τ , paramétré par l’invariant zq, traversé par la longitude l.
La translation hl est triviale si et seulement si les points u0 et up sont confondus. Comme
u1 − u0 n’est jamais nul, l’application hl est triviale si et seulement si t(l) = 0.
La proposition suivante calcule le rang des équations Ai et Hl :
Proposition 4.30. En dehors des cas dégénérés, les S équations Ai = 1 sont de rang
S − 1. Elles sont indépendantes des équations d’holonomie.
Démonstration. Le produit de toutes les équations est
S∏
j=1
Aj =
N∏
i=1
zi
1
1− zi
(
1− 1
zi
)
= (−1)N = (−1)2S = 1.
Donc, le rang est au plus S − 1.
On veut calculer le rang de la jacobienne du système logA1, . . . , logAS , logHl par
rapport aux variables log zi. On va déterminer les éléments du noyau de la jacobienne
transposée, c’est-à-dire les éléments t(s1, . . . , sS, h) qui vériﬁent :

∂ logA1
∂ log z1
∂ logA2
∂ log z1
· · · ∂ logHl∂ log z1
...
∂ logA1
∂ log zN
∂ logA2
∂ log zN
· · · ∂ logHl∂ log zN


s1
s2
...
h
 = 0.
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Pour la qème ligne, dans le triangle τ d’invariant zq, avec les notations de la ﬁgure
4.17, cela donne :
si
∂ logAi
∂ log zq
+ sj
∂ logAj
∂ log zq
+ sk
∂ logAk
∂ log zq
+ ǫq
∂ logHl
∂ log zq
= 0
si
∂ log zq
∂ log zq
+ sj
∂ log 11−zq
∂ log zq
+ sk
∂ log(1− 1zq )
∂ log zq
+ ǫq
∂ log(1− 1zq )
∂ log zq
= 0
ce qui d’après les formules données en (4.2) :
si +
zq
1− zq sj +
−1
1− zq sk + ǫq
−1
1− zq h = 0
où ǫq = 0 si l la longitude ne traverse pas le triangle, ǫq = 1 si l est orientée dans le sens de
la ﬁgure 4.17 et ǫq = −1 si l’orientation est contraire. Si on pose δi,j = si − sj , l’équation
précédente devient :
δi,k − zqδi,j − ǫqh = 0.
On reprend les notations de la ﬁgure 4.16. Dans ce cas, on a :
pour le premier triangle : δ1,0′ − z(1)1 δ1,0 + h = 0 ⇒ δ1,0 =
δ1,0′+h
z
(1)
1
pour le second : δ0′,1 − 1
1−z(1)2
δ0′,1′ − h = 0 ⇒ δ1,0′ + h = δ1,1′+h
z
(1)
2
...
pour le p1−1ième triangle : δp′1−1,1 − 11−z(1)
p′1−1
δp′1,p′1−1 − h = 0 ⇒ δ1,p′1−1 + h =
δ1,p′1
+h
z
(1)
p′1−1
pour le p1ième triangle : δ2,p′1 −
(
1− 1
z
(1)
p′1
)
δ2,1 + h = 0 ⇒ δ1,p′1 + h =
δ1,2
z
(1)
p′1
.
ce qui, mis bout à bout amène à :
δ1,0 =
1
z
(1)
1 z
(1)
2 · · · z(1)p′1−1z
(1)
p′1
δ1,2 =
1
Z1
δ1,2.
Pour les autres côtés qui suivent la longitude, de la même façon, on obtient :
δ3,2 = Z2δ1,2 δi+1,i = Ziδi−1,i δp,p−1 = Zp−1δp−2,p−1.
La somme de ces termes donne d’une part :
δ0,1+δ1,2+δ2,3+· · ·+δp−1,p = δ0,1(1−Z1+Z1Z2−· · ·+(−1)pZ1 · · ·Zp−1) = δ0,1 t(l). (4.12)
D’autre part, cette somme vaut aussi s0 − sp. Or comme les deux arêtes extrémales sont
identiﬁées, on a sp = s0. Dans (4.12), cela donne :
δ0,1 t(l) = 0.
Dans le cas non-dégénéré, t(l) n’est pas nul. C’est donc : δ0,1 = 0. En faisant le même
raisonnement avec un méridien qui passe par le premier triangle on obtient que : δ0,0′ = 0,
autrement dit s0 = s1 = s′0. Dans le premier triangle, on avait l’égalité : δ1,0′−z(1)1 δ1,0+h =
0. On en déduit h = 0. Les équations Ai et celle d’holonomie sont donc indépendantes.
Ensuite, dans chaque triangle, on a une égalité du type δi,j = ziδi,k. Comme δ0,1 = 0, cela
se propage à tous les δi,j. Ainsi, tous les si sont égaux. Le noyau de la transposée de la
jacobienne est engendré par le vecteur : t(1, . . . , 1, 0). Il est donc de dimension 1.
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On se place dans T et on ne considère que les équations d’arêtes et d’holonomie. Si
on ne travaille pas avec les équations de faces, tout se passe comme si on avait k surfaces
obtenues comme le recollement de triangles euclidiens. La proposition 4.30 implique :
Corollaire 4.31. Dans T , pour un choix d’invariants, si dans chaque étoile, t(mp) et
t(lp) sont non nulles, alors l’ensemble des équations d’arêtes est de rang 2n − k et elles
sont indépendantes des k équations d’holonomie.
Remarque 4.32. Dans le cas CR, si t(lp) est nul, alors l’image de la longitude peut être
triviale ou une translation verticale.
Chapitre 5
Représentations pour l’entrelacs
de Whitehead
Dans [PW], Parker et Will étudient les groupes engendrés par deux applications uni-
potentes dont le produit est aussi unipotent. On constate que ces groupes forment une
famille de représentations du groupe fondamental du complémentaire de l’entrelacs de
Whitehead. Si on voit cette variété comme le recollement de quatre tétraèdres, on obtient
ainsi une famille à deux paramètres de solutions aux équations liées au recollement des
tétraèdres. Dans cette famille, l’holonomie n’est pas constante. Pour un des sommets, elle
est parabolique unipotente, pour l’autre, elle varie avec les paramètres.
5.1 Le complémentaire de l’entrelacs de Whitehead
Le complémentaire de l’entrelacs de Whitehead est obtenu en recollant les faces d’un
octogone comme l’indique la ﬁgure 5.2. Les faces fi et f ′i sont identiﬁées. L’octogone
compte 12 arêtes et 6 sommets avant recollement. Après identiﬁcation, il reste 3 arêtes,
symbolisées par >,≫ et >| et deux sommets (le premier représenté par ◦ et le second avec
•).
Le groupe fondamental du complémentaire de l’entrelacs est engendré par les appli-
cations de recollement de faces. Celle qui associe fi à f ′i est notée gi. Les ﬁgures 5.2,
5.3 et 5.4 nous permettent de déterminer l’holonomie autour de chaque sommet. Pour
le premier sommet de la ﬁgure 5.3, l’image par la représentation de la longitude est
g3g4g
−1
3 g
−1
4 = [g3, g4] et pour le méridien : g1g
−1
4 Pour le second sommet, on a pour
Fig. 5.1: L’entrelacs de Whitehead
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q1
q2
v0 v1
v2 v3
f1
f2
f3
f4
f ′1
f ′2
f ′3
f ′4
Fig. 5.2: Le complémentaire de l’entrelacs de Whitehead obtenu comme recollement de
quatre tétraèdres. On identiﬁe les faces fi et f ′i .
l
m
v0 v1v2 v3
f1f1
f2 f2
f3f3 f4f4
f ′1f
′
1
f ′2f
′
2
f ′3f
′
3 f
′
4 f
′
4
Fig. 5.3: L’étoile du premier sommet ◦ avec une médiane et une longitude
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l
m
q1
q2
f1
f2
f3
f4
f ′1
f ′2
f ′3
f ′4
Fig. 5.4: L’étoile du second sommet • avec une médiane et une longitude
la longitude : g−14 et le méridien : g1g2.
5.2 La famille de représentations de Parker-Will
Dans [PW], les auteurs déterminent à conjugaison près tous les couples de matrices
(A,B) de PU(2,1) tels que A, B, AB sont paraboliques unipotentes. Ils obtiennent une
famille de paires (A,B) à deux paramètres. Ces matrices permettent de construire une
famille de représentations pour l’entrelacs du nœud de Whitehead. Parmi ces représenta-
tions, l’une est celle de R. Schwartz, décrite dans [Sch07].
Théorème 5.1. Soient A et B deux applications paraboliques unipotentes. Le produit AB
est parabolique unipotent si et seulement si A et B sont conjuguées dans PU(2, 1) à une
paire du type :
A =
1 −2
√
2
√
cosα1 cosα2 −4 cosα1 cosα2e−iα2
0 1 2
√
2
√
cosα1 cosα2
0 0 1

B =
 1 0 02√2√cosα1 cosα2eiα1 1 0
−4 cosα1 cosα2eiα2 −2
√
2
√
cosα1 cosα2e
−iα1 1

avec α1 et α2 deux paramètres dans ]− pi2 , pi2 [.
Le commutateur [A,B] est parabolique si et seulement si les paramètres α1 et α2 véri-
ﬁent la relation suivante :
− 4096 cos4 α1 cos6 α2 sin2 α2 + 1152 cos2 α1 cos4 α2 − 27 = 0. (5.1)
[A,B] est aussi unipotente dans l’unique cas où α1 = 0 et α2 = arccos(
√
6
4 ).
Notation 5.2. SiG est une transformation parabolique, pG désigne l’unique point à l’inﬁni
ﬁxé par G. Si G est loxodromique, pG,λ désigne le point ﬁxe de G associé à la valeur propre
λ. On place aux sommets d’un octogone comme indiqué ﬁgure 5.5 les points suivants :
pA, pB , pAB , pBA. Les deux commutateurs [A,B] et [A−1, B−1] sont conjugués par BA. Ils
sont donc tous les deux du même type. Par la suite, on suppose que le commutateur est
soit parabolique, soit loxodromique. On parlera donc de p[A,B] et p[A−1,B−1] ou bien de
p[A,B],λ et p[A−1,B−1],λ.
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pA
pB
pAB
pBA
p[A,B]
p[A−1,B−1]
Fig. 5.5: Dans le cas où [A,B] est parabolique, tous les sommets pG sont des points ﬁxes
paraboliques.
Les coordonnées des relevés des points dans C3 sont :
pA =
10
0
 pB =
00
1
 pAB =
 −e−iα1√2 cosα1eiα2
1
 pBA =
 −e−iα1−√2 cosα1e−iα2
1
 .
Remarque 5.3. Dans, [PW], les auteurs montrent que les deux paramètres sont des
invariants de Cartan de triplets de points pris parmi les pG :
α1 = A(pA, pB , pAB) = A(pA, pB , pBA)
α2 = A(pA, pBA, pAB) = A(pB, pBA, pAB).
D’après la remarque faite en 1.59, il existe deux applications qui permutent les sommets
de la façon suivante :
S : pA −→ pB −→ pAB −→ pA T : pA −→ pB −→ pBA −→ pA.
Les trois points pA, pB , pAB ne sont pas dans une même droite complexe (le cas cosα1 = 0
est exclu). Les applications S et T sont donc déterminées de façon unique. Elles sont
elliptiques, d’ordre 3. Dans SU(2,1), elles sont représentées par les matrices suivantes :
S = −ei 23α1
 0 0 e−iα10 1 −√2√cosα1eiα2
e−iα1
√
2
√
cosα1e
−iα2eiα1 −1

T = −ei 23α1
 0 0 e−iα10 1 √2√cosα1e−iα2
e−iα1
√
2
√
cosα1(−2 cosα2e−iα1 + e−iα2eiα1) −1
 .
Proposition 5.4. Le groupe 〈S, T 〉 est une représentation du groupe fondamental du com-
plémentaire de l’entrelacs de Whitehead.
L’holonomie pour le premier sommet est toujours unipotente. Pour le second, l’holonomie
dépend du commutateur [A,B].
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Démonstration. On commence par exprimer A et B en fonction de S et T . Par un calcul
direct, on montre que :
A = S−1T et B = TS−1.
En utilisant les relations S3 = T 3 = 1, les commutateurs s’écrivent :
[A,B] = S−1TTS−1T−1SST−1 = (TS)−3
[A−1, B−1] = T−1SST−1S−1TTS−1 = (ST )−3.
(5.2)
Il vient que les commutateurs sont conjugués via S et T :
S[A,B]S−1 = [A−1, B−1] T [A−1, B−1]T−1 = [A,B]. (5.3)
Dans le cas où [A,B] est parabolique, on en déduit que S et T échangent les points ﬁxes
des commutateurs :
S(p[A,B]) = p[A−1,B−1] T (p[A−1,B−1]) = p[A,B].
Si le commutateur [A,B] est loxodromique, [A−1, B−1] l’est aussi et a les même valeurs
propres. A nouveau, les égalités (5.3) impliquent que :
S(p[A,B],λ) = p[A−1,B−1],λ T (p[A−1,B−1],λ) = p[A,B],λ.
Par la suite, on omettra l’indice λ car les deux cas fonctionnent de la même façon.
Le groupe fondamental est engendré par les applications d’identiﬁcation de faces gi. La
transformation S envoie (pB , pAB, p[A,B]) sur (pAB, pA, p[A−1,B−1]), autrement dit f1 sur
f ′1. En suivant ainsi les images de sommets, on identiﬁe les gi :
g1 = S, g2 = T, g3 = S
−1T−1, g4 = T−1S−1.
On détermine l’holonomie pour chaque étoile. Pour la première :
méridien : g1g−14 = SST = S
−1T = A
longitude : [g3, g4] = S−1T−1T−1S−1TSST = (S−1T )3 = A3.
A chaque fois, on a une transformation parabolique unipotente. Pour la deuxième étoile,
on a :
méridien : g1g2 = ST longitude : g−14 = ST.
D’après (5.2), on a : (ST )3 = [A−1, B−1]−1. Dans ce cas, l’holonomie dépend du commu-
tateur.
Proposition 5.5. Lorsque α1 et α2 varient, l’holonomie du second sommet n’est jamais
constante. Quand (α1, α2) vériﬁent la relation (5.1), l’holonomie est ellipto-parabolique
sauf en α1 = 0 et α2 = arccos(
√
6
4 ) où elle est unipotente.
Démonstration. L’holonomie pour le second sommet est ST . Sa nature est spéciﬁée par
sa trace. Comme (ST )3 = [A−1, B−1]−1, on étudie la trace du commutateur donnée par
la formule ci-dessous, démontrée dans [PW] :
Tr ([A,B]) = 3− 192 cos2 α1 cos4 α2 + 512 cos3 α1 cos6 α2e−iα1 .
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Le jacobien de la fonction (α1, α2) 7→ (ReTr [A,B], ImTr [A,B]) sur ]− π/2, π/2[ 2 est :
−393216 cos6 α1 cos9 α2(1− 4 cos2 α2)
sinα1
.
Il s’annule pour cosα2 = ±12 qui, toujours d’après [PW] correspond au cas où le com-
mutateur est une réﬂexion complexe donc elliptique, cas qu’on a exclu. Une variation des
paramètres α1 et α2 entraîne une variation de la trace, ce qui implique que la classe de
conjugaison de l’holonomie varie.
Lorsque (α1, α2) vériﬁent la relation (5.1), d’après le théorème 5.1, le commutateur
est parabolique et ainsi l’holonomie l’est aussi. L’application (ST )3 = [A−1, B−1]−1 est
unipotente si et seulement si le commutateur l’est, ce qui est le cas uniquement lorsque :
α1 = 0 et cosα2 =
√
6
4 .
Remarque 5.6. On obtient une famille d’invariants solutions du système d’équations
liées au recollement des tétraèdres. Mais la valeur de l’équation d’holonomie pour le second
sommet n’est jamais constante. Si on ﬁxe cette valeur, on a au plus une solution dans la
famille. Il y a ici rigidité à holonomie ﬁxée.
5.3 Géométrisation CR par Schwartz pour l’entrelacs de
Whitehead
Dans [Sch07], Schwartz munit le complémentaire de l’entrelacs de Whitehead d’une
structure CR-sphérique complète. Il obtient une représentation du groupe fondamental à
partir d’un groupe triangulaire de réﬂexion complexe.
Définition 5.7. Un groupe triangulaire idéal de réﬂexions complexes est l’image d’une
représentation ρ : G −→ PU(2,1). Le groupe G est le produit libre : Z2∗Z2∗Z2. Les images
par ρ des générateurs sont notées I0, I1, I2. Elles sont chacune une réﬂexion complexe. Elles
vériﬁent : IiIj (i 6= j) est parabolique.
Goldman, Parker dans [GP92] puis Schwartz dans [Sch01] classiﬁent les représentations
qui sont ﬁdèles, discrètes parmi les groupes triangulaires de réﬂexions complexes. Il existe
notamment une représentation ρ0 telle que I0I1I2 est parabolique. Schwartz note Γ′ l’image
de ρ0 dans PU(2,1). Le groupe Γ est le sous-groupe d’indice deux engendré par I0I1, I1I2
et I2I0. Il existe une application Σ qui permute les C-cercles ﬁxés par les Ij . En fait :
ΣIjΣ
−1 = Ij+1 pour j = 0, 1. Le groupe Γ3 = 〈Σ,Γ′〉 est commensurable avec Γ (l’indice
3 est en référence à l’ordre de Σ). On retrouve Γ3 dans la famille de représentations
précédemment étudiée :
pour cosα1 =
√
6
16
et α2 = 0 on a : 〈S, T 〉 = Γ3.
On identiﬁe les diﬀérents éléments :
S = Σ T = I0ΣI
−1
0
A = I2I0 B = I0I1 AB = I2I1 [A,B] = (I2I1I0)
2.
Théorème 5.8. ([Sch07]) Le groupe Γ3 est discret et le quotient Ω/Γ3 est homéomorphe
au complémentaire de l’entrelacs de Whitehead.
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5.4 Des solutions aux équations
Pour trianguler l’octogone, on ajoute une arête centrale et on obtient quatre tétraèdres
qu’on décore comme sur la ﬁgure 5.6. Les équations de recollement qu’on obtient sont les
suivantes (avec les notations de la ﬁgure 5.6) :
Équations de faces :
B10B20B30D10D20D30 = 1
B01B21B31E10E20E30 = 1
B02B12B32E03E13E23 = 1
B03B13B23C02C12C32 = 1
C10C20C30D01D21D31 = 1
C01C21C31E01E21E31 = 1
C03C13C23D02D12D32 = 1
E02E12E32D03D13D23 = 1
Équations d’arêtes :
Arête ǫ : B01C01D01E01 = 1
B10C10D10E10 = 1
Arête a : B23C32D32E23 = 1
B32C23D23E32 = 1
Arête b : B20B30B31C30D21E21E31E20 = 1
B02B03B13C03D12E12E13E02 = 1
Arête c : B21C31C21C20D30D20D31E30 = 1
B12C13C12C02D03D02D13E03 = 1
Équations d’holonomie :
pour le sommet ◦ : B32 1
D21
E30 = 1 C20
1
D31
1
B21
C30E20
1
B31
1
D21
E30 = 1
pour le sommet • : E02 1
B01
C03 = 1 B03
1
E01
D02C12
1
D10
E13 = 1
5.4.1 La solution de Schwartz
Les invariants qui correspondent à la solution de Schwartz sont :
B01 = −1
8
+ i
√
5
√
3
8
B10 = −2 B23 = −3
4
+ i
√
5
√
3
4
B32 =
1
2
− i
√
5
√
3
6
C01 = B10 C10 = B01 C23 = B32 C32 = B23
D01 = B01 D10 = B10 D23 = B23 D32 = B32
E01 = B10 E10 = B01 E23 = B32 E32 = B23.
Dans ce cas, les équations d’holonomie associées au sommet • ne sont pas vériﬁées car le
commutateur n’est pas une transformation unipotente.
5.4.2 Une solution à holonomie périphérique unipotente
Lorsque α1 = 0 et α2 = arccos(
√
6
4 ), les images des longitudes et méridiens sont des
applications unipotentes. Les équations d’holonomie sont donc vériﬁées. Les invariants
sont dans ce cas :
B01 =
7
4
− i
√
5
√
3
4
B10 = −1
8
+ i
√
5
√
3
8
B23 = B01 B32 = B10.
Les autres invariants vériﬁent les mêmes relations que la solution de Schwartz.
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5.4.3 Une solution dégénérée
Il existe des solutions qui ne sont pas issues de la famille de Parker-Will. Ses solutions
sont données par les invariants ci-dessous. On obtient une solution dégénérée puisque deux
tétraèdres sont confondus (voir la ﬁgure 5.7).
B01 = e
it B10 = e
−it B23 = eit B32 = e−it
C01 = B01 C10 = B10 C23 = B23 C32 = B32
D01 = e
−it D10 = eit D23 = eit D32 = e−it
E01 = D01 E10 = D10 E23 = D23 E32 = D32.
La représentation obtenue est engendrée par les matrices :
I =
0 0 10 −1 0
1 0 0
 et E = e−it/3
1 0 00 eit 0
0 0 1
 .
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1
1
1
1
2
2 2
2
0
0
0
0
3
3
3
3
ǫ
ǫ
ǫ
ǫ
a
a
a
a
bb
b
b
b
b
b
b
c
c
c
c
cc
c
c
B01
B10
B23 B32
C01
D01
E01
Fig. 5.6: Les quatre tétraèdres CR avec leurs invariants qui triangulent le complémentaire
de l’entrelacs de Whitehead.
(1, t0) (e
it, t0)
(e2it, t0)(e
it, t0)
∞
(0, 0)
Fig. 5.7: Coordonnées des sommets à la solution dégénérée avec t0 = ie
it+1
eit−1 . Les tétraèdres
sont confondus.
Chapitre 6
Corps de trace de sous-groupes de
SU(n,1)
Dans ce chapitre, nous étudions le corps engendré par les traces des éléments de sous-
groupes de SU(n,1). Sous certaines hypothèses, le corps de trace d’un groupe Γ ⊂ SU(2,1)
est égal au corps engendré par les coeﬃcients des matrices de Γ. Si le groupe est l’image
d’une représentation du groupe fondamental d’une variété de dimension trois, triangulée,
alors on peut relier le corps de trace à un invariant géométrique. Dans la dernière partie,
on étudiera le corps de trace pour des groupes arithmétiques de type un de SU(n,1).
6.1 Corps de trace
Notation 6.1. Pour tout groupe G dans SU(2, 1), on déﬁnit le corps Tr (G) et l’algèbre
A(G) comme suit :
Tr (G) = Q (Tr(γ) : γ ∈ G) ,
A(G) =
{∑
i
aiγi : ai ∈ Tr (G), γi ∈ G
}
.
Le groupe engendré par les cubes est noté :
G(3) =
〈
g3 | g ∈ G〉 .
Si on considère un groupe Γ de PU(2,1), chacun de ses éléments γ ∈ Γ a trois relevés
dans SU(2,1) : γ˜, ωγ˜, ω2γ˜ (où ω = −12 + i
√
3
2 , racine cubique de l’unité). La trace de γ
n’est pas bien déﬁnie. Par contre, on peut donner un sens à Tr γ3 = Tr γ˜3. On note Γ˜ le
groupe de tous les relevés dans SU(2,1) de tous les éléments de Γ. Ce groupe des relevés
satisfait la suite exacte : 0→ Z3 → Γ˜→ Γ→ 1. Le corps Tr Γ˜ est stable par conjugaison.
En eﬀet, pour M ∈ SU(2,1), M−1 = J1tMJ1 et donc : Tr (M−1) = TrM .
On s’intéressera au corps Tr (Γ˜(3)). Il est noté k(Γ).
Exemple 6.2. Soit Od l’anneau d’entier du corps quadratique Q(i
√
d), où d est un entier
positif, sans facteur carré. Si d ≡ 3[4], Od = Z[1+i
√
d
2 ] et dans les autres cas, Od = Z[i
√
d].
On considère G le sous-groupe de SU(2,1) à coeﬃcients dans Od, et on note Γ son projeté
dans PU(2,1). Alors k(Γ) = Q(i
√
d). En eﬀet, par déﬁnition, G(3) = Γ˜(3). L’inclusion
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Tr (Γ˜(3)) ⊂ Q(i√d) est évidente. Pour la seconde, il suﬃt de considérer la matrice suivante :
M =
i√d 0 10 −1 0
1 0 0
 ∈ SU(2, 1,Od).
La trace de M3 donne : Tr (M3) = i
√
d(3− d)− 1. Donc i
√
d ∈ Tr (Γ˜(3)).
Définition 6.3. Deux groupes G et G′ sont dits commensurables si leur intersection est
d’indice ﬁni à la fois dans G et G′.
Exemple 6.4. D’après les solutions au problème de Burnside, si Γ est un groupe engendré
par un nombre ﬁni d’éléments, Γ(3) est est d’indice ﬁni dans Γ : ils sont commensurables.
Dans [McR], l’auteur prouve que k(Γ) est un invariant de commensurabilité. On répète ici
la preuve :
Proposition 6.5. ([McR]) k(Γ) est un invariant de commensurabilité.
Démonstration. Soit G un groupe dans SU(2,1). On commence par prouver que pour tout
sous-groupe d’indice ﬁni G1 ⊂ G, on a :
Tr (G(3)) ⊂ TrG1.
Plutôt que G1, on va plutôt considérer
⋂
g∈G gG1g
−1 qu’on notera encore G1. C’est un
sous-groupe normal de G par construction et il est encore d’indice ﬁni. La conjugaison par
un élément g ∈ G induit un automorphisme de G1 :
G1 −→ G1
g1 7−→ gg1g−1.
Cette application s’étend à l’algèbre A(G1) en un automorphisme φg. D’après [McR], l’en-
semble A(G1) est une algèbre centrale simple sur TrG1. Le théorème de Skolem-Noether
implique que φg est un automorphisme intérieur :
∃g1 ∈ (A(G1))×, ∀x ∈ A(G1) φg(x) = g1xg−11 .
Dans A(G1)⊗C ∼=M(3,C), tous les éléments commutent avec g−11 g. Le centre de M(3,C)
étant réduit aux homothéties, il existe β ∈ C∗ tel que : g−11 g = βId. Comme g ∈ SU(2,1),
le calcul du déterminant donne : det(g−11 g) = det(g
−1
1 ) = β
3. Le polynôme caractéristique
d’une matrice M est à coeﬃcient dans Tr 〈M〉 (voir [Rei03]). Ainsi, det(g1)Id ∈ A(G1).
D’où : β3 ∈ Tr (G1) et ainsi : g3 = β3g31 ∈ A(G1). En particulier, le groupe engendré par
les cubes est inclus dans A(G1), ce qui permet de conclure : Tr (G(3)) ⊂ Tr (G1).
Maintenant, on prend Γ et ∆ deux groupes commensurables dans PU(2,1). D’après
la remarque 6.4, Γ(3) ∩ ∆(3) est d’indice ﬁni à la fois dans Γ et ∆. C’est aussi le cas
pour les groupes de relevés : [Γ˜ : Γ˜(3) ∩ ∆˜(3)] < ∞. Cela implique l’inclusion : Tr Γ˜(3) ⊂
Tr (Γ˜(3) ∩ ∆˜(3)). Comme par ailleurs Γ˜(3) ∩ ∆˜(3) ⊂ ∆˜(3), cela entraîne :
k(Γ) = Tr Γ˜(3) ⊂ Tr ∆˜(3) = k(∆).
Par symétrie des rôles, on prouve le résultat.
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6.1.1 Corps des coefficients d’un groupe de matrices
La proposition suivante relie le corps de trace Tr Γ˜ et les coeﬃcients des matrices de Γ˜ :
Théorème 6.6. Soit G un sous-groupe de SU(2,1). On suppose que G contient un élément
parabolique, noté P . Si G est Zariski dense, alors il est conjugué à un groupe contenu dans
SU(2, 1,Tr(G)).
Pour la preuve, on aura besoin des deux lemmes suivants :
Lemme 6.7. On considère le groupe des applications paraboliques qui ﬁxent l’inﬁni. Les
dilatations δµ qui ﬁxent ∞ et (0, 0) agissent par conjugaison sur le groupe. Les classes
d’équivalence relative à cette action sont représentées par :
eiθ
1 0 i20 e−3iθ 0
0 0 1
 ou eiθ
1 −e3iθ −1+is20 e−3iθ 1
0 0 1
 (avec s réel ). (6.1)
Démonstration. On se place dans le groupe d’Heisenberg. Les paraboliques qui ﬁxent
l’inﬁni agissent sur H comme :
Peiθ ,z,t : (w, s) 7−→
(
e−3iθw + z, s+ t− 2 Im(e−3iθwz)
)
.
Les dilatations considérées agissent ainsi : δµ(w, s) = (µw, |µ|2s). Le calcul du conjugué
de P par δµ donne :
δµ ◦ Peiθ ,z,t ◦ δ−1µ = Peiθ ,zµ,t|µ|2.
Quand z = 0, on obtient la classe représentée par la première matrice. Dans le cas contraire,
avec δ1/z , on obtient la seconde matrice.
Lemme 6.8. Soit P une matrice parabolique non-unipotente. Alors ses valeurs propres
sont dans le corps engendré par TrP,TrP .
Démonstration. Les valeurs propres et la trace sont invariantes par conjugaison. A la
section 1.3.1, on a vu que P est conjuguée à une matrice de la forme suivante :
P = eiθ
1 0 i20 e−3iθ 0
0 0 1
 .
On cherche à écrire eiθ en fonction de Tr(P ) :
Tr(P ) = 2 cos2 θ + 2cos θ − 1 + 2i sin θ(1− cos θ) et |Tr(P )|2 = 5 + 4 cos 3θ.
Par suite :
cos θ =
|Tr(P )|2−5
4 + 2Re(TrP ) + 2
2Re(TrP ) + 3
et i sin θ =
i Im(TrP )
2(1 − cos θ) ,
ce qui montre le résultat.
On donne maintenant la preuve du théorème.
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Démonstration. On commence par trouver huit matrices Ai ∈ G telles que (Id,A1, .., A8)
est une base de M9(C) et telles que les coeﬃcents des Ai sont dans Tr(G). Alors si X est
une matrice dans G, ses coeﬃcients sont solutions du système suivant :
Tr(X) = a0
Tr(XA1) = a1
...
Tr(XA8) = a8
avec ai dans Tr(G). Ce système est linéaire, inversible, à coeﬃcients dans Tr(G). Donc
X ∈ SU(2,1,Tr(G)).
Pour construire les huit matrices, on utilise la matrice parabolique P ∈ G. Comme le
groupe G est supposé non-élémentaire, on peut toujours trouver une matrice L ∈ G qui ne
ﬁxe pas le point ﬁxe de P et telle que P et L ne stabilisent pas une même droite complexe.
L’objectif est de montrer qu’il existe une représentation du groupe G telle que les
coeﬃcients de P et L sont dans Tr(G). Quitte à conjuguer, on peut supposer que P ﬁxe
l’inﬁni et que L envoie∞ sur 0. Pour conserver ces deux propriétés, les seules conjugaisons
autorisées sont celles obtenues par des dilatations type δµ. D’après le lemme 6.7, il y a
deux types de classes d’équivalence pour P à dilatation près. On peut supposer que P est
de la forme de l’une ou l’autre matrice données en (6.1).
La matrice L envoie l’inﬁni sur 0. Donc en toute généralité, L est de la forme suivante :
L =
0 0
1
λ
0 −λλ 1λ ξ
λ λλξ
1
2
−|ξ|2+iu
λ
 .
Pour chaque cas, on montre que P et L sont dans SU(2,1,Tr(Γ)).
Premier cas :
P = eiθ
1 0 i20 e−3iθ 0
0 0 1
.
Comme L et P ne stabilisent pas une même droite complexe, on sait que ξ 6= 0. Pour
éliminer ξ des matrices, on conjugue le groupe G par la matrice Y = diag( 1
ξ
, i, ξ). Les
éléments P et L deviennent :
P = eiθ
1 0 i2|ξ|20 e−3iθ 0
0 0 1
 L =

0 0 1
λ|ξ|2
0 −λλ iλ
λ|ξ|2 −i|ξ|2 λλ 12 −|ξ|
2+iu
λ
 .
D’après le lemme 6.8, la valeur propre eiθ est dans TrG. On pose :
t(X) = (TrPX − eiθTrX)(e−2iθ + eiθ)− (TrP 2X − e2iθTrX).
Un calcul rapide donne : t(L) = − ei3θ−1
2eiθ
iλ. Si eiθ 6= 1, comme eiθ et t(L) sont dans le
corps de trace, alors la quantité iλ est dans Tr(G). Dans le cas unipotent, lorsque eiθ = 1,
on a alors Tr(LP )-Tr(L)= iλ2 . A nouveau : iλ ∈ Tr(G).
Enﬁn, Tr(L)=−λλ + 12 −|ξ|
2+iu
λ
. Comme Tr(G) est stable par conjugaison complexe, les
quantités i|ξ|2 et u sont dans le corps de trace. Donc les matrices P et L sont dans
SU(2,1,Tr(G)).
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Second cas :
P est de la forme suivante : eiθ
1 −e3iθ −1+is20 e−3iθ 1
0 0 1
.
A nouveau, eiθ ∈ TrG. Ici, on a : t(L) = −12λe−iθ(−1− e3iθ − is+ ie3iθs). Cette quantité
est non nulle, sinon s serait égale au réel i
1 + e3iθ
1− e3iθ , et P = e
iθ
1 −e−3iθ −11−e3iθ0 e−3iθ 1
0 0 1
 est
elliptique. Donc
t(L−1)
t(L)
=
λ
λ
est dans le corps de trace. Avec Tr(L) et Tr(L−1), on montre
que |ξ|
2
λ et i
u
λ sont dans Tr(G). La ligne suivante nous permet de conclure pour ξ :
4eiθ
t([P,L])
t(L)
−Tr ((LP )−1)−e−iθTr (L−1) = −e2iθ λ
2
λ2
ξ+(e2iθ−e−iθ)
( |ξ|2
λ
+
λ
λ
)
∈ Tr(G).
Il s’ensuit que λ est dans le corps de trace. Pour le dernier coeﬃcient is, on constate :
Tr (PL)− eiθTr (L) = e
iθλ
2
is− e
iθ
2
λ− λ
λ
(eiθ − e−2iθ + eiθξ) ∈ Tr (G).
On peut ainsi conclure que is ∈ Tr(G) de même que tous les coeﬃcients de P et L.
Le groupe G étant supposé Zariski dense, on peut trouver dans 〈P,L〉 une base de
M9(C). Cette base est à coeﬃcient dans TrG. C’est la base (Id,A1, . . . A8) cherchée qui
complète la preuve.
Remarque 6.9. L’hypothèse Zariski dense est nécessaire. Si on autorise G à ﬁxer un point,
un groupe d’isométries paraboliques unipotentes qui ﬁxent l’inﬁni vériﬁe Tr(G) = Q tandis
qu’on n’a aucun contrôle sur les coeﬃcients des matrices.
Quant aux groupes ﬁxant une droite complexe, on prend par exemple celui engendré
par P =
1 0 i20 1 0
0 0 1
 et L =
 0 0 i20 −1 0
2i 0 1
. Il satisfait : Tr(G) = Q, mais aucun de ses
groupes conjugués n’a ses coeﬃcients dans R.
6.2 Corps des invariants pour une variété triangulée
On peut trouver une description plus géométrique du corps de trace. On introduit
pour cela un autre corps, celui des invariants. On reprend le cadre du chapitre 3 : M est
l’intérieur d’une variété compacte avec k composantes de bord. On suppose que M admet
une représentation ρ : Π1(M) → PU(2,1) construite à partir d’une triangulation CR de
M .
Définition 6.10. On note k∆ le corps engendré par tous les invariants zij de tous les
tétraèdres.
Remarque 6.11. On note M̂ un revêtement ﬁni de M . Les tétraèdres dans S3 qui trian-
gulent M̂ sont des images par PU(2,1) des tétraèdres de la triangulation de M . Le corps
des invariants associé à M̂ est alors le même que pour M .
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On commence par prouver certaines propriétés de k∆.
Proposition 6.12.
1. k∆ est stable par conjugaison complexe.
2. On peut toujours supposer que 0,∞ et (1, t) sont des sommets de l’un des tétraèdres.
Dans ce cas, le corps k∆ est engendré par les coordonnées des sommets de la trian-
gulation. Plus précisément, si les relevés des points dans C3 sont (w
(j)
1 , w
(j)
2 , 1), alors
k∆ = Q(w
(j)
1 , w
(j)
1 , w
(j)
2 , w
(j)
2 ).
Démonstration. (i) La formule suivante donne le conjugué complexe de z01 :
z01 =
(−z10 + z01z10 + z32z10 − z32)z23
z23z01 − z23 + z01z10 − z01 .
Donc, z01 ∈ k∆. Pour les autres invariants, on conclut avec le même type de formule.
(ii) La formule donnée à la proposition 2.13 donne les invariants comme des birapports
complexes des sommets. Les invariants se calculent donc en fonction des coordonnées des
sommets, ce qui nous permet de conclure pour la première inclusion. Pour la seconde, on
sait que t(1, 0, 0), t(0, 0, 1) et t(it, 0, 1) sont les sommets d’un tétraèdre. La quantité it est
calculée à l’aide des invariants comme le montre la formule obtenue au lemme 2.14 :
it =
z23(z01 − 1)− z01(z10 − 1)
z23(z01 − 1) + z01(z10 − 1) .
Pour conclure, voyons comment dans un tétraèdre [p0, p1, p2, p3], on peut calculer les co-
ordonnées de p3 à l’aide des invariants et des trois autres sommets. Avec les expressions
de z01 et z10 vus comme birapports complexes, on a :
〈p3, c01〉 − 〈p3,p0〉
〈p2, c01〉 z01
〈p2,p0〉
=
〈
p3, c01 − p0
〈c01,p2〉 z01
〈p0,p2〉
〉
= 0
〈p3, c01〉 − 〈p3,p1〉
〈p2, c01〉
〈p2,p1〉 z10
=
〈
p3, c01 − p1
〈c01,p2〉
〈p1,p2〉 z10
〉
= 0.
Les coordonnées de p3 =
t(w
(3)
1 , w
(3)
2 , 1) sont solutions d’un système linéaire inversible et
donc sont dans k∆.
De proche en proche, on montre ainsi que les coordonnées des sommets sont dans
k∆.
Proposition 6.13. Si les sommets de la triangulation sont tous des points ﬁxes parabo-
liques et si le groupe Γ = ρ(Π1(M)) est Zariski dense alors k∆ = k(Γ).
Remarque 6.14. Dans le cas réel, les points à l’inﬁni d’une variété hyperbolique réelle
de volume ﬁni sont tous paraboliques.
La première inclusion k(Γ) ⊂ k∆ est toujours vraie, même sans les hypothèses de la
proposition. C’est une conséquence du lemme suivant :
Lemme 6.15. Soit g ∈ Γ et M ∈ SU(2,1) un relevé de g. Les images par g de 0,∞, (1, t)
sont respectivement p0, p1, p2. Leurs coordonnées non-homogènes dans C
3 sont notées
pi =
t(w
(i)
1 , w
(i)
2 , 1). Soit K le corps stable par conjugaison complexe engendré par les
coordonnées : K = Q(it, w
(j)
k , w
(j)
k ). Alors M
3 ∈ SU(2, 1,K).
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Démonstration. Si g envoie ∞ sur p0 et (0, 0) sur p1, alors M est de la forme suivante :
M =
 µw
(0)
1 a λw
(1)
1
µw
(0)
2 b λw
(1)
2
µ c λ
 .
La matrice M est dans SU(2,1) si elle satisfait tMJM = Id ce qui induit les relations
suivantes pour les coeﬃcients :
a =
λ
λ
w
(0)
1 w
(1)
2 − w(0)2 w(1)1
〈p1,p0〉
b =
λ
λ
w
(0)
1 −w(1)1
〈p1,p0〉
c =
λ
λ
w
(1)
2 − w(0)2
〈p1,p0〉
µ =
1
λ 〈p0,p1〉
.
M = λ

w
(0)
1
|λ|2 〈p0,p1〉
|λ|2
λ3
w
(0)
1 w
(1)
2 − w(0)2 w(1)1
〈p1,p0〉
w
(1)
1
w
(0)
2
|λ|2 〈p0,p1〉
|λ|2
λ3
w
(0)
1 − w(1)1
〈p1,p0〉
w
(1)
2
1
|λ|2 〈p0,p1〉
|λ|2
λ3
w
(1)
2 − w(0)2
〈p1,p0〉
1

.
L’image de (1, t) est la projection de p3 : M
 −1+it21
1
 = α
 w
(2)
1
w
(2)
2
1
.
En éliminant α, on trouve :
|λ|2 = −1 + it
2
〈p2,p0〉
〈p2,p1〉 〈p1,p0〉
λ3 = −−1 + it
2
〈p0,p1〉 〈p2,p0〉2
det(p0,p1,p2) 〈p2,p1〉 〈p1,p0〉2
.
On constate que |λ|2 et λ3 sont dans K, mais λ ne l’est pas nécessairement. Les
coeﬃcients de la matrice 1λM sont dans K, donc on ne peut rien conclure quant à M . Par
contre, il devient évident que M3 est dans SU(2, 1,K).
On utilise ce lemme pour démontrer la proposition.
Démonstration. Le groupe Γ˜ est le groupe de tous les relevés des éléments de Γ dans
SU(2,1). Le lemme précédent montre que les coeﬃcients des matrices de Γ˜3 sont dans k∆.
Ceci prouve la première inclusion.
Pour la seconde, on utilise le théorème 6.6, ainsi Γ˜ ⊂ SU(2,1,Tr(Γ˜)). Pour calculer
k∆, on utilise les coordonnées des sommets. Par hypothèse, ce sont des points ﬁxes pa-
raboliques. Le lemme ci-dessous démontre que les coordonnées de ces points sont des
fonctions rationnelles des coeﬃcients des matrices de Γ˜. Cela nous permet de conclure
que : k∆ ⊂ Tr(Γ˜). Le groupe Γ˜(3) est d’indice ﬁni dans Γ˜. D’après la remarque 6.11,
k∆ ⊂ Tr(Γ˜3) = k(Γ).
Lemme 6.16. On note P un relevé dans SU(2,1) d’une transformation parabolique. Les
coordonnées non-homogènes de son point ﬁxe au bord sont données par p = t(w1, w2, 1).
Alors w1 et w2 sont dans le corps engendré par les coeﬃcients de P et de P .
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Démonstration. On note eiθ la valeur propre associée au vecteur propre p de P . D’après le
lemme 6.8, elle s’écrit avec la trace de P et de P , donc elle est dans le corps des coeﬃcients.
Le vecteur p satisfait la relation : (P − eiθId)p = 0. On obtient un système linéaire en
les variables w1, w2 à coeﬃcients dans le corps des entrées de P . Il est inversible car
l’espace propre lié à eiθ est de dimension un. Donc les solutions (w1, w2) sont des fonctions
rationnelles des coeﬃcients de P et de P .
6.3 Corps de trace de groupes arithmétiques
On cherche à établir un lien entre corps de trace et corps des coeﬃcients pour certains
réseaux arithmétiques de SU(n,1). On ne travaillera qu’avec les groupes arithmétiques de
type un, donc on ne déﬁnira que ceux là. Une description complète des réseaux arithmé-
tiques de SU(n,1) est faite dans [McR].
Définition 6.17. Soit F un corps de nombre totalement imaginaire et E une extension
quadratique totalement imaginaire de F . On notera : E = F (α). Le degré [F : Q] est noté
d. A conjugaison près, il existe d plongements τi : E → C et associés à chacun σi : F → R.
On peut toujours supposer que E ⊂ C et F = R ∩ E ⊂ R et ainsi : σ1 = Id et τ1 = Id.
Soit H une matrice hermitienne, de signature (n, 1) dont les coeﬃcients sont dans E.
On note τiH la matrice obtenue en remplaçant dans H les coeﬃcients par leur image par
τi. La paire (H,E/F ) est dite admissible si SU(τiH) est compact pour i = 2, . . . d.
L’ensemble OE est l’anneau d’entier de E. Le groupe SU(H,OE) est l’ensemble des
matrices qui préservent H et dont les coeﬃcients sont dans OE . C’est l’exemple canonique
d’un réseau arithmétique quand (H,E/F ) est admissible.
Un groupe G ⊂ SU(n, 1) est un réseau arithmétique de type un s’il est conjugué à un
groupe commensurable avec SU(H,OE) pour un couple (H,E/F ) admissible.
Lemme 6.18. Soit G un sous-groupe de SU(H,OE). Si G contient une transformation
loxodromique, alors Tr (G) = E ou Tr (G) = F .
Démonstration. On a toujours l’inclusion : Tr (G) ⊂ E. Soit Tr (G) = E, soit l’inclusion
est stricte. Dans le second cas, comme [E : F ] = 2, le corps Tr (G) est inclus dans F . On
montre par l’absurde que dans ce cas, Tr (G) = F . Supposons Tr (G) ( F . Il existe alors
un plongement σ : F → R qui n’est pas trivial et qui est tel que σ|Tr (G) = Id. L’application
σ est la restriction à F d’un plongement τ : E → C qui n’est ni l’identité ni la conjugaison
complexe.
On note g une transformation loxodromique de G. Deux de ses valeurs propres ne sont
pas de module un : λ, 1
λ
. Les autres sont notées eiθj . Alors :
Tr gm = λm +
1
λ
m + e
imθ1 + · · · + eimθn−1 .
Ainsi, limm→+∞Tr gm = ∞. D’autre part, Tr(g) = σ(Tr(g)) = τ(Tr(g)) = Tr(τg). Le
groupe G est inclus dans le groupe arithmétique SU(H,OE). Donc τg est dans le groupe
compact SU(τH) et la fonction trace y est bornée. Cette contradiction prouve le résultat.
Proposition 6.19. Soit G un réseau arithmétique de type un dans SU(n,1). Alors, quitte à
le conjuguer, les coeﬃcients des matrices de G sont dans le corps Tr (G)(α) (où E = F (α)).
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Démonstration. Après conjugaison, on peut supposer que G est commensurable avec
SU(H,OE). On note G1 un groupe qui est d’indice ﬁni dans les deux groupes à la fois.
Le groupe G1 est lui-même arithmétique. Il contient donc une application loxodromique.
D’après le lemme 6.18, Tr (G1) = E ou Tr (G1) = F . Ainsi, F ⊂ Tr (G1) ⊂ Tr (G).
De la même façon que dans la démonstration de la proposition 6.5, le théorème de
Skolem-Noether implique que pour tout g ∈ G, il existe g1 ∈ A(G1) et β ∈ C∗ tels que
g = βg1. Les coeﬃcients de g1 sont dans E = F (α), lui-même inclus dans Tr (G)(α).
On montre que β est dans le corps de trace. Comme Tr g = βTr g1, si Tr g 6= 0, cela
complète la preuve. Dans le cas contraire, on prend γ un élément loxodromique du groupe.
Pour un n assez grand, Tr γn et Tr γ−ng sont non nuls. D’après l’argument précédent, γn
et γ−ng ont leurs coeﬃcients dans Tr (G)(α) et donc g aussi.
Le lemme 6.18 montre que si G est un réseau arithmétique qui est contenu dans
SU(H,OE), alors Tr (G) ⊂ E. En général, ceci n’est plus vrai quand G est juste com-
mensurable à SU(H,OE), comme c’est démontré par le contre exemple suivant : dans
SU(1,1), on construit un groupe arithmétique tel que E ( Tr (G).
Exemple 6.20. Soit E = Q(
√
15, i), F = Q(
√
15) et H = diag(−√15, 1). On note G
le groupe arithmétique SU(H,OE) et M =
√
4 +
√
15
(
2 1√
15 2
)
. La matrice M vériﬁe :
tMHM = H, det(M) = 1 et M2 ∈ G. Le groupe G est d’indice deux dans G′ = 〈G,M〉
et donc G′ est arithmétique. Le corps de trace de G′ contient TrM =
√
4 +
√
15 qui n’est
pas dans E.
Remarque 6.21. Dans le cas réel, certains réseaux arithmétiques sont construits en
suivant la déﬁnition 6.17. On note k un corps de nombre totalement réel et les τi sont les
plongements réels de k. Dans SO(n,1), la matrice h est symétrique, de signature (n, 1) et est
telle que SO(τih) est toujours compact. Le groupe SO(h,Ok) est un réseau arithmétique.
Dans SO(2m, 1), on obtient tous les groupes arithmétiques de cette façon (à conjugaison
et commensurabilité près). Une application du théorème de Skolem-Noether prouve que
ces réseaux satisfont k = Tr (G). Par contre, de la même façon que pour le cas complexe,
c’est généralement faux pour n impair.
Annexe A
Des exemples de solutions aux
équations
A.1 Le programme SnapPea
Dans le cas réel, il existe un programme SnapPea, développé par Weeks (voir [HW89]
ou pour une approche plus visuelle [MT05]), qui calcule numériquement les solutions du
système. C’est une méthode de Newton améliorée. Elle peut s’appliquer au cas CR. Mal-
heureusement, pour l’instant, à chaque essai, la méthode de Newton que nous avons im-
plémentée sur Maple diverge. C’est-à-dire que les valeurs des zij tendent vers les valeurs
interdites : ∞, 0 ou 1. Nous n’avons pas encore d’explications convaincantes à ce phéno-
mène, néanmoins, nous avons quelques pistes de réﬂexion.
On rappelle le principe de la méthode dans le cas réel. On a n variables log(zi) et
n équations complexes indépendantes : les log des équations d’arêtes et d’holonomie. On
part d’un vecteur X0 ∈ Cn auquel on a donné des valeurs quelconques. On calcule F (X0),
le vecteur des valeurs des équations en ce point. On passe à l’étape 1 de la façon suivante :
X1 = X0 − Jac(X0)−1.F (X0)
où Jac(X0)−1 est l’inverse de la jacobienne du système, calculée en X0.
La méthode de Weeks comprend quelques garde-fous qui empêchent à chaque étape
que les variables ne s’approchent trop vite des valeurs interdites (ils ne garantissent pas
pour autant la convergence) :
• Pour chaque variable, on a le choix entre z1 = z, z2 = 11−z , z3 = 1 − 1z . Le plan se
découpe en trois régions comme sur la ﬁgure A.1.
On choisit la variable ainsi : si z ∈ A (respectivement dans B, C) alors on choisit z1
(respectivement z2, z3) comme variable. On peut alors montrer que les coeﬃcients
de la jacobienne sont bornés et que les invariants zi ne s’approchent pas trop des
valeurs interdites.
• Pour éviter de faire un “trop grand pas” en une seule étape, autrement dit si ||X1−
X0||∞ > 1/2, alors, on prendra plutôt X˜1 = X0 − 1||X1−X0||∞/2Jac(X0)−1.F (X0).
On constate que en 40 étapes, on a une excellente approximation des solutions. Cela
se vériﬁe quel que soit le point de départ, même si celui-ci est très proche des valeurs
interdites.
L’adaptation au cas CR présente quelques aménagements qui peuvent expliquer que
l’algorithme ne converge plus :
110 Annexe A. Des exemples de solutions aux équations
A B
C
112
Fig. A.1: Une partition du plan C en trois parties. La région dans laquelle se trouve la
valeur de z décide de la variable utilisée entre z, 11−z et 1− 1z .
• Les équations égalisent un produit d’invariants avec 1. Quand on passe au log, on
doit faire un choix pour log(1) = 2iπq. Cet entier q est prescrit dans le cas réel :
pour les équations d’arêtes, q = 1 car les tétraèdres font exactement un tour autour
de l’arête, pour celles d’holonomie, q = 0. Dans le cas CR, comme on ne travaille
pas avec des variables à partie imaginaire positive, il n’y a pas de valeur que l’on
puisse privilégier.
• Pour obtenir des tétraèdres CR, on doit ajouter les équations de conjugaison. Ce
ne sont pas des équations complexes. On peut travailler avec les parties réelles et
imaginaires des équations, mais le système d’équations perd alors en symétrie.
• On pourrait se passer des équations de conjugaison. Mais dans ce cas, la jacobienne
n’est jamais de rang maximal d’après le corollaire 4.14 et son inverse explose à mesure
qu’on s’approche des solutions.
A.2 Des solutions aux équations de compatibilité
A.2.1 La sœur du complémentaire du noeud huit
Pour la sœur du complémentaire du nœud de huit, on donne des solutions aux équations
de compatibilité. La triangulation de l’espace est donnée ﬁgure A.2. Les identiﬁcations de
faces sont les suivantes :
la face 0 de B est identiﬁée avec la face 1 de C par une application qu’on notera G01,
la face 1 de B avec 0 de C par G10,
la face 2 de B avec 3 de C par G23,
la face 3 de B avec 2 de C par G32.
A la lecture des ﬁgures A.2 et A.3, les équations de recollement sont :
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11
2 2
00
3 3
B01
B10
B23 B32
C01
Fig. A.2: Triangulation par deux tétraèdres de la sœur du complémentaire du nœud de
huit.
l
m
B01
B10
B23
B32
C01
C10
C23
C32
B02 B03
B12B13 B20
B21
B30
B31
C02C03
C12 C13C20
C21
C30
C31
Fig. A.3: Etoile du sommet de la triangulation.
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Équations de faces :
F0 : B10B20B30C01C21C31 = 1
F1 : B01B21B31C10C20C30 = 1
F2 : B02B12B32C03C13C23 = 1
F3 : B03B13B23C02C12C32 = 1
Équations d’arêtes :
A12 : B12B23B30C12C23C30 = 1
A21 : B21B32B03C21C32C03 = 1
A01 : B01B13B20C01C13C20 = 1
A10 : B10B31B02C10C31C02 = 1
Équations d’holonomie :
Hl : B01 1
C21
B30
1
C10
= 1 Hm : B20 1
C03
B31
1
C12
= 1
Les équations de conjugaison déﬁnies au chapitre 2 sont les mêmes pour chaque simplexe.
Une solution à toutes ces équations est donnée par : ω = −12 + i
√
3
2
B01 = −ω2 B10 = −ω2 B23 = −ω B32 = −ω
C01 = −ω C10 = −ω C23 = −ω2 C32 = −ω2
On obtient deux tétraèdres, symétriques. Les applications qui recollent les faces sont dans
ce cas :
G01 = ω
0 0 10 −1 1
1 1 ω2
 , G10 =
 1 1 ω20 1 −1
−i√3 −i√3 ω
 , G23 = Id,
G32 =
 1 ω2 ω−ω 0 1
ω2 −1 1
 .
Les matrices G01 et G10 représentent deux isométries loxodromiques, tandis que G32 est
une transformation elliptique d’ordre 6. L’image de la longitude et du méridien sont les
matrices suivantes :
Hl = G
−1
23 G32G
−1
01 G32 =
1 −1 ω0 1 1
0 0 1
 ,
Hm = G
−1
01 G23G
−1
10 G32 =
1 −2 2ω − 10 1 2
0 0 1
 .
Dans le groupe d’Heisenberg, elles agissent comme deux translations horizontales : t(1,3
√
3)
et t(2,2
√
3). Leurs projections de C dans C sont bien deux translations colinéaires. On
retrouve le résultat vu à la proposition 4.25.
Le groupe 〈G01, G10, G23, G32〉 est inclus dans SU(2,1,Z[ω]). Il est donc discret. Le
corps engendré par les coeﬃcients des matrices est Q(i
√
3) qui est aussi le corps de trace.
A l’aide de Maple, on calcule la jacobienne du système à la solution. Elle est de rang
maximale.
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11 11
22 2 2
00 00
3 33 3
B01
B10
B23 B32
C01
C10
C23 C32
D01
D10
D23 D32
E01
E10
E23 E32
Fig. A.4: Recollement des quatres tétraèdres pour M433.
A.2.2 Une solution pour le recollement de la variété M433
Pour la variété recensée dans [CHW99] comme M433, le recollement est codé par :
ebdbcdddaahhx (c’est la version dite “déshydratée” du recollement.) Réhydraté, on obtient
le recollement représenté à la ﬁgure A.4 : quatre tétraèdres, un sommet après identiﬁcation.
L’étoile de ce sommet est en A.5. Les équations de recollement sont :
Équations de faces :
B10B20B30C10C20C30 = 1
B01B21B31D01D21D31 = 1
B02B12B32D10D20D30 = 1
B03B13B23C01C21C31 = 1
C02C12C32E03E13E23 = 1
C03C13C23E01E21E31 = 1
D02D12D32E10E20E30 = 1
D03D13D23E02E12E32 = 1
Équations d’arêtes :
B20B31C03C21D12D30E02E13 = 1
B02B13C30C12D03D21E20E31 = 1
B03B12C20C13D02D31E03E12 = 1
B30B21C02C31D20D13E30E21 = 1
B10B32C23D23 = 1
B23B01C32D32 = 1
C10D10E10E23 = 1
C01D01E01E32 = 1
Équations d’holonomie :
D13
1
E23
C12B13
1
D23
B30 = 1 E02
1
C01
E30D20
1
B32
C21 = 1
Une solution est donnée par :
B01 = −ω, B10 = −ω2, B23 = −ω2, B32 = −ω,
C01 = −ω2, C10 = −ω2, C23 = −ω, C32 = −ω,
D01 = −ω, D10 = −ω, D23 = −ω2, D32 = −ω2,
E01 = −ω, E10 = −ω2, E23 = −ω, E32 = −ω2.
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B01
B10
B23
B32
C01
C10
C23
C32
D01
D10
D23
D32 E01
E10
E23
E32B02
B03
B12
B13
B20
B21
B30
B31
C02
C03
C12
C13
C20 C21
C30C31
D02
D03
D12
D13
D20D21
D30 D31 E02E03
E12E13
E20E21
E30E31
Fig. A.5: Etoile du sommet de la triangulation de M433.
Les applications de recollement de faces sont représentées par les matrices suivantes :
(GXiY j est la matrice qui recolle la face i de X et la face j de Y ) :
GB2D0 =
 1 −ω ωω2 0 −ω
ω2 ω2 1
 GC3E1 =
 1 ω2 ω−ω 0 1
ω2 −1 1
 GC3E1 =
 1 ω2 ω−ω 0 1
ω2 −1 1

GD3E2 =
 1 1− ω2 −1 + ω−1 + ω2 1 + 3ω2 1− ω2
−1 + ω −1 + ω2 1
 GD2E0 = ω
 ω2 −2ω −2ω2−ω2 −1 + ω −2ω
1 −ω2 ω2

L’image de la représentation obtenue pour Π1(M433) est le groupe engendré par ces ma-
trices. C’est un groupe discret car contenu dans SU(2,1,Z[ω]).
A.2.3 Une solution très dégénérée pour la variété M6132
Déshydratée, la triangulation de M6132 est codée par : gddabbcedﬀfaaxxaax. Le re-
collement, représenté à la ﬁgure A.6, comprend 6 tétraèdres. Il y a deux sommets après
identiﬁcation.
Une solution aux équations de recollement est donnée par :
B01 = e
it, B10 = e
−it, B23 = eit, B32 = e−it,
C01 = e
−it, C10 = eit, C23 = Bite , C32 = B
−it
e .
Les invariants des tétraèdres E et F sont les mêmes que pour B, quant à D, G leurs
invariants sont ceux de C. Les équations d’holonomie sont constantes égales à 1.
A la solution, les tétraèdres B, E, F sont tous égaux au tétraèdre dont les coordonnées
sont :
p0 =∞, p1 = (0, 0), p2 =
(
1,
1
tan(t/2)
)
, p3 =
(
eit,
1
tan(t/2)
)
.
A.3. Une solution aux équations pour une variété compacte 115
 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



11 1
1 11
222
2 2 2
000
0 00
3
333
3 3
B01
B10
B23 B32
C01
C10
C23 C32
D01
D10
D23 D32
E01
E10
E23 E32
F01
F10
F23 F32
G01
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G23 G32
Fig. A.6: Recollement des 6 tétraèdres pour M6213.
Les trois derniers tétraèdres C, D, G sont tous égaux au tétraèdre opposé : [p0, p1, p3, p2].
On est donc en présence d’une solution très dégénérée. La représentation ne dépend pas
du paramètre t. C’est toujours le groupe engendré par une reﬂexion complexe.
Le rang ne peut pas être maximal puisqu’on a exhibé une famille à un paramètre de
solutions. Le rang de la jacobienne en ce point, calculé à l’aide de Maple, est 22, pour
6.4 = 24 variables.
A.3 Une solution aux équations pour une variété compacte
Dans l’article [FP06], les auteurs déterminent un domaine fondamental dansH2
C
pour le
groupe d’Eisenstein-Picard Γ = PU(2, 1,Z[ω]) où ω = −12 + i
√
3
2 est une racine cubique de
l’unité. Ce groupe est obtenu comme le projectivisé de U(2,1,Z[ω]), sous-groupe de U(2,1)
à coeﬃcients dans l’anneau d’entier. Le sous-groupe stabilisateur de l’inﬁni est noté Γ∞.
On note T un tétraèdre CR dont les sommets sont les suivants (voir la ﬁgure A.7) :
p0 = (0,−
√
3), p1 = (−ω, 0), p2 = (1, 0), p3 = (0,
√
3).
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p0
p0 p0p0
p1
p1 p1p1
p2
p2 p2p2
p3
p3 p3p3
p4
p4
p4
p5
p5
p6
p7
p8
T P (T)
P 2(T)
Q(DP )
DP
Fig. A.7: Un domaine fondamental D pour ΓT construit à partir d’un domaine fondamen-
tal T du groupe 〈P,Q〉.
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Fig. A.8: Identiﬁcation des six tétraèdres qui composent le domaine fondamental de ΓT .
Après identiﬁcation, il y a sept arêtes et un sommet.
1
1
2 + i
√
3
2
0
1
2 − i
√
3
2
T1 T2
Fig. A.9: Projection sur C du domaine fondamental D de ΓT . Les deux translations
horizontales T1 et T2 identiﬁent les côtés du carré. Les sommets p0, p3, et p8 se projettent
sur 0, p1 et p4 sur −ω, p2 et p5 sur 1 et enﬁn, p6 et p7 sur −ω2.
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Ici, les points sont reliés par des segments aﬃnes, le tétraèdre est donc plein.
Proposition A.1. ([FP06]) Un domaine fondamental pour l’action de Γ∞ dans le groupe
d’Heisenberg est T. Une présentation du groupe est :
〈
P,Q | (PQ−1)6 = 1, P 3 = Q2〉 où
P et Q sont représentés par les matrices suivantes :
P =
1 1 ω0 ω −ω
0 0 1
 , Q =
1 1 ω0 −1 1
0 0 1
 .
Les applications P et Q agissent sur C comme des rotations. La première est d’angle 2pi3 ,
de centre ωω−1 (qui est le centre du triangle obtenu par la projection sur C de T). La
seconde est un demi-tour centré en 12 .
Le sous-groupe sans torsion de Γ∞ est d’indice six. On le notera ΓT . Un domaine
fondamental pour ΓT est la réunion de six copies de T. On les obtient en prenant d’abord
DP = T ∪ P (T)∪ P 2(T) représenté à la ﬁgure A.7. Le recollement de ces trois tétraèdres
nous donne un prisme DP . Si on lui ajoute son image par Q, on obtient un domaine
fondamental de ΓT : D = DP ∪Q(DP ). Les coordonnées d’Heisenberg des sommets sont
les suivantes :
p4 =
(
−ω, 2
√
3
)
, p5 =
(
1, 2
√
3
)
, p6 =
(
−ω2, 2
√
3
)
p7 =
(−ω2, 0) , p8 = (0, 3√3) .
La projection de ces points sur C est illustrée à la ﬁgure A.9 : p0, p3 et p8 sont sur la
même droite verticale, de même que les couples (p1, p4), (p2, p5), (p6, p7).
Le groupe ΓT est le groupe engendré par les trois translations d’Heisenberg associées
aux matrices suivantes :
T0 = P
3 =
1 0 i√30 1 0
0 0 1
 , T1 =
1 ω ω20 1 −ω2
0 0 1
 , T2 =
1 −ω2 ω20 1 ω
0 0 1
 .
L’application T0 (qui est le commutateur [T2, T1]) est une translation verticale, tandis que
T1 et T2 sont horizontales. Les projections de leurs actions de C dans C sont représentées
à la ﬁgure A.9. La transformation T0 recolle la face de la base du prisme DP avec la face
du dessus : (p0, p1, p2)→ (p3, p4, p5), idem pour le prisme image Q(DP ). Les translations
T1 et T2 permettent d’identiﬁer les faces latérales des deux prismes :
(p1, p3, p4)
T1−→ (p2, p7, p5), (p0, p1, p3) T◦T1−→ (p7, p5, p6), (A.1)
(p2, p4, p5)
T2−→ (p7, p3, p6), (p1, p2, p4) T◦T2−→ (p3, p6, p8). (A.2)
Le groupe de translations ΓT est discret dans PU(2,1). Son ensemble limite est tout le
groupe d’Heisenberg C × R. La variété CR-sphérique complète obtenue par le quotient
Ω(ΓT )/ΓT est homéomorphe à un ﬁbré en cercle non-trivial sur le tore. Celui-ci vient de
l’action de T1 et T2 sur C (voir A.9). Le ﬁbré est non trivial car d’après les formules (A.2),
l’application T2 ne translate pas le carré de devant (p1, p2, p5, p4) sur celui de derrière
(p3, p7, p6, p8) (la remarque est la même pour T1).
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La ﬁgure A.8 représente les six tétraèdres avec les identiﬁcations d’arêtes. On remarque
qu’après recollement, il y a un sommet et sept arêtes. Ce dessin nous permet de déterminer
les équations de compatibilité. Comme nous avons déjà les coordonnées des sommets, nous
calculons par la suite la solution aux équations qui leur est associée.
Équations de faces :
B10B20B30D02D12D32 = 1
B01B21B31C10C20C30 = 1
B02B12B32G02G12G32 = 1
B03B13B23F01F21F31 = 1
C01C21C31G10G20G30 = 1
C02C12C32D03D13D23 = 1
C03C13C23E01E21E31 = 1
D10D20D30E03E13E23 = 1
D01D21D31F10F20F30 = 1
E10E20E30G01G21G31 = 1
E02E12E32F03F13F23 = 1
F02F12F32G03G13G23 = 1
Équations d’arêtes :
B30C31D21E21G03 = 1
B03C13D12E12G30 = 1
B12C10D10E30F20 = 1
B21C01D01E03F02 = 1
B23C23D03F13G12 = 1
B32C32D30F31G21 = 1
C30D20E31F21G23 = 1
C03D02E13F12G32 = 1
B10C20D23E20F23G13 = 1
B01C02D32E02F32G31 = 1
B13D13E10F10G10 = 1
B31D31E01F01G01 = 1
B20C21E23F03G02 = 1
B02C12E32F30G20 = 1
Les solutions calculées à partir des sommets sont :
B01 = −ω2 B10 = −ω B23 = ω B32 = ω2
C01 = −ω2 C10 = 1− ω C23 = −ω C32 = 2 + ω
D01 = ω
2 D10 = ω D23 = −ω D32 = −ω2
E01 = −ω2 E10 = 1− ω E23 = −ω E32 = 2 + ω
F01 = ω
2 F10 = ω F23 = −ω F32 = −ω2
G01 = 2 + ω G10 = −ω G23 = 1− ω C32 = −ω2.
Remarque A.2. Un calcul du rang de la jacobienne en cette solution nous indique qu’il
n’est pas maximal. En eﬀet, la structure CR-sphérique admet des déformations.
Bibliographie
[Ale30] James W. Alexander : The combinatorial theory of complexes. Ann. of Math.
(2), 31(2):292–320, 1930.
[Ber] N. Bergeron : Sous-groupes discrets de groupes de Lie et géométrie hyperbo-
lique. Note de cours, disponible sur http ://people.math.jussieu.fr/ bergeron.
[BP92] Riccardo Benedetti et Carlo Petronio : Lectures on hyperbolic geometry.
Universitext. Springer-Verlag, Berlin, 1992.
[BS76] D. Burns, Jr. et S. Shnider : Spherical hypersurfaces in complex manifolds.
Invent. Math., 33(3):223–246, 1976.
[Car32] Elie Cartan : Sur le groupe de la géométrie hypersphérique. Comment. Math.
Helv., 4(1):158–171, 1932.
[Cho04] Young-Eun Choi : Positively oriented ideal triangulations on hyperbolic three-
manifolds. Topology, 43(6):1345–1371, 2004.
[Cho06] Young-Eun Choi : Neumann and Zagier’s symplectic relations. Expo. Math.,
24(1):39–51, 2006.
[CHW99] Patrick J. Callahan, Martin V. Hildebrand et Jeﬀrey R. Weeks : A census
of cusped hyperbolic 3-manifolds. Math. Comp., 68(225):321–332, 1999. With
microﬁche supplement.
[EP88] D. B. A. Epstein et R. C. Penner : Euclidean decompositions of noncompact
hyperbolic manifolds. J. Diﬀerential Geom., 27(1):67–80, 1988.
[Fal] E. Falbel : A Volume function for Spherical CR tetrahedra. Quarterly Journal
of Mathematics, à paraître.
[Fal05] Elisha Falbel : Constructing spherical CR manifolds by gluing tetrahedra. C.
R. Math. Acad. Sci. Paris, 340(7):503–506, 2005.
[Fal07] E. Falbel : Geometric structures associated to triangulations as ﬁxed point
sets of involutions. Topology Appl., 154(6):1041–1052, 2007.
[Fal08] Elisha Falbel : A spherical CR structure on the complement of the ﬁgure eight
knot with discrete holonomy. J. Diﬀerential Geom., 79(1):69–110, 2008.
[FP06] Elisha Falbel et John R. Parker : The geometry of the Eisenstein-Picard
modular group. Duke Math. J., 131(2):249–289, 2006.
[Fra06] Stefano Francaviglia : Similarity structures on the torus and the Klein bottle
via triangulations. Adv. Geom., 6(3):397–421, 2006.
[GKL01] William M. Goldman, Michael Kapovich et Bernhard Leeb : Complex hy-
perbolic manifolds homotopy equivalent to a Riemann surface. Comm. Anal.
Geom., 9(1):61–95, 2001.
[GM87] W. M. Goldman et J. J. Millson : Local rigidity of discrete groups acting on
complex hyperbolic space. Invent. Math., 88(3):495–520, 1987.
122 Bibliographie
[Gol88] William M. Goldman : Geometric structures on manifolds and varieties of
representations. In Geometry of group representations (Boulder, CO, 1987),
volume 74 de Contemp. Math., pages 169–198. Amer. Math. Soc., 1988.
[Gol99] William M. Goldman : Complex hyperbolic geometry. Oxford Mathematical
Monographs. The Clarendon Press Oxford University Press, New York, 1999.
Oxford Science Publications.
[GP92] William M. Goldman et John R. Parker : Complex hyperbolic ideal triangle
groups. J. Reine Angew. Math., 425:71–86, 1992.
[HW89] Martin Hildebrand et Jeﬀrey Weeks : A computer generated census of cusped
hyperbolic 3-manifolds. pages 53–59, 1989.
[KR87] A. Korányi et H. M. Reimann : The complex cross ratio on the Heisenberg
group. Enseign. Math. (2), 33(3-4):291–300, 1987.
[Mat07] Sergei Matveev : Algorithmic topology and classiﬁcation of 3-manifolds, vo-
lume 9 de Algorithms and Computation in Mathematics. Springer, Berlin, se-
cond édition, 2007.
[McR] D. B. McReynolds : Arithmetic lattices in SU(n,1). A paraître.
[Mil82] John Milnor : Hyperbolic geometry : the ﬁrst 150 years. Bull. Amer. Math.
Soc. (N.S.), 6(1):9–24, 1982.
[Mos80] G. D. Mostow : On a remarkable class of polyhedra in complex hyperbolic
space. Paciﬁc J. Math., 86(1):171–276, 1980.
[MR03] Colin Maclachlan et Alan W. Reid : The arithmetic of hyperbolic 3-
manifolds, volume 219 de Graduate Texts in Mathematics. Springer-Verlag,
New York, 2003.
[MT05] William Menasco et Morwen Thistlethwaite, éditeurs. Handbook of knot
theory. Elsevier B. V., Amsterdam, 2005.
[NR92] Walter D. Neumann et Alan W. Reid : Arithmetic of hyperbolic manifolds.
In Topology ’90 (Columbus, OH, 1990), volume 1 de Ohio State Univ. Math.
Res. Inst. Publ., pages 273–310. de Gruyter, Berlin, 1992.
[NY99] Walter D. Neumann et Jun Yang : Bloch invariants of hyperbolic 3-manifolds.
Duke Math. J., 96(1):29–59, 1999.
[NZ85] Walter D. Neumann et Don Zagier : Volumes of hyperbolic three-manifolds.
Topology, 24(3):307–332, 1985.
[Par] John Parker : Notes on complex hyperbolic geometry. 2010.
[Par98] John R. Parker : On the volumes of cusped, complex hyperbolic manifolds
and orbifolds. Duke Math. J., 94(3):433–464, 1998.
[Pie88] Riccardo Piergallini : Standard moves for standard polyhedra and spines.
Rend. Circ. Mat. Palermo (2) Suppl., (18):391–414, 1988. Third National Confe-
rence on Topology (Italian) (Trieste, 1986).
[PP00] Carlo Petronio et Joan Porti : Negatively oriented ideal triangulations and
a proof of Thurston’s hyperbolic Dehn ﬁlling theorem. Expo. Math., 18(1):1–35,
2000.
[PW] J. Parker et P. Will : Representations of the 3-punctured sphere group in
PU(2,1) with unipotent generators. En préparation.
[Rat06] John G. Ratcliffe : Foundations of hyperbolic manifolds, volume 149 de Gra-
duate Texts in Mathematics. Springer, New York, second édition, 2006.
Bibliographie 123
[Rei90] Alan W. Reid : A note on trace-ﬁelds of Kleinian groups. Bull. London Math.
Soc., 22(4):349–352, 1990.
[Rei03] I. Reiner : Maximal orders, volume 28 de London Mathematical Society Mo-
nographs. New Series. The Clarendon Press Oxford University Press, Oxford,
2003. Corrected reprint of the 1975 original, With a foreword by M. J. Taylor.
[Ril75] Robert Riley : A quadratic parabolic group. Math. Proc. Cambridge Philos.
Soc., 77:281–288, 1975.
[Sch01] Richard Evan Schwartz : Degenerating the complex hyperbolic ideal triangle
groups. Acta Math., 186(1):105–154, 2001.
[Sch07] Richard Evan Schwartz : Spherical CR geometry and Dehn surgery, volume
165 de Annals of Mathematics Studies. Princeton University Press, Princeton,
NJ, 2007.
[Thu79] William P. Thurston : The Geometry and topology of 3-manifolds. Mimeo-
graphed notes. Princeton University Mathematics Department, 1979.
[Thu97] William P. Thurston : Three-dimensional geometry and topology. Vol. 1,
volume 35 de Princeton Mathematical Series. Princeton University Press, Prin-
ceton, NJ, 1997. Edité par Silvio Levy.
[Tol89] Domingo Toledo : Representations of surface groups in complex hyperbolic
space. J. Diﬀerential Geom., 29(1):125–133, 1989.
[Wil] P. Will : Bending Fuchsian representations of fundamental groups of cusped
surfaces in PU(2,1). Prépublication.
