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Abstract— The aim of this paper is to carry out analysis of 
Maximum Likelihood (ML) on Landsat 5 TM (Thematic 
Mapper) satellite data of tropical land covers. ML is a supervised 
classification method which is based on the Bayes theorem. It 
makes use of a discriminant function to assign pixel to the class 
with the highest likelihood. Class mean vector and covariance 
matrix are the key inputs to the function and can be estimated 
from the training pixels of a particular class. In this study, we 
used ML to classify a diverse tropical land covers recorded from 
Landsat 5 TM satellite. The classification is carefully examined 
using visual analysis, classification accuracy, band correlation 
and decision boundary. The results show that the separation 
between mean of the classes in the decision space is to be the 
main factor that leads to the high classification accuracy of ML. 
Keywords-component: Bayesian, Maximum Likelihood, 
Classification, Accuracy 
I.  INTRODUCTION 
 In remote sensing, classification is the process of 
assigning a pixel to a particular type of land cover. 
Classification uses data (typically a measurement vector or 
feature vector ω ) from a space borne or airborne acquisition 
system. It aims to assign a pixel associated with the 
measurement ω  at position x to a particular class i, where 1 ≤ 
i ≤ M and M is the total number of classes. The classes are 
defined from supporting data, such as maps and ground data 
for test sites. Two types of classification are commonly used, 
supervised and unsupervised. Supervised classification starts 
from a known set of classes, learns the statistical properties of 
each class and then assigns the pixels based on these 
properties. Unsupervised classification is a two-step operation 
of grouping pixels into clusters based on the statistical 
properties of the measurements, and then labelling the clusters 
with the appropriate classes.  
As supervised classification classifies pixels based on 
known properties of each cover type, it requires representative 
land cover information, in the form of training pixels. 
Signatures generated from the training data will be in a 
different form, depending on the classifier type used. For ML 
classification the class signature will be in the form of class 
mean vectors and the covariance matrices. However, the 
disadvantage is that the derived classes may not be statistically 
separable. 
 The parallelepiped classifier, known as the ‘box decision 
rule’, is often considered to be the simplest supervised 
algorithm [1]. This algorithm makes use of the ranges of 
values within the training data to define regions within a 
multidimensional data space. The Mahalanobis distance uses 
statistics for each class but assumes that all class covariances 
are equal. All pixels are classified to the closest region of 
interest (ROI) class, depending on the distance threshold 
specified by users; some pixels may be unclassified if they do 
not meet the threshold [2]. The minimum distance classifier 
employs the central values of the spectral data that forms the 
training data set to classify pixels. The neural network 
classification is a self adaptive method that is able to estimate 
the posterior probabilities, which provide a basis for 
establishing the classification rule [3]. The support vector 
machine method involves a learning process based on 
structural risk minimisation, which can minimise classification 
error without the need to assume data distribution [4]. It is 
capable of handling data with a limited training sample. 
However, it often linked to high computational requirements 
and processing times. An ML classifier is a powerful 
classification technique based on the maximum likelihood 
decision rule and depends on the quality of training samples, 
which are usually determined based on ground-verified land 
cover maps and knowledge of the area. Due to its practicality, 
objectivity and ability to discriminate between land covers 
effectively, ML is often preferred by many remote sensing 
data users to classify land covers worldwide [5].  
 Al-Ahmadi and Hames [6] performed three methods, i.e. 
ML, Mahalanobis Distance and Minimum Distance, to classify 
four land covers of Saudi Arabia (rock outcrop, alluvial, 
agriculture and urban) recorded from Landsat 5 TM satellite. 
The outcomes of their study showed that ML (80%) has the 
best overall classification accuracy, followed by Mahalanobis 
distance (74%) and minimum distance (67%). Baban and 
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Yusof [6] used ML classification to map land covers on a 
mountainous tropical island, Langkawi recorded from Landsat 
satellite. ML classification was carried out on eight classes, 
namely, inland forest, mangrove forest, rubber, paddy fields, 
mixed horticulture, grassland, urban and water. The overall 
classification accuracy was 90% with individual class 
accuracy ranging from 74% for rubber to 100% for paddy. 
Another study was conducted by Ismail and Jusoff [8], where 
ML classification was used to classify five forms of land use 
and land covers in Pahang, Malaysia observed from Landsat 
satellite, viz. primary forest, logged over forest, agriculture 
crops, water and cleared lands. The overall accuracy of the 
classification was 89% with a kappa coefficient of 0.8.  
Besides these, there are many other successful stories of ML 
reported elsewhere; nevertheless, there is almost no attempt to 
investigate the ML in-depth. This study aims to investigate the 
factors that drive the ML performance. To do so, ML 
classification is performed to classify a number of tropical 
land covers of Malaysia. Analyses using qualitative and 
quantitative approaches are then carried out to examine the 
ML classification.  
 In this paper, we first present the concept of ML 
classification which includes the derivation of the discriminant 
function of a class and the general procedure of performing 
ML classification. Next, the materials and methods used this 
study are presented where satellite data and ancillary data used 
are described and the types of analysis carried out are 
explained, i.e. visual analysis, classification accuracy, band 
correlation, mean, standard deviation and decision boundary. 
Finally, we conclude by discussing the main factors that drive 
the performance of the ML classification. 
II. MAXIMUM LIKELIHOOD CLASSIFICATION 
Maximum Likelihood (ML) is a supervised classification 
method derived from the Bayes theorem, which states that the 
a posteriori distribution P(i|ω), i.e., the probability that a pixel 
with feature vector  ω belongs to class i, is given by: 
 
( ) ( ) ( )( )
P i P i
P i |
P
=
ω |
ω
ω
  (1) 
 
where, ( )P iω | is the likelihood function, ( )P i is the a priori 
information, i.e., the probability that class i occurs in the study 
area and ( )P ω is the probability that ω is observed, which can 
be written as: 
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where, M is the number of classes. ( )P ω  is often treated as a 
normalisation constant to ensure ( )M
i 1
P i |
=
∑ ω  sums to 1. Pixel 
x is assigned to class i by the rule: 
x∈i    if ( ) ( )P i | P j |>ω ω for all j≠i  (3) 
 
ML often assumes that the distribution of the data within a 
given class i obeys a multivariate Gaussian distribution. It is 
then convenient to define the log likelihood (or discriminant 
function): 
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Since log is a monotonic function, Equation (3) is equivalent 
to: 
 
x∈i  if i jg ( ) g ( )>ω ω for all j≠i  (5) 
 
Each pixel is assigned to the class with the highest 
likelihood or labelled as unclassified if the probability values 
are all below a threshold set by the user [2]. The general 
procedures in ML are as follows: 
 
1. The number of land cover types within the study area is 
determined. 
2. The training pixels for each of the desired classes are 
chosen using land cover information for the study area. 
For this purpose, the Jeffries-Matusita (JM) distance can 
be used to measure class separability of the chosen 
training pixels. For normally distributed classes, the JM 
separability measure for two classes, Jij, is defined as 
follows [2]: 
 
( )ijJ 2 1 e−α= −   (6) 
 
where, α is the Bhattacharyya distance and is given by 
[2]: 
 
( ) ( ) ( )
( )i j
1
t i j
i j
C C
2C C1 1 ln
8 2 2 C C
−
 +
 
  +
  α = − − +
  
   
 
 
i j i jµ µ µ µ
(7) 
 
Jij ranges from 0 to 2.0, where Jij > 1.9 indicates good 
separability of classes, moderate separability for 1.0 ≤  Jij 
≤ 1.9 and poor separability for Jij < 1.0. 
3. The training pixels are then used to estimate the mean 
vector and covariance matrix of each class. 
4. Finally, every pixel in the image is classified into one of 
the desired land cover types or labeled as unknown. 
 
In ML classification, each class is enclosed in a region in 
multispectral space where its discriminant function is larger 
than that of all other classes. These class regions are separated 
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by decision boundaries, where, the decision boundary between 
class i and j occurs when: 
 
i jg ( ) g ( )=ω ω    (8) 
  
For multivariate normal distributions, this becomes: 
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which can be written as: 
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This is a quadratic function in N dimensions. Hence, if we 
consider only two classes, the decision boundaries are conic 
sections (i.e. parabolas, circles, ellipses or hyperbolas). 
III. MATERIALS AND METHODS 
The study area was located in Selangor, Malaysia, covering 
approximately 540 km2 within longitude 101° 10’ E to 
101°30’ E and latitude 2°99’ N to 3°15’ N (Fig. 1). The 
satellite data 758 by 792 pixels) come from bands 1 (0.45 – 
0.52 µm), 2 (0.52 – 0.60 µm), 3 (0.63 – 0.69 µm), 4 (0.76 – 
0.90 µm), 5 (1.55 – 1.75 µm) and 7 (2.08 – 2.35 µm) of 
Landsat-5 TM dated 11th February 1999. The satellite records 
surface reflectance with 30 m spatial resolution from a height 
of 705 km. Initially, data conversion from raw DN (digital 
number) to TOA (top-of-atmosphere) reflectance (in W m-2 sr-
1
 µm-1) was carried out using ENVI software [9]. By 
performing this conversion, the cosine effect of different solar 
zenith angles due to the time difference between data 
acquisitions is removed, different values of the 
exoatmospheric solar irradiance arising from spectral band 
differences are compensated and the variation in the Earth–
Sun distance between different data acquisition dates is 
corrected. Masking of cloud and its shadow were carried out 
based on threshold approach [10],[11]. Visual interpretation of 
the Landsat data (Fig. 1(b)) was carried out to identify main 
land covers within the study area. The task was aided by a 
reference map (Fig. 1(a)), produced in October 1991 by the 
Malaysian Surveying Department and Malaysian Remote 
Sensing Agency using ground surveying and SPOT satellite 
data. 11 main classes were identified, i.e. water, coastal 
swamp forest, dryland forest, oil palm, rubber, industry, 
cleared land, urban, sediment plumes, coconut and bare land.  
Figure 1. The study area from (a) the land cover map and (b) the 
Landsat-5 TM with bands 5 4 and 3 assigned to the red, green and blue 
channels. Cloud and its shadow are masked in black. 
 
Training areas were established by choosing one or more 
polygons for each class. Pixels fall within the training area 
were taken to be the training pixels for a particular class. In 
order to select a good training area for a class, the important 
properties taken into consideration are its uniformity and how 
well they represent the same class throughout the whole image 
[1]. Class separability of the chosen training pixels were 
determined by means of the JM distance. Fifty pairs have JM 
distance between 1.9 and 2.0 indicating good separability, four 
from 1.0 to 1.9 indicating moderate separability and one less 
than 1.0 indicating poor separability. The worst separability, 
possessed by the urban – industry pair (0.947), was expected 
since both have quite similar spectral characteristics.  For each 
class, these training pixels provide values from which to 
estimate the mean and covariances of the spectral bands used. 
These information are to be used by the ML classifier to assign 
pixels to a particular class. 
IV. ANALYSIS OF ML CLASSIFICATION 
A. Visual Analysis 
The ML classification was carried out using a high-end 
image processing system; therefore processing time was not a 
problem at all. The outcome of ML classification after 
assigning the classes with suitable colours, is shown in Fig. 2: 
coastal swamp forest (green), dryland forest (blue), oil palm 
(yellow), rubber (cyan), cleared land (purple), coconut 
(maroon), bare land (orange), urban (red), industry (grey), 
sediment plumes (sea green) and water (white). Clouds and 
their shadows are masked black. The areas in terms of 
percentage and square kilometres were also computed; the 
classes with the largest area are oil palm, cleared land and 
industry. Although being similar, coastal swamp forest and 
dryland forest can be clearly seen in the south-west and north-
east of the classified image, as indicated by the reference map. 
Coastal swamp forest covers most of the Island and coastal 
regions in the south-west of the scene. Most of the dryland 
forest can be recognised as a large straight-edged region in the 
north-east. Oil palm and urban dominate the northern and 
southern parts respectively. Rubber appears as scattered 
patches that mostly are surrounded by oil palms. Industry can 
be seen as patches near the urban areas, especially in the 
south-west and north-east. Coconut can be seen in the coastal 
area in the north-west of the image. A quite large area of bare 
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land can be seen in the east, while cleared land can be seen 
mostly in the north, south and south-east of the image.  
 
 
Figure 2. ML classification using band 1, 2, 3, 4, 5 and 7 of Landsat TM and 
the class areas in terms of square kilometre and percentage. 
 
B. Accuracy Analysis 
Accuracy assessment of the ML classification was 
determined by means of a confusion matrix (sometimes called 
error matrix), which compares, on a class-by-class basis, the 
relationship between reference data (ground truth) and the 
corresponding results of a classification [12]. Such matrices 
are square, with the number of rows and columns equal to the 
number of classes, i.e. 11. For all classes, the numbers of 
reference pixels are: rubber (103), water (9129), coastal 
swamp forest (14840), dryland forest (6162), oil palm 
(10492), industry (350), cleared land (1250), urban (2309), 
coconut (159), bare land (313) and sediment plumes (1881). 
The diagonal elements in TABLE I (a) represent the pixels of 
correctly assigned pixels and are also known as the producer 
accuracy. Producer accuracy is a measure of the accuracy of a 
particular classification scheme and shows the percentage of a 
particular ground class that is correctly classified. It is 
calculated by dividing each of the diagonal elements in 
TABLE I (a) by the total of each column respectively: 
 
aa
a
cProducer accuracy 100%
c
•
= ×   (11) 
 
where,  
th th
aa
a
c element at position a row and a column
c column sums
•
=
=
 
 
The minimum acceptable accuracy for a class is 90% 
[13]. TABLE I (b) shows the producer for all the classes. It is 
obvious that all classes possess producer accuracy higher than 
90%: bare land gives the highest (100%) and oil palm the 
lowest (92.4%). The relatively low accuracy of oil palm is 
mainly because 6% and 1% of its pixels were classified as 
coconut and cleared land. The misclassification of oil palm 
pixels to the coconut class is because oil palm and coconut 
have a similar physical structure, so tend to have similar 
spectral behaviour and therefore can easily be misclassified as 
each other. User Accuracy is a measure of how well the 
classification is performed. It indicates the percentage of 
probability that the class which a pixel is classified to on an 
image actually represents that class on the ground [13]. It is 
calculated by dividing each of the diagonal elements in a 
confusion matrix by the total of the row in which it occurs: 
 
ii
i
cUser accuracy 100%
c
•
= ×
  (12) 
 
where, ic row sum• = . Coastal swamp forest, dryland forest, 
oil palm, sediment plumes, water, bare land and urban show a 
user accuracy of more than 90%. Rubber, cleared land and 
industry possess accuracy between 70% and 90%, while the 
worst accuracy is possessed by coconut (16%). The low 
accuracy of coconut is because the oil palm pixels tend to be 
classified as coconut because they having similar spectral 
properties to oil palm. A measure of overall behaviour of the 
ML classification can be determined by the overall accuracy, 
which is the total percentage of pixels correctly classified: 
 
U
aa
a 1
c
Overall accuracy 100%Q
=
= ×
∑
  (13) 
 
where, Q  and U  is the total number of pixels and classes 
respectively. The minimum acceptable overall accuracy is 
85% [14]. The Kappa coefficient, κ  is a second measure of 
classification accuracy which incorporates the off-diagonal 
elements as well as the diagonal terms to give a more robust 
assessment of accuracy than overall accuracy. It is computed 
as [15]: 
 
U U
aa a a
2
a 1 a 1
U
a a
2
a 1
c c c
Q Q
c c1
Q
• •
= =
• •
=
−
κ =
−
∑ ∑
∑
  … (14) 
 
where ac row sums• = . The ML classification yielded an 
overall accuracy of 97.4% and kappa coefficient 0.97, 
indicating very high agreement with the ground truth.  
 
 
TABLE I.  CONFUSION MATRIX FOR ML CLASSIFICATION. 
 
(a) 
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 (b) 
 
As for comparison, we carried out another classification of the 
same study area using ISODATA (Iterative Self Organizing 
Data Analysis) clustering, an unsupervised method. The result 
showed that ISODATA only able to classify 8 classes with 
overall accuracy 93.1% and kappa coefficient 0.91. Due to the 
much higher accuracy and capability of ML compared to 
ISODATA, we further investigate the ML using different 
analysis techniques.  
 
C. Correlation Matrix Analysis 
Classification uses the covariance of the bands; 
nonetheless, covariance is not intuitive; more intuitive is 
correlation, k,lρ , i.e. covariance normalised by the product of 
the standard deviations of bands, k  and l : 
 
( ) ( )( )k k l lk,l
k,l
k l k l
E I IC − µ − µ
ρ = =
σ σ σ σ  … (15) 
where k,lC  is the covariance between bands k  and l , kσ  and 
lσ  are the standard deviations of the measurements in bands  
k  and l  respectively, E  is the expected value operator, and 
kI  and lI  and kµ  and lµ  are the intensities and means of 
bands  k  and l  respectively.  When using more than two 
bands, it is convenient to use a correlation matrix, where the 
element in row m  and column n  that correspond to band k  
and l  is given by k,lρ . If m n= , then k,lρ 1= , so this will be 
the value of the diagonal elements of the matrix. Otherwise, if 
m n≠ , k,lρ  lies between -1 and 1. In order to analyse the 
correlation matrices, plots of correlation versus band pair for 
all classes are plotted. Fig. 3 shows correlation between band 
pairs from selected classes, i.e. (a) water, (b) coastal swamp 
forest, (c) dryland forest, (d) oil palm, (e) urban, (f) cleared 
land, (g) industry and (h) sediment plumes. Each coloured 
curve represents correlation between a specific band (given by 
a specific colour) with all bands (on the x-axis). Landsat bands 
1, 2 and 3 are located within a very close wavelength range of 
the visible spectrum, with their centre wavelengths differing 
only by about 0.1 µm. Measurements made from these bands 
normally exhibit similar responses and therefore are highly 
correlated. Poor correlations may result from mixed pixel 
problem (existence of more than one class in a pixel). 
Correlations between lower-numbered bands (i.e. bands 1, 2 
and 3) and higher-numbered bands (i.e. bands 4, 5, and 6) are 
much lower because involving non-adjacency wavelengths. 
From Fig. 3, for cleared land and sediment plumes, correlation 
in most band pairs is quite high in ML, especially for bands 1, 
2 and 3, which corresponds to the higher accuracy in these 
classes in ML. For certain classes, such as water (with very 
low reflectances), the superiority of ML is even clearer, as 
shown not only by the correlations from bands 1, 2 and 3, but 
also 4, 5 and 7 in ML that have high correlations. A high 
correlation is shown by industry (with very high reflectances) 
due to the strong relationships of variation between the 
brightness of pixels and mean brightness in all bands (1, 2, 3, 
4, 5 and 7).  
 
 
Figure 3. Correlations between band pairs for (a) water, (b) coastal swamp 
forest, (c) dryland forest, (d) oil palm, (e) urban, (f) cleared land, (g) industry 
and (h) sediment plumes. 
 
D. Mean, Standard Deviation and Decision Boundary 
Analysis 
Despite of being very similar, both forests can still be 
separated quite effectively from each other using ML. Here, 
we investigate further the forests in terms of mean, standard 
deviation and decision boundary. Fig. 4(a) shows the means 
and (b) standard deviation of coastal swamp forest and dryland 
forest classes in ML. The means are almost the same 
particularly in bands 1, 2 and 3. The standard deviation of 
coastal swamp forest is bigger than dryland forest in most of 
the bands, except band 5. 
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 Figure 4. (a) Means of coastal swamp forest and dryland forest classes in ML 
classification. DLF and CSF are dryland forest and coastal swamp forest 
respectively. (b) Standard deviations of the forest classes in ML classification 
 
We subsequently generated the decision boundaries using 
Equation (10) between coastal swamp forest and dryland 
forest. Fig. 5 shows 15 sets of decision boundaries; ‘M1’ and 
‘M2’ are the means for dryland forest and coastal swamp 
forest respectively, ‘Band k Vs. Band l’ denotes that the 
vertical axis is band k while horizontal axis is band l and 
‘CSF’ and ‘DLF’ indicate coastal swamp forest and dryland 
forest respectively. The decision boundaries formed by the 
ML have the form of conic sections, i.e. pairs 2:1, 3:1, 7:1, 3:2 
and 7:2 form an elliptic curve, pairs 5:1, 5:2, 5:3, 7:3 and 7:5 
form a parabolic curve and pairs 4:1, 4:2, 4:3, 5:4 and 7:4 
form a hyperbolic curve. Most of the boundaries are owned by 
dryland forest swamp forest due to the smaller standard 
deviation of dryland forest than coastal swamp forest in most 
of the bands. In most bands (except band 4), the difference 
between the means is big enough that M1 and M2 are located 
in the different side of the boundary. Hence, ML can 
effectively separate between the forests due to its ability in 
positioning the means in the different side of the decision 
boundary.  
 
 
Figure 5. Decision boundaries between coastal swamp and dryland forest. 
V. CONCLUSION 
In this study, detail analyses of ML classification for 
tropical land covers in Malaysia have been carried out, in 
which lead to a number of conclusions. ML classifies the 
classes that exist in the study area with a good agreement with 
the reference map. ML classified the study area into 11 classes, 
with accuracy 97% (κ = 0.97). ML classifies pixels based on 
known properties of each cover type, but the generated classes 
may not be statistically separable. The band correlation of 
classes with high reflectance, e.g. industry, is high for all band 
pairs in ML because of the strong relationships of variation 
between the brightness of pixels and mean brightness in all 
bands. The separation between mean of the classes in the 
decision space is believed to be one of the main factors that 
leads to the high classification accuracy of ML. 
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