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Abstract
By representing quaternions as four-dimensional vectors and the multiplication of qua-
ternions as matrix-by-vector product we employ a matrix oriented approach to the topic. We
investigate properties of the fundamental real matrix associated with a quaternion and examine
a frequently considered quaternion equation, from which the nth power of a quaternion can be
determined. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
In 1843, Sir William Rowan Hamilton introduced the set of quaternions, which
can be represented as
H = {a = a0 + a1i + a2j + a3k : a0, a1, a2, a3 ∈ R},
where i, j and k are special elements of H satisfying
i2 = j2 = k2 = −1
and
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ij = k = −ji, jk = i = −kj, ki = j = −ik.
See for example [13] or [7] for a review.
Addition of two quaternions a = a0 + a1i + a2j + a3k and b = b0 + b1i + b2j +
b3k is defined by
a + b = (a0 + b0)+ (a1 + b1)i + (a2 + b2)j + (a3 + b3)k,
whereas multiplication is defined by
ab=(a0b0 − a1b1 − a2b2 − a3b3)
+ (a1b0 + a0b1 − a3b2 + a2b3)i
+ (a2b0 + a3b1 + a0b2 − a1b3)j
+ (a3b0 − a2b1 + a1b2 + a0b3)k.
It is well known that H with the operations addition and multiplication forms a skew-
field (also called ‘division algebra’), so that in general we have to expect ab /= ba
for a, b ∈ H, see e.g. [1, p. 103].
It is nearby to identify a quaternion a ∈ H with a real vector a ∈ R4. We will
denote such an identification by the ∼=-symbol, i.e.,
a0 + a1i + a2j + a3k = a∼= a =


a0
a1
a2
a3

 .
Then addition in H becomes the componentwise addition of vectors in R4, and mul-
tiplication can be represented by an ordinary matrix-by-vector product
ab∼=Lab,
where the matrix La is given by
La =


a0 −a1 −a2 −a3
a1 a0 −a3 a2
a2 a3 a0 −a1
a3 −a2 a1 a0

 .
The representation La for a quaternion a is well known in algebra, see e.g. [1, Chapter
5]. Since La plays a crucial role in our subsequent considerations, we call it the
fundamental matrix. By discussing its main features in the following two sections,
we throw additional light on the matrix oriented approach to quaternions, which
might be easier to grasp than the traditional axiomatic point of view.
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2. Basic properties of the fundamental matrix
For a given quaternion a = a0 + a1i + a2j + a3k the quaternion a := a0 − a1i −
a2j − a3k is called the adjoint of a, and
a∼= a :=


a0
−a1
−a2
−a3

 = Ca, C :=


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 .
We will refer to R(a) := a0 and 
(a) := a1i + a2j + a3k as the real part and the
imaginary part of a, respectively, and
R(a)∼= a0e1, e1 :=


1
0
0
0

 , 
(a)∼= a∗ :=


0
a1
a2
a3

 .
In the sequel we will represent a real number a by ae1 whenever appropriate.
Similarly to the fundamental matrix La, which represents left multiplication by
a, one may introduce a matrix Ra representing right multiplication ba∼=Rab. It is
straightforward to see that
Ra = CL′aC,
where L′a denotes the transpose of La. For a, b ∈ R4 and α, β ∈ R, we have
LaRb = RbLa, LaLb = LLab, Lαa+βb = αLa + βLb.
Moreover,
La = L′a and Ra = R′a.
For any 0 /= a ∈ R4, the fundamental matrix La is nonsingular with inverse
L−1a =
1
‖a‖2 L
′
a,
where ‖ · ‖ denotes the euclidean norm of a real vector.
Naturally, these identities are closely related to basic properties of quaternion
multiplication. For example, identity Lαa+βb = αLa + βLb is connected to the lin-
earity of left multiplication and to the right distributive law. Similarly, identity
LaLb = LLab is related to the associative law for quaternion multiplication. Further-
more, applying the matrix approach leads to a convenient and concise way of writing
proofs. We shall illustrate this point by considering three well-known identities
aa = |a|2, |ab|2 = |a|2|b|2, and ab = ba.
Using the identification with real vectors in R4, it is seen that
aa∼=Laa = Raa = ‖a‖2e1 ∼= |a|2 = a20 + a21 + a22 + a23,
|ab|2 = ‖Lab‖2 = b′L′aLab = b′‖a‖2L−1a Lab = ‖a‖2‖b‖2 = |a|2|b|2,
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and
ab∼=C(Lab) = (CLa)b = (R′aC)b = R′a(Cb) = Ra(Cb) = Rab∼= ba.
Note that La (as well as Ra) commutes with its transpose and therefore is normal.
In the subsequent sections we make repeated use of properties of normal matrices as
carried out in [8, Section 2.5].
3. Eigenvalues and eigenvectors of the fundamental matrix
For a = (a0, a1, a2, a3)′ ∈ R4 consider the eigenvalue–eigenvector equation
Laz = λz, z = 0,
where λ ∈ C is an eigenvalue, and 0 /= z ∈ C4 is a corresponding eigenvector of La.
The matrix La can be written as La = a0I4 + La∗ . Consequently, the eigenvalues
of La are obtained by adding a0 to the eigenvalues of La∗ . If µ is an eigenvalue of
La∗ , then µ2 is an eigenvalue of L2a∗ . From
L2a∗ = −‖a∗‖2I4,
we conclude that µ2 = −‖a∗‖2. Hence, the eigenvalues of La∗ can only be µ =
i‖a∗‖ or µ = −i‖a∗‖. But the complex eigenvalues of the real matrix La∗ occur in
conjugate pairs, so that La∗ has two eigenvalues i‖a∗‖ and two eigenvalues −i‖a∗‖.
Theorem 1. For a = (a0, a1, a2, a3)′ ∈ R4, the eigenvalues of the fundamental
matrixLa aregiven bya0 ± i‖a∗‖,where in case‖a∗‖ /= 0 each eigenvalueoccurswith
algebraic multiplicity 2, and otherwise the eigenvalue a0 has algebraic multiplicity 4.
Note that the eigenvalues of the fundamental matrix La are the same as the eigen-
values of the corresponding matrix Ra. This can be seen by noting that the eigen-
values of Ra = CL′aC coincide with the eigenvalues of L′a, which in turn coincide
with the eigenvalues of La.
Since the determinant of a matrix is the product of its eigenvalues, we have
det(La) = ‖a‖4.
Let us now turn our attention to the eigenvectors of La. Since La is a normal
matrix, it is nondefective, which means that geometric and algebraic multiplicity of
the eigenvalues of La coincide. Hence in case ‖a∗‖ /= 0 the eigenspaces associated
with the eigenvalues a0 + i‖a∗‖ and a0 − i‖a∗‖ both have dimension 2.
Theorem 2. Let ‖a∗‖ /= 0 for a = (a0, a1, a2, a3)′ ∈ R4. Then the eigenspaces of
La corresponding to a0 + i‖a∗‖ and a0 − i‖a∗‖ are:{
Lgy : y ∈ C4
}
and
{
Lhy : y ∈ C4
}
,
respectively, where g = i‖a∗‖e1 + a∗ and h = −i‖a∗‖e1 + a∗.
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Theorem 2 can be verified by calculating LaLgy − (a0 + i‖a∗‖)Lgy and LaLhy −
(a0 − i‖a∗‖)Lhy, which both yield the zero vector for any y ∈ C4. Observe that we
admit complex entries in the matrices Lg and Lh, as distinct from our former proce-
dure where only real entries were considered.
4. Application to the equation ra = br+ c
As an application of our matrix oriented approach we will consider the quaternion
equation
ra = br+ c,
where a, b, c ∈ H are given, compare [9,12,14]. (Note that this equation is misprinted
in [14] as ra + br = c.)
Using matrix representation, we see that the above equation is equivalent to Rax =
Lbx + c, which can be written as
(Ra − Lb)x = c.
Before analyzing this matrix equation in detail, we introduce the notion of similarity
of quaternions, see e.g. [14]. Two quaternions a and b are called similar if there exists
a quaternion u /= o such that
u−1bu = a.
Similarity will be denoted by a ∼ b and it can be shown that ‘∼’ is an equivalence
relation on H. Transferring this notion to matrix notation with a∼= a and b∼= b, we
find that
a ∼ b ⇔ ∃0 /= u ∈ R4: Lbu = Rau ⇔ Ra − Lb is singular.
Since the matrix equation (Ra − Lb)x = c is uniquely solvable if and only if Ra −
Lb is nonsingular, the following observation is immediate.
Observation 1. The equation ra = br+ c is uniquely solvable with respect to r if
and only if a ∼ b.
Note that from [9,14] only sufficiency of a ∼ b for ra = br+ c to have a unique
solution becomes evident.
The eigenvalues of the crucial matrix Ra − Lb are given by
(a0 − b0)± i(‖a∗‖ − ‖b∗‖) and (a0 − b0)± i(‖a∗‖ + ‖b∗‖).
Observe that each eigenvalue of Ra − Lb is the difference of an eigenvalue of Ra
and an eigenvalue of Lb, compare Theorem 1, which is not surprising since the two
commuting normal matrices Ra and Lb can be simultaneously unitarily diagonalized.
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Since a matrix is singular if and only if at least one of its eigenvalues is 0, the
following observation is immediate.
Observation 2 [3]. Two quaternions a and b are similar if and only if R(a) = R(b)
and |
(a)| = |
(b)|.
We will proceed by considering the solutions to the matrix equation (Ra − Lb)x =
c and then collect our findings in terms of quaternions. Since Ra − Lb is normal, its
rank equals the number of its nonzero eigenvalues. Hence
rank(Ra − Lb) ∈ {0, 2, 4}.
Observe that the normal matrix Ra − Lb has the same eigenvalues as Ra − Lb and
therefore the same rank. It is clear that in case rank(Ra − Lb) = 4 the unique solu-
tion is given by x = (Ra − Lb)−1c, where the matrix (Ra − Lb)−1 may as well be
expressed as
(Ra − Lb)−1=(Ra − Lb)−1(Ra − Lb)−1(Ra − Lb)
=[(Ra − Lb)(Ra − Lb)]−1(Ra − Lb)
=L−1q (Ra − Lb), q = 2(b0 − a0)b + ‖a‖2 − ‖b‖2.
Moreover, in case rank(Ra − Lb) = 0 it is obvious that (Ra − Lb)x = c is solvable
if and only if c = 0, in which case any vector x ∈ R4 is a solution. Hence it remains
to consider the case rank(Ra − Lb) = 2.
If rank(Ra − Lb) = 2, then a0 = b0 and ‖a∗‖ = ‖b∗‖ but ‖a∗‖ /= 0, since other-
wise all eigenvalues of Ra − Lb would be 0. Now, the matrix difference Ra − Lb can
be expressed as
Ra − Lb = Ra∗ − Lb∗,
where the commuting matrices Ra∗ and Lb∗ satisfy
Ra∗ = −Ra∗ = −‖a∗‖2R−1a∗ and Lb∗ = −Lb∗ = −‖a∗‖2L−1b∗ .
Using these properties and noting that also Ra − Lb = Ra∗ − Lb∗ , the following can
be seen by exploiting simple matrix calculus.
If there exists a vector x such that (Ra − Lb)x = c, then c satisfies
(Ra − Lb)c = 0.
Conversely, if c satisfies (Ra − Lb)c = 0, then it follows that
(Ra − Lb)x = c for x = − 14‖a∗‖2 (Ra − Lb)c.
Furthermore, every vector
x =
(
I4 − 1‖a∗‖2 Lb∗Ra∗
)
z, z ∈ R4,
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satisfies (Ra − Lb)x = 0. On the other hand, if (Ra − Lb)x = 0, then
x =
(
I4 − 1‖a∗‖2 Lb∗Ra∗
)
1
2
x.
We can now state the following result.
Theorem 3. Let a, b, c ∈ H. Then the equation ra = br + c is uniquely solvable
with respect to r if and only if a ∼ b, in which case the solution is given by
r = q−1(ca − bc), q = 2[R(b)− R(a)]b+ |a|2 − |b|2.
If a = a ∼ b, a necessary and sufficient condition for solvability is c = 0, in which
case any r ∈ H is a solution. If a /= a ∼ b, a necessary and sufficient condition for
solvability is ca = bc, in which case all solutions are given by
r = 1
4|
(a)|2 (bc− ca)+ z−
1
|
(a)|2
(b)z
(a),
where z ∈ H is arbitrary.
Consider again the equation
(Ra − Lb)x = 0
for the case rank(Ra − Lb) = 2 (which implies ‖a∗‖ /= 0). Then the dimension of
the space of all its solutions with respect to x, the null space of Ra − Lb, is 2. Hence,
this space can be written as
{x : x = λx1 + µx2, λ, µ ∈ R},
where x1 and x2 are two linearly independent nonzero vectors satisfying (Ra −
Lb)x1 = (Ra − Lb)x2 = 0. It is a routine matter to check that in case b /= a this is
true for the orthogonal vectors
x1 = ‖a∗‖2e1 − Lb∗a∗ and x2 = a∗ + b∗.
In other words, for two given quaternions a /= a ∼ b /= a, all quaternions r satisfying
ra = br are
r = λ[|
(a)|2 − 
(b)
(a)] + µ[
(a)+ 
(b)], λ, µ ∈ R.
As a direct consequence, all quaternions r which commute with a quaternion a = a
are given by
r = λ+ µ
(a),
where λ and µ are arbitrary numbers in R.
5. Powers of a quaternion
It is obvious that the nth power an of a quaternion a commutes with a, where
n ∈ N and a0 := 1. Hence, we can write
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an = λn + µn
(a)
for some real numbers λn and µn, where in the trivial case a = a we have λn =
R(a)n and µn ∈ R arbitrary.
For determiningλn and µn in the nontrivial case a = a, it is seen from an+1 = aan
and the identification of an with its corresponding real vector λne1 + µna∗ for any
n ∈ N, that the pairs (λn, µn) obey the following system of linear homogeneous
first-order difference equations
λn+1 = λna0 − µn‖a∗‖2, µn+1 = a0µn + λn
with initial values λ0 = 1 and µ0 = 0. Observe that ‖a∗‖ /= 0 due to a = a. The two
equations can be written as
n+1 = An, A =
(
a0 −‖a∗‖2
1 a0
)
, n =
(
λn
µn
)
.
The eigenvalues of the nonsingular matrix A are 1 = a0 + i‖a∗‖ and 2 = a0 −
i‖a∗‖ with corresponding eigenvectors z1 = (i‖a∗‖, 1)′ and z2 = (i‖a∗‖,−1)′. Us-
ing
0 =
(
1
0
)
= c(z1 + z2), c = −i2‖a∗‖ ,
it follows from Theorem 5.10.1 in [6] that n = c(n1z1 + n2 z2), compare also [5,
Sections 3.1 and 3.2]. Thus, we arrive at(
λn
µn
)
=
(
Re[(a0 + i‖a∗‖)n]
(1/‖a∗‖)Im[(a0 + i‖a∗‖)n]
)
,
where for a number α = β + iγ ∈ C we use Re(α) = β and Im(α) = γ .
Theorem 4. For a quaternion a ∈ H let α = R(a)+ i|
(a)|. Then the nth power,
n ∈ N, of a is given by
an = λn + µn 
(a),
where λn = Re(αn) and µn = (1/|
(a)|) Im(αn) in case a /= a, while µn can be
chosen arbitrarily otherwise.
Using polar coordinates, the complex number α = R(a)+ i|
(a)| can be written
as
α = r(cos θ + i sin θ),
where r = (R(a)2 + |
(a)|2)1/2 = |a| and tan θ = |
(a)|/R(a) if R(a) /= 0 and θ =
π/2 otherwise. This implies
αn = rn(cosnθ + i sinnθ)
so that λn = |a|n cosnθ and µn = (|a|n/|
(a)|) sinnθ if a /= a.
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As noted by one of the referees, a further way of expressing the nth power of a
quaternion is to directly exploit that the quaternion a is similar to α, namely
a = uαu−1,
where in case a /= a the quaternion u may be chosen as u = λ[|
(a)| − 
(a)i] +
µ[|
(a)|i + 
(a)] with arbitrary λ,µ ∈ R such that u /= o. Thus
an = uαnu−1.
Writing αn = Re(αn)+ i Im(αn) and utilizing
uiu−1 = 1|
(a)|
(a), a /= a,
one easily obtains the assertion of Theorem 4.
One may as well consider an nth root of a quaternion a, which is a solution r ∈ H
to the equation rn = a, where n ∈ N. On the basis of the above considerations it is
possible to solve this problem. Niven [10,11] and Brand [2] already give the number
of nth roots and calculate them explicitly. Further related results are presented in [4].
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