The National Institute of Standards and Technology (NIST) performed new standardization measurements for 64 Cu. As part of this work the photon emission probabilities for the main gamma-rays and the half-life were determined using several high purity germanium (HPGe) detectors. Half-life determinations were also carried out with a NaI(Tl) well counter and two pressurized ionization chambers.
Introduction
Copper-64 has unique characteristics that make it a multi-purpose radionuclide with many potential medical applications. This radionuclide is currently being considered for use in positron emission tomography (PET) imaging and targeted radiotherapy of cancer (Anderson, 2009 , Asabella, 2014 .
Copper-64 disintegrates by beta minus emission to the 64 Zn ground state and by positron emission/electron capture to the excited and ground state levels of 64 Ni. Figure 1 shows a diagram of the 64 Cu decay scheme.
The reliability of radioactivity measurements of nuclides such as 64 Cu is dependent on the quality of the nuclear and atomic decay data that are used as inputs for those measurements. Within the past 10 years, several laboratories have reported on the measurement of decay data for 64 Cu (Qaim et al. 2007 , Wanke et al. 2010 , Bé et al. 2012 . Many of these studies were conducted by National Metrology Institutes during the course of the development of primary national standards for this radionuclide.
Two independent evaluations of the nuclear decay data for 64 Cu currently exist. The first of these was conducted by Singh (2007) as part of the Evaluated Nuclear Data Structure File (ENSDF), while the most recent was performed by Bé et al (2011) as part of the Decay Data Evaluation Project (DDEP). Because they were published subsequent to the ENSDF evaluation, the recent measurements from Wanke et al. (2010) , Luca et al. (2012) , and Bé et al. (2012) are only considered in the DDEP evaluation. The evaluated half-life from the DDEP evaluation is (12.7004 ± 0.0020) hours (Bé et al. 2011) , while the ENSDF evaluation gives a recommended half-life of (12.701 ± 0.002) hours (Singh 2007) . The tabulated emission probabilities for the main gamma-rays in the 64 Cu decay from the DDEP (Bé et al. 2011 ) and ENSDF (Singh 2007) evaluations are listed in Table 1 .
The National Institute of Standards and Technology (NIST) recently performed a new standardization for 64 Cu (Bergeron et al., 2017) . In order to contribute to the current set of decay data measurements, the photon emission probabilities for the main gamma-rays and the half-life were determined as part of that work.
Experimental setup

Source preparation
The dilution schemes and methods used to prepare the sources are described in detail by Bergeron et al. (2017) . Table 2 provides a brief description of the sources used for the measurements described in this work. The source was produced by the University of Wisconsin cyclotron and it was used as received.
Gamma-ray measurements
The gamma-ray spectrometry measurements were performed on four different 5 mL NIST ampoules using four different HPGe detectors (both n-type and p-type detectors). Two of the ampoules were prepared and measured in November of 2015 and the other two ampoules were prepared and measured in March 2016. Due to the short half-life, the ampoules measured in November of 2015 were used to determine the half-life and the ones measured in March 2016 were used to determine the emission probabilities. Impurity determinations were made during both sets of measurements. The fraction of the measured impurities relative to the 64 Cu source activity at the reference time for each set of sources are given in Table 3 . The activity determination of the 55 Co impurity was made at the beginning of the measurements and its decay followed for several days (using the 931.1 keV and 1408.5 keV lines). The other impurities were determined after most of the 64 Cu had decayed using the main gamma-ray lines with emission probabilities larger than 7 % and energies larger than 40 keV.
The determination of the emission probabilities was performed using the primary 64 Cu source activity from the LTAC method (Bergeron et al., 2017) and well-characterized HPGe detectors. The masses of the solutions of the ampoules were 4.9893 g and 5.0466 g, with respective source activities of (1.512 ± 0.008) MBq and (1.369 ± 0.007) MBq at a reference time of 12:00 EST 4 March 2016, see Table 2 . The measurements were performed between 2 March 2016 and 6 March 2016, and the source activities at the time of the measurements ranged from (17.23 ± 0.09) MBq to (65.5 ± 0.3) kBq. Each ampoule was measured nine times in several geometries using the four HPGe detectors for a total of 18 spectrum measurements. For these different measurement geometries, the sources were placed above and on the side of the HPGe detectors at several source-to-detector distances varying between 20 cm and 90 cm. Figure 2 shows an example of a gamma-ray energy spectrum for one of the 64 Cu sources measured with one of the HPGe detectors. For the determination of the emission probability of the 511 keV line, positrons are expected to be completely annihilated within the ampoule.
The full-energy-peak efficiency values for the HPGe detectors were previously determined using 5 mL NIST ampoules containing calibrated solutions of radionuclides that cover an energy range from 35 keV to 1.8 MeV and which were placed at the same source-to-detector distances as those used in the present measurements. The efficiency curves were fitted using two different methods (sixth degree polynomial and dual polynomial fit (spline function) with a cross-over point at around 200 keV) in order to assess possible variability in the calculated values for the different gamma-ray energies for 64 Cu. The uncertainty on the full-energy-peak efficiency varied between 0.3 % and 0.7 %, depending on the gamma-ray energy and the HPGe detectors used for the measurements. The live times of the acquired spectra were approximately 12 hours.
The emission probabilities for the main gamma-ray lines in the 64 Cu decay were determined using Equation 1.
where ( ) is the emission probability for each gamma-ray line of energy E, N(E) is the net area under the peak for each gamma-ray spectral line, T is the live time of the measurement, A is the source activity at the measurement mid-point time, ( ) is the full-energy-peak efficiency for each gamma-ray energy and Ci are the correction factors applied to the measurements. The net peak area is calculated taking into account the decay of the source during counting. For these measurements, two correction factors were applied to account for random pile-up counting and source decay from the reference date and time. At the measurement distances, the full-energy-peak efficiencies varied between 2 × 10 -3 and 4 × 10 -5 . The random pile-up correction varied between 0.001 % and 0.3 %, depending on the HPGe detector and source-to-detector distance used for the measurements, and was measured for each detector using the two-source method described in Debertin et al. (1988) . The value of the half-life used for the measurements was (12.7004 ± 0.0020) hours (Bé et al. 2011 ).
Half-life measurements
Half-life measurements were performed with different sources using four different types of instruments. These instruments included an HPGe detector, three gamma well counters, a Vinten 671 ionization chamber and an automated ionization chamber.
HPGe half-life
The HPGe half-life measurements were performed using the A2-R1 source at a distance of 40 cm from the end-cap of one HPGe detector using a reference time of 12:00 EST 20 November 2015, as seen in Table 2 . The measurement time interval was 2 hours and measurements were performed over a period of 110.7 hours. The source was not moved throughout the measurements. The 511 keV line was used to determine the half-life; it was not possible to use the 1345.77 keV gamma-ray due to its low emission probability. The 511 keV line was fitted to determine the peak area and the background was subtracted for each measurement. The peak fit was performed using Genie 2000 2 , using the option in which the peak counts are added over the peak and the continuum is subtracted using a step function. The subtracted background included the contribution from the impurities found in the source, which were 55 Co, 56 Co and 58 Co. The 511 keV background count rate for this detector was approximately 0.0355 s -1 ; the contribution from the impurities varied with time and it was approximately between 0.0351 s -1 to 0.0038 s -1 while the count rate due to the 64 Cu decay varied between 100.556 s -1 and 0.2948 s -1 over the duration of the measurement. The total count rate (summed over the entire spectrum) was lower than 450 s -1 throughout the duration of the measurements. Under these conditions, the dead time varied between 1.69 % and 0.06 %, thus no pile-up corrections were needed.
GWC half-life
Gamma well counter (GWC) half-life measurements were performed using three ampoules, denoted GWC1, GWC2, and GWC3 on the Wallac Wizard 2480 counter. The ampoules were measured in nylon sleeves designed specifically to center ampoules in the LS vial cassettes. An open counting window (nominally 20 keV to 2000 keV) was used, and the counting efficiency for this specific geometry with this window was approximately 0.14 counts per decay of 64 Cu. The maximum net count rate was approximately 2000 s -1 and the minimum net count rate used for the half-life evaluation was approximately 40 s -1 . The count time was 600 s for all measurements and the starting time for each measurement was used to calculate the elapsed time in the half-life fits. A 600 s background measurement was performed as part of each measurement, giving an average background count rate of 4.1 s -1 with a relative standard deviation of < 2 %. Impurity corrections were based on the HPGe determinations.
VIC half-life
Half-life measurements were performed using the dose vial source, V1, prepared during the November 2015 experiment (Bergeron et al 2017) , in the Vinten 671 ionization chamber (Woods et al. 1983 ) with a Keithley 6517A electrometer (collectively referred to as the "VIC") with the standard dipper. Calibration factors for the VIC (KVIC) were determined and reported separately (Bergeron et al., 2017 ). The measured current over the course of the half-life determination ranged from approximately 50 pA to 1 pA; this range includes a range change for the Keithley 6517A electrometer, but data acquired with a 18 F source over the same current range indicate that the system non-linearity is less than 6 × 10 -3 percent per pA (resulting in a 1.1 × 10 -7 % uncertainty on the half-life). Impurity corrections were based on the HPGe determinations.
AutoIC half-life
The automated ionization chamber (AutoIC) and its use for half-life measurements has been described previously (Fitzgerald 2010; Bergeron and Fitzgerald 2015) . Two ampoules of the November 2015 solution were measured for 6.8 days and two ampoules from the March 2016 solution were measured for 5.4 days. The first 4 days of data for each source, amounting to about 8 half-lives of decay, were used for half-life determinations. In both cases, the protocol was to measure each ampoule, then a 226 Ra reference source, then background. Each measurement consisted of averaging ionization chamber currents over a period of between 300 seconds and 3000 seconds. Each measurement was decaycorrected to the period midpoint, which was used as the time stamp. For most half-life determinations all the periods used in a fit were of the same length. For both solutions, the initial activity for each ampoule was about 54 MBq and the corresponding AutoIC current was about 420 pA. Background currents were about 0.07 pA. During decay of the sources, the currents were measured on 3 different ranges on the electrometer. The data from each range were analyzed separately. Therefore 12 half-life values were measured (2 solutions x 2 sources x 3 ranges) and combined. Impurity corrections were based on the HPGe determinations. Weighted fits were performed and uncertainties due to trends in the residuals were evaluated. Table 4 shows the results of the measurements of the emission probabilities, ( ), for the main gamma-ray emissions from the 64 Cu decay including the various uncertainty components that were combined to determine the combined standard (k = 1) uncertainty of the emission probability. The measured emission probabilities for the 511 keV and 1345.77 keV lines were 0.347 ± 0.003 per decay and 0.00469 ± 0.00004 per decay, respectively.
Results
Emission probabilities
The various components shown in Table 4 are grouped in Type A and Type B uncertainty estimate methods. Type A uncertainty evaluations are derived from statistical calculations while Type B evaluations are based on measurements of the correction factors and other values used in the emission probability determination (ANSI/NCSL Z540-2-1997, 1997) . The Type A evaluated standard uncertainty of ( ) was obtained as the standard deviation of the mean value of ( ) (i.e., is given by the standard deviation of all 18 measurements of ( )) divided by the square root of the total number of measurements (n = 18). The uncertainty component for the source activity was taken from the live-timed anticoincidence (LTAC) measurements (Bergeron et al., 2017) . The uncertainties for the pile-up and decay factor corrections and the full-energy-peak efficiency are the combined standard uncertainty values for the different measurement geometries. For example, the combined standard uncertainty for the full-energy-peak efficiency is calculated as:
where n is the number of measurement geometries and µε,i is the full-energy-peak efficiency uncertainty of each measurement geometry.
Half-life results
HPGe half-life
The background-subtracted 511 keV peak count rate was plotted as a function of the measurement time calculated as the time difference from the first measurement to the middle of the run expressed in hours, see Figure 3 . As there is a small variation in run time due to dead time (that varied between 1.69 % and 0.06 % throughout the measurements), the count rate values were decay corrected to the middle of each run using the half-life value from Bé et al (2011) . These measured values were fitted using the following function:
Where R is the background subtracted count rate, t is the time and λ is the decay constant ln(2)/T1/2. The linear regression was performed with the uncertainty of each measured point used as a weight. These weights are inversely proportional to the uncertainty of each measured point. This uncertainty includes the peak area fit, and the background and impurity count rate contribution to the 511 keV peak. These contributions were added in quadrature to determine the weights. The uncertainty values as a function of time are shown in Figure 4 . These uncertainty values display a smooth variation with time so smoothing is not required. The residuals for the fit are free of any clear trends ( Figure 5 ). The 64 Cu halflife value obtained from the weighted fit was (12.700 ± 0.018) hours. This is the combined standard (k = 1) uncertainty determined from the various uncertainty components. In addition to the uncertainty components included in the weights that results in a 0.052 % uncertainty from the fit, this value includes the contribution of the time measurement given by the resolution in the acquisition system clock of 0.014 %, the decay correction for each run of 0.02 %, the background subtraction and impurity contribution to the 511 keV peak of 0.13 %, and the uncertainty for not including the pile-up correction of 0.006 %. As the measurements were performed in the same geometry without moving the source over the entire time, there are no additional uncertainty components that contribute to the measured half-life.
GWC half-life
The GWC half-life data were evaluated in the manner described by Bergeron and Fitzgerald (2015) . Table 5 gives detailed descriptions of the fitting and total half-life uncertainties, respectively. The fit is weighted by the uncertainty determined from the counting statistics (σs), the background uncertainty (σb), the uncertainty on the impurities and their (Monte Carlo-estimated) detection efficiencies (σi), and an "extra" uncertainty component added to achieve χ 2 /ν ≤ 1. An additional "cross-talk correction" (ctc) was applied when necessary to minimize χ 2 . The fit residuals, shown in Figure 6 , were used to calculate the fit uncertainty, ufit. For the combined uncertainty on the half-life, ufit was combined with several other components. The uncertainty on the ctc was conservatively estimated as 100 % and its effect on the recovered half-life given as uctc. Estimates for the uncertainty due to measurement repeatability (urpt), possible diurnal dependences (udn), instrumental drift (udrft), and detection non-linearity (ulin) were based on measurements with check sources and estimated as prescribed by Pommé et al. (2008) and described in Bergeron and Fitzgerald (2015) . This treatment is expected to give a conservative but realistic estimate for the uncertainty. Combining the within-and between-source components gave a total combined uncertainty on the half-life of 0.15 %, so that T1/2 = (12.707 ± 0.019) hours.
VIC half-life
The VIC half-life data were evaluated in the manner described by Bergeron and Fitzgerald (2015) . The fit is weighted by uncertainty determined from the counting statistics (σs; determined here as the standard deviation on 10 sequential current measurements, decay corrected with the DDEP half-life), the impurity uncertainty (σi; estimated from the uncertainty on the impurity activities and estimated response factors), and the background uncertainty, σb. Without any "extra" uncertainty, χ 2 /ν was found to be ≈ 0.66. Over the full current range considered, σs varied from 0.11 % to 35 %, σi varied from 0.004 % to 0.026 %, and σb varied from 0.15 % to 25 %; the early points were weighted much more heavily than the latest ones. The fit uncertainty (ufit = 0.114 %) was calculated from the fit residuals (Figure 7) and was by far the largest component in the total combined uncertainty on the half-life. Estimates for the uncertainty due to possible diurnal dependences (udn = 0.008 %), instrumental drift (udrft = 2.4 × 10 -5 %), and detection non-linearity (ulin= 1.1 × 10 -7 %) were based on measurements with check sources and estimated as prescribed by Pommé et al. (2008) and described in Bergeron and Fitzgerald (2015) , resulting in a total combined uncertainty of 0.11 %, so that T1/2 = (12.712 ± 0.014) hours.
AutoIC half-life
The AutoIC currents were corrected for impurities and background readings and then analyzed as the ratio of the current from each 64 Cu ampule to that from a radium reference source. Fitting the entire data set for a given source with weights determined from the standard deviation of the mean current for a single source insertion led to χ 2 /ν values of 0.8 to 1.1 for the 4 sources. The fit residuals showed correlations among data from common electrometer ranges. Therefore, for the final determination, the data for each source were split by electrometer range and analyzed separately. Residuals from these later fits (Figure 8 ) revealed quasi-sinusoidal trends with magnitudes of 0.01 % to 0.1 %, increasing for lower ranges. These variations were included in the uncertainty analysis. There was no statisticallysignificant difference in the half-life measured among the 3 ranges. The largest sources of uncertainty in the measured half-life were the variations between ampoules and between solutions, as detailed in Table 6 , resulting in a total combined uncertainty of 0.038 %, so that T1/2 = (12.706 ± 0.005) hours.
Discussion
Comparing the current recommended photon emission probabilities to the present results, we find that our measured emission probability values are 0.98 % lower than the DDEP evaluation (Bé et al. 2011) for the 511 keV annihilation photons and 1.2 % lower for the 1345.77 keV line. Our values are 1.4 % lower than the ENSDF (Singh 2007 ) recommendation for the 511 keV emission rate and 1.3 % lower for 1345.77 keV. In all cases, the recommended values are consistent with the present data to within one standard uncertainty.
The exact methodology used in the ENSDF evaluation of the photon emission probabilities is not clear. For DDEP, the 511 keV emission probability is deduced from the positron branching ratio, which was in part deduced from mass spectrometry measurements that determined the branching ratio; photon spectrometry was not used directly. Using the approach taken in the previous DDEP evaluation (Bé et al 2011) for the 1345.77 keV transition and including our new determination of the photon emission probability, a new recommended value of 0.004721 ± 0.00026 per decay would result, a reduction of 0.55 %.
The evaluated half-life values for 64 Cu are (12.7004 ± 0.0020) hours and (12.701 ± 0.002) hours for DDEP and ENSDF, respectively (Bé et al. 2011 , Singh 2007 . It can be seen that our measured values are consistent with both recommendations within uncertainties. The half-lives used in the DDEP evaluation, along with our data, are presented in Figure 9 .
Again applying the DDEP evaluation methodology (Helmer et al. 2002) , and including our four new measurements as independent values, the new DDEP-evaluated half-life would become (12.7007 ± 0.0013) hours, noting that the VIC value is excluded as one of two outliers (the other being the one marked "1972EM01" in Figure 9 ) according to the Chauvenet criterion (Coleman et al. 1999 ). If our most precise result (from the AutoIC) is chosen as the single representative value from this work, then a new recommended half-life of (12.7006 ± 0.0013) hours would result. In either case, the recommended halflife would change by only a small (0.002 %) amount, but with a reduced uncertainty.
With the exception of our AutoIC value, our results have large relative uncertainties when compared to most of the previous half-life determinations, thus they receive less weight in calculating the weighted average. This partially explains the lack of change in what would be calculated as a recommended DDEP value when all the values are included in the evaluation. We assert that these uncertainties are realistic for these types of measurements and find it quite possible that the uncertainties on some of the previous measurements used in the evaluation, particularly several of the earlier ones, may be underestimated.
Conclusions
As part of the standardization of 64 Cu being carried out in our laboratory, new gamma-ray emission probabilities and half-life determinations were performed. The half-life was determined to be (12.700 ± 0.018) hours from gamma-ray spectrometry, (12.707 ± 0.019) hours for the GWC measurements, (12.706 ± 0.005) hours for AutoIC, and (12.712 ± 0.014) hours for the VIC measurements. All these measured values are within the range of previously published values and are consistent with the DDEP evaluated half-life of (12.7004 ± 0.0020) hours (Bé et al. 2011) . A 0.002 % increase in the DDEP recommended half-life and a reduction in the uncertainty would result from including our new data.
The differences between the DDEP and ENSDF emission probability values and those measured in this work are approximately 1 % and 1.4 %, respectively. Inclusion of the present data in a new DDEP evaluation would result in a reduction of 0.55 % in the recommended emission probability of the 1345.77 keV gamma-ray. Table 2 : List of sources used for the measurements, uncertainties are given with a coverage factor of k = 1. Table 3 : List of impurities measured for the two sets of 64 Cu sources, the total combined uncertainties are given with a coverage factor of k = 1. The uncertainties for the half-life are given in parenthesis (for k = 1). Table 6 Uncertainty component ui ( 
