We propose an iterative probabilistic algorithm for estimation ofRNA secondary structure using sequence data from two homologous sequences. The method is intended to exploit intersequence correlations "encoded" in the form of probabilistic Models for alignment and for common secondary structure.
In analogy with turbo-decoding in digital commiunications, we formulate a maximum a posteriori probability objective function for joint structural prediction and sequence alignment using iterations over individual structural and sequential alignment models with soft-input soft-output estimators. As a preliminary step toward realizing this methodology, we present results obtained from incorporating (hard) constraints based on posterior sequence alignment probabilities in joint secondary structure prediction. Through experimental evaluations over available databases of known secondary structure, we demonstrate that this results in a significant decrease in computation time while simultaneously providing a marginal increase in structural prediction accuracy.
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INTRODUCTION
Since the three-dimensional shape ofbiological molecules determines their physiological function, the estimation ofmolecular structure constitutes one of the fundamental problems in biology. linear chain forming the "backbone" of the molecule, is obtained from sequencing , the next step in the structural estimation progression is the determination of secondary structure, which is defined as the set ofbase pairings A -U, G-C, and G-U formed through hydrogen bond interactions between the nucleotides in the linear chain. The sequential estimation process mirrors the hierarchy ofRNA structure formation, which is commonly referred to as folding [2] . Examples of secondary structure for RNA molecules are shown in Fig 1. Computational methods for RNA secondary structure prediction can be classified in two major categories based on the information they utilize: a) Single sequence prediction methods that attempt to infer the structure of a single RNA strand, or b) Multi-Sequence methods that work on multiple RNA sequences to infer their common homologous structure. Multi-sequence methods jointly perform the tasks of aligning and predicting the common secondary structure for the multiple sequences. The inter-sequence cornparrative analysis inherent in this process provides a major benefit and leads to significant improvement in structural prediction accuracy scores over single sequence prediction methods [3] . Computational requirements, on the other hand, are substantially higher for multi-sequence methods and grow with increasing number of sequences. Therefore, a majority of the current methods work with two sequences, though limited effort has also been directed to extending these methods to more than two sequences [4] .
Current promising techniques for the prediction of RNA secondary structure are based either on thermodynamic models that predict common secondary structure using free-energy minimization as a predictor of structure likelihood [5] or on statistical leaming techniques, primarily, stochastic context free grammars that provide probabilistic estimates by utilizing a model trained on a dataset with known alignment and secondary structure [6, 7] . In both cases, the problem is ren dered computationally tractable by the use of dynamic pro gramming an approach first proposed by Sankoff [8] for the joint problem of alignment and secondary structure predic-tion for multiple sequences. As compared to the exponential complexity of brute force evaluation, Sankoff's algorithm and its aforementioned variants have a computational complexity of O(N6') in time and o(N4) in memory, where N is the length of the smaller of the two sequences. Despite the significant improvement (of polynomial complexity), for typical sequence lengths of interest, further constraints are normally required in order to make the run time reasonable on current hardware. The constraints range from a heuristic restriction of the alignment region to a band based on a guess of the maximnum insertion length [8, 9] to restraints on alignment and folding to the union of the sets of K-best sub-optimal alignments and folds [7] , for some choice of K.
PROBABILISTIC FRAMEWORK FOR JOINT ALIGNMENT AND SECONDARY STRUCTURE PREDICTION
Given two RNA sequences xl and x2, a maximum likelihood (ML) formulation for the problem ofjoint alignment and secondary structure prediction is obtained as
where A, denotes an alignment of the two sequences and S denotes a common secondary structure. Formal definitions of alignment and common (secondary) structure may be found in [8] . We confine ourselves to observing that an alignment between the two RNA sequences arranges the bases in the sequences along a single "time-axis", as shown by an example in Fig. 2 , where at each point there is a base from one or both of the sequences and gaps, denoted by n, occupy positions at where there is no nucleotide from a sequence. The term common secondary structure, following biological convention, refers to topological equivalence rather than exact match between the structures. Figure 1 illustrates two tRNA molecules with common secondary structure.
Although, dynamic programming allows a polynomial time solution for the ML formulation of joint alignment and secondary structure prediction, the approach suffers from a co uple of limitations in practice. Firstly, though fairly sophisticated models exist for prediction of alignment, only relatively simple methods are readily integrated in the joint formulation (e.g. a linear or affine penalty for gaps and possibly mismatch penalties). Similarly, models for secondary structure of individual sequences are often more sophisticated than those used for the joint problem. Secondly, the computational complexity of the ML problem remains too high for practical deployment on typical RNA molecules and therefore practical variants of the Sankoff algorithm described in Section 1 perform only a restricted search. For example, in [7] the search is limited to the set of K-best (for some choice of K) alignments and folds (i.e. secondary structure) where the former are determined purely from sequence alignment models and the latter from single sequence folding methods.
As an alternative to the ML formulation, we propose a base-pair by base-pair maximum aposteriori probability (MAP) approach for the problem of joint secondary structure and alignment, working ultimately toward the development of an iterative decoding method that alternates between the alignment and structural models. The a posteriori probability of base pairing with respect to sequence alignment model, MA and structural model, MS, can be written as P(i D: k XI,X2,XMA,MS) (2) where D denotes pairing of nucleotide positions i andj in sequences xl. A similar expression can be obtained for the base pairing probabilities in the second sequence x2. Likewise the a posteriori probability for alignment of nucleotide position i in the first sequence with nucleotide position k in the second sequence canbe expressed as P(i X k x xi, X2, MA, MS), where X denotes alignment.
Computation of these probabilities (and the MAP solution) is computationally demanding. We therefore propose a heuristic simplification by making analogy with iterative probabilistic (turbo) decoding techniques in digital communications. We treat the problems separately for the alignment and the secondary structure models and iterate over these through the exchange of soft information in order to obtain an approximate solution to the joint MAP problems. At each iteratiorn, the resulting subproblems require calculation of the posterior probabilities PQ(i X k xI, x2, MA) and P(i X k x xI,X2, MS) while incorporating soft informnation from each other in the formn of"pseudo-priors". Furthermnore, in yet another heuristic modification, we can incorporate more sophisticated models for the alignment and secondary structure than is feasible in the joint model. Note that we express these problems in terms of alignment posterior probabilities since the alignment forms the primary source of inter-sequence information, whereas the secondary structure is composed of intra-sequence base pairs. The posterior probability of base pairing may be evaluated once iterations are completed in order to obtain an estimated structure.
In order to accomplish iterative probabilistic decoding of secondary structure, we need soft-input soft-output estimators for both models. Hidden Markov models are a natural choice for the alignment mrodel A4A. In the next section, we present a brief outline of the computation of posterior alignment probabilities under the alignment model. The computation of posterior alignment and pairing probabilities under the structural model can be performned through a computation of the Boltzmann partition function that we intend to undertake in future work. As a preliminary result, we also apply the posterior probability estimates to obtain improved (though hard) constraints for current joint structure and alignment methods. Posterior probabilities, P(nu T2, Mn xI,x2), corresponding to co-incidence [11] of nucleotides n0 andd n2 in state mx, are efficiently computed in terms of recursions involving a forward-variable and a backward-variable. Denote by Sm (nl, n2) the event that the state is mx at the point when na nucleotides corresponding to the first sequence and n2 nucleotides corresponding to the second sequence have been emitted. The forward-variable is then defined as the joint probability c, (n n2) =P(Sm(na, n2), "XI, i X2 ) (3) i.e., the probability that the subsequence 1x, of na nucleotides is emitted in the first sequence, the subsequence 1X2 of n2 nnucleotides is emitted in the second sequence, and the state (of the alignment Markov process) is m. The backward variable is defined as the conditional probability N N~~~NiN 3,,(a1 a))= P(nlll n+lX2 |S,,(a1: a2)): (4) i.e., the probability that subsequences nl +x1 and n2+,-X2
are observed given that state is mx when na and n2 nucleotides have been emitted in the first and second sequence, respectively. Here N1 and N2 represent the lengths of sequences xi and x2, respectively. The forward variable can be computed recursively as:
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(n a )(ni m) (nai ) xi if m INS2 (6) 7X(n,1 xi) otherwise and n' (n2,m) and U2(T2,m) are similarly defined. The term 7(Tn, ar>) corresponds to probability of transition from state raf to Tn', rn, () corresponds to emission probability of the ordered symbol pair (ul (n, Tr'), U (n2, ra')) by state ra' and rTm (an, n2) corresponds to prior probability of state at indices (na n ) estimated from structural alignment. As a first step in iterative probabilistic estimation of secondary structure, we consider the incorporation of probabilistically derived hard constraints from sequence alignment model into secondary structure prediction. The pairwise hidden Markov model and constraint calculation is implemented [11] . For joint structure prediction we use the Dynalign [12] program. Constraints are incorporated in Dynalign as a set of nucleotide position pairs from the two sequences that maybe coincident [II] . Accordingly, constraints are defined by thresholding posterior co-incidence probabilities.
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RESULTS
Probabilistic alignment constraints are tested on 2000 randomly chosen 5S RNAs and tRNA pairs for structural prediction accuracy. The performance is compared across three methods: a) Single sequence structure prediction [13] b) Dynalign with previous banded alignment constraints and c) Dynalign with the proposed probabilistic alignment constraints. Table 1 summarizes the average structural prediction accuracy results on these two sets.
Results are tested in terms of sensitivity ( probability of detections) and positive predictive value (PPV) (-I false detection probability). It can be seen that there is a marginal increase in both sensitivity and positive predictive value with the proposed method. 6 . REFERENCES using probabilistic alignment constraints with Dynalign. It should be noted that the timing gain for 5S RNAs is higher compared to that of tRNAs where 5S RNAs are about 1.5 times length of tRNAs on the average.
CONCLUSIONS
In this paper, we proposed an iterative approach for solving the problem of joint structure prediction and alignment for RNA sequences. The method is motivated by soft-input softoutput probabilistic iterations which are used in turbo decoding algorithms.
As a first step in this direction, we presented a method for determining constraints for joint prediction of secondary structure and alignment based on estimates of a posteriori coincidence probabilities estimated using a Hidden Markov
Model. When integrated with Dynalign, an existing method for secondary structure prediction, the constraints significantly reduce computational requirements while simultaneously offering a small improvement in structural prediction accuracy. The speedup is particularly significant because it allows the algorithm to be deployed on larger sequences than was previously feasible. 
