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5Abstract
Data streams have become ubiquitous over the last two decades; potentially unending
streams of continuously-arriving data occur in fields as diverse as medicine, finance, as-
tronomy and computer networks. As the world changes, so the behaviour of these streams
is expected to change. This thesis describes sequential methods for the timely detection of
changes in data streams based on an adaptive forgetting factor framework. These change
detection methods are first formulated in terms of detecting a change in the mean of a
univariate stream, but this is later extended to the multivariate setting, and to detecting a
change in the variance.
The key issues driving the research in this thesis are that streaming data change detec-
tors must operate sequentially, using a fixed amount of memory and, after encountering a
change, must continue to monitor for successive changes. We call this challenging sce-
nario continuous monitoring to distinguish it from the traditional setting which generally
monitors for only a single changepoint. Additionally, continuous monitoring demands that
there be limited dependence on the setting of parameters controlling the performance of the
algorithms.
One of the main contributions of this thesis is the development of an efficient, fully
sequential change detector for the mean of a univariate stream in the continuous monitoring
context. It is competitive with algorithms that are the benchmark in the single changepoint
setting, yet our change detector only requires a single control parameter, which is easy to
set. The multivariate extension provides similarly competitive performance results. These
methods are applied to monitoring foreign exchange streams and computer network traffic.
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Chapter 1
Introduction
Data streams can be defined as potentially unending sequences of ordered observations,
where each observation may be read exactly once [71]. Such a model is appropriate when
the amount of continuously arriving data may be too large to practically store in memory
and analyse later [115]. For example, Imperial College’s computer network generates 19
GB of NetFlow [1] data every hour. Furthermore, streaming data may be arriving at a
high frequency relative to the processing resources available, and so streaming data algo-
rithms (“analytics”) should be as efficient as possible [8, 107]. Another consideration is
that timely decision-making may be necessary, and hence timely-output from an analytic is
required. The combination of these three characteristics results in a preference for sequen-
tial or online statistical techniques. Moreover, it is inherent to many applications that data
streams cannot be stopped while adjustments to an algorithm are made — the data will
continue to arrive, whatever action is taken. This unique combination of characteristics
dictates that streaming data algorithms should be as autonomous as possible. Therefore,
algorithms deployed on data streams should have as few control parameters as possible.
Modern data collection technology has made streaming data ubiquitous; examples of data
streams abound in fields as diverse as fraud detection [61], astronomy [11], finance [161],
computer networks [44] and medicine [25, 131].
Data streams are time-varying in nature [73]; as the world changes, so are its measure-
ments expected to change. However, we may expect there to be periods of stability, where
the observations are generated by some underlying stochastic mechanism. A simple formu-
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lation would be that the stream is generated by underlying probability distributions, which
irregularly change from one regime to the next. This is the context pursued in this thesis.
However, the data stream could equally be the residual sequence output from a model.
With this formulation in mind, a problem of particular interest is the detection of
changepoints in a data stream, the points at which the underlying distribution of the stream
changes from one regime to another. Note that all the work in this thesis focuses on
discrete-time sequences.
Traditionally, the area of statistics concerned with timely change detection is known as
statistical process control (SPC) [9]. For the streaming context outlined above SPC has
a number of limitations, primarily that sequences are considered to only contain a single
changepoint. It is assumed that the process can be stopped, once a changepoint is located,
while changes are made to the process generating the sequence [66]. In contrast, stream-
ing data will have multiple changepoints, and usually cannot be stopped. For example, in
the case of foreign exchange streams, detecting a change may trigger a trading action, but
the flow of data will not stop. Many SPC methods further assume that the underlying dis-
tributions (and parameters) of the sequence are known, and may require computationally-
intensive calculations [65, 66]. Although traditional SPC methods may not be well-suited
to streaming data analysis, they find wide application in the area of quality control.
In order to make a clear distinction with SPC, we shall refer to the problem of detect-
ing multiple changes in streaming data as continuous monitoring. Besides the applications
mentioned above [61, 11, 161, 44, 25, 131], continuous monitoring has particular appli-
cation in computer network monitoring [29, 13, 16], intrusion detection systems (IDS)
[148, 149], and detecting denial of service (DoS) attacks [12]. Measuring the performance
of a change detector in the continuous monitoring context is subtle, and requires the devel-
opment of additional performance metrics. Moreover, in this setting there is a specific need
for any control parameters to be automatically set [141]. The framework below addresses
this need while developing specific estimation and change detection methodology.
The bulk of this thesis is dedicated to the development of a forgetting factor frame-
work. This framework is used to sequentially and adaptively estimate the current mean and
variance of a stream, by placing greater weight on more recent observations and thereby
“forgetting” older observations. This is a very natural formulation which has been studied
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before [3, 69], but here we undertake a more rigorous approach in defining an adaptive
forgetting factor scheme and its extension to a change-detection framework. This will al-
low for an essentially parameter-free method for tracking the mean and variance for any
distribution on a data stream. Methods are developed to use these adaptive estimates of the
mean and variance to provide a change detector in a streaming data context. There are at
least three benefits to this approach. First, the forgetting factor framework provides good
estimates of the time-varying mean and variance, no matter how many changes occur in
the stream. As remarked above, data streams are expected to have multiple, unexpected
changes. Second, when these estimates are used for change detection, only a single control
parameter needs to be specified. Most practical change detection schemes require at least
two control parameters to detect even a single change, so this is an important reduction of
the burden on the analyst. Recalling the continuous monitoring context above, a change
detector on a data stream needs to run autonomously, since intervention to reset control
parameters is impractical. This is one motivation for using the adaptive forgetting factor
framework in this context. Another advantage of the forgetting factor formulation is that
it may recover from missed detections better. A further benefit is that these methods are,
computationally, very efficient. Finally, this approach is very flexible, and can be applied
to detecting a change in the mean or variance of a stream. While there are Bayesian ap-
proaches to parameter estimation (e.g. [114]), these are not considered in this thesis due to
their computational complexity.
Description of the thesis
Chapter 2 provides background for change detection that will be required for later chapters.
Descriptions of the Shewhart, CUSUM and EWMA charts are given, and performance
metrics such as the Average Run Length (ARL) are discussed. In addition, a review of chi-
squared variables is given, and a brief discussion of moments and cumulants is included,
since these form the foundation of the methods compared in Chapter 7.
Chapter 3 describes the forgetting factor framework for adaptively estimating the mean.
The fixed forgetting factor formulation is explored before introducing the adaptive forget-
ting factor methodology. This adaptive procedure optimises the control parameter by taking
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a single step in the direction of a suitably defined derivative. A modest contribution here is
the formal definition of the derivative with respect to the adaptive forgetting factor, which
makes rigorous previously heuristically-defined update equations. The chapter concludes
with a discussion on theoretically optimal values for a forgetting factor, which suggests that
the adaptive forgetting factor has almost ideal behaviour.
Chapter 4 describes how the forgetting factor framework can be used to construct a
change detector. This approach is developed following the approach in the SPC literature,
by first using this method to detect a single change in the mean of a univariate stream. Sev-
eral approaches are discussed for the construction of a decision rule for a change detector,
from assuming that the underlying distribution is normal (but with unknown parameters),
to a distribution-free method, using probabilistic arguments. A simulation study explores
the behaviour of the different forgetting factor change detection methods, as well as the
standard CUSUM and EWMA schemes. This a precursor to the next chapter, where the
schemes will be more carefully compared in the continous monitoring setting.
Chapter 5 extends the methodology of Chapter 4 to the novel and challenging case of
detecting multiple changes in a stream, which we refer to as continous monitoring. The
standard performance metrics are no longer adequate, and so additional metrics are intro-
duced. Again, a simulation study is performed to compare our forgetting factor methodol-
ogy to the standard algorithms, which shows similar performance among the algorithms.
Notably, our method has the added advantage of only requiring a single control parameter.
Finally, the adaptive forgetting factor change detector is compared to an optimal offline
algorithm on real data obtained from a foreign exchange stream, and shows remarkable
agreement in the changepoints detected by the offline algorithm. This contribution is sum-
marised in [15]. This work has also been adapted and applied to a computer monitoring
application in [16].
Building on the preceding chapters, Chapter 6 provides an extension of continous mon-
itoring to the case of detecting a change in the mean of a multivariate stream. This is a
significant contribution, since it appears to be the first method dedicated to sequentially
detecting multiple changes in a multivariate stream. Since there are no obvious candidates
for comparison, a recently-published self-starting multivariate method [65] from the SPC
literature is adapted as a benchmark for comparison in a simulation study. Although our
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forgetting factor method is computationally far more efficient and only requires a single
control parameter, it performs at least as well as — if not better — than this state-of-the-art
method. This approach has been published with an application to monitoring computer
networks [13].
Chapter 7 describes a general framework for analysing approximate methods for com-
puting the cumulative distribution function (cdf) of weighted sums of arbitrary random
variables. The work in this chapter is used to enable the construction of a change detector
for the variance, as described in Chapter 8. This general framework is applied to analysing
four approximate methods for computing the cdf of a weighted sum of chi-squared random
variables. These methods were chosen because they utilise moment-matching techniques
and are suitable for use in a streaming data context. The main contribution here is that this
analysis is far more comprehensive than any previous study. An interesting result is that
these four moment-matching methods increase in accuracy as the number of terms in the
weighted sum increases — this has not been shown before. The result of the analysis is
that a three-moment approximation is recommended for use by most practitioners. This
contribution is summarised in [14].
Chapter 8 presents first steps toward change detection for the variance of a stream,
presenting equations for the forgetting factor variance. Assuming the stream is normally
distributed, an extension of Cochran’s theorem [18] allows the forgetting factor variance to
be written as a weighted sum of chi-squared random variables. Equations for the first three
cumulants are derived in order to allow the methods analysed in Chapter 7 to be used to ob-
tain a decision rule for signalling a change. A formulation for the adaptive forgetting factor
variance is presented along with a discussion about the choice of cost function. Potential
application to a distribution-free change detector for the mean is discussed.
Chapter 9 concludes the thesis with a summary of the main results and a discussion on
potential future work.
Derivations for equations used in the text are provided in the appendix.
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Chapter 2
Background
This chapter reviews standard definitions and methodology used throughout this thesis.
Section 2.1 reviews some background and terminology for change detection. Concepts
such as control charts and burn-in period are introduced, standard algorithms and perfor-
mance measures are described, and challenges of parameter estimation are discussed. This
background is required for Chapters 4, 5, 6 and 8.
2.1 Change detection and streaming data
The goal of a change detection algorithm is to detect a change in the probability distribution
of a sequence of random observations. One example is the following situation: suppose
we have observations x1, x2, . . . , xN generated from the random variablesX1, X2, . . . , XN
which are independent and distributed according to distribution D0 or D1, such that
X1, X2 . . . , X⌧ ⇠ D0, (2.1)
X⌧+1, . . . , XN ⇠ D1, (2.2)
where the changepoint ⌧ is unknown. In this thesis, since we are dealing with streaming
data, N will indicate the number of observations observed so far. Two statistics that are
commonly monitored for change are the mean and variance. We say |E[X⌧ ]   E[X⌧+1]| is
the size of the change in the mean, and |Var[X⌧ ]  Var[X⌧+1]| is the size of the change in
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Figure 2.1: (a) a change in the mean, and (b) a change in the variance. The vertical lines
indicate the true change points at ⌧ = 50.
the variance.
Figure 2.1 shows two graphs illustrating a change in the mean and a change in the vari-
ance of a sequence of observations. This particular example assumes we have a fixed data
set of sizeN , with only one changepoint ⌧ . Traditional sequential procedures often require
that the pre-change and post-change distributions (and perhaps the parameters of those dis-
tributions) are known. Here N is not very large (N = 100), and all the observations can be
stored and then analysed in order to detect ⌧ with an offline algorithm. Standard references
for online (sequential) change detection and change detection with adaptive filtering are [9]
and [58]. Two good reviews can be found in [90] and [145].
In recent years, the problem of detecting changes in data streams has arisen in areas
such as astronomy [11], computer network traffic analysis [106] and finance [38]. A data
stream is a (potentially unending) sequence of ordered data points x1, x2, . . . generated
from random variables X1, X2, . . . [71, 115]. Detecting changes in a data stream presents
a number of challenges [8]:
1. the number of observations may be very large, making it impractical to store and then
analyse the data in an offline manner,
2. the data may be arriving at a very high rate, requiring the change-detection algorithms
to be computationally efficient,
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3. the pre-change and/or post-change distributions are usually unknown, or at least their
parameters may be unknown,
4. there may be multiple change points, requiring us to consider restarting the algorithm
once a change has been detected. This is further discussed in Section 2.1.8,
5. timely detection may be critical — possibly even real-time.
This combination of features forces us to abandon attempts at offline analysis, and instead
we only consider online change detection algorithms. Another consequence of the above
points is that the changes in the stream are likely to be of different sizes.
The following sections describe issues related to change detection performance, basic
change detection and charting procedures. In the streaming context, issues relating to un-
known parameters and restarting occur and basic approaches to these issues are discussed.
2.1.1 Performance measures: the average run length
The perfect change detection algorithm would not detect a change until one has occurred,
and when a change does occur, it would detect that change immediately. However, this
ideal will never be achieved due to stochastic variation. In practice there will be times
when an algorithm detects a change when none has occurred (a false alarm), and when a
change actually does occur, there will always be some delay in that change being detected.
This gives rise to two standard performance measures, ARL0 and ARL1, where ARL is an
acronym for average run length.
We define the ARL0 of an algorithm to be the average time between false alarms raised
by that algorithm, while we define the ARL1 to be the average delay between a change
occurring and that change being detected. We can define these more precisely as follows:
let the data stream be defined as in Equations (2.1) and (2.2), so that the changepoint is
at time ⌧ . Let b⌧ denote the time when the change is detected. Then we can define these
measures as
ARL0 = E[b⌧ |X1, X2, · · · ⇠ D0],
ARL1 = E[b⌧   ⌧ |X1, . . . , X⌧ ⇠ D0;X⌧+1, . . . , Xb⌧ ⇠ D1].
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Ideally we would like our algorithms to have a high ARL0 and a low ARL1. However,
tuning an algorithm’s parameters to achieve a desirable value for one of these measures
will have a negative effect on the other measure. We shall revisit this topic in Chapter 4
and extend the concept to multiple changes in Chapter 5.
Note that in the SPC literature it is usual to report tables of Monte Carlo simulation re-
sults reporting ARL0 and ARL1. However, it is uncommon to report associated estimates
of uncertainty (e.g. [66, 100, 26]). In this thesis we prefer to report the estimated standard
deviation of the run lengths, denoted SDRL0 and SDRL1. The magnitude of these uncer-
tainty estimates is consistent with that which has been reported in the SPC literature (e.g.
[81]).
2.1.2 Control charts
The idea of a control chart was first described in [138], with the original motivation being
the detection of change in manufacturing processes for the purposes of quality control. A
control chart consists of points z1, z2, . . . representing a statistic and control limits a, b,
with a < b. When zj 2 (a, b) we say the process is in control, and when zj 62 (a, b) we
say that the process is out of control. We call
zj 2 (a, b)) in control (2.3)
zj 62 (a, b)) out of control (2.4)
a decision rule. Note that here we are using zj to represent a sequence of statistics in order
to distinguish from the observations xj . We call a the lower control limit (LCL) and b the
upper control limit (UCL). We call b⌧ the detected changepoint of the data stream if zb⌧ 62
(a, b), but zj 2 (a, b) for all j < b⌧ , while we reserve the letter ⌧ for the true changepoint.
Figure 2.2 is an example of a control chart, and the data stream has a changepoint at b⌧ = 71.
Two well-known control chart schemes are CUSUM and EWMA, first described in [116]
and [128], respectively, and discussed below. The genesis of control chart methodology is
due to Walter Shewhart [138], and his control chart is described next.
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Figure 2.2: A control chart for detecting a change in the mean. The control limits are
indicated by the black dashed lines, while the in-control mean is indicated by the grey
dashed line.
2.1.3 Shewhart charts
Suppose the stream of observations x1, x2, . . . is generated from random variablesX1, X2, . . . ,
and it is known that for k  ⌧
E[Xk] = µ,
Var[Xk] =  2.
Then the control limits for a Shewhart chart are defined as
a = µ    ,
b = µ+   ,
where   is a parameter controlling the sensitivity of the chart. Therefore, if
x1, x2, . . . xt 1 2 (a, b),
xt 62 (a, b),
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then the changepoint b⌧ = t. So, for the Shewhart chart, the chart statistics are the observa-
tions themselves, i.e. zk = xk. This will not be the case for later methods.
While   is usually set to   = 3, Figure 2.2 is an example of a Shewhart chart with
  = 5. If µ and  2 are unknown, then the sample mean x¯ and sample variance s2 can
provide estimates, and the control limits become
a = x¯   s,
b = x¯+  s.
The Shewhart chart is known to be effective at detecting large changes, however it is insen-
sitive to small changes in the mean [110].
2.1.4 CUSUM
The Cumulative Sum (CUSUM) algorithm was first proposed in [116] and shown to be
optimal under certain assumptions [112], in the sense of [97]. However, if the distributions’
parameters are unknown, as is often the case, then this optimality is not guaranteed. If the
stream is initially N(µ,  2)-distributed, the CUSUM statistic Sj is defined as: S0 = µ, and
Sj = max(0, Sj 1 + xj   kµ), j 2 {1, 2, . . . }
in order to detect an increase in the mean. A change is detected when Sj > h . A statistic
to detect a decrease in the mean can be similarly defined.
Here the control parameters k and h need to be chosen. These values are often chosen
according to the needs of the application, and specifically the magnitude of the changes one
is trying to detect. For example, in the context of setting parameters related to h and k in
the self-starting CUSUM procedure of [62], it is recommended to used standard tables such
as those in [99]. This selection is based on the anticipated change size, |E[X⌧ ] E[X⌧+1]|
(see Section 2.1).
Although [112] showed that CUSUM is optimal, this is only the case when both the
pre- and post-change distributions (and the parameter values) are known. If this is not the
case, we do not have such strong theoretical guarantees. Moreover, the sensitivity of the
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change detector when deployed in practice will depend on the choice of the parameters k
and h. According to [134], three common (pairs of) choices for the control parameters are
k = 0.25, h = 8.00,
k = 0.50, h = 4.77,
k = 1.00, h = 2.49.
Although these pairs of control parameters may each perform well in a given situation, it
is not obvious, given a data stream, which pair should be used. Indeed, as a stream evolves
and changes occur, it is unlikely that a fixed pair of parameters will continue to be optimal
after each change. This is part of the motivation for introducing our adaptive forgetting
factor scheme in Chapters 3 and 4.
2.1.5 EWMA
The EWMA (Exponentially Weighted Moving Average) control chart is another online
change detection method, first described in [128]. Suppose we have observations x1, x2, . . .
sampled from a distribution with known mean µ and variance  2. We then define the new
variables Z1, Z2, . . . , by
Z0 = µ
Zj = (1  r)Zj 1 + rxj
where r 2 [0, 1] acts as an exponential forgetting factor. It can be shown [128] that the
standard deviation of Zk is
 Zj =
✓r
r
2  r
⇥
1  (1  r)2j⇤◆ .
If we wanted to detect an increase in the mean, a change would be detected when
Zj > µ+ L Zj ,
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where L is a control parameter chosen to give the algorithm a desired performance in terms
of ARL0 or ARL1. It is also possible to modify EWMA to perform two-sided detection.
According to [100], the parameter r is usually chosen to be 0.05 < r < 0.5 for detecting
small shifts, while L is usually chosen to be close to 3.
The original paper [128] showed that, in practice, EWMA is good at detecting small
shifts in the process mean. Interestingly, [100] showed that the properties of EWMA are
“similar” to those of CUSUM schemes, a point further discussed in [103]. However, this
was the case when an “optimal” choice of parameters were used for EWMA in compari-
son to a CUSUM scheme using a seemingly arbitrary (not necessarily optimal) choice of
parameters. This point was recently revisited in [67], where it was shown that EWMA can
outperform CUSUM if the size of the change is smaller than that for which the CUSUM
parameters were selected.
For our present purpose, a central difficulty with both CUSUM and EWMA is the
selection of control parameters. We shall return to this in Chapter 5 in the context of
continuous monitoring.
2.1.6 Other sequential change detection methods
Besides CUSUM and EWMA, three other well-known sequential change detection meth-
ods, are the Shiryaev-Roberts method, the generalised likelihood ratio (GLR) method, and
the changepoint model.
The Shiryaev-Roberts procedure was independently created by A. N. Shiryaev [139]
and S. W. Roberts (the creator of EWMA) [129], and is defined as the sum of a sequence of
likelihood ratios. It requires knowledge of the pre- and post-change distributions, but has
some optimality properties [122].
The GLR method is similar to CUSUM, and is reviewed in [9, 90]. It also requires
knowledge of the pre- and post-change distributions and has recently been applied to de-
tecting changes in the mean and variance [126]. Moreover, it can perform well in relation
to CUSUM and EWMA [60].
The changepoint model was first proposed in [66] for detecting a change in a univariate
mean, and has since been extended to detecting a change in the variance [68], multivariate
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change detection [164] and the non-parametric setting [133, 132]. However, all implemen-
tations of this method require the storage of an ever-growing sequence of statistics, so it
can be considered unsuitable for use on streaming data.
All of these methods have been enhanced or extended in some way, for instance to
detecting a change in the variance, or to the multivariate setting (e.g. [154, 68]). While
each of these methods has its supporters, there is no clear evidence that any of these should
be preferred over CUSUM and EWMA.
2.1.7 Estimating the parameters of the known distribution
In Section 2.1.4, we mentioned that CUSUM is optimal at detecting a change, but only
when the pre- and post-change distributions’ parameters are known. With a data stream,
however, we may not knowwhat the distributions are, let alone the values of the parameters.
However, there are cases where we may confidently model a process by a given family of
distributions, but we will not know the values of the parameters. For example, we may
know that a given set of observations are sampled from a normal distribution N(µ,  2), but
we do not know the values of µ and  2. In these cases, we could try and estimate the values
of the parameters during an initial monitoring period, assuming that no change occurs. This
is called a burn-in period.
However, if the burn-in period is too short, our parameter estimates will be inaccurate,
which will then lead to poor performance of the change detection algorithm. An extensive
literature review of this approach can be found in [77], where the key issues that are dis-
cussed include sample size (for the monitoring period), the impact of parameter estimation
on algorithm performance, and other possible approaches. In the continuous monitoring
scenario considered in Chapter 5, the burn-in used is relatively short and the changepoints
occur after short intervals. This is in contrast to traditional SPC approaches, which usually
only consider a single changepoint occurring after a long period of stationarity.
It is notable that much literature involving a burn-in period is concerned with both
a long burn-in and detecting a single changepoint. The work developed in Chapter 5 is
concerned with much shorter regime shifts which imposes constraints on the length of the
burn-in period.
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2.1.8 Restarting an algorithm after a changepoint
Suppose we are monitoring a data stream x1, x2, . . . , which we assume is sampled from a
distribution D, and detect a change at b⌧ . Once a change has been detected at time b⌧ , this
signals that (at least) the parameter values of the distribution have changed. In a streaming
data context, it is likely that we would wish to continue monitoring the ‘new’ data stream
xb⌧ , xb⌧+1, . . . for future changes. This leads to a problem: our change detection algorithm
requires the distribution’s parameter values, but it is rare that we will know the values of
the post-change parameters, and we cannot use the pre-change parameter values (since a
change has occurred).
In this situation, one approach would be to estimate the post-change parameters during
a new burn-in period, and then use these estimates to detect a change in the new stream
xb⌧ , xb⌧+1, . . . . This is the approach adopted later in this thesis.
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Chapter 3
Adaptive filtering for the mean
The method of change detection in this thesis relies on being able to accurately estimate pa-
rameters of a stream such as the mean or variance. Supposing that such stream parameters
are well estimated, changepoints are signalled when these statistics deviate from their cur-
rent estimates beyond a certain threshold, following the conventional approach discussed
in Section 2.1.2. Obtaining suitable thresholds for the mean is discussed in Chapter 4, and
monitoring the variance is discussed in Chapter 8, but both chapters rely on the methodol-
ogy developed in this chapter.
In this chapter, a framework utilising adaptive forgetting factors is developed that allows
stream parameters to be adaptively estimated and will form the basis of change detection
methods discussed in later chapters. Previous work on adaptive forgetting includes [7, 6,
50, 69, 3]. The definition of the derivative with respect to the adaptive forgetting factor
 !
  , described in Section 3.3.2, is a key contribution of this thesis as it allows for recursive
update equations that do not require the underlying distribution of the stream to be known.
This method is well-suited to a streaming data context (see Chapter 1), as everything can
be computed sequentially.
This chapter proceeds as follows: Section 3.1 introduces the idea of estimating the
mean, Section 3.2 describes the fixed forgetting factor framework, Section 3.3 describes
the adaptive forgetting factor framework, and Section 3.4 investigates the optimal values of
fixed and adaptive forgetting factors when the pre-change and post-change stream parame-
ters are known. In Section 3.3.8 a result from [3] shows that in a special case the optimal
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linear filter is closely related to this adaptive forgetting factor scheme.
3.1 Estimating the mean
Suppose that the stream x1, x2, . . . is generated by the random variables X1, X2, . . . and
that N observations have been observed so far. The goal is to estimate the current mean
of the stream, namely E [XN ]. This estimate will be used for detecting changepoints in the
stream, which is the subject of Chapter 4. One way to estimate E [XN ]would be to compute
the sample mean of the stream,
x¯N =
1
N
NX
i=1
xi.
If the stream had been stationary⇤ up until this point, i.e.
E[Xi] = µ, i = 1, 2, . . . , N,
it follows that bµ = x¯N would estimate µ well, since
E
⇥
X¯N
⇤
= E
"
1
N
NX
i=1
Xi
#
=
1
N
NX
i=1
E [Xi] =
1
N
NX
i=1
µ = µ.
If, however, there had been a change in the mean at some point ⌧ < N ,
E[Xi] =
(
µ0, i = 1, 2, . . . , ⌧
µ, i = ⌧ + 1, ⌧ + 2, . . . , N, . . .
, µ0 6= µ (3.1)
then bµ = x¯N may not estimate µ very well, if the difference between µ and µ0 is large. In
fact, a better estimate would be obtained by only taking the mean of those observations that
occur after the changepoint ⌧ ,
bµ = 1
N   ⌧ [x⌧+1 + x⌧+2 + · · ·+ xN ] . (3.2)
⇤At present, only the weaker condition of stationarity is needed for tracking the mean.
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Of course, since the location of the changepoint ⌧ is generally unknown, such an approach
is infeasible. An approach to approximate Equation (3.2) by computing a weighted sum of
the observations x1, x2, . . . , xN is explored in the next section.
3.2 Fixed forgetting factor mean
The method at the core of this thesis attempts to estimate the the current mean µ of a
non-stationary stream as in Equation (3.1) by computing a weighted sum of the observa-
tions x1, x2, . . . , xN using an (exponential) fixed forgetting factor   2 [0, 1]. The fixed
forgetting factor mean x¯N,  after N observations is defined as
x¯N,  =
1
wN, 
NX
i=1
 N ixi, (3.3)
where the effective sample size wN,  is defined as
wN,  =
NX
i=1
 N i. (3.4)
Writing these two equations out in full,
x¯N,  =
1
wN, 
⇥
 N 1x1 +  N 2x2 + · · ·+  xN 1 + xN
⇤
,
wN,  =  
N 1 +  N 2 + · · ·+  + 1,
it can be immediately seen that
• for   = 1, x¯N,  = x¯N , the sample mean,
• for   = 0, x¯N,  = xN , the most recent observation.
This is where the forgetting factor gets its name: the closer   is to zero, the more that
x¯N,  “forgets” early observations. Excluding these two limit cases, for   2 (0, 1) the fixed
forgetting factor (FFF) mean is the weighted sum of all the observations x1, x2, . . . , xN ,
with more weight placed on recent observations and less weight on older observations.
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Section 3.2.3 illustrates how different values of   can affect the estimation of the current
mean of the stream. Before this, we first discuss the effective sample size wN,  in Section
3.2.1 and compute the expectation and variance of x¯N,  in Section 3.2.2. These statistics
will be used to reason about setting a value for   and will be crucial when constructing
change detection rules in Chapter 4.
3.2.1 The effective sample size
The quantity wN,  defined in (3.4) is often referred to as the effective sample size since it
approximates the number of observations over which we are averaging; for the two trivial
cases
• if   = 1 then wN,  = N ,
• if   = 0 then wN,  = 1.
However, if   2 (0, 1) thenwN,  2 (1, N). In other words, the sum of the weights measures
the effective size of the sample used to compute x¯N, . It is worth investigating the value of
wN,  in the limit. If   2 (0, 1) then
wN,  =
NX
i=1
 N i =
1   N
1   
and as N !1,
w1,  ⌘ lim
N!1
wN,  =
1
1    . (3.5)
Equation (3.5) indicates that, for example, if   = 0.95 and N is large, then the effective
sample size w1,0.95 = 20. Equation (3.5) will be significant in Section 3.2.5, when the FFF
and EWMA schemes are compared. Note that the effective sample size is referred to as the
memory in [69].
3.2.2 Expectation and variance of forgetting factor mean
Following the definition of the forgetting factor mean x¯N,  in Equations (3.3) and (3.4),
suppose that for i = 1, 2, . . . , N , the random variablesXi generate the observations xi. We
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can then define the forgetting factor mean of the random variables Xi by
X¯N,  =
1
wN, 
NX
i=1
 N iXi, (3.6)
where wN,  is again defined in Equation (3.4). Suppose further that the random variables
Xi are independent and identically-distributed (i.i.d.) with expectation and variance
E [Xi] = µ,
Var [Xi] =  2.
Then the expectation of X¯N,  is
E
⇥
X¯N, 
⇤
= E
"
1
wN, 
NX
i=1
 N iXi
#
,
=
1
wN, 
NX
i=1
 N iE [Xi] ,
=
1
wN, 
NX
i=1
 N iµ,
= µ,
and (using the independence assumption) the variance of X¯N,  is
Var
⇥
X¯N, 
⇤
= Var
"
1
wN, 
NX
i=1
 N iXi
#
,
=
1
(wN, )2
NX
i=1
 
 N i
 2Var [Xi] ,
=
1
(wN, )2
NX
i=1
 
 2
 N i
 2,
= (uN, )  
2,
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where we define
uN,  =
wN, 2
(wN, )2
=
1
(wN, )2
NX
i=1
 
 2
 N i
. (3.7)
In summary, X¯N,  is a random variable with expectation and variance
E
⇥
X¯N, 
⇤
= µ,
Var
⇥
X¯N, 
⇤
= (uN, )  
2.
It is interesting to note that
lim
 !1
E
⇥
X¯N, 
⇤
= µ = E
⇥
X¯N
⇤
,
lim
 !1
Var
⇥
X¯N, 
⇤
=
1
N
 2 = Var
⇥
X¯N
⇤
,
which shows that the FFF mean behaves as the sample mean in the limit, as implied earlier.
3.2.3 The relationship between x¯N,  and  
The closer   is to zero, the more that x¯N,  forgets earlier data, since greater weight is placed
on recent data. This is illustrated in Figure 3.1 where the stream x1, x2, . . . x300 has been
sampled from
X1, X2, . . . , X100 ⇠ N(0, 1), (3.8)
X101, . . . , X300 ⇠ N(3, 1), (3.9)
and the value of the forgetting factor mean x¯1, , x¯2, , . . . , x¯N,  is shown for a selection of
values of   2 [0.9, 1].
IfM streams are sampled as in Equations (3.8) and (3.9), thenM sequences x¯1, , x¯2, , . . . , x¯N, 
can be produced, and their average x¯av1, , x¯av2, , . . . , x¯avN,  can be plotted, as in Figure 3.2
(which shows the average value overM = 100 streams).
This figure shows that when   = 0.9, the forgetting factor mean x¯N,0.9 quickly reacts
to the change at t = 100, and is close to µ = 3 soon after the changepoint. However, if
  = 1, then x¯N,1 does not estimate the mean µ = 3 very well after the changepoint (in fact
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Figure 3.1: (a) A stream x1, x2, . . . , x300 sampled from X1, . . . , X100 ⇠ N(0, 1),
X101, . . . , X300 ⇠ N(3, 1), and (b) the value of the fixed forgetting factor mean x¯N,  (on
this stream) for different values of  .
it is still less than 2 at observation 300). Error bars, with a width of one standard deviation,
are provided at certain points (including those where the standard deviation is largest).
If, therefore, smaller values of   allow x¯N,  to react to changes faster, it would seem as
if a value of   = 0.1 would be better than   = 0.9. However, recall from Section 3.2.2 that
Var
⇥
X¯N, 
⇤
= (uN, )  2, where uN,  is defined in Equation (3.7). As Figure 3.3(b) shows,
lower values of   lead to larger values of uN, . This implies that for lower values of  ,
the variance of X¯N,  is higher. This is because the effective sample size, wN, , shown in
Figure 3.3(a), is much smaller for lower values of  . In other words, if   is too close to 1,
then X¯N,  will be slow to react to changes, but if   is too small, then the behaviour of X¯N, 
may be subject to large variations. This is a manifestation of the familiar tradeoff between
bias and variance. Figure 3.4 has been included to show the behaviour of wN,  and uN, 
for   2 [0.6, 0.99]. This will be relevant in Section 3.3.5, where the issue of truncating the
adaptive forgetting factor is discussed.
One might prefer to have   closer to 1 when the stream is not experiencing a change
(for stability), but then have   closer to 0 after a change occurs, at least temporarily to allow
X¯N,  to react to the change quickly. This leads to the idea of an adaptive forgetting factor,
which is discussed in Section 3.3: one might hope that a time-varying forgetting factor
could allow for both stability and quick reaction to changes. In fact, using an adaptive
forgetting factor has the added benefit that the value of a fixed forgetting factor   no longer
needs to be specified, because the algorithm developed in Section 3.3 automatically selects
Chapter 3. Adaptive filtering for the mean 35
●
● ●
●
●
●
● ● ● ●
●
● ●
●
●
●
● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0
1
2
3
0 100 200 300
Observation
Fo
rg
et
tin
g 
fa
cto
r m
ea
n
Value of λ
●
●
●
●
λ = 0.9
λ = 0.95
λ = 0.99
λ = 1
Figure 3.2: The average behaviour of x¯N,  for different values of  , for X1, . . . , X100 ⇠
N(0, 1), X101, . . . , X300 ⇠ N(3, 1), averaged over 100 simulations. Error bars indicate a
width of one standard deviation on either side of x¯N, .
0
25
50
75
100
0.25 0.50 0.75 1.00
λ
(a)
w N
, λ
wN, λ
N = 10
N = 20
N = 50
N = 100
N = ∞
0.0
0.2
0.4
0.6
0.8
0.25 0.50 0.75 1.00
λ
(b)
u N
, λ
uN, λ
N = 10
N = 20
N = 50
N = 100
N = ∞
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a value based on the observations so far observed. In Chapter 4 it is shown that this leads
to a change detection algorithm which has fewer control parameters to be specified, in
comparison to other change detection methods. First, however, in Section 3.2.4 it is shown
that X¯N,  can be updated sequentially, and these sequential update equations will form the
basis of the adaptive forgetting factor framework in Section 3.3.
3.2.4 Sequential updating
It is important for streaming data applications to have sequential update equations for x¯N, .
Such equations show that the computation of x¯N,  only requires a finite number of statistics
to be stored, and show that the computation per datum is of constant complexity. Moreover,
the sequential update equations for the x¯N,  will form the basis for defining the adaptive
forgetting factor framework.
The sample mean x¯N could be computed sequentially by
mN = mN 1 + xN ,
wN = wN 1 + 1,
x¯N = mN/wN
for i = 1, 2, . . . and m0 = w0 = 0. Similarly, the FFF mean x¯N,  can also be defined
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sequentially by
mN,  =  mN 1,  + xN ,
wN,  =  wN 1,  + 1, (3.10)
x¯N,  =
mN, 
wN, 
,
for N = 1, 2, . . . andm0,  = w0,  = 0. Alternatively, we can write
x¯N,  =
✓
1  1
wN, 
◆
x¯N 1,  +
1
wN, 
xN , (3.11)
and so Equations (3.10) and (3.11) are all that is needed to recursively update x¯N, . It is
shown in Appendix A.3.7 that uN,  can also be updated sequentially by u0,  = 0 and
uN,  =
✓
wN,    1
wN, 
◆2
uN,  +
✓
1
wN, 
◆2
. (3.12)
The update equations in this section now provide the basis for the adaptive forgetting factor
framework, discussed in Section 3.3.
3.2.5 Relation to EWMA
One might notice that the FFF scheme resembles the EWMA scheme described in Section
2.1.5. Indeed, the two are closely related; starting with Equation (3.11),
x¯N,  =
✓
1  1
wN, 
◆
x¯N 1,  +
1
wN, 
xN
=  
✓
1   N
1   N+1
◆
x¯N 1,  +
1   
1   N+1xN ,
and then if   2 (0, 1), as N !1, this becomes
x¯N,  =  x¯N 1,  + (1   )xN ,
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which is equivalent to the EWMA scheme if we set r = 1  . Therefore, it would seem as
if the EWMA scheme is the limit case of the FFF scheme, since as N gets very large, the
update equations of the FFF scheme tend to the EWMA update equation. This derivation
was sketched in [36], but not commented on.
It might appear that there is little difference between the two schemes, but in fact the
FFF formulation has two key advantages over EWMA. Firstly, since EWMA is essentially
the limit case of FFF, the FFF formulation might react quicker to changes in the short-term;
this is explored in Section 4.1.2. Secondly, the FFF formulation leads to much simpler
batch definitions, which will then be used to define an adaptive forgetting factor scheme in
Section 3.3.
3.3 Adaptive forgetting factor
The FFF scheme, like other filtering schemes such as EWMA, suffers from one major
drawback: it is not clear how to set the value of  . In this section the concept of an
adaptive forgetting factor (AFF)
 !
  is introduced, where
 !
  = ( 1, 2, . . . ) implies that
the value  i is used to downweight observations up to and including xi. Other adaptive
forgetting factor procedures have been discussed in [7, 6, 50, 69, 3]. Note the difference
in notation: the AFF is denoted
 !
  , while the FFF is denoted by  . The AFF scheme,
explained in detail below, allows the value of the forgetting factor to be set automatically
after each observation. Besides alleviating the significant burden of setting a value for the
forgetting factor, this scheme has the nice feature that the components of
 !
  will be close
to 1 while the stream is in-control, but will drop in value after a change occurs in order to
forget the past regime and react to the change quickly.
3.3.1 Adaptive forgetting factor mean
This AFF scheme closely mirrors the FFF scheme described in Section 3.2 and will lead to
a change detection method in Chapter 4. Suppose the stream x1, x2, . . . is generated by the
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random variables X1, X2, . . . ; the AFF mean x¯N, !  is defined for N = 1, 2, . . . by
m
N,
 !
 
=  N 1mN 1, !  + xN , (3.13)
w
N,
 !
 
=  N 1wN 1, !  + 1, (3.14)
x¯
N,
 !
 
=
m
N,
 !
 
w
N,
 !
 
,
where
 !
  = ( 1, 2, . . . ) and m0, !  = w0, !  = 0 and  0 = 1. Alternatively, x¯N, !  can be
updated by
x¯
N,
 !
 
=
 
1  1
w
N,
 !
 
!
x¯
N 1, !  +
1
w
N,
 !
 
xN . (3.15)
Note the similarity between Equations (3.11) and (3.15); the FFF   in Equation (3.11) has
simply been replaced by the AFF
 !
  in Equation (3.15). Following Section 3.2.2, suppose
again that the random variables Xi are i.i.d. with
E [Xi] = µ,
Var [Xi] =  2.
Defining X¯
0,
 !
 
= 0 and X¯
N,
 !
 
for N = 1, 2, . . . to be
X¯
N,
 !
 
=
 
1  1
w
N,
 !
 
!
X¯
N 1, !  +
1
w
N,
 !
 
XN ,
the expectation and variance of X¯
N,
 !
 
can be computed as in Section 3.2.2 to be
E
h
X¯
N,
 !
 
i
= µ, (3.16)
Var
h
X¯
N,
 !
 
i
= (u
N,
 !
 
) 2, (3.17)
u
N,
 !
 
=
 
w
N,
 !
 
  1
w
N,
 !
 
!2
u
N 1, !  +
 
1
w
N,
 !
 
!2
, u
1,
 !
 
= 1.
The method for updating  i !  i+1 — the key part of the algorithm and crucial for stream-
ing data — is described in the next section.
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3.3.2 Updating  N !  N+1
Suppose that  1, 2, . . . , N have already been defined and that  N+1 should be chosen to
minimise a particular cost function L
N+1,
 !
 
involving x¯
N,
 !
 
. Since this will be applied in
a streaming data context, online optimisation is required. Supposing further that there is a
definition for the derivative @/@
 !
  , one-step gradient descent [19, 17, 58] can be used to
define
 N+1 =  N   ⌘ @
@
 !
 
L
N+1,
 !
 
, (3.18)
where ⌘ is the step size, and ⌘ ⌧ 1. The remainder of this section discusses a definition for
@
@
 !
 
x¯
N,
 !
 
, (3.19)
since once this derivative is defined, the derivative of any continuous function of x¯
N,
 !
 
can
be computed using the chain rule. Recalling that
 !
  = ( 1, 2, . . . ), for any ✏ 2 R define
 !
  + ✏ = ( 1 + ✏, 2 + ✏, . . . ).
Using the definition ofm
N,
 !
 
in Equation (3.13),m
N,
 !
 +✏
is defined as
m
N,
 !
 +✏
= ( N 1 + ✏)mN 1, ! +✏ + xN ,
and then the derivative ofm
N,
 !
 
is defined in a “first principles” manner by
 
N,
 !
 
=
@
@
 !
 
m
N,
 !
 
= lim
✏!0
1
✏
h
m
N,
 !
 +✏
 m
N,
 !
 
i
.
In order to proceed further, the non-sequential form ofm
N,
 !
 
is required. In Appendix A.3.1
it is shown that using Equation (3.13),
m
N,
 !
 
=
NX
i=1
"⇣N 1Y
p=i
 p
⌘
xi
#
.
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The following result (Lemma 1 proved in Appendix A.3.3) is also needed:
NY
p=i
 
 p + ✏
 
=
NY
p=i
 p + ✏
 
NX
j=i
⇣ NY
p=i
p 6=j
 p
⌘!
+O(✏2).
The non-sequential equation for the derivative 
N,
 !
 
can now be computed (with Lemma 1
used between lines (3.20) and (3.21)) by
 
N,
 !
 
= lim
✏!0
1
✏
h
m
N,
 !
 +✏
 m
N,
 !
 
i
= lim
✏!0
1
✏
"
NX
i=1
" 
N 1Y
p=i
( p + ✏)
!
xi
#
 
NX
i=1
" 
N 1Y
p=i
 p
!
xi
##
= lim
✏!0
1
✏
NX
i=1
"
N 1Y
p=i
( p + ✏) 
N 1Y
p=i
 p
#
xi (3.20)
= lim
✏!0
1
✏
NX
i=1
2664✏
 
N 1X
j=i
⇣N 1Y
p=i
p 6=j
 p
⌘!
+O(✏2)
3775 xi (3.21)
= lim
✏!0
NX
i=1
26641✏ · ✏
 
N 1X
j=i
⇣N 1Y
p=i
p 6=j
 p
⌘!
+
1
✏
·O(✏2)
3775 xi
= lim
✏!0
NX
i=1
2664N 1X
j=i
⇣N 1Y
p=i
p 6=j
 p
⌘
+O(✏)
3775 xi
)  
N,
 !
 
=
NX
i=1
2664N 1X
j=i
⇣N 1Y
p=i
p 6=j
 p
⌘
xi
3775 . (3.22)
Next, a sequential definition of 
N,
 !
 
can be computed (see Appendix A.3.4) from Equation
(3.22) as,
 
N,
 !
 
=  N 1 N 1, !  +mN 1, !  . (3.23)
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Similarly, by defining
⌦
N,
 !
 
=
@
@
 !
 
w
N,
 !
 
= lim
✏!0
1
✏
h
w
N,
 !
 +✏
  w
N,
 !
 
i
,
it can be shown (see Appendix A.3.5) that
⌦
N,
 !
 
=  N 1⌦N 1, !  + wN 1, !  . (3.24)
The derivative of x¯
N,
 !
 
can now be defined by
@
@
 !
 
x¯
N,
 !
 
=
@
@
 !
 
 
m
N,
 !
 
w
N,
 !
 
!
=
 
N,
 !
 
w
N,
 !
 
 m
N,
 !
 
⌦
N,
 !
 ⇣
w
N,
 !
 
⌘2 , (3.25)
and can be sequentially updated using the definitions of m
N,
 !
 
and w
N,
 !
 
in Equations
(3.13)-(3.14), the update equations for 
N,
 !
 
and ⌦
N,
 !
 
in Equations (3.23) and (3.24), and
the definition in Equation (3.25). It only remains to choose a cost function L
N+1,
 !
 
that
would be desirable to minimise. Since the mean is being estimated, one natural choice is
L
N+1,
 !
 
=
h
x¯
N,
 !
 
  xN+1
i2
, (3.26)
which has derivative
@
@
 !
 
L
N+1,
 !
 
= 2
h
x¯
N,
 !
 
  xN+1
i @
@
 !
 
x¯
N,
 !
 
. (3.27)
Minimising this cost function attempts to ensure that the current AFF mean is as close as
possible to the next observation. Of course, other cost functions could be used for the AFF
mean. In Section 8.1, cost functions for the AFF variance are discussed. Indeed, the choice
of the cost function will depend on the statistic that is being monitored (e.g. the mean or
the variance).
It should be noted that a similar procedure was used to update an adaptive forgetting
factor
 !
  in [4], where the cost function was taken to be the negative log-likelihood. Inter-
estingly, the procedure used there results in the same update equations for 
N,
 !
 
and ⌦
N,
 !
 
,
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Figure 3.5: (a) A single stream generated by X1, . . . , X50 ⇠ N(0, 1) and X51, X52, · · · ⇠
N(2, 1). (b) The behaviour of the AFF for the stream in (a). (c) Median value of
 !
  (over
1000 streams) generated as in (a). The step-size used is ⌘ = 0.01. Error bars indicating the
empirical 70% confidence interval are provided.
and in the case where it can be assumed that the stream is generated from normal random
variables, it results in the same cost function as in Equation (3.26) being used. Note that
the formulation here does not require any assumptions about the distribution of the stream,
which is one of the key contributions of this thesis.
3.3.3 Behaviour of
 !
  when encountering a change
With the derivations now completed, the behaviour of the AFF
 !
  is explored. Figure 3.5(b)
shows the behaviour of the AFF for a stream sampled from
X1, X2, . . . , X50 ⇠ N(0, 1),
X51, X52, · · · ⇠ N(2, 1),
where one realisation of stream is shown in Figure 3.5(a). Figure 3.5(b) shows the value
of
 !
  for this stream. Figure 3.5(c) shows the average behaviour of the AFF for such a
stream, where the average is taken over 1000 such streams. It can be observed from these
figures that soon after the change occurs, there is a large drop in
 !
  . This is desirable, as
it allows the previous regime to be more quickly “forgotten”. The optimal behaviour of a
forgetting factor will be explored in Section 3.4. Note that the step-size used in Figures
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3.5(b) and 3.5(c) is ⌘ = 0.01. The behaviour of
 !
  for different values of ⌘ will be explored
in Section 3.3.6.
3.3.4 Plotting the average behaviour of
 !
 
Note that while Figure 3.2 shows the average (mean) value of x¯N,  with error bars that
are one standard deviation of x¯N, , the average behaviour of
 !
  is plotted differently. The
quantity
 !
  is likely to be asymmetric, and (as is described in Section 3.3.5) it is truncated
to be in the interval [0.6, 1]. Therefore, to illustrate the average behaviour, Figure 3.5(c)
shows the median value of
 !
  with an empirical 70% confidence interval. All subsequent
plots displaying the average behaviour of
 !
  will follow this procedure. A width of 70%
was chosen in order to try and correspond to the case of x¯±s for a normal random variable,
since approximately 68% of the values of a normal random variable are within one standard
deviation of its mean.
3.3.5 Truncating the range of
 !
 
The value of the derivative in Equation (3.18) is not clearly bounded, and so updating
 !
 
with Equation (3.18) could allow
 !
  to fall outside the interval [0.1]. However, Figures
3.5(b) and 3.5(c) show that the value of
 !
  does not appear to drop below 0.6. This is by
design; after updating  N !  N+1, then the algorithm implements the following rule
 N+1 = min( N+1, max), (3.28)
 N+1 = max( N+1, min), (3.29)
where  min and  max are the minimum- and maximum-allowed values for
 !
  .
Equations (3.28) and (3.29) ensure that  N 2 [ min, max]. It is clear that  max should
be set to  max = 1. One might think that  min = 0.01 is a good choice (“forget” almost
everything). However, this leads to two problems. First, as Figure 3.6 shows, allowing
 !
  to
decrease so that it is close to 0 can have the effect of making recovery to pre-change values
very slow. Figure 3.6(b) shows that with truncation at 0.01, after 250 observations
 !
  has
still not recovered to pre-change levels of around 0.95. Second — and this is a less obvious
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Figure 3.6: Median value of
 !
  (over 1000 simulations) with (a) truncation at 0.6 (b) trunca-
tion at 0.01. The step-size is ⌘ = 0.01. Error bars indicating the empirical 70% confidence
interval are provided.
point — if
 !
  is too close to 0, the estimation of the AFF mean x¯
N,
 !
 
is subject to a greater
amount of variance. Recall from Equation (3.17) that the variance of x¯
N,
 !
 
is controlled
by the quantity u
N,
 !
 
. Figure 3.7 shows the median values of u
N,
 !
 
, corresponding to the
median values of
 !
  in Figure 3.6. It can be seen that when truncation at  min = 0.01 is used
the value of u
N,
 !
 
increases dramatically after the changepoint. On the other hand, when
truncation at  min = 0.6 is used, the increase in uN, !  minor and short-lived. Furthermore,
the error bars are much smaller for truncation at 0.6 than at 0.1. Other values besides
 min = 0.6 could be used, but this value seems to offer a good balance between allowing as
much of a drop in
 !
  as possible, while avoiding the problems of recovery and increasing
u
N,
 !
 
. Figures 3.3 and 3.4 offer some justification for the choice of 0.6: for   < 0.6, values
of wN,  and uN,  (for different values of N ) appear to be indistinguishable. One might
hope that increasing the step-size from ⌘ = 0.01 to ⌘ = 0.1 may may fix these problems
for  min = 0. While it is true that recovery is improved for ⌘ = 0.1, there is still the problem
of an increase in u
N,
 !
 
. The next section discusses the choice of ⌘ further.
3.3.6 Choice of step size ⌘
It may appear that the choice of forgetting factor   has been replaced with a choice of
step size ⌘, where any value in the range [0.001, 0.1] would seem reasonable. It would be
expected that the value of ⌘ would affect the behaviour of
 !
  , as shown in Figure 3.8 which,
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Figure 3.7: Median value of u
N,
 !
 
(over 1000 simulations), with (a) truncation of
 !
  at 0.6
(b) truncation of
 !
  at 0.01 The step-size is ⌘ = 0.01. Error bars indicating the empirical
70% confidence interval are provided.
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Figure 3.8: Median value of AFF
 !
  (over 1000 simulations) for ⌘ = 0.1 (a), ⌘ = 0.01
(b) and ⌘ = 0.001 (c), for stream generated by X1, . . . , X50 ⇠ N(0, 1) and X51, X52, · · · ⇠
N(2, 1). Error bars indicating the empirical 70% confidence interval are provided.
as in Figure 3.2 shows the average behaviour. However, Figure 3.9 appears to suggest that
the choice of ⌘ does not seem to affect the behaviour of the AFF mean x¯
N,
 !
 
as much as
the choice of  . Furthermore, it is shown in Appendix A.3.9 that for L
N,
 !
 
defined in
Equation (3.26),
E

@
@
 !
 
L
N,
 !
 
 
⇠ O( 2), (3.30)
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Figure 3.9: Average behaviour of AFF mean x¯
N,
 !
 
(over 1000 simulations) for ⌘ =
0.1, 0.01, 0.001 for stream generated by X1, . . . , X50 ⇠ N(0, 1) and X51, X52, · · · ⇠
N(1, 1). Error bars with a width of one standard deviation are provided.
and if  2 is known or an estimate is obtained, then the derivative should be scaled by  2,
i.e. the update equation, Equation (3.18), should be
 N+1 =  N   ⌘
 2
@
@
 !
 
L
N+1,
 !
 
. (3.31)
From now on, we shall assume that the derivative is always scaled by a (possibly estimated)
value of  2, or our update equation is Equation (3.31).
With this scaling, there will be little dependence on the choice of ⌘ (at least for the
range [0.001, 0.1]); in Section 5.4 it is shown that the AFF mean change detection scheme
performs very similarly for different choices of ⌘, which provides some evidence that the
choice of ⌘ is not crucial in continuous monitoring.
3.3.7 Comparison of the AFF mean and the FFF mean
Figure 3.10 compares the average behaviours of the AFF mean x¯
N,
 !
 
and the FFF mean
x¯N,  as in Figure 3.2. Figure 3.10 shows that, at least for this example where there is a
change from µ0 = 0 to µ1 = 3, the average x¯N, !  reacts to the change faster than any
of the fixed FFF schemes, yet also exhibits stability when the stream is in control. This
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Figure 3.10: A comparison between x¯N,  for different values of   and x¯N, !  , for
X1, . . . , X100 ⇠ N(0, 1), X101, . . . , X300 ⇠ N(3, 1), averaged over 100 simulations. The
step size used in this figure is ⌘ = 0.1, but other values yield very similar results. Error
bars with a width of one standard deviation are provided.
combination of the AFF mean x¯
N,
 !
 
being very responsive to a change, yet also being
stable during periods of stationarity (Figure 3.8 shows
 !
  increasing back to pre-change
levels after a change), are ideal characteristics for the estimator of a time-varying quantity.
3.3.8 Relation to Kalman Filter
Suppose a random walk is characterised for i = 1, 2, . . . by
Xi ⇠ N(µi,  2X),
µi = µi 1 + ⇠i,
⇠i ⇠ N(0,  2⇠ ).
for some parameters  X and  ⇠. In [3, Sec. 3.1.6] it is remarked that for such a random
walk, if the parameters  X and  ⇠ are known and the optimal filter estimate after observa-
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tion N , given all observations x1, x2, . . . , xN , is denoted by
bµKFN = E [XN |x1, . . . , xN ;  X ,  ⇠] ,
then bµKFN is recursively computable by the Kalman Filter equations [83]. Furthermore, it is
shown in [3, Sec. 3.1.6] that (for this special case)
bµKFN = ✓1  1wKFN
◆ bµKFN 1 + ✓ 1wKFN
◆
, bµKF0 = 0 (3.32)
wKFN+1 =  Nw
KF
N + 1, w
KF
0 = 0 (3.33)
 N =

 2⇠
 2X
wKFN + 1
  1
(3.34)
It is interesting to compare Equations (3.32) and (3.32) with Equations (3.14) and (3.15) for
the AFF mean. It shows that the optimal filter equations are of the same form as the AFF
mean equations, although the method for setting the forgetting factor  N in Equation (3.34)
is different. In this simple context, this argument provides, to some extent, a theoretical
interpretation of the forgetting factor.
3.4 Optimal forgetting factors   and
 !
 
It is natural to wonder if there is an optimal value for a fixed forgetting factor   or for an
adaptive forgetting factor
 !
  . In order to proceed with this question, we first need to define
what we might mean by “optimal”, and since we are ultimately concerned with change
detection, it is natural to consider the problem of finding an optimal   with respect to a
single change-point in the data. Assume, as before, that we have a sequence of at least N
observations x1, x2, . . . generated from i. i. d. random variables X1, X2, . . . , and suppose
that
X1, X2, . . . , X⌧ ⇠ N(µ0,  20), (3.35)
X⌧+1, X⌧+2, . . . ⇠ N(µ1,  21), (3.36)
where ⌧ is the changepoint and µ0 6= µ1. For N > ⌧ , define D = N   ⌧ .
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3.4.1 Definition of optimal  
Given the data stream in Equations (3.35) and (3.36), the optimal fixed   is defined to be
b ⌧,N =
8<:arg
 
inf 2[0,1] E
⇥
(X¯N,    µ0)2
⇤|A0 for N  ⌧ ,
arg
 
inf 2[0,1] E
⇥
(X¯N,    µ1)2
⇤|A1 for N > ⌧ , (3.37)
A0 = X1, . . . , XN ⇠ N(µ0,  20),
A1 = X1, . . . , X⌧ ⇠ N(µ0,  20), X⌧+1, . . . , XN ⇠ N(µ1,  21).
If more than one   gives the same infimum, the larger   value is used. For N = 1, 2, . . .
the optimal fixed forgetting factor vector
b ⌧ =  b ⌧,1, b ⌧,2, . . . , b ⌧,N , . . .   (3.38)
is obtained. It will be convenient to use the shorthand
E
⇥
(X¯N,    µ0,1,N)2|A0,1
⇤
,
where we define µ0,1,N as
µ0,1,N =
8<:µ0 for N  ⌧ ,µ1 for N > ⌧ , (3.39)
and A0,1 as
A0,1 =
8<:A0 for N  ⌧ ,A1 for N > ⌧ , (3.40)
where A0 and A1 are defined in Equation (3.37). It is shown in Appendix A.4 that for
N > ⌧ ,
E
⇥
(X¯N,    µ1)2|A0,1
⇤
=
✓
1
wN, 
◆✓
 Dw⌧, µ0 + wD, µ1
◆
  µ1
 2
+
+
✓
1
wN, 
◆2
 2Dw⌧, 2 
2
0 + wD, 2 
2
1
 
, (3.41)
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while for N  ⌧ ,
E
⇥
(X¯N,    µ1)2|A0,1
⇤
= (uN, ) 
2
0.
This provides us with sufficient information in order to solve for each b ⌧,N .
3.4.2 Solving for optimal fixed  
In order to find b ⌧,N = arg   inf
 2[0,1]
E
⇥
(X¯N,    µ0,1,N)2|A0,1
⇤ 
, (3.42)
Equation (3.41) can be numerically evaluated for   2 {0,  , 2 , . . . , (L   1) , L  = 1},
where   = 1/L and L is a large number (e.g. L = 1000). Note that while one could try to
find an analytical solution for Equation (3.42) by trying to solve
@
@ 
E
⇥
(X¯N,    µ0,1,N)2|A0,1
⇤
= 0, (3.43)
this approach seems unlikely to succeed, since the derivative of the expression in Equation
(3.41) is unlikely to have an analytical solution in terms of  . However, we are justified in
using an iterative (numerical) method to solve Equation (3.41) here, since we are explor-
ing theoretical optimal values. In practice, an iterative method would be unsuitable in a
streaming data context (see Chapter 1).
3.4.3 Results for optimal fixed  : Example
The development above provides the general framework for reasoning about optimal fixed
 . To illustrate this using a specific example, suppose consider the stream generated by
X1, X2, . . . , X50 ⇠ N(0, 1), (3.44)
X51, . . . , X100, · · · ⇠ N(2, 1). (3.45)
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Figure 3.11: A plot of the optimal forgetting factor b 50 for the random variables given in
Equations (3.44) and (3.45). A vertical line at observation 62 intersects with a horizontal
line at optimal fixed   value 0.8. This means that, for a changepoint at ⌧ = 50 from N(0, 1)
to N(2, 1), the FFF mean that minimises Equation (3.37) after 62 observations is x¯N,0.8.
If b 50,N is computed for each N = 1, 2, . . . , 100, . . . , the vector
b 50 =  b 50,1, b 50,2, . . . , b 50,100, . . .  ,
is obtained. Figure 3.11 is a plot of b 50. Notice that b 50,1, . . . , b 50,50 = 1, indicating
that the optimal forgetting factor to use in this range is 1, which will give equal weight to
all the random variables up until the changepoint at 50. Figure 3.11 shows that after the
changepoint at 50, the optimal forgetting factor drops almost to 0, before increasing back
towards 0.99. So, for example, in this simulation the optimal forgetting factor that will give
the smallest residual for the first 62 observations, x1, . . . , x62, is approximately 0.8.
3.4.4 Optimal adaptive
 !
 
Analogously to Section 3.4.1, define the optimal adaptive forgetting factor vector c !  ⌧,N ,
where c !
  ⌧,N =
 
 ⌧,1, ⌧,2, . . . , ⌧,N
 
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consists of  ⌧,i unrelated to the optimal fixed  ’s of Section 3.4.1, and
c !
  ⌧,N =
8><>:
arg
 
inf ⌧,N2[0,1] E
⇥
(X¯
N,
c !
  ⌧,N
  µ0)2
⇤ 
for N  ⌧ ,
arg
 
inf ⌧,N2[0,1] E
⇥
(X¯
N,
c !
  ⌧,N
  µ1)2
⇤ 
for N > ⌧ ,
(3.46)
A0 = x1, . . . , xN ⇠ N(µ0,  20),
A1 = x1, . . . , x⌧ ⇠ N(µ0,  20), x⌧+1, . . . , xN ⇠ N(µ1,  21).
Note that in order to define c !  ⌧,N , the information c !  ⌧,N 1 =   ⌧,1, ⌧,2, . . . , ⌧,N 1  is
needed. It will be convenient to use shorthand
E
⇥
(X¯
N,
 !
 
  µ0,1,N)2|A0,1
⇤
to refer to the expectation in Equation (3.46). For the rest of this section, in order to increase
readability, define
 !
  =
c !
  ⌧,N .
In other words, for the rest of this section
 !
  denotes the optimal adaptive forgetting factor.
In order to calculate
 !
  , recall that D = N   ⌧ and define
P ⌧+D 1
⌧,
 !
 
=
⌧+D 1Y
p=⌧
 ⌧,p. (3.47)
Following the same procedure shown in Appendix A.4 (the calculation of optimal fixed  ),
it can then be shown that
E
⇥
(X¯
N,
 !
 
  µ0,1,N)2|A0,1
⇤
=
"✓
1
w
N,
 !
 
◆✓
P ⌧+D 1
⌧,
 !
 
w
⌧,
 !
 
µ0 + wD, !⌫ µ1
◆
  µ1
#2
+
+
✓
1
w
N,
 !
 
◆2"
P ⌧+D 1
⌧,
 !
  2
w
⌧,
 !
  2
 20 + wD, !⌫ 2 
2
1
#
. (3.48)
Now that an expression for the cost function used in Equation (3.46) has been found (note
the similarity to the solution for fixed case given in Equation 3.41), the optimal c !  N,⌧ can
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be solved numerically, as in Section 3.4.3. Furthermore, it can also be shown that
E
⇥
X¯
N,
 !
 
⇤
=
1
w
N,
 !
 

P ⌧+D 1
⌧,
 !
 
(w
⌧,
 !
 
)µ0 + (wD, !⌫ )µ1
 
(3.49)
Var
⇥
X¯
N,
 !
 
⇤
=
1
(w
N,
 !
 
)2
 
P ⌧+D 1
⌧,
 !
 
 2
(w
⌧,
 !
 2
) 20 + (wD,
 !
⌫2
) 21
 
. (3.50)
Note the similarity to the fixed optimal   equations. However, these two sets of equations
lead to very different results. For the fixed case, it is shown in the Appendix A.4 (Equations
(A.46) and (A.48)) that
E
⇥
X¯N, 
⇤
=
1
wN, 
✓
 D(w⌧, )µ0 + (wD, )µ1
◆
,
Var
⇥
X¯N, 
⇤
=
1
(wN, )2
✓
 2D(w⌧, 2) 
2
0 + (wD, 2) 
2
1
◆
.
3.4.5 Results for optimal
 !
  : Example
As in Section 3.4.3, suppose the stream x1, x2, . . . is generated by the random variables
X1, X2, . . . , X50 ⇠ N(0, 1) (3.51)
X51, . . . , X100, · · · ⇠ N(5, 1) (3.52)
Again, the vectorc !  ⌧,N
c !
  50 =
 c !
  50,1,
c !
  50,2, . . . ,
c !
  50,100
 
can be solved numerically and the optimal vector is shown in Figure 3.12. When compared
to the fixed case in Figure 3.11, Figure 3.12 suggests that adaptive forgetting can respond
to changes faster and recover quicker than fixed forgetting, in principle. The two schemes
are compared more closely in the next section.
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Figure 3.12: A plot showing the behaviour of the optimal adaptive forgetting factorc !  for
the random variables given in Equations (3.51) and (3.52).
3.4.6 Comparison of b 51,N andc !  51,N
We compare the values of b⇤⌧,N , where ⇤ =   is either the optimal fixed forgetting factor
from Sections 3.4.1-3.4.3 or the optimal adaptive forgetting factor
 !
  from Section 3.4.4.
We do this by looking at two particular examples, where in both cases the observations are
X1, X2, . . . , X50 ⇠ N(0, 1)
X51, . . . ⇠ N(µ1, 1)
where µ1 = 2 or µ1 = 5 and the changepoint is ⌧ = 50. The tables compare (where ⇤ is
either   or
 !
  ):
1. b⇤50,1, . . . , b⇤50,50, the optimal values of ⇤ before the change-point,
2. b⇤51,1, the optimal value of ⇤ immediately after the change-point,
3. the effective sample size immediately after the change-point w51,⇤,
4. the expectation of X¯51,⇤, and
5. the variance of X¯51,⇤, where the optimal value of the forgetting factor has been used
for each observation.
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By numerically solving Equations (3.41) and (3.48), we obtain
µ2 b⇤50,1, . . . , b⇤50,50 b⇤50,51 w51,⇤ E[X¯51,⇤] Var[X¯51,⇤]
⇤ =   2 0.180 0.180 1.220 1.640 0.825
⇤ =
 !
  2 1.000 0.005 1.250 1.600 0.801
⇤ =   5 0.037 0.037 1.038 4.815 0.963
⇤ =
 !
  5 1.000 0.0008 1.040 4.808 0.962
Table 3.1: Comparison of optimal fixed   and adaptive
 !
  immediately after a change at
⌧ = 50.
First, we notice that b⇤50,1, . . . , b⇤50,50 = 1 for both ⇤ =   and ⇤ =  !  , as one might
expect, since there is no change-point. We then see that b⇤50,51 is close to zero in both
experiments, for both pairs, withc !  50,51 being closer to zero than b 50,51.
However, it is interesting that when we compare the pairs ofw51,⇤, E[X¯51,⇤] and Var[X¯51,⇤],
we see all the pairs have similar values. It seems as if there are optimal values for these
quantities, regardless of whether the forgetting factor is fixed or adaptive.
It is worth highlighting, again, the difference between the two approaches: when µ2 =
5, b 50,51 = 0.037 means that E⇥(X¯51,    µ0,1,N)2⇤ will be minimised if the fixed forgetting
factor of   = 0.037 is used for observations x1, . . . x50, x51. In the adaptive case, though,⇥
(X¯51,    µ0,1,N)2
⇤
will be minimised when the forgetting factors are
( 1, . . . , 50, 51) = (1, . . . , 1, 0.005)
for observations x1, . . . x50, x51, when µ1 = 2. Finally, as mentioned in the last section,
comparing Figures 3.11 and 3.12 suggests that adaptive forgetting can respond to changes
faster and recover quicker than fixed forgetting.
3.5 Discussion
In this chapter we introduced the forgetting factor framework, starting with the fixed for-
getting factor scheme. Next we introduced the idea of an adaptive forgetting factor
 !
  , and
defined the adaptive forgetting factor mean x¯
N,
 !
 
. A method for updating
 !
  was proposed,
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which needed the notion of a derivative with respect to
 !
  . All quantities of interest were
shown to have recursive update equations, making this framework suitable for sequential
change detection.
The idea of an optimal adaptive forgetting factor vector was also proposed, following
on from the fixed case described in Sections 3.4.1-3.4.3. Finally, a comparison between the
optimal fixed and optimal adaptive forgetting factors was then provided in Section 3.4.6,
which explored the relationship between the two schemes. The performance of
 !
  seems
be behave similarly to the optimal  .
The next chapter embeds this chapter’s adaptive estimation methodology into a change
detection framework.
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Chapter 4
Change detection using adaptive
estimation
The previous chapter developed various adaptive estimation procedures for the mean of a
data stream. This chapter extends that development by embedding the estimation schemes
in a change detector. This is achieved by the imposition of a decision rule (see Sec-
tion 2.1.2). Several novel schemes are considered, including: assuming the stream is
normally-distributed, distribution-free schemes based on probabilistic bounds, a scheme
combining adaptive and fixed forgetting and a change detector based on monitoring the
value of the adaptive forgetting factor
 !
  itself. Various issues arriving with these new de-
tectors are discussed, and crude experimental comparisons are conducted. Recalling that
the final objective of this work is continuous monitoring, these comparisons are intended
to fix ideas rather than seek optimal solutions. A concern throughout these comparisons is
the role of control parameters and their impact on change detection performance measures.
Section 4.1 develops the embedding of adaptive estimation into a change detection
framework. Additionally, the relationship between FFF and EWMA is illuminated, and
the role of the step-size ⌘ is explored. Section 4.2 introduces a variety of distribution-
free change detection approaches with forgetting factors. Finally, Section 4.3 provides
experimental results comparing these new algorithms with one another, and additionally,
with standard approaches.
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Label Description
EWMA Exponentially weighted moving average scheme (see Section 2.1.5)
CUSUM Cumulative sum scheme (see Section 2.1.4)
FFF Fixed forgetting factor scheme
AFF Adaptive forgetting factor scheme
AFFcheby modification of AFF using Chebyshev’s method
AFFdrop modification of AFF; significant decrease in
 !
  signals a change
F-AFF modification of AFF; uses FFF mean to create control limits
ARL0 Average number of observations between false alarms
SDRL0 Standard deviation of ARL0
ARL1 Average delay in detecting a true changepoint
SDRL1 Standard deviation of ARL1
Table 4.1: Explanation of labels used for different change detection schemes
4.1 Change detection using forgetting factors
Suppose the univariate stream x1, x2, . . . is generated by i.i.d. random variablesX1, X2, . . .
with
E [Xi] = µ, Var [Xi] =  2, i = 1, 2, . . . . (4.1)
Recall the definition of the AFF mean X¯
N,
 !
 
from Section 3.3.1 where it is shown that for
such a stream
E
h
X¯
N,
 !
 
i
= µ, Var
h
X¯
N,
 !
 
i
= (u
N,
 !
 
) 2, (4.2)
where the definition of u
N,
 !
 
is given in Section 3.3.1 and its derivation is given in Appendix
A.3.7. From this starting point, several change detection schemes can be defined. Table 4.1
provides a reference for the abbreviations of the methods used in the subsequent tables.
4.1.1 Normal streams
Following the tradition of most statistical process control literature, suppose that the ran-
dom variables X1, X2, . . . are i.i.d. normal,
X1, X2, · · · ⇠ N(µ,  2). (4.3)
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It then immediately follows from Equation (4.2) that X¯
N,
 !
 
is also normally distributed,
X¯
N,
 !
 
⇠ N
⇣
µ, (u
N,
 !
 
) 2
⌘
.
Denoting the cumulative distribution function (cdf) of a N(µ,  2) distribution by FN(µ, 2),
the quantity
p = FN
⇣
µ,(u
N,
 !
 
) 2
⌘ ⇣x¯
N,
 !
 
⌘
2 [0, 1], (4.4)
provides a measure for how well a particular value x¯
N,
 !
 
follows a N
⇣
µ, (u
N,
 !
 
) 2
⌘
dis-
tribution, assuming that the stream is in-control and that all the observations are generated
according to Equation (4.3). For a significance level ↵, a 100(1 ↵)%-prediction interval
could be given by
p 2
⇣↵
2
, 1  ↵
2
⌘
.
Alternatively, p could be rescaled to be one-sided via
p0 = 1  |1  2p|,
and a decision rule for signalling a change is then given by
p0 < ↵. (4.5)
We call this the AFF change detection scheme. Note that we could consider p0 to be a p-
value, since it is a measure of how well x¯
N,
 !
 
follows a N(µ, (u
N,
 !
 
) 2) distribution. This
terminology will be revisited in the multivariate setting in Chapter 6.
Although only the AFF mean x¯
N,
 !
 
has been discussed in this section, the same decision
rule is derived for the FFF mean x¯N, , by simply considering the case when the AFF
 !
  =
( , , . . . ). This is called the FFF change detection scheme. In Section 4.1.2 the FFF and
EWMA schemes are shown to be closely-related, and their change detection performance
is compared.
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4.1.2 Comparison between EWMA and FFF
In Section 3.2.5 the relationship between the FFF and EWMA schemes was discussed.
In short, the FFF scheme tends to the EWMA scheme as N , the number of observations,
tends to infinity. It therefore seems as if the FFF change detector should perform similarly
to the EWMA change detector, although one might expect the FFF scheme to be better at
detecting changepoints that occur near the start of the monitoring process. This section
provides a brief experimental analysis comparing the FFF and EWMA schemes.
The experiments will involve repeated Monte Carlo trials for each method attempting
to detect a single changepoint. Several locations of ⌧ will be considered,
⌧ 2 {30, 50, 100, 200, 500},
to test performance for short-, medium- and long-term changes. In this section, and through-
out this chapter, the analysis of the change detection methods will follow the standard pro-
cedure of assuming that the pre-change mean and variance of the stream are known. How-
ever, in later chapters these values will be estimated during a burn-in period; this approach
will be crucial when considering multiple changepoints in a stream (Chapter 5).
Algo. Param. Param. Val. ARL0 SDRL0 ARL1 SDRL1
EWMA (r, L) (0.25, 3.00) 442.86 (461.07) 11.09 (7.31)
EWMA (r, L) (0.01, 3.00) 1210.90 (883.05) 20.02 (7.84)
EWMA (r, L) (0.25, 2.00) 28.45 (33.51) 5.44 (3.77)
FFF ( ,↵) (0.95, 0.01) 405.43 (403.31) 10.89 (4.93)
FFF ( ,↵) (0.95, 0.05) 92.29 (108.01) 7.92 (3.88)
FFF ( ,↵) (0.99, 0.01) 1067.49 (761.43) 19.65 (7.70)
Table 4.2: An ARL table for EWMA and FFF over 1000 trials for ⌧ = 100. For ARL1,
X1, . . . X100 ⇠ N(0, 1) and X101, . . . X200 ⇠ N(1, 1).
A table summarising the results for ⌧ = 100 is given in Table 4.2, for a selection of
control parameters. This table provides our first example showing how ARL0 and ARL1
are coupled; tuning parameters to improve ARL0 has a negative effect on ARL1— if ARL0
increases, ARL1 also increases, and vice versa. This is further demonstrated in Figure 4.4.
If the same experiment is repeated for different values of ⌧ , Figure 4.1 is obtained.
Noticing the scale on the y-axis, this figure shows that the ARL1 does not vary for dif-
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Figure 4.1: EWMA (0.25, 3.00) and FFF (0.95, 0.01) showing the values of ARL1 for
different locations of ⌧ .
ferent values of ⌧ , if the pre-change parameters are assumed to be known. The ARL0 of
an algorithm does not depend on ⌧ , and so is constant for different choices of ⌧ . Of in-
terest here are the parameter choices where ARL0 approximately matches; in Table 4.2
EWMA (0.25, 3.00) and FFF (0.95, 0.01) both have ARL0 ⇠ 400. Figure 4.1 provides
some evidence in support of the claim in Section 3.2.5 that FFF has better ARL1 for short-
term changes (smaller values of ⌧ ) than EWMA. Admittedly, the variation in ARL1 in
Figure 4.1 is small (all values in [10.7, 11.2]).
4.1.3 Performance of the AFF scheme for different choices of step size
The AFF scheme described in Section 3.3 relies on a gradient descent method to update
 N !  N+1. In Section 3.3.6 the value of ⌘, the step size in the update equation given in
Equation (3.18), is discussed.
Table 4.3 shows that the performance of the AFF algorithm depends on the value of
step size ⌘ to some extent. In particular, the false positive rate as represented by ARL0
is rather variable. While there is a difference in the case of a single changepoint, when
there are multiple changepoints, as in Chapter 5, this dependence on ⌘ is not as apparent,
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as Table 5.2 shows.
Algo. Param. Param. Val. ARL0 SDRL0 ARL1 SDRL1
AFF (⌘,↵) (0.1, 0.01) 390.97 (399.94) 10.41 (5.74)
AFF (⌘,↵) (0.01, 0.01) 610.71 (577.21) 12.58 (6.43)
AFF (⌘,↵) (0.001, 0.01) 977.10 (731.61) 18.09 (6.82)
AFF (⌘,↵) (0.1, 0.05) 76.39 (87.44) 7.21 (4.04)
AFF (⌘,↵) (0.01, 0.05) 142.46 (168.92) 9.35 (4.39)
AFF (⌘,↵) (0.001, 0.05) 326.19 (410.66) 14.95 (6.24)
Table 4.3: An ARL table for AFF for different step size ⌘ over 1000 trials. For ARL1,
X1, . . . X100 ⇠ N(0, 1) and X101, . . . X200 ⇠ N(1, 1).
4.2 Distribution-free forgetting factor methods
Suppose that µ and  2 in Equation (4.1) are known, but the underlying distribution of
the stream cannot be assumed to be normal. In this case, it would be preferable to use a
decision rule that does not have any distributional assumptions in order to signal a change
in the AFF mean. In this section, three methods are introduced that have the potential to
provide such a decision rule.
4.2.1 AFF-Chebyshev method
Under reasonable conditions, Chebyshev’s inequality [48] states that for any random vari-
able X with E[X] = µ and Var[X] =  2, for any   > 0,
Pr (|X   µ|     )  1
 2
, (4.6)
which is equivalent to
Pr (|X   µ| <   ) > 1  1
 2
.
Using the results in Equation (4.2), Chebyshev’s inequality can be applied to the AFF
equations to yield
Pr
⇣
|X¯
N,
 !
 
  µ| <  (pu
N,
 !
 
) 
⌘
> 1  1
 2
, (4.7)
which for a choice of   provides a decision rule
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• |x¯N,    µ| <  (puN, !  )  ) stream is in-control,
• |x¯N,    µ|    (puN, !  )  ) a changepoint has occurred.
A choice of   = 5 will give 1   1/ 2 = 0.96, essentially providing a 96% prediction
interval. However, Chebyshev’s inequality is conservative, and as Table 4.4 shows, choos-
ing   = 5 will result in a good ARL0, but a very poor ARL1. Other values of   give ARL
pairs in a more desirable range, but then relating these   values back to the 100(1 1/ 2)%
prediction interval does not provide a good interpretation. So, while this method is appeal-
ing, it is not clear how to make a theory-based choice of a value for  . Table 4.4 shows
the behaviour of this scheme for some choices of  . This method will not be investigated
further in this thesis.
As a final point, if µ and  2 are unknown and estimated during a burn-in period (as in
Chapter 5), then a minor modification to the above argument should be made. Rather than
using Equation (4.6), a version of Chebyshev’s inequality based on estimated parameters
[136] should be employed. This version of the inequality is used in Section 7.5.2.
4.2.2 Fixed-adaptive forgetting factor method
It was shown in Figure 3.10 that the AFF mean reacts much faster to changes in the mean
than the FFF mean when a high fixed   value is used (e.g. when   = 0.99). This sug-
gests that if the AFF mean is changing faster than the FFF mean, a changepoint may have
occurred. This observation leads to the following decision rule for the AFF mean: for a
parameter   > 0, and a choice of  , and supposing the variance in the stream is  2, define
aN = x¯N,      ,
bN = x¯N,  +   .
The, a decision rule for signalling a changepoint using the AFF mean x¯
N,
 !
 
is
• x¯
N,
 !
 
2 (aN , bN)) stream is in-control,
• x¯
N,
 !
 
62 (aN , bN)) changepoint has occurred.
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Of course, this method requires a choice of   and  . While setting   = 0.99 may be
straightforward enough, it is not clear what range of values could be used for  . This
method, which we abbreviate to F-AFF, bears some resemblance to the Shewhart chart
(see Section 2.1.3), and could be considered to be an “adaptive Shewhart chart”. Table 4.4
shows the performance of this method for some values of  .
Algo. Param. Param. Val. ARL0 SDRL0 ARL1 SDRL1
AFFdrop (⌘, ✓) (0.01, 0.65) 230.86 (172.76) 9.87 (5.90)
AFFdrop (⌘, ✓) (0.01, 0.70) 165.44 (125.18) 9.24 (5.35)
AFFcheby (⌘,  ) (0.01, 2.50) 514.04 (522.70) 11.92 (5.92)
AFFcheby (⌘,  ) (0.01, 1.00) 12.02 (24.02) 5.64 (3.46)
F-AFF (⌘,  , ) (0.01, 1.00, 0.99) 1789.26 (499.28) 22.22 (12.40)
F-AFF (⌘,  , ) (0.01, 0.50, 0.99) 463.60 (420.03) 15.22 (7.88)
Table 4.4: An ARL table for AFF for different learning rates ⌘ over 1000 trials. For ARL1,
X1, . . . X100 ⇠ N(0, 1) and X101, . . . X200 ⇠ N(1, 1). A description of the abbreviations
used can be found in Table 4.1.
4.2.3 Monitoring the AFF
As Figure 3.8 shows, the AFF
 !
  reacts to a changepoint by dropping in value. At the time,
this was seen as a useful feature that allows the AFF mean to rapidly adjust to the value of
the new mean of the stream. However, a natural idea is to use this feature to signal that a
changepoint has occurred at time N when  N <   for some threshold  .
The two key parts of this method are the choice of the cost function used for updating
 !
  , and the threshold   at which a change is signalled. Section 3.3.2 described how the
choice of cost function is directly related to the statistic (e.g. mean or variance) that is being
monitored for a change. While there are methods that are designed for monitoring the mean
and variance simultaneously [54, 62], most methods are designed for monitoring a single
statistic. Indeed, there are different versions of CUSUM (and EWMA) for monitoring the
mean and for monitoring the variance [104, 30]. Therefore, the choice of cost function is
straightforward, since it is based on the statistic being monitored.
On the other hand, it is not immediately clear how to set the value of the threshold
 . Clearly,   2 [0, 1), since  !  takes values in [0, 1]. It also appears from Figure 3.8
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Figure 4.2: Median value of AFF
 !
  (over 1000 simulations) for stream generated by
X1, . . . , X50 ⇠ N(0, 1) and X51, X52, · · · ⇠ N(µ2, 1), where (a) µ2 = 0.5, (b) µ2 = 1 and
(c) µ2 = 2. In all cases ⌘ = 0.01. Error bars indicating the empirical 70% confidence
interval are provided.
and other experiments that when the stream is in control
 !
  settles down to a value in the
range (0.9, 1). While values of 0.8 or 0.7 might seem to be appropriate for  , the amount
that
 !
  drops after a change in fact depends on the size of the changepoint, as Figure 4.2
shows. Consequently, it is not clear how to set   when the size of the anticipated change is
unknown. Table 4.4 shows this method for a few choices of threshold  .
One solution to this reliance on choosing   would be to employ a self-starting method
— or perhaps use the AFF-Chebyshev method — to monitor the stream  1, 2, . . . . While
this suggestion may have merit, we do not pursue it further here and leave it for future
work.
4.2.4 Summary of distribution-free AFF methods
The methods proposed in this section have the benefit of being free of distributional as-
sumptions. However, they all require control parameters to be selected that are not easy to
set. This places these methods in a similar position to CUSUM and EWMA, which also
rely on the specification of control parameters values where there is no particular theoretical
insight into what the values should be.
For this reason, these methods will not be pursued further here and will rather be ex-
plored in future work. As a final point, though, it is worth noting that all of the above
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Algo. Param. Param. Val. ARL0 SDRL0 ARL1 SDRL1
CUSUM (k, h) (1.00, 4.00) 1784.49 (489.31) 25.68 (19.36)
CUSUM (k, h) (0.25, 8.00) 343.37 (316.99) 9.87 (4.41)
EWMA (r, L) (0.25, 3.00) 442.86 (461.07) 11.09 (7.31)
EWMA (r, L) (0.01, 3.00) 1210.90 (883.05) 20.02 (7.84)
EWMA (r, L) (0.25, 2.00) 28.45 (33.51) 5.44 (3.77)
FFF ( ,↵) (0.95, 0.01) 405.43 (403.31) 10.89 (4.93)
FFF ( ,↵) (0.95, 0.05) 92.29 (108.01) 7.92 (3.88)
FFF ( ,↵) (0.99, 0.01) 1067.49 (761.43) 19.65 (7.70)
AFF (⌘,↵) (0.01, 0.01) 610.71 (577.21) 12.58 (6.43)
AFF (⌘,↵) (0.01, 0.05) 142.46 (168.92) 9.35 (4.39)
AFFdrop (⌘, ✓) (0.01, 0.65) 230.86 (172.76) 9.87 (5.90)
AFFdrop (⌘, ✓) (0.01, 0.70) 165.44 (125.18) 9.24 (5.35)
AFFcheby (⌘,  ) (0.01, 2.50) 514.04 (522.70) 11.92 (5.92)
AFFcheby (⌘,  ) (0.01, 1.00) 12.02 (24.02) 5.64 (3.46)
F-AFF (⌘,  , ) (0.01, 1.00, 0.99) 1789.26 (499.28) 22.22 (12.40)
F-AFF (⌘,  , ) (0.01, 0.50, 0.99) 463.60 (420.03) 15.22 (7.88)
Table 4.5: An ARL table for all the algorithms over 1000 trials. For ARL1,X1, . . . X100 ⇠
N(0, 1) and X101, . . . X200 ⇠ N(1, 1). Normal streams, parameters are known. A descrip-
tion of the abbreviations used can be found in Table 4.1.
methods can be deployed using estimated values of the stream’s mean and variance, and so
they also need not rely on assuming the stream parameters are known.
4.3 Experiments and results
Having embedded forgetting factor estimation methodology in various change detectors,
we turn to consider their performance. In this comparison we consider a single changepoint,
following the style of work in statistical process control. The purpose of this exercise is
to gain a feel for how change detection algorithms behave against a single change when
deployed without a view of the post-change distribution. Such a comparison is a precursor
to the multiple changepoint context, which we call continuous monitoring, considered in
the next chapter.
The experiments examine three situations:
• The streams are normally-distributed, and the pre-change mean and variance are
known, shown in Table 4.5,
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Algo. Param. Param. Val. ARL0 SDRL0 ARL1 SDRL1
CUSUM (k, h) (1.00, 4.00) 1407.18 (717.11) 25.13 (21.06)
CUSUM (k, h) (0.25, 8.00) 249.21 (321.54) 10.09 (5.77)
EWMA (r, L) (0.25, 3.00) 465.51 (556.98) 12.11 (10.87)
EWMA (r, L) (0.01, 3.00) 699.55 (782.76) 20.96 (11.18)
EWMA (r, L) (0.25, 2.00) 34.05 (42.22) 5.19 (3.60)
FFF ( ,↵) (0.95, 0.01) 285.88 (385.00) 11.42 (6.79)
FFF ( ,↵) (0.95, 0.05) 87.18 (100.16) 8.38 (4.72)
FFF ( ,↵) (0.99, 0.01) 562.00 (614.84) 20.57 (11.34)
AFF (⌘,↵) (0.01, 0.01) 418.50 (500.93) 13.30 (8.84)
AFF (⌘,↵) (0.01, 0.05) 143.75 (151.96) 9.80 (5.17)
AFFdrop (⌘, ✓) (0.01, 0.65) 188.18 (216.23) 9.72 (5.97)
AFFdrop (⌘, ✓) (0.01, 0.70) 125.73 (135.44) 8.97 (4.74)
AFFcheby (⌘,  ) (0.01, 2.50) 355.64 (439.24) 12.60 (8.02)
AFFcheby (⌘,  ) (0.01, 1.00) 39.64 (38.86) 7.00 (4.09)
F-AFF (⌘,  , ) (0.01, 1.00, 0.99) 1697.72 (531.34) 21.95 (12.12)
F-AFF (⌘,  , ) (0.01, 0.50, 0.99) 463.04 (453.25) 14.92 (7.82)
Table 4.6: An ARL table for all the algorithms over 1000 trials. For ARL1,X1, . . . X100 ⇠
N(0, 1) and X101, . . . X200 ⇠ N(1, 1). Normal streams, but parameters are estimated dur-
ing initial an burn-in period of length B = 50. A description of the abbreviations used can
be found in Table 4.1.
• The streams are normally-distributed, and the pre-change mean and variance are
unknown and estimated during a burn-in period, shown in Table 4.6,
• The streams are not normally-distributed, but the pre-change mean and variance are
known, shown in Table 4.7.
In all cases, the mean increases by one multiple of the standard deviation. To reiterate, the
purpose of the experiments is not to seek an optimal change detector, but rather to examine
performance under different choices of control parameters. As such, no attempt has been
made to match algorithms on ARL0.
The notable features in Table 4.5 are that all algorithms performance depend critically
on control parameters and, as has been discussed earlier, an increase in ARL0 leads to an
increase in ARL1. Indeed, this is thematic in all the tables arising from this experiment.
Table 4.6 shows results for unknown pre-change parameters, which are estimated dur-
ing a burn-in period. The parameter settings are the same as in Table 4.5. Notably, there
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is a decrease in ARL0, while ARL1 remains stable. An obvious explanation for this phe-
nomenon is that the false positive rate suffers as a consequence of estimation in the burn-in
phase. An exception to this observation is the F-AFF scheme, which has similar perfor-
mance in both tables.
Algo. Param. Param. Val. ARL0 SDRL0 ARL1 SDRL1
CUSUM (k, h) (1.00, 4.00) 252.68 (241.87) 25.77 (20.80)
CUSUM (k, h) (0.25, 8.00) 320.57 (302.28) 10.13 (4.62)
EWMA (r, L) (0.25, 3.00) 28.16 (82.42) 10.49 (6.82)
EWMA (r, L) (0.25, 2.00) 5.64 (17.86) 5.71 (1.70)
FFF ( ,↵) (0.95, 0.01) 412.43 (419.86) 11.52 (5.06)
FFF ( ,↵) (0.95, 0.05) 116.58 (120.69) 8.73 (3.94)
FFF ( ,↵) (0.99, 0.01) 1092.83 (771.24) 20.20 (7.62)
AFF (⌘,↵) (0.01, 0.01) 453.53 (448.78) 12.97 (6.52)
AFF (⌘,↵) (0.01, 0.05) 174.65 (197.45) 9.97 (4.46)
AFFdrop (⌘, ✓) (0.01, 0.65) 259.07 (214.59) 10.77 (8.23)
AFFdrop (⌘, ✓) (0.01, 0.70) 189.53 (145.32) 9.42 (4.91)
AFFcheby (⌘,  ) (0.01, 2.50) 413.58 (420.26) 12.52 (6.22)
AFFcheby (⌘,  ) (0.01, 1.00) 15.10 (26.64) 8.14 (2.77)
F-AFF (⌘,  , ) (0.01, 1.00, 0.99) 1311.80 (707.52) 22.15 (12.02)
F-AFF (⌘,  , ) (0.01, 0.50, 0.99) 373.17 (404.87) 14.77 (7.86)
Table 4.7: An ARL table for all the algorithms over 1000 trials. For ARL1,X1, . . . X100 ⇠
 (1, 1) and X101, . . . X200 ⇠  (4, 0.5). Non-normal (Gamma) streams, and pre-change
mean and variance assumed known. A description of the abbreviations used can be found
in Table 4.1.
Table 4.7 considers Gamma-distributed streams. This choice is made to assess detection
performance when assumptions are violated. The natural comparison is with Table 4.5
since pre-change mean and variance are treated as known in both cases. On one hand, the
ARL0 of CUSUM and EWMA appears to dramatically suffer for certain parameter pairs.
On the other hand, the forgetting factor methods all degrade more gently (some not at all).
Two other interesting features arise from this experiment. First, Figure 4.3 shows how
different algorithms’ detection delay (ARL1) varies with the size of the change. The algo-
rithms exhibit very similar performance. Second, Figure 4.4 shows how ARL0 and ARL1
are coupled for CUSUM, EWMA, FFF and AFF, for different control parameter settings.
An ideal algorithm would manifest in the bottom-right corner of each frame of the figure,
having high ARL0 (infrequent false positives) and low ARL1 (fast detections). However,
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Figure 4.3: EWMA (0.25, 3.00), FFF (0.95, 0.01), AFF (0.1, 0.01), CUSUM (0.25, 8.00),
AFFdrop (0.01, 0.65), AFFcheby (0.01, 2.50) and F-AFF (0.01, 0.50, 0.99) showing ARL1
for increasing values of µ2. The parameters of the normally-distributed streams are as-
sumed known.
no choice of parameter pair yields this behaviour; if ARL0 increases, so does ARL1.
4.4 Discussion
A collection of change detection schemes utilising the forgetting factor estimation frame-
work have been proposed and explored. The distribution-free methods appear to have some
promise, but are compromised by the difficulty of selecting control parameter values. The
main conclusions from this exploration are that FFF appears to detect sudden changes more
effectively than EWMA and forgetting factor methods appear more robust to model mis-
specification than traditional approaches. Note however that these conclusions are based
on detecting a single change. In the next chapter certain of the forgetting factor methods
are carried forward to the problem of continuous monitoring.
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Chapter 5
Continuous Monitoring
The previous chapter explored the utility of the forgetting factor methods for detecting a
single changepoint in streaming data. This included consideration of the effects of burn-in
for parameter estimation. However, a data stream, as described in Chapter 1, is potentially
unending and is expected to contain multiple changepoints. In this chapter forgetting factor
methods are applied to this more difficult problem, referred to as continuous monitoring,
of detecting multiple changepoints in a data stream.
This is a subtle and unexamined problem, and it is not clear whether there is any extant
method that is well-matched to meet its challenges. While some methods have character-
istics that satisfy certain aspects of the problem, there does not seem to be a single method
which satisfies all the requirements. The subtleties in continuous monitoring, in relation to
existing literature, are discussed in Section 5.1.1. A key finding in this chapter is that the
AFF scheme is well-suited to continuous monitoring; it performs comparably to CUSUM
and EWMA, yet only requires a single control parameter, which can be easily set. This
reduces the burden on the analyst to set control parameters in a streaming data context.
Section 5.1 formulates the continuous monitoring framework, reviews some literature,
and discusses performance metrics in the continuous monitoring context. Section 5.2 de-
scribes how we construct streams for a simulation study, and how the performance metrics
are computed. Section 5.3 presents results suggesting that, in the continuous monitoring
context, the performance of the AFF scheme does not depend on the choice of step size
⌘. Section 5.4 presents results comparing the AFF scheme and restarting CUSUM and
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EWMA. Finally, Section 5.5 demonstrates our change detection methodology in an appli-
cation related to financial data.
5.1 Detecting multiple changepoints in streaming data
Change detection algorithms are usually compared by their ability to find a single change-
point; this was explored in Chapter 4. However, in many real-world situations such as
financial monitoring (exemplified in Section 5.5), multiple changepoints are expected and
an algorithm must continue to monitor the process for successive changes. Similar prob-
lems occur in certain types of security and surveillance applications [52]. In this section
we discuss the multiple changepoint scenario and relevant performance metrics.
Denote a stream of observations as x1, x2, . . . , sampled from i.i.d. random variables
X1, X2, . . . , with changepoints ⌧1, ⌧2, . . . , such that
X1, X2, . . . , X⌧1 ⇠ F1,
X⌧1+1, X⌧1+2, . . . , X⌧2 ⇠ F2, (5.1)
X⌧2+1, X⌧2+2, . . . , X⌧3 ⇠ F3, etc,
where F1, F2, . . . represent distributions such that Fk 6= Fk+1 for all k. Recall from Sec-
tion 2.1 that the size of the ith change is defined to be |E[X⌧i ]   E[X⌧i 1 ]| for a change
in the mean. As described in Sections 2.1.7 and 2.1.8, it will be necessary to estimate the
stream parameters (mean and variance) for each new regime, i.e. when monitoring starts,
and after each detected changepoint. We expect multiple changepoints to occur and each
regime could have a different underlying distribution.
5.1.1 Recent approaches and continuous monitoring
In Chapter 4 the forgetting factor methods were compared to CUSUM and EWMA because
they are two of the most basic and well-studied approaches for sequential change detection.
Of course, many sophisticated variations have been proposed, each of which typically han-
dle only one of the challenges in continuous monitoring. Considering the requirements of
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continous monitoring provides a convenient way to partition the relevant literature:
(A) Sequential and efficient computation
(B) Handling changes of unknown size
(C) Few control parameters
(D) Self-starting, or detects multiple changes
Requirement (B) has been studied extensively in the context of a single change-point.
Much of this work is related to so-called adaptive-CUSUM and adaptive-EWMA, see [151]
for a review. Note that we are not aware of any literature where both (B) and re-starting are
addressed together.
An optimal filtering mechanism is provided in [5] which reduces to standard EWMA
in special cases. The approach is shown to be effective for both large and small changes,
and so satisfies (B). However, this approach is inadequate for continuous monitoring due
to (A) and (C), specifically the large number of coefficients that need to be estimated in the
filter.
In addition to addressing (B), [28] proposes a method that is suitable for different size
shifts in the presence of post-change dependence, in the context of a single change. This
sophistication comes at some computational cost, which make this approach unsuitable for
continuous monitoring in relation to (A) and (C).
Again, with respect to (B), [78] propose a hybrid EWMA/CUSUM procedure in the
context of a single change. While this approach looks effective in experiments, there are
four control parameters to be determined, which violates requirement (C).
The issue of self-starting has been addressed in both univariate and multivariate con-
texts. For example, [62] is an early approach on multivariate self-starting. This method
has two parameters, the setting of which is suggested by reference to standard tables, such
as those in [99]. Other approaches to self-starting include [146] and [163]. In all these
examples, one way or another, there are control parameter settings that are challenging in
the context of continuous monitoring, which violates requirement (C).
There are self-starting methods [93, 150] that appear to be promising for a sequential
analysis context, but require the storage of an increasing window of statistics, and so are
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not suitable for a streaming data context. Moreover, it is not clear how these methods could
be modified to detect multiple changepoints.
Finally, while there are approaches for detecting multiple changepoints in a stream
(e.g. [163, 102]), in general these are either non-sequential [102] (violating (A)) or require
several control parameters [163] (violating (C)).
The methods discussed in this section are all good approaches when considered in the
context for which they were designed, however none of them seem to satisfy all the require-
ments for detecting changes in streaming data. Furthermore, as mentioned in Section 2.1.7,
while most of the traditional SPC literature focuses on detecting a single change after a long
period of stationarity, in this chapter we shall consider the scenario where changepoints oc-
cur frequently, and so will be using shorter burn-in periods.
5.1.2 Performance measures
Assessment of performance becomes complicated once we depart from the most basic se-
quential change detection setting. For example, in the context of a multivariate change
detection problem, [146] is forced to develop an extra performance measure.
Performance assessment is complicated in the continuous monitoring problem, and ex-
tends beyond the standard approaches used in the literature. We consider conventional
metrics, then performance metrics relevant to the continuous monitoring scenario.
Average Run Length
As described in Section 2.1.1, two standard performance measures are the Average Run
Lengths, ARL0 and ARL1 [116]. ARL0 is computed as the average number of observa-
tions until a changepoint is detected, when the algorithm is run over a sequence of obser-
vations with no changepoints, while ARL1 is the average number of observations between
a changepoint occurring and the change being detected. Note that ARL1 typical refers to a
single change of a given magnitude.
As noted in Chapter 1, the challenge of continuous monitoring involves a sequence
of changes of unknown and varying magnitude. These measures alone are insufficient to
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characterise detection performance in a continuous monitoring framework. Issues related
to calculating the ARLs in a continuous monitoring setting are discussed in Section 5.2.2.
Detection rates
The ARL1 value neither reflects how many changepoints are detected nor how many are
missed. Moreover, ARL1 and ARL0 together do not reflect the ratio of true detections to
false positives. In a single-change context, these might be difficult to measure, since any
reasonable algorithm will detect a change given enough time. However, in a data stream,
there is a finite amount of time between changepoints, and some changes might not be
detected before another changepoint occurs, and we then classify these as missed changes.
Now, suppose that we have a data streamwithC changepoints, and our algorithmmakes
a total of D detections, T of which are true (correct) detections, while D   T are false
detections. We then define:
- CCD = T/C, the proportion of changepoints correctly detected
- DNF = T/D, the proportion of detections that are not false detections
These intuitive definitions are the same as sensitivity and predicted value positive (PVP) in
the surveillance literature [55, 51]. Similar metrics are discussed in [85].
Although the “complements” of CCD and DNF are more intuitively defined (pro-
portions of missed changepoints and false detections, respectively), these definitions are
preferred since the closer CCD andDNF are to 1, the better the performance of the algo-
rithm.
5.2 A simulation study
In developing new change detection methodology, it is customary to consider the case of
normally-distributed data (e.g. [27, 62]). This simulation study follows this custom, letting
Fi ⇠ N(µi,  i) for all i. For this simulation, however,  i = 1 for all i.
In order to obtain randomly spaced changepoints, first sample ⇠i, ⇠2, . . . ⇠ Pois(⌫),
for some value ⌫, to obtain random interval widths, and then pad these value withG andD.
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Figure 5.1: (a) Generating the stream. (b) Schematic representation of detection regions.
G is a grace period to give the algorithm time to estimate the streams parameters, andD is
a period that allows the algorithm to detect a change. The changepoints are then specified
by:
⌧1 = G+ ⇠1
⌧k = ⌧k 1 +D +G+ ⇠k, k 2 {2, 3, . . .M}.
This is schematically represented in Figure 5.1(a). The stream is then generated in blocks
[⌧k + 1, ⌧k+1]. The first block is sampled from a normal distribution with mean µ1 = 0,
and then block k is sampled with mean µk = µk 1 +  k, where  k is a random jump size in
some set S.
For the simulations below, the stream is generated with parameters
⌫ = 30, G = 30, D = 30, M = 50000,
and the set of jump sizes  k is uniformly sampled from the set
S = {±0.25,±0.5,±1,±3}.
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5.2.1 Classifying the detected changes
After running over the stream, an algorithm will return a sequence of detected changepoints
{b⌧1, b⌧2, . . . }, and we must then classify these as correct, missed or false detections. In a
simulation setting, we will use the sequence of true changepoints {⌧1, ⌧2, . . . } to do this.
Recall that after detecting a changepoint b⌧n, our algorithm uses the next B observations
in the interval [b⌧n + 1, b⌧n + B] as a burn-in region to estimate the parameters of the post-
change distribution. The algorithm then monitors the stream until the next true changepoint
of the stream occurs at ⌧m. Now, if the next detected changepoint is b⌧n+1, then
- if b⌧n+1 2 [b⌧n +B, ⌧m], then b⌧n+1 is a false detection,
- if b⌧n+1 2 [⌧m + 1, ⌧m+1], then b⌧n+1 is a correct detection,
- if ⌧m and ⌧m+1 occur without a detected changepoint in the interval [⌧m, ⌧m+1], then
⌧m is a missed detection.
In order to visualise the situation better, one can imagine that our stream is divided into
three regions of different coloured backgrounds, burn-in, waiting, and detection regions.
Then, a detected changepoint b⌧n is classified according to the region in which it lies. For
example, in Figure 5.1(b) the first detected changepoint is a correct detection, while the
second detected changepoint is a false detection. To clarify the definitions, the waiting
region is the interval [b⌧n + B + 1, ⌧n+1], i.e. the region between the end of the burn-in
period and the next true changepoint. The detection region is the interval [⌧n+1 + 1, b⌧n+1]
or [⌧n+1 + 1, ⌧n+2], depending on whether a changepoint is detected or not.
5.2.2 Average run length for a data stream
The calculations of ARL0 and ARL1 are simple using this framework. The ARL0 is the
sum of the lengths of the waiting regions between false detections, divided by the number
of false detections. The ARL1 is the sum of the lengths of the detection regions between the
correctly detected changepoints and their nearest true changepoints. Note that this excludes
the detection regions that are between two true changepoints (missed detections).
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Label Description
EWMA Exponentially weighted moving average scheme (see Section 2.1.5)
CUSUM Cumulative sum scheme (see Section 2.1.4)
AFF Adaptive forgetting factor scheme
CCD Proportion of changepoints correctly detected
DNF Proportion of detections that are not false detections
ARL0 Average number of observations between false alarms
SDRL0 Standard deviation of ARL0
ARL1 Average delay in detecting a true changepoint
SDRL1 Standard deviation of ARL1
Table 5.1: Explanation of labels used for different change detection schemes and perfor-
mance metrics.
We also sequentially calculate the variances of ARL0 and ARL1 by recording the sum
of squares of the lengths used in ARL0 and ARL1. Care must be exercised in the calculation
of the variance of ARL0, however, and we must ensure that we take the square of the sum
of the lengths of the waiting regions between false detections. The standard deviations of
ARL0 and ARL1 denoted by SDRL0 and SDRL1, respectively.
While these definitions of ARL0 and ARL1 are unconventional, as we are averaging
the delays that occur for detecting changes of different sizes, these definitions are one way
for us to obtain an estimate for the average run lengths of the detectors.
Three algorithms will be compared in the next section: CUSUM, EWMA and AFF. A
description of these abbreviations is available in Table 5.1.
5.3 Choice of step size ⌘ in the continuous monitoring context
Although the AFF scheme described in Section 4.1 only has a single control parameter ↵,
Section 4.1.3 shows that the value of the step size ⌘, used in Equation (3.18) to update
 !
  , affects the performance of the AFF scheme when detecting a single change. However,
Table 5.2 shows that the AFF algorithm performs relatively consistently, in the continuous
monitoring context, for ⌘ = 0.1, 0.01, 0.001. It is interesting that slightly different esti-
mation procedures give comparable change detection performance. It now appears that,
for practical purposes, the AFF scheme only depends on the single control parameter ↵, at
least in the continuous monitoring context.
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
AFF (⌘, ↵) (0.100, 0.005) 0.77 0.83 19.48 (20.48) 175.91 (175.45)
AFF (⌘, ↵) (0.010, 0.005) 0.77 0.81 19.68 (20.55) 148.16 (152.94)
AFF (⌘, ↵) (0.001, 0.005) 0.79 0.81 18.56 (19.46) 150.05 (149.94)
Table 5.2: Summary of algorithm performance, over ⇠ 50000 changepoints, with
  2 {±0.25,±0.5,±1,±3} and burn-in B=30. This table shows that AFF has similar
performance for ⌘ = 0.1, 0.01, 0.001. CCD is the proportion of changepoints correctly
detected, and DNF is the proportion of detections that are not false detection. These per-
formance metrics are introduced in Section 5.1.2.
5.4 Experiments and results
Table 5.3 displays exemplar results for the CUSUM, EWMA and AFF algorithms for a
choice of parameters, with a burn-in of B = 30, with results averaged over a stream con-
taining 50000 changepoints. For all of the algorithms, after a changepoint is detected the
mean and variance of the new regime are estimated during the burn-in period. The algo-
rithms then use these estimates to detect the next change. Parameters have been chosen
in Table 5.3 to give each algorithm approximately comparable performance in terms of
ARL0. Specifically, the CUSUM parameters used were indicated in [110, Section 8.1.3]
to be common choices of CUSUM parameter pairs. These are almost identical to those
recommended in [63, Table 1]. For EWMA, it is often recommended that r 2 [0.05, 0.25]
[110, Section 8.2.2] and the parameter pairs used are those recommended in [100]. We
choose these default parameter values because we have no other choice in continuous mon-
itoring; when there is no knowledge of the pre- or post-change distribution, or when there
will be multiple changepoints between different regimes, there is no opportunity to select
the optimal parameter pair. It therefore seems reasonable to try a selection of parameter
pairs that have good performance for the single changepoint setting.
In Table 5.3 the AFF parameter ↵was chosen to be ↵ = 0.005 to give comparable ARL0
and ARL1 performance to CUSUM and EWMA. Indeed, comparing AFF with ↵ = 0.005
to CUSUM with (k, h) = (1.00, 2.52) (both in bold), we see that the AFF has almost the
same ARL0, slightly higher ARL1, the same DNF value, and a higher CCD. Compar-
isons with the other two CUSUMs (with (k, h) = (0.50, 4.77) and (k, h) = (0.25, 8.01))
are similar, but the latter CUSUM has a higher CCD value than AFF. AFF with ↵ = (0.01)
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
CUSUM (k, h) (1.00, 2.52) 0.68 0.83 18.35 (21.34) 177.72 (178.42)
CUSUM (k, h) (0.50, 4.77) 0.79 0.81 17.59 (19.47) 163.01 (160.99)
CUSUM (k, h) (0.25, 8.01) 0.85 0.82 18.63 (18.62) 169.36 (158.73)
EWMA (r, L) (0.20, 2.962) 0.76 0.82 17.56 (20.03) 169.45 (172.36)
EWMA (r, L) (0.25, 2.998) 0.74 0.84 17.93 (20.58) 197.29 (194.53)
EWMA (r, L) (0.30, 3.023) 0.72 0.84 18.21 (20.99) 202.83 (203.55)
AFF (↵) (0.005) 0.77 0.83 19.48 (20.48) 175.91 (175.45)
AFF (↵) (0.01) 0.81 0.78 18.70 (19.97) 119.03 (120.96)
Table 5.3: Summary of algorithm performance, over ⇠ 50000 changepoints, with
  2 {±0.25,±0.5,±1,±3} and burn-in B=30. Parameter values have been chosen to
give comparable performance in terms of ARL0. See Table 5.1 for a description of the
abbreviations used. Highlighted entries are discussed in the text.
(in red) shows that increasing ↵ decreases both the ARL0 and ARL1, increases CCD and
decreases the DNF .
The comparison of AFF with EWMA in Table 5.3 is similar. Comparing AFF with
↵ = 0.005 to EWMA with (r, L) = (0.20, 2.962) (also in bold), AFF has almost the same
ARL0, slightly higher ARL1, and broadly the same DNF and CCD. The situation with
the other two EWMAs (with (r, L) = (0.20, 2.988) and (r, L) = (0.30, 3.023)) is similar,
except that the EWMAs have higher ARL0, but slightly lower CCD. Table 5.3 therefore
indicates that AFF has broadly the same performance as CUSUM and EWMA. However,
the benefit of AFF is that it only requires a single control parameter.
Table 5.4 shows how CUSUM, EWMA and AFF behave with different parameter
pairs. First of all, CUSUM with (k, h) = (1.25, 1.99) and (k, h) = (1.50, 1.61) (in blue)
— two recommended choices of parameter pairs in [63] — have similar performance to
those choices in Table 5.3, but with lower CCD. If parameter pairs are mixed, as for
(k, h) = (0.25, 2.52) or (k, h) = (1.00, 8.01) (in red), this results in extreme behaviour;
either perfect CCD or DNF , but at the expense of poor ARL0, CCD and DNF . How-
ever, a non-standard choice of a parameter pair (k, h) = (0.50, 8.01) (in green), can re-
sult in good (even superior) performance — note how this case compares to CUSUM
with (k, h) = (1.00, 2.52) in Table 5.3 (in bold): comparable CCD and ARL1, but
(k, h) = (0.50, 8.01) (in green) has far better DNF and ARL0. This shows that setting of
the CUSUM parameter pair is non-trivial.
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
CUSUM (k, h) (1.25, 1.99) 0.64 0.83 19.03 (22.19) 182.01 (184.08)
CUSUM (k, h) (1.50, 1.61) 0.60 0.84 19.64 (22.85) 188.39 (188.35)
CUSUM (k, h) (0.25, 2.52) 1.00 0.46 8.66 (9.29) 13.46 (12.10)
CUSUM (k, h) (1.00, 8.01) 0.44 1.00 17.67 (19.73) 39722.48 (31397.78)
CUSUM (k, h) (0.50, 8.01) 0.69 0.96 19.47 (19.77) 885.03 (897.55)
EWMA (r, L) (0.05, 2.615) 1.00 0.35 1.10 (2.15) 1.12 (3.58)
EWMA (r, L) (0.10, 2.814) 0.99 0.35 1.70 (5.17) 1.79 (13.51)
AFF (↵) (0.05) 0.90 0.60 15.13 (17.54) 40.47 (44.24)
Table 5.4: Summary of algorithm performance, over ⇠ 50000 changepoints, with
  2 {±0.25,±0.5,±1,±3} and burn-in B=30. Parameter values have been chosen to
show how poorly-chosen parameters can lead to poor performance. Highlighted entries are
discussed in the text.
Also in Table 5.4 are two parameter pair choices for EWMA that are recommended in
[100], but have very poor performance (very highCCD at the expense of poor performance
for the other three metrics). This also shows that setting the EWMA parameter pair is non-
trivial. Finally, AFF with ↵ = 0.05 is shown to give good CCD, but at the expense of the
other three metrics. Since increasing ↵ makes the AFF scheme more sensitive to changes,
this behaviour is expected. However, since ↵ is the only control parameter, it is relatively
easy to adjust the performance of AFF by increasing or decreasing ↵.
Table 5.5 shows how CUSUM, EWMA and AFF behave when the burn-in is B = 50,
instead of B = 30 in Table 5.3. To make comparison fair, the grace period G is set to G =
50, otherwise the stream parameters are unchanged. This table shows that the algorithms
have comparably the same performance, compared to Table 5.3, except that ARL0 and
ARL1 are increased for all algorithms. Note, however, that CCD and DNF are relatively
similar, or only slightly increased.
Recall from Section 2.1.5 that the original EWMA paper [128] shows that the EWMA
scheme is sensitive to small change sizes. In the continuous monitoring scenario, changes
of different sizes are plausible, hence Tables 5.2-5.5 consider streams with change sizes
  2 {±0.25,±0.5,±1,±3} (i.e. both small and large changes). Table 5.6 compares the
algorithms when all the changes are relatively large, and shows that, compared to Table 5.3,
there is a large increase in CCD, a slight decrease inDNF , a large decrease in ARL1, and
similar ARL0. The increase in CCD and decrease in ARL1 should be expected, since the
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
CUSUM (k, h) (1.00, 2.52) 0.73 0.82 25.08 (30.48) 226.78 (230.07)
CUSUM (k, h) (0.50, 4.77) 0.83 0.81 22.38 (27.02) 215.55 (217.82)
CUSUM (k, h) (0.25, 8.01) 0.88 0.82 22.81 (25.10) 214.90 (206.51)
EWMA (r, L) (0.20, 2.962) 0.80 0.83 22.60 (27.90) 254.12 (253.01)
EWMA (r, L) (0.25, 2.998) 0.78 0.84 23.12 (28.56) 263.92 (265.30)
EWMA (r, L) (0.30, 3.023) 0.76 0.84 23.98 (29.45) 270.02 (273.78)
AFF (↵) (0.005) 0.79 0.82 24.79 (28.12) 224.19 (228.69)
AFF (↵) (0.01) 0.83 0.77 23.67 (27.23) 148.16 (153.57)
Table 5.5: Summary of algorithm performance, over ⇠ 50000 changepoints, with
  2 {±0.25,±0.5,±1,±3} and burn-in B=50. This table can be compared with Ta-
ble 5.3 to show how the burn-in length affects performance.
Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
CUSUM (k, h) (1.00, 2.52) 0.92 0.79 7.40 (11.26) 178.72 (182.23)
CUSUM (k, h) (0.50, 4.77) 0.96 0.78 6.86 (8.31) 162.85 (160.12)
CUSUM (k, h) (0.25, 8.01) 0.97 0.79 7.90 (8.05) 164.28 (153.25)
EWMA (r, L) (0.20, 2.962) 0.95 0.74 6.60 (8.63) 122.49 (145.12)
EWMA (r, L) (0.25, 2.998) 0.95 0.81 6.81 (9.33) 195.70 (194.31)
EWMA (r, L) (0.30, 3.023) 0.94 0.81 7.03 (10.09) 202.18 (203.80)
AFF (↵) (0.005) 0.95 0.79 8.26 (10.10) 172.40 (174.21)
AFF (↵) (0.010) 0.95 0.73 7.92 (10.01) 115.17 (119.68)
Table 5.6: Summary of algorithm performance, over ⇠ 50000 changepoints, with
  2 {±1,±2,±3,±4} and burn-in B=30. This table corresponds to Table 5.3, but the
stream has a different set of jump sizes.
jump sizes are larger.
In conclusion, Tables 5.3, 5.5 and 5.6 show that AFF has similar performance to CUSUM
and EWMA when parameters are chosen for all algorithms to have similar ARL0. How-
ever, selecting parameter pairs for CUSUM and EWMA is not easy. Table 5.4 shows that
standard parameter pair choices can lead to poor performance, and non-standard choices
can give better performance. The benefit of AFF is that it only requires a single control
parameter ↵, since the adaptive forgetting factor
 !
  is automatically tuned. It can be seen
that increasing performance for one metric generally decreases performance for other met-
rics. In particular, it appears that parameter choices that increase CCD lead to a decrease
in DNF , and vice-versa. Therefore, ↵ can be increased or decreased to adjust for desired
CCD or DNF performance for AFF.
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5.5 Foreign exchange data
As discussed in the introduction, a primary application of continuous monitoring for data
streams arises in financial trading. Here, the value of a financial instrument evolves over
time, as a result of the behaviour of the market. Individual traders need to determine if the
price has made an unexpected change in order to trigger trading actions. However, the data
stream continues, uninterrupted, as such trading decisions happen. For illustration, we will
consider 5-minute Foreign Exchange (FX) tick data. Specifically, we consider a stream
of Swiss Franc (CHF) and Pound Sterling (GBP). Our objective here is simply to detect
changes in the price-ratio, that could be used to trigger trading actions.
It is well known that FX streams are non-stationary. The standard approach to ad-
dress this problem is to transform the data, and analyse the so-called log-returns, LRt =
log(xt)  log(xt 1). We perform change detection on the log-returns of the CHF/GBP data
for the first 10000 observations. The data is from 07h05 on 21/10/2002 until 21h15 on
10/12/2002 (approximately seven weeks), with one data point every five minutes. We re-
strict to a short sequence simply for the purposes of clarity. Figure 5.2(a) shows the change-
points (vertical lines) detected on the log-returns superimposed on the raw data stream for
the AFF scheme with ↵ = 0.005.
Although this section is simply meant to provide an example of the AFF scheme de-
ployed on real data, we also provide a comparison with PELT [87], an optimal offline
detection algorithm, in order to provide an indication of the “true” changepoints. The
changepoints detected by PELT are shown in Figure 5.2(b). PELT also has a single control
parameter, which was chosen to be 0.01 for this figure, in order to detect a comparable
number of changepoints. Figure 5.2 shows a high degree of agreement between the AFF
scheme and PELT, with more than half of the changepoints common to both (within 3 ob-
servations of each other). This is particularly striking since the AFF scheme is an online
method while PELT is an offline method. Similar figures are obtained for different parame-
ter values that increase sensitivity and allow more changepoints to be detected. We use the
R implementation of PELT provided in the changepoint package [86].
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Figure 5.2: Change detection on a CHF/GBP data stream using AFF and PELT. The raw
data stream is plotted with the detected changepoints indicated by the vertical dashed lines,
black lines indicate that both schemes detect that changepoint (within 3 observations of
each other).
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5.6 Discussion
This chapter has extended the case of detecting of a single changepoint using the forgetting
factor framework (Chapter 4) to the context of continuous monitoring, which more closely
addresses the challenges of detecting changes in streaming data. Some recent literature
is reviewed, and none of the methods seem to satisfy all the requirements of continuous
monitoring. Performance metrics for continuous monitoring are then discussed.
It is found that the AFF scheme performs similarly for a wide range of step size val-
ues ⌘, and so the AFF scheme truly requires only a single control parameter, namely the
sensitivity ↵.
An extensive simulation study is performed which shows that the AFF scheme has sim-
ilar change detection performance to CUSUM and EWMA. However, these two methods
require two control parameters while the AFF scheme only requires one. This is important
because, on the one hand, simply increasing or decreasing the AFF parameter ↵ will either
increase or decrease the algorithm’s sensitivity to detecting changes. On the other hand,
setting the two control parameters of CUSUM and EWMA is non-trivial. While Table 5.3
shows that some recommended settings give good performance, Table 5.4 shows that other
recommended choices can lead to poor performance (EWMA), and mixing parameter pairs
can lead to poor performance or performance superior to that when recommended settings
are used (CUSUM).
Finally, the AFF scheme is applied to detect changes in the mean of a foreign ex-
change stream. For comparison, an optimal offline method is run over the same stream,
and there is good agreement between the changepoints detected by the two methods. This
provides some evidence that the AFF scheme can detect changepoints in real-world data
streams. Another application in which this forgetting factor framework has been applied
is the detection of “relays”, a suspicious kind of behaviour in computer network traffic, by
extending the framework to an extreme-value scenario [16].
While the preceding chapters have assumed that the data stream consists of univariate
observations, the next chapter extends our forgetting factor framework to the detection of
changes in multivariate data.
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Chapter 6
Multivariate adaptive filtering and
change detection
While there are many applications that require the monitoring of a single stream for po-
tential changes, there are situations where it could be desirable to monitor a collection of
related streams simultaneously. In a computer network, multiple network traffic ports could
be monitored for anomalous behaviour. In the world of finance, a collection of foreign ex-
change pairs (e.g. see Section 5.5) or a portfolio of share prices could be monitored for an
increase in volatility. Indeed, there are scenarios that may not immediately spring to mind,
but are no less important. For example, an early reference [72] refers to “sample” bomb
sites. In this chapter, multivariate forgetting factor schemes are proposed to sequentially
detect multiple changepoints in the mean of a multivariate data stream. It is a natural exten-
sion of the work in discussed in Chapters 3, 4 and 5, although new issues have to addressed.
As before, a particular concern is managing the dependence on control parameters. In the
multivariate case, this is more complicated and we settle on an easier interpretation for
setting the control parameters, rather than full automation.
Section 6.1 reviews some of the multivariate change detection literature. Section 6.2
introduces the notation for the multivariate AFF mean and describes two methods for in-
corporating an adaptive forgetting factor. Section 6.3 describes a decision rule for detecting
a change using this AFF framework. Naturally, in the multivariate setting there are more
issues to consider for defining such rules. A simulation study in Section 6.4 shows that
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this method performs as well as, if not better than, some recently proposed methods even
though it requires only a single control parameter to be specified. Finally, Section 6.5 ap-
plies our multivariate methodology to monitoring the volume of port traffic in a computer
network.
6.1 Multivariate change detection in the literature
A good overview of multivariate statistical process control can be found in [105]. Several
of the univariate charts described in Section 2.1 have been extended to the multivariate
setting. For example, there are several multivariate extensions of EWMA [98, 64] and
CUSUM [160, 70, 40]. A good comparison of the early methods can be found in [121].
More recently, a multivariate version of the changepoint model has been proposed in
[164, 165]. Besides these, there are methods using regression [123, 125, 124, 166] and
LASSO [168]. A recent method [162] using generalised likelihood ratio statistics assumes
the streams are independent and normally distributed. Self-starting methods have been re-
cently proposed in [147, 65, 101]. However, all of these methods, while sequential, are
only designed to detect a single changepoint. While there are methods explicitly designed
for detecting multiple changepoints in multivariate data [92, 102], these methods are usu-
ally offline (non-sequential). Again, as in the discussion in Section 5.1.1, there are no
multivariate methods that satisfy all the requirements of continuous monitoring.
In Section 6.4, the SSMEWMA method described in [65] will be used as a basis of
comparison for our multivariate forgetting factor methods. Although it was only consid-
ered in [65] in the context of detecting a single change, it is the method that can be most
easily adapted to the continuous monitoring context. However, its methodology relies on
sequential regression on the components of the stream after each new data point has been
observed. Consequently, it is computationally expensive when the number of components
d is large. The multivariate CUSUM method referred to asMC1 in [121] will also used as
a benchmark for comparison in Section 6.4.
Chapter 6. Multivariate adaptive filtering and change detection 89
6.2 Multivariate adaptive forgetting factor mean
Suppose that the process being monitored is now multivariate, and that each observation in
the stream x1,x2, . . . is d-dimensional, i.e.
xi =
0BBBBB@
xi,1
xi,2
...
xi,d
1CCCCCA , i = 1, 2, . . . .
This formulation also allows us to consider the sequences x1,j, x2,j, . . . for j = 1, 2, . . . , d
to be a collection of d streams that are being observed simultaneously. For an AFF
 !
  as
defined in Section 3.3, themultivariate adaptive forgetting factor (MVAFF) mean x¯
N,
 !
 
is naturally defined as
x¯
N,
 !
 
=
0BBBBB@
x¯
N,
 !
  ,1
x¯
N,
 !
  ,2
...
x¯
N,
 !
  ,d
1CCCCCA , i = 1, 2, . . . .
where each x¯
N,
 !
  ,j
is the AFF mean as defined in Section 3.3 of the jth component of the
stream x1,x2, . . . , for j = 1, 2, . . . , d. To be clear, in this case
 !
  is a single scalar forget-
ting factor for all the component streams. Another formulation is described in Section 6.2.1.
The MVAFF mean can be equivalently defined for N   1 by the vector equations
x
N,
 !
 
=
h
Id ·wN, ! 
i 1 ·m
N,
 !
 
(6.1)
m
N,
 !
 
=  N 1mN 1, !  + xN , m0, !  = 0d
w
N,
 !
 
=  N 1wN 1, !  + 1d, w0, !  = 0d
where Id is the d-dimensional identity matrix, 1d is a vector of length d with all entries
equal to 1, and 0d is a vector of length d with all entries equal to 0. In terms of updating !
  , as in Equation (3.18), one possible cost function would be the multivariate analogue of
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L
N+1,
 !
 
(defined in Equation 3.26), defined by
L
N+1,
 !
 
=
h
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 
  xN+1
iT h
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 
  xN+1
i
.
Then the AFF
 !
  is updated the according to
 N+1 =  N   ⌘ @
@
 !
 
L
N+1,
 !
 
, (6.2)
which is the natural multivariate analogue of Equation (3.18). As before, ⌘ is the step size
Equation (6.2) becomes,
 N+1 =  N   ⌘ @
@
 !
 
✓h
x¯
N,
 !
 
  xN+1
iT h
x¯
N,
 !
 
  xN+1
i◆
=  N   2⌘

@
@
 !
 
x¯
N,
 !
 
 T h
x¯
N,
 !
 
  xN+1
i
.
The FFF scheme is defined as in Equation (6.1), but by setting  N =  , for all N =
1, 2, . . . , for some fixed  .
6.2.1 Adaptive forgetting factors for each stream
In the formulation above, the same AFF
 !
  is used for each component of the stream
x1,x2, . . . , even though the d component streams x1,j, x2,j, . . . may be in different states
of control. While the above formulation may have been the most straightforward, upon
reflection it may seem desirable for each component stream to have its own forgetting
factor. The d-dimensional MVAFF
 !
⇤ is defined as
 !
⇤ = (⇤1,⇤2, . . . ), where ⇤i is the
diagonal matrix
⇤i =
0BBBBB@
 i,1 0 · · · 0
0  i,2 · · · 0
...
... . . .
...
0 0 0  i,d
1CCCCCA , i = 1, 2, . . . (6.3)
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and the sequential update equations in Equation (6.1) become
x
N,
 !
 
=
h
Ip ·wN, ! 
i 1 ·m
N,
 !
 
(6.4)
m
N,
 !
 
= ⇤N 1 ·mN 1, !  + xN , m0, !  = 0d
w
N,
 !
 
= ⇤N 1 ·wN 1, !  + 1d, w0, !  = 0d.
The jth component of ⇤i is updated by
 N+1,j =  N,j   2⌘j

@
@
 !
 
x¯
N,
 !
  ,j
 
·
h
x¯
N,
 !
  ,j
  xN+1
i
, (6.5)
where the derivative of x¯
N,
 !
  ,j
is given by Equation (3.25), and ⌘j is the step-size for the
jth component. It is possible that this formulation may appear overly complicated due to
the number of subscripts involved. However, this formulation can be viewed as giving each
component stream x1,j, x2,j, . . . its own AFF ( 1,j, 2,j, . . . ), for j = 1, 2, . . . , d. Further-
more, the separate forgetting factors allows the step-size ⌘ to be scaled by E
h
@
@
 !
 
L
N+1,
 !
⇤
i
as described in Section 3.3.6, which is a decided advantage, since it removed some of the
dependence on the value of ⌘. Suppose that the variance of d components are estimated to
be b 1, b 2, . . . , b d, then the multivariate analogue for Equation (3.31) is
 N+1,j =  N,j   2 ⌘jb 2j

@
@
 !
 
x¯
N,
 !
  ,j
 
·
h
x¯
N,
 !
  ,j
  xN+1
i
, (6.6)
As can be seen in Table 6.2, this scaling gives similar change detection performance for a
range of values of ⌘. For this reason, the AFF schemes considered in the simulation study in
Section 6.4 utilise a separate forgetting factor for each stream. Note that for the multivariate
FFF scheme, there is no difference between having a single or separate forgetting factors. In
the next section, we discuss different decision rules for detecting a change in a multivariate
stream.
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6.3 Decision rules for multivariate change detection
Suppose the d-dimensional stream x1,x2, . . . is distributed according to the multivariate
normal distribution N(µd,⌃). There are two cases: the component streams can be assumed
to be independent, or the covariance can be taken into account.
6.3.1 Assuming the streams are independent
If the component streams are considered to be independent, each stream can be considered
to be distributed as
x1,j, x2,j, · · · ⇠ N(µj,  2j ), j = 1, 2, . . . , d. (6.7)
Estimates bµj and b 2j can be obtained during a burn-in period. Then, at time N , a value
pj = FN(bµj ,b 2j )
⇣
x¯
N,
 !
  ,j
⌘
(6.8)
can be computed, where FN(µ, 2) is the cdf of N(µ,  2). As in Section 4.1.1, pj can be
turned into a p-value by
p
0
j = 1  |1  2pj|
and we could say that a change has been detected in the jth component stream if
p
0
j < ↵
for some ↵ 2 [0, 1]. So far, this is the same procedure as for the univariate case consid-
ered in Chapters 4 and 5. However, we do not want to only detect a change in a single
component, but rather a change in the stream x1,x2, . . . . Therefore, we compute the p-
values p01, p
0
2, . . . , p
0
d, and combine these into an overall p-value. There are two prominent
methods for combining several p-values: Fisher’s method [49] and Stouffer’s method [144]
(also known as the Z-method). These two methods are briefly described in Appendix A.1.
There has been research [95, 96, 157, 35] comparing the two methods, but they are broadly
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similar. For Stouffer’s method, the p-values p01, p
0
2, . . . , p
0
d are combined to give
p0 = FN(0,1)
 
1p
d
dX
i=1
F 1N(0,1)(1  p0i)
!
,
where FN(0,1) is the cdf and F 1N(0,1) is the inverse of the cdf of the N(0, 1) distribution. A
change is then signalled when
p0 < ↵.
Fisher’s method combines the p-values via
p0 = F 22d
 
 2
dX
j=1
log(1  p0j)
!
,
where F 22d is the cdf of the chi-squared distribution with 2d degrees of freedom. Again,
p0 < ↵ signals a change. Both these schemes assume that the p-values (and hence the
streams) are independent. Next we will consider the case when the streams are not assumed
to be independent.
6.3.2 Estimating the covariance
The covariance matrix ⌃ of a multivariate stream x1,x2, . . . can be estimated from the first
N observations by b⌃N , which can be computed sequentially [4] by
x¯N =
✓
1  1
N
◆
x¯N 1 +
1
N
xN , x¯N = 0p,
b⇧N = ✓1  1
N
◆ b⇧N 1 + 1
N
xTNxN , b⇧N = 0p,
b⌃N = b⇧N   xTNxN .
It is possible to compute a forgetting factor version of b⌃N , as in [4], but that raises the
question of how to set the value of the forgetting factor. Certainly, the AFF methodology
considered in Chapter 3 could be employed with a suitable choice of cost function but,
as Chapter 8 will show, implementing AFF estimation for the univariate variance is not
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straightforward. There are now at least three possibilities:
1. do not estimate the covariance matrix (assume streams are independent)
2. estimate the covariance matrix during the burn-in, and assume the covariance remains
the same after the burn-in
3. continue to estimate the covariance matrix continuously
We either assume the streams are independent, or estimate the covariance during a burn-in
period. The case where the covariance matrix is continuously estimated is not considered
here.
6.3.3 Taking the covariance into account: Brown’s method
In many cases it is not reasonable to assume the component streams are independent, and so
the covariance between the streams needs to be taken into account. Suppose the covariance
matrix is estimated during a burn-in period, using the equations given in Section 6.3.2.
First, the method of Section 6.3.1 is followed until the one-sided p-values p01, p
0
2, . . . , p
0
p
have been computed. Next, an extension of Fisher’s method then provides a method for
combining the p-values while taking the covariance between the streams into account. This
method, originally published by M. B. Brown in [20] and slightly improved in [88], is now
briefly described. Start by defining X2 to be
X2 =  2
dX
j=1
(1  p0j).
This is simply Fisher’s method described in Appendix A.1.1. If the p-values are indepen-
dent, thenX2 follows a chi-squared distribution with 2d degrees of freedom. If the p-values
are not independent, then
E
⇥
X2
⇤
= 2d, (6.9)
Var
⇥
X2
⇤
= 4d+ 2
dX
j=1
X
i<j
Cov( 2 log p0i, 2 log p0j). (6.10)
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The covariance terms can then be approximated using Gaussian quadrature [20] in terms of
the correlation values ⇢ij . Recall that if (i, j)th entry of the covariance matrix is cij , then
⇢ij =
cijp
ciicjj
.
A third-order approximation, given in [88], is then
Cov( 2 log p0i, 2 log p0j) = 3.263⇢ij + 0.710⇢2ij + 0.027⇢3ij.
This approximation is said to work well [88] as long as  0.98  ⇢ij  0.98, which is a
broad range of values since ⇢ij 2 [ 1, 1]. Finally, the first two central moments ofX2 given
in Equations (6.9) and (6.10) are matched to the first two moments of a  (bk, b✓) distribution
(see Section 7.3.2, the Satterthwaite-Welch approximation) by
bk = (E ⇥X2⇤)2/Var ⇥X2⇤ , b✓ = Var ⇥X2⇤ /E ⇥X2⇤ .
Then the combined p-value is
p0 =   (bk,b✓)(X2),
where   (bk,b✓) is the cdf of the  (bk, b✓) distribution and, again, a change is signalled if
p0 < ↵.
6.4 A simulation study
We follow the method described in Section 5.2 for generating a single univariate normally-
distributed data stream with multiple changepoints, and again use the values
⌫ = 30, D = 30, G = 30,M = 10000, (6.11)
where ⌫ is the Poisson parameter, D is the period allowed for the algorithm to detect a
change, G is the grace period before a change can possibly occur (to give the algorithm
time to estimate the stream parameters) andM is the number of changepoints in the stream.
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Label Description
MVFFF-S Fixed forgetting factor, using Stouffer’s method, assuming independent streams
MVFFF-F Fixed forgetting factor, with Fisher’s method, assuming independent streams
MVFFF-Bcov Fixed forgetting factor, with Brown’s method, taking covariance into account
MVAFF-S Adaptive forgetting factor, using Stouffer’s method, assuming independent streams
MVAFF-F Adaptive forgetting factor, with Fisher’s method, assuming independent streams
MVAFF-Bcov Adaptive forgetting factor, with Brown’s method, taking covariance into account
MVCUSUM Multivariate version of CUSUM, described in [121] asMC1
SSMEWMA Self-starting multivariate EWMA, described in [65]
Table 6.1: Explanation of labels used for different change detection schemes
Again, the size of the change in the mean for each regime is uniformly sampled from
  2 {±0.25,±0.5,±1,±3}.
Then, we combine this stream with three stationary N(0, 1)-distributed streams (no
changepoints) and monitor these four streams for changes using multivariate adaptive esti-
mation as described above. Of course, other formulations are possible, but this formulation
is simple and easy to analyse. If there are changes occurring in different streams at different
times, difficulties could arise in the analysis; for example, if two changes in different com-
ponent streams occur close together (in time), and a change is detected soon after the later
change, which changepoint is being detected? Therefore, we use the formulation where
only a single component stream is changing, as in Chapter 5. Then the changepoint in
the multivariate stream is the location of the changepoint in the non-stationary univariate
stream. The multivariate AFF and FFF estimation schemes are then used with either
1. Stouffer’s method,
2. Fisher’s method,
3. Brown’s method, i.e. Fisher’s method taking covariance into account,
to create multivariate change detection schemes. Consequently, these six schemes are la-
belled as in Table 6.1. As benchmarks for these forgetting factor methods, multivariate
versions of CUSUM and EWMA are implemented. The multivariate CUSUM procedure
used isMC1 from [121] and is labelled MVCUSUM. The multivariate EWMA is a recent
and sophisticated self-starting multivariate EWMA [65] that uses regression between the
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
MVAFF-S (⌘, ↵) (0.100, 0.01) 0.78 0.89 24.86 (22.02) 275.43 (262.42)
MVAFF-S (⌘, ↵) (0.010, 0.01) 0.75 0.93 28.22 (24.15) 441.83 (413.61)
MVAFF-S (⌘, ↵) (0.001, 0.01) 0.75 0.94 28.63 (23.32) 482.67 (459.08)
MVAFF-S (⌘, ↵) (0.100, 0.05) 0.91 0.75 22.11 (19.71) 89.06 (76.51)
MVAFF-S (⌘, ↵) (0.010, 0.05) 0.86 0.83 24.60 (21.26) 149.48 (127.53)
MVAFF-S (⌘, ↵) (0.001, 0.05) 0.85 0.85 25.74 (20.89) 181.77 (165.49)
MVAFF-F (⌘, ↵) (0.100, 0.01) 0.82 0.85 22.69 (21.62) 186.87 (176.53)
MVAFF-F (⌘, ↵) (0.010, 0.01) 0.80 0.90 24.63 (22.64) 299.99 (273.95)
MVAFF-F (⌘, ↵) (0.001, 0.01) 0.82 0.91 25.76 (21.34) 328.24 (303.27)
MVAFF-F (⌘, ↵) (0.100, 0.05) 0.92 0.71 19.95 (18.82) 74.00 (62.78)
MVAFF-F (⌘, ↵) (0.010, 0.05) 0.89 0.79 22.16 (20.06) 115.37 (102.19)
MVAFF-F (⌘, ↵) (0.001, 0.05) 0.88 0.83 23.73 (19.64) 159.46 (142.53)
MVAFF-Bcov (⌘, ↵) (0.100, 0.01) 0.82 0.85 22.52 (21.60) 187.56 (173.79)
MVAFF-Bcov (⌘, ↵) (0.010, 0.01) 0.79 0.89 24.44 (22.63) 287.44 (271.81)
MVAFF-Bcov (⌘, ↵) (0.001, 0.01) 0.82 0.91 25.56 (21.18) 329.07 (308.05)
MVAFF-Bcov (⌘, ↵) (0.100, 0.05) 0.92 0.72 19.86 (18.89) 74.97 (65.18)
MVAFF-Bcov (⌘, ↵) (0.010, 0.05) 0.88 0.79 22.25 (20.12) 115.03 (100.15)
MVAFF-Bcov (⌘, ↵) (0.001, 0.05) 0.89 0.84 23.77 (19.83) 162.85 (145.93)
Table 6.2: Summary of algorithm performance, listed, over 10000 changepoints, with   2
{±0.25,±0.5,±1,±3} with burn-in B=30. This table shows that the different MVAFF
schemes have similar performance for ⌘ = 0.01 and ⌘ = 0.001. CCD is the proportion of
changepoints correctly detected, and DNF is the proportion of detections that are not false
detection. These performance metrics are introduced in Section 5.1.2. Highlighted entries
are discussed in the text.
components of the observations, and is labelled SSMEWMA. These algorithms are all com-
pared in Sections 6.4.1 and 6.4.2, which consider the two cases where the streams are (a)
independent or (b) dependent.
6.4.1 Experiments and results: independent streams
In this section the streams are normally-distributed with covariance matrix ⌃indep = I4, the
4⇥ 4 identity matrix. Therefore, each stream is independent of the other streams, and each
stream has variance  2 = 1. Recall that one of the streams is non-stationary, while the
other three streams are stationary.
First it is useful to compare the AFF schemes. Table 6.2 shows that in this scenario,
when the streams are independent, for ⌘ = 0.010 and ⌘ = 0.001 the change detection per-
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
MVAFF-S (⌘, ↵) (0.100, 0.01) 0.78 0.89 24.86 (22.02) 275.43 (262.42)
MVAFF-F (⌘, ↵) (0.010, 0.01) 0.80 0.90 24.63 (22.64) 299.99 (273.95)
MVAFF-Bcov (⌘, ↵) (0.010, 0.01) 0.79 0.89 24.44 (22.63) 287.44 (271.81)
MVAFF-S (⌘, ↵) (0.010, 0.05) 0.86 0.83 24.60 (21.26) 149.48 (127.53)
MVAFF-F (⌘, ↵) (0.001, 0.05) 0.88 0.83 23.73 (19.64) 159.46 (142.53)
MVAFF-Bcov (⌘, ↵) (0.001, 0.05) 0.89 0.84 23.77 (19.83) 162.85 (145.93)
MVFFF-S ( , ↵) (0.99, 0.05) 0.91 0.80 24.51 (19.15) 115.31 (96.07)
MVFFF-F ( , ↵) (0.99, 0.05) 0.91 0.79 23.70 (19.49) 109.03 (91.43)
MVFFF-Bcov ( , ↵) (0.99, 0.05) 0.90 0.79 23.40 (19.31) 112.32 (93.47)
MVAFF-F (⌘, ↵) (0.01, 0.05) 0.89 0.79 22.16 (20.06) 115.37 (102.19)
MVAFF-Bcov (⌘, ↵) (0.01, 0.05) 0.88 0.79 22.25 (20.12) 115.03 (100.15)
Table 6.3: Summary of algorithm performance, listed, over 10000 changepoints, with
  2 {±0.25,±0.5,±1,±3} with burn-in B=30. This table shows that, when the streams
are independent, Fisher’s method and Brown’s method yield very similar results for the
MVAFF and MVFFF schemes. Highlighted entries are discussed in the text.
formance of the MVAFF schemes is very similar. The CCD, DNF and ARL1 are extremely
close, and ARL0 is very similar, although slightly larger for ⌘ = 0.001. For example,
looking at MVAFF-S with ↵ = 0.01 and ⌘ = 0.010, 0.001 (indicated in bold on Table 6.2),
the CCD, DNF and ARL1 values are almost exactly the same, while the ARL0 values are
very similar. For the MVAFF-F and MVAFF-Bcov schemes with ↵ = 0.01 there is similar
agreement for ⌘ = 0.010 and ⌘ = 0.001. However, for all the MVAFF schemes, using
⌘ = 0.100 results in different behaviour to using ⌘ = 0.010 and ⌘ = 0.001. Therefore,
although the value of ⌘ may be unimportant as long as it is small enough, larger values of
⌘ will produce different performance. This is not quite as strong as the univariate case in
Chapter 5, where Table 5.2 shows that ⌘ = 0.1, 0.01, 0.001 all produce very similar change
detection performance. However, the range [0.001, 0.01] still provides some freedom with
which to choose ⌘ and still obtain very similar results. Since ⌘ = 0.001 appears to produce
slightly better ARL0, with all other metrics being equal, this is the value used in Table 6.4
when MVAFF and MVFFF are compared to MVCUSUM and SSMEWMA.
Table 6.3 shows that when the streams are independent, using Fisher’s method and
Brown’s method yields almost identical results. For example, for MVAFF-F and MVAFF-
Bcov with (⌘,↵) = (0.001, 0.05) (indicated in bold), the CCD, DNF, ARL1 and ARL0
values are virtually identical. Interestingly, Stouffer’s method also performs similarly, but
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
MVCUSUM (k, h) (1.00, 2.490) 0.78 0.69 19.49 (21.35) 63.71 (65.01)
MVCUSUM (k, h) (0.50, 4.770) 0.86 0.69 18.26 (19.21) 65.23 (63.10)
MVCUSUM (k, h) (0.25, 8.000) 0.92 0.69 19.37 (17.88) 62.47 (54.26)
SSMEWMA ( , h) (0.10, 12.907) 0.74 0.88 18.46 (20.62) 294.04 (284.09)
SSMEWMA ( , h) (0.10, 11.119) 0.82 0.80 18.33 (20.80) 147.98 (148.33)
SSMEWMA ( , h) (0.20, 12.194) 0.77 0.81 18.83 (21.84) 150.32 (149.64)
MVFFF-Bcov ( , ↵) (0.99, 0.050) 0.90 0.79 23.40 (19.31) 112.32 (93.47)
MVFFF-Bcov ( , ↵) (0.95, 0.005) 0.86 0.77 22.02 (19.78) 100.76 (87.09)
MVFFF-Bcov ( , ↵) (0.95, 0.010) 0.88 0.73 21.03 (18.82) 80.66 (67.19)
MVAFF-Bcov (↵) (0.01) 0.82 0.91 25.56 (21.18) 329.07 (308.05)
MVAFF-Bcov (↵) (0.05) 0.89 0.84 23.77 (19.83) 162.85 (145.93)
MVAFF-Bcov (↵) (0.10) 0.91 0.79 22.96 (18.91) 111.29 (91.48)
MVAFF-S (↵) (0.01) 0.75 0.94 28.63 (23.32) 482.67 (459.08)
MVAFF-S (↵) (0.05) 0.85 0.85 25.74 (20.89) 181.77 (165.49)
MVAFF-S (↵) (0.10) 0.89 0.80 24.47 (19.59) 117.13 (100.62)
Table 6.4: Summary of algorithm performance, listed, over 10000 changepoints, with
  2 {±0.25,±0.5,±1,±3} with burn-in B=30. This table compares the forgetting factor
methods to MVCUSUM and SSMEWMAwhen the streams are independent. The MVAFF
methods use ⌘ = 0.001. Highlighted entries are discussed in the text.
with ⌘ = 0.01 rather than ⌘ = 0.001. Table 6.3 also shows that the MVFFF (fixed forget-
ting) schemes perform very similarly, for Stouffer’s, Fisher’s and Brown’s method.
Table 6.4 compares the forgetting factor schemes to MVCUSUM and SSMEWMA.
First, one notices that MVCUSUM has much lower ARL0 than the other methods, with-
out a great improvement in the other metrics. It is more interesting to compare the MVAFF
schemes to SSMEWMA. Comparing SSMEWMAwith ( , h) = (0.10, 12.907) toMVAFF-
Bcov with ↵ = 0.01 (both indicated in bold), we see that these two schemes both have
similar DNF and ARL0, but the MVAFF-Bcov scheme has higher CCD and ARL1. In fact,
this MVAFF-Bcov (in bold) can be compared in the same way with all three SSMEWMA
schemes (MVAFF-Bcov has the same or higher CCD, DNF and ARL0, but also has higher
ARL1).
Comparing the same (bold) SSMEWMA scheme to MVAFF-S with ↵ = 0.1 (also
bold), we see that the MVAFF-S has the same CCD, and higher DNF, ARL1 and ARL0.
Recall that lower ARL1 indicates better performance, while higher values for all the other
metrics indicate better performance. Therefore, while the MVAFF schemes may have the
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same or better values for CCD, DNF and ARL0, they also have higher ARL1 values,
which is not an improvement. Similar comparisons can be made for the other SSMEWMA
schemes (different parameter choices). Therefore, it is not clear whether MVAFF or SS-
MEWMA has better performance, but they can at least be said to have comparable perfor-
mance.
Table 6.4 also contains values for the fixed forgetting scheme MVFFF-Bcov. While
the MVFFF-Bcov method has lower ARL0 than SSMEWMA, and so may not be directly
comparable to it, we can compare MVFFF-Bcov to MVCUSUM. Comparing MVFFF-
Bcov with ( ,↵) = (0.95, 0.005) (in blue) to MVCUSUM with (k, h) = (0.50, 4.770)
(also in blue), we see that they have the same CCD, but MVFFF-BCov has much higher
DNF and ARL0, at the expense of a slightly higher ARL1. Again, there is no clear winner
here, but MVFFF-Bcov is performing well in comparison to MVCUSUM.
To summarise our results when the streams are independent, while the forgetting factor
methods may not clearly outperform SSMEWMA and MVCUSUM, they do perform well
in comparison. Also, it is relatively easy to set meaningful values for their control parame-
ters, and the MVAFF schemes do not appear to depend on ⌘ as long as it is small enough.
The next section will consider the case when the component streams are dependent.
6.4.2 Experiments and results: dependent streams
Suppose that a single univariate stream is generated with changes as described above, but
now the other streams are generated so that each 4-dimensional observation is generated as
before, but now the normally-distributed observations are generated with mean vector µdep
and covariance matrix ⌃dep:
µdep =
0BBBBB@
µ
0
0
0
1CCCCCA , ⌃dep =
0BBBBB@
1.00 0.32 0.54 0.27
0.32 1.00 0.82 0.48
0.54 0.82 1.00 0.53
0.27 0.48 0.53 1.00
1CCCCCA . (6.12)
This matrix was obtained by randomly generating N(0.5, 0.22)-distributed values for the
upper-triangular entries of a 4⇥4matrix, adding 1’s to the diagonal, symmetrising, and then
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
MVAFF-F (⌘, ↵) (0.100, 0.01) 0.85 0.77 22.52 (21.02) 100.76 (93.12)
MVAFF-F (⌘, ↵) (0.010, 0.01) 0.81 0.85 24.84 (22.41) 176.40 (159.64)
MVAFF-F (⌘, ↵) (0.001, 0.01) 0.80 0.88 25.66 (21.36) 248.88 (228.71)
MVAFF-Bcov (⌘, ↵) (0.100, 0.05) 0.85 0.76 22.43 (21.00) 98.47 (92.54)
MVAFF-Bcov (⌘, ↵) (0.010, 0.05) 0.81 0.84 24.87 (22.45) 168.78 (152.36)
MVAFF-Bcov (⌘, ↵) (0.001, 0.05) 0.80 0.88 25.35 (21.04) 241.07 (230.05)
MVAFF-Bcov (⌘, ↵) (0.100, 0.01) 0.69 0.89 25.31 (23.32) 283.05 (269.83)
MVAFF-Bcov (⌘, ↵) (0.010, 0.01) 0.67 0.93 27.82 (25.23) 466.15 (422.47)
MVAFF-Bcov (⌘, ↵) (0.001, 0.01) 0.66 0.94 26.11 (23.16) 581.70 (585.96)
MVAFF-S (⌘, ↵) (0.100, 0.01) 0.84 0.78 24.89 (21.31) 100.04 (90.71)
MVAFF-S (⌘, ↵) (0.010, 0.01) 0.77 0.86 28.08 (23.34) 183.10 (162.90)
MVAFF-S (⌘, ↵) (0.001, 0.01) 0.73 0.89 28.60 (23.12) 253.93 (236.43)
Table 6.5: Summary of algorithm performance, listed, over 10000 changepoints, with
  2 {±0.25,±0.5,±1,±3} with burn-in B=30. This table shows how, for dependent
streams, the value of ⌘ affects the performance of the AFF schemes. Highlighted entries
are discussed in the text.
checking that it is positive-definite. The value of µ, the first component in the mean vector
µdep changes to µ+ i at the ith changepoint ⌧i. As in Section 6.4.1,  i 2 {±0.25,±0.5,±1,±3}.
Table 6.5 shows that when the streams are dependent, as above, then the value of ⌘ does
affect how the MVAFF schemes perform. For example, consider AFF-Bcov with ↵ = 0.05
(in bold), as ⌘ decreases from 0.100 to 0.010 to 0.001, CCD decreases while DNF, ARL1
and ARL0 all increase, to varying degrees.
The differences may not be great in some cases, such as for AFF-Bcov with ↵ = 0.01,
which has fairly similar CCD, DNF and ARL1 values for ⌘ = 0.100, 0.010, 0.001, but there
is a significant increase in ARL0. This table shows that we need to take some care in setting
⌘, and again it seems as if smaller ⌘ values are better, at least in terms of ARL0. For this
reason, it is again recommended to set ⌘ = 0.001 for the MVAFF schemes.
Table 6.6 compares the forgetting factors schemes with MVCUSUM and SSMEWMA
when the streams are dependent. MVCUSUM has improved CCD, but even worse DNF
and ARL0, and so would not be recommended for use in this setting. Again, we focus on
comparing the MVAFF schemes to SSMEWMA.
The most favourable match is perhaps SSMEWMA with ( , h) = (0.20, 12.194) (in
bold), compared to MVAFF-Bcov with (⌘,↵) = (0.001, 0.05) (in bold). These two
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Algo Params Values CCD DNF ARL1 SDRL1 ARL0 SDRL0
MVCUSUM (k, h) (1.00, 2.490) 0.90 0.55 16.57 (17.74) 25.35 (25.84)
MVCUSUM (k, h) (0.50, 4.770) 0.91 0.61 17.53 (18.05) 39.58 (37.95)
MVCUSUM (k, h) (0.25, 8.000) 0.93 0.66 18.85 (17.56) 54.29 (50.03)
SSMEWMA ( , h) (0.10, 12.907) 0.78 0.88 17.17 (20.13) 296.70 (295.13)
SSMEWMA ( , h) (0.10, 11.119) 0.84 0.80 16.41 (19.60) 147.10 (148.52)
SSMEWMA ( , h) (0.20, 12.194) 0.79 0.80 17.48 (21.33) 145.73 (145.40)
MVFFF-Bcov ( , ↵) (0.99, 0.050) 0.85 0.85 25.92 (20.80) 175.50 (159.85)
MVFFF-Bcov ( , ↵) (0.95, 0.005) 0.73 0.86 24.41 (21.82) 202.15 (194.15)
MVFFF-Bcov ( , ↵) (0.95, 0.010) 0.78 0.82 23.64 (21.09) 151.96 (136.11)
MVAFF-Bcov (⌘, ↵) (0.001, 0.01) 0.66 0.94 26.11 (23.16) 581.70 (585.96)
MVAFF-Bcov (⌘, ↵) (0.001, 0.05) 0.80 0.88 25.35 (21.04) 241.07 (230.05)
MVAFF-Bcov (⌘, ↵) (0.001, 0.10) 0.86 0.83 24.40 (20.24) 153.73 (140.36)
MVAFF-Bcov (⌘, ↵) (0.010, 0.05) 0.81 0.84 24.87 (22.45) 168.78 (152.36)
Table 6.6: Summary of algorithm performance, listed, over 10000 changepoints, with
  2 {±0.25,±0.5,±1,±3} with burn-in B=30. This table compares the performance
of the forgetting factor schemes with MVCUSUM and SSMEWMA, when the streams are
dependent. Highlighted entries are discussed in the text.
schemes have similar CCD, but MVAFF-BCov has significantly higher DNF and ARL0,
but also has higher ARL1. A similar comparison can be made with MVAFF-Bcov with
(⌘,↵) = (0.01, 0.05) (in green). Again, as before, there is no clear winner, but perfor-
mance is at least comparable.
SSMEWMA with ( , h) = (0.10, 12.907) (in red)can be compared to MVAFF-Bcov
with (⌘,↵) = (0.001, 0.05) (in bold), and is found to have similar CCD, DNF, but higher
ARL0 and lower ARL1, suggesting this SSMEWMA scheme has better performance.
However, it would be difficult to know a priori that this choice of parameters may yield
better performance.
The (fixed forgetting) MVFFF-BCov scheme performs surprisingly well in comparison
to the SSMEWMA schemes for dependent streams, when one considers that its perfor-
mance for independent streams was not especially good. For example, MVFFF-Bcov with
( ,↵) = (0.99, 0.050) (in blue) compared to SSMEWMA with ( , h) = (0.10, 11.119)
(also in blue), shows similar CCD, better DNF and ARL0, but significantly higher ARL1.
In summary, for dependent streams it appears that SSMEWMA in most cases has
slightly better performance than the forgetting factor schemes, but there are cases where
performance is at least comparable, if not better, for MVAFF. Overall, it appears that AFF-
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Bcov performs well, whether or not the streams are dependent. In addition, MVAFF-BCov
is more efficient than SSMEWMA, because, as mentioned in Section 6.1, SSMEWMA
performs sequential linear regression for each new observation, which is at least of order
O(d2), where d is the number of components in the stream. On the other hand, once the
covariance matrix has been estimated, MVAFF-Bcov is of order O(d). This will make a
difference when d is large.
In the next section the multivariateMVAFFmethodology is applied to detecting changes
in computer network traffic. This work originally appeared in [13].
6.5 Monitoring a computer network
Attacks on computer networks usually cause changes in network traffic that are often only
observed in the final stages of the attack. Examples include worm-based attacks [155],
distributed denial-of-service (DDoS) attacks [108], and port-scanning [153], [82]. Over
the last two decades there has been much research into methods that attempt to detect these
attacks in their early stages.
Intrusion detection systems (IDS) have historically been characterised as either signature-
detection systems or anomaly-detection systems [84]. Signature-based methods which usu-
ally operate at network packet level detect attacks by comparing network behaviour against
a database of known attack behaviours, called signatures. Examples of such methods are
Bro [119] and Snort [130]. The strength of IDS is that they often operate at a host-level,
which distributes the computational burden.
Anomaly-detection methods attempt to detect any unusual activity in the network by
monitoring for deviations from the network’s standard behaviour [45]. Examples include
D-WARD [109] and MULTOPS [56]. The advantage of these methods over signature-
based methods is that anomaly-detectors have the potential to detect a wider variety of
attacks, and do not require the compilation (and regular updating) of a signature database.
There are anomaly-detection methods in the networks literature, but many require offline
processing (e.g. [91]).
The analysis in this section is performed using NetFlow data [1]. NetFlow is a protocol
for collecting and storing statistics on the packet volumes of IP flows through a router. It is
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Date flow start DurationProto Src IP Addr Dst IP Addr Src Pt Dst Pt Packets Bytes
2009-04-22 12:04:44.664 13.632 TCP 126.253.5.69 124.195.12.246 49882 80 1507 2.1 M
2009-04-22 12:04:42.613 16.768 TCP 126.253.5.69 124.195.12.246 49881 80 2179 3.1 M
2009-04-22 12:04:36.404 17.600 TCP 100.253.210.138 100.253.192.99 1104 80 6017 276899
2009-04-22 12:04:58.736 17.344 TCP 126.253.5.69 124.195.12.246 49888 80 1708 2.3 M
Figure 6.1: An example of NetFlow data.
a much coarser grained representation than packet capture. An (anonymised) example of
NetFlow data is given in Figure 6.1. For a specific flow (a collection of packets) between
two IP addresses, NetFlow data embodies information about protocols, packet numbers
and volumes. NetFlow data allows an organisation-wide view of network traffic, but can
be large and unwieldy to handle.
Since flows may be characterised by their (source or destination) ports, we apply our
AFF multivariate change detector to monitor the volume of network traffic flowing through
selected TCP ports. In this way, our anomaly detector will operate at the level of a router,
or a computer monitoring a router.
6.5.1 Change detection on NetFlow Data
The multivariate change detection methodology developed and tested above is now de-
ployed on real data, specifically, NetFlow data collected on a single router at Imperial Col-
lege over a 14-day period in 2009. There are numerous options for selecting or designing
features for an anomaly detector to run across. In this case, for simplicity, we consider two
variables, the volume of traffic on destination Port 80 (http), and the volume of traffic on all
other ports. This choice was made partially based on knowledge of the router’s role. Since
NetFlow data is essentially continuous time, some binning is required for our methodology.
In the example we provide, a binning of 100 minutes is used. Thus, the stream consists of
sequential 2-vectors reporting the volume of traffic on Port 80 and all other ports. We use
a log transformation of both variables since they have only positive support. We do not
commit to these being the best or right choices, but rather intend to provide an illustration
of the methodology.
Figure 6.2 provides a representation of the raw data, with markers to demonstrate
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changepoints identified by our methodology (MVAFF-S). For this illustration, no attempt
is made to handle the obvious seasonality present in the data. Indeed, while it is possible
to attempt to track any data seasonalities, the benefit of doing so is not clear. A deviation
from a specific seasonality may or may not be an indication of a changepoint.
We emphasise that this methodology can be applied to detect changes on d-dimensional
streams, where d > 2, and that we have just used d = 2 here merely for illustrative
purposes. Furthermore, we reiterate that since this is real data, we have no way of knowing
the location of the true changepoints (if indeed any occur), and that this section is simply
to demonstrate the methodology in action.
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Figure 6.2: Detecting changes in NetFlow data traffic across two ports. Changepoints
detected by MVAFF-S are indicated by vertical lines.
In this context of broader application, this analytic is intended to filter NetFlow data
in an attempt to reduce information overload on the network analyst. Thus, the analyst
would not be routinely concerned with the raw NetFlow data, but would be presented
with summaries in relation to detected anomalies. It is worth noting, in the context of
organisation-wide network traffic analysis, that triage of detected anomalies is always re-
quired. For example, an organisation-wide software update would very likely result in a
detected anomaly, which is naturally explained by the analyst.
Consider Figure 6.3 as a simple example of what could be provided to an analyst. Each
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Figure 6.3: Activity diagram of nodes in network when changes are detected. Note that the
thicker the arrow, the greater the volume of traffic across that connection.
of the four graphs refers to the flows (source and destination IPs) observed in the four bins
which are flagged in Figure 6.2. Additionally, the widths of the edges represent the volume
of traffic for those edges. A notable feature is that there are distinct types of anomaly,
some involving few nodes, with others on the order of hundreds. It is worth noting that
this router handles around 5000 nodes, so this is a significant reduction. Of course, much
more refined analytics can be proposed, but such proposals must account for computational
aspects, particularly data storage.
6.6 Discussion
In this chapter the AFF scheme has been extended from the univariate to the multivariate
setting. Two formulations are proposed for anMVAFF framework, one using a single scalar
 !
  and the other using an AFF for each component of the multivariate stream. The latter
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formulation is preferred, since it allows a scaling analogous to that for the univariate case
that reduces the dependence on the step size ⌘. However, when this framework is applied
in a change detector, it is shown that there is still some dependence on ⌘, unless ⌘ is set to
be very small.
Three methods of combining p-values are discussed which allow decision rules for mul-
tivariate change detection to be specified. Two of the methods assume that the component
streams are independent, while the other takes the covariance into account.
An extensive simulation study is performed for the case when the streams are inde-
pendent, and for when the streams are dependent. The forgetting factor methods are com-
pared to a multivariate CUSUM scheme and a self-starting multivariate EWMA scheme
(SSMEMWA). For independent streams, the forgetting factor methods are comparable to
SSMEWMA, but for dependent streams SSMEWMA sometimes performs better than the
forgetting factor schemes. However, it is not easy to know in advance which parameter
settings for SSMEWMA will give the best performance, and SSMEWMA is more compu-
tationally complex than the forgetting factor methods.
Finally, the multivariate AFF scheme is applied to NetFlow data to monitor computer
network traffic, where the scheme can be used to alert analysts to anomalous network be-
haviour.
The next chapter evaluates the performance of approximate methods for computing
the weighted sum of chi-squared random variables. This will be needed in the context of
detecting the change in the variance of a normally-distributed stream, the framework for
which will be outlined in Chapter 8.
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Chapter 7
Approximating the cdf of a weighted
sum of chi-squared random variables
Previous chapters have focused on adaptive estimation and change detection for the mean of
a data stream. Adaptive estimation of the variance is also possible, and will be explored in
Chapter 8. In order to obtain a decision rule for detecting a change in the variance, we could
start by assuming that the stream is i.i.d. normal, as was done for the mean. Chapter 8 then
shows that, in this case, the forgetting factor variance can then be expressed as a weighted
sum of chi-squared random variables. A decision rule then requires the computation of the
cumulative distribution function (cdf) of a weighted sum of chi-squared random variables.
Unfortunately, there is no known closed form solution for the cdf of a weighted sum of
chi-squared random variables. Numerous approximate methods have been proposed, and
Section 7.1 gives a brief review. Section 7.2 discusses why many of these methods are
unsuitable for use in a streaming data context. Section 7.3 reviews four moment-matching
methods which are suitable for streaming data.
The best approximate method, for a streaming data context, would be one that is both
accurate and computationally efficient. Section 7.4 describes how previous studies have
analysed the accuracy of approximate methods for computing the cdf of a weighted sum of
chi-squared random variables. It is then discussed why these analyses may be regarded as
inadequate. Section 7.5 introduces a general framework for evaluating the accuracy of ap-
proximate methods for the cdf of weighted sums of arbitrary random variables. This frame-
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work is then used in Section 7.6 to evaluate the accuracy of the four moment-matching
methods described in Section 7.3. Section 7.6.3 analyses their computationally efficiency.
Finally, Section 7.7 makes a recommendation for which method should be preferred in a
streaming data context.
7.1 The cdf of a weighted sum of chi-squared random variables
The cdf FQN of a positively-weighted sum of i.i.d.  21 random variables QN ,
QN =
NX
i=1
diW
2
i , di > 0, Wi ⇠ N(0, 1), i = 1, 2, . . . , N. (7.1)
has no known closed-form solution. An approximation of FQN is used in goodness-of-
fit tests [111, 142] and various other applications [e.g. 167, 75, 10, 34]. When speed of
computation is not an issue, Imhof’s method [74], which inverts the characteristic function
numerically, should be the preferred choice. It can be considered exact [140, 80] since it
provides error bounds and can be used to compute FQN (x), for some quantile value x, to
within a desired precision. Other similar numerical methods such as Farebrother’s method
[47] could also be used, while others [137, 42, 41] lack the precision-bounding feature of
Imhof’s method. However, Imhof’s method and Farebrother’s method are both iterative,
which affects their speed of computation, as shown in Section 7.6.3.
Perhaps the earliest approximate method, which has come to be known as the Satterthwaite-
Welch method [156, 135, 46], involved matching the first two moments ofQN with the first
two moments of a Gamma distribution. See [18, Sec. 3] for a discussion on the history of
this method. The Hall-Buckley-Eagleson [59, 24] and Wood F [159] methods match the
first three moments of QN to other distributions in a similar fashion. The Lindsay-Pilla-
Basak method [94] matches the first nmoments ofQN to a mixture distribution. These four
moment-matching methods are described in Section 7.3 and an R package implementing
these methods is in preparation.
The Solomon-Stephens method [140] takes the Satterthwaite-Welch method a step fur-
ther, by matching the first three moments of QN to a random variable aXb, whereX ⇠  21.
It is accurate in both the upper and lower tails, but requires the solution of two simulta-
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neous non-linear equations, perhaps via an iterative method. An interesting method using
Laguerre polynomials is described in [31], but is also iterative and requires the setting of
certain control parameters.
While the methods discussed here have superseded those published previously (e.g.
[118, 76]), a good review of older methods can be found in [80]. Although not considered
here, a review of the current state-of-the art for weighted sums of non-central chi-squared
random variables can be found in [43].
7.2 Approximations in a streaming data context
If we wished to simply compute a single evaluation of FQN , for some vector of coefficients !
d = (d1, d2, . . . , dN), then we have already described a plethora of methods from which
to choose. Amongst these, since Imhof’s method is essentially exact it would probably
be the preferred choice. There are, however, situations when Imhof’s method might not
be suitable, and streaming data analysis provides a striking example. For instance, and
motivated by the needs of Chapter 8, one might wish to compute FQN (x), for QN defined
in Equation (7.1), and then soon afterwards compute FQN+1(x0), where
QN+1 = QN + dN+1WN+1.
Imhof’s method requires the complete vector of weights
 !
d in order to compute FQN+1(x0),
but in a streaming data context (discussed in the next paragraph)N might be very large, and
so storing the entire coefficient vector (d1, . . . , dN , dN+1) would be undesirable. Finally,
Imhof’s method is also iterative, since it runs until a specified precision is obtained. This is
also unappealing, since iterative methods have the potential to be slow and computationally
expensive.
Streaming data algorithms (e.g. [53, 13]) require methods that are both fast and only
require a small, fixed number of parameters to be stored. Amongst the methods discussed
above, the moment-matching methods of Satterthwaite-Welch, Hall-Buckley-Eagleson, Wood
and Lindsay-Pilla-Basak are the only options that meet these criteria and are described in
Section 7.3. The first three of these methods only require a single evaluation of a partic-
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ular cdf and the storage of a fixed number of parameters that can be easily sequentially
updated. The Lindsay-Pilla-Basak method is more computationally intensive, but has the
potential to give more accurate results by matching higher-order moments. There are other
approximate methods besides these four (e.g. [140]), but they all have shortcomings (e.g.
require too much memory, too expensive to compute) that would render them unsuitable
for streaming data applications.
7.3 Efficient approximate moment-matching methods
As the name suggests, these methods involve matching the moments of QN to those of
another distribution, and using that distribution’s cdf to approximate FQN . In order to do
this, the moments ofQN need to be computed. However, instead of computing the moments
directly, it is easier to first compute the cumulants ofQN and then obtain the moments from
the cumulants. In fact, the first three methods described below directly use the computed
cumulants, and do not require computation of the moments. Appendix A.2.2 reviews the
definitions of cumulants and moments.
7.3.1 Computing cumulants and moments
The cumulants of QN , a weighted sum of i.i.d.  21 random variables as in Equation (7.1),
are denoted by r(QN) and can be computed using the formula
r(QN) = 2
r 1(r   1)!
NX
i=1
(di)
r, r = 1, 2, . . . . (7.2)
where
 !
d = (d1, d2, . . . , dN) are the weighting coefficients. This can easily be shown
using the properties of cumulants and recalling (see Appendix A.2.5) that for a  21 random
variable X , r(X) = 2r 1(r   1)!. In a sequential context, when QN becomes QN+1, the
cumulants can be easily updated by
r(QN+1) = r(QN) + 2
r 1(r   1)! · (dN+1)r.
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For the remainder of this chapter we shall only be concerned with QN , and so shall write
r = r(QN). The moments of QN , denoted mr = mr(QN), can be computed from the
cumulants usingm1 = 1 and
mr = r +
r 1X
i=1
✓
r   1
i  1
◆
imr i, r = 2, 3, . . . . (7.3)
Since the first three methods described below only require the first two or three cumulants
of QN , these are explicitly provided here:
1 =
NX
i=1
di, 2 = 2
NX
i=1
(di)
2, 3 = 8
NX
i=1
(di)
3.
7.3.2 Satterthwaite-Welch approximation
Equating the first two moments of QN with a  (bk, b✓) variable, yields
bk = 21/2, b✓ = 2/1.
If we use F (k,✓) to denote the cdf of a  (k, ✓) distribution, then the Satterthwaite-Welch
approximation uses F (bk,b✓) to approximate FQN . In the references (e.g. [18]), the  (k, ✓)
distribution is often written as a scaled  21 distribution.
7.3.3 Hall-Buckley-Eagleson approximation
We provide a brief outline of the method which is fully described in [24]. First, Q0N is used
to denote QN normalised as in:
Q0N =
QN   E[QN ]p
Var[QN ]
=  1/22 (QN   1).
Second, if ⌫ is defined as
⌫ = 832/
2
3,
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andX⌫ ⇠  2⌫ ⌘  (⌫/2, 2), then it can be shown thatQ0N and (X⌫ ⌫)/
p
2⌫ have the same
first three central moments. If Y ⇠ QN and y is an observation of Y , the Hall-Buckley-
Eagleson approximation of FQN (y) is obtained by
F (⌫/2,2)
⇣p
2⌫ ·
h
 1/22 (y   1)
i
+ ⌫
⌘
.
7.3.4 Wood F approximation
Wood’s F method [159] matches the first three moments of QN with another distribution
that has a probability density function (pdf) of the form
f(x|↵1,↵2,  ) =  
↵2x↵1 1(  + x)
B(↵1,↵2)
, B(↵1,↵2) =
 (↵1) (↵2)
 (↵1 + ↵2)
, (7.4)
where B(↵1,↵2) is the beta function. Although in [159] it is referred to as an F distribution,
the density in Equation (7.4) can be better described as that of a G3F or corrected F distribu-
tion [120, 79]. The parameters ↵1,↵2,   can be defined in terms of the cumulants 1,2,3
computed in Equation (7.2) above (e.g. using Gro¨bner bases [23]; see Appendix A.5):
r1 = 41
2
2 + 3(2   21), r2 = 13   222
↵1 = 21
 
13 + 
2
12   22
 
/r1
↵2 = 3 + 22
 
2 + 
2
1
 
/r2
  = r1/r2 (7.5)
It is noted in [159] that if X is distributed according to the density in Equation (7.4), then
↵2
↵1 
X ⇠ F (2↵1, 2↵2),
where F (2↵1, 2↵2) is a standard F -distribution with parameters 2↵1 and 2↵2. Therefore, if
Y ⇠ QN , and y is an observation of Y , the Wood F approximation of FQN (y) is obtained
by
FF (2↵1,2↵2)
✓
↵2
↵1 
y
◆
.
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This approximation can be used as long as both r1, r2 > 0, which is guaranteed in many
cases [159]. When either r1 = 0 or r2 = 0 (it is proved in [159] that neither can be
negative), then [159] recommends using either the Satterthwaite-Welch approximation, or
another two-moment approximation.
7.3.5 Lindsay-Pilla-Basak approximation
This method described in [94] approximates FQN using F eQN , a finite mixture of n Gamma
cdfs F (k,✓i),
F eQN =
nX
i=1
⇡iF (k,✓i), (7.6)
where each ⇡i   0 and
P
i ⇡i = 1, and the 2n+1 parameters k, ✓1, ✓2, . . . , ✓n, ⇡1, ⇡2, . . . , ⇡n
are to be determined. These parameters are computed by following a sequence of steps that
make use of results concerning moment matrices (Appendix II in [152]). The sequence in
[94] is complicated, so we extract the main steps here (without proofs). The first step is to
compute the first 2n cumulants 1,2, . . . ,2n ofQN using Equation (7.2), and then use the
recursive formula in Equation (7.3) to compute the the first 2n moments m1,m2, . . . ,m2n
of QN . The second step is to define, for a variable ↵, the functions  r(↵) as
 r(↵) =
mrQr
i=1 (1 + (i  1)↵)
, r = 1, 2, . . . , 2n. (7.7)
and  0(↵) = 1. These functions are then used to create the (r+1)⇥(r+1) pseudo-moment
matrices  r(↵), defined as
 r(↵) = { i+j(↵)}i=0,1,...r
j=0,1,...r
, r = 1, 2, . . . , n. (7.8)
For example,
 2(↵) =
0BB@
 0(↵)  1(↵)  2(↵)
 1(↵)  2(↵)  3(↵)
 2(↵)  3(↵)  4(↵)
1CCA =
0BB@
1 m1
m2
(1+↵)
m1
m2
(1+↵)
m3
(1+↵)(1+2↵)
m2
(1+↵)
m3
(1+↵)(1+2↵)
m4
(1+↵)(1+2↵)(1+3↵)
1CCA .
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The third step is to find certain roots e 1, e 2, . . . e n such that
det r(e r) = 0, r = 1, 2, . . . , n. (7.9)
For r = 1, there is a unique positive root e 1 = m2/(m21)   1. For r > 1, one can use
a bisection method to solve for the root e r 2 [0, e r 1) of the equation det r(↵) = 0.
Eventually, e n is obtained. The fourth step is to define the matrixMn(e n, t),
Mn(e n, t) =
0BBBBBBBB@
1  1(e n) · · ·  n 1(e n) 1
 1(e n)  2(e n) · · ·  n(e n) t
 2(e n)  3(e n) · · ·  n+1(e n) t2
...
...
...
...
...
 n(e n)  n+1(e n) · · ·  2n 1(e n) tn
1CCCCCCCCA
. (7.10)
Note thatMn(e n, t) is the same as n(e n) but with the last column replaced by (1, t, . . . , tn)0.
This matrix is used to compute the nth degree polynomial Sn( , t),
Sn( , t) = detMn(e n, t) = nX
j=0
cjt
j, cj 2 R, j = 0, 1, . . . , n (7.11)
In order to obtain the value of the coefficient cj , one can replace the last column ofMn(e n, t)
(the powers of t), with the basis vector ej+1 (the (j+1)th component equals one, all others
are zero), and compute the determinant of this modified matrix. With the coefficients com-
puted, the n roots of Sn( , t) = 0, denoted µ1, µ2, . . . , µn, can be found (the roots are real
and distinct [152, Appendix II.4]). The fifth step is to use these roots µi to solve the system
of linear equations0BBBBB@
1 1 · · · 1
µ1 µ2 · · · µn
...
...
...
...
µn 11 µ
n 1
2 · · · µn 1n
1CCCCCA
0BBBBB@
⇡1
⇡2
...
⇡n
1CCCCCA =
0BBBBB@
1
 1(e n)
...
 n 1(e n)
1CCCCCA (7.12)
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to compute the mixture proportions ⇡1, ⇡2, . . . , ⇡n. Since the matrix on the left of Equation
(7.12) is a Vandermonde matrix, it is non-singular, and so this system of linear equations
has a unique solution. Finally, we define k = (e n) 1 and ✓i = e n · µi, for i = 1, 2, . . . , n,
and now can compute the approximate cdf F eQN in Equation (7.6). Note that the Lindsay-
Pilla-Basak method agrees with the Satterthwaite-Welch method for n = 1.
It should be remarked that [127] also attempts to obtain an approximation using a
method of mixtures, but by computing the characteristic function rather than using the
method of moments.
7.4 The evaluation of approximate methods for computing FQN in the
literature
In previous work on approximations for computing the cdf FQN of weighted sums of chi-
squared random variables QN [74, 140, 159, 94, 31], it was common to estimate the per-
formance of an approximate method by demonstrating its accuracy for a selected sample
ofM distributions Q
N,
 !
d 1
, Q
N,
 !
d 2
, . . . , Q
N,
 !
dM
, where
Q
N,
 !
d k
=
NX
i=1
di,kW
2
i Wi ⇠ N(0, 1), k = 1, 2, . . . ,M,
and
 !
d k = (d1,k, d2,k, . . . , dN,k). Recall that the cdf of a random variable X is defined by
FX(x) = Pr(X  x).
In this thesis, values x in the domain of the cdf FX will be called quantile values, and
values FX(x) will be called probability values. For eachQN, !d k the quantile values xj,k are
found such that for j = 1, 2, . . . , L,
FQ
N,
 !
d k
(xj,k) = pj, (7.13)
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for a specific set of probability values pj . Then a table of errors ✏j,k, where
✏j,k = |G(xj)  FQ
N,
 !
d k
(xj)|, (7.14)
is presented for one or more approximate methods, where G is the cdf produced by the
approximate method. According to the literature, the method with the smallest set of errors
is then considered to be the best approximate method.
This may seem to be a reasonable approach, but the execution in previous works leaves
something to be desired. In [74, 140, 159, 94, 31] each analysis only considers a selection
of betweenM = 8 andM = 18 distributions QN for varying coefficients and numbers of
terms. Results established for an approximation procedure based on the analysis of such a
small selection should be viewed with caution. So, while previous works may have estab-
lished the accuracy for the particular selections considered, those results cannot reasonably
be assumed to hold for all possible QN . Moreover, previous works only considered QN
with fewer than N = 10 terms, so it is natural to wonder how approximate methods per-
form for distributions QN with significantly larger N .
There is a possible explanation for why previous works only consider a limited selec-
tion of distributions QN in their analyses. When these approximate methods were first
considered in the 1950s and 1960s (e.g. [18, 74]), calculating the probability values may
have been difficult, especially with computing in its infancy. Therefore, only a limited table
of results was produced. When later methods in the 1970s and 1980s (e.g. [140, 159]) were
developed, it would have been natural to use the performance analysis of earlier methods
as the benchmark, and so a table of errors ✏j,k was again compiled for a small (in some
cases the same) sample of distributions. Unfortunately, this method of evaluating perfor-
mance has continued unchanged (e.g. [94, 31]), even though computers able to complete a
much more thorough analysis are now readily available. In Section 7.5 we outline such an
analysis, which will seem natural following the discussion in this section.
It should be mentioned that while we shall use Farebrother’s method in combination
with a bisection procedure to compute the exact quantile values (i.e. Equation (7.13)) in
Section 7.6, it was not indicated in previous works how the exact quantile values were
obtained for performance calculations.
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7.5 Evaluating the performance of an approximate method for a cdf
of a weighted sum of arbitrary random variables
This section discusses the issue of evaluating the performance of approximation methods
for the cdf of a weighted sum of random variables. This procedure is then used in Section
7.6 to analyse the performance of approximate methods for the cdf of a weighted sum of
chi-squared random variables. In this section RN is a weighted sum of random variables
from an arbitrary distribution (not necessarily chi-squared). It is assumed that a method
exists for computing the true probability value FRN (x) for quantile value x, to arbitrary ac-
curacy. However, the method may be too computationally or memory intensive for routine
application.
7.5.1 Performance of an approximate method for a particular distribution
Suppose a method provides approximate probability values G(x) for a weighted sum of
random variablesRN . Suppose further that we wish to determine how closeG is to the true
cdf FRN , for a particular distribution RN, !d with weights
 !
d = (d1, d2, . . . , dN). For a set
of probability values
{p1, p2, . . . , pL} ,
suppose that the “exact” quantile values
{x1, x2, . . . , xL}
can be computed to an arbitrary precision ⇠, perhaps at a practically unacceptable compu-
tational cost, so that
|FRN (xj)  pj| < ⇠, j = 1, 2, . . . , L, ⇠ ⌧ 1.
The errors of the approximate method G, denoted by ✏j , are then defined as
✏j = |G(xj)  FRN (xj)|.
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The smaller the ✏j , the better that G approximates FRN for the probability values pj . By a
simple application of the triangle inequality,
|G(xj)  pj| < ✏j + ⇠
is obtained. Therefore, if the xj can be computed to ensure ⇠ ⌧ ✏j for all j, it is then only
necessary to look at the values |G(xj)  pj| to obtain a good approximation for ✏j .
7.5.2 Estimating the accuracy of an approximate method for a specific N
The first step to more comprehensively evaluating the performance of an approximate
method for distributions with N terms is to randomly generate a large sample of M co-
efficient vectors
 !
d k = (d1,k, d2,k, . . . , dN,k), where
d1,k, d2,k, . . . , dN,k ⇠ D, k = 1, 2, . . . ,M, (7.15)
for some distribution D, so that FR
N,
 !
d k
is the cdf of
R
N,
 !
d k
=
NX
i=1
di,kYi, Yi ⇠ Y, k = 1, 2, . . . ,M,
for some distribution Y . The next step is to select a wide range of probability values
{p1, p2, . . . , pL}, and then to compute the quantile values
{x1,k, x2,k, . . . , xL,k}, k = 1, 2, . . . ,M,
so that for some precision ⇠,
|FR
N,
 !
d k
(xj,k)  pj| < ⇠, j = 1, 2, . . . , L, k = 1, 2, . . . ,M. (7.16)
Finally, the errors ✏j,k are computed as
✏j,k = |G(xj)  FR
N,
 !
d k
(xj)|, j = 1, 2, . . . , L, k = 1, 2, . . . ,M.
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The set of errors for probability value pj is defined as
Ej = {✏j,k|k = 1, 2, . . . ,M} .
While it would now be easy to compute maxEj and declare this to be a reasonable upper
bound for the error when computing pj , provided thatM is large, the following procedure
is preferable because it establishes a probabilistic result. Define ✏¯j to be the sample mean,
s2✏j the sample variance, and q
2
✏j the scaled sample variance of Ej by the equations:
✏¯j =
1
M
MX
k=1
✏j,k,
s2✏j =
1
M   1
MX
k=1
[✏j,k   ✏¯j]2 ,
q2✏j =
✓
M + 1
M
◆
s2✏j .
Suppose that ✏⇤j is the error for FRN, !d ⇤ , with coefficient vector
 !
d ⇤ generated as in Equation
(7.15). If we assume that the errors in Ej are i.i.d. according to some distribution, then
Chebyshev’s inequality with the sample mean and variance [136] gives us, for any   > 0,
Pr
 |✏⇤j   ✏¯j| >  q✏j   1 2 + 1M
✓
1  1
 2
◆
. (7.17)
If we set the the right-hand side of Equation (7.17) to be
↵ ,M =
1
 2
+
1
M
✓
1  1
 2
◆
, (7.18)
then Equation (7.17) implies
Pr
 
✏⇤j > ✏¯j +  q✏j
   ↵ ,M ,
)Pr  ✏⇤j  ✏¯j +  q✏j  > 1  ↵ ,M . (7.19)
Then ✏¯j +  q✏j provides an upper bound for 100(1 ↵ ,M)% of all possible errors obtained
when computing pj using the approximate method. In other words, the probability that the
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error exceeds the upper bound is less than ↵ ,M . For example, when   = 10 andM = 10000
then ↵ ,M ⇡ 0.01, or   = 32 andM = 10000 gives ↵ ,M ⇡ 0.001.
The same procedure could be followed to obtain a bound for the error of computing pj
for every pj 2 {p1, p2, . . . , pL}, and so an estimate of the error for an approximate method
of computing probability values for distributions QN is obtained, for a particular N .
The assumption that the errors inEj are i.i.d. may seem restrictive, but in fact the errors
need only be weakly exchangeable. Finally, although [136] gives a slightly sharper bound
for the inequality in Equation (7.17), its expression is far more complicated and does not
significantly change the bound for our purposes here.
7.6 Results
A simulation is performed by computingM = 10000 sets of coefficients di,k ⇠ U(0, 1) for
cases where N = 10, 20, 50, 100, and then computing the quantile values xj,k correspond-
ing to probability values
pj 2 {0.001, 0.05, 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99, 0.999} .
Assuming that the coefficients are sampled from U(0, 1) is not particularly restrictive; if a
particular application uses coefficients that are known to be bounded, they can be rescaled
to the range (0, 1). Farebrother’s method is used to ensure the quantiles are accurate to ⇠ =
10 8 as in Equation (7.16). Imhof’s method could also have used, but the implementation
of Farebrother’s method in the R package CompQuadForm [89] appears to allow a greater
precision to be specified. The analysis is then performed using   = 32 to obtain an upper
bound with confidence ↵ ,M ⇡ 0.001 (see Equation (7.18)). The accuracy of each of the
four moment-matching methods in Section 7.3 is computed, and the methods are compared
side by side in Section 7.6.1. The Lindsay-Pilla-Basak method is computed for n = 4
(that is for the first four moments), and so will be abbreviated to LPB4. In Section 7.6.3
we then investigate the relative speeds of each method. Note that none of the sampled
coefficient vectors dk yielded degenerate cases (as mentioned in Section 7.3.4) for the
Wood F approximation.
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Figure 7.1: Error of Satterthwaite-Welch, Hall-Buckley-Eagleson, Wood F and Lindsay-
Pilla-Basak approximations for varying number of terms N , grouped by method. The
coefficients are distributed according to U [0, 1].
7.6.1 Accuracy
The accuracy of the Satterthwaite-Welch (SW), Hall-Buckley-Eagleson (HBE), Wood F
(WF) and Lindsay-Pilla-Basak with n = 4 (LPB4) approximate methods is shown in
Figures 7.1 and 7.2, for a wide selection of probability values and values of N . The
horizontal axis indicates the value of N , while the vertical axis shows number of dig-
its of accuracy; the value shown is   log10(✏¯j +  q✏j) (see Equation (7.19)). Figure 7.1
groups the values by method, while Figure 7.2 groups the values by probability value. For
the purposes of discussion below, let us define the lower tail to be the probability values
{0.001, 0.01, 0.025, 0.05} and the upper tail to be {0.95, 0.975, 0.99, 0.999}. Values that
are neither in the lower nor upper tails will be referred to as middle probability values.
Figure 7.1 illustrates several points. The first feature of interest is that the methods
generally increase in accuracy as N increases. There are a couple of exceptions (e.g. pj =
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Figure 7.2: Error of Satterthwaite-Welch, Hall-Buckley-Eagleson, Wood F and Lindsay-
Pilla-Basak approximations for varying number of terms N , grouped by probability value.
The coefficients are distributed according to U [0, 1].
0.999 for the LPB4), but any decreases are minor. This seems to suggest a trend which
would continue for N   100. Following this observation, if method A has number of
digits of accuracy y for number of terms N 0, we shall say that method A is accurate to y
decimal places for N   N 0. As far as we are aware, this observation that the accuracy
of these approximate methods generally increases, as the value of N increases, has not
been noted before and is not apparent or implied from the construction of the methods. As
already mentioned, previous analyses only focused on distributions QN for a limited range
of N .
If the results for each individual method are now examined, it can be seen that SW is
accurate in the upper and lower tails to at least two decimal places for N   100. The HBE
method is accurate to two decimal places for all pj for N   50. The WF method is also
accurate to two decimal places for pj for N   50, and is accurate in the upper tail to 3
decimal places for N   50. The LPB4 method is accurate to 4 decimal places for almost
all probability values (only exceptions are a few middle probability values) for N   50,
and has close to 5 digits of accuracy for the upper and lower tails for N   100.
Figure 7.2 shows that over the different probability values, SW is the least accurate,
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Figure 7.3: Error of the Normal approximation, compared to the Satterthwaite-Welch ap-
proximation, grouped by method
while LPB4 is clearly the most accurate, andWF and HBE appear to be essentially matched,
although for most probability values WF has a slightly better accuracy than HBE (one ex-
ception is for pj = 0.975 and N = 50).
7.6.2 Comparison to the normal approximation
Although the normal approximation is not considered to be as good as the four approxima-
tions considered above, it is interesting to investigate how it compares to SW, the simplest
of the approximations above.
The normal approximation is computed in a similar manner to SW. Equating the first
two moments of QN with a N(bµ, b 2) variable, yields
bµ = 1, b  = p2
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Method Time Relative speed (to HBE)
Normal 1.18 0.45
SW 1.56 0.60
HBE 2.62 1.00
WF 3.14 1.19
Imhof 110.18 42.05
LPB4 892.62 340.69
Farebrother 28793.98 10990.07
Table 7.1: The time taken (in seconds) for each method to compute M = 17 ⇥ 10000
probability values for QN with N = 100.
following the definition of the cumulants 1 and 2 in Section 7.3.1. Figure 7.3 shows that
SW appears to be one decimal place more accurate than the normal approximation. The
only exception is for pj = 0.999, for which probability value the two methods appear to
have similar accuracy. Even though both methods are two-moment approximations, and
the computational complexity is virtually the same, SW’s use of a Gamma cdf appears to
provide a significant increase in accuracy over the normal approximation.
7.6.3 Speed of computation
Table 7.1 shows that while the SW, HBE and WF methods have similar speeds (of the same
order), LPB4 is significantly slower. This could be due to the iterative methods needed
in steps 3 and 4 of the algorithm (as described in Section 7.3.5) and the matrix algebra in
several steps. Besides the matrix operations, the LPB method needs to employ root-finding
algorithms (which can be very efficient, but are still iterative). For comparison purposes,
the speeds of the normal approximation, Imhof’s method and Farebrother’s method have
also been included. The normal approximation is slightly faster than SW, but is much less
accurate. Surprisingly, Imhof’s method is faster than LPB4, but is still over 40 times slower
than HBE. LPB4 is over 300 times slower than HBE. Farebrother’s method is much slower
than any of the methods.
The four algorithms (SW, HBE, WF, LPB) and the normal approximation were written
in R, while Imhof’s method and Farebrother’s are implemented in the R package Com-
pQuadForm [89]. The speed test was done on an Apple iMac with an Intel Core i5
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Figure 7.4: Error of Satterthwaite-Welch, Hall-Buckley-Eagleson, Wood F and Lindsay-
Pilla-Basak approximations for a small number of terms N , grouped by method. Note that
results are not provided for LPB for N = 2, 3.
(3.2 GHz) processor (4 cores) and 8 GB of RAM.
7.6.4 Weighted sums with a small number of terms
It is worth investigating the accuracy of these methods for the cases whereN 2 {2, 3, ..., 10}.
The results of this investigation are shown in Figure 7.4, and show that SW, HBE and WF
will generally give between 0 and 2 digits of accuracy, while LPB4 generally gives at least
2 digits of accuracy. These results suggest that when N < 10, these methods should be
used with caution. Note that for N = 2, 3 there are choices of coefficient vector dk which
result in the LPB4 method not being able to provide an approximation (fails to find rootse r for Equation (7.9)), so values for N = 2, 3 for LPB4 are omitted.
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Figure 7.5: The probability density function of a Beta(2, 5) random variable.
7.6.5 Results for another choice of coefficients
It is natural to wonder if the distribution of the coefficients
 !
d plays a role in the accuracy
of the methods. Let us consider the case when coefficients di,k are distributed according to
a beta distribution, e.g. di,k ⇠ Beta(2, 5), which has pdf shown in Figure 7.5. This distribu-
tion was chosen because the coefficients of Q
N,
 !
d
may follow a similar distribution if these
methods were applied in a forgetting factor framework where each dik =  N i/wN, . If the
experiment were re-run as above but with coefficients distributed according to Beta(2, 5)
(instead of U [0, 1]), the resulting plots are very similar to Figures 7.1 and 7.2. Therefore,
the choice of coefficients does not seem to be too critical to our results.
7.7 The preferred approximate method in a streaming data context
While Imhof’s method is essentially exact, there are situations in which, as discussed in
Section 7.2, it is necessary to (a) not store all the coefficients of QN , and (b) have efficient
computation. In such situations, moment-matching methods such as Satterthwaite-Welch,
Hall-Buckley-Eagleson, Wood F and Lindsay-Pilla-Basak may be very useful.
Choosing between these methods is not a simple matter of choosing the most accurate.
One also needs to consider the speed of computation, and, to a lesser extent, the ease of
implementation. While Figures 7.1 and 7.2 show the Lindsay-Pilla-Basak method to be
extremely accurate, it is also significantly slower to compute (Table 7.1, Section 7.6.3) and
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laborious to implement (Section 7.3.5). If it is not essential to have four decimal places of
accuracy, other methods could be used.
The Satterthwaite-Welch method is easy to implement, but two decimal places of accu-
racy (achieved in both tails after N = 100 terms; see Figure 7.1) may not be sufficient for
many applications.
The Hall-Buckley-Eagleson method is fast, easy to implement, and fairly accurate (for
N = 50 it is already accurate to at least two decimal places; see Figure 7.1). The Wood
F method displays (in Figure 7.2) a slight increase in accuracy over the Hall-Buckley-
Eagleson method, but it is slightly more difficult to implement, and one may need to be
careful of degenerate cases (Section 7.3.4). For this reason, the Hall-Buckley-Eagleson
method is recommended for most practitioners.
7.8 Discussion
This chapter reviews and describes methods for approximating the cdf of a weighted sum
of chi-squared random variables. Obtaining such an approximation is necessary in the
context of change detection for the variance, under certain assumptions, as will be shown
in the next chapter. A general framework is introduced for comparing approximations of
weighted sums, and this is applied to evaluating the performance of moment-matching
methods that approximate the cdf of a weighted sum of chi-squared random variables.
This performance analysis is far more extensive than previous attempts. An interesting
observation revealed by the analysis in Section 7.6.1 is that the accuracy of the moment-
matching methods generally increases as the number of termsN increases. As far as we are
aware, this has not been shown before. Also, the relative computational efficiency of the
algorithms, shown in Section 7.6.3, has not been shown before. After considering various
factors, the Hall-Buckley-Eagleson method is recommended for most practitioners, even
though it may not be the most accurate method.
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Variance Change Detection
So far, this research has concentrated on the mean of a data stream. There are applications
in which the variance is also of interest, in fields as diverse as finance [33] and medicine
[143]. This chapter takes the first steps in developing a forgetting factor estimation frame-
work for the variance. There are subtle issues to contend with, particularly whether the
mean is estimated adaptively and whether the forgetting factor is shared. A first contribu-
tion in this chapter is a change detector for the variance of a normally-distributed stream.
This uses the moment-matching approximation methods analysed in the previous chapter.
A second contribution is development of update equations for the adaptive forgetting factor
variance scheme, for both fixed and variable forgetting. Note that this development requires
extensive algebraic manipulation, the details of which can be found in Appendix A.6. A
final contribution revisits the F-AFF scheme of Section 4.2.2 and reformulates the method
using an adaptive estimate of the variance.
8.1 Adaptive estimation of the variance
In this section the adaptive forgetting factor (AFF) variance s2
N,
 !
 
is described, building on
the derivation of the AFF mean in Chapter 3. The development here follows that given in
Chapter 3; first the FFF variance s2N,  is defined, then sequential updating equations are
derived, and finally the AFF variance s2
N,
 !
 
will be defined.
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8.1.1 The fixed forgetting factor variance
Suppose, as before, that the stream x1, x2, . . . is generated by the random variablesX1, X2, . . .
and that N observations have been observed so far. The sample variance of the first N ob-
servations is
s2N =
1
N   1
NX
k=1
[xk   x¯N ]2 ,
where x¯N is the sample mean. As described in Section 3.2, the FFF mean is given by
x¯N,  =
1
wN, 
NX
i=1
 N ixi,
which motivates the definition of the FFF variance s2N,  by
s2N,  =
1
vN, 
NX
k=1
 N i [xk   x¯N, ]2 , (8.1)
where
vN,  = wN, (1  uN, ).
Note that we are using the forgetting factor mean x¯N,  rather than the sample mean x¯N in
Equation (8.1). The choice of vN,  for s2N,  is analogous to the choice of wN,  for x¯N,  in
Section 3.2. It is shown in Appendix A.6.1 that for X1, . . . , XN i.i.d. with variance  2,
E
"
1
vN, 
NX
i=1
 N i
⇥
Xi   X¯N, 
⇤2#
=  2.
8.1.2 Sequential update equations for s2N, 
Defining
SN,  =
NX
i=1
 N i [xi   x¯N, ]2 , (8.2)
so that
s2N,  =
1
vN, 
SN, , (8.3)
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Figure 8.1: (a) a stream x1, x2, . . . , x300 sampled from X1, . . . X100 ⇠ N(0, 1) and
X101, . . . X300 ⇠ N(0, 2) s2N, , and (b) the value of the fixed forgetting factor variance
s2N,  (on this stream) for different values of  .
a sequential update equation for SN,  is derived in Appendix A.6.2,
SN+1,  =  SN,  +
✓
wN+1,    1
wN+1, 
◆
(x¯N,    xN+1)2 . (8.4)
Since vN,  is defined in terms of wN,  and uN, , for which we already have sequential
update equations (see Section 3.2.4), Equations (8.3) and (8.4) enable s2N,  to be computed
sequentially.
8.1.3 The relationship between s2N,  and  
Figure 8.1 shows the value of s2N,  for different values of   on a single stream, while
Figure 8.2 shows the average behaviour of s2N, , just as Figure 3.2 displays the average
behaviour for x¯N, . Error bars are displayed at intervals, and have a width of one standard
deviation. For all  , s21,  is displayed as 0 (since s2N,  is only defined for N = 2, 3, . . . ).
As for x¯N, , for smaller values of  , s2N,  reacts to the change in the variance more quickly
than when   is closer to 1. For example, Figure 8.2 shows that when   = 0.9, s2N,  is close
to the true value of  22 = 4 soon after the changepoint at ⌧ = 100. However, the error bars
are larger for smaller values of  .
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Figure 8.2: The average behaviour of s2N, , where x1, x2, . . . is sampled from
X1, . . . X100 ⇠ N(0, 1) andX101, . . . X200 ⇠ N(0, 2), averaged over 100 simulations. Error
bars (width of one standard deviation) are displayed at intervals.
8.1.4 Change detection for s2N,  assuming normality
Supposing that the observations x1, x2, . . . , xN are sampled from the random variables
X1, X2, . . . , XN , where
Xi ⇠ N(µ,  2) (8.5)
and the fixed forgetting factor variance s2N,  is given by
s2N,  =
1
vN, 
NX
i=1
 N i
⇥
Xi   X¯N, 
⇤2
.
If we define the random variables Yi by
Yi = Xi   X¯N,  (8.6)
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then the covariance for i 6= j is given (see Appendix A.6.3) by
Cov(Yi, Yj) =
✓
uN,    1
wN, 
 
 N i +  N j
 ◆
 2 (8.7)
and the variance of Yi is given (see Appendix A.6.4) by
Var [Yi] =
✓
1 + uN,    2
wN, 
 N i
◆
 2. (8.8)
Note the slight difference between the covariance of diagonal terms (variance) and the off-
diagonal terms, an extra term with value  2. Now the FFF variance could be written in
terms of the Yi variables as
s2N,  =
NX
i=1
 N i
vN, 
Y 2i
and defining the random variables Zi as
Zi =
s
 N i
vN, 
Yi,
the FFF variance can be expressed simply as
s2N,  =
NX
i=1
Z2i . (8.9)
Now Vij , the covariance matrix of the Zi variables, can be expressed
Vij =
(
 ij if i 6= j
 ii + ↵i if i = j
(8.10)
where
 ij =
1
vN, 
p
 N i
p
 N j
✓
uN,    1
wN, 
( N i +  N j)
◆
(8.11)
↵i =
1
vN, 
(8.12)
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and so
 ii =
1
vN, 
 N i
✓
uN,    2
wN, 
 N i
◆
. (8.13)
This is shown in Appendix A.6.5. The FFF variance s2N,  can be expressed as a weighted
sum of independent chi-squared variables by using an extension of Cochran’s Theorem,
due to G. E. P. Box [18], which we quote here:
Theorem 8.1.1 If z denotes a column vector of N random normal variables z1, . . . , zN
having expectation zero and distributed in a multivariate normal distribution with N ⇥N
variance-covariance matrix V , and ifQ = z0Mz is any real quadratic form of rankR  N ,
then Q is distributed like a quantity
X =
RX
j=1
⌫j⇠
2
j ,
where each ⇠2j ⇠  2 variate is distributed independently of every other, and the ⌫k are the
R real nonzero eigenvalues of the matrix
U = VM.
In our formulation of s2N,  =
PN
i=1 Z
2
i in Equation (8.9), the matrix M referred to in the
theorem is simply the identity matrix, and so the matrix U (referred in the theorem) is
simply V , the covariance matrix of the Z1, Z2, . . . , ZN random variables.
Therefore, the weights ⌫j are simply the non-zero eigenvalues of the covariance matrix
V , which is specified by Equations (8.10)-(8.13). Chapter 7 describes methods for approx-
imating the cdf ofX =
PR
j=1 ⌫j⇠
2
j that only require the first two or three cumulants r(X),
where
n(X) = 2
n 1(n  1)!
RX
j=1
⌫nj .
IfN were large, computing the eigenvalues of anN ⇥N matrix would be computationally
intensive. Fortunately, it is not necessary to compute the values of the individual ⌫j — we
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only need to compute the sums
RX
j=1
⌫nj ,
which, according to [24], are simply given by
tr(V n) =
RX
j=1
⌫nj . (8.14)
In order to use the Hall-Buckley-Eagleson method [59, 24] described in Section 7.3.3, the
first three cumulants are needed, and so the traces of the matrices V , V 2 and V 3 need to be
computed.
Computing the cumulants of s2N, 
In Appendix A.6.5 the following computations are given in detail. Briefly, using Equations
(8.10)-(8.13), we can write the traces as
tr(V ) =
NX
i=1
Vii,
tr(V 2) =
NX
k=1
NX
j=1
VkjVjk,
tr(V 3) =
NX
q=1
NX
t=1
NX
k=1
VqkVktVtq.
The first trace can be easily computed as
tr(V ) =  . (8.15)
For the second trace, the symmetry of V can be exploited to simplify calculations, but some
effort is required to first rewrite the summation over Vij as a summation over  ij (because
of the split definition, and the terms on the diagonal). Eventually,
tr(V 2) =
 2
v2

u2w2   2
w
(wN, 3) + uw
2
 
(8.16)
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is obtained. The third trace is computed in a similar manner to the second, but the compu-
tation is a bit more complex. Still, eventually one arrives at
tr(V 3) =
 3
v3

   u3w3 + (wN, 3)(3u2 + 6u+ 2)
+
1
w
(wN, 4)( 9  12u) + 12w2 (wN, 5)
 
. (8.17)
Now, the first three cumulants of s2N,  can be expressed as
1(s
2
N, ) =  , (8.18)
2(s
2
N, ) =
2 2
v2

u2w2   2
w
(wN, 3) + uw
2
 
, (8.19)
3(s
2
N, ) =
8 3
v3

   u3w3 + (wN, 3)(3u2 + 6u+ 2)
+
1
w
(wN, 4)( 9  12u) + 12w2 (wN, 5)
 
, (8.20)
by using our calculations in Equations (8.15), (8.16) and (8.16), and
n(s
2
N, ) = 2
n 1(n  1)! · tr(V n).
It is important to note that only the following seven quantities need to be sequentially
updated in order to compute the first three cumulants at any time N :
uN, , vN, , wN, , wN, 2 , wN, 3 , wN, 4 , wN, 5 . (8.21)
This makes sequential change detection of the FFF variance possible in a streaming data
context.
It should be noted that [104] had a similar approach using the combination of a EWMA
scheme for the variance and the Satterthwaite-Welch method described in Section 7.3.2.
However, only asymptotic values were used for the first two cumulants, rather than the
exact values. The next section presents a simulation study illustrating how the behaviour
of this change detector.
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8.2 Simulation study for change detection with FFF variance
This section describes a simulation study illustrating how the change detector based on
s2N,  performs. First, Section 8.2.1 shows how the methodology developed in Section 8.1
can be combined with an approximate method for computing the cdf of a weighted sum of
chi-squared random variables (several of which are described in Chapter 7) to arrive at a
decision rule for whether or not the variance is in control. Section 8.2.2 then shows how
the change detector performs for a single changepoint in the variance, with the pre-change
parameters assumed known.
8.2.1 Performance of the approximate cdf with the FFF variance
Suppose that the stream x1, x2, . . . is generated from the random variables X1, X2, . . . ,
where
X1, X2, . . . , X100 ⇠ N(0, 1),
X101, X102, . . . ⇠ N(2, 1).
For   = 0.95, three methods are compared for computing F (s2N, ), where F is the cdf of
the weighted sum of independent chi-squared random variables with coefficients
⌫1, ⌫2, . . . , ⌫N 1.
These coefficients for the independent weighted sum are obtained from the coefficients
1
vN, 
,
 
vN, 
, . . . ,
 N 1
vN, 
, (8.22)
by using Box’s extension of Cochran’s Theorem (Theorem 8.1.1 in Section 8.1.4) for the
dependent weighted sum
s2N,  =
1
vN, 
NX
i=1
 N i [xi   x¯N, ]2 . (8.23)
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Figure 8.3: The value of F (s2N, ) for a single stream, for three methods of computation,
with   = 0.95, for X1, . . . , X100 ⇠ N(0, 1), X101, . . . , X300 ⇠ N(0, 22).
Note the difference in the number of coefficients: there areN coefficients for the dependent
sum, butN   1 coefficients for the independent sum. Three methods for computing the cdf
F are now compared in Figures 8.3 and 8.4. The first method, indicated by the solid black
line, uses Cochran’s theorem to obtain the “independent” coefficients in Equation (8.22)
from the “dependent” coefficients in (8.23). This step involves computing the eigenvalues
of an N ⇥N matrix. Then Imhof’s method uses these “independent” coefficients to com-
pute F (s2N, ). Recall that Imhof’s method requires the vector of coefficients to compute
the cdf, and can be considered an exact method. Therefore, this first method — labelled in
the figures as Imhof eigen— is essentially exact.
The second method, indicated by the dashed red line, also computes the “indepen-
dent” coefficients, but then uses the Hall-Buckley-Eagleson (HBE) method described in
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Figure 8.4: The value of F (s2N, ) for a single stream, for three methods of computation,
with   = 0.95, for X1, . . . , X100 ⇠ N(0, 1), X101, . . . , X300 ⇠ N(0, 22), averaged over 100
simulations.
Section 7.3.3 to compute F (s2N, ). This method is labelled in the figures as HBE eigen.
Recall that the HBE method does not require the vector of coefficients, only the first three
moments, and is an approximate method. Figure 8.3 shows that it returns essentially the
same values as the first method, which is essentially exact. However, this method is still
not suitable for deployment on a stream (since it also uses Theorem 8.1.1).
The third method, indicated by the solid blue line, sequentially computes the first three
moments of s2N, , as described in Section 8.1.4, and then uses the HBE method to compute
F (s2N, ). This method, labelled in the figures as HBE cumulants — is completely online,
yet Figure 8.3 shows that it returns almost exactly the same values as the first two methods
which are essentially exact.
Figure 8.3 shows there is a high degree of agreement between the three methods for
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Figure 8.5: The value of F (s2N, ) for a single stream, for three methods of computation,
with   = 0.95, for X1, . . . , X100 ⇠ N(0, 1), X101, . . . , X300 ⇠ N(0, 0.52), averaged over
100 simulations.
a single stream. Before the changepoint at ⌧ = 100, these is some degree of stochastic
variation for F (s2N, ). This should be expected, since F (s2N, ) is essentially a U(0, 1)
random variable. However, very soon after the changepoint the value of F (s2N, ) increases
to a value close to 1, and remains close to 1 for the rest of the stream. This behaviour,
and the high degree of agreement between the three methods, shows that our approach of
computing the cumulants has some merit.
Figure 8.4 shows the average behaviour of p = F (s2N, ) over 100 streams. The average
value of F (s2N, ) is close to 0.5 before the changepoint, which would make sense if F (s2N, )
is a U(0, 1) random variable. Again, after the changepoint at ⌧ = 100, the average value of
p is very close to 1. Error bars have been omitted from Figure 8.4, because change detection
performance will be compared in Section 8.2.2. Note that F (s2N, ) is only computed for
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N = 11, 12, . . . , since Imhof’s method is very slow for small values of N , and in practice
a burn-in period greater than B = 10 would be used, so these values (F (s2N, ) for N =
2, . . . , 10) are not of interest. More importantly, it may be desirable to allow s2N,  to “settle
down” before computing F (s2N, ) (s2N,  may have a large variance for smallN ). Therefore,
in Figures 8.3, 8.4 and 8.5, F (s2N, ) = 0 for N = 2, . . . , 10.
While Figures 8.3 and 8.4 show the behaviour of F (s2N, ) for an increase in the variance,
a similar figure, Figure 8.5, is obtained for a decrease in the variance. However, F (s2N, ) in
this case is close to 0 after the changepoint, rather than close to 1, which is the case for an
increase in the variance.
8.2.2 Change detection using the FFF variance
Suppose that the stream x1, x2, . . . is generated from the random variables X1, X2, . . . ,
where
X1, X2, . . . , X100 ⇠ N(0, 1),
X101, X102, . . . ⇠ N(0, 22).
Suppose for the moment that we are only interested in detecting an increase in the mean.
This would correspond to the case when F (s2N, ) is very close to 1. A change detector
could be constructed by specifying pmax, so that a change is signalled by
F (s2N, ) > pmax. (8.24)
An interesting adjustment to this scheme is to introduce another parameter R, which spec-
ifies that Equation (8.24) must be satisfied by R consecutive values of N , e.g.
N = b⌧ , b⌧ + 1, . . . b⌧ +R  1,
before a change is signalled at b⌧ + R   1. This is a type of run rule; see [113, 32] for
change detection schemes based on run rules. This change detection scheme is named
FFFvar, and some results are shown in Table 8.1 for pmax = 0.999 and different choices
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Algo. Param. Param. Val. ARL0 SDRL0 ARL1 SDRL1
FFFvar ( , pmax, R) (0.95, 0.999, 1) 15223.8 (21892.2) 10.7 (12.3)
FFFvar ( , pmax, R) (0.90, 0.999, 1) 5465.8 (7760.15) 10.1 (12.1)
FFFvar ( , pmax, R) (0.95, 0.999, 3) 32117.0 (38119.6) 13.9 (15.5)
FFFvar ( , pmax, R) (0.90, 0.999, 3) 35627.8 (45578.0) 14.5 (17.0)
Table 8.1: An ARL table for FFFvar over 1000 trials. For ARL1, X1, . . . X100 ⇠ N(0, 1)
and X101, . . . X200 ⇠ N(0, 22). Normal streams, pre-change variance assumed known.
of   and R. Note that although no burn-in is necessary to estimate the parameters (since
for this simulation study the pre-change mean and variance are assumed known), F (s2N, )
is not computed for N = 2, . . . , 10, because s2N,  may have a large variance for small N .
Table 8.1 shows that this scheme has high ARL0 compared to ARL1, for all parameter
choices considered, which provides some evidence that the methodology developed in this
chapter can be successfully incorporated into a change detector. The next section presents
equations for the adaptive forgetting factor variance.
8.3 The adaptive forgetting factor variance
One might consider the natural definition of the adaptive forgetting factor variance to be to
modify Equation (8.1) to
s2
N,
 !
 
=
1
v
N,
 !
 
NX
k=1
✓N 1Y
p=k
 p
◆h
xk   x¯N, ! 
i2
. (8.25)
However, when it comes to defining the derivative of s2
N,
 !
 
with respect to
 !
  , we have
s2
N,
 !
 +✏
=
1
v
N,
 !
 
NX
k=1
✓N 1Y
p=k
 p + ✏
◆h
xk   x¯N, ! +✏
i2
. (8.26)
The key observation is that Equation (8.26) now has two instances of ✏, in the terms
 p + ✏, x¯N, ! +✏.
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This makes the derivation of the equations for the derivative of s2
N,
 !
 
extremely difficult.
The derivation is possible, though, and a summary of the update equations for this formu-
lation is given in Appendix A.6.8. However, it may not even make sense to use a single
forgetting factor for both the mean and the variance. For example, if there is a change in
the variance, but not the mean, the decrease in
 !
  may affect the subsequent estimation of
the mean. Therefore, the approach in this chapter is to use separate forgetting factors for
the mean and variance.
Suppose we use the adaptive forgetting factor
 !
B = (B1, B2, . . . , BN), (8.27)
for the mean,
x¯
N,
 !
B
=
1
w
N,
 !
B
NX
k=1
✓N 1Y
p=k
Bp
◆
xk, (8.28)
while
 !
  ,
 !
  = ( 1, 2, . . . , N), (8.29)
is the adaptive forgetting factor for the variance, which is defined as
s2
N,
 !
  ,
 !
B
=
1
V
N,
 !
  ,
 !
B
NX
k=1
✓N 1Y
p=k
 p
◆⇥
xk   x¯N, !B
⇤2
. (8.30)
We can calculate sequential update equations for s2
N,
 !
  ,
 !
B
, as well as sequential update
equations for the derivative of s2
N,
 !
  ,
 !
B
with respect to
 !
  . Extensive manipulation in Ap-
pendix A.6.6 derives these equations. Now, the adaptive forgetting factor variance can be
defined as
s2
N,
 !
  ,
 !
B
=
1
V
N,
 !
  ,
 !
B
S
N,
 !
  ,
 !
B
, (8.31)
where
S
N,
 !
  ,
 !
B
=
NX
k=1
✓N 1Y
p=k
 p
◆⇥
xk   x¯N, !B
⇤2
, (8.32)
8.3 The adaptive forgetting factor variance 144
and V
N,
 !
  ,
 !
B
is defined so that
E[s2
N,
 !
  ,
 !
B
] =  2.
A non-sequential derivation of V
N,
 !
  ,
 !
B
is shown in Appendix A.6.6 to yield
V
N,
 !
  ,
 !
B
= (1 + u
N,
 !
B
)w
N,
 !
 
  2
w
N,
 !
B
NX
i=1
 N 1Y
p=i
Bp
  N 1Y
q=i
 q
 
. (8.33)
Now, for the following update equations for the s2
N,
 !
  ,
 !
B
, we assume that for time N +1 we
have the following quantities available:
xN+1, N ,mN, !  , wN, !  , wN+1, !  , BN , wN+1, !B , uN+1, !B , x¯N, !B , x¯N+1, !B . (8.34)
The quantities in Equation (8.34) are all defined in Chapter 3. Now, the sequential update
equations for V
N,
 !
  ,
 !
B
are
P
N+1,
 !
  ,
 !
B
= BN N
✓
P
N,
 !
  ,
 !
B
◆
+ 1, P
0,
 !
  ,
 !
B
= 0 (8.35)
V
N+1,
 !
  ,
 !
B
= (1 + u
N+1,
 !
B
)w
N+1,
 !
 
  2
w
N+1,
 !
B
P
N+1,
 !
  ,
 !
B
, (8.36)
and the sequential update equations for S
N,
 !
  ,
 !
B
are given by
⇠
N+1,
 !
B
=
1
w
N+1,
 !
B
✓
x¯
N,
 !
B
  xN+1
◆
, (8.37)
H
N+1,
 !
  ,
 !
B
= ⇠
N+1,
 !
B
⇥
2m
N,
 !
 
  w
N,
 !
 
 
2x¯
N,
 !
B
  ⇠
N+1,
 !
B
 ⇤
, (8.38)
S
N+1,
 !
  ,
 !
B
=  N
"
S
N,
 !
  ,
 !
B
+H
N+1,
 !
  ,
 !
B
#
+
⇥
xN+1   x¯N+1, !B
⇤2
. (8.39)
Then, Equation (8.31) can be used to compute
s2
N+1,
 !
  ,
 !
B
=
1
V
N+1,
 !
  ,
 !
B
S
N+1,
 !
  ,
 !
B
.
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8.3.1 Cost functions for the AFF variance
Following the development of methodology for the AFF mean in Section 3.3, we update
 N !  N+1 by using gradient descent and the derivative of a chosen cost function. The
choice of cost function for the variance would probably involve the variance s2
N,
 !
  ,
 !
B
, which
is composed of the weighted sum of squares S
N,
 !
  ,
 !
B
defined in Equation (8.32) and the
weight V
N,
 !
  ,
 !
B
defined in Equation (8.33). The derivative of S
N,
 !
  ,
 !
B
is defined as
Z
N,
 !
  ,
 !
B
=
@
@
 !
 
S
N,
 !
  ,
 !
B
, (8.40)
and can be sequentially defined by
F
N+1,
 !
  ,
 !
B
=

⇠
N+1,
 !
B
 
2 
N+1,
 !
 
  ⌦
N+1,
 !
 
✓
2x¯
N,
 !
B
  ⇠
N+1,
 !
B
◆ 
Z
N+1,
 !
  ,
 !
B
=  NZN, !  , !B + SN, !  , !B + FN+1, !  , !B , Z1, !  , !B = 0,
where ⇠
N+1,
 !
B
has been defined in Equation (8.37), and the quantities
 N ,  N+1, !  , ⌦N+1, !  , x¯N, !B (8.41)
are additionally required. A sketch of the derivation of these update equations is given in
Appendix A.6.7, which also contains the update equations for the derivative of V
N,
 !
  ,
 !
B
.
With all of these equations, the AFF
 !
  can be sequentially updated using
 N+1 =  N   ⇣ @
@
 !
 
J
N+1,
 !
  ,
 !
B
,
where ⇣ is some step-size and J
N+1,
 !
  ,
 !
B
is a cost function which is a function of s2
N,
 !
  ,
 !
B
.
One possible candidate for a cost function is
J
N+1,
 !
  ,
 !
B
=
h
s2
N,
 !
B,
 !
 
  (xN+1   xN)2
i2
,
which attempts to mimic the cost function L
N+1,
 !
 
for the mean. Since J
N+1,
 !
  ,
 !
B
is a
function of s2
N,
 !
B, 
, it can be computed sequentially using the equations provided in this
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section. Of course, other cost functions could be used. Instead of using a function of
s2
N,
 !
  ,
 !
B
or S
N,
 !
  ,
 !
B
, it may be preferable to use
E
N,
 !
  ,
 !
B
=
NX
k=1
✓N 1Y
p=k
 p
◆⇥
xk   x¯N 1, !B
⇤2
, (8.42)
which is the same as S
N,
 !
  ,
 !
B
, except that the mean used here is x¯
N 1, !B rather than x¯N, !B .
Sequential update equations can be derived as in Appendix A.6.7. Finally, our cost function
for the AFF mean
L
N+1,
 !
 
=
h
x¯
N,
 !
 
  xN+1
i2
, (8.43)
may also have some merit, since it is itself a residual, being the last term in E
N,
 !
  ,
 !
B
.
8.4 Distribution-free methods utilising the AFF variance
Having an adaptive estimator for the variance provides the opportunity to enhance change
detectors for the mean. This section outlines one such approach. Recalling the F-AFF
method described in Section 4.2.2, which compares the AFF mean x¯
N,
 !
 
with the FFF
mean x¯
N,
 !
 
using the decision rule,
• x¯
N,
 !
 
2 (aN , bN)) stream is in-control,
• x¯
N,
 !
 
62 (aN , bN)) changepoint has occurred.
where aN and bN were defined by
aN = x¯N,      ,
bN = x¯N,  +   .
In these equations,  2 is the variance of the stream which is assumed to be known, or
could be estimated during a burn-in period. Now with the development of the forgetting
factor variance s2N, , the knowledge or estimation of  2 during a burn-in period is no longer
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necessary. The control limits aN and bN can be enhanced by replacing   with sN, , i.e.
aN = x¯N,     sN, ,
bN = x¯N,  +  sN, .
This would provide change detection sensitive to processes which are varying in both mean
and variance. Of course, as with previous chapters, issues remain with setting control
parameters.
As a final remark, we can use Chebyshev’s inequality with s2N,  as in Section 4.2.1.
However, as for the mean, there is no clear way to set the control parameter  . For this
reason, we omit these equations.
8.5 Discussion
This chapter introduces the mathematical background for a forgetting factor framework for
adaptively estimating the variance. A decision rule is proposed for detecting a change in
the variance of a normally-distributed stream. The simulation study in Section 8.2 shows
that the framework can be successfully incorporated into a change detector. The sequential
update equations for the adaptive forgetting factor variance scheme are determined and
summarised. Finally, an enhancement of a distribution-free change detector for the mean
is suggested.
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Chapter 9
Conclusion
Detecting changes in streaming data raises challenges not usually encountered in the tradi-
tional SPC setting. Potentially unending streams of observations may be arriving at a very
high rate, meaning that online, computationally-efficient methods are required for timely
detection. Furthermore, data streams are expected to have multiple changepoints, leading
to multiple regimes, and so any selection of control parameters should apply to a wide
range of scenarios. This is because it is not possible to intervene after a change is detected
and re-calibrate parameters — the observations of a data stream will continue to flow, re-
gardless of the action taken. The goal should therefore be to reduce the number of control
parameters, or at least let have them be automatically set.
Our change detection methodology can be broadly split into two parts: obtaining up-
to-date adaptive estimates of the mean and variance of the stream, and defining a decision
rule for signalling a change. Adaptive estimation provides a tool for handling time-varying
sequences. The mathematical formulation is interesting, and when the forgetting factor is
adaptive, this leads to a reduction in the dependence on control parameters. There are many
ways to choose a decision rule, some based on distributional assumptions, while others are
distribution-free, and a variety of options are explored.
To summarise the contributions of this thesis:
• We describe an adaptive forgetting factor (AFF) framework, and define a derivative
with respect to the AFF
 !
  which formalises previous heuristic derivations. The
derivative is also used to update the value of the
 !
  using gradient descent. Sequential
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update equations for the AFF mean are derived; these are crucial for streaming data
analysis. A study of the optimal fixed and adaptive forgetting factor shows that,
when encountering a change in the mean,
 !
  performs similarly to the optimal fixed
forgetting factor (FFF)  .
• We introduce the continuous monitoring setting where multiple changepoints occur,
and define additional performance metrics required for meaningful comparison of
change detection methods in this context. The need to continuously monitor data
streams arises with modern technology, and we cannot simply use existing methods
that monitor for only a single changepoint. The AFF scheme for detecting a change
in the mean was shown to perform similarly to CUSUM and EWMA, two methods
which are regarded as benchmarks in the single changepoint context. Crucially, the
AFF scheme only relies on the setting of a single control parameter, while CUSUM
and EWMA both require two parameters to be selected, and selecting these two pa-
rameters to obtain optimal performance in the multiple changepoint scenario is not
straightforward. The AFF scheme was applied to monitoring a real foreign exchange
stream, and sequentially detects the location of changepoints strikingly similar to an
optimal offline method.
• We extend our framework to the multivariate setting; indeed, many examples of con-
tinuous monitoring may be more natural in the multivariate context. Two different
approaches to defining the multivariate AFF mean are discussed, and three change
detection rules are defined based on the univariate formulation and different methods
for combining p-values. Our MVAFF-BCov method is shown to perform compara-
bly to a state-of-the-art self-starting multivariate method for both independent and
dependent streams. However, there is more dependence on the step size ⌘ when
there is covariance between the components; remedying this issue will be the subject
of future work. The methodology is then applied to detecting changes in computer
network traffic, and exemplar results are provided.
• Besides monitoring the mean, it is also of interest to monitor the variance of a stream.
Defining a decision rule requires more work, and under certain assumptions requires
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the cdf of a weighted sum of chi-squared random variables, for which there is no an-
alytical solution. While there are many approximate methods to compute such a cdf,
it is not clear which should be the preferred choice in a streaming data context. This
motivates the introduction of a general framework for evaluating the performance of
methods for approximately computing the cdf of a weighted sum of random vari-
ables, which are all sampled from the same arbitrary distribution. This framework is
applied to evaluate moment-matching methods for approximately computing the cdf
of a weighted sum of chi-squared random variables in terms of accuracy and compu-
tational efficiency. An interesting discovery is that these methods all become more
accurate as the number of terms in the weighted sum increases.
• We extend the framework for the FFF mean to define the FFF variance. A deci-
sion rule is derived under the assumption that the observations follow a normal dis-
tribution, which then requires a method for approximately computing the cdf of a
weighted sum of chi-squared random variables. In order to implement one of the
moment-matching methods earlier described, the first three cumulants of the FFF
variance are derived. Next, the AFF variance is defined, utilising a separate AFF for
the mean. Sequential update equations are derived in detail for the corresponding
AFF formulation. Finally, the AFF mean, FFF mean and FFF variance are combined
to form a distribution-free control chart for detecting a change in the mean.
Future work
While the work in this thesis has already led to the consideration of several new direc-
tions for future work, the following three topics represent the most immediate areas to be
addressed.
Issues concerning the step size ⌘
The definition of the adaptive forgetting factor in Chapter 3 requires the setting of a step size
⌘ for the gradient descent update equation, Equation (3.18). Figure 3.8 shows that when a
change in the mean occurs, the value of
 !
  drops dramatically, regardless of the value of
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⌘, but recovery to pre-change levels is slower for smaller values of ⌘. However, this does
not seem to affect the value of the AFF mean, as shown in Figure 3.9, nor does it affect the
change detection performance of the AFF scheme in the continuous monitoring context, as
shown in Table 5.2, nor the MVAFF-BCov scheme when the streams are independent, as
shown in Table 6.2. However, it does affect the change detection performance in the single
changepoint setting, as shown in Table 4.3, and the multivariate continuous monitoring
setting when the streams are dependent, as shown in Table 6.5.
One future avenue of research is to ensure faster recovery of the adaptive forgetting
factor to pre-change levels, regardless of the setting. A potentially fruitful direction worth
exploration is the use of second-order gradient descent methods. For the multivariate set-
ting, incorporating the full covariance matrix may address the issue when the component
streams are dependent.
Variance change detection
Chapter 8 provided preliminary steps towards constructing a change detector. What re-
mains is to conduct an empirical study of variance change detection. Extensive simulations
are required, as first the single change case and continuous monitoring cases should be con-
sidered. For the AFF variance, there are several candidates for the choice of cost function
to be considered and compared. In Chapter 6 it was noted that a multivariate AFF variance
may be useful for adaptively estimating the covariance of a stream. Change detection in
the covariance matrix could also be explored.
Distribution-free schemes
Many of the change detection rules considered in this thesis make the assumption that
the underlying distribution of the stream is normal, although the parameters may be un-
known. Some distribution-free methods were proposed, but this invariably introduced ad-
ditional control parameters, without obvious guidance on how these parameters should be
set. These methods are certainly worth revisiting, and principled methods to set the control
parameters should be sought.
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Although the construction of the prediction interval implicitly assumed that the under-
lying distribution was symmetric, recent preliminary work has suggested a way to take the
skewness of the the distribution into account, in a similar manner to work done in [37].
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Appendix A
Derivations
A.1 Methods for combining p-values
In this section the formulations for Fisher’s method [49] and Stouffer’s method [144] for
combining p-values are briefly outlined. Suppose that the p-values p01, p02, . . . , p0d are pro-
vided. Recall that the smaller the value of p0i, the more significant it is.
A.1.1 Fisher’s method
Fisher’s method [49] combines the p-values, p01, p02, . . . , p0d, into a single p-value,
p0 = F 22d
 
 2
dX
j=1
log(1  p0j)
!
, (A.1)
where F 22d is the cdf of the chi-squared distribution with 2d degrees of freedom. Again,
the smaller the value of p0, the more significant it is.
A.1.2 Stouffer’s method
Provided with p-values p01, p02, . . . , p0d, Stouffer’s method [144] first defines
Zi = F
 1
N(0,1)(1  p0i),
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where F 1N(0,1) is the inverse of the cdf of the N(0, 1) distribution, and then defines
p0 = FN(0,1)
 
1p
d
dX
i=1
Zi
!
, (A.2)
where FN(0,1) is the cdf of the N(0, 1) distribution. Again, the smaller the value of p0, the
more significant the result.
A.2 Distribution theory
This section provides necessary background on distribution theory, primarily for Chapter 7.
A standard reference is [134].
A.2.1 Normal, Gamma and Chi-squared distributions
A normal random variable X ⇠ N(µ,  2) follows a distribution with probability density
function (pdf)
f(x;µ,  ) =
1p
2⇡ 2
exp

(x  µ)2
2 2
 
.
A Gamma random variable Y ⇠  (k, ✓), where k and ✓ are the shape and scale parameters,
respectively, has pdf
g(x; k, ✓) =
1
 (k)✓k
xk 1e 
x
✓ ,
for x   0 (and 0 otherwise) where   is the Gamma function. If we consider the random
variableW = Y 2, where Z ⇠ N(0, 1) is a standard normal random variable, we can derive
(Appendix A.2.3) the pdf ofW to be
h(w) =
1
 (1/2)21/2
w1/2 1e 
w
2 , (A.3)
for w   0 (and 0 otherwise) which shows thatW ⇠  (1/2, 2). We call this a chi-squared
random variable with one degree of freedom, and write W ⇠  2(1). In other words,
 2(1) ⌘  (1/2, 2). Using a result about Gamma variables (Appendix A.2.4), we can show
that ifWi ⇠  2(1), for i = 1, 2, . . . , n, then
Pn
i=1Wi ⇠  2(n) ⌘  (n/2, 2).
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A.2.2 Cumulants and moments
The rth moment of a random variable X is defined for k = 1, 2, . . . as
mr = mr(X) = E[Xk] =
Z
S
xr dFX(x), (A.4)
where S is the support of the random variableX [117]. Themoment generating function
MX can be defined as
MX(t) = E[etX ], t 2 R. (A.5)
The rth central moment is defined as
µr = µr(X) = E [(X  m1)r] , (A.6)
wherem1 = E[X]. If two random variables have the same momentsm1,m2, . . . , then they
share a common distribution.
The cumulant generating function KX is then defined as
KX(t) = logMX(t), (A.7)
and the r-th cumulant is then defined as the r-th derivative of KX(t) evaluated at t = 0,
that is
r = r(X) =
dr
dtr
KX(t)
    
t=0
. (A.8)
It is of note the the first three cumulants are equal to the first three central moments,
1 = µ1, 2 = µ2, 3 = µ3. (A.9)
This property is exploited in Chapter 7. Also, it is convenient for Chapter 7 to utilise
invariance properties of moments and cumulants; specifically, the moments ofX determine
the cumulants of X , and vice versa. The relationship between the values of moments and
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cumulants of a random variable is expressed bym1 = 1 and
mr = r +
r 1X
i=1
✓
r   1
i  1
◆
imr i, r = 2, 3, . . . . (A.10)
Finally, it is necessary to know that the r-th cumulant of a chi-squared random variable
W ⇠  21 is given by the formula
r(W ) = 2
r 1(r   1)!, (A.11)
as shown in Appendix A.2.5.
A.2.3 The square of a standard normal variable is chi-squared
Suppose that X ⇠ N(0, 1), and Y = X2. Further suppose that FX is the cdf of X and FY
is the cdf of Y . We now wish to find the pdf of Y . For y < 0,
FY (y) = Pr(Y < y) = Pr(X2 < y) = 0
For y   0,
FY (y) = Pr(Y < y) = Pr(X2 < y)
= Pr( py < X < py)
= FX(
p
y)  FX( py)
= FX(
p
y)  (1  FX(py))
= 2FX(
p
y)  1
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Therefore, the pdf of Y for y   0 is
fY (y) =
@
@y
[2FX(
p
y)  1]
= 2
@
@y
FX(
p
y)  0
= 2
@
@y
Z py
 1
1p
2⇡
exp[ t2/2] dt
 
= 2
1p
2⇡

exp[ y/2] @
@y
p
y   0
 
= 2
1p
2⇡
exp[ y/2] · 1
2
y 1/2
=
1
21/2 (1/2)
y1/2 1 exp[ y/2]
and 0 otherwise, which shows that Y ⇠  (1/2, 2) ⌘  2(1).
A.2.4 Sum of Gamma variables with same scale is again Gamma
Suppose Yi ⇠  (ki, ✓), for i = 1, 2, . . . , n. Then, the characteristic function of Yi is
 i(t) = (1  it✓)ki .
If Y =
Pn
i=1 Yi, the characteristic function of Y is
 (t) =
nY
i=1
 i(t) =
nY
i=1
(1  it✓)ki = (1  it✓)
Pn
i=1 ki ,
which implies that
Y =
nX
i=1
Yi ⇠  
 
nX
i=1
ki, ✓
!
.
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A.2.5 The cumulants of a chi-squared random variable
Suppose
Y ⇠  (k, ✓), fY (y; k, ✓) = 1
 (k)✓k
yk 1e y/✓.
It is then straightforward to show
MY (t) = E[etY ] =
Z 1
0
etyfY (y; k, ✓) dy = (1  ✓t) k,
for t < 1/✓. If X ⇠  21, which is the same as saying X ⇠  (1/2, 2), then
MX(t) = (1  2t) 1/2,
which is defined for t < 1/2. The cumulant generating function of X is then
KX(t) =  1
2
log(1  2t), t < 1
2
.
Calculating its derivatives with respect to t:
K0X(t) =  
1
2
 2
1  2t
K00X(t) =  
1
2
( 2)2
(1  2t)2 ( 1)
K(3)X (t) =  
1
2
( 2)3
(1  2t)3 ( 1)( 2)
...
K(r)X (t) =  
1
2
( 2)r
(1  2t)r ( 1)( 2) . . . ( (r   1))
= ( 1) · 1
2
· ( 1)r · 2r ·
✓
1
(1  2t)r
◆
· ( 1)r 1 · (r   1)!
= 2r 1 ·
✓
1
(1  2t)r
◆
· (r   1)! · ( 1)2r
) K(r)X (0) = 2r 1(r   1)!
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Then, by definition, the r-th cumulant of a  21 random variable X is simply
r(X) =
dr
dtr
KX(t)
    
t=0
= K(r)X (0)
) r(X) = 2r 1(r   1)! (A.12)
A.3 Derivations for the adaptive forgetting factor mean
A.3.1 Non-sequential definitions for x¯
N,
 !
 
The adaptive forgetting factor mean is defined as
x¯
N,
 !
 
=
m
N,
 !
 
w
N,
 !
 
where the update equation form
N,
 !
 
is defined by
m
N,
 !
 
=  N 1mN 1, !  + xN . (A.13)
Similarly,
w
N,
 !
 
=  N 1wN 1, !  + 1. (A.14)
The non-sequential definition of m
N,
 !
 
is now obtained for a sequence of observations
x1, x2, . . . , xN . The easiest method to do this is to observe that the function
f(N) ⌘ f(N, 1, . . . , N 1, x1, . . . , xN) =
NX
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
(A.15)
satisfies the relation
f(N) =  N 1f(N   1) + xN . (A.16)
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This is shown by:
f(N) =
NX
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
=
N 1X
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
+
NX
k=N
⇣N 1Y
p=k
 p
⌘
xk
 
=
N 1X
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
+
⇣N 1Y
p=N
 p
⌘
xN
=
N 1X
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
+ xN
=
N 1X
k=1

 N 1
⇣N 2Y
p=k
 p
⌘
xk
 
+ xN
=  N 1
N 1X
k=1
⇣N 2Y
p=k
 p
⌘
xk
 
+ xN
=  N 1f(N   1) + xN
Note that we have used the fact that the empty product is 1, i.e.
M 1Y
k=M
(xk) = 1.
Therefore, f(N) agrees withm
N,
 !
 
, and so
m
N,
 !
 
=
NX
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
. (A.17)
Similarly, we obtain
w
N,
 !
 
=
NX
k=1
⇣N 1Y
p=k
 p
⌘
. (A.18)
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A.3.2 Alternate non-sequential equation of  
N,
 !
 
Recall from Section 3.3.2 that
 
N,
 !
 
=
NX
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
(A.19)
Equation (A.19) is equivalent to:
 
N,
 !
 
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
, (A.20)
(where the first summation over k runs over k = 1, . . . , N or k = 1, . . . , N   1) since
NX
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
+
NX
k=N
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
+
N 1X
t=N
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
+ 0
)
NX
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
(A.21)
where we have used the fact that an empty summation
NX
t=N+1
↵t = 0 (A.22)
(for example, a sum from a higher to a lower index) must be zero.
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A.3.3 Proof of Lemma 1
We now prove the lemma
Lemma 1
NY
p=k
 
 p + ✏
 
=
NY
p=k
 p + ✏
 
NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘!
+O(✏2)
using induction. First, prove the lemma is true for N = k:
LHS =
kY
p=k
 
 p + ✏
 
=  k + ✏
=  k + ✏+O(✏
2)
RHS =
kY
p=k
 p + ✏
 
kX
t=k
⇣ kY
p=k
p 6=t
 p
⌘!
+O(✏2)
=  k + ✏
 ⇣ kY
p=k
p 6=k
 p
⌘!
+O(✏2)
=  k + ✏
⇣
1
⌘
+O(✏2)
= LHS (A.23)
Note that for the LHS, we used x = x+O(✏2), and for the RHS, we again used the property
of product notation that an “empty product” is 1, and not zero. Next, assume the lemma
holds for N = M , i.e.
MY
p=k
 
 p + ✏
 
=
MY
p=k
 p + ✏
 
MX
t=k
⇣ MY
p=k
p 6=t
 p
⌘!
+O(✏2) (A.24)
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To complete the inductive proof, we prove the lemma true for N = M + 1.
LHS =
M+1Y
p=k
 
 p + ✏
 
=
 
 M+1 + ✏
  MY
p=k
 
 p + ✏
 
(and using (A.24) )
=
 
 M+1 + ✏
 " MY
p=k
 p + ✏
 
MX
t=k
⇣ MY
p=k
p 6=t
 p
⌘!
+O(✏2)
#
=  M+1
MY
p=k
 p + ✏ M+1
 
MX
t=k
⇣ MY
p=k
p 6=t
 p
⌘!
+ ✏
MY
p=k
 p +O(✏
2)
=
M+1Y
p=k
 p + ✏
 
MX
t=k
 M+1
⇣ MY
p=k
p 6=t
 p
⌘!
+ ✏
MY
p=k
 p +O(✏
2)
=
M+1Y
p=k
 p + ✏
 
MX
t=k
⇣M+1Y
p=k
p 6=t
 p
⌘
+
MY
p=k
 p
!
+O(✏2)
=
M+1Y
p=k
 p + ✏
 
MX
t=k
⇣M+1Y
p=k
p 6=t
 p
⌘
+
M+1Y
p=k
p 6=M+1
 p
!
+O(✏2)
=
M+1Y
p=k
 p + ✏
 
M+1X
t=k
⇣M+1Y
p=k
p 6=t
 p
⌘!
+O(✏2)
which proves the lemma true for N = M + 1, and so proves the lemma by induction.
A very convenient form of the lemma is
NY
p=k
 
 p + ✏
   NY
p=k
 p = ✏
 
NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘!
+O(✏2) (A.25)
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A.3.4 Sequential update equation for  
N,
 !
 
We now prove the update equation  
N+1,
 !
 
=  N N, !  +mN, .
LHS =  
N+1,
 !
 
=
N+1X
k=1
 NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘
xk
 
=
NX
k=1
 NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘
xk
 
RHS =  N N, !  +mN, 
=  N
NX
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
+
NX
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
=
NX
k=1
N 1X
t=k
 N
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
+
NX
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
=
NX
k=1
N 1X
t=k
⇣ NY
p=k
p 6=t
 p
⌘
xk
 
+
NX
k=1
⇣N 1Y
p=k
 p
⌘
xk
 
=
NX
k=1
"
N 1X
t=k
⇣ NY
p=k
p 6=t
 p
⌘
+
⇣N 1Y
p=k
 p
⌘#
xk
=
NX
k=1
"
NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘
 
NX
t=N
⇣ NY
p=k
p 6=t
 p
⌘
+
⇣N 1Y
p=k
 p
⌘#
xk
=
NX
k=1
"
NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘
 
⇣ NY
p=k
p 6=N
 p
⌘
+
⇣N 1Y
p=k
 p
⌘#
xk
=
NX
k=1
"
NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘
 
⇣N 1Y
p=k
 p
⌘
+
⇣N 1Y
p=k
 p
⌘#
xk
=
NX
k=1
"
NX
t=k
⇣ NY
p=k
p 6=t
 p
⌘#
xk
= LHS
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which proves the relation
 
N+1,
 !
 
=  N N, !  +mN, .
A.3.5 Non-sequential and sequential definitions for ⌦
N,
 !
 
By following the derivation of  
N,
 !
 
in Section 3.3.2 and Appendix A.3.2, and by setting
xk = 1 for k = 1, . . . , N , we can similarly derive the non-sequential equations for ⌦N, !  to
be
@
@
 !
 
w
N,
 !
 
= ⌦
N,
 !
 
⌦
N,
 !
 
=
NX
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
(A.26)
⌦
N,
 !
 
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
(A.27)
Similarly, following the derivation for the update equation for  
N,
 !
 
in Appendix A.3.4,
the sequential update equation for ⌦
N+1,
 !
 
⌦
N+1,
 !
 
=  N⌦N, !  + wN, ! 
A.3.6 Non-sequential definition for u
N,
 !
 
Recalling from Appendix A.3.1 that for a sequence X1, X2, . . . , XN ,
m
N,
 !
 
=
NX
k=1
⇣N 1Y
p=k
 p
⌘
Xk
 
.
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Assuming that the Xi are independent, and Var[Xi] =  2, the variance of X¯N, !  is first
computed to show:
Var
⇥
X¯
N,
 !
 
⇤
= Var
m
N,
 !
 
w
N,
 !
 
 
=
✓
1
w
N,
 !
 
◆2
Var

m
N,
 !
 
 
=
✓
1
w
N,
 !
 
◆2
Var
"
NX
k=1
⇣N 1Y
p=k
 p
⌘
xk
 #
=
✓
1
w
N,
 !
 
◆2 NX
k=1
Var
⇣N 1Y
p=k
 p
⌘
xk
 
=
✓
1
w
N,
 !
 
◆2 NX
k=1
⇣N 1Y
p=k
 p
⌘ 2
Var
⇥
xk
⇤
=
✓
1
w
N,
 !
 
◆2 NX
k=1
⇣N 1Y
p=k
 
 p
 2⌘
 2
By defining,
u
N,
 !
 
=
✓
1
w
N,
 !
 
◆2 NX
k=1
⇣N 1Y
p=k
 
 p
 2⌘
we have
Var
⇥
x¯
N,
 !
 
⇤
= u
N,
 !
 
 2.
A.3.7 Sequential update equation for u
N,
 !
 
In Appendix A.3.6 it is shown that
u
N,
 !
 
=
✓
1
w
N,
 !
 
◆2 NX
k=1
⇣N 1Y
p=k
 
 p
 2⌘
, (A.28)
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now define
u˜
N,
 !
 
=
NX
k=1
⇣N 1Y
p=k
 
 p
 2⌘
,
) u
N,
 !
 
 
w
N,
 !
 
 2
= u˜
N,
 !
 
Now,
u˜
N+1,
 !
 
=
N+1X
k=1
⇣ NY
p=k
 
 p
 2⌘
=
NX
k=1
⇣ NY
p=k
 
 p
 2⌘
+
⇣ NY
p=N+1
 
 p
 2⌘
=
NX
k=1
⇣ NY
p=k
 
 p
 2⌘
+ 1
=
 
 N
 2 NX
k=1
⇣N 1Y
p=k
 
 p
 2⌘
+ 1
=
 
 N
 2
u˜
N,
 !
 
+ 1
And so,
u
N+1,
 !
 
=
✓
1
w
N+1,
 !
 
◆2
u˜
N+1,
 !
 
=
✓
1
w
N+1,
 !
 
◆2 
 N
 2
u˜
N,
 !
 
+ 1
 
=
✓
1
w
N+1,
 !
 
◆2 
 N
 2
u
N,
 !
 
 
w
N,
 !
 
 2
+ 1
 
=
✓ NwN, ! 
w
N+1,
 !
 
◆2
u
N,
 !
 
+
✓
1
w
N+1,
 !
 
◆2
) u
N+1,
 !
 
=
✓w
N+1,
 !
 
  1
w
N+1,
 !
 
◆2
u
N,
 !
 
+
✓
1
w
N+1,
 !
 
◆2
When N = 1, then from Equation (A.28) it can be seen that u
1,
 !
 
= 1.
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A.3.8 Expectation of cost function L
N,
 !
 
Recall the definition of the cost function L
N,
 !
 
from Equation (3.26),
L
N,
 !
 
=
h
XN   X¯N, ! 
i2
Since XN and X¯N, !  are independent, the expectation of the cost function LN, !  is:
E
h
L
N,
 !
 
i
= E
h
XN   X¯N, ! 
i2 
= E

X2N   2XNX¯N 1, !  +
⇣
X¯
N 1, ! 
⌘2 
= E
⇥
X2N
⇤  2E hXNX¯N 1, !  i+ E ⇣X¯N 1, !  ⌘2 
=
 
Var[XN ] + (E[XN ])
2   2E [XN ]E hX¯N 1, !  i+✓
Var[X¯
N 1, !  ] +
⇣
E[X¯
N 1, !  ]
⌘2◆
=
 
 2 + µ2
   2µ · µ+ ⇣u
N 1, !   
2 + µ2
⌘
) E
h
L
N,
 !
 
i
=  2
⇣
u
N 1, !  + 1
⌘
(A.29)
which shows that E
h
L
N,
 !
 
i
⇠ O( 2).
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A.3.9 Expectation of the derivative of the cost function L
N,
 !
 
We expect the derivative of L
N+1,
 !
 
to also be O( 2), but investigate this formally. The
derivative is:
@
@
 !
 
L
N+1,
 !
 
= 2
h
xN+1   x¯N, ! 
i
· ( 1) · @
@
 !
 
x¯
N,
 !
 
= 2
h
x¯
N,
 !
 
  xN+1
i0B@ N, ! wN, !   mN, ! ⌦N, ! ⇣
w
N,
 !
 
⌘2
1CA
=
2
w
N,
 !
 
h
X¯
N,
 !
 
  xN+1
i ⇣
 
N,
 !
 
  X¯
N,
 !
 
⌦
N,
 !
 
⌘
=
2
w
N,
 !
 
h
X¯
N,
 !
 
 
N,
 !
 
 XN+1 N, ! 
  (x¯
N,
 !
 
)2⌦
N,
 !
 
+XN+1x¯N, ! ⌦N, ! 
i
(A.30)
The expectation of (w
N,
 !
 
/2) @
@
 !
 
L
N+1,
 !
 
is split into four terms:
E
h
X¯
N,
 !
 
 
N,
 !
 
i
(A.31)
E
h
XN+1 N, ! 
i
(A.32)
E
h
(X¯
N,
 !
 
)2⌦
N,
 !
 
i
(A.33)
E
h
XN+1X¯N, ! ⌦N, ! 
i
(A.34)
A.3 Derivations for the adaptive forgetting factor mean 170
The last three terms are easily calculated. The second term (Equation (A.32)) is:
E
h
XN+1 N, ! 
i
= E[XN+1]E[ N, !  ]
= µ · E
2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 3775
= µ ·
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
E [xk]
= µ ·
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
µ
= µ2 ·
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
E
h
XN+1 N, ! 
i
= µ2⌦
N,
 !
 
(A.35)
The third term (Equation (A.33)) is:
E
h
(x¯
N,
 !
 
)2⌦
N,
 !
 
i
= ⌦
N,
 !
 
E
h
(x¯
N,
 !
 
)2
i
= ⌦
N,
 !
 

Var
h
x¯
N,
 !
 
i
+
⇣
E
h
x¯
N,
 !
 
i⌘2 
) E
h
(x¯
N,
 !
 
)2⌦
N,
 !
 
i
= ⌦
N,
 !
 
⇥
uN,  
2 + µ2
⇤
(A.36)
The fourth term (Equation (A.34)) is:
E
h
xN+1x¯N, ! ⌦N, ! 
i
= ⌦
N,
 !
 
E [xN+1]E
h
x¯
N,
 !
 
i
= ⌦
N,
 !
 
µ · µ
) E
h
xN+1x¯N, ! ⌦N, ! 
i
= µ2⌦
N,
 !
 
(A.37)
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The first term takes some work, but we start with:
E
h
x¯
N,
 !
 
 
N,
 !
 
i
=
1
w
N,
 !
 
E
h
m
N,
 !
 
 
N,
 !
 
i
We recall from Equations (A.17) and (A.20) that
m
N,
 !
 
=
NX
j=1
 
N 1Y
q=j
 q
!
xj
 
N,
 !
 
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
 
Before proceeding further, define a new quantity  
N,
 !
 
by
 
N,
 !
 
=
N 1X
k=1
N 1X
t=k
0BB@N 1Y
p=k
p 6=t
 p
1CCA
 
N 1Y
q=k
 q
!
. (A.38)
=
NX
k=1
N 1X
t=k
0BB@N 1Y
p=k
p 6=t
 p
1CCA
 
N 1Y
q=k
 q
!
(A.39)
Equation (A.38) and (A.39) because k can sum to either N or N   1, and the result is the
same (an “empty” sum will be zero). However, it will be convenient to have both forms
available. Returning to the computation of the first term, we find:
E
h
 
N,
 !
 
m
N,
 !
 
i
= E
2664
0BB@N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘
xk
1CCA
 
NX
j=1
 
N 1Y
q=j
 q
!
xj
!3775
= E
2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
 
N 1Y
q=j
 q
!
xkxj
3775 ,
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which we need to split up into two cases, j = k and j 6= k. Therefore,
E
h
 
N,
 !
 
m
N,
 !
 
i
= E
"
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j=k
 
N 1Y
q=j
 q
!
xkxj+
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j 6=k
 
N 1Y
q=j
 q
!
xkxj
#
= E
2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ N 1Y
q=k
 q
!
x2k
3775+
E
2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j 6=k
 
N 1Y
q=j
 q
!
xkxj
3775
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ N 1Y
q=k
 q
!
E
⇥
x2k
⇤
+
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j 6=k
 
N 1Y
q=j
 q
!
E [xk]E [xj]
=
2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ N 1Y
q=k
 q
!3775 µ2 +  2 +
2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j 6=k
 
N 1Y
q=j
 q
!3775µ2
=  
N,
 !
 
 
µ2 +  2
 
+2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j 6=k
 
N 1Y
q=j
 q
!3775µ2 (A.40)
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We look at the coefficient of the second term (µ2) in the sum:
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j 6=k
 
N 1Y
q=j
 q
!
=
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
 
N 1Y
q=j
 q
!
 
N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ NX
j=1
j=k
 
N 1Y
q=j
 q
!
=
2664N 1X
k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘3775
"
NX
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N 1Y
q=j
 q
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 
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k=1
N 1X
t=k
⇣N 1Y
p=k
p 6=t
 p
⌘ N 1Y
q=k
 q
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(A.41)
= ⌦
N,
 !
 
w
N,
 !
 
   
N,
 !
 
(A.42)
using Equations (A.27) and (A.18) for ⌦
N,
 !
 
and w
N,
 !
 
, respectively, for the first term, and
Equation (A.39) for the second term in Equation (A.41). Substituting the expression in
Equation (A.42) into Equation (A.40), we obtain an expression for Equation (A.32):
E
h
 
N,
 !
 
m
N,
 !
 
i
=  
N,
 !
 
 
µ2 +  2
 
+
⇣
⌦
N,
 !
 
w
N,
 !
 
   
N,
 !
 
⌘
µ2
=  
N,
 !
 
 2 + ⌦
N,
 !
 
w
N,
 !
 
µ2
) E
h
 
N,
 !
 
x¯
N,
 !
 
i
=
1
w
N,
 !
 
 
N,
 !
 
 2 + ⌦
N,
 !
 
µ2 (A.43)
Adding the four terms in Equations (A.35), (A.36), (A.37) and (A.43) together, we have
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(taking the signs into account):
E
✓w
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  E
h
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  E
h
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)2⌦
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i
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h
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i
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1
w
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⇣
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⌘
 
⇣
⌦
N,
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 
⇥
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2 + µ2
⇤⌘
+
⇣
µ2⌦
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 !
 
⌘
=
1
w
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 !
 
 
N,
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 
 2   ⌦
N,
 !
 
uN,  
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) E

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@
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 
L
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 
 
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2
w
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1
w
N,
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 
 
N,
 !
 
  ⌦
N,
 !
 
uN, 
!
 2 (A.44)
which shows that, as expected, @
@
 !
 
L
N+1,
 !
 
⇠ O( )2. Note that an alternative proof starts
by showing
E

@
@
 !
 
L
N+1,
 !
 
 
=

@
@
 !
 
u
N,
 !
 
 
 2,
which is enough to show E
h
@
@
 !
 
L
N+1,
 !
 
i
⇠ O( 2), but then arriving at Equation (A.44) is
more arduous.
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We assume that we have N observations (D = N   ⌧ ):
x1, x2, . . . , x⌧ , x⌧+1, . . . , x⌧+D
where
x1, x2, . . . , x⌧ ⇠ N(µ1,  21)
x⌧+1, . . . , x⌧+D ⇠ N(µ2,  22)
Appendix A. Derivations 175
We would like to know, given this information, what the optimal value b ⌧,N is for each
N , where we define
b ⌧,N =
8<:inf 2[0,1] E
⇥
(x¯N,    µ0)2
⇤
for N  ⌧ ,
inf 2[0,1] E
⇥
(x¯N,    µ1)2
⇤
for N > ⌧ .
(A.45)
we shall often abbreviate this to
b ⌧,N = E⇥(x¯N,    µ0,1,N)2⇤,
In other words, we are trying to find the forgetting factor that minimises the (squared-
)difference between the forgetting factor mean and the actual mean. Furthermore, we would
like to find this value for each N . There are two cases, N  ⌧ and N > ⌧ .
Case 1 :N  ⌧
In the case N  ⌧ ,
E
⇥
(x¯N,    µ0,1,N)2
⇤
= E
⇥
(x¯N,    µ1)2
⇤
= E
⇥
(x¯N, )
2   2µ1x¯N,  + µ21
⇤
= E
⇥
(x¯N, )
2
⇤  2µ1E⇥x¯N, ⇤+ E⇥µ21⇤
=
 
Var
⇥
x¯N, 
⇤
+ (E
⇥
x¯N, 
⇤
)2
   2µ1E⇥x¯N, ⇤+ E⇥µ21⇤
=
 
uN,  
2
1 + µ
2
1
   2µ1(µ1) + µ21
=
 
uN, 
 
 21
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Case 2 :N > ⌧
Now assuming N > ⌧ ,
(x¯N,    µ2)2 = (x¯N, )2   2µ2x¯N,  + µ22
= A1 + A2 + A3
A1 = (x¯N, )
2
A2 =  2µ2x¯N, 
A3 = µ
2
2
Then,
E
⇥
(x¯N,    µ2)2
⇤
= E
⇥
A1 + A2 + A3
⇤
= E
⇥
A1
⇤
+ E
⇥
A2
⇤
+ E
⇥
A3
⇤
And we find these expectations now. First we find E
⇥
x¯N, 
⇤
:
E
⇥
x¯N, 
⇤
=
1
wN, 
E
 ⌧X
k=1
 N kxk +
NX
k=⌧+1
 N kxk
 
=
1
wN, 
E

 D
⌧X
k=1
 ⌧ kxk +
DX
j=1
 D kxj+⌧
 
=
1
wN, 
✓
 D
⌧X
k=1
 ⌧ kµ1 +
DX
j=1
 D kµ2
◆
) E⇥x¯N, ⇤ = 1
wN, 
✓
 D(w⌧, )µ1 + (wD, )µ2
◆
(A.46)
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Now we calculate E
⇥
(x¯N, )2
⇤
:
(x¯N, )
2 =
✓
1
wN, 
NX
k=1
 N kxk
◆2
=
✓
1
wN, 
◆2
B1 +B2 +B3
 
B1 =  
2D
✓ ⌧X
k=1
 ⌧ kxk
◆2
B2 = 2 
D
✓ ⌧X
k=1
 ⌧ kxk
◆✓ DX
j=1
 D kxj+⌧
◆
B3 =
✓ DX
j=1
 D kxj+⌧
◆2
In general:
✓ MX
k=1
akxk
◆2
=
✓ MX
k=1
akxk
◆✓ MX
j=1
ajxj
◆
=
MX
k=1
a2kx
2
k +
MX
k=1
akxk
✓ MX
j=1
j 6=k
ajxj
◆
=
MX
k=1
a2kx
2
k +
MX
k=1
MX
j=1
j 6=k
akajxkxj
Now, it can be shown that:
E
✓ MX
k=1
akxk
◆2 
= E
 MX
k=1
a2kx
2
k +
MX
k=1
MX
j=1
j 6=k
akajxkxj
 
=
✓ MX
k=1
a2k
◆
( 2) +
✓ MX
k=1
ak
◆2
(µ2)
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If, in particular, we define:
ak =  
⌧ k,
)
⌧X
k=1
ak =
⌧X
k=1
 ⌧ k
= w⌧, 
)
⌧X
k=1
a2k =
⌧X
k=1
 
 ⌧ k
 2
=
⌧X
k=1
 
 2
 ⌧ k
= w⌧, 2
Now using the general result above for E
⇥
B1
⇤
:
E
⇥
B1
⇤
= E

 2D
✓ ⌧X
k=1
 ⌧ kxk
◆2 
=  2D
✓ ⌧X
k=1
( ⌧ k)2
◆
 21 +
✓ ⌧X
k=1
 ⌧ k
◆2
µ21
 
=  2D
 
w⌧, 2
 
 21 +
 
w⌧, 
 2
µ21
 
Now for E
⇥
B2
⇤
:
E
⇥
B2
⇤
= E

2 D
✓ ⌧X
k=1
 ⌧ kxk
◆✓ DX
j=1
 D kxj+⌧
◆ 
= 2 D
 ⌧X
k=1
DX
j=1
 ⌧ k D k
⇥
µ1
⇤⇥
µ2
⇤ 
= 2 Dµ1µ2
✓ ⌧X
k=1
 ⌧ k
◆✓ DX
j=1
 D k
◆ 
= 2 Dµ1µ2w⌧, wD, 
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Now for E
⇥
B3
⇤
(will be similar to E
⇥
B1
⇤
):
E
⇥
B3
⇤
= E
✓ DX
j=1
 D kxj+⌧
◆2 
=
 
wD, 2
 
 22 +
 
wD, 
 2
µ22
 
We can put this all together, and simplify (completing the square) to get:
(wN, )
2 · E⇥ x¯N,  2⇤ = EB1 +B2 +B3 
= E
⇥
B1
⇤
+ E
⇥
B2
⇤
+ E
⇥
B3
⇤
=  2D
 
w⌧, 2
 
 21 +
 
w⌧, 
 2
µ21
 
+ 2 Dµ1µ2w⌧, wD, +
+
 
wD, 2
 
 22 +
 
wD, 
 2
µ22
 
=

 Dw⌧, µ1 + wD, µ2
 2
+

 2Dw⌧, 2 
2
1 + wD, 2 
2
2
 
Finally, we have
E
⇥ 
x¯N, 
 2⇤
=
✓
1
wN, 
◆2"
 Dw⌧, µ1 + wD, µ2
 2
+

 2Dw⌧, 2 
2
1 + wD, 2 
2
2
 #
(A.47)
E[ 2µ2x¯N, ] =  2µ2E[x¯N, ]
=   2µ2
wN, 
✓
 D(w⌧, )µ1 + (wD, )µ2
◆
E[µ22] = µ
2
2
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Putting these together, and noticing the perfect square, we have
E
⇥
(x¯N,    µ2)2
⇤
=
✓
1
wN, 
◆✓
 Dw⌧, µ1 + wD, µ2
◆
  µ2
 2
+
+
✓
1
wN, 
◆2
 2Dw⌧, 2 
2
1 + wD, 2 
2
2
 
Now, recalling our results from Equations (A.47) and (A.46):
E
⇥
X¯2N, 
⇤
=
✓
1
wN, 
◆2"
 Dw⌧, µ1 + wD, µ2
 2
+

 2Dw⌧, 2 
2
1 + wD, 2 
2
2
 #
E
⇥
X¯N, 
⇤
=
1
wN, 
✓
 D(w⌧, )µ1 + (wD, )µ2
◆
)
⇣
E
⇥
X¯N, 
⇤⌘2
=
✓
1
wN, 
◆2✓
 D(w⌧, )µ1 + (wD, )µ2
◆2
we notice that (E[X¯N, ])2 is the same as the first term of E[X¯2N, ]. Therefore,
Var
⇥
X¯N, 
⇤
= E
⇥
X¯2N, 
⇤  ⇣E⇥X¯N, ⇤⌘2
) Var⇥X¯N, ⇤ = ✓ 1
wN, 
◆2
 2Dw⌧, 2 
2
1 + wD, 2 
2
2
 
(A.48)
which is just the second term of E[X¯2N, ].
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A.5 Derivation of equations for Wood F method
In Section 7.3.4 and [159] it was not explicitly shown how Equations (7.5) were obtained.
This section provides a sketch of that omitted computation. The G3F distribution [120, 79]
F (↵1,↵2,  ) has density
f(z) =
1
B(↵1,↵2)
 ↵2z↵1 1(  + z) ↵1 ↵2 .
Therefore, its rth momentmr = E[zr] can be computed to be
mr =
1
B(↵1,↵2)
 ↵2
Z 1
0
zr+↵1 1(  + z) ↵1 ↵2 dz =  r
Qr
i=1(↵1 + i  1)Qr
i=1(↵2   i)
This gives us three equations
m1 =  
↵1
↵2   1 (A.49)
m2 =  
2 ↵1(↵1 + 1)
(↵2   1)(↵2   2) (A.50)
m3 =  
2 ↵1(↵1 + 1)(↵1 + 2)
(↵2   1)(↵2   2)(↵2   3) (A.51)
Now, we want to solve for (↵1,↵2,  ) in terms of {m1,m2,m3}. We start by substituting
Equation (A.50) into Equation (A.51), and Equation (A.49) into Equation (A.50) to obtain:
m1 =  
↵1
↵2   1
m2 = m1 
↵1 + 1
↵2   2
m3 = m2 
↵1 + 2
↵2   3
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and rearranging, to get
(↵2   1)m1 =  ↵1
(↵2   2)m2 = m1 (↵1 + 1)
(↵2   3)m3 = m2 (↵1 + 2)
Now, it will be more convenient to let
(↵1,↵2,  ) = (x, y, z)
(m1,m2,m3) = (a, b, c)
and solve for (x, y, z) in terms of (a, b, c). And so we obtain (after a rearrangement), the
system of nonlinear polynomial equations in [x, y, z]:
xz   ay + a = 0
axz   by + az + 2b = 0
bxz   cy + bz + 3c = 0
In order to solve this system of nonlinear equations, we use an algorithm due to Buchberger
[21, 22], utilising Gro¨bner bases. A good introduction to Gro¨bner bases (and English trans-
lations of the original references) can be found in [23]; or see [39]. Maple solves such a
nonlinear system using Gro¨bner bases [57]. An accessible introduction that provides all the
details necessary to perform the computation is [2]. Defining I =< f1, f2, f3 > to be the
ideal generated by
f1 = xz   ay + a
f2 = axz   by + az + 2b
f3 = bxz   cy + bz + 3c
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we can show that a Gro¨bner basis for I with respect to the pure lexicographical order (the
reason we use x, y, z) is G =< g1, g2, g3 >, where
g1 = xz   ay + a
g2 = ( a2 + b)y   az + (a2   2b)
g3 = z + t1/t2
t1 =  2a2c+ ab2 + bc
t2 =  a2b+ 2b2   ac
Using g3 to reduce g2 to g02, i.e. g2  !g3 g02, and g1  !{g3,g02} g01,
g01 = x 
⇥
2a(ac  b2)⇤ /t1
g02 = y +
⇥
a2b+ 3ac  4b2⇤ /t2
g3 = z + t1/t2
These generators will provide (↵1,↵2,  ) in terms of the moments (m1,m2,m3). However,
in order to obtain (↵1,↵2,  ) in terms of the cumulants (1,2,3), we can use the relations:
a = m1 = 1
b = m2 = 2 + 
2
1
c = m3 = 3 + 321 + 
3
1
which can be obtained from Equation (7.3). Using these relations and simplifying, and
replacing (x, y, z) with (↵1,↵2,  ), we finally obtain
↵1 = 21
⇥
212 + 13   22
⇤
/r1
↵2 = 3 + 22
⇥
21 + 2
⇤
/r2
  = r1/r2
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where
r1 = 41
2
2 + 3(2   21)
r2 = 13   222
which are exactly the equations given in [159].
A.6 Derivations for the forgetting factor variance
A.6.1 Derivation of vN, 
Suppose we define SN,  by
SN,  =
NX
k=1
 N k
⇥
xk   x¯N, 
⇤2
. (A.52)
Recall the definitions of x¯N,  and wN,  from Equations (3.3) and (3.4),
x¯N,  =
1
wN, 
NX
k=1
 N kxk, wN,  =
NX
k=1
 N k
the following relation holds:
NX
k=1
 N k
⇥
xk   x¯N, 
⇤2
=
NX
k=1
 N kx2k   wN, x¯2N, . (A.53)
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For the moment, let’s assume this relation is true (it will be proved below). Then, assuming
the variables X1, . . . , XN are i.i.d. (with E[Xk] = µ, Var[Xk] =  2) we derive
E[SN, ] = E
 NX
k=1
 N k
⇥
Xk   X¯N, 
⇤2 
= E
 NX
k=1
 N kX2k   wN, X¯2N, 
 
=
NX
k=1
E
⇥
 N kX2k
⇤  E⇥wN, X¯2N, ⇤
=
NX
k=1
 N kE
⇥
X2k
⇤  wN, E⇥X¯2N, ⇤
=
NX
k=1
 N k
 
Var[Xk] + (E[Xk])2
   wN, E⇥X¯2N, ⇤
=
NX
k=1
 N k
 
 2 + µ2
   wN, E⇥X¯2N, ⇤
= wN, 
 
 2 + µ2
   wN, E⇥X¯2N, ⇤
= wN, 
 
 2 + µ2   E⇥X¯2N, ⇤ 
= wN, 
⇣
 2 + µ2   Var⇥X¯N, ⇤   E⇥X¯N, ⇤ 2⌘
= wN, 
 
 2 + µ2   uN,  2   (µ)2
 
= wN, (1  uN, ) 2
= vN,  
2
if we define
vN,  = wN, (1  uN, ). (A.54)
Then,
E[s2N, ] = E

1
vN, 
SN, 
 
=  2
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The relation in Equation (A.53) is shown by:
NX
k=1
 N k
⇥
xk   x¯N, 
⇤2
=
NX
k=1
 N k
⇥
x2k   2xkx¯N,  + x¯2N, 
⇤
=
NX
k=1
 N kx2k   2x¯N, 
NX
k=1
 N kxk + x¯2N, 
NX
k=1
 N k
=
NX
k=1
 N kx2k   2x¯N, mN,  + x¯2N, wN, 
=
NX
k=1
 N kx2k   2x¯N,  (wN, x¯N, ) + x¯2N, wN, 
=
NX
k=1
 N kx2k   wN, x¯2N, 
A.6.2 Sequential update equation for s2N, 
Recall from Appendix A.6.1 that we can define s2N,  by
s2N,  =
1
vN, 
SN, ,
where
SN,  =
NX
k=1
 N k
⇥
xk   x¯N, 
⇤2
vN,  = wN, (1  uN, ). (A.55)
We already have sequential update equations for wN,  and uN, , so there is no need to find a
sequential update equation for vN,  (can simply use Equation (A.55)). A sequential update
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equation for SN,  can be derived as follows:
SN+1,  =
N+1X
k=1
 N+1 k
⇥
xk   x¯N+1, 
⇤2
=
N+1X
k=1
 N+1 kx2k   wN+1, x¯2N+1, 
=
 
N+1X
k=1
 N+1 kx2k
!
  wN+1, x¯2N+1, 
=
 
NX
k=1
 N+1 kx2k + x
2
N+1
!
  wN+1, x¯2N+1, 
=  
NX
k=1
 N kx2k + x
2
N+1   wN+1, x¯2N+1, 
=  
 
NX
k=1
 N kx2k
!
+ x2N+1   wN+1, x¯2N+1, 
=  
 
NX
k=1
 N kx2k   wN, x¯2N,  + wN, x¯2N, 
!
+ x2N+1   wN+1, x¯2N+1, 
=  
 
NX
k=1
 N kx2k   wN, x¯2N, 
!
+  wN, x¯
2
N,  + x
2
N+1   wN+1, x¯2N+1, 
=  SN,  + (wN+1,    1)x¯2N,  + x2N+1   wN+1, x¯2N+1, 
=  SN,  + (wN+1,    1)x¯2N,  + x2N+1
  wN+1, 
✓✓
wN+1,    1
wN+1, 
◆
x¯N,    1
wN+1
xN+1
◆2
=  SN,  + (wN+1,    1)x¯2N,  + x2N+1
  1
wN+1, 
⇣
(wN+1,    1) x¯N,    xN+1
⌘2
=  SN,  + (wN+1,    1)x¯2N,  + x2N+1
  1
wN+1, 
⇣
(wN+1,    1)2 x¯2N,    2 (wN+1,    1) x¯N, xN+1 + x2N+1
⌘
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Now, the coefficient of the x¯2N,  term is:
(wN+1,    1)  (wN+1,    1)
2
wN+1, 
=
1
wN+1, 
 
wN+1, (wN+1,    1)  (wN+1,    1)2
 
=
1
wN+1, 
⇣
w2N+1,    wN+1, 
  (w2N+1,    2wN+1,  + 1)
⌘
=
1
wN+1, 
⇣
  wN+1,  + 2wN+1,    1
⌘
=
wN+1,    1
wN+1, 
.
The coefficient of the x2N+1 term is:
1  1
wN+1, 
=
wN+1,    1
wN+1, 
The coefficient of the x¯N, xN+1 is:
 2
✓
wN+1,    1
wN+1, 
◆
.
And so:
SN+1,  =  SN,  +
✓
wN+1,    1
wN+1, 
◆ 
x¯2N,    2x¯N, xN+1 + x2N+1
 
,
which can be factorised to give the update equation
SN+1,  =  SN,  +
✓
wN+1,    1
wN+1, 
◆
(x¯N,    xN+1)2 .
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A.6.3 The covariance of the FFF variance terms
Assuming x1, x2, . . . , xN are sampled from i.i.d. X1, X2, . . . , XN ⇠ N(µ,  2). Suppose
that for i = 1, 2, . . . , N , yi is defined as
yi = xi   x¯N, 
= xi   1
wN, 
NX
j=1
 N jxj (A.56)
To compute Cov(yi, yj), first assume i 6= j, and define
yi =
NX
p=1
apxp
yj =
NX
q=1
bqxq
where
ap =
8<:   1wN,  N p for p 6= i1  1wN,  N i for p = i
bq =
8<:   1wN,  N q for q 6= j1  1wN,  N j for q = j
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Now,
Cov(yi, yj) = Cov
✓ NX
p=1
apxp,
NX
q=1
bqxq
◆
=
NX
p=1
ap
NX
q=1
bqCov
✓
xp, xq
◆
=
NX
p=1
X
q=p
apbqCov
✓
xp, xq
◆
+
NX
p=1
X
q 6=p
apbqCov
✓
xp, xq
◆
=
NX
p=1
X
q=p
apbqCov
✓
xp, xq
◆
+ 0
=
NX
p=1
apbpCov
✓
xp, xp
◆
=
NX
p=1
apbpVar[xp]
=
✓ NX
p=1
apbp
◆
Var[xp]
=
✓ NX
p=1
apbp
◆
 2
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We start with
NX
p=1
apbp =
NX
p=1
p 6=i
p 6=j
apbp + aibi + ajbj
=
NX
p=1
p 6=i
p 6=j
✓
  1
wN, 
 N p
◆✓
  1
wN, 
 N p
◆
+
+
✓
1  1
wN, 
 N i
◆✓
  1
wN, 
 N i
◆
+
+
✓
  1
wN, 
 N j
◆✓
1  1
wN, 
 N j
◆
=
NX
p=1
p 6=i
p 6=j
✓
1
wN, 
 N p
◆2
+
 
✓
1
wN, 
 N i
◆
+
✓
1
wN, 
 N i
◆2
+
 
✓
1
wN, 
 N j
◆
+
✓
1
wN, 
 N j
◆2
=
NX
p=1
✓
1
wN, 
 N p
◆2
 
✓
1
wN, 
 N i
◆
 
✓
1
wN, 
 N j
◆
=
✓
1
wN, 
◆2 NX
p=1
( 2)N p  
✓
1
wN, 
◆✓
 N i +  N j
◆
= uN,    1
wN, 
✓
 N i +  N j
◆
Therefore,
Cov(yi, yj) =
✓ NX
p=1
apbp
◆
 2
=
 
uN,    1
wN, 
✓
 N i +  N j
◆!
 2
The variance of the yi are computed in the next section.
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A.6.4 The variance of yi
We start by rewriting yk:
yk = xk   x¯N, 
yk = xk   1
wN, 
NX
p=1
 N pxp
=
NX
p=1
apxp
where
ap =
8<:   1wN,  N p for p 6= k1  1wN,  N k for p = k (A.57)
First, we compute
NX
p=1
ap =
⇣
1  1
wN, 
 N k
⌘
  1
wN, 
NX
p=1
p 6=k
 N p
= 1  1
wN, 
NX
p=1
 N p
= 1  1
wN, 
(wN, )
)
NX
p=1
ap = 0
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Next, we compute
NX
p=1
(ap)
2 =
⇣
1  1
wN, 
 N k
⌘2
+
NX
p=1
p 6=k
✓
  1
wN, 
 N p
◆2
= 1  2
wN, 
 N k +
✓
1
wN, 
 N k
◆2
+
NX
p=1
p 6=k
✓
  1
wN, 
 N p
◆2
= 1  2
wN, 
 N k +
✓
1
wN, 
◆2 NX
p=1
( 2)N p
= 1  2
wN, 
 N k + uN, 
Now,
Var[yk] = Var
 NX
p=1
apxp
 
=
NX
p=1
(ap)
2Var
⇥
xp
⇤
=
✓ NX
p=1
(ap)
2
◆
 2
) Var[yk] =
✓
1 + uN,    2
wN, 
 N k
◆
 2
A.6.5 Computing the cumulants for the FFF variance
Supposing that the observations x1, x2, . . . , xN are sampled from the random variables
X1, X2, . . . , XN , where
Xi ⇠ N(µ,  2) (A.58)
and the fixed forgetting factor variance s2N, 
s2N,  =
1
vN, 
NX
i=1
 N i [xi   x¯N, ]2 (A.59)
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and that
yi = xi   x¯N, . (A.60)
Defining Yi = Xi   X¯N, , for i 6= j, the covariance (from Appendix A.6.3) is
Cov(Yi, Yj) =
✓
uN,    1
wN, 
 
 N i +  N j
 ◆
 2 (A.61)
and the variance of a single yi (from Appendix A.6.4) is
Var [Yi] =
✓
1 + uN,    2
wN, 
 N i
◆
 2. (A.62)
Note the slight difference between the covariance of diagonal terms (variance) and the off-
diagonal terms — an extra term with value  2. The FFF variance could be written in terms
of the yi as
s2N,  =
NX
i=1
 N i
vN, 
y2i
and defining
zi =
s
 N i
vN, 
yi
the FFF variance can be expressed as
s2N,  =
NX
i=1
z2i . (A.63)
Note that
E[Yi] = E
⇥
Xi   X¯N, 
⇤
= E [Xi]  E
⇥
X¯N, 
⇤
= µ  µ = 0, (A.64)
and so E[zi] = 0. Now, the covariance of the zi variables can be expressed (for i 6= j) as
Cov(zi, zj) =
1
vN, 
p
 N i
p
 N j
✓
uN,    1
wN, 
 
 N i +  N j
 ◆
 2 (A.65)
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and for i = j,
Cov(zi, zi) = Var[zi] =
1
vN, 
 N i
✓
1 + uN,    2
wN, 
 N i
◆
 2
=
1
vN, 
 N i
✓
uN,    2
wN, 
 N i
◆
 2 +
1
vN, 
 N i 2 (A.66)
Unfortunately these zi are dependent, and it would be preferable to rather deal with inde-
pendent random variables. The Box-Cochran theorem says that there is a transformation
NX
i=1
z2i =
RX
j=1
⌫j⇠
2
j (A.67)
where the ⇠j are independent (note that E[zi] = 0, a requirement of the theorem). The ⌫j
are eigenvalues of the covariance matrix Z of the zi variables, and so form = 1, 2, 3, . . . ,
tr(Zm) =
RX
j=1
⌫mj . (A.68)
This formula is very useful, because in order to compute themth cumulant of the s2N, , only
the trace of themth power of the Z covariance matrix needs to be computed — there is no
need to compute the eigenvalues of Z! In order to useWood’s F method, only the first three
cumulants are needed, and hence only tr(Zm) form = 1, 2, 3 need to be computed. In fact,
the cumulants are a scalar multiple of these terms, where the scalar equals (m   1)!2m 1.
Before we begin, note that the matrix covariance Z can be expressed as:
Zik =
(
xik if i 6= k
xii + ↵i if i = k
(A.69)
where
xik =
1
vN, 
p
 N i
p
 N k
✓
uN,    1
wN, 
( N i +  N k)
◆
 2 (A.70)
↵i =
1
vN, 
 N i 2 (A.71)
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and so
xii =
1
vN, 
 N i
✓
uN,    2
wN, 
 N i
◆
 2. (A.72)
Note that Zik = Zki and xik = xki (symmetry). This will be very useful during the cal-
culations below. Furthermore, for the remainder of this section, we shall simplify notation
somewhat by dropping certain subscripts, i.e.
u = uN, 
v = vN, 
w = wN, 
However, if the subscripts are different, of course this will be written in full, e.g. wN, 2 .
With these preliminaries dispensed with, the computation of the first three cumulants can
now begin.
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First cumulant
tr(Z) =
NX
i=1
Zii
=
NX
i=1
(xii + ↵i)
=
NX
i=1
✓
1
v
 N i
✓
u  2
w
 N i
◆
 2 +
1
v
 N i 2
◆
=  2
NX
i=1
 N i
v
✓
1 + u  2
w
 N i
◆
=
 2
v
 
(1 + u)
NX
i=1
 N i   2
w
NX
i=1
 
 N i
 2!
=
 2
v
 
(1 + u)
NX
i=1
 N i   2w 1
w2
NX
i=1
 
 N i
 2!
=
 2
v
((1 + u)w   2wu)
=
 2
v
(1  u)w
=  2
since v = w(1  u).
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Second cumulant
(Z2)ij = (ZZ)ij
=
NX
k=1
ZikZkj
) tr(Z2) =
NX
i=1
NX
k=1
ZikZki
=
NX
k=1
NX
i=1
Z2ik
=
NX
k=1
k 6=i
NX
i=1
Z2ik +
X
k=i
NX
i=1
Z2ik
=
NX
k=1
k 6=i
NX
i=1
Z2ik +
NX
i=1
Z2ii
=
NX
k=1
k 6=i
NX
i=1
x2ik +
NX
i=1
(xii + ↵i)
2
=
NX
k=1
k 6=i
NX
i=1
x2ik +
NX
i=1
(x2ii + 2xii↵i + ↵
2
i )
=
NX
k=1
NX
i=1
x2ik +
NX
i=1
(2xii↵i + ↵
2
i )
=
NX
i=1
NX
k=1
x2ik + 2
NX
i=1
xii↵i +
NX
i=1
↵2i
= A+B + C,
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where
A =
NX
i=1
NX
k=1
x2ik
B = 2
NX
i=1
xii↵i
C =
NX
i=1
↵2i
Each of these terms will be tackled separately (indeed, breaking down the computation will
be even more necessary for the third cumulant).
A =
NX
i=1
NX
k=1
(xik)
2
=
NX
i=1
NX
k=1
✓
1
v
p
 N i
p
 N k
✓
u  1
w
( N i +  N k)
◆
 2
◆2
=
 4
v2
NX
i=1
NX
k=1
 N i N k
✓
u2   2u
w
( N i +  N k) +
1
w2
 
 N i +  N k
 2◆
=
 4
v2
NX
i=1
NX
k=1

 N i N ku2   2u
w
 N k( 2)N i   2u
w
( 2)N k N i
+
1
w2
( 3)N i N k +
2
w2
( 2)N k( 2)N i +
1
w2
 N i( 3)N k
 
=
 4
v2
[A1 + A2 + A3 + A4 + A5 + A6]
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where
A1 =
NX
i=1
NX
k=1
 N i N ku2
A2 =  
NX
i=1
NX
k=1
2u
w
 N k( 2)N i
A3 =  
NX
i=1
NX
k=1
2u
w
( 2)N k N i
A4 =
NX
i=1
NX
k=1
1
w2
( 3)N i N k
A5 =
NX
i=1
NX
k=1
2
w2
( 2)N k( 2)N i
A6 =
NX
i=1
NX
k=1
1
w2
 N i( 3)N k
Each of these terms can be easily computed:
A1 = u
2w2
A2 =  2u
w
· w · (wN, 2) =  2u · (wN, 2) =  2u2w2
A3 = A2 (symmetry) =  2u2w2
A4 =
1
w2
· (wN, 3) · w = 1w (wN, 3)
A5 =
2
w2
· (wN, 2) · (wN, 2) = 2u(wN, 2) = 2u2w2
A6 = A4 (symmetry) =
1
w
(wN, 3)
where the relation
u =
1
w2
(wN, 2), uw2 = (wN, 2) (A.73)
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has been used repeatedly. Therefore,
A =
 4
v2

u2w2   2u2w2   2u2w2 + 1
w
(wN, 3) + 2u
2w2 +
1
w
(wN, 3)
 
=
 4
v2

 u2w2 + 2
w
(wN, 3)
 
Term B is easier to compute:
B = 2
NX
i=1
xii↵i
= 2
NX
i=1
1
v
 N i
✓
u  2
w
 N i
◆
 2
1
v
 N i 2
=
2 4
v2
NX
i=1
( 2)N i
✓
u  2
w
 N i
◆
=
2 4
v2
"
NX
i=1
( 2)N iu  2
w
NX
i=1
( 3)N i
#
=
2 4
v2

u(wN, 2)  2w (wN, 3)
 
=
 4
v2

2u2w2   4
w
(wN, 3)
 
And term C equals,
C =
NX
i=1
↵2i
=
NX
i=1
1
v2
( 2)N i 4
=
 4
v2
(wN, 2)
=
 4
v2
uw2
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Putting these three terms together,
tr(U2) = A+B + C
=
 4
v2
✓
 u2w2 + 2
w
(wN, 3)
◆
+
✓
2u2w2   4
w
(wN, 3)
◆
+ (uw2)
 
=
 4
v2

u2w2   2
w
(wN, 3) + uw
2
 
which completes the computation for the second cumulant.
A short note on double summation notation
If we consider the term X ,
X =
NX
i=1
NX
k=1
k 6=i
xik, (A.74)
in order to compute this term, the summation over i would need to be done first, and then
the summation over k (when k 6= i) could then be done. Technically, therefore, this term
should be written with a different order of summation
X =
NX
k=1
k 6=i
NX
i=1
xik.
However, in the next section it will be more convenient to write terms such as X using
the form in Equation (A.74), even though it is understood that to compute the term the
summation over i will need to be done first.
Appendix A. Derivations 203
Third cumulant
(Z3)pq = ((ZZ)Z)pq
=
NX
t=1
(ZZ)ptZtq
=
NX
t=1
 
NX
k=1
ZpkZkt
!
Ztq
=
NX
t=1
NX
t=1
ZpkZktZtq
) tr(Z3) =
NX
q=1
NX
t=1
NX
k=1
ZqkZktZtq
First, this sum will need to be rewritten in terms of xqk and ↵q terms.
tr(Z3) =
NX
q=1
NX
t=1
NX
k=1
ZqkZktZtq
=
NX
q=1
NX
t=1
 NX
k=1
k 6=t
k 6=q
ZqkZktZtq +
X
k=t
ZqkZktZtq +
X
k=q
ZqkZktZtq
 
=
NX
q=1
NX
t=1
 NX
k=1
k 6=t
k 6=q
ZqkZktZtq + ZqtZttZtq + ZqqZqtZtq
 
= A+B + C
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where
A =
NX
q=1
NX
t=1
NX
k=1
k 6=t
k 6=q
ZqkZktZtq
B =
NX
q=1
NX
t=1
ZqtZttZtq
C =
NX
q=1
NX
t=1
ZqqZqtZtq
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Because Z is symmetric, by swapping q and t we can see that B = C. Before we compute
A, let us first expand the term T :
T =
NX
q=1
NX
t=1
NX
k=1
xqkxktxtq
=
NX
q=1
NX
t=1
 NX
k=1
k 6=t
k 6=q
xqkxktxtq +
X
k=t
xqkxktxtq +
X
k=q
xqkxktxtq
 
=
NX
q=1
NX
t=1
 NX
k=1
k 6=t
k 6=q
xqkxktxtq + xqtxttxtq + xqqxqtxtq
 
=
NX
q=1
NX
t=1
NX
k=1
k 6=t
k 6=q
xqkxktxtq +
NX
q=1
NX
t=1
xqtxttxtq +
NX
q=1
NX
t=1
xqqxqtxtq
=
NX
q=1
NX
t=1
NX
k=1
k 6=t
k 6=q
xqkxktxtq + 2
NX
q=1
NX
t=1
xttxqtxtq (by symmetry)
=
NX
q=1
NX
t=1
NX
k=1
k 6=t
k 6=q
xqkxktxtq + 2
NX
q=1
NX
t=1
xtt(xqt)
2
=
0BBB@
NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
xqkxktxtq +
NX
q=1
X
t=q
NX
k=1
k 6=t
k 6=q
xqkxktxtq
1CCCA+ 2
NX
q=1
NX
t=1
xtt(xqt)
2
) T =
NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
xqkxktxtq +
NX
q=1
NX
k=1
k 6=q
xqq(xqk)
2 + 2
NX
q=1
NX
t=1
xtt(xqt)
2 (A.75)
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Now, returning to term A,
A =
NX
q=1
NX
t=1
NX
k=1
k 6=t
k 6=q
ZqkZktZtq
=
NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
ZqkZktZtq +
NX
q=1
X
t=q
NX
k=1
k 6=t
k 6=q
ZqkZktZtq
=
NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
ZqkZktZtq +
NX
q=1
NX
k=1
k 6=q
ZqkZkqZqq
=
NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
ZqkZktZtq +
NX
q=1
NX
k=1
k 6=q
Zqq(Zqk)
2
=
NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
xqkxktxtq +
NX
q=1
NX
k=1
k 6=q
(xqq + ↵q)(xqk)
2
) A =
NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
xqkxktxtq +
NX
q=1
NX
k=1
k 6=q
xqq(xqk)
2 +
NX
q=1
NX
k=1
k 6=q
↵q(xqk)
2
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Note that the first two terms of A coincide with the first two terms of T . Now, term C
equals
C =
NX
q=1
NX
t=1
ZqqZqtZtq
=
NX
q=1
NX
t=1
Zqq(Ztq)
2
=
NX
q=1
NX
t=1
t 6=q
Zqq(Ztq)
2 +
NX
q=1
X
t=q
Zqq(Ztq)
2
=
NX
q=1
NX
t=1
t 6=q
Zqq(Ztq)
2 +
NX
q=1
Zqq(Zqq)
2
=
NX
q=1
NX
t=1
t 6=q
(xqq + ↵q)(xtq)
2 +
NX
q=1
(xqq + ↵q)
3
=
NX
q=1
NX
t=1
t 6=q
xqq(xtq)
2 +
NX
q=1
NX
t=1
t 6=q
↵q(xtq)
2
+
NX
q=1
(xqq)
3 + 3
NX
q=1
(xqq)
2↵q + 3
NX
q=1
xqq(↵q)
2 +
NX
q=1
(↵q)
3
=
0B@ NX
q=1
NX
t=1
t 6=q
xqq(xtq)
2 +
NX
q=1
(xqq)
3
1CA+
0B@ NX
q=1
NX
t=1
t 6=q
↵q(xtq)
2 +
NX
q=1
(xqq)
2↵q
1CA
+ 2
NX
q=1
(xqq)
2↵q + 3
NX
q=1
xqq(↵q)
2 +
NX
q=1
(↵q)
3
=
 
NX
q=1
NX
t=1
xqq(xtq)
2
!
+
 
NX
q=1
NX
t=1
↵q(xtq)
2
!
+ 2
NX
q=1
(xqq)
2↵q + 3
NX
q=1
xqq(↵q)
2 +
NX
q=1
(↵q)
3
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and so since B = C, and
B + C = 2C
= 2
NX
q=1
NX
t=1
xqq(xtq)
2 + 2
NX
q=1
NX
t=1
↵q(xtq)
2
+ 4
NX
q=1
(xqq)
2↵q + 6
NX
q=1
xqq(↵q)
2 + 2
NX
q=1
(↵q)
3
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Note that the first term of B + C is the third term of T (after swapping t andf q), and so
A+B + C =
✓ NX
q=1
NX
t=1
t 6=q
NX
k=1
k 6=t
k 6=q
xqkxktxtq +
NX
q=1
NX
k=1
k 6=q
xqq(xqk)
2
◆
+
NX
q=1
NX
k=1
k 6=q
↵q(xqk)
2
+
✓
2
NX
q=1
NX
t=1
xqq(xtq)
2
◆
+ 2
NX
q=1
NX
t=1
↵q(xtq)
2
+ 4
NX
q=1
(xqq)
2↵q + 6
NX
q=1
xqq(↵q)
2 + 2
NX
q=1
(↵q)
3
= (T ) +
NX
q=1
NX
k=1
k 6=q
↵q(xqk)
2 + 2
NX
q=1
NX
t=1
↵q(xtq)
2
+ 4
NX
q=1
(xqq)
2↵q + 6
NX
q=1
xqq(↵q)
2 + 2
NX
q=1
(↵q)
3
= T +
✓ NX
q=1
NX
k=1
k 6=q
↵q(xqk)
2 +
NX
q=1
(xqq)
2↵q
◆
+ 2
NX
q=1
NX
t=1
↵q(xtq)
2
+ 3
NX
q=1
(xqq)
2↵q + 6
NX
q=1
xqq(↵q)
2 + 2
NX
q=1
(↵q)
3
= T +
✓ NX
q=1
NX
k=1
↵q(xqk)
2
◆
+ 2
NX
q=1
NX
t=1
↵q(xtq)
2
+ 3
NX
q=1
(xqq)
2↵q + 6
NX
q=1
xqq(↵q)
2 + 2
NX
q=1
(↵q)
3
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which gives us
tr(U3) = A+B + C
= T +
NX
q=1
NX
k=1
↵q(xqk)
2 + 2
NX
q=1
NX
t=1
↵q(xtq)
2
+ 3
NX
q=1
(xqq)
2↵q + 6
NX
q=1
xqq(↵q)
2 + 2
NX
q=1
(↵q)
3
= T + 3
✓ NX
q=1
NX
k=1
↵q(xqk)
2
◆
+ 3
NX
q=1
(xqq)
2↵q + 6
NX
q=1
xqq(↵q)
2 + 2
NX
q=1
(↵q)
3
by relabelling the index t as k in the third term, and so finally
tr(U3) = E1 + E2 + E3 + E4 + E5 (A.76)
where
E1 = T =
NX
q=1
NX
t=1
NX
k=1
xqkxktxtq (A.77)
E2 = 3
NX
q=1
NX
k=1
↵q(xqk)
2 (A.78)
E3 = 3
NX
q=1
↵q(xqq)
2 (A.79)
E4 = 6
NX
q=1
xqq(↵q)
2 (A.80)
E5 = 2
NX
q=1
(↵q)
3 (A.81)
This whole section was spent performing necessary manipulation in order to obtain com-
putable summations (in terms of xij and ↵i). The computations of E1 to E5 will be done in
the next sections.
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Computation of E1
From Equation (A.77),
E1 = T =
NX
q=1
NX
t=1
NX
k=1
xqkxktxtq
=
NX
q=1
NX
t=1
NX
k=1
 6
v3
p
 N q
p
 N k
p
 N k
p
 N t
p
 N t
p
 N q·
·
✓
u  1
w
( N q +  N k)
◆✓
u  1
w
( N k +  N t)
◆✓
u  1
w
( N t +  N q)
◆
=
 6
v3
NX
q=1
NX
t=1
NX
k=1
 N q N k N t ·
✓
u  1
w
 
 N q +  N k
 ◆ ·
·
✓
u  1
w
 
 N k +  N t
 ◆✓
u  1
w
 
 N t +  N q
 ◆
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Now, we first work out that:
X =
✓
u  1
w
(↵ +  )
◆✓
u  1
w
(  +  )
◆✓
u  1
w
(  + ↵)
◆
=
✓
u2   u
w
(↵ + 2  +  ) +
1
w2
(↵  +  2 + ↵  +   )
◆✓
u  1
w
(  + ↵)
◆
= u3   u
2
w
(↵ + 2  +  ) +
u
w2
(↵  +  2 + ↵  +   )  u
2
w
(  + ↵)
+
u
w2
(↵ + 2  +  )(  + ↵)  1
w3
(↵  +  2 + ↵  +   )(  + ↵)
= u3   u
2
w
(2↵ + 2  + 2 ) +
u
w2
(↵  +  2 + ↵  +   )
+
u
w2
(↵  + 2   +  2 + ↵2 + 2↵  + ↵ )
  1
w3
(↵   +  2  + ↵ 2 +   2 + ↵2  + ↵ 2 + ↵2  + ↵  )
= u3   2u
2
w
(↵ +   +  ) +
u
w2
(3↵  + 3↵  + 3   + ↵2 +  2 +  2)
  1
w3
(2↵   + ↵ 2 + ↵ 2 +  ↵2 +   2 +  ↵2 +   2)
(A.82)
and if we label
↵ =  N q,   =  N k,   =  N t
we can use the algebra for X above to rewrite E1 as
E1 =
 6
v3
NX
q=1
NX
t=1
NX
k=1
↵  

u3   2u
2
w
(↵ +   +  )
+
u
w2
(3↵  + 3↵  + 3   + ↵2 +  2 +  2)
  1
w3
(2↵   + ↵ 2 + ↵ 2 +  ↵2 +   2 +  ↵2 +   2)
 
= E11 + E12 + E13 + E14
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where
E11 =
 6
v3
NX
q=1
NX
t=1
NX
k=1
↵  u3
=
 6u3
v3
NX
q=1
NX
t=1
NX
k=1
 N k N q N t
=
 6u3
v3
w · w · w
=
 6u3
v3
w3
and
E12 =
 6
v3
NX
q=1
NX
t=1
NX
k=1
↵  

  2u
2
w
(↵ +   +  )
 
=  2 
6u2
wv3
NX
q=1
NX
t=1
NX
k=1

↵2   + ↵ 2  + ↵  2
 
=  2 
6u2
wv3
⇥
(wN, 2)w
2 + w(wN, 2)w + w
2(wN, 2)
⇤
=  6 
6u2
wv3
(wN, 2)w
2
=  6 
6u2w3
v3
1
w2
(wN, 2)
=  6 
6u3w3
v3
Now, since
NX
q=1
NX
t=1
NX
k=1
3↵2 2  = 3(wN, 2)(wN, 2)w
NX
q=1
NX
t=1
NX
k=1
↵3   = (wN, 3)w
2
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using symmetry we can compute
E13 =
 6
v3
NX
q=1
NX
t=1
NX
k=1
↵  

u
w2
(3↵  + 3↵  + 3   + ↵2 +  2 +  2)
 
=
 6u
w2v3
NX
q=1
NX
t=1
NX
k=1

3↵2 2  + 3↵2  2 + 3↵ 2 2 + ↵3   + ↵ 3  + ↵  3
 
=
 6u
w2v3

3 · 3(wN, 2)(wN, 2)w + 3 · (wN, 3)w2
 
=  6
✓
9u
v3w
(wN, 2)
2 +
3u
v3
(wN, 3)
◆
=  6
✓
9uw3
v3
1
w4
(wN, 2)
2 +
3u
v3
(wN, 3)
◆
=  6
✓
9u3w3
v3
+
3u
v3
(wN, 3)
◆
and finally
E14 =
 6
v3
NX
q=1
NX
t=1
NX
k=1
↵  

  1
w3
(2↵   + ↵ 2 + ↵ 2 +  ↵2 +   2 +  ↵2 +   2)
 
(A.83)
we break this up further
E141 =   
6
v3
1
w3
NX
q=1
NX
t=1
NX
k=1
↵  (2↵  )
=   2 
6
w3v3
NX
q=1
NX
t=1
NX
k=1
↵2 2 2
=   2 
6
w3v3
(wN, 2)
3
=  2 
6w3
v3
1
w6
(wN, 2)
3
=  2 
6u3w3
v3
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and
E142 =    
6
w3v3
NX
q=1
NX
t=1
NX
k=1
↵  (↵ 2)
=    
6
w3v3
NX
q=1
NX
t=1
NX
k=1
↵2 3 
=    
6
w3v3
(wN, 2)(wN, 3)w
=   
6
v3
1
w2
(wN, 2)(wN, 3)
=   
6u
v3
(wN, 3)
(A.84)
so using symmetry
E14 = E141 + 6E142
=  6
✓
 2u
3w3
v3
  6u
v3
(wN, 3)
◆
Putting these four terms together,
1
 6
E1 = E11 + E12 + E13 + E14
=
✓
u3w3
v3
◆
+
✓
 6u
3w3
v3
◆
+
✓
9u3w3
v3
+
3u
v3
(wN, 3)
◆
+
✓
 2u
3w3
v3
  6u
v3
(wN, 3)
◆
=
u3w3
v3
(1  6 + 9  2) +
⇣ u
v3
(wN, 3)
⌘
(3  6)
=
2u3w3
v3
  3u
v3
(wN, 3)
) E1 =  6
✓
2u3w3
v3
  3u
v3
(wN, 3)
◆
(A.85)
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Computation of E2
Now for E2, from Equation (A.78):
E2 = 3
NX
q=1
NX
k=1
↵q(xqk)
2
= 3
NX
q=1
NX
k=1
 N q
v
 2
✓
1
v
p
 N q
p
 N k
✓
u  1
w
( N q +  N k)
◆
 2
◆2
=
3 6
v3
NX
q=1
NX
k=1
( 2)N q N k
✓
u2   2u
w
 
 N q +  N k
 
+
1
w2
 
( 2)N q + ( 2)N k + 2 N q N k
 ◆
=
3 6
v3
(E21 + E22 + E23 + E24 + E25 + E26)
where
E21 =
NX
q=1
NX
k=1
( 2)N q N ku2
= (wN, 2)wu
2
= (wN, 2)
1
w2
w3u2
= u3w3
and
E22 =  2u
w
NX
q=1
NX
k=1
( 2)N q N k
 
 N q
 
=  2u
w
NX
q=1
NX
k=1
( 3)N q N k
=  2u
w
(wN, 3)w
=  2u(wN, 3)
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and
E23 =  2u
w
NX
q=1
NX
k=1
( 2)N q N k
 
 N k
 
=  2u
w
NX
q=1
NX
k=1
( 2)N q( 2)N k
=  2u
w
(wN, 2)(wN, 2)
=  2uw
3
w4
(wN, 2)(wN, 2)
=  2u3w3
and
E24 =
NX
q=1
NX
k=1
( 2)N q N k
1
w2
( 2)N q
=
1
w2
NX
q=1
NX
k=1
( 4)N q N k
=
1
w2
(wN, 4)w
=
1
w
(wN, 4)
and
E25 =
NX
q=1
NX
k=1
( 2)N q N k
1
w2
( 2)N k
=
1
w2
NX
q=1
NX
k=1
( 2)N q( 3)N k
=
1
w2
(wN, 2)(wN, 3)
= u(wN, 3)
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and
E26 =
NX
q=1
NX
k=1
( 2)N q N k
2
w2
 N q N k
=
2
w2
NX
q=1
NX
k=1
( 3)N q( 2)N k
=
2
w2
(wN, 3)(wN, 2)
= 2u(wN, 3)
and putting these six terms together
E2 = E21 + E22 + E23 + E24 + E25 + E26
=
3 6
v3
✓
u3w3   2u(wN, 3)  2u3w3 + 1w (wN, 4) + u(wN, 3) + 2u(wN, 3)
◆
=
3 6
v3
✓
u3w3(1  2) + u(wN, 3)( 2 + 1 + 2) + 1w (wN, 4)
◆
=
3 6
v3
✓
 u3w3 + u(wN, 3) + 1w (wN, 4)
◆
=  6
✓ 3u3w3
v3
+
3u
v3
(wN, 3) +
3
wv3
(wN, 4)
◆
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Computation of E3, E4 and E5
From Equation (A.79),
E3 = 3
NX
q=1
↵q(xqq)
2
= 3
NX
q=1
 N q
v
 2
✓
 N q
v
✓
u  2
w
 N q
◆
 2
◆2
=
3 6
v3
NX
q=1
( 3)N q
✓
u2   4u
w
 N q +
4
w2
( 2)N q
◆
=
3 6
v3
NX
q=1
✓
( 3)N qu2   4u
w
( 4)N q +
4
w2
( 5)N q
◆
=
3 6
v3
✓
u2(wN, 3)  4uw (wN, 4) +
4
w2
(wN, 5)
◆
=  6
✓
3
u2
v3
(wN, 3)  12uwv3 (wN, 4) +
12
w2v3
(wN, 5)
◆
and from Equation (A.80),
E4 = 6
NX
q=1
✓
 N q
v
 2
◆2✓
 N q
v
✓
u  2
w
 N q
◆
 2
◆
=
6 6
v3
NX
q=1
( 3)N q
✓
u  2
w
 N q
◆
=
6 6
v3
NX
q=1
✓
( 3)N qu  2
w
( 4)N q
◆
=
6 6
v3
✓
(wN, 3)u  2w (wN, 4)
◆
=  6
✓
6u
v3
(wN, 3)  12wv3 (wN, 4)
◆
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and from Equation (A.81),
E5 = 2
NX
q=1
(↵q)
3
= 2
NX
q=1
✓
 N q
v
 2
◆3
=
2 6
v3
NX
q=1
 
 N q
 3
=
2 6
v3
(wN, 3)
Putting terms together
After all these computations, we have
E1 =  
6
✓
2u3w3
v3
  3u
v3
(wN, 3)
◆
E2 =  
6
✓ 3u3w3
v3
+
3u
v3
(wN, 3) +
3
wv3
(wN, 4)
◆
E3 =  
6
✓
3
u2
v3
(wN, 3)  12uwv3 (wN, 4) +
12
w2v3
(wN, 5)
◆
E4 =  
6
✓
6u
v3
(wN, 3)  12wv3 (wN, 4)
◆
E5 =  
6
✓
2
v3
(wN, 3)
◆
and putting these all together, we finally get
tr(Z3) =
 6
v3
  
u3w3
 
(2  3) + (wN, 3)( 3u+ 3u+ 3u2 + 6u+ 2)
+
1
w
(wN, 4)(3  12u  12) + 12w2 (wN, 5)
 
=
 6
v3

   u3w3 + (wN, 3)(3u2 + 6u+ 2) + 1w (wN, 4)( 9  12u) + 12w2 (wN, 5)
 
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Summary
Since the rthe cumulant of a chi-squared random variable is r(W ) = 2r 1(r   1)! [18],
the rth cumulant of s2N,  is
r(s
2
N, ) = 2
r 1(r   1)!tr(U r),
(see [24]) and so
1(s
2
N, ) =  
2
2(s
2
N, ) =
2 4
v2

u2w2   2
w
(wN, 3) + uw
2
 
3(s
2
N, ) =
8 6
v3

   u3w3 + (wN, 3)(3u2 + 6u+ 2) + 1w (wN, 4)( 9  12u) + 12w2 (wN, 5)
 
.
With these three cumulants, Wood’s F method can be used to compute the cdf of s2N,  to a
good accuracy.
The cumulants can be computed by sequentially updating u, v, w, wN, 3 , wN, 4 , wN, 5 .
A.6.6 Adaptive forgetting factor variance
Suppose we have the adaptive forgetting factor
 !
B = (B1, B2, . . . , B3), (A.86)
for the mean
x¯
N,
 !
B
=
1
w
N,
 !
B
NX
k=1
✓N 1Y
p=k
Bp
◆
xk, (A.87)
And we define
s2
N,
 !
  ,
 !
B
=
1
V
N,
 !
  ,
 !
B
S
N,
 !
  ,
 !
B
,
where
S
N,
 !
  ,
 !
B
=
NX
k=1
✓N 1Y
p=k
 p
◆⇥
xk   x¯N, !B
⇤2
.
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First, we determine V
N,
 !
  ,
 !
B
so that
E[s2
N,
 !
  ,
 !
B
] =  2. (A.88)
Derivation of V
N,
 !
  ,
 !
B
In order to compute E[S
N,
 !
  ,
 !
B
], we first expand S
N,
 !
  ,
 !
B
:
S
N,
 !
  ,
 !
B
=
NX
k=1
✓N 1Y
p=k
 p
◆⇥
xk   x¯N, !B
⇤2
=
NX
k=1
✓N 1Y
p=k
 p
◆⇥
x2k   2xkx¯N, !B + x¯2N, !B
⇤
=
NX
k=1
✓N 1Y
p=k
 p
◆
x2k   2x¯N, !B
✓N 1Y
p=k
 p
◆
xk + x¯
2
N,
 !
B
✓N 1Y
p=k
 p
◆ 
) S =
NX
k=1
✓N 1Y
p=k
 p
◆
x2k   2x¯N, !BmN, !  + x¯2N, !BwN, ! 
 
. (A.89)
Computing the expectation of the middle term takes some care. Recalling
Var[x] = E[x2]  (E[x])2,
and writing
 i =
N 1Y
p=i
Bp, ↵j =
N 1Y
q=j
 q,
and
P
N,
 !
  ,
 !
B
=
NX
i=1
 i↵i =
NX
i=1
 
N 1Y
p=i
Bp
! 
N 1Y
q=i
 q
!
. (A.90)
We then assume
E[xi] = µ, Var[xi] =  2, i = 1, 2, . . . , N,
and start by computing:
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E[x¯
N,
 !
B
m
N,
 !
 
] =
1
w
N,
 !
B
E[w
N,
 !
B
x¯
N,
 !
B
m
N,
 !
 
]
=
1
w
N,
 !
B
E

(m
N,
 !
B
)(m
N,
 !
 
)
 
=
1
w
N,
 !
B
E
✓ NX
i=1
 N 1Y
p=i
Bp
 
xi
◆✓ NX
j=1
 N 1Y
q=j
  xj◆ 
=
1
w
N,
 !
B
E
✓ NX
i=1
 ixi
◆✓ NX
j=1
↵jxj
◆ 
=
1
w
N,
 !
B
E
 NX
i=1
NX
j=1
 i↵jxixj
 
=
1
w
N,
 !
B
NX
i=1
NX
j=1
 i↵jE

xixj
 
=
1
w
N,
 !
B
 NX
i=1
NX
j=1,j 6=i
 i↵jE

xixj
 
+
NX
i=1
NX
j=i
 i↵jE

xixj
  
=
1
w
N,
 !
B
 NX
i=1
NX
j=1,j 6=i
 i↵jE

xixj
 
+
NX
i=1
 i↵iE

x2i
  
=
1
w
N,
 !
B
 NX
i=1
NX
j=1,j 6=i
 i↵jE
⇥
xi
⇤
E
⇥
xj
⇤
+
NX
i=1
 i↵i
 
Var[xi] + E[xi]E[xi]
  
=
1
w
N,
 !
B
 NX
i=1
NX
j=1
 i↵jE
⇥
xi
⇤
E
⇥
xj
⇤
+
NX
i=1
 i↵i
 
Var[xi]
  
=
1
w
N,
 !
B
 NX
i=1
NX
j=1
 i↵jE
⇥
xi
⇤
E
⇥
xj
⇤
+
NX
i=1
 i↵i
 
 2
  
=
1
w
N,
 !
B
 NX
i=1
NX
j=1
 i↵j(µ · µ) +
NX
i=1
 i↵i
 
 2
  
=
1
w
N,
 !
B
 NX
i=1
NX
j=1
 i↵j(µ · µ)
 
+
1
w
N,
 !
B
 NX
i=1
 i↵i
 
 2
  
=
1
w
N,
 !
B
✓ NX
i=1
 i
◆✓ NX
j=1
↵j
◆
(µ2)
 
+
1
w
N,
 !
B
P
N,
 !
  ,
 !
B
 
 2
 
= (µ2)
1
w
N,
 !
B
✓
w
N,
 !
B
◆✓
w
N,
 !
 
◆ 
+
 
 2
  1
w
N,
 !
B
P
N,
 !
  ,
 !
B
= µ2 · w
N,
 !
 
+  2 · 1
w
N,
 !
B
P
N,
 !
  ,
 !
B
(A.91)
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Computing E[S
N,
 !
  ,
 !
B
] is now straightforward:
E[S
N,
 !
  ,
 !
B
] = E
"
NX
k=1
✓N 1Y
p=k
 p
◆
x2k   2x¯N, !BmN, !  + x¯2N, !BwN, ! 
#
= E
"
NX
k=1
✓N 1Y
p=k
 p
◆
x2k
#
  2E
"
x¯
N,
 !
B
m
N,
 !
 
#
+ E
"
x¯2
N,
 !
B
w
N,
 !
 
#
=
NX
k=1
✓N 1Y
p=k
 p
◆
E
⇥
x2k
⇤  2✓µ2 · w
N,
 !
 
+  2 · 1
w
N,
 !
B
P
N,
 !
  ,
 !
B
◆
+ w
N,
 !
 
E
⇥
x¯2
N,
 !
B
⇤
=
NX
k=1
✓N 1Y
p=k
 p
◆✓
Var
⇥
xk
⇤
+
 
E
⇥
xk
⇤ 2◆  2✓µ2 · w
N,
 !
 
+
 2
w
N,
 !
B
P
N,
 !
  ,
 !
B
◆
+ w
N,
 !
 
✓
Var
⇥
x¯
N,
 !
B
⇤
+
 
E
⇥
x¯
N,
 !
B
⇤ 2◆
= w
N,
 !
 
✓
 2 + µ2
◆
  2
✓
µ2 · w
N,
 !
 
+
 2
w
N,
 !
B
P
N,
 !
  ,
 !
B
◆
+ w
N,
 !
 
✓
u
N,
 !
B
 2 + µ2
◆
= w
N,
 !
 
✓
 2
◆
  2
✓
 2
w
N,
 !
B
P
N,
 !
  ,
 !
B
◆
+ w
N,
 !
 
✓
u
N,
 !
B
 2
◆
=
"
(1 + u
N,
 !
B
)w
N,
 !
 
  2
w
N,
 !
B
P
N,
 !
  ,
 !
B
#
 2 (A.92)
Therefore, setting
V
N,
 !
  ,
 !
B
= (1 + u
N,
 !
B
)w
N,
 !
 
  2
w
N,
 !
B
P
N,
 !
  ,
 !
B
, (A.93)
results in
s2
N,
 !
  ,
 !
B
= E
"
1
V
N,
 !
  ,
 !
B
S
N,
 !
  ,
 !
B
#
=  2,
as desired. However, the definition of V
N,
 !
  ,
 !
B
is in terms of P
N,
 !
  ,
 !
B
. In order to find a
sequential update equation for V
N,
 !
  ,
 !
B
, we need a sequential update equation for P
N,
 !
  ,
 !
B
.
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Recalling that the empty product equals 1,
P
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B
=
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!
+ (1) (1)
= BN NPN, !  , !B + 1
Summary of update equations for V
N,
 !
  ,
 !
B
In order to update V
N,
 !
  ,
 !
B
and S
N,
 !
  ,
 !
B
the following quantities are needed:
xN+1, N ,mN, !  , wN, !  , wN+1, !  , BN , wN+1, !B , uN+1, !B , x¯N, !B , x¯N+1, !B .
The sequential update equations for V
N,
 !
  ,
 !
B
are:
w
N+1,
 !
 
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w
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B
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u
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1
w
N+1,
 !
B
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P
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B
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✓
P
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B
◆
+ 1
V
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  ,
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B
= (1 + u
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 !
B
)w
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 !
 
  2
w
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 !
B
P
N+1,
 !
  ,
 !
B
,
Sequential update equations for S
N,
 !
  ,
 !
B
In order to derive sequential update equations for S
N,
 !
  ,
 !
B
, it will be convenient to write
X
k,N,
 !
B
=
⇥
xk   x¯N, !B
⇤2
,
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so that me may rewrite
S
N,
 !
  ,
 !
B
=
NX
k=1
✓N 1Y
p=k
 p
◆
X
k,N,
 !
B
.
Now, recall the standard update equation for the mean in Equation (3.11), which gives
x¯
N+1,
 !
B
= x¯
N,
 !
B
  1
w
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 !
B
✓
x¯
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B
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◆
.
This allows us to derive:
X
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Then, defining the intermediate variables
⇠
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B
=
1
w
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 
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B
= 2

xk   x¯N, !B
 
1
w
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B
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 !
B
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(A.95)
this then gives us
X
k,N+1,
 !
B
= X
k,N,
 !
B
+  
k,N,
 !
B
+ (⇠
N+1,
 !
B
)2 (A.96)
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Now, the sequential update equation for S
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B
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Breaking this equation up:
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✓N 1Y
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X
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B
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B
(A.97)
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And putting Equations (A.97), (A.98), (A.99) back together,
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where
H
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B
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 ⇤
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But, all the terms in H
N+1,
 !
  ,
 !
B
already have update equations, or are defined in terms of
simpler terms, there the sequential update equation for S
N+1,
 !
  ,
 !
B
is indeed
S
N+1,
 !
  ,
 !
B
=  N
"
S
N,
 !
  ,
 !
B
+H
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  ,
 !
B
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⇥
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. (A.101)
Summary of update equations for S
N,
 !
  ,
 !
B
In order to update S
N+1,
 !
  ,
 !
B
,
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B
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w
N+1,
 !
 
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Finally,
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B
=
1
V
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B
S
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B
.
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A.6.7 Derivative of the adaptive forgetting factor variance
We start by defining the derivative of S
N,
 !
  ,
 !
B
, again using Lemma 1 proved in Appendix A.3.3.
S
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Therefore, we can use Equation (A.102) to define the derivative to be
Z
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Therefore,
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Using the expression for X
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B
in Equation (A.96), we have
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where are  k,N and ⇠N+1, !B are defined in Equations (A.94) and (A.95). Now, some manip-
ulation of the expression in Equation (A.104) yields:
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Now,
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Now, this is equivalent to:
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using the expression for Z
N,
 !
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B
in Equation A.103. This provides a sequential update
equation for Z
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. However, we need a sequential update equation for F
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. Start-
ing with the non-sequential form in Equation (A.105),
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and recall the definitions of  k,N and ⇠N+1, !B from Equations (A.94) and (A.95).
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Then, we can compute C1:
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Derivative of V
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It can be shown that Equation (A.106) is equivalent to
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(the first summation sums to N   1 rather than N ). Similar to the derivation for the update
equation for  
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, we obtain:
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A.6.8 Summary of AFF variance with a single forgetting factor
The adaptive forgetting factor variance, for a single forgetting factor
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  , can be defined as
in Equation (8.25) by
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If we defined the sum of the residuals at time N to be
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it is possible to obtain the update equation
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A summary of equations for @
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The derivative of v
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is omitted, but can be computed by following the derivation for
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