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Resumo O processo de limpeza de terrenos vitícolas é caracterizado 
por ser moroso e dispendioso, necessitando de ser realizado 
com uma grande periodicidade. A utilização de animais neste 
processo é uma alternativa antiga, muito recorrente e 
utilizada em meios agrícolas rudimentares. Esta solução 
permite reduzir a pegada ecológica/ambiental, considerando 
que exclui qualquer tipo de herbicida, fertilizante artificial ou 
custo associado. 
 
Apesar das vantagens, a adição de animais no espaço 
vitícola cria ameaças aos frutos e acarreta desafios às 
empresas responsáveis pela manutenção das plantações , 
relacionados com o maneio animal. Face a isto, o presente 
projeto tem como objetivo o desenvolvimento de uma solução 
baseada em tecnologias IoT, permitindo monitorizar e aferir 
diversos aspetos físicos e comportamentais inerentes à 
gestão técnica de efetivos, com vista à rentabilização e 
otimização das explorações. 
 
Entre outros, a plataforma deverá disponibilizar informação 
de auxílio ao maneio e gestão de ruminantes, com base em 
padrões alarmísticos de infração, posicionamento geográfico 
relativo, deteção da recetividade sexual (CIO) ou 
identificação precoce de doenças.  
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Abstract The weed control is characterized by being time consuming 
and needs to be carried out with frequency. In general, 
human, mechanical and chemical ways are the main 
mechanisms used to remove invasive species. As an 
alternative, animals are often used in this process, reducing 
the ecological / environmental footprint, since it excludes the 
use of any type of herbicide or artificial fertilizer.  
 
However, the addition of animals in the viticulture field 
creates threats to the fruit and challenges to companies 
responsible for the plantations maintenance. This work has 
the objective of developing a solution based on IoT 
technologies that allows monitoring and collecting physical 
and behavioral attributes. 
 
Among others, by providing activity and animal behavior, the 
system should create alarm patterns, information about 
relative geographical positioning, detection of sexual 
receptivity (e.g. estrous) or early identification of diseases.  
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Capítulo  1  
I N T R O D U Ç Ã O  
Assistimos nos últimos anos ao aumento considerável, no que se refere à necessidade e 
utilização de forma generalizada, de novas tecnologias, aliando fatores de conectividade e 
interoperabilidade de dispositivos. Desta forma, existe um consenso geral relativamente aos 
vários fatores de retorno direto e consequente impacte positivo no modo como vivemos, agimos 
e socializamos. Muitas das vezes, as principais evoluções e tendências tecnológicas advêm 
maioritariamente das necessidades e visões estratégicas empresariais, impulsionando 
igualmente o surgimento de novas normas e metodologias. 
Existe igualmente uma evolução, à escala mundial, no que toca à proliferação de dispositivos e 
equipamentos ligados em rede, podendo estes ser encontrados em variadíssimas áreas e setores 
de mercado. No seguimento desta tendência, surge o conceito disruptivo de Internet of Things, 
que descreve um sistema que tem por base características de modularidade e interconetividade 
de dispositivos (things) baseado em padrões, protocolos (e.g. LORA, SIGFOX) e modelos (e.g. 
D2D, D2G) de comunicação [1]. 
Por outras palavras, permite dotar equipamentos que, por norma, não possuem características 
computacionais, com funcionalidades de leitura, análise e comunicação por meio de sensores e 
atuadores [2]. O aumento do processamento e o baixo custo de produção de hardware, aliado à 
criação de novos protocolos de comunicação, ferramentas de análise (e.g. Apache Spark) e 
armazenamento distribuído (e.g. Apache Cassandra), potenciam e suportam a criação de novas 
soluções e casos de uso enquadrado neste novo conceito de IoT [2].  
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Com a sensibilização do mercado e com a reconhecida mais valia  de plataformas IoT, existe 
atualmente uma transposição destas tecnologias para diversas áreas de negócio, demonstrando 
a transversalidade deste novo paradigma.  De acordo com a libelium1, as possíveis aplicações 
passam por Smart Cities (e.g. gestão de transportes, iluminação inteligente ou gestão de 
resíduos), Smart Environment (e.g. fogos florestais ou poluição atmosférica), Retail (e.g. 
recomendações de compras ou gestão de stock) ou Industrial Control  (e.g. qualidade do ar ou 
localização interior). Os setores agrícolas (e.g. Smart Agriculture) e de gestão de animais (e.g. 
Smart Animal Farming) são igualmente passiveis de soluções sensoriais, seja pela 
monitorização da humidade do solo, sistemas de irrigação, crescimento de colheitas, ventilação, 
localização e identificação de animais.  
Neste sentido, independentemente da existência de uma grande heterogeneidade de sistemas , o 
desenvolvimento de plataformas e dispositivos com suporte de tecnologias IoT ou Machine-to-
Machine (M2M), começa a ser uma realidade cada vez mais presente com vantagens na 
produtividade, otimização de processos ou redução de riscos e custos. Todavia, aspetos como 
compatibilidade (standards) ou integração de dispositivos e tecnologias, crescente 
complexidade arquitetural ou segurança de dados, introduzem importantes desafios 
tecnológicos que necessitam de ser avaliados pela comunidade científica. 
A utilização de sensores e atuadores de forma integrada, permite a produção de dados de forma 
massificada, resultando num grande volume de informação proveniente de situações e variáveis 
do nosso quotidiano. A possibilidade de análise de fatores, padrões e hábitos resultantes do data 
streaming envolvido, proporciona a criação de uma grande riqueza semântica ao nível de 
informação, permitindo um benefício direto ao nível social, económico e industrial , aquando de 
possíveis tomadas de decisão. Porém, estas novas fontes de dados acarretam novos desafios no 
modo como percecionamos a informação. A recolha e armazenamento de dados estruturados ou 
não estruturados, não pode ser vista de forma única e isolada, tendo em conta que a sua 
relevância ou importância não passa pela quantidade ou valor de grandeza, mas sim pela 
possibilidade de criação de insights (deduções) determinantes nas decisões estratégicas. Ao 
nível conceptual o IoT não é considerado recente, contudo, a criação de serviços integrados, 
responsáveis pela recolha, armazenamento, análise e disponibilização de  dados é um dos 
desafios emergentes da indústria tecnológica. 
Citando Karen Rose (et al.) [3], “Que mudanças vão ser necessárias na atual infraestrutura de 
comunicações (Internet), para que possa dar resposta e suporte aos milhões de novos 
dispositivos?”, vem de certa forma confirmar algumas preocupações ou divergências no que 
toca à segurança, comunicação e volume de dados destes novos cenários [4]. Estima-se que em 
2025, este paradigma acarrete um impacte relevante no crescimento da rede de comunicações e 
da economia global, com cerca de cem mil milhões de dispositivos conectados e com um 
rendimento estimado de onze biliões de dólares [3].  
                                                          
1 http://www.libelium.com (Libelium, 14-11-2016) 
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1 . 1  M O T I V A Ç Ã O  
O setor primário é por si só um pilar fundamental e impulsionador da economia Portuguesa, 
representando em 2011 cerca de 7,5 mil milhões ou 4,4% do Produto Interno Bruto (PIB) e 
12,3% dos postos totais de trabalho [5]. Em 2009, existiam em Portugal mais de 305 mil 
explorações agrícolas correspondentes a 3,7 milhões de hectares de superfície agrícola utilizada 
[5], fatores estes que se apresentam como potenciadores de projetos de base IoT, seja pela  
otimização de recursos ou automatização dos processos de rega ou adubagem, com vista ao 
aumento de eficiência e produtividade. 
Enquadrado num mercado global, torna-se imperativo a contínua inovação destes setores por 
forma a responder aos padrões e exigências do mercado e condicionalismos ambientais [5]. A 
agropecuária não é exceção, de facto tem mostrado especial interesse em soluções sensoriais 
que permitam um ganho de rendimento ou aumento de produtividade, reduzindo o impacte 
ambiental e indo ao encontro de soluções alternativas e biológicas tão valorizadas pelos 
consumidores. Na verdade, pode beneficiar diretamente da otimização e automatização de 
processos, redução de custos (sustentabilidade) e aumento da qualidade de produção. Um 
exemplo da sua aplicabilidade, consiste em monitorizar a localização, atividade e 
comportamento dos animais, fornecendo um conjunto de informações vitais à rentabilidade das 
explorações [6]. 
Em linha com os objetivos do projeto SheepIT2, a utilização de animais em substituição de 
herbicidas e processos de monda mecânicos, é um método que tem sido testado com sucesso em 
diversas regiões, apresentando diretamente um impacte positivo na qualidade do produto, bem 
como na redução da pegada ecológica no que toca à fertilização de terrenos. No entanto, sendo 
a limpeza ou monda algo recorrente, este método não é aplicável ao longo de todo o ano 
agrícola, uma vez que os animais tendem a alimentar-se dos frutos dos ramos mais baixos das 
plantações, causando, por consequência, prejuízos às explorações. 
De acordo com as regras Portuguesas de Produção Integrada da Vinha, as plantações vinícolas 
destinadas à produção de vinhos ou produtos vínicos, devem ser instaladas em locais 
resguardados, com solos preferencialmente de origem xistosa ou com aptidão vitícola,  que 
assegurem uma correta drenagem do fluxo de água.  No entanto, algumas das características 
naturais da Região Demarcada do Douro, relativamente à altitude , exposição e declive, 
condicionam a instalação dos pés das videiras, como todos o processos de manutenção 
associados. Assim, surgem igualmente espécies invasoras (e.g. ervas daninhas) que crescem e 
se reproduzem, competindo diretamente ao nível de recursos (e.g. água, luz), nutrientes e 
respetivo espaço físico da cultura, sendo maioritariamente associadas ao habitat de pragas e 
doenças que causam danos irreversíveis ao plantio, diminuindo a qualidade e volume de 
produção, com consequente prejuízo económico à exploração.  
                                                          
2 http://www.av.it.pt/sheepit (SheepIT Project, 11-01-2017) 
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Deste modo, surge a necessidade de recorrer a métodos de remoção destas espécies herbícolas, 
através de processos mecânicos (e.g. arados, roçadeiras) ou químicos (e.g. herbicidas, 
pesticidas), caracterizados como sendo morosos, dispendiosos e que necessitam ser repetidos 
com regularidade ao longo do ano. Dependendo da disposição ou características geográficas do 
terreno, estes processos acarretam um impacte económico na ordem dos 80€ a 380€ por hectare, 
representando cerca de 20% a 35% do tempo total de trabalho nas explorações [7]. 
A Figura 1, Figura 2 e Figura 3 são apresentadas em [8] e fazem referência a métodos de 
remoção de espécies invasoras. A limpeza ou monda de terrenos tem sofrido poucas alterações 
ao longo dos anos, onde, muitas vezes, o impacte ao nível ambiental e humano que estes métodos 
acarretam é relegado para segundo plano, fazendo-se sentir quer pela contaminação dos recursos 
hídricos envolventes (e.g. lenços freáticos), pelo próprio fruto ou pelo agravamento da erosão 
dos solos. Aliado a estes fatores, é ainda importante salientar a utilização de combustíveis 
fosseis, como principal fonte de energia dos equipamentos, bem como todas as consequências 
nefastas que daí advêm. 
Temos assistido nos últimos tempos a uma mudança nos hábitos alimentares à escala global, 
tanto pela presença vincada de publicidade e estratégias de marketing,  como pela exigência do 
consumidor cada vez mais atento ao seu bem-estar ou à problemática ambiental. De facto, existe 
uma maior preocupação com a origem dos alimentos ou derivados que são consumidos, 
procurando evitar em grande parte das vezes, produtos que tenham por base aditivos artificiais 
no seu cultivo. Assim, torna-se imperativo e urgente a promoção de alternativas sustentáveis e 
biológicas em contraponto às metodologias atualmente praticadas.  
 
  
Figura 1-Roçadeira 
(Vertical) [8] 
Figura 2-Roçadeira 
(Horizontal) [8] 
Figura 3-Pulverizador 
(Herbicida) [8] 
Por conseguinte, a utilização de rebanhos no processo de monda é algo que tem sido recorrente 
em algumas épocas da historia e em algumas regiões, como alternativa aos métodos mecânicos 
e químicos. No entanto, este procedimento apenas pode ser utilizado fora do intervalo de 
crescimento vegetativo das vinhas, tendo em conta que e como já referido, os animais não se 
limitam apenas às espécies invasores, alimentando-se igualmente dos frutos dos ramos mais 
baixos das plantações. De facto, o recurso a ovinos apresenta um impacte direto na redução da 
pegada ambiental, tanto pela diminuição de pesticidas e combustíveis fosseis, como pela 
utilização de fertilizantes naturais. A sua facilidade natural em aceder e permanecer em terrenos 
ingremes, é tida igualmente como uma vantagem quando comparada com as capacidades 
limitadas de acesso dos equipamentos agrícolas.   
 5  
Analisando individualmente o retorno positivo de cada interveniente (Sector Vitícola / Sector 
Pastorício), pode facilmente compreender-se as mais valias. O setor vitícola beneficiaria deste 
processo de forma direta pela limpeza e fertilização de terrenos sem qualquer custo acrescido, 
assim como, de outras vantagens inerentes à utilização de meios biológicos. Por sua vez, o setor 
pastorício seria favorecido através da alimentação e segurança dos animais, salvaguardados pelo  
ambiente controlado da vinha. A Figura 4 e Figura 5 permitem comparar as distâncias médias 
entre os ramos inferiores do pé de videira (90 cm a 100 cm), com a altura natural (70 cm) e em 
alimentação (20 cm) do ovino. A estrutura física, hábitos alimentares de origem vegetal (e.g. 
pastos, fenos, silagens), a adaptabilidade e aprendizagem dos ovinos, são algumas das principais 
características que os tornam ideais como grupo de teste para o desafio de maneio proposto pelo 
projeto SheepIT.  
  
Figura 4-Pé de videira (Estrutura) Figura 5-Posição corporal (Ovelha) 
As áreas de vinha e pomar totalizam cerca os 289 mil hectares em território nacional e a 
capacidade de remoção de ervas daninhas de um ovino ronda em média um hectare por ano. 
Assumindo apenas 1% de incidência do terreno de vinha e pomar, serão necessários 
aproximadamente 2890 ovinos para efetuar eficazmente a limpeza dos terrenos. Este valor 
representa em média 0,14% do total de ovinos (2 000 000) disponíveis em Portugal. 
Assim, a concentração de bovinos / ovinos nas regiões de Portugal, é um fator que valida o 
desenvolvimento de projetos com recurso a plataformas baseadas em tecnologias IoT  no âmbito 
da monitorização animal e ambiental.  Aliando o fato do nicho de mercado nestas áreas ser ainda 
pouco explorado, cria a oportunidade de desenvolvimento de uma solução com possibilid ade de 
escalar para outras áreas de mercado, bem como a replicação em outras regiões, sempre com o 
objetivo de potenciar as produções e mercados locais, gerando riqueza e valor acrescentado.   
Entre outras, enquadrado nesta problemática, pretendeu-se desenvolver um sistema de 
monitorização animal3 que receba, processe e analise o comportamento dos elementos dos 
rebanhos, monitorizando os sinais vitais dos animais e dos dispositivos sensoriais por si usados. 
O mecanismo desenvolvido recorre a ferramentas de análise de dados de forma a monitorizar 
os dados recebidos, estabelecer tendências na sua evolução e despoletar alarmes em 
determinadas situações de infração.  
                                                          
3 http://www.av.it.pt/sheepit (SheepIT Project, 11-01-2017) 
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1 . 2  O B J E T I V O S  
A monitorização animal baseada em tecnologias IoT é o tema proposto para a presente 
dissertação, tendo como principal objetivo o desenvolvimento de uma solução de controlo de 
pastagens constituída por receção, armazenamento, análise / processamento e disponibilização 
de informação. A solução permite disponibilizar ao cliente final, um conjunto de dados 
relevantes de fatores ou variáveis animais, permitindo, a curto ou médio prazo, um maior grau 
de certeza aquando de possíveis tomadas de decisão ou na gestão técnico económica da 
exploração.  
Os valores são provenientes de dispositivos eletrónicos (collars) acoplados ao pescoço dos 
animais, bem como dos restantes elementos pertencentes à estrutura da rede de comunicações 
presentes no terreno (e.g. beacon, gateway), sendo ambos controlados por um sistema de 
informação centralizado, possibilitando configurações remotas e de forma independente. 
A plataforma deverá permitir a monitorização de valores biológicos, analisando os períodos de 
menor atividade física, locais de preferência de pastagem, padrões de alteração de 
comportamento ou doença, estrutura de cerca virtual, definição de alturas máximas e mínimas 
relativas ao controlo postural do animal e geolocalização relativa. Paralelamente, existirá um 
mecanismo de estímulos sonoros e eletrostáticos capaz de garantir uma correta postura dos 
animais. Assim, estes estímulos permitirão, não só a correção postural em transgressão, mas 
funcionarão também como um mecanismo de treino e aprendizagem de forma a que sejam 
respeitadas as posturas e localizações pretendidas/permitidas.  
Para além da informação recolhida pelos dispositivos, a plataforma permitirá  ainda a capacidade 
de adicionar e publicar, de forma individual, informação extra proveniente e relacionada com o 
animal (e.g. identificação, idade, sexo, vacinação), paralelamente a toda a infraestrutura de 
suporte à gestão de efetivos (e.g. veterinários, organizações, clientes) . Por último, a 
implementação do sistema deverá incluir ferramentas de análise de dados, capazes de inferir 
padrões ou tendências e eventualmente sistemas de alarmíst ica e estatística. 
Os objetivos gerais da plataforma de controlo de pastagens podem ser sumarizados nos 
seguintes tópicos: 
 Sistema de receção de dados provenientes das coleiras acopladas aos animais;  
 Persistência (armazenamento) dos dados em estruturas SQL/NoSQL adequadas; 
 Utilização de frameworks analíticas de processamento de dados ( insights); 
 Padrões alarmísticos recorrendo a BRMS (Business Rule Management System); 
 Disponibilização de informação genérica e/ou inferências geradas  dos animais; 
 Apresentação de informação em plataforma Web e Mobile;  
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1 . 3  E S T R U T U R A  
O presente documento está organizado em 6 capítulos, sendo estes apresentados pela seguinte 
ordem: 
 Capítulo 1 (Introdução). Aborda conceitos introdutórios relacionados com as diversas 
áreas e temáticas aplicadas à dissertação, bem como os principais objetivos e diversas 
fases do projeto; 
 
 Capítulo 2 (Estado da Arte). Este capítulo pretende apresentar diversas abordagens e 
soluções à problemática, fazendo referência a tecnologias, projetos e processos 
existentes; 
 
 Capítulo 3 (Arquitetura). Apresenta, de uma forma global, o modelo da arquitetura 
desenvolvido, descrevendo os diversos segmentos e cenários de forma individual  e 
pormenorizada; 
 
 Capítulo 4, (Implementação). Descreve e compara de uma forma individualizada e 
detalhada as diversas etapas e processos utilizados aquando da implementação da 
plataforma; 
 
 Capítulo 5, (Análise de Resultados). Demonstra a utilização e funcionalidade da 
plataforma num cenário laboratorial, validando desempenhos e respetivos resultados; 
 
 Capítulo 6, (Conclusões e trabalho futuro). Reflete as conclusões finais do trabalho 
desenvolvido, apresentando alguns aspetos ou melhorias consideradas relevantes  numa 
futura implementação.
Esta página foi deixada propositadamente em branco  
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Capítulo  2  
E S T A D O  D A  A R T E  
2 . 1  M O N I T O R I Z A Ç Ã O  A N I M A L  
Desde cedo, a análise comportamental animal é  objeto de estudo quer pela necessidade do 
homem primitivo compreender a origem do alimento, vestuário e segurança, quer pelo 
enriquecimento científico do homem moderno ao nível do conhecimento biológico, genético ou 
anatómico da fauna envolvente.  
Num passado recente, o estudo animal era realizado localmente e unicamente através da 
observação visual. No entanto, a evolução tecnológica das ultimas décadas contribuiu para o 
surgimento de soluções que permitem, de forma remota e autónoma, uma monitorização precisa 
e constante deste ramo da biologia, disponibilizando um conjunto de informações vitais à 
comunidade científica, no que se refere à distribuição demográfica, movimentos migratórios, 
hábitos alimentares ou preferências de habitat de uma determinada espé cie, sempre com vista à 
contínua compreensão do reino animal. 
O GPS (Global Position System) é um dos principais sistemas de localização utilizados 
mundialmente, existindo dessa forma diversas soluções de mercado assentes nesta tecnologia. 
Foi inicialmente concebido com características de acessibilidade e transversalidade entre 
plataformas de navegação terrestre ou marítima, disponibilizando informação de 
posicionamento e velocidade em tempo real.   
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A observação de fatores de orientação e movimento relativo de bovinos, a relação entre o 
posicionamento geográfico do animal e respetivo habitat através da integração de uma WSN 
(Wireless Sensor Network) [9] ou a estimativa de utilização de áreas de pastoreio registando o 
distribuição e atividade de bovinos, são alguns exemplos de projetos enquadrados no setor 
animal com recurso aos sistemas de posicionamento geográfico, que permitem, de forma 
generalizada, a dedução de padrões comportamentais e biológicos ao nível de práticas sociais,  
preferências territoriais ou distâncias percorridas. Contudo, existem estudos que apresentam 
diversas desvantagens na utilização desta tecnologia, nomeadamente no que diz respeito ao 
consumo energético, precisão e fiabilidade [9], criando algumas barreiras na sua integração ou 
aplicação de forma isolada em alguns cenários.  
São igualmente apresentadas algumas soluções que visam corrigir ou atenuar estas 
problemáticas. Em [10] é sugerido o uso de acelerómetros como triggers, responsáveis por 
despoletar os dispositivos de geolocalização aquando da deteção de um padrão de movimento, 
garantindo um aumento considerável na autonomia do dispositivo, uma vez que os sensores de 
localização se encontram num estado idle, até que seja detetado um movimento contínuo por 
parte de um dos eixos de aceleração. A Figura 6 e Figura 7 comparam a diferença de atividade 
entre a utilização de ciclos predefinidos e o sistema com recurso à aceleração proposto pela 
solução. 
  
Figura 6-Ciclo de operação (Predefinido) [10] Figura 7-Ciclo de operação (Acelerómetro) [10] 
 
A telemetria com recurso a VHF (Very High Frequency) foi uma das primeiras técnicas 
utilizadas na localização de animais selvagens, consistindo num transmissor responsável por 
emitir um sinal de radiofrequência periódico entre os 30MHz e os 300MHz [11]. Existe 
atualmente uma grande procura, justificada pelo baixo investimento e pelo peso reduzido dos  
emissores [12] que, contrariamente ao GPS, apresentam dimensões inferiores assim como 
preços mais competitivos, permitindo o seu uso num maior número de espécies e atenuando o 
seu impacte nas variáveis comportamentais do animal [12]. As boas práticas apresentadas em 
[11], sugerem que os dispositivos não devem ultrapassar os 3% a 5% do peso total do animal, 
demonstrando a importância de ter equipamentos pequenos e leves . A Figura 8 e Figura 9 são 
apresentadas em [12] e demonstram radiotransmissores para animais de pequeno porte.  
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A localização aproximada do emissor pode ser calculada através de triangulação de sinal, linha 
de vista ou automaticamente pelas torres recetoras dispostas no terreno, permitindo em ambos 
os casos o transporte manual ou a sua instalação em veículos [13]. A facilidade de 
implementação, versatilidade, compatibilidade com um número elevado de espécies, baixo 
custo de produção e manutenção reduzida (e.g. baterias), são algumas das vantagens referentes 
à utilização de sistemas VHF. 
Porém, existem alguns estudos que apontam a falta de precisão de resultad os ou gastos inerentes 
aos processos de recolha manuais como uma das desvantagens diretas, muitas vezes 
responsáveis por inferências comportamentais ou territoriais incorretas . Estes fatores fazem 
com que o VHF não seja considerado como solução mais adequada em alguns cenários de 
monitorização animal.  
  
Figura 8-Coleira transmissora [12] Figura 9-Aplicação coleira transmissora [12] 
Os sistemas de pastoreio acarretam diversas vantagens com impacte direto em fatores 
económicos, de produção e bem-estar animal. Porém, exigem um condicionamento ou restrição 
garantida pela presença constante de pastores, cercas ou muros que variam de estrutura e 
material consoante as espécies. Em [14] e [15] apontam a viabilidade e eficiência das cercas 
virtuais comparativamente aos sistemas tradicionais, apresentando benefícios ao nível da 
implementação, manutenção, facilidade no dimensionamento da área abrangida, adaptabilidade 
e monitorização. Em contexto prático, permitem não só a contenção dos animais como a 
limitação do pastoreio excessivo em determinadas zonas, através da rápida mudança  ou 
adaptação da distribuição espacial da cerca.  
A delimitação da área permitida é realizada maioritariamente com recurso a sistemas de 
posicionamento geográfico, comparando a sua localização atual com coordenadas de polígonos 
previamente definidas. Contudo, os custos associados aos equipamentos de cada animal, bem 
como o estado embrionário de algumas tecnologias, condicionam a sua implementação e são 
tidas como principais desvantagens. Os recetores eletromagnéticos acoplados às coleiras,  são 
igualmente utilizados como validação de fronteiras, tendo por base a análise das ondas 
eletromagnéticas provenientes dos emissores instalados ao longo das pastagens. Todavia, em 
paralelo às cercas virtuais, é necessário garantir a integração de estímulos electroestáticos ou 
acústicos [23] como forma de repreensão e adestramento aquando de possíveis transgressões 
dos animais, seja no controlo de bovinos [16], [17] ou pastoreio de ovinos [18].  
 11 
Em ambos os casos, existe consenso relativamente à maior eficácia dos estímulos elétricos, 
comprovado por uma rápida aprendizagem por parte dos animais. A Figura 10 e Figura 11 
apresentadas em [16], são representativas do protótipo de uma coleira de posicionamento animal 
e respetivos componentes (Zaurus PDA, Wi-Fi e eTrex GPS). Foi utilizada na implementação 
de cercas virtuais em bovinos, recorrendo a estímulos sonoros como mecanismo de 
condicionamento e repreensão animal. 
  
Figura 10-Protótipo coleira [16] Figura 11-Diagrama coleira [16] 
Enquadrado na problemática, surge a necessidade de controlar a postura corporal do animal, 
limitando a sua capacidade de aceder aos frutos dos ramos mais baixos das videiras. Neste 
sentido, em [19] são utilizados acelerómetros em paralelo com recetores GPS como forma de 
registar as acelerações ou inclinações posturais, distinguindo ações de alimentação, descanso e 
movimentação, com uma eficácia compreendida entre 87% a 93%, 68% a 90% e 20% a 92% 
respetivamente. 
Existem referências a estudos anteriores que utilizam filmagens como complemento à 
interpretação dos valores axiais, sendo descrito como um trabalho moroso e que obriga a uma 
linha de vista com o animal. Em [20] são igualmente integrados acelerómetros e recetores GPS, 
confirmando que a combinação mútua dos sensores favorece a dedução/definição das atividades 
físicas ou comportamentos dos ruminantes, contrariamente à utilização individual de cada um. 
A Figura 12 e Figura 13 são definidas em [19] e pretendem representar o posicionamento do 
acelerómetro no corpo do animal em formato de colar (C), arnês (H) e cela (B), bem como a 
movimentação de um dos eixos (Z) de aceleração. 
  
Figura 12-Posicionamento do acelerómetro [19] Figura 13-Eixo de aceleração (Eixo Z) [19] 
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2 . 2  I N T E R N E T  O F  T H I N G S  
Historicamente, a Internet surgiu como forma de criar uma rede de comunicações capaz de 
descentralizar pontos críticos de informação. Atualmente, todos nós já sentimos ou 
presenciamos algumas das mais valias diretas da implementação deste tipo de tecnologia no 
nosso quotidiano, seja pelo acesso generalizado e facilitado à informação ou pela alteração no 
modo de comunicação e socialização. Estando este ecossistema em contínua evolução, o 
paradigma associado à Internet of Things, surgiu da necessidade de colmatar problemas 
relacionados com a gestão e localização de inventários industriais com recurso à utilização de 
tags RFID (Radio-Frequency Identification) [3]. Foi descrito por Kevin Ashton [3], como uma 
rede de dispositivos físicos capazes de disponibilizar dados do ambiente envolvente por meio 
da integração de sensores e interfaces de comunicação. O conceito de IoT visa cenários de 
automação, análise e integração, podendo ser assumido como o  resultado da convergência, 
tendências e desenvolvimentos de diversos setores tecnológicos.  
O acesso facilitado às redes de comunicações, protocolos, equipamentos de alto desempenho, 
baixo custo de produção e dimensões reduzidas, aliado à massificação e integração de sensores 
e atuadores, são fatores que potenciam um mercado emergente de soluções IoT [3]. Desta forma, 
surge uma variedade praticamente infindável de projetos e aplicações com um impacte direto 
na forma como lidamos com os desafios do quotidiano. Muitas das vezes, estes projetos estão 
associados a uma rentabilização e otimização de modelos e processos, que por sua vez criam e 
potencializam industrias, serviços e mercados.  Apesar de todos os aspetos positivos e 
impulsionadores, não devemos relevar fatores de risco no que toca à segurança, 
interoperabilidades ou privacidade de redes e plataformas IoT. Em [3], são apresentados 
modelos e protocolos de comunicação, tipicamente pertencentes a cenários IoT. Estas 
arquiteturas permitem que posteriormente possam ser implementadas estratégias agregadoras, 
analíticas e de visualização, retirando valor acrescentado dos dados recolhidos.  
 Device-to-Device: descreve um conjunto de dispositivos que comunicam diretamente 
entre si, ao invés de recorrer a plataformas intermediárias. São maioritariamente 
utilizados os protocolos Bluetooth, Z-Wave e ZigBee, em ambientes de automação e 
com poucos requisitos de throughput (e.g. luminosidade, temperatura); 
 Device-to-Cloud: garante uma comunicação com uma plataforma cloud intermediária, 
tirando partido da infraestrutura e protocolos (e.g. HTTP ou COAP) de comunicações 
existentes. Pode ser encontrado em soluções de análise de consumo energético, 
reconhecimento de voz e até em sistemas SmartTV; 
 Device-to-Gateway: apresenta um dispositivo intermediário entre a rede de sensores e  
a plataformas cloud. Possui um papel agregador e com responsabilidade protocolar de 
reencaminhamento ou filtragem de informação. Entre outras características, garante 
níveis de segurança e escalabilidade, surgindo em resposta a limitações energéticas ou 
de conectividade por parte dos end devices.  
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Figura 14-IoT software stack [2] 
 
A Figura 14 é referida em [2] e apresenta a stack para os dispositivos de recolha de dados, 
gateways e plataformas cloud, apresentando funcionalidades e características relevantes para a 
implementação de uma arquitetura IoT. 
Os constrained devices são responsáveis pela interação com ambiente envolvente e muitas vezes 
estão limitados ao nível de autonomia ou poder computacional. A sua stack é dividida 
maioritariamente em quatro níveis e faz referência ao: RTOS (Real-time Operating System) pela 
disponibilização de funcionalidades IoT em equipamentos com limitações de processamento ; à 
abstração de hardware que permite o acesso a memória, interfaces de série ou GPIO (General-
purpose input/output); ao suporte a protocolos, tais como o Bluetooth, MQTT ou CoAP que 
garantem a comunicação entre dispositivos; por último, à gestão remota que facilita a 
atualização de firmware ou monitorização de consumo energético [2]. 
Surgindo como agregadores de informação, os gateways permitem o reencaminhamento de 
dados e respetiva conetividade com redes externas. Assentam igualmente num RTOS, bem como 
numa camada de runtime environment responsável pela execução aplicacional. Oferecem 
conectividade e suporte a protocolos Bluetooth, Zigbee e a redes Ethernet ou 3G/4G, 
assegurando a segurança e confiabilidade das comunicações. A camada de gestão de dados e 
manutenção é responsável pela integridade e consistência dos dados, como também pela 
configuração remota dos dispositivos [2]. 
A plataforma cloud assume a totalidade dos serviços e software necessários a uma arquitetura 
IoT. A sua stack divide-se em cinco camadas e inicia-se pela conectividade, garantindo a 
integração e suporte a diversos dispositivos, protocolos ou formatos de dados. 
Consequentemente, a gestão de dispositivos e armazenamento são camadas com funcionalidades 
de manutenção ou atualização remota e de suporte a vários estruturas de dados. As últimas 
camadas de análise e gestão de eventos, dizem respeito às capacidades de processamento e 
consolidação de dados, possibilitando a criação de relatórios, gráficos ou dashboards [2].  
 14 
Independentemente das diferenças que caracterizam as stacks [2], existem características que 
devem ser partilhadas, nomeadamente:  
 Loosely Coupled: independente entre as diferentes stacks; 
 Modular: capacidade de integração com diferentes funcionalidades;  
 Platform-Independent: transversal ao hardware ou plataforma de alojamento;  
 Based on Open Standards: interoperabilidade através de protocolos open source. 
A presença e interesse de consórcios internacionais permitiu que o conceito do IoT escalasse 
para uma realidade cada vez mais presente nos dias de hoje. Muitos ISP (Internet Service 
Providers) consideram que o IoT ou o M2M potenciam o aumento do número de novos 
dispositivo conectados à sua infraestrutura, despoletando a alteração do modelo base ou ideia 
de negócio de muitos ramos empresariais [1]. As opiniões divergem quando nos referimos a 
uma possível estimativa de crescimento no número de novos dispositivos, variando entre vinte 
e quatro mil milhões até 2019 (Cisco), setenta e cinco mil milhões até 2020 (Morgan Stanley) 
ou cem mil milhões até 2025 (Huawei) [3]. McKinsey Global Institute [3] aponta um 
crescimento económico e impulsionador que pode variar entre quatro a onze biliões de dólares 
em 2025, estando enquadrado com os valores de referência (catorze biliões de dólares) previstos 
pela Cisco [1]. 
2 .2 .1   WIRELESS SENSOR NETW ORK (WSN)  
A proliferação dos MEMS (Micro-Electro-Mechanical Systems) é apresentado como fator 
determinante no surgimento das WSN (Wireless Sensor Network), uma vez que facilitou o 
desenvolvimento de pequenos componentes sensoriais  [21]. As redes são descritas como um 
conjunto de nós de baixo custo, constituídos por processador, memória, sensores, atuadores, 
interface rádio e fonte de alimentação. Apresentam funcionalidades de recolha e transmissão de 
dados entre equipamentos, plataformas e serviços [22]. 
De facto, existem diversos projetos utilizando WSN no ramo da zootecnia onde é feita referência 
à compreensão do comportamento animal  [23], localização de espécies selvagens [24], proteção 
de ovinos e caprinos contra invasores [25], gestão de lacticínios em rebanhos ou gestão de 
sistemas de pastoreio e de gado [26]. As características e requisitos das WSN descritos em [21] 
e [27], relativos ao dimensionamento, consumo energético, escalabilidade, adaptabilidade, 
confiabilidade, tolerância a falhas e redução de custos, são relevantes e possuem impacte ao 
nível da implementação, manutenção e desempenho da rede, devendo ser consi derados no seu 
desenvolvimento.  
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O custo de produção é um fator determinante na medida em que a sua diminuição permitirá 
massificar a instalação de dispositivos, como também diminuir custo gerais da infraestrutura de 
rede. Os equipamentos, na sua grande maioria, são alimentados através de baterias portáteis, 
surgindo a necessidade de otimizar e diminuir o seu consumo energético de modo a aumentar a 
sua autonomia e da respetiva infraestrutura. Com o aumento significativo do número de sensores 
e atuadores, existe ainda a necessidade da infraestrutura e protocolos de comunicação 
acompanharem igualmente esse crescimento (escalabilidade). Os protocolos e respetivas 
topologias de rede devem garantir uma adaptabilidade dinâmica às possíveis alterações que 
possam existir, sobretudo aquando de movimentação,  associação ou falhas ocorridas em 
sensores. A heterogeneidade de sistemas, bem como a presença de ruídos ou interferências 
externas, potenciam o surgimento de erros na transferência de dados, obrigando a que os 
protocolos utilizados possuam mecanismos de controlo, recuperação  e validação. 
Em [4] é caracterizada a norma IEEE 802.15.4 (Low Rate WPANs) como sendo de baixo 
consumo energético e com reduzidas taxas de transferência, quando comparada com a IEEE 
802.11 (Wi-Fi) que, contrariamente, disponibiliza um maior débito de informação e cobertura. 
Contudo, esta possui um consumo energético elevado, fator  este que contraria os requisitos de 
implementação das WSN. A IEEE 802.15.1 (Bluetooth) é também sugerida como solução para 
aplicações que necessitem de débito elevado, limitado apenas pelo curto alcance. 
Por último, a tecnologia ZigBee surge em [28] como principal protocolo de comunicação 
utilizado em dispositivos de maneio animal, é baseada na norma IEEE 802.15.4, opera na gama 
dos 868MHz, 915MHz e 2.4GHz, possui um baixo consumo energético, cadência reduzida e um 
alcance limitado de aproximadamente 100 metros. A Figura 15, Figura 16 e Figura 17 
demonstram as topologias de rede suportadas pelo protocolo , sendo estas constituídas por 
coordinator (gestor de rede), router (reencaminhamento) e pelos end-devices.  
 
 
 
Figura 15-Diagrama (Star) Figura 16-Diagrama (Tree) Figura 17-Diagrama (Mesh) 
No setor agrícola, existem diversos estudos relativos à monitorização e otimização de processos 
e animais, apresentando dificuldades de implementação justificadas pela grandeza da área de 
cultivo ou pastoreio, longo período recolha de dados ou variações do meio envolvente [23]. São 
igualmente associados aspetos relativos às limitações da capacidade energética das baterias, 
processamento, memória [29] e armazenamento [21]. Todavia, e de acordo com os indicadores 
referidos, as WSN demonstram ser a resposta mais versátil  e adequada à problemática 
apresentada no âmbito do maneio animal em ambiente vinícola.   
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2 . 3  P R O C E S S A M E N T O  D E  D A D O S  
A informação é um dos ativos de maior relevância nas organizações, sendo considerada como 
um fator estratégico e de competitividade com impacte significativo nos modelos e processos 
de negócio. Este tópico, pretende descrever alguns conceitos adjacentes ao  seu armazenamento 
e tratamento, salientando conceitos de Big Data, Machine Learning e frameworks analíticas de 
processamento, em particular o Apache Hadoop, Apache Spark e Apache Storm, fazendo 
referência a algumas características e vantagens individuais.  
2 .3 .1   BIG DATA 
A quantidade e complexidade de dados gerados pelos diversos ecossistemas sejam eles coleções 
de datasets estruturados (e.g. sistemas relacionais) ou não estruturados (e.g. documentos), está 
diretamente relacionada com o aumento significativo e contínuo do conteúdo proveniente de 
dispositivos e serviços em rede. A produção massiva, aliada à velocidade e incoerência na 
estruturação dos dados, impossibilita que sejam armazenados ou processados num curto espaço 
de tempo, se atendermos às ferramentas analíticas atuais. O conceito de Big Data não diz 
respeito exclusivamente ao volume de dados, faz igualmente referência a todas as tecnologias 
e metodologias utilizadas. Surge pela necessidade e importância de análise e compreensão real 
de datasets complexos e heterogéneos, de modo que consigamos prever correlações ou 
indicadores relevantes. Qualquer entidade que tenha a capacidade de percecionar ou relacionar 
grandes volumes de informação provenientes de fontes internas ou externas, obtêm uma 
vantagem competitiva comparativamente a entidades que não o façam. O baixo custo e o acesso 
facilitado a equipamentos e sistemas de armazenamento, aliado ao processamento paralelo, 
surge em resposta às exigências de ambientes Big Data. 
Como referido em [30], a análise de informação envolve algumas etapas que passam pela 
Acquisition, Extraction através da remoção de fatores redundantes e sem valor real; Collation 
pela convergência ou agregação de várias fontes de dados; Structuring com criação de schemas 
de dados por forma a que seja criado uma estrutura onde queries possam ser executadas ou 
implementadas; Visualization e Interpretation com a apresentação e recolha de insights. Em 
suma, a exploração de dados está a mudar radicalmente a nossa perceção pera nte situações do 
nosso quotidiano, obrigando à criação novas arquiteturas e metodologias por forma a 
acompanhar o rápido crescimento e proliferação das novas fontes de dados, característica 
intrínseca do Big Data. Como complemento, em [31] é citado o modelo referente a cinco 
dimensões (5V’s), pretendendo descrever alguns dos desafios destes ambientes. 
 Volume: faz referência ao volume e crescimento exponencial; 
 Variety: apresenta diversidade relativa à origem e estrutura dos dados; 
 Velocity: rapidez e necessidade de processamento em tempo útil;  
 Veracity: descreve a confiabilidade e autenticidade da informação; 
 Value: relevância, benefícios diretos e valor acrescentado às organizações;  
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2 .3 .2   MACHINE LEARNING 
A diversidade, acompanhada pelo rápido crescimento do volume de informação, o baixo custo 
associado ao armazenamento ou computação e  as novas arquiteturas de processamento 
distribuído, permitem o surgimento de novos metodologias de análise de dados. O Machine 
Learning supõe um processo automatizado de exploração e criação de insights de forma 
dinâmica e independente, capaz de prever tendências, resultados ou possíveis ações futuras, 
quando expostos a novos datasets. 
Alguns exemplos práticos da sua aplicação são previsões de crescimento, recomendações de 
compra, filtragem de conteúdo (e.g. email) ou deteção de fraudes bancárias. A automatização 
de tarefas de análise e decisão, permite às empresas um aumento direto de produtividad e e 
redução de custos. A Figura 18 ilustra de forma sucinta a distribuição de classes, categorias e 
respetivos algoritmos. 
 
Figura 18-Classes e categorias de machine learning 
 
A classe Supervised, consiste na relação entre variáveis de input e output, de modo a existir um 
mapeamento entre elas. Supondo variáveis X como condições existentes e Y como valor 
decorrente dessas condições, pretende-se prever Y em função de X. É utilizado um conjunto de 
dados classificados a priori que definem um determinado estado ou situação (resposta 
pretendida) como forma de treinar o sistema, prevendo e classificando futuros dados. Porém, 
este método assume a utilização de dois tipos de datasets (Training Set e Test Set). 
O Training Set é responsável por apresentar ao sistema um conjunto de inputs e respetivos 
outputs expectáveis. A criação deste dataset é maioritariamente preparado por humanos e é 
considerada uma tarefa morosa e difícil de realizar. Por outro lado, o Test Set valida o processo 
de aprendizagem realizado anteriormente, avaliando a relação entre o input e a classificação 
atribuída. 
Relativamente às categorias, Classification aprende a categorizar e prever novos dados com 
base em informação ou relações previamente conhecidas e de dados semelhantes ( e.g. condução 
autónoma ou reconhecimento facial).  O Regression consiste na relação estatística de valores 
entre variáveis quantitativas ou qualitativas por forma a prever o surgimento de dados futuros 
(e.g. doenças animais consoante a sua alimentação).  
A grande diferença entre ambos passa pela Classification retornar valor discreto (duas 
categorias) tipicamente booleano (e.g. 1/0, Sim/Não, Masculino/Feminino), enquanto que o 
Regression retorna um valor numérico mensurável contínuo (e.g. temperatura).  
Supervised
Classification
Naive Bayes SVM
Regression
Linear Decion Trees
Unsupervised
Clustering
K-Means
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A classe Unsupervised, não recorre previamente a nenhum Training Set para realizar o 
mapeamento entre as variáveis de input (X) e output (Y). Ao invés disso, são apresentados 
unicamente dados de input, sendo o sistema responsável pela dedução autónoma do output e 
respetivas correlações entre as estruturas de dados. Por último, o Clustering organiza os dados 
sem classificação, por forma a agrupá-los em padrões ou relações mais simplistas, facilitando 
a decomposição da sua estrutura e perceção de informação.  
2 .3 .3   COMPLEX EVENT PROCES SING 
Um dos desafios emergentes relativamente à recolha de informação, consiste na análise e 
contextualização em tempo real de dados provenientes de bases de dados, web services ou de 
ambientes sensoriais, muitas vezes enquadrados em cenários IoT. CEP (Complex Event 
Processing) ou ESP (Event Stream Processing), são soluções event-driven associadas a 
processos de automação que aplicam um conjunto de queries (Event Processing Language) a 
um stream de dados, como forma de gerar previsões, padrões ou relações relevantes que 
auxiliam e suportam as tomadas de decisão. Correlacionam dados em forma de eventos, 
definindo uma mudança de estado quando algum valor ou atributo assume um determinado 
threshold, despoletando ações ou notificações predefinidas.  
Quando comparado com soluções alternativas que recorrem ao modelo RDBMS (Figura 19) e à 
persistência dos dados em disco, o CEP (Figura 20) apresenta uma latência inferior no acesso e 
processamento, visto que as diversas consultas ou inferências são executadas em memória. 
Existem diversas soluções presentes no mercado relativas a Business Rules Management System , 
nomeadamente Drools4, Jess5 ou EasyRules6. Dada a sua relevância, estas ferramentas são 
descritas mais detalhadamente no capítulo de implementação. 
  
Figura 19-Modelo CEP (High Latency) Figura 20-Modelo CEP (Low Latency) 
  
                                                          
4 https://www.drools.org/ (Drools, 02-12-2016) 
5 http://www.jessrules.com/ (Jess, 02-12-2016) 
6 http://www.easyrules.org/ (Easy Rules, 02-12-2016) 
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Nos tópicos seguintes, serão abordados frameworks de Big Data Processing Engine  (e.g. 
Apache Hadoop, Apache Spark e Apache Storm) realçando vantagens, características ou 
arquiteturas. O suporte a algoritmos de Machine Learning ou a operações do tipo stream, batch 
e hybrid são características diferenciadores, tornando-se determinantes aquando da escolha da 
solução adequada. Sucintamente, estas operações dizem respeito à capacidade da framework de 
analisar dados em tempo real (stream), agendado (batch) ou de forma combinada (hybrid).  
2 .3 .4   APACHE HADOOP 7 
Apresentado em [32], Hadoop é uma framework open-source, transversal a plataformas, 
desenhada para processamento de grandes volumes de dados não estruturados em ambientes 
distribuídos. Garante eficiência em ambientes de escalabilidade, permitindo adicionar ou 
remover dinamicamente e sem interrupções os nós do cluster consoante a necessidade de 
processamento. Apresenta resiliência, uma vez que redireciona o processamento para os 
restantes nós presentes no cluster e flexibilidade, visto possibilitar que os dados sejam 
persistidos sem necessidade de criação a priori de qualquer schema de dados, aceitando 
formatos semiestruturados ou não estruturados. Seguidamente, são apresentadas as operações 
MapReduce e o sistema de ficheiros HDFS (Hadoop Distributes File System) pertencentes à 
arquitetura do Hadoop. 
A Figura 21 apresenta o modelo Map Reduce de processamento de dados em que o algoritmo 
opera de forma paralela e distribuída, segmentando os dados em tarefas independentes. 
Atualmente, promove a escalabilidade e tolerância a falhas através da utilização de clusters 
[32]. Desta forma, permite o acesso e consequente processamento de um grande volume de 
dados, diminuindo diretamente o tempo de resposta e execução. 
Internamente, a fase de Map consiste num armazenamento inicial dos dados de input no Hadoop 
File System, sendo filtrados, transformados e decompostos em tuplos do tipo <key>:<value>, 
gerando posteriormente um dataset intermediário no mesmo formato. A segunda fase consiste 
no Reduce, sendo esta operação realizada para cada chave intermediária e para os respetivos 
valores, de forma que sejam combinados num novo conjunto de dados (dataset). A sua 
sincronização é realizada na fase final do Map, onde as chaves dos tuplos são agrupadas. 
                                                          
7 http://hadoop.apache.org/ (Apache Hadoop, 20-11-2016) 
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Figura 21-Diagrama de processos do Map/Reduce [32] 
 
A Figura 22 representa as operações iterativas no modelo MapReduce, onde a reutilização de 
dados intermediários e respetiva replicação, escrita e leitura (I/O) em disco, reduzem o 
desempenho geral do sistema. Consequentemente, esta técnica não deve ser utilizada em 
aplicações que exijam acesso rápido a um determinado registo, mas sim em cenários nos quais 
seja necessária leitura de um grande volume de dados  [32]. Esta degradação é justificada pela 
necessidade de, em cada etapa, ser necessário armazenar os dados no HDFS. Assim, o modelo 
MapReduce demonstra ser ineficiente em operações iterativas, devido à morosidade na partilha 
de informação concorrente entre processos, explicada pelas operações de I/O, serialização e 
replicação. 
 
Figura 22-Operações iterativas do MapReduce [33] 
 
Hadoop Distributed File System  (HDFS) representa um sistema de ficheiros distribuídos 
projetado para o armazenamento de grandes volumes de informação por meio de hardware de 
baixo custo, oferecendo suporte a diversas estruturas de dados (e.g. estruturados, 
semiestruturados ou não estruturados). A sua arquitetura é baseada no modelo Master/Slave e 
possui subjacente o conceito de WORM (Write-Once Read-Many), evitando uma sobrecarga no 
sistema pela alteração de ficheiros.  A disponibilidade e durabilidade são asseguradas pela 
replicação dos blocos, por forma a que os mesmos sejam segmentados e processados de forma 
paralela e individual pelos diversos nós do cluster. 
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Em [32] apresentam a arquitetura de um HDFS (Figura 23) destacando o namenode e datanode 
como principais intervenientes.  O namenode representa o servidor central da arquitetura, 
realizando tarefas no âmbito de gestão de namespaces, acesso a ficheiros ou diretórios e 
respetivas operações de renaming e opening. Pela sua relevância, apresenta tolerância a falhas, 
seja pela adição de um namenode secundário ou pela realização de backups, permitindo 
eventualmente a reposição das operações. Por sua vez, o datanode gere o armazenamento do 
sistema realizando operações de leitura e escrita, bem como a criação e replicação de blocos de 
acordo com instruções do namenode. Os segmentos provenientes da divisão de informação 
realizada pelo sistema de ficheiros, são designados por blocks e são armazenados em nós 
(datanodes) individuais, assumindo um tamanho máximo de 64MB.  
 
Figura 23-Diagrama arquitetural do HDFS [32] 
 
2 .3 .5   APACHE SPARK 8 
Apache Spark surgiu como a próxima geração de frameworks de processamento de dados 
distribuídos e tem sido amplamente adotada pela indústria, impulsionando metodologias e 
projetos relacionados com Big Data. Foi inicialmente desenvolvido pela Universidade da 
Califórnia e é atualmente mantido pela fundação Apache. 
Uma das vantagens inerentes a esta plataforma, passa pelo recurso à persistência em memória 
como forma intermediária de processamento ao invés de disco como ocorre com o MapReduce 
do Hadoop, permitindo agilizar as operações de data sets. O Hadoop utiliza replicação por 
forma a garantir tolerância a falhas, enquanto o Spark utiliza um modelo RDD (Resilient 
Distributed Datasets), minimizando o impacte de leitura e escrita (I/O) em disco e rede.  
Disponibiliza um conjunto de APIs em Java, Python, Scala ou SQL, com suporte a aplicações 
batch, stream ou machine learning.  
                                                          
8 http://spark.apache.org/ (Apache Spark, 20-11-2016) 
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Os RDD são parte integrante da estrutura do Spark e são definidos como uma coleção de objetos 
de leitura, divididos em partições lógicas transversais à linguagem de programação. São 
igualmente estruturas de dados, resilientes e que permitem a reutilização de resultados entre 
iterações [33]. Apesar da possibilidade de modificar um RDD, o resultado será sempre uma 
nova instância, não existindo qualquer alteração ao original, sendo considerados imutáveis. 
Suportam operações de transformations que consistem em funções do tipo filter, groupByKey 
ou map. Contrariamente, as operações actions são compostas por funções count, first ou collect 
que devolvem um valor resultante das consultas.  
A Figura 24 ilustra as iterações realizadas no Spark RDD [33]. Na execução paralela e repetida 
de queries no mesmo dataset, estas são mantidas em memória por forma a otimizar tempos de 
execução e respetivo desempenho. Caso a memória seja insuficiente neste processo 
intermediário, os resultados são persistidos em disco evitando perda de informação e respetivo 
colapso do sistema. 
 
Figura 24-Operações iterativas do Apache Spark [33] 
 
A framework Spark oferece bibliotecas que suportam diversos modelos de análise de dados, 
tendo como benefícios diretos da sua utilização, uma abstração da componente arquitetural 
relacionada com infraestrutura ou configuração [33], entre outras, destacam-se as seguintes: 
 Spark SQL Structured Data9 é um modulo com suporte a Java Database Connectivity 
(JDBC), com capacidade de explorar, processar e disponibilizar dados estruturados em 
diversos formatos (e.g. JSON). Suporta ferramentas Business Intelligence  e de 
visualização, permitindo o desenvolvimento ou relação entre queries SQL e a 
manipulação de informação suportada pelos RDD. 
 
 Spark Streaming Real-Time10 é uma funcionalidade que permite a análise de dados 
em tempo real, recorrendo a mensagens provenientes de queues de dados. É utilizado 
DStream caracterizado por um conjunto de RDD, que possibilitam o desenvolvimento 
de aplicações analíticas assentes em fluxos de informação. Este pacote, foi igualmente 
desenvolvido para garantir aspetos de recuperação a falhas e escalabilidade.   
                                                          
9 https://spark.apache.org/sql/ (Apache Spark SQL, 20-11-2016) 
10 https://spark.apache.org/streaming/ (Apache Spark Streaming, 20-11-2016) 
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 MLib Machine Learning11 é uma framework distribuída e implementada no core do 
Spark que permite funcionalidades e algoritmos de Machine Learning, incluindo 
classificação (e.g. Naive Bayes), regressão (e.g. Decision Trees) ou clustering (e.g. K-
means), tornando desta forma o processo escalável, fácil de utilizar e implementar. 
2 .3 .6   APACHE STORM 12 
Apache Storm é uma framework open-source de processamento distribuído de dados em tempo 
real. Possui fatores de escalabilidade, tolerância a falhas, flexibilidade, confiabilidade e uma 
baixa latência [34]. Estas características tornam a framework uma peça integrante em projetos 
com uma forte componente de análise de dados, exemplo disso, é a sua utilização pela Wego 13 
e Navisite14, como plataforma de pesquisa, monitorização e auditoria em tempo real relativos a 
viagens e eventos. 
Similarmente às soluções anteriormente apresentadas, suporta clustering sendo este consistido 
por dois tipos de processos (Nimbus e Supervisor). O processo Nimbus é responsável por 
distribuir dados entre os diversos nós e acompanhar o seu progresso.  Por sua vez, o Supervisor 
é constituído pelos diversos nós encarregues da execução lógica de processamento atribuídas 
pelo Nimbus. Apesar de ser considerado stateless, otimizando o processamento de stream, existe 
uma persistência de estados no Apache Zookeeper  (serviço, responsável pela coordenação de 
aplicações distribuídas), possibilitando que o Nimbus possa ser recuperado. 
Analisando o diagrama da Figura 25, identificamos os componentes tuple, stream, spouts e 
bolts, como constituintes da arquitetura Apache Storm [34]. Os tuple constituem a estrutura 
principal na arquitetura Storm, representando uma lista ordenada de elementos com suporte a 
diversos tipos de dados. Por sua vez, o stream define esses mesmo tuples numa sequência 
desordenada, sendo estes processados e criados de forma paralela e distribuída. Os spouts 
representam a origem dos dados responsáveis por receber informação em bruto de diversas 
fontes (e.g. SQLDB, RabbitMQ ou Kafka Queue), podendo ser definidos como reliable ou 
unreliable, garantindo a repetição do touple em caso de falha. Por último, os bolts são unidades 
lógicas de processamento, existindo um fluxo de informação encadeado onde os spouts 
fornecem informação aos bolts, processando e produzindo um novo stream de dados. Estes são 
capazes de filtrar, agregar e interagir (e.g. aggregations, functions, joins, filtering) com a 
origem dos dados.  
                                                          
11 https://spark.apache.org/mllib/ (Apache Spark MLlib, 20-11-2016)  
12 http://storm.apache.org/ (Apache Storm, 22-11-2016) 
13 https://www.wego.com.pt/ (Wego, 20-11-2017) 
14 http://www.navisite.com/ (Navisite, 20-11-2017) 
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Figura 25-Arquitetura Apache Storm [34] 
2 . 4  M E S S A G E - O R I E N T E D  M I D D L E W A R E  ( M O M )  
Sistemas distribuídos de mensagens são definidos como soluções middleware no processo de 
comunicação entre aplicações, são baseados no conceito de MOM (Message Oriented 
Middleware) e seguem o modelo de publish-subscribe. Este método é uma alternativa aos 
modelos tradicionais de cliente-servidor onde existe uma comunicação direta entre aplicativos, 
criando uma comunicação distribuída, transversal  e transparente à camada de desenvolvimento.  
O Broker possui um papel de intermediário nas comunicações, com responsabilidade de 
protocolar as mensagens de origem e de destino,  assim como pela sua receção e 
reencaminhamento. Existe ainda uma independência associada podendo esta ser definida como 
sendo do tipo SPACE e TIME, caracterizada pelo desconhecimento da existência dos 
intervenientes publishers/subscribers e pela não necessidade dos processos de publicação e 
subscrição ocorrerem paralelamente, permitindo que os mesmos sejam subscritos ou publicados 
de forma independente e com desfasamento temporal.  
  
Figura 26-Publicação e Subscrição (Topic)  Figura 27-Publicação e Subscrição (Queue)  
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Tipicamente, os conteúdos estão associados a um determinado tópico que de forma geral são 
definidos por uma string (e.g. /edifio1/piso2/gabinete2/temperatura/), referenciando  diversos 
níveis de um path para um determinado valor, facilitando a identificação e filtragem de 
conteúdos. Por norma, estas podem ser definidas como sendo do tipo publish/subscribe onde 
existe uma espécie de broadcast para os diversos consumidores através de um tópico (e.g. 
Figura 26) que é subscrito, ou por queuing (e.g. Figura 27) em que os registos são consumidos 
de forma individual e assíncrona pelos clientes.  A persistência dessa informação é um atributo 
comum e transversal, possibilitando que o conteúdo recebido possa ser escrito em disco (e.g. 
base de dados) de modo a que possa ser recuperado aquando de erros no sistema ou 
reencaminhado para os subscritores, algo que não seria  possível com recurso a memória volátil. 
A criação de um cluster surge como solução à necessidade de resposta em cenários onde são 
exigidos altos débitos e uma latência reduzida , apresentando-se como um fator de 
disponibilidade e escalabilidade, numa arquitetura onde um único broker representa um ponto 
de falha. Consiste na instalação de brokers em diversas máquinas distintas, permitindo adicionar 
ou remover nós, distribuir carga e processamento com base nas necessidades de cresciment o. 
Algumas soluções de mercado apresentam resiliência e tolerância a falhas como vantagens, 
garantindo a continuidade dos serviços mediante a falha  de elementos (nós) do cluster, sem 
comprometer a total funcionalidade do mesmo.  
Em suma, os fatores anteriormente apresentados, aliados à transversalidade de plataformas, 
segurança e integridade, tornam os sistemas de mensagens (MOM) uma solução adequada às 
necessidades de um ambiente IoT. A Figura 28, pretende demonstrar a estrutura e respetivos 
componentes (e.g. publishers e subscribers) numa arquitetura de mensagens distribuída.  
 
Figura 28-Sistema distribuído de mensagens (Estrutura) [34] 
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Apache ACTIVEMQ15 é apresentado como um broker open-source enquadrado em soluções 
Message Oriented Middleware, transversal a linguagens ou plataformas e desenvolvido em Java 
pela fundação Apache. Disponibiliza uma comunicação assíncrona entre aplicações 
distribuídas, flexibilidade e suporte a um grande número de protocolos de transporte (e.g. 
STOMP, MQTT, AMQP, WEBSockets). Desenvolvido com vista a oferecer alta 
disponibilidade, confiabilidade e escalabilidade horizontal, através do suporte à criação de 
clusters, possibilita persistência com recurso a JDBC e suporta um grande leque de linguagens 
de desenvolvimento (e.g. Java, C, C++, C#, Python ou PHP). Adicionalmente, oferece 
características de Message Groups, Virtual Destinations ou Wildcards e adequa-se a ambientes 
de Streaming relacionado com arquiteturas que exijam um elevado throughput. 
Definido como um sistema distribuído orientado à publicação e subscrição de mensagens, 
Apache Kafka16 é implementado em Java e é igualmente desenvolvido pela fundação Apache.  
Trata-se de uma plataforma de baixa latência e elevado débito ( throughput) entre publicações e 
subscrições. Similarmente, apresenta tolerância a falhas e disponibiliza persistência em disco 
que pode eventualmente servir de base ao consumo de dados por parte de operações do tipo 
batch. A alta escalabilidade é garantida pela implementação de clustering, possibilitando 
igualmente load balance. Por fim, é considerado stateless exigindo que cada cliente mantenha 
o registo de mensagens consumidas.  
Equivalente aos brokers descritos anteriormente, o RabbitMQ 17 permite conectividade e 
disponibilidade entre comunicações assíncronas de aplicações em contexto distribuído. É 
implementado em Erlang e é atualmente mantido pela VMware. A escalabilidade horizontal é 
conseguida pela agregação (e.g. clustering) de máquinas individuais, apresentando-se de forma 
transparente como um único nó. Possui características de confiabilidade através de 
acknowlegements (ACK) aquando da receção de conteúdo, permitindo que em caso de erro  no 
processamento ou entrega da mensagem, a mesma fique pendente até que o ACK seja recebido 
pelo broker. É um sistema multiprotocolo com suporte a AMQP (Advanced Message Queueing 
Protocol), STOMP (Streaming Text Oriented Messaging Protocol), MQTT (Message Queue 
Telemetry Transport) ou websockets, em simultâneo com diversos plugins externos. Por último, 
a facilidade de configuração e manutenção com recurso à interface de gestão WEB ou APIRest, 
aliada à documentação e ferramentas externas garantidas por uma vasta comunidade, fazem do 
RabbitMQ uma solução multifacetada adequada à exigência dos cenários de comunicação .  
                                                          
15 http://activemq.apache.org/ (Apache ActiveMQ, 10-01-2017) 
16 https://kafka.apache.org/ (Apache Kafka, 10-01-2017) 
17 https:/rabbitmq.com/ (RabbitMQ, 11-01-2017) 
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2 . 5  B A S E  D E  D A D O S  
A noção de grandeza, variedade ou complexidade de volume de dados está a mudar radicalmente 
com o surgimento de novas fontes de informação. Desta forma, é importante garantir fatores de 
escalabilidade, flexibilidade e eficiência, tendo por base o volume massivo de dados. Os 
próximos tópicos descrevem o modelo relacional e não relacional como estruturas lógicas  que 
determinam o armazenamento ou manipulação da informação.  
2 .5 .1   MODELO RELACIONAL  
Modelos ou Bases de Dados relacionais (Figura 29) consistem no armazenamento e correlação 
de um conjunto de dados estruturados organizados em objetos (tabelas), que assumem relações 
de 1-1 (um para um), 1-N (um para muitos), N-1 (muitos para um) e N-N (muitos para muitos), 
permitindo operações de alteração ou manipulação de dados. A sua estrutura interna 
corresponde a tabelas, colunas, relações ou índices definidos por um schema de dados. Suportam 
escalabilidade (vertical) pelo aumento de capacidade de processamento ou armazenamento e  
ainda pela disponibilização de serviços redundantes e de alta disponibilidade . Porém, 
características de escalabilidade horizontal não estão otimizadas para modelos relacionais, 
sendo de difícil implementação em alguns dos casos. O PostgreSQL, MySQL, Microsoft SQL 
Server, IBM DB2 ou MARIA DB representam aplicações RDBMS (Relational Database 
Management System). 
 
Figura 29-Modelo relacional 
O desenvolvimento deste modelo está diretamente relacionado com quatro propriedades ACID 
(Atomicity, Consistency, Isolation e Durability) que garantem a sua otimização e eficiência. 
Atomicity, define que todos os elementos pertencentes a uma transação devem ser concluídos 
com sucesso de modo que a operação seja considerada válida; Consistency, garante a 
estabilidade das transações efetuadas, impedindo que as mesmas se jam realizadas parcialmente 
e possibilitando o seu retrocesso consoante o estado de sucesso ou insucesso; Isolation, é 
caracterizada pela independência entre os processos paralelos, garantindo que não ocorrem 
colisões ou interferências entre operações; Por último, a Durability consiste na impossibilidade 
de reverter ou anular operações que tenham sido realizadas ou persistidas com sucesso [35].  
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A normalização de dados propõe um conjunto de regras que asseguram que não há duplicação 
e redundância de informação ou incoerência de operações (Insert, Update ou Delete), aplicando 
três formas normais (1NF, 2NF e 3NF). A primeira forma (1NF), garante que não existe 
repetição de valores de atributos, obrigando a que sej am criados numa tabela separada e 
relacionada através de chaves primárias ou estrangeiras; a segunda forma (2NF) evita a 
redundância de informação, identificando todos atributos que não sejam dependentes da chave 
primária. Ou seja, numa tabela que contenha atributos próprios e faça simultaneamente 
referência a atributos de um objeto externo (e.g. Produto), obriga que seja criada uma tabela 
desse mesmo objeto (e.g. Produto), referenciando apenas a sua chave primária; a terceira forma 
normal (3NF), defende a impossibilidade de dependência entre atributos (colunas) não chave 
sejam obtidos pela conjugação ou referência de outros campos da mesma tabela.  
A aplicabilidade deste modelo difere consoante o contexto, enquadrando-se em ambientes que 
exijam atributos ACID, associados à integridade das transações e onde não exista um 
crescimento acentuado ou reestruturação constante do schema de dados. Em suma, e 
considerando as desvantagens inerentes ao nível da escalabilidade e gestão de dados 
heterogéneos ou massificados dos modelos relacionais, é introduzido o conceito NoSQL como 
alternativa direta. 
2 .5 .2   MODELO NÃO RELACIONA L 
O modelo de dados não relacional (NoSQL) descreve estruturas não relacionais que permitem 
o armazenamento eficiente de dados heterogéneos do tipo semiestruturados ou não estruturados, 
apresentando-se como resposta a algumas funcionalidades não contempladas nas arquiteturas 
relacionais. 
A necessidade de acompanhar o rápido e contínuo crescimento do volume de dados, aliado à 
necessidade de escalabilidade, foram os principais impulsionadores deste novo paradigma.  Parte 
da sua flexibilidade é conseguida pelo suporte a diversas estruturas de dados, aproveitando o 
fato de não possuir uma estrutura ou schema rígido (e.g. schema-less). Por outro lado, a sua 
escalabilidade horizontal em paralelo com a disponibilidade, oferecem uma distribuição e 
replicação otimizada dos dados com recurso à utilização de hardware de baixo custo.  
Contrariamente aos modelos relacionais, as soluções NoSQL não recorrem à terminologia 
ACID, uma vez que possuem características distintas às necessidades transacionais.  Contudo, 
assumem uma terminologia BASE (Basic Availability, Soft State e Eventual Consistency), 
assegurando operacionalidade/disponibilidade do sistema através de ambientes distribuídos e 
inconsistência no modelo de dados no momento da transação, podendo eventualmente atingir 
consistência ao longo do tempo [35].  
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Em [36], apresentam algumas classificações relativamente ao modelo de dados NoSQL, 
podendo assumir o tipo Key/Value, (e.g. Redis), Column (e.g. Cassandra) ou Document (e.g. 
MongoDB). Numa classificação do tipo Key/Value, existe um conjunto de identificadores 
únicos e respetivos valores, similarmente às estruturas de dados hashMap. De forma simplista, 
para cada key existe um valor correspondente. É aplicável em situações onde se pretenda 
caching, uma vez que os dados são consultados com base na chave o que possibilita um aumento 
direto na velocidade de acesso e disponibilidade de informação solicitada frequentemente. 
Numa classificação do tipo Column e contrariamente ao modelo relacional, a indexação dos 
dados encontra-se invertida sendo realizada em colunas. Os valores são filtrados com recurso 
ao identificador da coluna em paralelo com o timestamp, possibilitando a diferenciação de 
versões. Esta classificação é otimizada para processos de análise ou data mining, uma vez que 
está otimizada para a execução de operações e queries em grandes datasets. 
Por último, o tipo Document persiste informação semiestruturada com recursos a estruturas  ou 
formatos do tipo JSON ou XML, incluindo um identificador único e um conjunto de atributos 
(e.g. string, integer ou list) que caracterizam o objeto. Não possui schema predefinido, 
permitindo alterações individuais de cada objeto, sem comprometer os restantes. É reconhecido 
pela alta disponibilidade e escalabilidade, devendo ser evitado em situações de relações 
complexas ou normalização. 
Em síntese, o modelo NoSQL adequa-se a sistemas que exijam alta disponibilidade e 
escalabilidade, por forma a responder a um grande volume de dados e elevado grau de 
complexidade proveniente de um rápido desenvolvimento e alterações frequentes no schema. 
Este modelo visa igualmente o aumento de performance, throughput e redução do tempo de 
leitura e escrita (e.g. latency) ou downtime. 
A estrutura, tipo e modelo de dados que se pretende implementar  deve ser sempre ponderada de 
acordo com os requisitos de cada aplicação. Posto isto, os modelos não relacionais devem ser 
vistos com um complemento às estruturas relacionais , assumindo uma perspetiva híbrida e 
equilibrando os prós e contras de cada um, uma vez que as propriedades ACID continuam a ser 
determinantes em alguns cenários, assegurando segurança  e confiabilidade transacional.  
2 . 6  P R O T O C O L O S  D E  M E N S A G E N S  
Os protocolos de mensagens são compostos por diversas normas ou procedimentos, 
responsáveis pela orquestração das comunicações entre sistemas, permitindo a 
interoperabilidade e integração de plataformas distintas. De entre os vários protocolos de 
mensagens existentes, alguns possuem características que os tornam adequados a ambientes 
M2M ou IoT. 
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Originalmente desenvolvido pela IBM, o Message Queue Telemetry Transport18 ou 
simplesmente MQTT é um protocolo binário de comunicação open-source, adequado a 
dispositivos com restrições de processamento e a ligações remotas instáveis, onde seja 
necessário um footprint reduzido em consequência de uma largura de banda igualmente 
reduzida. Considerando a sua estrutura simplista, são apenas definidas algumas medidas de 
segurança ao nível da camada de transporte e aplicação, com base na implementação de 
encriptação com recurso a SSL ou na identificação do cliente por utilizador e password. O 
pacote é constituído por um header fixo de dois bytes, header variável e por um payload. A 
API disponibiliza apenas os métodos de Connect, Disconnect, Subscribe, UnSubscribe e 
Publish. Recorre ao protocolo TCP/IP e ao modelo publish / subscribe, visando uma 
implementação simplificada, lightweight e com um baixo overhead associado, minimizando 
desta forma o seu impacte na infraestrutura de rede. 
AMQP (Advanced Message Queueing Protocol)19 é igualmente um protocolo binário e open-
source, específico para mensagens assíncronas que possibilitam um desfasamento temporal 
entre a publicação e subscrição do conteúdo. Possui características de portabilidade, 
confiabilidade, eficiência e a sua interoperabilidade advém da compatibilidade com diversas 
arquiteturas (e.g. x86, ARM), linguagens e sistemas operativos. Suporta mensagens com 
acknowledgment e não possui um tamanho máximo predefinido para o payload. Foi desenhado 
para responder à exigência de ambientes de comunicação com características de segurança (e.g. 
TLS), flexible routing, modelo de tópicos baseados em publish / subscribe ou queuing. A sua 
arquitetura interna é constituída pelo exchange que define o routing das mensagens para as 
queues, pelo message queue encarregue de persistir e reencaminhar mensagens para os 
consumidores e pelos publishers e consumers. 
STOMP (Streaming Text Oriented Messaging Protocol)20 apresenta-se como frame based 
protocol e surge com alternativa ao AMQP, demonstrando similarmente características 
agnósticas e interoperáveis, garantindo comunicação com message-oriented middleware  
(MOM) que tenham sido implementados com recurso a outras tecnologias ou plataformas. 
Assente no protocolo TCP, suporta mensagens assíncronas e é o único com suporte ao formato 
text-based, ao invés de binário. Um dos aspetos diferenciadores consiste em não recorrer a 
tópicos ou queues, baseando as suas mensagens em frames (e.g. Send, Subscribe). Apesar de 
ser definido uma string que se assemelha a um tópico, este não é encarado como tal,  fazendo 
com que o broker seja obrigado a realizar um mapeamento interno. Os frames são divididos em: 
Command (e.g. Subscribe, Commit) que define uma ação; Header opcional no formato 
<key>:<value> especificando atributos do command (e.g. Destiantion) e pelo Body que 
representa o conteúdo da mensagem.  
                                                          
18 http://mqtt.org/ (MQTT, 04-04-2017) 
19 https://www.amqp.org/ (AMQP, 04-04-2017) 
20 https://stomp.github.io/ (STOMP, 04-04-2017) 
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Enquadrado na temática, o QoS (Quality of Service) descreve um conjunto de mecanismos 
referentes à conectividade entre o publisher, broker e consumer, que asseguram fatores de 
confiabilidade e consequente retransmissão da mensagem aquando de possíveis erros de 
comunicação inerentes à instabilidade de circuitos. Podemos então assumir, que os níveis mais 
elevados de QoS possuem um maior grau de confiabilidade, porém, acarretam necessidades de 
largura de banda e aumento de latência.  
Distinguem-se os seguintes níveis: 
QoS 0 (at most once): não existe fiabilidade 
na entrega do conteúdo, podendo ocorrer 
falhas no envio da mensagem. Adequado 
onde exista ligações estáveis e em cenários 
que não seja relevante uma eventual perca de 
informação. 
 
Figura 30-Quality of Service 0 
QoS 1 (at least once): garante a entrega de 
pelo menos uma mensagem, podendo ocorrer 
reenvios. É adequado para ambientes que 
exijam efetivamente a receção do conteúdo,  
sendo no entanto necessário lidar com a 
duplicação de mensagens.  
 
Figura 31-Quality of Service 1 
Qos 2 (exactly once): assegura a entrega da 
mensagem uma única vez. É considerado o 
mais seguro, mas afeta a performance do 
serviço. Enquadra-se em sistemas críticos, 
com a garantia de entrega exclusiva do 
conteúdo. 
 
Figura 32-Quality of Service 2 
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2 . 7  E S T R U T U R A  D E  M E N S A G E N S  
A estruturação de dados é necessária para permitir a transmissão (envio/receção) de forma 
transversal a tecnologias, arquiteturas e sistemas. Assim, torna-se importante a apresentação de 
soluções capazes de definir formatos e modelos de dados de forma otimizada, de fácil iteração 
e com reduzido impacte no payload e parsing do objeto. 
Javascript Object Notation21 (RFC 4627 / RFC 7159) baseado em JavaScript,  é definido como 
um modelo de estruturação, serialização e transmissão, orientado a dados no formato de texto. 
Assume tipos <key>:<value> e lista de valores, sendo representados em diversas linguagens por 
dicionários, hash tables, arrays ou simplesmente listas. Esta transposição é garantida pela 
independência e transversalidade entre plataformas e linguagens de desenvolvimento. Apresenta 
uma sintaxe simplista de fácil leitura e implementação, razão pela qual é muito usado na 
comunicação entre plataformas cliente e servidor (e.g. HTTP request). É considerado light-
weight e less verbose o que facilita o processo de análise e diminui o payload associado, 
permitindo uma otimização no parsing de informação, representando-a de uma forma simples, 
rápida e compacta. Alguns dos aspetos negativos consistem na falta de suporte a namespaces, 
limitação na definição dos tipos de dados e na necessidade de iteração (XML recorre ao XPath) 
por forma a aceder à estrutura de dados. 
Por sua vez, o XML (Extensible Markup Language)22 é procedente do SGML (Standard 
Generalized Markup Language), orientado ao documento e similarmente caracterizado pela 
interoperabilidade, simplicidade, extensibilidade e com suporte a namespaces. Apresenta bons 
resultados no parsing da informação, contudo, como possui uma sintaxe mais complexa ( more 
verbose) não demonstra ser a solução mais adequada (light-weight) na estruturação de dados, 
sendo desta forma menos eficiente do que o JSON. Porém, suporta a representação de objetos 
complexos através da definição dos próprios markup tags, possibilitando a introdução de 
metadata em forma de atributos. Garante acesso direto ao objeto através do XPath e apesar de 
ser desenvolvido para ser de fácil interpretação, existe uma maior dificuldade na leitura e 
análise de estruturas complexas de forma manual quando comparado com JSON. 
Tanto o JSON como o XML possuem características similares, garantindo a transversalidade e 
independência, representação de informação em formato de texto e o suporte a estruturas 
complexas (hierárquicas ou objetos compostos). Em suma, não existe um consenso no que toca 
ao formato ou estrutura de dados ideal, devendo ser considerado com base nas necessidades e 
requisitos exigidos.   
                                                          
21 http://www.json.org/ (JSON, 19-11-2016) 
22 https://www.xml.com/ (XML, 19-11-2016) 
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2 . 8  W E B  S E R V I C E S  
Num ambiente organizacional, existem paralelamente diversas aplicações que comunicam de 
forma diferenciada. Os Web Services surgem como solução de comunicação entre plataformas 
distintas, permitindo que diversos recursos estejam disponíveis de forma normalizada entre 
serviços. A transversalidade à plataforma ou linguagem de implementação, possibilita a troca 
de informação entre sistemas heterogéneos, permitindo um conjunto de vantagens ao nível da 
independência e transparência, aliando fatores de interoperabilidade (e.g. Open Standards) e 
usabilidade, uma vez que permite a otimização no processo de desenvolvimento. 
SOAP (Simple Object Access Protocol) é definido como um protocolo lightweight baseado em 
XML, orientado à comunicação de aplicações e sistemas distribuídos ou descentralizados. 
Recorre ao formato XML na estrutura das suas mensagens, bem como ao protocolo HTTP ao 
nível da camada aplicacional.  O envelope SOAP, representado na Figura 33, é um elemento 
mandatório da mensagem e é constituído exclusivamente pelo header (opcional), contendo 
informação especifica da mensagem ao nível de funcionalidades (e.g. segurança) e pelo body 
(obrigatório) que possui o conteúdo correspondente aos pedidos (request) e respostas 
(response). 
Disponibiliza detalhes do serviço através do WSDL (Web Services Description Language) que 
descreve a lista de operações disponíveis, parâmetros, tipos de dados (schema), métodos e 
informações necessárias para a sua invocação. Suporta extensões WSS (Web Service Security) 
que oferecem mecanismos de integridade e confidencialidade. Uma vez que recorre ao HTTP, 
permite uma implementação generalizada e transversal em qualquer arquitetura de rede. 
Contudo, a maior complexidade de implementação quando comparado com a arquitetura REST, 
o overhead associado ao consumo de recursos e bandwidth derivado da análise e processamento 
dos ficheiros XML (verbose), são tidos como desvantagens diretas. A Figura 34 descreve um 
conjunto de processos desde o registo do UDDI (Universal Description, Discovery, and 
Integration), request do WSDL e respetiva invocação do método por parte do cliente.  
 
  
Figura 33-Envelope SOAP Figura 34-SOAP Request/Response 
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REST (Representational State Transfer) refere-se a um conceito arquitetural amplamente 
adotado no desenvolvimento de APIs, assente no protocolo HTTP da camada de aplicação . 
Como exemplificado na Figura 35, é uma arquitetura que recorre a URIs e métodos HTTP (e.g. 
Get, Post, Put e Delete) como forma de disponibilizar as operações CRUD (e.g. Create, Read, 
Update e Delete) em função da manipulação dos dados. Similarmente ao WSDL apresentado 
anteriormente, a arquitetura REST recorre ao WADL (Web Application Description Language) 
como forma de descrever e disponibilizar as funcionalidades e informações do serviço. Ao nível 
de características, é considerado stateless uma vez que considera cada operação de forma 
independente não existindo relação com qualquer operação efetuada anteriormente , evitando 
assim, a necessidade de salvaguardar estados ou sessões.  
O suporte a caching evita com que a resposta seja gerada repetidamente para o mesmo pedido,  
assegurando fluidez e reduzindo a carga ou processamento do servidor. Todavia, este processo 
pode diminuir a confiabilidade dos dados, tornando-os obsoletos. Relativamente à segurança, a 
arquitetura REST herda algumas particularidades dos protocolos TLS/HTTPS e permite a 
utilização de JWT (JSON Web Token). É caracterizada pela facilidade e baixo custo de 
implementação, apresentando um baixo overhead na utilização de largura de banda ou no tempo 
de processamento ou mapeamento de dados. Isto é justificado pelo formato de mensagens 
utilizado (JSON), uma vez que este demonstra ser less verbose comparativamente ao XML. 
No que à API diz respeito, existem um conjunto de condições referentes à aplicação, serviços, 
flexibilidade, segurança ou consistência, que devem ser alvo de devida ponderação para que a 
escolha da arquitetura ou protocolo seja a mais adequada. 
 
Figura 35-REST Request/Response 
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2 . 9  A L T E R N A T I V A S  À  S O L U Ç Ã O  
A informação é tida como um dos ativos de maior relevância na atualidade. Desta forma, um 
acesso rápido e facilitado aos diversos registos de uma corporação ( e.g. exploração agrícola), 
permite uma otimização de recursos e respetiva melhoria de produtividade. Esta otimização está 
diretamente associada à evolução tecnológica, nomeadamente na gestão e monitorização animal 
(e.g. alimentação, reprodução, saúde). Surgem assim, plataformas que tendem a minimizar os 
tempos de registo, consulta ou análise, disponibilizando um conjunto de dados semânticos que, 
aliado aos conhecimentos de técnicos especializados , permitem concluir ou determinar fatores 
relevantes na gestão das explorações. Os próximos tópicos descrevem sucintamente alguns 
modelos e características diferenciadoras de algumas soluções presentes no mercado no â mbito 
do maneio e gestão animal.  
A aplicação (Figura 36) ZOOGESTÃO desenvolvida pela Agrogestão23, pretende colmatar as 
necessidades tipicamente associadas a explorações animal, subdividindo -se entre o maneio 
administrativo e técnico. Internamente, possibilita a integração de diversas explorações, 
disponibilizando funcionalidades ao nível de apoio contabilístico, registo de movimentos 
administrativos (e.g. entrada, saída), livro de medicação, períodos de retenção de animais. 
Possibilita a definição do controlo de informação ao nível de ocorrências, produtividade, 
parições, gestação, agrupamento por rebanho ou cálculo de previsões/indicadores de fatores 
reprodutivos e de consanguinidade.  
 
Figura 36-Interface de gestão Zoogestão 
  
                                                          
23 http://agrogestao.com (Agrogestão, 08-05-2017) 
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WINOVMILK24 é definida como uma aplicação (Figura 37) de gestão técnica de efetivos com 
funcionalidade de registo individual detalhado, incluindo data s de nascimento, sexo, origem, 
ascendência ou genealogia. Possui uma secção de previsão de ocorrências, considerando 
parâmetros definidos pelo utilizador, oferecendo um conjunto de relatórios e gráficos gerados 
dinamicamente com base no histórico ou projeções. A parametrização permite que os mesmos 
possam ser alterados refletindo diretamente o resultado das previsões. Entre outras, oferece a 
gestão de stock com uma seleção personalizável de acordo com fatores origem, datas, preço ou 
taxas de fertilidade. Outra funcionalidade relevante consiste na criação de uma árvore 
genológica dinâmica com base nos registos e históricos dos animais.  
 
Figura 37-Interface de gestão WinOvMilk 
De acordo com a Digidelta Software, empresa responsável pelo WEZOOT 25, a plataforma 
(Figura 38) apresenta-se como possível solução na área de gestão e rastreabilidade 
agropecuária, abrangendo ferramentas de produtividade, controlo financeir o e monitorização de 
evoluções de peso, reprodução ou árvore genealógica. Oferece uma análise detalhada em tempo 
real do histórico de cada animal ou das alterações efetuadas. Está disponível como uma solução 
cloud, com suporte a dispositivos móveis (e.g. tablets, smartphones), permitindo que as tarefas 
sejam realizadas em modo offline, sendo estas posteriormente atualizadas. Disponibiliza um 
sistema de alertas totalmente dinâmico e parametrizável, onde são criados alertas tendo em 
conta as necessidades da exploração. Sucintamente é caracterizada pela facilidade de util ização, 
garantia e fiabilidade.  
                                                          
24 https://www.softimbra.com (Softimbra, 08-05-2017) 
25 http://landing.wezoot.com (Digidelta, 08-05-2017) 
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Figura 38-Interface mobile WEZOOT 
OVIGEST26 é definida como uma plataforma cloud de suporte a tomadas de decisão, com 
características de mobilidade e agilidade, adaptável a diferentes explorações e transversal a 
modelos de negócio ou espécies animais.  De acordo com a PECLUS, alguns dos aspetos 
relevantes passam pela extração e personalização de forma detalhada de fatores de reprodução, 
produtividade ou prolificidade, oferecendo opções de filtragem e exploração de dados por lotes, 
grupos ou raças. Permite a recolha de informações de permanência consoante as parcelas das 
explorações, obtendo valores médios ou ganhos por intervalo de tempo. Possui serviço 
parametrizável de alertas consoante as métricas relevantes do rebanho, como forma de 
identificação e correção de problemas produtivos, reprodutivos ou sanitários. Identifica 
comportamentos reincidentes e determinadas patologias, para que os mesmos possam ser 
isolados. Ao nível da autenticação, a aplicação permite uma segmentação ao nível dos perfis 
dos utilizadores, assegurando que a informação está apenas disponível ao funcionário 
autorizado. 
Resumidamente, a análise das plataformas existentes no mercado permite identificar os 
principais cenários e respetivos requisitos técnicos,  possibilitando a criação de fatores únicos e 
diferenciadores no desenvolvimento da plataforma SheepIT. A OVIGEST apresenta 
funcionalidades técnicas adicionais, quando comparada com as restantes soluções. Fatores de 
produtividade, preferências de pastagem, alertas ou identificação  de patologias são alguns 
exemplos que respondem às necessidades e otimizam o processo de gestão e maneio animal.  
                                                          
26 http://www.pec-plus.com (Peclus, 09-05-2017) 
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Capítulo  3  
A R Q U I T E T U R A  
O desenvolvimento de uma plataforma integrada de gestão e controlo de pastagens com recurso 
a tecnologias IoT, assenta numa arquitetura composta por diversos componentes. O presente 
capítulo apresenta e descreve detalhadamente os diversos módulos e a sua relação com a 
arquitetura proposta, sendo adicionalmente especificadas as funcionalidades e requisitos 
técnicos. O capítulo está subdividido em várias seções que apresentam as diversas fases de 
implementação, desde a recolha de dados proveniente dos animais, o seu reencaminhamento, 
armazenamento, análise/processamento e disponibilização. 
3 . 1  F U N C I O N A L I D A D E S  
A complexidade da solução apresentada advém maioritariamente da relação e integração dos 
diversos módulos, demonstrando, por conseguinte,  ser um projeto inovador no segmento de 
monitorização e gestão animal. A utilização de ruminantes na monda de terrenos agrícolas é um 
processo recorrente, limitado apenas pelo seu comportamento imprevisível. A solução proposta 
pretende disponibilizar um sistema capaz, entre outros, de efetuar um controlo pastoral 
adequado, restringindo a área e tipo de ação dos animais, impedindo que estes alcancem as 
videiras e/ou os seus frutos, através da implementação de mecanismos de controlo postural e de 
cerca virtual. Simultaneamente, publicar num sistema de informação os dados referentes a 
comportamentos básicos dos ruminantes, por forma a possibilitar uma monitorização remota, 
criação de inferências ou análise preditiva de comportamento.  
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Contudo, para além dos mecanismos referidos, existem outras funcionalidades qu e necessitam 
ser implementadas que asseguram e suportam o correto funcionamento do sistema. 
 Recolha de Informação:  utilização de diversos sensores (e.g. acelerómetros, 
giroscópios, ultrassons) como forma de recolha e fonte de dados para restante sistema 
de informação. Os dados recolhidos são vitais para a análise e dedução de fatores 
comportamentais, podendo estes ser combinados por forma a mitigar ou atenuar 
possíveis erros de leitura;  
 
 Controlo Postural: conjugação da informação proveniente de sensores como forma de 
deteção da postura corporal (e.g. altura ao solo, inclinação do pescoço), permitindo a 
aplicação de estímulos corretivos aquando da deteção de posturas indesejadas. O 
controlo postural deverá limitar o acesso aos frutos ou ramos mais baixos das 
explorações, controlando os hábitos alimentares dos animais;  
 
 Cerca Virtual: mecanismo de restrição ou delimitação espacial, como forma  de conter 
e salvaguardar a segurança dos animais e culturas, sem que para isso seja necessária a 
presença de equipamentos físicos ou intervenção humana;  
 
 Localização Relativa:  capacidade de determinar a localização relativa do animal, com 
base na localização absoluta dos beacons e na potência de sinal (RSSI) recebida; 
 
 Mecanismos de Estimulação:  responsável pelo processo de repreensão e aprendizagem 
animal. Os mecanismos apresentados deverão respeitar as normas legais, 
salvaguardando a saúde e bem-estar da espécie envolvida; 
 
 Agregação e Reencaminhamento: equipamento capaz de transmitir e mapear para 
estruturas JSON, os dados recolhidos pelos dispositivos acoplados aos animais, de 
modo a serem reencaminhados para uma plataforma computacional remota; 
 
 Receção de Dados: Sistema remoto, com capacidade de receção e persistência do 
stream de dados em tempo real proveniente dos equipamentos sensoriais pertencentes 
aos collars e beacons; 
 
 Análise de Dados: Processo de armazenamento, análise e apresentação de informação, 
com vista à criação de padrões, alarmes ou insights relevantes de acordo com os fatores 
comportamentais dos animais; 
 
 Apresentação de Dados:  Aplicações Web e Mobile com funcionalidades de gestão e 
visualização remota de informações críticas e relevantes (e.g. alarmística, baterias) dos 
diversos animais e dispositivos.  
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Figura 39-Arquitetura SheepIT simplificada 
3 . 2  R E Q U I S I T O S  T É C N I C O S  
Ao nível técnico, a solução deverá considerar aspetos de autonomia, portabilidade e 
durabilidade como principais requisitos. Este tópico apresenta estes e outros fatores de maior 
relevância: 
 Durabilidade, Custo, Flexibilidade, Eficiência e Escalabilidade: considerando a 
heterogeneidade dos possíveis utilizadores da tecnologia assim como dos terrenos onde 
a mesma possa ser implementada, o sistema deverá ser flexível e escalável permitindo 
o seu uso independentemente do tamanho e características do terreno. Por outro lado, e 
tendo em conta as limitações orçamentais do setor agrícola, o sistema deverá apresentar 
baixo custo, alta durabilidade e elevada eficiência;  
 
 Autonomia: os diversos equipamentos e em particular  os collars, devem ser 
energeticamente autónomos, garantindo que operam durante semanas sem necessidade 
de substituição, manutenção de baterias ou qualquer intervenção humana; 
 
 Controlo Postural: A relação entre o sensor de ultrassom e o acelerómetro, deve ser 
capaz de detetar e validar a postural corporal do animal;  
 
 Dimensão das Coleiras: as coleiras devem ter o tamanho e peso adequado de forma a 
que possam ser aplicadas em animais de pequeno porte sem comprometer a  sua 
mobilidade ou bem-estar;  
 
 Delimitação Espacial: os equipamentos responsáveis por circunscrever a zona das 
cercas virtuais necessitam agregar a informação proveniente das coleiras , devendo ser 
constituídos por transdutores eletromagnéticos que garantem a comunicação sem fios; 
 
 Reencaminhamento de Dados: a comunicação deve ser efetuada com recurso ao 
protocolo AMQP por forma a publicar a informação proveniente dos collars e beacons, 
numa queue de dados num sistema intermediário de mensagens remoto. 
 
 Processamento de Dados:  conjunto de ferramentas de suporte ao processamento de 
dados em tempo real (stream) e agendado (batch), que permitam um alto débito de 
informação e uma baixa latência;  
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3 . 3  A R Q U I T E T U R A  G E R A L  
A plataforma consiste na integração de diversos módulos distribuídos, responsáveis pelas  
diversas necessidades do sistema, ao nível da recolha, agregação e processamento de 
informação. De forma generalista, como se pode observar através da Figura 40, os collars (stage 
1) constituem a interface responsável pela recolha de dados sensoriais, sendo colocados nos 
animais cuja atividade se pretende monitorizar e controlar. Os beacons (stage 2) são 
dispositivos agregadores instalados no terreno que delimitem as áreas de pastagem através da 
implementação de uma cerca virtual, sendo ainda responsáveis pelo reencaminhamento de 
informação. O gateway (stage 3) está conectado à internet e funciona como elemento agregador 
e com funcionalidades de mapeamento de informação para estruturas de dados JSON, 
permitindo a transmissão de dados de níveis inferiores (e.g. collars ou beacons) para os sistemas 
de informação remotos, capazes de persistir e analisar os dados. 
A componente de sistemas de informação é constituída primeiramente pelo RabbitMQ  (stage 
4), sendo este responsável pela orquestração das mensagens entre os constrained devices dos 
animais e a framework de processamento. Seguidamente, o Apache Spark (stage 6) permite a 
criação de todas operações analíticas, alarmísticas e de processamento do sistema, efetuando 
ainda a persistência em base de dados PostgreSQL da informação recebida e dos resultados 
gerados. Os últimos dois componentes (stage 7) são referentes à disponibilização, integração e 
apresentação de informação através de uma REST API e de uma framework de PHP para 
desenvolvimento WEB. Ao longo dos próximos tópicos, as diferentes seções serão definidas 
como stages, uma vez que facilita o seu posicionamento hierárquico na arquitetura. As stages 
com valores inferiores representam os níveis dos constrained devices do sistema (e.g. collars, 
beacons), sendo depois incrementadas à medida do posicionamento das tecnologias na 
plataforma. 
 
Figura 40-Arquitetura SheepIT detalhada 
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3 .3 .1   STAGE 1  (COLLARS )  
A principal interface responsável pela recolha de dados com uma cadência parametrizável, 
consiste numa coleira acoplada ao pescoço de cada animal, equipada com um microcontrolador 
SoC (System on Chip) Texas CC1110 operando nos 433Mhz, sensores (e.g. acelerómetro, 
giroscópio), atuadores (e.g. estimulador electroestático e estimulador sonoro), interface radio 
(integradas no CC1110) e uma bateria. A escolha do SoC CC1110, a operar na banda ISM dos 
433Mhz, prende-se com o fato de uma menor frequência e consequentemente maior 
comprimento de onda, oferecer, teoricamente, melhores condições de propagação em terrenos 
com obstáculos. Por outro lado, apresentam baixo consumo e custo, disponibilizando diversos 
modos de poupança de energia que permitem “adormecer” o rádio sempre que este não é 
necessário. Paralelamente, devido às restrições energéticas das coleiras, será pertinente garantir 
um mecanismo de localização de baixo consumo. 
Por conseguinte, o uso de GPS, a solução mais popular para efetuar a localização, não é 
adequado para esta solução. Consequentemente,  tendo em conta as vantagens a nível de 
potência, a utilização do RRSI (Received Signal Strength Indicator), juntamente com a 
localização absoluta disponibilizada pelas coordenadas GPS do farol mais próximo , é utilizada 
para determinar a localização relativa do colar. O controlo postural é efetuado em duas fases, 
sendo que na primeira existe uma agregação de valores obtidos por um transdutor de ultrassons 
e por uma acelerómetro, por forma a atenuar a margem de erro de leitura ou de variáveis 
externas. Numa segunda fase, caso a postura detetada seja considerada inadequada, um ou mais 
estímulos são despoletados por atuadores, mais concretamente por um estimulador sonoro e 
electroestático. Adicionalmente, um pedómetro é implementado através do acelerómetro, 
recolhendo informações acerca do número de passos efetuados pelo animal. A Figura 41 
representa o protótipo do dispositivo de pastoreio desenvolvido em [37]. 
 
Figura 41-Protótipo collar [37] 
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3 .3 .2   STAGE 2  (BEACONS)  
Contrariamente aos equipamentos de stage 1 (collars), os beacons são dispositivos distribuídos 
ao longo dos terrenos, destinados à orquestração das coleiras, à agregação e ao 
reencaminhamento de dados. São constituídos por uma interface rádio  Texas Instrument 
CC1110, recetor GPS e uma bateria. A autonomia não é considerada um problema para este tipo 
de dispositivo, visto que se considera ser possível instalar baterias suficientemente capazes de 
garantir a comunicação durante várias semanas. O alcance das suas comunicações deve 
conseguir abranger uma área média de 10 hectares (tamanho médio de uma vinha portuguesa) 
com um número relativamente pequeno de beacons. Tal como pode ser observado na Figura 43, 
existem áreas de cobertura sobrepostas, o que resulta na replicação de informaç ão transmitida 
por uma coleira. 
Isto é, nestas áreas a informação transmitida por uma coleira pode ser recebida por um ou mais 
beacons que por sua vez a reencaminham de forma duplicada em direção ao gateway. 
Consequentemente, existe a necessidade de evitar mensagens replicadas e consequente 
desperdício de largura de banda. Para tal, o  sistema segue uma aproximação data centric-
approach, existindo uma junção (merge) de informação sempre que a mesma é transmitida entre 
beacons. No que diz respeito à comunicação entre equipamentos de stage 1 e stage 3, esta deve 
ser realizada com recurso a redes sem fios, de forma idêntica à realizada  na transmissão entre 
collars (stage 1) e beacons (stage 2). A utilização deste meio de comunicação em paralelo à 
integração de um GPS permitirá obter a posição relativa dos animais, uma vez que será analisada 
a intensidade da onda eletromagnética (RSSI) juntamente com as coordenadas absolutas do 
beacon. A Figura 42 apresenta o protótipo do beacon implementado em [37], sendo a Figura 43 
ilustrativa da sua distribuição no terreno e do overlapping do sinal rádio. 
  
Figura 42-Protótipo beacon [37] Figura 43-Beacon Overlay 
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3 .3 .3   STAGE 3  (GATEWAY )  
A agregação de informação proveniente das stages inferiores (collars e beacons) e o seu 
reencaminhamento para servidores remotos, é assegurado pela implementação do gateway. Este, 
é constituído por um micro PC com suporte a tecnologias de comunicação sem fios (3G/4G) , 
permitindo o reencaminhamento ou publicação de informação para um serviço intermediário de 
mensagens (e.g. broker), com recurso a um cliente AMQP. Estas tecnologias de comunicação 
demonstram ser as mais adequadas, considerando a boa cobertura de sinal em território nacional 
e a sua facilidade de instalação. Em paralelo, será igualmente disponibilizado um socket server, 
de modo a possibilitar que qualquer aplicação externa ao sistema possa ter acesso de forma 
transversal ao conteúdo das mensagens (e.g. fins estatísticos). 
Os dados são recolhidos através de uma interface rádio Texas Instrument CC1110 conectada a 
uma porta de serie, sendo posteriormente mapeados para uma estrutura em formato JSON 
previamente definida. É igualmente necessário atribuir um timestamp a cada mensagem 
publicada, enquadrando-a num período temporal. Este processo deve ocorrer o mais próximo 
possível da origem dos dados, tornando o gateway o mais adequado para a atribuição deste 
marcador, justificado pela precisão e sincronização dinâmica do relógio através do protocolo 
NTP (Network Time Protocol). Com vista a facilitar o entendimento das relações entre 
componentes do gateway, a Figura 44 pretende ilustrar cada interveniente no processo de 
recolha, agregação, pré processamento e reencaminhamento /publicação dos dados para o 
sistema intermediário de mensagens (broker) e para um socket server. 
 
Figura 44-Diagrama de sequência do gateway 
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3 .3 .4   STAGE 4  (RECEIVING) 
Como forma de desenvolver uma plataforma assíncrona, desacoplada de linguagens de 
desenvolvimento e de tecnologias, o serviço de mensagens (e.g. Broker) surgiu como principal 
solução à problemática. Assim, a stage de receção deverá ser encarada como um sistema 
intermediário entre o gateway e os restantes componentes da infraestrutura de sistemas de 
informação, com funcionalidades de orquestração de envio e receção de mensagens com suporte 
aos protocolos MQTT ou AMQP. 
Os protocolos devem assegurar a implementação de QoS (Quality of Service), garantindo a 
retransmissão de mensagens em cenários com circuitos instáveis, à semelhança do projeto 
SheepIT. A implementação assíncrona de filas (queues) do tipo FIFO (First In First Out) deve 
ser assegurada de modo a persistir temporariamente mensagens que aguardam processamento , 
garantindo que o conteúdo publicado permanece na queue até que sejam consumidas 
individualmente por cada cliente. 
As mensagens publicadas/persistidas deverão garantir argumentos de TTL (Time To Live) que 
permitam definir um período de expiração, levando a uma redução no consumo de recursos do 
servidor, uma vez que elimina os registos que ultrapassem um determinado timeout. A 
autenticação local em paralelo com ACL (Access Control List) será utilizada como forma de 
autorização, permitindo ou limitando que um determinado utilizador consiga publicar ou 
subscrever tópicos para os quais não está autorizado. Por último, o suporte a websockets como 
principal solução à subscrição de tópicos e mensagens em tempo real ( e.g. alertas), bem como 
a escalabilidade e alta disponibilidade através da replicação de queues ao longo de diversos nós, 
são características secundárias e de suporte . 
A Figura 45 pretende apresentar a arquitetura interna com autenticação e suporte a queues do 
sistema intermediário de mensagens (e.g. Broker). Enquadrado no projeto, o gateway assume o 
papel de publisher, sendo o consumer e respetivas as operações de processamento definidas por 
uma framework de análise de dados. 
 
Figura 45-Diagrama de Publicação/Subscrição de dados 
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3 .3 .5   STAGE 5  (STORAGE ) 
A modelação de uma estrutura de base de dados, é um dos aspetos de maior relevância numa 
plataforma de sistemas de informação. Torna-se imperativo um levantamento de requisitos de 
modo a criar uma compreensão da problemática e facilitar a modelação de  relações ou entidades. 
Algumas das estruturas de dados utilizadas definem os atributos e respetivas relações entre os 
intervenientes do sistema, sejam eles informações genéricas pertencentes a veterinários, 
instituições, propriedades, valores provenientes dos collars (e.g. número de passos, postura 
corporal), beacons (e.g. coordenadas GPS, bateria), eventos ou alarmística.  
Num cenário em contexto real, existe um misto no modo de preenchimento das tabelas, podendo 
ocorrer de forma dinâmica (e.g. hibernate27) consoante o input e análise de dados ou 
manualmente pelo utilizador final. Desta forma, é possível agilizar o processo de persistência 
de informação recebida de forma programática e ao mesmo tempo manter atributos de animais 
ou periféricos atualizados. Paralelamente, existem algumas estruturas de dados isoladas, 
exclusivas e de suporte às ferramentas de processamento de dados,  que permitem a persistência 
de informação proveniente dos constrained devices de forma não estruturada e sequencial, 
facilitando e agilizando a execução de queries. O diagrama indicado na Figura 46, apresenta o 
modelo relacional de base de dados referente ao projeto SheepIT.  
Relativamente aos requisitos impostos, estes devem garantir: 
 Manipulação: gestão CRUD (create, read, update e delete) de dados; 
 Segurança: garantindo que não são permitidos acessos não autorizados; 
 Integridade: validando operações que possam condicionar a consistência dos dados; 
 Recuperação: permitindo restaurar na totalidade a base de dados aquando da ocorrência 
de uma falha de sistema ou estrutura de dados.
                                                          
27 http://hibernate.org/ (Hibernate, 03-11-2016) 
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Figura 46-Modelo relacional SQL (Plataforma SheepIT) 
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3 .3 .6   STAGE 6  (PROCESSING ) 
O processamento de dados na componente do sistema de informação, apresenta-se com um grau 
de complexidade relativamente elevado, quando comparado com os restantes elementos 
pertencentes à infraestrutura cloud. De acordo com os requisitos e características técnicas da 
plataforma SheepIT, é exigido o desenvolvimento e implementação  de módulos com 
funcionalidades de processamento e análise de eventos , através de um stream de dados em 
tempo real em paralelo ao módulo de processamento agendado (batch). O módulo de stream, é 
capaz de persistir e validar as mensagens aquando da sua receção e simultaneamente criar um 
histórico em memória dos diversos atributos, de modo a que seja possível a implementação de 
alarmística com base nos dados recebidos anteriormente e não apenas no valor atual. Os alertas 
gerados são persistidos em base de dados (e.g. log) e republicados novamente no broker, para 
que os mesmos sejam consumidos e utilizados para notificações ao utilizador final recorrendo 
a websockets. 
O módulo batch, oferece funções de processamento agendado através de queries desenvolvidas 
em SQL, gerando um subconjunto de informações relativas a fatores estatísticos. Os dados 
produzidos, são persistidos em novas estruturas de dados na base de dados, por forma a  serem 
consumidos pela plataforma e disponibilizados pela API REST. 
Por último, será necessário a monitorização servidor responsável por alojar a plataforma, 
analisando a utilização de CPU, RAM e HDD, efetuando logs e notificando o administrador de 
sistema aquando de possíveis erros. A Figura 47 e Figura 48 apresentam diagramas de sequência 
que pretendem facilitar o entendimento das relações e integrações dos diversos componentes 
envolvidos no processo de stream e batch. 
 
Figura 47-Diagrama de processamento stream 
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Figura 48-Diagrama de processamento batch 
 
3 .3 .7   STAGE 7  (API)  
A implementação da API REST surge com a necessidade de partilha de recursos (web services 
ou estruturas de dados SQL/NoSQL) ou serviços de forma transversal e padronizada, permitindo 
uma integração facilitada, assente na troca de informação com sistemas ou aplicativos.  
Os requisitos consistem fundamentalmente na disponibilização de operações CRUD (Create, 
Remove, Update, Delete) à base de dados, através de um conjunto de métodos disponíveis no 
protocolo HTTP, nomeadamente Get (Select), Post (Insert), Put (Update) ou Delete. Devem ser 
assegurados processos de autenticação (e.g. JSON Web Tokens) e autorização, garantindo 
diferentes níveis de acesso e evitando que os recursos sejam acedidos/modificados 
anonimamente ou por utilizadores sem permissões. Por último, a estrutura de dados de resposta 
deverá preferencialmente ser implementada com recurso ao formato JSON.  
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3 .3 .8   STAGE 8  (FRONT END ) 
O front-end da aplicação será implementado com recurso à framework YII PHP28, 
disponibilizando uma versão WEB e Mobile com funcionalidades de gestão, visualização, 
pesquisa e filtragem de informação de animais, instituições, veterinários ou dispositivos. A 
componente de gestão abrange a atualização de qualquer tipo de atributo pertencente aos objetos 
disponíveis em estrutura de dados (Figura 46). Por sua vez, a visualização consiste na 
apresentação de dados na forma de tabelas, gráficos ou mapas cartográficos, contendo dados 
estatísticos, notificações, alarmística, tendências comportamentais dos animais ou o desgaste 
de dispositivos (e.g. baterias). As representações geográficas consistem na transposição das 
coordenadas absolutas dos beacons em conjugação com a intensidade do sinal (RSSI) das 
coleiras, de modo a estimar uma posição relativa (sem recurso a triangulação) do animal e 
apresentá-la no mapa. 
Adicionalmente, algumas das funcionalidades passiveis de implementação consistem nas 
notificações em tempo real de alertas comportamentais na vertente Mobile (e.g. cercas virtuais, 
postura corporal) recorrendo a websockets, na parametrização do perímetro das cercas virtuais  
e na sugestão e otimização do raio de ação aquando do posicionamento dos beacons. Contudo, 
independentemente de partilharem funcionalidades semelhantes, a aplicação Mobile será 
dedicada a operações de complexidade reduzida, justificado pela interação limitada e dimensões 
do dispositivo. Por último, a criação de tipos ou grupos de autorização, permitirá a 
disponibilização de informação de forma controlada e de acordo com o t ipo de acesso ou 
responsabilidade do utilizador.  
 
Figura 49-Interface de gestão da plataforma SheepIT 
                                                          
28 http://www.yiiframework.com/ (Yiiframework, 05-07-2017) 
Esta página foi deixada propositadamente em branco  
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Capítulo  4  
I M P L E M E N T A Ç Ã O  
Os próximos tópicos descrevem os cenários e estratégias de implementação e integração, 
destacando arquiteturas, protocolos, serviços, linguagens e ferramentas de desenvolvimento 
(e.g. frameworks), definindo aspetos relevantes e vantagens de cada tecnologia adotada. Sendo 
este um projeto relacionado com tecnologias de informação, é igualmente apresentado uma 
pequena descrição dos diversos componentes pertencentes ao hardware, responsável por alojar 
a infraestrutura geral do projeto SheepIT. São analisadas não só as soluções implementadas, 
como também os diversos diagramas e excertos de código que validam as decisões no 
desenvolvimento da arquitetura e respetivas tecnologias. De forma similar ao apresentado 
anteriormente, de modo a facilitar o entendimento geral do sistema, este capítulo será 
subdividido em stages representativas dos diversos componentes estruturais, sendo apenas 
abordadas as camadas onde existiu uma participação ativa . 
Pretende-se então, que a solução seja capaz de garantir a agregação de dados através de um 
gateway, reencaminhando-os e disponibilizando-os através de um cliente AMQP e de um 
endpoint (e.g. socket). A componente de receção consistirá num sistema intermediário (e.g. 
RabbitMQ) responsável por orquestrar a publicação e consumo de mensagens. Paralelamente, 
recorrer-se-á a um sistema de análise de dados (e.g. Apache Spark), otimizado para o 
processamento de grandes volumes de informação. É recomendável que toda a informação 
proveniente desta análise seja persistida num modelo de base de dados otimizado e de acordo 
com os requisitos da plataforma e ao encontro de boas práticas de soluções IoT. Posteriormente, 
a disponibilização do conteúdo será realizada com recurso a uma API, por forma a ser 
consumida pela framework de front-end.   
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4 . 1  S T A G E  3  ( G A T E W A Y )  
O desenvolvimento do gateway pretende responder à necessidade de reencaminhamento de 
informação entre os módulos de recolha e processamento. Entre outros,  algumas das 
funcionalidades básicas passam pela leitura de mensagens provenientes de uma interface rádio 
Texas Instrument CC1110 conectada a uma porta de série, reconstrução dinâmica do formato de 
mensagens em JSON, publicação e disponibilização de conteúdo através de um serviço de 
mensagens (e.g. broker) ou de um endpoint (e.g. socket). A Tabela 1 apresenta os equipamentos 
com arquiteturas X86 e ARM (Orange PI29), como alternativas passiveis de serem utilizadas no 
alojamento do gateway. Comparando as soluções apresentadas, a arquitetura ARM demonstra 
vantagens ao nível de custos e consumo energético, limitada apenas pela reduzida capacidade 
de processamento. Desta forma, os fatores de performance e compatibilidade, aliado à 
inexistência de limitações de espaço e energia, colocam a arquitetura X86 como melhor solução. 
Tabela 1-Requisitos de hardware (gateway)  
Arquitetura X86 ARM30 
CPU Intel Atom D2550, 1.86GHz H3 Quad-Core Cortex-A7 H.265/HEVC 
RAM 4GB DDR3, 1066MHz 1GB DDR3 (partilhada com GPU) 
HDD Samsung SSD 850, 120GB Sandisk MicroSDHC (C10),  16GB 
OS Ubuntu Server 16.04 Ubuntu Server 16.04 
 
4 .1 .1   INTERFACE DE SÉRIE  
A interface de série surge como principal porta de comunicação, tendo em conta que é um dos 
meio partilhados e comuns entre a interface Texas Instrument CC1110 e o gateway. Assim, 
foram utilizadas as bibliotecas jSerialComm31 e RXTX32, como possíveis soluções de interação 
e gestão das portas de série em JAVA, respondendo às necessidades exigidas de leitura e escrita. 
Porém, a biblioteca jSC surge como alternativa direta ao RXTX e ao Java Communication, 
apresentando vantagens de transversalidade entre plataformas e arquiteturas (e.g. X86/ARM), 
recorrendo a métodos nativos do sistema. Disponibiliza e enumera as portas série disponíveis, 
permitindo atributos de configuração de acordo com o baud rate, data bits, parity ou timeouts. 
Em suma, o conjunto de características apresentadas fazem da biblioteca jSC a escolha mais 
coerente e equilibrada como solução de interação com a interface de série.  
                                                          
29 http://www.orangepi.org/ (Orange Pi, 20-04-2017) 
30 http://www.orangepi.org/orangepipc/ (Orange Pi Specs, 10-10-2017) 
31 http://fazecast.github.io/jSerialComm/ (JSerialComm, 03 -05-2017) 
32 https://github.com/rxtx/rxtx (RXTX, 03-05-2017) 
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4 .1 .2   MODELO D E DADOS  ( JSON)  
A escolha de um formato ou schema de dados, apresenta-se como solução à necessidade de 
uniformização da informação recebida. Por outras palavras, vai permitir criar um modelo ou 
estrutura que seja comum e compreendida tanto pelo dispositivo de publicação (e.g. gateway), 
como pelo restante sistema de processamento e análise de dados (e.g. Apache Spark). Existe 
então um modelo ou formato de mensagem previamente definido por uma estrutura em JSON, 
estando previsto a existência de outros modelos, tendo em conta os cenários de alarmística, 
atualização de estados ou notificações. Um exemplo direto de uma estrutura alternativa 
dedicada unicamente a este procedimento, consiste na notificação da plataforma cloud de que 
existiu uma troca ou desassociação entre uma determinada coleira e respetivo anim al. Contudo, 
a implementação apresentada incidirá apenas numa estrutura única, representada por gateways, 
beacons e collars, uma vez que algumas das funcionalidades do sistema encontram-se em fase 
de estudo e análise (e.g. Registration Request, Pairing Request). 
Os dados recolhidos pela interface de série, totalizam cerca de 19 bits e estão disponíveis numa 
estrutura simplista e sequencial (Figura 50) constituída pelo valor unitário de cada atributo . Por 
sua vez, a Figura 51 representa as estruturas em JAVA responsáveis por alojar os valores 
recebidos após o mapeamento.  
 
 
Figura 50-Estrutura sequencial da mensagem Figura 51-Estrutura JAVA (CAST) 
O protocolo RS-232 não suporta o envio ou receção de estruturas de dados complexas (e.g. 
arrays), sendo as operações realizadas exclusivamente bit a bit. Assim, é necessário criar uma 
lógica que possibilite identificar e delimitar o início e fim do conteúdo recebido. Como solução, 
foi proposto a utilização de um único caractere por forma a identificar ou caracterizar o final 
da mensagem. Outra alternativa, passou por reconhecer o seu início e assumir que os 19 bits 
posteriores fariam parte do conteúdo. Isto é apenas possível, porque o seu tamanho máximo é 
conhecido a priori. A mensagem é então submetida a um processo de transformação, onde os 
dados são transcritos para uma estrutura em JAVA, subsequentemente iterada e mapeada para 
JSON (Figura 59) com recurso à biblioteca Fluent-Json (org.jglue.fluent-json), desenvolvida 
com base no Google GSON.  
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Paralelamente, foram analisadas as bibliotecas JsonObjectBuilder 
(javax.json.JsonObjectBuilder) e Json-lib (net.sf.json-lib), demonstrando-se inferiores ao nível 
funcionalidades, versatilidade e robustez. O JSON apresenta vantagens relativas à utilização 
reduzida de tags (less verbose) e melhoria no tempo de serialização e desserialização, obtendo 
menor impacte na utilização de recursos (e.g. CPU). O penúltimo passo antes da publicação da 
mensagem, consiste na marcação do timestamp recorrendo ao java.sql.Timestamp . Está 
disponível na secção de anexos (Figura 59), um excerto do modelo de dados utilizado aquando 
da publicação de informação. 
4 .1 .3   PUBLICAÇÃO DE CONTEÚDO 
Ao nível das funcionalidades do gateway (Figura 52), a publicação do conteúdo apresenta-se 
como o último passo neste processo. É definido pela utilização de  um cliente AMQP e de um 
endpoint socket, como forma de disponibilização de informação para os restantes componentes 
da infraestrutura SheepIT. O socket foi implementado utilizando a biblioteca 
java.net.ServerSocket, criando um canal de comunicação auxiliar para que aplicativos ou 
soluções de terceiros (e.g. MATLAB) possam ser integradas com a aplicação existente. Por sua 
vez, o cliente AMQP recorreu à biblioteca amqp-client (com.rabbitmq) e garante a persistência 
(e.g. durable) aquando da publicação para o MOM (Message-Oriented Middleware), de modo 
que em caso de falha, as mensagens permaneçam na queue do broker até que o sistema seja 
reposto. A restante avaliação e comparação de características relativas aos protocolos de 
mensagens MQTT, AMQP, STOMP e respetivas bibliotecas utilizadas,  serão apresentadas no 
tópico de receção. Por último, foram considerados o tratamento de exceções (exceptions), para 
que a execução do aplicativo não seja comprometida no caso da existência de falhas de 
conectividade do cliente AMQP, socket ou de erros provenientes das ligações físicas do 
hardware (e.g. porta de série). 
 
Figura 52-Diagrama gateway 
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4 . 2  S T A G E  4  ( R E C E I V I N G )  
A secção de receção é constituída por um serviço de mensagens, apresentando-se como um 
intermediário entre o gateway e a restante infraestrutura de sistemas de informação.  As 
avaliações basearam-se em soluções e protocolos que cumpram aspetos de gestão, performance 
e disponibilidade. Assim, foram considerados como principais serviços de mensagens, o 
RabbitMQ, Apache Kafka, ActiveMQ e Mosquitto. À exceção do Mosquitto, que se apresenta 
como algumas limitações funcionais ao nível do suporte a queues ou clustering, todos os outros 
possuem características de interoperabilidade (e.g. multiprotocolo), escalabilidade (e.g. 
clustering), encriptação, autenticação, suporte a wildcards ou disponibilização de API interna.  
Comparando os brokers apresentados, RabbitMQ demonstra ser uma solução robusta que 
oferece características de alta disponibilidade, confiabilidade e versatilidade, através da 
implementação de clusters, persistência ou acknowledgements  (ACK). Fornece suporte à 
comunicação publish, subscribe com recurso a websockets, disponibilizando a transmissão de 
dados em tempo real com um reduzido footprint. Em paralelo, o suporte a diversas linguagens 
de programação, plugins, simplicidade de gestão, documentação e comunidade abrangente, 
fizeram do RabbitMQ a solução mais adequada.  
Ao nível protocolar, os brokers analisados suportam MQTT, AMQP e STOMP, à exceção do 
Mosquitto que apenas permite a utilização de MQTT.  Comparando individualmente os 
protocolos, MQTT recorre ao modelo publish/subscribe e apresenta-se como uma solução viável 
em cenários limitados onde exista restrições de largura de banda, circuitos de elevada latên cia 
ou dispositivos com poucos recursos. O formato da mensagem é constituído pela presença 
contínua do header de tamanho fixo (2 bytes) que indica o size do payload ou o QoS. O pacote 
é igualmente constituído pelo header e payload de tamanho variável, onde são definidos o nome 
do tópico, identificador da mensagem e do cliente. 
Por sua vez, o STOMP é caracterizado pela transversalidade, mostrando ser agnóstico a 
linguagens e arquiteturas. A comunicação entre cliente e servidor é baseada em frames 
constituídos pelo comando (e.g. Commit, Send, Subscribe), header <key>:<value> e body. 
Possui suporte a websockets e, comparativamente aos protocolos apresentados,  é o único text-
based ou plain-text, no qual o seu conteúdo é legível e passível de ser interpretado. 
O AMQP oferece fatores de interoperabilidade, confiabilidade e suporte a queues. Isto permite 
uma comunicação asynchronous/synchronous, tornando o procedimento transversal e 
independente dos intervenientes. Contrariamente ao STOMP, este apresenta-se como um 
protocolo binário, beneficiando diretamente a transmissão, leitura e análise de informação. 
Tudo isto, aliado ao fato do RabbitMQ ter sido desenvolvido para suportar nativamente o 
AMQP, valida a escolha deste protocolo como parte integrante do sistema de mensagens.  
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A fase inicial consistiu na implementação de três brokers distintos, analisando alguns dos seus 
aspetos funcionais por forma a cumprir  requisitos exigidos. O Mosquitto foi o primeiro broker 
analisado, onde foram configurados aspetos de autenticação local  que impediam a publicação e 
subscrição anónima. Contudo, revelou ser um processo moroso, considerando a configuração 
manual dos ficheiros de configuração ( /etc/mosquitto/mosquitto.conf). Em alternativa, foi 
implementada autenticação com recurso a base de dados, em paralelo com permissões de leitura 
e escrita de cada utilizador. Ou seja, o perfil era criado a priori, bem como um conjunto ACL 
(Access Control Lists) que garantiam apenas a subscrição ou publicação em tópicos autorizados.  
Ao nível de configurações do RabbitMQ, estas consistiram na criação de utilizadores e 
permissões por forma a permitir a publicação e subscrição de conteúdo, ativação de plugins 
relativos à componente de gestão WEB e dos protocolos AMQP, STOMP e MQTT, sendo para 
isso modificados alguns parâmetros de rede referentes a portos de comunicação. Apesar do 
conhecimento ao suporte do protocolo TLS (Transport Layer Security), não existiu qualquer 
tipo de implementação a este nível.  
Um dos requisitos consistia na escrita de informação contida nas mensagens numa estrutura de 
dados relacional. Desta forma, foi inicialmente desenvolvido um cliente em NodeJS, 
responsável pela subscrição de todos os tópicos existentes no broker, recorrendo a wildcards. 
Isto permite a subscrição simultânea de diversos conteúdos e respetiva persistência numa base 
de dados de forma individual e estruturada. Porém, este método revelou-se pouco eficiente 
quando utilizado um cliente MQTT/STOMP/AMQP para o efeito, uma vez que demonstrava não 
ter capacidade de processamento em ambientes com um elevado throughput, criando 
eventualmente um bottleneck. 
Em resposta, alguns brokers apresentavam plugins ou extensões capazes de processar o 
conteúdo de cada mensagem de forma assíncrona (asynchronous). Desta forma, o Apache 
ActiveMQ surgia como principal solução à persistência com recurso ao JDBC e com suporte a 
diversas bases de dados (e.g. MySQL, Sybase, Oracle, PostgreSQL). No entanto, apresentou 
algumas limitações na transformação de dados, dificultando a sua persistência e organização 
em estruturas relacionais. 
Como solução final, uma vez que a plataforma de análise de dados possuía uma extensão para 
processamento em tempo real, recorreu-se à biblioteca Spark Streaming como parte integrante, 
possibilitando unificar e centralizar este componente. Em suma, o módulo subscreve uma queue 
de dados inicial, persistindo o seu conteúdo em disco. Assim, é possível libertar o broker desse 
tipo de processamento, fazendo com que este herde unicamente um papel intermediário e 
orquestrador no envio e receção de mensagens.  
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4 . 3  S T A G E  5  ( S T O R A G E )  
O módulo de storage pressupõe uma avaliação de modelos e estruturas de bases de dados, 
diagramas e ferramentas arquiteturais, em paralelo com previsões de crescimento, por forma a 
avaliar o aumento do volume dos dados ao longo do tempo. Por conseguinte, permite definir de 
forma consciente e justificada o modelo e gestor mais adequado à estrutura de dados do projeto.  
Podemos assumir que a popularidade do modelo relacional entre a comunidade, deve-se a 
fatores de normalização e consistência, em paralelo co m facilidade de implementação e 
utilização. Contudo, surgiram recentemente modelos NoSQL que oferecem soluções a algumas 
problemáticas apresentadas pelos modelos relacionais , entre os quais, o suporte a múltiplas 
estruturas de dados, escalabilidade horizontal ou otimização na gestão massiva de dados. 
Sucintamente, o SQL apresenta ser uma melhor solução em ambientes que requerem integridade 
de informação, contrariamente ao NoSQL que pressupõe cenários de velocidade ou 
escalabilidade. 
Teoricamente, em cenários IoT deve existir um misto entre a utilização de modelos relacionais 
e não relacionais, garantindo as vantagens individuais de cada estrutura. Posto isto, depois de 
avaliar os requisitos do sistema e características individuais dos modelos SQL e NoSQL, 
verificou-se que seria indicado a utilização de uma estrutura relacional, considerando as 
relações de dados pretendidas, volume de dados (payload) ou a necessidade de assegurar 
propriedades transacionais (ACID). 
No âmbito dos gestores de bases de dados mais utilizados, foram comparadas as plataformas 
MySQL e PostgreSQL, que se apresentam como soluções válidas e enquadradas no cenário 
exigido. Similarmente, partilham diversas vantagens de facilidade de instalação e utilização, 
transversalidade entre plataformas (e.g. Linux, Windows), arquiteturas (e.g. X86, ARM), 
compatibilidade com linguagens de desenvolvimento (e.g. Java, Python, C#), suporte a stored 
procedures, triggers, MVC (Model-View-Controller), vasta comunidade e disponibilização de 
ferramentas de modelação e gestão. É correto afirmar que, na maioria dos cenários em contexto 
real, ambas as aplicações são passiveis de serem utilizadas. No entanto, deve existir uma 
avaliação relativa ao volume de dados, recursos de software e hardware exigidos. 
PostgreSQL é maioritariamente vocacionado para ambientes  concorrentes, que exijam um 
modelo de dados complexo e que envolvam um volume massificado de informação. Apresenta 
atributos de confiabilidade, integridade e integração/migração entre sistemas. Em alternativa, o 
MySQL proporciona um rápido processamento e tempos de resposta, associado a um consumo 
reduzido de recursos, enquadrando-se em cenários com um baixo nível de concorrência, que 
necessitem de replicação.  
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Em síntese, este tópico pretende prever fatores de escalabilidade por forma a demonstrar e 
avaliar o crescimento e ocupação em disco, considerando para isso os atributos constituintes 
das estruturas de dados dos equipamentos (e.g. gateway, beacons, collars). Assim, será possível 
validar a escolha do modelo relacional e do PostgreSQL como principal plataforma de RDBMS. 
Posto isto, a Tabela 2 identifica o tipo de dados e respetiva ocupação em bytes dos atributos 
que constituem a estrutura JSON (Figura 59) pertencente à mensagem, representando uma 
versão provisória proposta pela equipa de desenvolvimento da componente de eletrónica. De 
forma sucinta, pretende-se estimar o possível crescimento e impacte do payload proveniente 
dos collars, beacons e gateway aquando da sua publicação e persistência em base de dados . 
Tabela 2-Atributos gateway, beacon e collar 
GATEWAY 
gatewayid (int) 4 
battery (int) 4 
propertyid (int) 4 
timestamp (ts) 8 
gps [point] 16 
TOTAL (bytes) 36 
 
BEACON 
beaconid (int) 4 
battery (int) 4 
timestamp (ts) 8 
gps [point] 16 
TOTAL (bytes) 32 
 
COLLAR 
collarid (int) 4 
reportBeacon (int) 4 
steps (int) 4 
fenceInfrac (int) 4 
postureInfrac (int) 4 
battery (int) 4 
rrsi [double] 80 
accXYZ [double] 24 
TOTAL (bytes) 128 
 
Como base no tipo de atributo (e.g. integer, point), foi assumida a sua ocupação recorrendo aos 
data types da RDBMS PostgreSQL33. A previsão da Tabela 3 considera um ano (365 dias) de 
atividade e vários intervalos de envio de mensagem para um total de 96.356 bytes, enquadrado 
num cenário de 1 gateway (36 bytes), 10 beacons (320 bytes) e 750 collars (96.000 bytes). 
Tabela 3-Previsão de crescimento da base de dados 
 15seg 30seg 1min 5min 15min 30min 60min 
Mbytes 195,119 97,559 48,779 9,755 3,251 1,625 813 
Gbytes 190.55 95.27 47.64 9.53 3.18 1.59 0.79 
Os extremos apontam para uma ocupação entre 190 GB (cadência de 15 segundos) e 813 MB 
(cadência de 1 hora). Contudo, é importante referir que apesar da previsão, o tamanho do 
payload da mensagem e respetiva ocupação em disco é tida como uma aproximação simplista, 
uma vez que a indexação de informação difere entre os vários gestores de base de dados, 
havendo uma disparidade entre o payload calculado da mensagem e a sua ocupação efetiva em 
disco. Além disso, em paralelo às estruturas relacionais, existem dados que são persistidos de 
forma redundante em tabelas independentes, que servem de suporte às operações batch já 
referidas. Apesar dos modelos relacionais assumirem a normalização de dados como forma de 
minimizar a sua duplicação, estes demonstram menos performance aquando da execução de 
queries orientadas à extração de informação. Em suma, a utilização de tabelas sequenciais surge 
como solução a uma criação e execução facilitada de queries orientada a modelos tipicamente 
de análise, tendo por isso um acréscimo na ocupação de espaço em disco.   
                                                          
33 https://www.postgresql.org/docs/10/static  (PostgreSQL Documentation, 08-10-2017) 
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4 . 4  S T A G E  6  ( P R O C E S S I N G )  
O módulo de processamento apresenta-se como o core responsável por todos os processos de 
alarmística ou padrões estatísticos, diretamente associados à extração de insights relevantes e 
de suporte à gestão técnica de efetivos. Por forma a simplificar a compreensão da estrutura das 
frameworks utilizadas, estas serão apresentadas e descritas consoante o tipo de operações 
suportadas, podendo ser classificadas como stream, batch ou hybrid. Apesar de em muitos 
casos, uma solução única e especifica se apresentar mais adequada, existem no mercado opções 
híbridas capazes de responder de forma genérica e abrangente a determinadas problemáticas, 
apresentando integração com ferramentas, bibliotecas de GraphX, Machine Learning ou SQL. 
Os tópicos seguintes referem as plataformas e os tipos de operações suportados, apresentando 
algumas características transversais. 
 Apache Storm e Samza como suporte a stream; 
 Apache Hadoop como suporte a batch; 
 Apache Flink e Spark como suporte a hybrid. 
Apache Storm e Samza pertencem ao grupo com suporte exclusivo a operações stream. O Storm 
suporta um elevado débito de mensagens e garante processamento distribuído e tolerância a 
falhas, pela criação de clusters e instanciação automática de nós. Apache Samza34, soluciona 
questões relacionadas com o backpressure, pela adaptação dinâmica ao consumo de informação, 
lidando com cenários onde o fluxo de dados é superior à taxa de processamento. Possui 
características de imutabilidade uma vez que qualquer alteração que ocorra, exige a criação de 
um novo stream, mantendo a integridade do original.  
O Apache Hadoop é uma das soluções distribuídas orientadas processamento do tipo batch. A 
sua arquitetura interna recorre à persistência em disco , contribuindo para um desempenho 
inferior comparativamente às frameworks apresentadas. Oferece um alto nível de escalabilidade 
e integração, pela disponibilização de diversos nós (cluster) e compatibilidade (MapReduce, 
HDFS, Yarn) com as restantes plataformas.  
O Apache Flink surge como uma solução menos madura com características de baixa latência e 
elevado throughput, disponibilizando operações em memória e bibliotecas com suporte a SQL 
ou CEP (Complex Event Processing). Apresenta tolerância a falhas pela implementação de 
savepoints ou checkpointing com reduzido impacte na latência. Similarmente aos restantes, 
possui uma interface gráfica de visualização e gestão de tarefas do sistema.   
                                                          
34 http://samza.apache.org/ (Apache Samza, 05-05-2017) 
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De forma geral e analisando individualmente as soluções existentes,  o Apache Spark mostra ser 
a framework mais adequada às necessidades exigidas pela plataforma SheepIT. Isto é justificado 
pela integração de processamento stream e batch de forma unificada e agilidade dos processos 
com recurso à persistência em memória ao invés de escrita em disco. Garante interoperabilidade 
com o Apache Hadoop, Mesos ou Amazon Webservices e disponibiliza bibliotecas de suporte a 
estruturas relacionais SQL ou Machine Learning. 
Tabela 4-Comparação de frameworks de processamento de dados 
 Apache Hadoop Apache Spark Apache Storm 
Operações Batch Hybrid Stream 
Linguagens Java, Python, Ruby  Scala, Java, Python Ruby, Python, Perl 
Paradigma MapReduce RDD Spout 
Latência Alta Baixa Muito Baixa 
Estado Stateless Stateful Stateless 
 
 
4 .4 .1   STREAM P ROCESSING 
Em cenários onde a informação é tipicamente volátil, existe a necessidade de soluções que 
consigam acompanhar e adaptar-se ao rápido crescimento, através de novos meios de 
armazenamento e análise. Desta forma, o conceito de stream surge como um novo modelo de 
processamento de dados em tempo real, com recurso ao fluxo contínuo de informação 
proveniente de diversas fontes, sejam elas bases de dados, sistemas intermediários de 
mensagens ou métricas associadas a cenários IoT. É capaz de gerir uma quantidade praticamente 
ilimitada de datasets e nasce da necessidade de processamento de grandes volumes de 
informação em tempo útil, em alternativa à impossibilidade das bases de dados lidarem com a 
elevada cadência e alterações recorrentes. 
Este modelo, ao invés de aplicar uma operação a uma estrutura de dados (e.g. tabelas), incide 
diretamente no stream da publicação ou receção de novos registos. Contudo, é recorrente a 
integração de dados históricos provenientes de modelos relacionais, de modo a criar uma 
contextualização e insights relevantes. A sua utilização assegura uma baixa latência e torna-se 
imperativa na criação de modelos preditivos de ML (Machine Learning) ou no suporte a 
métodos de CEP (Complex Event Processing). 
Uma vez que o projeto SheepIT foi desenvolvido de raiz, e considerando o desenvolvimento 
moroso dos modelos de publicação e receção de informação, não foi possível obter dados em 
contexto real provenientes dos animais. Desta forma, foi desenvolvido um script responsável 
por gerar, estruturar e publicar dados para o sistema intermediário de mensagens ( broker) e 
consequentemente alimentar toda a plataforma de sistemas de informação. Apesar de se 
mostraram imprecisos, não revelando verdadeiramente o comportamento animal, permitiu 
validar o conceito e arquitetura.  
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Aquando da inicialização do processo de stream, este possui uma cadência semelhante à 
publicação de dados, por forma a haver uma sincronização entre ambos.  Os dados são então 
publicados numa queue e consequentemente consumidos, sendo a sua estrutura diretamente 
transposta ou mapeada para um conjunto de classes responsáveis por espelhar o modelo de dados 
em JSON. Por outras palavras, foram criadas a priori um conjunto de classes em JAVA que 
correspondem na íntegra à estrutura de dados JSON. Para isso, recorreu-se à biblioteca Google 
GSON (com.google.code.gson) para que de forma transparente e facilitada, existisse uma 
transposição e acesso direto à informação por meio de objetos. 
Posteriormente ao processo de mapeamento dos dados, os mesmos são persistidos na base de 
dados (Tabela 5) em paralelo com os procedimentos de alarmística. Aproveitando o fato do 
conteúdo da mensagem se encontrar estruturado em objetos, a persistência em disco é garantida 
através do Hibernate35. Sucintamente, é um framework em JAVA para o mapeamento entre 
objetos, atributos e modelos relacionais. Garante a transposição de classes para schemas de 
bases de dados, de forma a que o objeto que os define, seja persistido sem a necessidade de 
criar antecipadamente a sua estrutura. Este, garante de forma transversal ao desenvolvimento, 
todos os processos de criação e gestão da base de dados, pelo que, todos os atributos são 
persistidos nas tabelas correspondentes (e.g. animalrecord) ou genéricas (e.g. rawdata), com 
informação relativa ao animal ou variáveis de ambiente pertencentes ao sistema. Surge como 
alternativa ao tradicional JDBC (Java Database Connectivity) que, independentemente do bom 
desempenho e simplicidade, pode eventualmente tornar-se complexo e difícil de gerir em 
projetos de grande escala.  
Tabela 5-Estrutura base de dados (persistência)  
 
Algumas das vantagens diretas do Hibernate passam pelo suporte a herança, coleções (e.g. List, 
Set, Map) e relações de One-To-Many, One-To-One, Many-To-Many-to-Many, Many-To-One. 
Possui a capacidade de gerar chaves primárias de forma automática à medida que os dados são 
persistidos. Esta componente de automação consegue efetivamente agilizar e diminuir taxas de 
erro inerentes ao processo de persistência. O mapeamento entre a estrutura de dados da 
mensagem recebida e os atributos da classe, é realizado de forma direta à exceção do 
identificador do animal.   
                                                          
35 http://hibernate.org/ (Hibernate, 03-11-2016) 
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A mensagem recebida contém o identificador da coleira correspondente à publicação, sendo 
feita uma associação entre o identificador da coleira e respetivo identificador do animal. Existe 
uma tabela responsável por fazer este mapeamento de forma direta, constante e o mais 
atualizado possível. Este pequeno passo, garante que na eventualidade de troca de coleiras, a 
integridade da informação é mantida, evitando que dados de animais diferentes sejam vistos 
pelo sistema como sendo do mesmo animal. Em paralelo à operação de persistência, existe a 
validação de alarmística imposta pelo Drools36, este é descrito como um BRMS (Business Rules 
Management System) que recorre a regras por forma a separar a lógica dos  diversos processos 
de negócio. A lógica é referenciada por políticas ou requisitos, que em conjunto são 
determinantes nas ações pertencentes a aplicações ou sistemas. 
As regras definem uma determinada ação com base numa ocorrência (e.g. When-Then), 
existindo um processo de correspondência entre a informação e as condições existentes. A 
separação entre a lógica e os dados, programação declarativa, facilidade de construção de regras 
por pessoal não especializado, centralização ou integração, são algumas das vantagens 
associadas. O Jess37 ou EasyRules38 são alternativas viáveis que apresentam soluções e 
caraterísticas semelhantes. Neste seguimento, a Figura 53 pretende representar a mecânica 
comum ao sistemas BRMS, onde os dados originais são processados por forma a gerar eventos 
que neste caso podem ser operações de automação ou alertas.  
 
Figura 53-Business rule management system 
No enquadramento do projeto SheepIT, as regras consideradas relevantes dizem respeito à 
deteção da diminuição ou aumento relevante do número de passos, infrações posturais ou de 
cerca virtual e alguns fatores referentes às condições do sistema (e.g. RAM, CPU). Ao invés de 
comparar unicamente um valor recebido com um determinado threshold previamente definido, 
os valores recebidos são comparados com um histórico dinâmico temporário e com uma duração 
horária. Por outras palavras, ao longo da receção dos dados existe a construção de um histórico, 
que sofre atualizações ao longo do tempo e estabelece um valor base à validação das regras.  
                                                          
36 https://www.drools.org/ (Drools, 02-12-2016) 
37 http://www.jessrules.com/ (Jess, 02-12-2016) 
38 http://www.easyrules.org/ (Easy Rules, 02-12-2016) 
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Este cálculo é complementado com uma variável que define o valor percentual necessário para 
que a regra seja infringida. Ou seja, suponhamos que a média do histórico da última hora é de 
10 passos e que o valor percentual máximo é de 15%, é então necessário que o valor recebido 
seja superior a 12 passos para que a regra seja acionada. A mecânica do gestor de regras do 
Drools, segue a politica When-Then. Ou seja, aquando da validação de uma regra, existe uma 
ação que é despoletada. Neste caso, consiste na persistência em base de dados para efeitos  de 
log (Tabela 6) e na publicação do alerta para o sistema intermediário de  mensagens (broker), 
com recurso a um cliente AMQP, por forma que o mesma seja consumido pela plataforma de 
sistemas de informação e disponibilizada ao consumidor final. De modo a não haver sobrecarga 
do sistema devido a um eventual elevado número de alertas, existe um controlo na publicação 
de conteúdo definido por um TTL de 24 horas. Todo o processo aqui referido é cíclico, existindo 
uma repetição dos passos mencionados a cada minuto (cadência da receção de mensagens). 
A Tabela 6 é um excerto dos log de alarmística da plataforma e contém toda a informação gerada 
dinamicamente pelos alarmes, sejam eles referentes a postura corporal, número de passos, 
posicionamento relativo ou monitorização de hardware. Contrariamente, a publicação para o 
sistema de mensagens possui apenas o tópico do alarme (e.g. 
ALARMS/FKANIMALID/47/UNDERSTEPS) e valor correspondente (e.g. alertvalue). 
Analisando os atributos individualmente, alertvalue define o valor superior/inferior ao 
threshold que despoletou o alarme; Checked, é uma variável booleana que permite confirmar 
ou verificar se já foi revisto pelo utilizador; Percentage, é valor percentual que define o 
threshold do alarme. Ou seja, se existir um histórico de 100 passos e um percentage de 85%, 
significa que são necessários 185 passos (threshold) para despoletar o alarme; Por ultimo, o 
Percentual descreve a diferença percentual entre o alertvalue e o threshold.  
Tabela 6-Estrutura base de dados (persistência de alarmística) 
 
 
4 .4 .2   BATCH PROCESSING 
As operações de batch são tipicamente associadas ao processamento massificado de informação, 
representado por um conjunto finito de dados, onde o tempo de resposta não é tido com um 
aspeto crítico ou relevante.  Consiste num ou mais aplicativos responsáveis pela execução (e.g. 
horária, mensal, anual) de tarefas sequenciais ou encadeadas, que por norma não necessitam da 
intervenção ou interação humana (e.g. non-interactive) durante a sua execução e cujo 
processamento pode ocorrer com recurso à persistência em disco ou simplesmente a memória.  
Este conjunto de tarefas, podem ser definidas durante as horas de operação dos sistemas, sendo 
posteriormente executadas autonomamente.  
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Isto permite que os recursos computacionais sejam maximizados, uma vez que a execução dos 
processos ocorre em períodos de menor atividade  (maioritariamente noturnos). Uma vez 
iniciado, as operações prosseguem até que sejam finalizadas ou ocorram erros. Todos os dados 
necessários para o arranque do batch são previamente especificados ou estão disponíveis 
aquando da sua execução, sendo que na maior parte das vezes estes encontram-se persistidos 
em estruturas relacionais (e.g. RDMS). A flexibilidade na calendarização de tarefas, utilização 
de hardware não específico ou rentabilização e partilha de recursos, são tidas como vantagens 
diretas a operações batch. 
Na plataforma SheepIT, o processamento batch (Figura 54) inicia-se através de uma aplicação 
desenvolvida em JAVA assente na framework Apache Spark, responsável por gerir internamente 
um conjunto de subprocessos a serem executados.  Esta aplicação está agendada para ser 
executada horariamente, sendo a sua calendarização gerida pelo crontab39 do sistema. 
 
Figura 54-Diagrama de operações batch 
Porém, a execução individual de cada subprocesso ou tarefa , é gerida internamente de acordo 
calendarização definida a priori. As tarefas constituintes das operações batch são representadas 
por queries SQL persistidas em disco, responsáveis por gerar informação estatística de animais, 
equipamentos ou hardware. A Tabela 7, exemplifica a estrutura de dados que compõe a lista de 
tarefas (queries) ou operações agendadas. 
Tabela 7-Lista de queries para processamento batch  
 
  
                                                          
39 http://crontab.org/ (Crontab, 06-07-2017) 
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Na Tabela 7, o inicialtablename representa a tabela que contém os dados iniciais que servem 
de base à execução da query. Os resultados desse processamento vão ser persistidos 
dinamicamente numa tabela que é definida pelo finaltablename, sendo esta criada ou atualizada 
consoante a sua existência na base de dados; description e executable descrevem a finalidade 
da tarefa e a permissão da sua execução; schedule possibilita definir a periodicidade das 
operações, podendo variar entre horariamente, semanalmente ou mensalmente.  
Por forma a possibilitar ou aumentar a versatilidade no processamento, foram implementadas 
execuções do tipo full e block. O tipo full refere um processamento que abrange o conteúdo 
total de dados pertencentes a uma tabela, ocorrendo sempre entre o intervalo do primeiro e 
último registo. Este tipo de processamento é significativamente mais moroso  e exige um maior 
poder de computação pelo volume massivo de informação que representa. Contrariamente ao 
método anterior, o block estabelece um intervalo de processamento, sendo este definido pela 
diferença entre a entrada mais recente e o último registo analisado. A criação do intervalo, pode 
ser realizada com base no atributo timestamp, por uma flag booleana que varia consoante a 
leitura de cada registo, ou ainda pela persistência em memória do último evento processado. 
Esta solução apresenta uma maior viabilidade dado que existe um menor número de operações 
de leitura e escrita em base de dados. Este método é adequado em ambientes onde se pretenda 
processar única e exclusivamente o grupo de dados mais recente. 
Aquando da utilização de queries do tipo block, é necessário atualizar a condição where, por 
forma a que seja considerado um novo intervalo de valores na execução seguinte. Para isso, 
existe uma query auxiliar encarregue de retornar o valor máximo do identificador da tabela na 
qual a tarefa vai ser executada, servindo de referência para a atualização do atributo na 
condição, como representado na Figura 55. 
 
Figura 55-Intervalo de operações (where) 
Após a inicialização da aplicação, as queries são carregadas em memória e executadas conforme 
a sua calendarização. A gestão das mesmas é realizada através do frontend, permitindo que o 
utilizador crie e personalize autonomamente as tarefas e respetivo agendamento. Um dos 
aspetos que não foi considerado, mas possui um papel relevante, passa pela possibilidade de 
gerar queries com o auxílio a dropdowns. Permitiria oferecer uma construção facilitada por 
parte do utilizador final, sem necessidade de conhecimento técnico. Contrariamente ao descrito, 
foi apenas implementada uma caixa de texto que permite a criação manual da query em SQL.  
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A Tabela 8, é representativa de uma das estruturas geradas aquando da execução das queries da 
Tabela 7. A informação contendo os novos insights fica automaticamente disponível para 
consumo por parte do front-end. 
Tabela 8-Estrutura base de dados (persistência de resultados batch) 
 
É igualmente gerado um log (Tabela 9) de ocorrências, por forma a que o administrador consiga 
analisar a existência de erros durante e após  o processamento, assim como a produção de novos 
resultados. Nos registos, são disponibilizados valores de tempo de execução ou condições de 
sucesso ou insucesso das operações. Paralelamente, é ainda gerado um report da condição geral 
do sistema que aloja a plataforma, abrangendo indicadores de memória e espaço em disco. 
Tabela 9-Estrutura base de dados (persistência de logs)  
 
Igualmente enquadrado no tópico de processamento batch, o ML (Machine Learning) surge 
como resposta à necessidade de aprendizagem dinâmica e automatizada de alguns fatores 
animais. A previsão antecipada de doenças, hábitos alimentares ou val idação da postura 
corporal, são exemplos práticos da sua aplicação. Alguns algoritmos (e.g. Supervised, 
Unsupervised e Semi-Supervised) exigem nativamente um conjunto de dados de treino, de modo 
a possibilitar uma correta previsão comportamental dos novos valores recebidos. 
Uma das etapas criticas na avaliação destes modelos, passa pela segmentação aleatória  do 
dataset em grupos de treino e de teste, com um rácio aproximado de 75% e 25%, respetivamente. 
Este rácio é variável de acordo com tamanho do dataset e com os resultados obtidos pelo 
modelo, permitindo que o sistema seja confrontado com novos dados, não sendo influenciado 
pelos já conhecidos. Como o próprio nome indica, o grupo de treino serve essencialmente como 
base de conhecimento ao sistema, por forma a criar um modelo preditivo dos dados através da 
relação entre as variáveis de input e output esperado. Por outro lado, o grupo de testes é um 
conjunto de dados isolados ou independentes do grupo de treino, que permite avaliar  e validar 
a classificação (accuracy) atribuída na realização de previsões.  
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Contudo, o processo de recolha de dados provenientes  dos equipamentos instalados no terreno 
vinícola, ainda não demonstra robustez adequada às exigências do Machine Learning, não 
fornecendo informação necessária à construção do modelo preditivo, impossibilitando desta 
forma a aplicação de modelos de ML. A utilização de bibliotecas de ML terá um papel relevante 
nas operações de aferição de hábitos alimentares, surgimento de doenças ou recetividade sexual. 
Importa salientar que, o sistema SheepIT assente na framework Apache Spark, permite a futura 
integração de algoritmos do tipo Supervised, Unsupervised e Semi-Supervised . A Figura 56 
descreve com recurso a dados históricos persistidos em base de dados, a construção do modelo 
preditivo, utilizando dados de treino e de teste, sendo o sistema de ML posteriormente 
alimentado com recurso a um fluxo contínuo de dados (data streaming). 
 
Figura 56-Estrutura de criação do modelo preditivo (machine learning) 
4 . 5  S T A G E  7  ( A P I )  
A comunicação e partilha de informação, é vista por muitos como um potencial impulsionador 
de soluções tecnológicas, garantindo de forma padronizada a disponibilização de recursos a 
sistemas e serviços. O SNIRA40 (Sistema Nacional de Informação e Registo Animal), é um 
sistema que estabelece regras de identificação, registo e circulação de animais, estando os 
detentores de bovinos, ovinos, caprinos e suínos obrigados a comunicar todas as movimentações 
da exploração. No seguimento desta ideia, torna-se relevante a integração e disponibilização a 
clientes e serviços externos, dados de vacinação, localização ou movimentação de animais 
pertencentes à plataforma SheepIT. Isto permite que de forma dinâmica a informação esteja 
disponível, evitando que o processo seja efetuado manualmente pelos responsáveis das 
explorações. No entanto, para garantir esta disponibilização devem ser criados mecanismos de 
segurança, gestão e adaptação dinâmica da estrutura de dados.  
                                                          
40 http://www.ifap.min-agricultura.pt (IFAP, 12-09-2017) 
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Assim, o PostgREST surge como solução à disponibilização de dados de forma transversal e 
independente às plataformas de front-end (e.g. Web, Mobile), ao invés de duplicar serviços e 
funcionalidades comuns que eventualmente já possam existir. É definido como um servidor 
WEB que permite a criação de uma API com arquitetura REST, com recurso a uma base de dados 
PostgreSQL existente. Difere das restantes soluções pelo processo de instalação e configuração 
simplificado, gestão, segurança (e.g. JSON Web Tokens) e desempenho. A sua utilização vai ao 
encontro das boas praticas de desenvolvimento  e é vista como uma alternativa direta à 
implementação manual de operações CRUD. Todos os processos de autorização e autenticação 
são efetuados através de permissões persistidas em base de dados, mantendo centralizados 
aspetos de segurança com base em tabelas, vistas ou stored procedures. 
Cabe ao PostgREST responder aos pedidos de autenticação, verificando a autenticidade do 
utilizador, sendo a autorização da responsabilidade da base de dados. Esta, gere os acessos com 
recurso a roles, definindo-as como authenticator, anonymous e user roles. Aquando das 
operações de autenticação, o authenticator valida o request e atribui o acesso anónimo 
(anonymous) em caso de insucesso. O conjunto de características apresentadas, validam o 
PostgREST como solução mais adequada na implementação da API, evitando os desafios 
inerentes ao desenvolvimento de uma solução nativa e de raiz . Embora ciente dos riscos 
associados ao acesso anónimo e de possíveis alternativas de implementação, a configuração 
consistiu unicamente na instalação simplificada e sem autenticação. Apesar de justificável pelo 
ambiente controlado de desenvolvimento, deverá ser considerada aquando do deploy da 
plataforma para produção. 
A Figura 57 apresenta um pedido de autenticação por parte do cliente com recurso ao método 
POST, incluindo as credenciais de login (username/password) no body da mensagem. Após a 
validação, é gerado e retornado um token utilizado em futuros requests. 
 
Figura 57-Diagrama de sequência REST (request) 
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Capítulo  5  
A N Á L I S E  D E  R E S U L T A D O S  
SheepIT é uma plataforma integrada com funcionalidades críticas de monitorização em tempo 
real, que requer um nível de robustez significativo por forma a poder  responder eficazmente ao 
tratamento de um volume massivo de informação gerada tanto externa como internamente.  Com 
base na arquitetura proposta, criaram-se dois cenários hipotéticos, pretendendo-se assim com 
as respetivas análises efetuar uma avaliação de fatores de desempenho e escalabilidade, com 
especial atenção ao comportamento dos módulos de stream e batch quando expostos perante um 
elevado número de dispositivos de rede em paralelo (e.g. collars, beacons) e a um gradual 
aumento da cadência no envio de mensagens. 
Os fatores que serviram de base à avaliação do desempenho, dizem respeito a alguns valores 
estatísticos (e.g. médias ou extremos) referentes ao tempo de processamento das operaçõ es 
stream, tempo de execução de queries SQL no módulo de batch, tempo de construção do 
histórico, publicação da alarmística individual de cada animal , monitorização da utilização de 
memória RAM e ocupação de dados em disco.   
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5 . 1  C E N Á R I O S  
Foram considerados dois cenários, totalizando seis combinações e assumindo um intervalo de 
24 horas como espaço temporal padrão entre cada teste realizado, uma vez que mostrou ser 
suficiente para executar grande parte das operações stream e batch relevantes a esta avaliação. 
Os cenários divergem entre si essencialmente na cadência de dados, sendo que a quantidade de 
dispositivos de rede manteve-se entre as 750, 1500 e 3000 unidades. Assim, para o cenário 1 
foi utilizada uma cadência de 30 segundos enquanto que para o cenário 2 esta foi de 60 
segundos. Deste modo, esta análise pretende avaliar o impacte do tamanho do payload no 
processamento e tempos de resposta das operações stream e batch, construção de histórico, 
deteção de padrões alarmísticos e estatísticos (queries SQL) ou simplesmente pela persistência 
da informação. 
Idealmente, seria relevante avaliar o percurso ( flow) completo da mensagem desde a sua origem 
no animal, o seu redireccionamento para os beacons e posterior agregação e reencaminhamento 
do gateway para o sistema cloud. No entanto e apesar dos mesmos estarem representados na 
Figura 40 como parte integrante da arquitetura e de se apresentarem como atributos relevantes 
no desempenho geral do sistema, foi decidido não assumir os componentes collars, beacons e 
gateway, uma vez que esta avaliação pretende focar-se exclusivamente na performance e 
capacidade de processamento dos módulos da estrutura de sistemas de informação.  
Desta forma, os dados das mensagens foram simulados e obtidos numa máquina virtualizada 
com recurso ao hypervisor Proxmox41, com as características especificadas na Tabela 10. Para 
isso, ainda utilizado um script parametrizável, permitindo a criação de diversos casos de uso, 
onde são alterados valores relativos quer ao número de dispositivos quer ao intervalo de tempo 
em que a mensagem é enviada diretamente para a queue do sistema intermediário de mensagens 
(broker). A Figura 58 ilustra uma sequência geral de mensagens ou fluxo de informação entre 
a origem e os diversos mecanismos ou etapas de processamento.  
Tabela 10-Requisitos de hardware (plataforma) 
Arquitetura X86 
CPU Intel Xeon X5670, 2.93GHz  
RAM 8GB DDR3, 1333MHz 
HDD Unknown Storage Provider (120GB) 
OS Ubuntu Server 16.04 
  
                                                          
41 https://www.proxmox.com/en/ (Proxmox, 28-09-2017) 
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Figura 58-Diagrama de sequência para publicação e processamento de dados 
Conforme a Tabela 11, a quantidade máxima de collars (3000) foi estimada com base na 
incidência de 1% no mercado e considerando a área de vinha (239 000 hectares) em território 
nacional, bem como a capacidade de remoção de ervas  daninhas (1 hectare ano) dos ovinos.  
Tabela 11-Cenários de teste 
 Cenário 1 Cenário 2 
Número de dispositivos (Unidades)  750/1500/3000 
Cadência de mensagens (Segundos) 60seg 30seg 
5 . 2  E N Q U A D R A M E N T O  D E  R E S U L T A D O S  
Foram inicialmente executados alguns testes (Tabela 12) por forma a estimar o valor 
aproximado de dispositivos passiveis de serem processados, variando entre 500 e 8500 
unidades. Ainda de acordo com estes testes, existe um suporte teórico de 8500  unidades, 
cumprindo o requisito previsto de 60 segundos como limite máximo de cadência. É importante 
realçar a necessidade de respeitar os tempos de processamento máximos, de modo a que o 
volume de dados de entrada seja inferior aos de saída, garantindo desta forma que as mensagens 
não são persistidas numa fila (queue) de espera. Alguns dos desafios consistem em lidar com 
todos os subprocessos inerentes às operações stream que recorrem à memória RAM como 
suporte às operações de histórico, alarmística, part ilha de recursos entre os diversos serviços 
alojados ou simplesmente através dos processos de cache gerados pelo próprio sistema.  
Na prática, se considerarmos todos os processos dos animais assentes em memória, verificamos 
que de forma individual existe um historial de atributos referentes ao número de passos, 
infrações posturais ou de posicionamento, variantes de alarmística que permitem comparar os 
valores recebidos com o histórico gerado, como também a sua publicação para o sistema 
intermediário de mensagens.   
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É assim notório um significativo impacte no consumo da memória RAM, salientando a 
necessidade em gerir e otimizar a sua uti lização. Outro aspeto relevante, passa por durante a 
primeira hora de construção de histórico que serve de base para a deteção de padrões 
alarmísticos, o tempo de operações se manter constante, aumentando posteriormente aquando 
da comparação dos dados recebidos com o threshold gerado. 
Pelo exposto, o tempo de processamento espelhado na Tabela 12 e a sua alocação de memória 
são meramente teóricos, uma vez que com recurso exclusivo ao hardware utilizado, o sistema 
mostrou ser capaz de dar resposta apenas a um volume máximo de 3000 unidades, respeitando 
o intervalo de operação exigido de 60 segundos. 
Tabela 12-Previsão de tempos de processamento 
Número Unidades 500 2500 4500 6500 8500 
Tempo de Processamento 3seg 15seg 25seg 40seg 60seg 
A tudo isto, acresce o facto dos dados que caracterizam a condição do animal serem gerados 
aleatoriamente, contribuindo para que sejam criados diversos alarmes que em contexto real não 
existiriam, derivados da variação inconstante dos valores gerados em comparação com o 
threshold do histórico. Por forma a atenuar este fator, foram utilizados comandos do garbage 
collector do JAVA e do clear cache do sistema operativo (e.g. echo 1 > 
/proc/sys/vm/drop_caches), em paralelo com a implementação de um TTL (Time to Live) de 2 
horas para cada mensagem publicada no broker RabbitMQ, de modo a que a mesma seja 
descartada a um ritmo adequado ao volume de dados.  
Os próximos cenários apresentam de forma estruturada os diversos atributos que foram sujeitos 
a análise, responsáveis por caracterizar o desempenho do sistema para os tempos de cadência 
de 60 e 30 segundos. Em cada um destes casos, foram criados como complemento vários 
subprocessos que são replicados em ambos os cenários e que avaliam diversos aspetos (e.g. 
HDD/RAM) das operações relativamente ao número de animais (750, 1500 e 3000). As tabelas 
que fazem referência ao desempenho das operações de stream (e.g. Tabela 13) são apresentadas 
de forma individual para cada número de dispositivos. 
As tabelas de operações (e.g. Tabela 13) demonstram o número total de equipamentos, total de 
operações, taxa de erro, médias e extremos de processamento como também medidas de 
dispersão. Como complemento, foram ainda adicionados gráficos com o objetivo de facilitar a 
comparação entre testes e avaliar a distribuição percentual de cada tipo de operação.  O número 
de equipamentos nas tabelas de ocupação de disco HDD/RAM (e.g. Tabela 17, Tabela 18), 
tempo de construção de histórico (e.g. Tabela 19) ou tempo de execução das operações em batch 
(e.g. Tabela 20) são apresentados em conjunto, possibilitando a comparação direta entre 
diversos resultados das operações. Por forma a avaliar a relação existente entre os diversos 
cenários e subcenários, são apresentados quadros (e.g. Tabela 16) que recorrem à variação 
percentual, descrevendo a diferença entre valores e comparando os ganhos ou percas médias de 
performance pelo aumento do intervalo de cadência entre dispositivos.  
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5 . 3  C E N Á R I O  1  ( 6 0  S E G U N D O S )  
Tabela 13-Subcenário de processamento stream 750 unid. (60 segundos) 
  
 Número de Dispositivos: 750 unidades;  Total de Operações: 1440; 
 Taxa de Erro: 0,004% (6 operações);  Média: 4,2 segundos; 
 Mínimo: 1,0 segundo;  Máximo: 9,0 segundos; 
 Desvio Padrão: 1,3;  Moda: 4,0 segundos; 
 
Tabela 14-Subcenário de processamento stream 1500 unid.  (60 segundos) 
  
 Número de Dispositivos: 1500 unidades;  Total de Operações: 1440; 
 Taxa de Erro: 0,028% (40 operações);  Média: 8,2 segundos; 
 Mínimo: 2,0 segundos;  Máximo: 19,0 segundos; 
 Desvio Padrão: 2,9;  Moda: 7,0; 
 
Tabela 15-Subcenário de processamento stream 3000 unid. (60 segundos) 
  
 Número de Dispositivos: 3000 unidades;  Total de Operações: 1440; 
 Taxa de Erro: 0,065% (92 operações);  Média: 16,8 segundos; 
 Mínimo: 2,0 segundos;  Máximo: 39,0 segundos; 
 Desvio Padrão: 6,5;  Moda: 14,0 segundos; 
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Tabela 16-Diferença percentual entre subcenários (60 segundos) 
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 95,0% (+4,0 seg.) 
750/3000 unid. 298,0% (+12,6 seg.) 
1500/3000 unid. 104,1% (+8,61 seg.) 
A Tabela 16 sumariza os valores calculando a diferença percentual entre médias dos tempos de 
operação dos intervalos entre dispositivos (750/1500, 750/3000 e 1500/3000).  Ao longo dos três 
subcenários existiram 144, 149 e 100 operações representativas de outliers (upperbound e 
lowerbound), não sendo consideradas por serem pouco relevantes em termos estatísticos. Outros 
fatores avaliados referem a taxa ou percentagem de erro (número de operações falhadas), 
justificada pelo processo de persistência ou processamento interno da mensagem pelo sistema 
(e.g. out of memory). Por fim, o aumento do desvio padrão entre cada um dos subcenários, 
confirma o impacte direto que o aumento do número de dispositivos tem no  tempo de execução 
e performance da plataforma.  
No que concerne à ocupação de recursos de disco (Tabela 17) e memória (Tabela 18), salienta-se 
o aumento médio entre 1% a 2% (5 GB) e 4% a 10% (800 MB) respetivamente, sendo estes 
valores justificados pelo volume de mensagens. Em média, a cada 1% existe um incremento de 
2,5 GB em disco e 80 MB em memória RAM. 
Tabela 17-Ocupação de HDD (1% = 2,5GB) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 1,0% (+2,5 GB) 
750/3000 unid. 2,3% (+5,9 GB) 
1500/3000 unid. 1,3% (+3,4 GB) 
 
Tabela 18-Ocupação de memória (1% = 80MB) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 3,5% (+283,2 MB) 
750/3000 unid. 9,8% (+789,6 MB) 
1500/3000 unid. 6,3% (+506,4 MB) 
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O gráfico da Tabela 19 representa a construção do histórico de suporte à alarmística. Apesar 
deste ser continuamente recalculado após a primeira hora, são apenas consideradas as primeiras 
duas horas de execução, totalizando 120 operações. Durante a primeira hora (60 operações) é 
notório um baixo tempo de execução, uma vez que o threshold está apenas a ser calculado e não 
comparado com os valores recebidos. Desta forma e após o período de aprendizagem, existe 
então um aumento na ordem dos 3,8 segundos (750 unidades), 4,9 segundos (1500 unidades) e 
11,1 segundos (3000 unidades).  
Tabela 19-Criação de histórico 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 92,9% (+2,5 seg.) 
750/3000 unid. 315,9% (+8,5 seg.) 
1500/3000 unid. 115,5% (+6,0 seg.) 
A Tabela 20 descreve a execução de queries SQL responsáveis pela extração de informação 
(insights) dos dados, decorrendo de forma horária em paralelo com o restante sistema. Uma 
comparação entre os três subcenários concluí que existe um aumento no tempo de duração entre 
cada um, podendo este ser justificado pelo volume acrescido de informação passível de ser 
analisada, requerendo por si só mais poder computacional e consequentemente mais tempo de 
operação. Dos testes realizados aos subcenários (750, 1500, 3000), verificou-se uma diferença 
percentual na ordem dos 27% a 93%, representando 1,8 a 6,5 segundos.  
Tabela 20-Operações batch 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 26,8% (+1,8 seg.) 
750/3000 unid. 93,3% (+6,5 seg.) 
1500/3000 unid. 52,4% (+4,6 seg.) 
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5 . 4  C E N Á R I O  2  ( 3 0  S E G U N D O S )  
Tabela 21-Subcenário de processamento stream 750 unidades (30 segundos) 
  
 Número de Dispositivos:  750 unidades;  Total de Operações: 2880; 
 Taxa de Erro: 0,017% (24 operações);  Média: 4,5 segundos; 
 Mínimo: 1,0 segundo;  Máximo: 9,0 segundos; 
 Desvio Padrão: 1,2;  Moda: 4,0 segundos; 
 
Tabela 22-Subcenário de processamento stream 1500 unidades (30 segundos) 
  
 Número de Dispositivos:  1500 unidades;  Total de Operações: 2880; 
 Taxa de Erro: 0,037% (52 operações);  Média: 8,2 segundos; 
 Mínimo: 1,0 segundo;  Máximo: 19,0 segundos; 
 Desvio Padrão: 3,3;  Moda: 7,0 segundos; 
 
Tabela 23-Subcenário de processamento stream 3000 unidades (30 segundos) 
  
 Número de Dispositivos:  3000 unidades;  Total de Operações: 2880; 
 Taxa de Erro: 0,108% (152 operações);  Média: 17,1 segundos; 
 Mínimo: 4,0 segundo;  Máximo: 41,0 segundos; 
 Desvio Padrão: 7,8;  Moda: 15,0 segundos; 
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Tabela 24-Diferença percentual entre subcenários (30 segundos) 
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 83,4% (+3,7 seg) 
750/3000 unid. 279,2% (+12,6 seg) 
1500/3000 unid. 106,7% (+8,8 seg) 
A Tabela 24 sumariza os valores calculando a diferença percentual entre médias dos tempos de 
operação dos intervalos entre dispositivos (750/1500, 750/3000 e 1500/3000) tal como 
apresentado no cenário 1. Mais uma vez, ao longo dos três subcenários existiram 298, 289 e 
196 operações representativas de outliers (upperbound e lowerbound), que por serem pouco 
relevantes em termos estatísticos não foram consideradas  igualmente. Para além disto, outros 
fatores avaliados referem a taxa ou percentagem de erro, descrevendo  o número de operações 
falhadas seja pelo processo de persistência ou processamento interno da mensagem. Finalmente, 
o aumento do desvio padrão entre cada um dos subcenários, tal como acontece no cenário 1, 
confirma o impacte direto que o aumento do número de dispositivos tem no tempo de execução 
e performance da plataforma. 
Similarmente ao cenário anterior, são apresentadas as ocupações de disco (Tabela 25) e memória 
(Tabela 26), existindo um incremento de 2,5 GB em disco e 80 MB em memória  RAM a cada 
1%. As avaliações de ocupação de disco e RAM, possuíram um aumento médio entre 1% a 3% 
(7,5 GB) e 3% a 14% (1120 MB) respetivamente. Por último, o tempo de execução do 
processamento batch, obteve médias na ordem dos 32% a 92% (9,0 seg.). 
Tabela 25-Ocupação de disco (1% = 2,5GB) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 1,1% (+2,8 GB) 
750/3000 unid. 2,8% (+7,2 GB) 
1500/3000 unid. 1,7% (+4,3 GB) 
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Tabela 26-Ocupação de memória (1% = 80MB) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 2,7% (+223,2 MB) 
750/3000 unid. 14,4% (+1156,8 MB) 
1500/3000 unid. 11,6% (+933,6 MB) 
À semelhança do cenário 1 para o gráfico desta feita da Tabela 27 é representado a construção 
do histórico de suporte à alarmística, sendo este continuamente recalculado após a primeira 
hora. Neste subcenário são apenas consideradas as primeiras 120 operações (2 horas) de 
execução, sendo que durante a primeira hora (60 operações) é notório um tempo mais baixo 
devendo-se à criação do threshold com os valores recebidos. Assim e após o período de 
aprendizagem, existe então um aumento na ordem dos 1,3 segundos (750 unidades), 7,6 
segundos (1500 unidades) e 7,1 segundos (3000 unidades).  
Tabela 27-Construção de histórico 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 86,5% (+2,7 seg.) 
750/3000 unid. 309,4% (+9,87 seg.) 
1500/3000 unid. 119,5% (+7,11 seg.) 
A extração de informação (insights) dos dados decorre de forma horária em para paralelo com 
todo o restante sistema. A Tabela 28 compara os tempos de execução entre os três subcenários, 
onde se verifica um aumento no tempo de duração atribuído ao volume acrescido de dados. 
Constata-se uma diferença percentual na ordem dos 32% a 92%, com uma duração média 
associada de 3,1 a 9,0 segundos para os subcenários (750, 1500, 3000).  
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Tabela 28-Operações de batch 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/1500 unid. 31,5% (+3,1 seg.) 
750/3000 unid. 91,9% (+9,0 seg.) 
1500/3000 unid. 45,8% (+5,9 seg.) 
5 . 5  C O N S I D E R A Ç Õ E S  G E R A I S  
Os cenários anteriores pretenderam relacionar os tempos de resposta ou operação, considerando 
o número de dispositivos e volume de mensagens como principais variáveis, permitindo 
comparar de forma individual a performance de cada subcenário. Por outro lado, este tópico 
avalia e apresenta indicadores que demonstram o impacte do aumento da cadência para a mesma 
quantidade de dispositivos.  A Tabela 29 compara as operações stream associadas aos processos 
de receção, alarmística e persistência. Verificaram-se aumentos pouco significativos na ordem 
dos 6,6% (750 unidades), 0,2% (1500 unidades) e 3,3% (3000 unidades), representando cerca 
de um segundo no tempo de processamento entre os cenários. Neste caso, o volume superior de 
mensagens não mostrou ser um fator determinante na degradação do desempenho da plataforma. 
Tabela 29-Operações stream entre os dois cenários (60seg vs. 30seg)  
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/750 unid. 6,6% (+0,2 seg.) 
1500/1500 unid. 0,2% (+0,02 seg.) 
3000 /3000 unid. 3,3% (+0,5 seg.) 
A Tabela 30 refere a ocupação em disco de todas as operações CRUD efetuadas à bases de dados 
durantes os processos de stream e batch. De forma previsível, existiu um aumento de 2,2% (750 
unidades), 2,3% (1500 unidades) e 2,7% (3000 unidades), representativo de 6 a 7 GB. Apesar 
do número de equipamentos continuar o mesmo, a cadência de informação e respetiva 
persistência faz com que a ocupação em disco aumente.  
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Tabela 30-Ocupação de disco entre os dois cenários (60seg vs. 30seg) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/750 unid. 2,2% (+5,6 GB) 
1500/1500 unid. 2,3% (+5,9 GB) 
3000/3000 unid. 2,7% (+6,8 GB) 
A Tabela 31 apresenta a ocupação de memória durante a execução das operações de receção, 
persistência e análise de dados. Os aumentos variaram entre 300 e 670 MB, representando cerca 
de 3,7% (750 unidades), 2,9% (1500 unidades) e 8,3% (3000 unidades). Apesar de pouco 
significativo e de forma semelhante à ocupação em disco, o aumento é justificado pelo volume 
acrescido de mensagens processadas pelo sistema.  
Tabela 31-Ocupação de memória entre os dois cenários (60seg vs. 30seg) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/750 unid. 3,7% (+299,2 MB) 
1500/1500 unid. 2,9% (+239,2 MB)  
3000/3000 unid. 8,3% (+666,4 MB) 
O histórico descrito na Tabela 32, refere-se à construção de registos horários que servem de 
base de comparação ao threshold usado no sistema de alarmística. De forma similar às 
avaliações anteriores, existiu um aumento na ordem dos 14,2% a 18,1% com uma duração 
aproximada de 0,5 a 2 segundos. Os aumentos percentuais são pouco representativos e 
associados maioritariamente à utilização concorrente de recursos p or processos do próprio 
sistema.  
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Tabela 32-Construção de histórico entre os dois cenários (60seg vs. 30seg) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/750 unid. 18,1% (+0,4 seg.) 
1500/1500 unid. 14,2% (+0,7 seg.) 
3000/3000 unid. 16,3% (+1,8 seg.) 
A Tabela 33 representa a duração das operações batch responsáveis por queries de análise 
estatística. Estando o volume de mensagens diretamente associado  ao aumento da quantidade 
de informação persistida em disco e passível de ser analisada, existe um acréscimo natural no 
tempo de execução das tarefas. Os valores percentuais variam entre 41,9% (750 unidades), 
47,2% (1500 unidades) e 40,8% (3000 unidades), com tempos de 2,9 a 5,5 segundos.  
Tabela 33-Operações batch entre os dois cenários (60seg vs. 30seg) 
  
Intervalo de Dispositivos Diferença Percentual (Média) 
750/750 unid. 41,9% (+2,9 seg.) 
1500/1500 unid. 47,2% (+4,1 seg.) 
3000/3000 unid. 40,8% (+5,5 seg.) 
Sumarizando as avaliações realizadas, o aumento do volume de mensagens  derivado da redução 
do tempo de publicação de 60 para 30 segundos para o mesmo número de dispositivos, não 
mostrou um impacte relevante no que toca ao consumo de recursos (HDD/RAM) ou tempos de 
execução das operações em tempo real (stream). Estes, apresentam aumentos na ordem dos 2,7% 
(+6,8 GB), 8,3% (+666,4 MB) e 6,6% (+0,2 seg.) respetivamente. Porém, no que concerne ao 
incremento do número de dispositivos, foi notório um decréscimo no desempenho geral da 
plataforma em ambos os cenários, medido em cerca de 83% (+3,7 seg.) a 298% (+12,6 seg.). O 
impacte referido acarreta igualmente um crescimento acentuado na ocupação de disco. Assim, 
apesar de não contemplado no presente projeto, poderá ou deverá ser encarado em termos 
futuros a passagem de dados para histórico ou mesmo a sua eliminação, por forma a que a base 
de dados corrente mantenha uma quantidade de dados que permita ao sistema responder com 
um desempenho aceitável à criação de insights.
Esta página foi deixada propositadamente em branco  
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Capítulo  6  
C O N C L U S Õ E S  
Portugal possui uma tradição enraizada no que toca à produção e desenvolvimento de regiões 
vinícolas, totalizando cerca de 217 mil hectares (2 ,35% do território nacional) e representando 
cerca de 50% das explorações agrícolas. As regiões vinhateiras obtiveram uma produção 
associada de 6,7 milhões de hectolitros em 2015, classificando Portugal como o quarto maior 
produtor de vinho europeu e décimo primeiro mundialmente [38]. 
De acordo com a Organização Internacional Vine and Wine, o impacte na balança económica 
portuguesa ascende a setecentos e trinta e oito milhões de euros (738 000 000 €), fechando 2015 
como o nono maior exportador mundial de vinho. A percentagem de regiões vinícolas em 
relação ao território nacional, o volume de exportações , aumento do consumo interno (per 
capita) ou as previsões do McKinsey Global Institute que estimam um potencial económico do 
setor IoT de três a seis biliões até 2025, onde cem mil milhões dizem respeito à agricultura [39], 
são indicadores sustentáveis que validam e potenciam o desenvolvimento da plataforma 
SheepIT. 
A utilização de animais como meio de remoção de espécies invasores é um método antigo e 
muito recorrente. Porém, a sua presença constitui uma ameaça direta ao plantio e 
consequentemente à rentabilidade das explorações, uma vez que estes tendem a alimentar-se 
dos frutos dos ramos mais baixos. Estes fatores, aliados aos elevados custos de mão-de-obra, 
fazem com que exista uma redução na utilização de animais  no processo de monda.  
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Neste contexto, esta dissertação pretende responder a algumas problemáticas encontradas em 
ambientes vinícolas, apresentando um sistema centralizado e unificado de monitorização 
animal. A disponibilização de valores estatísticos e indicadores comportamentais, vai permitir 
condicionar o seu acesso aos frutos e limitar a sua zona de pastagem. 
Este documento descreve ao longo de cinco capítulos as diversas etapas enquadradas e 
necessárias ao desenvolvimento de sistemas de monitorização e gestão de efetivos com recursos 
a tecnologias IoT. Inicialmente existiu um levantamento geral e contextualização de uma série 
de tecnologias, ferramentas, sistemas ou protocolos referentes à análise e processamento de 
dados, em paralelo com técnicas de condicionamento postural e de localização animal. Esta 
avaliação permitiu confirmar a possibilidade e viabilidade do desenvolvimento de uma 
plataforma de controlo e gestão animal. Seguidamente, a proposta da arquitetura geral é 
apresentada, identificando os diversos módulos constituintes e respetivas funcionalidades, com 
base nos requisitos técnicos e nas ferramentas analisadas.  Posteriormente, a implementação 
propõe uma possível solução técnica, justificando as estratégias de desenvolvimento, integração 
e funcionamento. Finalmente, são realizados testes funcionais com o objetivo de validar e 
avaliar o desempenho e funcionalidades gerais do sistema  desenvolvido. 
As soluções existentes no mercado, apresentam serviços de persistência e análise de informação 
remota, permitindo integração parcial de equipamentos de recolha automática de registos 
comportamentais dos animais. Similarmente, apresentam uma plataforma de gestão  
administrativa e visualização, disponibilizando funcionalidades e operações CRUD na gestão 
dos dados. Por sua vez, a implementação do projeto SheepIT difere das restantes, pela sua 
estrutura modular de recolha (collars), delimitação (beacons), reencaminhamento (gateway) de 
dados provenientes dos ovinos, pela sua receção através do serviço intermediário de mensagens, 
deteção de padrões alarmísticos em tempo real e possibilidade de criação de insights com 
recurso a processos e algoritmos de machine learning ou data mining. Consequentemente, a 
validação da plataforma recorrendo a cenários (use cases) de teste, permitiu garantir a sua total 
operacionalidade cumprindo com os objetivos propostos pelo SheepIT ao nível de 
funcionalidades e tempos de operação, demonstrando ainda a possibilidade de integração entre 
módulos e serviços, sejam eles internos ou externos à solução. 
Em síntese, a eliminação de processos mecânicos e redução de custos na aquisição de herbicidas 
e alfaias, em paralelo com a sustentabilidade justificada pela utilização de meios biológicos e 
não invasivos, fazem deste projeto algo único e inovador em território nacional, com 
aplicabilidade em mercados externos com especial foco em explorações vinícolas . O setor 
agrícola apresenta atualmente um elevado grau de competitividade entre os mercados 
internacionais, sendo imperativo uma aposta na inovação tecnológica de modo a aumentar e 
acompanhar o seu crescimento, eficiência e rentabilização de  custos.   
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6 . 1  T R A B A L H O  F U T U R O  
Este tópico pretende descrever de forma construtiva alguns aspetos que carecem de melhorias 
ou alterações futuras. De modo a facilitar o entendimento e seguir uma sequência lógica, os 
módulos são apresentados hierarquicamente com base no diagrama da arquitetura (Figura 40). 
Posto isto, o gateway surge como primeiro elemento e apresenta total funcionalidade de receção, 
tratamento e reencaminhamento de dados. Teoricamente, o projeto exigirá que diversas 
estruturas de mensagem sejam criadas e mapeadas adequadamente aquando da sua receção pelo 
gateway, por forma a serem enviadas e compreendidas pela plataforma cloud. Porém, o processo 
de mapeamento atual é realizado estaticamente com suporte exclusivo a um único modelo de 
mensagem, uma vez que não se encontram implementadas outras variantes, muito devido à fase 
prematura de alguns módulos de criação de dados (collars). Assim, um dos aspetos que deverá 
merecer especial atenção passa pelo aperfeiçoamento do método de correspondência entre os 
dados recebidos e a estrutura a ser enviada, devendo ser capaz de responder dinamicamente a 
futuros cenários. 
O segundo nível consiste no sistema de mensagens (broker) e nas funcionalidades de receção 
de dados provenientes do gateway. Este, cumpre eficazmente o seu objetivo relevando apenas 
a necessidade de escalabilidade ou confiabilidade futura, sendo facilmente respondida pela 
implementação de por exemplo um cluster. A persistência de informação na base de dados, 
cumpre igualmente o papel previsto. Contudo, deverá ser considerado o contínuo crescimento 
de dados, devendo ser contemplados modelos não relacionais e alguns aspetos temporais ou de 
backup que permitam a gestão de dados históricos e a sua disponibilidade.  
Agregando os módulos de processamento stream e batch, os fatores de melhoria dizem respeito 
à diminuição do consumo de recursos (CPU/RAM) por parte das operações stream, otimização 
das iterações do hibernate no preenchimento da estrutura de classes a serem persistidas  ou o 
aumento das funcionalidades de execução de queries responsáveis pelas operações batch. Como 
complemento ao sistema de alarmística, seria relevante a utilização  da API gráfica do Drools, 
facilitando a criação de regras sem conhecimento técnico por parte do utilizador final. 
Relativamente à implementação da API, esta surge em resposta à disponibilização dos dados 
num contexto de desenvolvimento, todavia, carece igualmente de melhorias tornando-se 
imperativo num cenário real, a configuração de autenticação evitando o acesso anónimo à 
informação. Por fim, uma vez que todas as operações de exploração de dados assentam em 
valores fictícios e gerados aleatoriamente, é importante finalizar os equipamentos (collars) de 
recolha e reencaminhamento (beacons), criando um stream de dados em contexto real. De forma 
geral, as alterações sugeridas não comprometem o atual funcionamento da plataforma SheepIT, 
visando apenas a implementação de funcionalidades extras ou complementares.
Esta página foi deixada propositadamente em branco  
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A N E X O S  
{ 
   "GATEWAY":[ 
      { 
         "BATTERY":100, 
         "TIMESTAMP":"2017-12-14 21:58:00", 
         "BEACONS":[ 
            { 
               "COLLARS":[ 
 
               ], 
               "BATTERY":80, 
               "TIMESTAMP":"2017-12-14 21:58:00", 
               "BEACONID":1, 
               "NEIGHBORSTATE":[ 
                  { 
                     "BATTERY":80, 
                     "TIMESTAMP":"2017-12-14 21:58:00", 
                     "BEACONID":2, 
                     "PROPERTYID":95965, 
                     "GPS":{ 
                        "LAT":"40.54856", 
                        "LONG":"-8.23571" 
                     } 
                  } 
               ], 
               "GPS":{ 
                  "LAT":"40.54573", 
                  "LONG":"-8.23145" 
               } 
            }, 
            { 
               "COLLARS":[ 
                  { 
                     "COLLARID":2, 
                     "ACCELEROMETER":{ 
                        "Y":21, 
                        "X":120, 
                        "Z":79 
                     }, 
                     "RSSI":[ 
                        81, 
                        72 
                     ], 
                     "BATTERY":100, 
                     "REPORTINGBEACON":2, 
                     "POSTUREINFRACTION":1, 
                     "STEPS":51, 
                     "FENCEINFRACTION":1 
                  }, 
                  { 
                     "COLLARID":1, 
                     "ACCELEROMETER":{ 
                        "Y":1, 
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                        "X":134, 
                        "Z":158 
                     }, 
                     "RSSI":[ 
                        9, 
                        66 
                     ], 
                     "BATTERY":100, 
                     "REPORTINGBEACON":1, 
                     "POSTUREINFRACTION":2, 
                     "STEPS":39, 
                     "FENCEINFRACTION":1 
                  } 
               ], 
               "BATTERY":80, 
               "TIMESTAMP":"2017-12-14 21:58:00", 
               "BEACONID":2, 
               "NEIGHBORSTATE":[ 
                  { 
                     "BATTERY":80, 
                     "TIMESTAMP":"2017-12-14 21:58:00", 
                     "BEACONID":1, 
                     "PROPERTYID":95965, 
                     "GPS":{ 
                        "LAT":"40.54573", 
                        "LONG":"-8.23145" 
                     } 
                  } 
               ], 
               "GPS":{ 
                  "LAT":"40.54856", 
                  "LONG":"-8.23571" 
               } 
            } 
         ], 
         "GATEWAYID":1, 
         "PROPERTYID":95965, 
         "GPS":{ 
            "LAT":"40.5439", 
            "LONG":"-8.23165" 
         } 
      } 
   ], 
   "PAIRINGREQUEST":[ 
      { 
         "COLLARSERIAL":"NA", 
         "ID":"NA", 
         "ANIMALID":"NA" 
      } 
   ], 
   "REGISTRATIONREQUEST":[ 
      { 
         "COLLARSERIAL":"NA", 
         "ID":"NA", 
         "ANIMALID":"NA" 
      } 
   ] 
} 
Figura 59-Estrutura de dados em JSON 
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