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(NON)INVARIANCE OF DYNAMICAL QUANTITIES FOR
ORBIT EQUIVALENT FLOWS
KATRIN GELFERT AND ADILSON E. MOTTER
Abstract. We study how dynamical quantities such as Lyapunov ex-
ponents, metric entropy, topological pressure, recurrence rates, and di-
mension-like characteristics change under a time reparameterization of
a dynamical system. These quantities are shown to either remain invari-
ant, transform according to a multiplicative factor or transform through
a convoluted dependence that may take the form of an integral over the
initial local values. We discuss the significance of these results for the
apparent non-invariance of chaos in general relativity and explore appli-
cations to the synchronization of equilibrium states and the elimination
of expansions.
1. Introduction
In the context of dynamical systems theory one may argue that the ex-
istence of chaotic behavior together with its quantifiers should be invariant
under changes of coordinates. Depending on the quantifier of chaos, such
changes could be either measurable, continuous, or differentiable. The topo-
logical entropy, for example, stands as a fundamental topological conjugacy
invariant. The Hausdorff dimension, on the other hand, is invariant under
bi-Lipschitz transformations of the phase space only.
In the case of continuous-time dynamical systems, as generated by flows
of vector fields, the problem is more involved when one considers that any
change of coordinates allows in addition for a change of time parameteriza-
tion. Some properties, such as ergodicity and the finiteness of the entropy,
are preserved by any measurable time transformation of the flow. Other
dynamical quantities or spectral invariants can exhibit surprising transfor-
mation properties. For example, suitable changes of time can strengthen or
simulate chaotic properties in the flow. In particular, for any ergodic flow
there exists a transformation of time that yields a mixing flow and for any
ergodic flow with positive entropy there exists a time change that yields a
K-flow (see [24] and references therein).
In this paper, we offer a complete characterization of how quantifiers of
chaotic behavior transform under a smooth time reparameterization. The
importance of this work is two-fold. First, from a strictly mathematical
perspective, it provides a scheme of relationships for the classification and
study of dynamical invariants across orbit equivalent flows. For example,
it is useful to consider the time transformation of Lyapunov exponents and
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dimension quantities if one wants to study the generality of conjectures that
relate these quantities, such as the Kaplan-Yorke relation [27].
Second, this work provides a mathematical foundation for the study of
chaos in general relativity and other physical theories that do not have an
absolute time parameter. The foundations of chaos in relativistic dynam-
ics became a topic of intense research after the observation, first reported
in [15], that space-time transformations commonly used in the study of (rel-
ativistic) cosmology could transform positive Lyapunov exponents into zero
Lyapunov exponents. This finding, which was confirmed in numerous sub-
sequent studies [8, 7, 20, 39] and was even the topic of a conference in the
early nineties [21], led to the tacit assumption that Lyapunov exponents are
unsuitable indicators of chaos in relativistic dynamics. Many alternatives
have been proposed, including the use of methods based on symbolic dy-
namics [37, 12], Paileve´ analysis [10], local curvature [40], fractals [13, 28],
and system-specific analyses such as those based on Misner-Chitre´-like vari-
ables [6]. More recently, it has been shown that Lyapunov exponents can
be restated as reliable quantifiers of chaos if the transformation is such that
it does not create singularities in the invariant measure [26, 30]. However,
the conditions under which different approaches can be used to provide an
invariant characterization of chaos under time reparameterizations remain
debatable. In particular, it is currently unclear whether the fractal-based
characterization of chaos by means of dimensions of measures, which has
stood out as the most promising alternative, is any more invariant than
the Lyapunov exponents themselves. This is an important motivation for
establishing a mathematical basis for the study chaos under time reparam-
eterizations, which is one of the goals of this paper.
Among the main results in the paper, we anticipate that for sufficiently
regular transformations: (i) the Lyapunov exponents remain essentially in-
variant, except for a multiplicative factor that accounts for the change of
the time units; (ii) a time reparameterization can be used not only to syn-
chronize the measure of maximal entropy and the SRB measure, but also
to synchronize expansion rates and equilibrium states of smooth potentials;
(iii) the generalized dimensions of measures Dq are invariant for q 6= 1,
whereas the information dimension D1 and entropies may change. These
and the accompanying results address a longstanding problem in relativistic
dynamics, namely, they identify the conditions under which different quan-
tities can (or cannot) be used as invariant indicators of chaos.
The paper is organized as follows. In Section 2, we introduce definitions
and recall basic results on time transformations, such as the transformation
of an invariant measure. In Section 3, we establish a fundamental result on
the time transformation of the solutions of the variational equations. In Sec-
tion 4, we present the main results about the transformation of dynamical
quantities under time reparameterizations. Results on the time transforma-
tion of dimension-like characteristics of measures are presented in Section 5.
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In the last section we discuss implications of our results and future direc-
tions.
2. Orbit equivalent flows and time reparameterizations
Throughout the paper, M is a manifold of smoothness Cm, m ≥ 2, g is
a Riemannian metric of class Cm−1 on M , and f is a Cℓ vector field on
M , 1 ≤ ℓ < m. We write ρ for the distance induced by the Riemannian
structure on M .
We assume that the differential equation
(1)
dx
dt
= f(x)
has a Cℓ flow ϕ : R ×M → M , and we write ϕt(·) def= ϕ(t, ·). The curve
t 7→ ϕt(x0), t ∈ R, is the unique solution of (1) with the initial condition
x(0) = x0. For the flow Φ = {ϕt}t∈R we denote by M(Φ) the set of all
Φ-invariant Borel probability measures on M . We endow M(Φ) with the
weak∗ topology. Moreover, we denote by Me(Φ) ⊂ M(Φ) the subset of
ergodic measures.
A Cℓ flow Φr is a time reparameterization of the flow Φ if for every x ∈M
the orbits {ϕτr (x)}τ∈R and {ϕt(x)}t∈R coincide and if they have the same
orientation given by the change of t and τ in the positive direction1. We
study a Cℓ flow Φr = {ϕτr}τ∈R on M that is Ck-orbit equivalent to Φ, k ≤ ℓ.
This means that there exists a Ck diffeomorphism h : M → M such that
the flow {ψ˜τ}τ∈R given by ψ˜t def= h−1 ◦ ϕτr ◦ h is a time reparameterization
of the flow {ϕt}t∈R. Without loss of generality for the results of this paper
we assume that h is the identity, meaning that the orbits themselves are not
deformed. See [32, 11, 22, 41] for treatments of the classical theory of time
reparameterization of flows.
If Φr is a time transformation of Φ, then we have
(2) ϕτr (x) = ϕ
t(x,τ)(x)
for every x ∈ M , where (x, τ) 7→ t(x, τ) is a real-valued function which
satisfies t(x, τ1 + τ2) = t(x, τ1) + t(ϕ
τ1(x), τ2), t(x,−τ) = −t(ϕ−τ (x), τ),
and t(x, τ) ≥ 0 if τ ≥ 0. For every point x that is not a fixed point,
(x, τ) 7→ t(x, τ) is a Cℓ function satisfying t(x, τ) > 0 whenever τ > 0. One
can view the flow Φr as being obtained from Φ by means of a change of time
parameterization determined by
(3) dτ = r(x) dt,
where
r(x)
def
=
(
∂
∂τ
t(x, τ)|τ=0
)−1
1Throughout the paper, the index r is used to indicate time reparameterized quantities.
The use of this notation will become clear shortly.
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at every non-fixed point x. In particular, at every non-fixed x the function
r is Cℓ−1 and positive, and τ 7→ ϕτr (x) solves the differential equation
(4)
dx
dτ
=
f(x)
r(x)
,
with initial condition x(0) = x. Of particular interest are orbit equivalent
flows that are a priori obtained by means of a time change determined
by (3). Clearly, to accomplish orbit equivalence, such a function r is non-
negative everywhere, and positive and sufficiently regular at any non-fixed
point.
As indicated above, the description of the behavior of the flows close to
fixed points requires particular care. To describe this in a general setting,
assume that r is a non-negative measurable function and denote by
(5) M̂
def
= {x ∈M : f(x) 6= 0}
the regular set of Φ (and hence of Φr). In the particular case in which r is
positive and of class Cℓ−1 everywhere on M , we set M̂
def
= M instead of (5).
Given x ∈ M̂ and t ∈ R, we define
(6) τ(x, t)
def
=
∫ t
0
r(ϕs(x)) ds .
If µ ∈ M(Φ) and r is µ-integrable and positive on some set of positive
measure, then for almost every x ∈ M̂ the function t 7→ τ(x, t) is strictly
increasing and satisfies τ(x, 0) = 0 and
(7) lim
t→±∞
τ(x, t) = ±∞.
Then Φr = {ϕτr}τ∈R is a measurable flow on (M̂ , B̂), where B̂ def= B ∩ M̂ is
the restriction of the σ-field B to M̂ . Condition (7) provides an important
criterion for the selection of eligible time reparameterizations for the study
of chaos in relativistic systems exhibiting cosmological singularities [29] or
event horizons [30].
The time-transformed flow Φr in general evolves at a different speed
and possesses different invariant probability distributions. Given some µ ∈
M(Φ), assume that r is a non-negative function that is positive on some
positive measure set and satisfies
∫ 1
0 r(ϕ
s(x))ds < ∞ at µ-almost every x.
This measure given by dµ̂r
def
= r dµ on M̂ is Φr-invariant and σ-finite. The
measure is finite, and hence normalizable, if and only if r is µ-integrable, in
which case we introduce the Φr-invariant probability measure µr by
(8) dµr
def
=
r∫
M r dµ
dµ.
Note that for every Φ-invariant measurable A we have µr(A) = 0 if µ(A) = 0.
The measure µr is ergodic if µ is. If r is µ-integrable, from (8) we conclude
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that for every continuous function ξ : M → R we have
(9)
∫
M
ξ
r
dµr =
∫
M ξ dµ∫
M r dµ
.
For a proof of the above stated properties in the context of abstract met-
rically isomorphic flows, see [11, 41] and references therein. We continue
to denote by M(Φ ≡ Φ1) (by M(Φr)) the set of Φ-invariant (Φr-invariant)
probability measures.
Remark 1. If the function r is such that 1/r ∈ L1(M,µ), then the original
flow Φ is obtained by the time reparameterization of the flow Φr determined
by the function 1/r. In this case the map µ 7→ µr defined by (8) is a bijection
from Me(Φ) to Me(Φr). The decomposition of a measure into its ergodic
components is preserved under this transformation, although the particular
weight associated to each component is not necessarily the same.
Remark 2. Given two orbit equivalent flows Φ and Φr without fixed points,
for every µ ∈Me(Φ) the sets of generic points with respect to the measures
µ and µr coincide [31]. This means that we have G(µ,Φ) = G(µr,Φr), where
G(µ,Φ)
def
=
{
x : lim
t→∞
1
t
∫ t
0
ξ(ϕs(x)) ds =
∫
M
ξ dµ for every ξ ∈ C0(M,R)
}
and G(µr,Φr) is defined similarly.
3. Variational equations
Given a point x ∈ M and the trajectory {ϕt(x) : t ∈ R} that passes
through x, we introduce the variational differential equation
(10)
Dy
dt
= ∇f(ϕt(x)) y,
where ∇f is the covariant derivative of the vector field f . The absolute
derivative is taken along the curve t 7→ ϕt(x). For x ∈M and v ∈ TxM , the
linearization y(t)
def
= y(t, x, v) of the flow map ϕt given by
(11) y(t)
def
= Dxϕ
t(v)
is the solution of equation (10) with y(0) = v. Analogously, given x ∈ M̂ ,
the linearization z(τ)
def
= z(τ, x, v) of the flow map ϕτr given by
z(τ)
def
= Dxϕ
τ
r (v)
is the solution of the variational differential equation
(12)
Dz
dτ
=
1
r(ϕτr (x))
∇f(ϕτr (x)) z +
(
D
1
r
(ϕτr (x)) · z
)
f(ϕτr (x))
with the initial condition z(0) = v.
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Proposition 1. For x ∈ M̂ and v ∈ TxM , the maps t 7→ y(t) and τ 7→ z(τ)
given above satisfy
(13) z(τ(x, t)) = y(t) + κ(t)
(
f
r
)
(ϕt(x))
for every t, where the function κ : R→ R is given by
(14) κ(t) = −
∫ t
0
Dr(ϕs(x)) · y(s) ds.
Proof. By transforming the time in (10) for γ(τ)
def
= y(t(x, τ)) and using
relation (2) and dt(x, τ)/dτ = r(ϕt(x,τ)(x))−1, we obtain
Dγ
dτ
=
dt
dτ
Dγ
dt
= ∇
(
f
r
)
(ϕτr (x)) γ(τ) − (Dr−1(ϕτr (x)) · γ(τ))f(ϕτr (x)).
Making the ansatz z(τ) = y(t(x, τ)) + κ(τ) (f/r) (ϕt(x,τ)) for some function
κ : R→ R, a short calculation gives
(15)
Dγ
dτ
= ∇
(
f
r
)
(ϕτr (x)) γ(τ) − κ˙(τ)
(
f
r
)
(ϕτr (x)).
From the above and (15) we obtain that κ(τ) satisfying κ(0) = 0 is given
by
κ(τ) = −
∫ τ
0
D log r(ϕsr(x)) · y(t(x, s)) ds
for every τ . After a change of variable, we obtain (13). 
Example 1 (Hyperbolic splitting). Let us consider the example of a vector
field f with a C1 Anosov flow Φ on a compact smooth manifold M . This
means that there exists λ > 0 and a Riemannian metric such that for every
x ∈ M there is a splitting TxM = Eu ⊕ Ec ⊕ Es with f(x) ∈ Ecx \ {0},
dimEcx = 1, Dxϕ
tE
u/s
x = E
u/s
ϕt(x) for all t, and ||Dxϕ∓t(vu/s)|| ≤ e−tλ||vu/s||
for every vu/s ∈ Eu/sx \ {0} and t > 0. By the Anosov-Sinai theorem [2],
a change of the time parameterization by means of a positive C1 function
r produces again an Anosov flow. Moreover, the splitting TxM = E
u
x,r ⊕
Ecx,r ⊕Esx,r that is invariant and hyperbolic with respect to the flow Φr can
be described explicitly as follows (see [2, 33]). Given x ∈M , we have
Eu/sx,r =
{
v + κu/s(v)f(x) : v ∈ Eu/sx
}
,
where
κu/s(v) = − 1
r(x)
∫ ∓∞
0
Dr(ϕt(x)) ·Dxϕt(v) dt.
This integral converges uniformly since vu/s is in the unstable/stable sub-
bundle E
u/s
x and thus κu/s is continuous. Note that this is in agreement
with the proposition above, where (13) describes how an arbitrary vector
v ∈ TxM is stretched under Dϕtr. Recall that Dxϕtr(v) converges towards
the direction of E
u/s
ϕtr(x),r
as t→ ±∞ whenever v /∈ Es/ux,r ∪ Ecx,r.
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4. Transformation of dynamical quantities
4.1. Lyapunov exponents. Given x ∈ M and v ∈ TxM , the forward
Lyapunov exponent of v at x with respect to the flow Φ is defined by
(16) λ+(x, v)
def
= lim sup
t→∞
1
t
log ||Dxϕt(v)||,
with the convention that log 0 = −∞. Here the norm || · || is the one
derived from the scalar-product structure on the tangent bundle induced
by the Riemannian metric. Analogously, the backward Lyapunov exponent
λ−(x, v) is defined by replacing the map ϕt in (16) with ϕ−t. For every point
x ∈ M that is Lyapunov regular with respect to Φ, there exists a positive
integer k(x) ≤ dimM and a unique splitting
(17) TxM =
k(x)⊕
i=1
Eix
of the tangent space, where each linear subspace Eix depends measurably
on x and satisfies Dxϕ
t(Eix) = E
i
ϕt(x) for every t ∈ R. Moreover, there are
numbers λ1(x) < · · · < λk(x)(x) such that for each v ∈ Eix we have
lim
t→±∞
1
t
log ||Dxϕt(v)|| = λ+(x, v) = −λ−(x, v) = λi(x).
In addition, for every v ∈ Eix and w ∈ Ejx with i 6= j, we have
(18) lim
t→±∞
1
t
log | sin∠(Dxϕt(v),Dxϕt(w))| = 0,
i.e., the angles between the two subspaces Eix and E
j
x can go to zero at
most sub-exponentially along the orbit of x (see [4] for details on Lyapunov
regularity).
By the multiplicative ergodic theorem, the set of Lyapunov regular points
has full measure with respect to any µ ∈M(Φ). Furthermore, the functions
x 7→ λi(x), dimEix, and k(x) are µ-measurable and Φ-invariant µ-almost
everywhere, and hence are constant µ-almost everywhere if µ is ergodic.
Here invariant means that we have λi(x) = λi(ϕ
s(x)) for every s. The
numbers λi(x) are called the Lyapunov exponents of Φ at x and dimE
i
x is
their multiplicity. For the remainder of the paper we use the same notation
for the Lyapunov exponents to account for multiplicities:
λ1(x) ≤ λ2(x) ≤ . . . ≤ λdimM (x).
Given µ ∈M(Φ), we also consider
(19) λi(µ)
def
=
∫
M
λi(x) dµ(x).
Let us denote by R ⊂ M̂ the set of Lyapunov regular points such that
there exists a positive integer number j(x) ≤ dimM for which dimEj(x)x = 1
and λj(x)(x) = λ(x, f(x)) is the exponent in the direction of f(x). We now
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consider the case where at every Lyapunov regular point x ∈M all Lyapunov
exponents except the one related to the direction of the vector field are non-
zero. More precisely, we assume that for every x ∈ R there exists a number
j(x) such that dimE
j(x)
x = 1, the exponent λj(x)(x) is associated to the
direction of the flow, and
(20)
λ1(x) ≤ · · · ≤ λj(x)−1(x) < λj(x)(x) = 0 < λj(x)+1(x) ≤ · · · ≤ λdimM (x).
This also includes the case that all exponents except the one related to
the flow direction are positive (or negative). A Φ-invariant measure µ is
called hyperbolic if (20) holds for µ-almost every point x, in which case R is
necessarily of full measure.
Given x ∈ M̂ , we define
(21) r±(x)
def
= lim
t→±∞
1
t
∫ t
0
r(ϕs(x)) ds
whenever the limit exists.
Proposition 2. For every point x ∈ R ⊂ M̂ that is Lyapunov regular with
respect to Φ and Φr and satisfies 0 < r±(x) < ∞ and every v ∈ TxM \ {0}
we have
(22) lim
t→±∞
1
t
log ||Dxϕτ(x,t)r (v)|| = lim
t→±∞
1
t
log ||Dxϕt(v)|| = ±λ±(x, v).
Proof. Take x ∈ R to be a point that is Lyapunov regular with respect
to Φ and Φr, and let v ∈ TxM \ {0}. Denote y(t) = Dxϕt(v) and let
ζ(t)
def
= Dxϕ
τ(x,t)
r (v). From the Lyapunov regularity, it follows that the
limits
(23) λ+(x, v) = −λ−(x, v) = lim
t→±∞
1
t
log ||y(t)||
exist. We first consider the case in which v is in one of the remaining
subspaces Eix, i 6= j(x), which implies ∠(v, f(x)) 6= 0. From relation (13), it
follows that
(24) ||ζ(t)|| = | sin∠(y(t), f(ϕ
t(x)))|
| sin∠(ζ(t), f(ϕt(x)))| ||y(t)||
for every t ∈ R. Using (18), we get
(25) lim
t→±∞
1
t
log | sin∠(y(t), f(ϕt(x)))| = 0.
Note that for every t ∈ R and every x ∈ M̂ we have ϕt(x) = ϕτ(x,t)r (x).
Since Dxϕ
s
r((f/r)(x)) = (f/r)(ϕ
s
r(x)) for every s ∈ R, we obtain
| sin∠(Dxϕτ(x,t)r (v),Dxϕτ(x,t)r (f(x)))| = | sin∠(ζ(t), f(ϕt(x)))|.
From property (18) applied to the flow Φr we obtain
lim
t→±∞
1
τ(x, t)
log | sin∠(ζ(t), f(ϕt(x)))| = 0
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(note that τ(x,−t) = − ∫ t0 r(ϕ−s(x))ds). Using (21) and 0 < r±(x) < ∞,
this leads to
(26) lim
t→±∞
1
t
log | sin∠(ζ(t), f(ϕt(x)))| = 0.
Using (25) and (26) in (24), we obtain
lim
t→±∞
1
t
log ||ζ(t)|| = lim
t→±∞
1
t
log ||y(t)||.
In the other case, v = f(x), we have ||Dxϕτ(x,t)r (v)|| = r(x)/r(ϕt(x))||f(ϕt(x))||.
From 0 < r±(x) < ∞, it follows that limt→±∞ 1t log r(ϕt(x)) = 0. Hence,
we obtain λ±(x, v) = ± limt→±∞ 1t log ||Dxϕ
τ(x,t)
r (v)|| for every vector v ∈
TxM \{0} parallel to f(x). The observation that an arbitrary v can be split
into components in subspaces Eix completes the proof. 
Remark 3. If condition 0 < r±(x) < ∞ in Proposition 2 is relaxed, the
statement remains valid for any v ∈ Eix and any i 6= j(x), while for v = f(x)
the right-hand side of (22) has to be replaced by ±λ±(x, f(x)) − R±(x),
where
R±(x)
def
= lim
t→±∞
1
t
log r(ϕt(x)).
Note that R±(x) ≤ 0 if r±(x) <∞ and R±(x) ≥ 0 if r±(x) > 0. Moreover,
if log r ∈ L1(µ) then R±(x) = 0 for µ-almost every x.
Given a point x that is Lyapunov regular with respect to the flow Φr, we
use the notation λri (x) to distinguish the values of the Lyapunov exponents
from those corresponding to Φ.
Theorem 1. For every point x ∈ R ⊂ M̂ that is Lyapunov regular with
respect to Φ and Φr and satisfies 0 < r+(x) <∞, we have
(27) λri (x) r+(x) = λi(x), i = 1, . . . ,dimM,
and hence the number of positive, null, and negative Lyapunov exponents at
x remains the same.
Proof. Let v ∈ TxM and denote ζ(t) def= Dxϕτ(x,t)r (v). Note that τ(x, t)→∞
as t→∞ and hence
lim
t→∞
1
t
log ||ζ(t)|| = r+(x) lim
τ→∞
1
τ
log ||Dxϕτr (v)||.
Lyapunov regularity and Proposition 2 imply that the Lyapunov exponents
at x with respect to Φr satisfy λ
r
i (x) r+(x) = λi(x). Note that the joint
Lyapunov regularity automatically implies that r+(x) = r−(x). This proves
the theorem. 
Remark 4. Let us consider the case in which the condition 0 < r+(x) <∞
in Theorem 1 is relaxed. It follows from the proof that for every Lyapunov
regular point, r+(x) = 0 implies that we must have λi(x) = 0, i = 1,. . .,
dimM (see also Example 2). Analogously, if r+(x) = ∞ then we have
λri (x) = 0, i = 1,. . ., dimM (compare with Example 3 below).
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The following is a consequence of Theorem 1.
Corollary 1. Let µ ∈ M(Φ) be hyperbolic and let r ∈ L1(M,µ). For the
measure µr given by (8) we have
(28) λri (µr)
∫
M
r dµ = λi(µ), i = 1, . . . ,dimM.
Therefore, µr ∈M(Φr) is hyperbolic if r is positive µ-almost everywhere.
Proof. In order to prove (28), what remains to be shown is that for every
i = 1, . . . ,dimM we have
(29)
∫
M
r dµ
∫
M
λri (x) dµr(x) = λi(µ).
By the Birkhoff theorem, the limit (21) exists µ-almost everywhere and is
finite, and r+ ∈ L1(M,µ). By the multiplicative ergodic theorem, the set of
Lyapunov regular points with respect to any of the flows Φ and Φr has full
measure. By (8) we have∫
M
r dµ
∫
M
λri (x) dµr(x) =
∫
M
λri (x) r(x) dµ(x).
Recall that the function x 7→ r+(x) is µ-measurable and invariant accord-
ing to the Birkhoff theorem, and that x 7→ λi(x) is µ-measurable and
invariant. Here invariance implies that we have r+(x) = r+(ϕ
s(x)) and
λi(x) = λi(ϕ
s(x)) for every s, and thus∫
M
r dµ
∫
M
λri (x) dµr(x) =
∫
M
λri (x) r(ϕ
s(x)) dµ(x).
Further, by the first claim of the theorem, we can conclude that∣∣∣λi(µ)− ∫
M
λri (x) r(ϕ
s(x)) dµ(x)
∣∣∣
=
∣∣∣∣∫
M
λi(x) dµ(x) −
∫
M
λri (x) r(ϕ
s(x)) dµ(x)
∣∣∣∣
=
∣∣∣∣∫
M
λri (x) r+(x) dµ(x)−
∫
M
λri (x) r(ϕ
s(x)) dµ(x)
∣∣∣∣
≤
∫
M
λri (x)
∣∣∣∣r+(x)− 1t
∫ t
0
r(ϕs(x)) ds
∣∣∣∣ dµ(x)→ 0 as t→∞.
Thus it follows that (29) holds true, and this proves the theorem. 
We illustrate the above results with some explicit constructions.
Example 2 (Lyapunov exponents for singular transformations). We con-
sider the flow Φ = {ϕt}t≥0 generated by the vector field f(x) = −x|x| for
every x ∈ R and the time transformed flow Φr with the associated function
r(x) = |x|, which has a stable fixed point x = 0. For every x ∈ R we have
λ(x) = 0 and λr(x) = −1. Note that r+(x) = 0 and R+(x) = 0 (this is not in
conflict with Remark 3 since in (22) the 1/t-factor is not time-transformed).
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This demonstrates that a singular time reparameterization with r+(x) = 0
may create non-zero Lyapunov exponents in the time-transformed flow.
Example 3 (Elimination of non-zero exponents). Let us consider the hyper-
bolic toral automorphism h : T2 → T2 of the two-torus given by h(x, y) =
(2x + y, x + y)mod 1. This flow is ergodic with respect to the Lebesgue
measure m. Consider the mapping torus
M
def
= T2 × [0, 1]/ ∼,
where ∼ is the identification of (x, y, 1) with (h(x, y), 0), and consider the
standard suspension flow of h onM that is defined by ηt(x, y, s)
def
= (x, y, s+t)
for 0 ≤ t+ s < 1. The flow {ηt}t∈R preserves the measure µ defined by∫
M
ξ dµ
def
=
∫
T2
∫ 1
0
ξ(x, y, t) dt dm(x, y)
for any continuous function ξ : M → R, and µ is ergodic since m is. Note
that the Lyapunov exponents (with respect to the flow {ηt}t∈R) are given
by
λ1(p) = (3−
√
5)/2, λ2(x) = 0, and λ3(p) = (3 +
√
5)/2
for every point p ∈ M . Denote by (x0, y0) the fixed point of h and let
p0 = (x0, y0, 0). Following the construction in [38], given some δ > 0 one
can construct two C∞ functions ω1, ω2 : M → [0, 1] that satisfy
1. ω1(p) = ω2(p) = 0 if and only if p = p0,
2. ω1(p) = ω2(p) = 1 for every p ∈M \B(p0, δ),
3.
∫
M
ω−11 dµ = 1,
∫
M
ω−12 dµ =∞,
where B(p0, δ) is a ball of radius δ around p0. Let Φ1 and Φ2 be the time
transformations of {ηt}t∈R with reparameterization functions rk given by
rk(p)
def
= ωk(p)
−1 for every p 6= p0, k = 1, 2, respectively. The flow Φ1
preserves the probability measure µ1 given by dµ1 = ω
−1
1 dµ, and we have
r1+(p) = 1 for µ−almost every p and µ1−almost every p.(30)
The flow Φ2 preserves the σ-finite measure µ2 given by dµ2 = ω
−1
2 dµ, and
we have
r2+(p) =∞ for µ−almost every p and µ2−almost every p.(31)
We sketch how property (31) can be shown. Choose some monotonically de-
creasing sequence of continuous functions ηn : M → (0, 1] satisfying ηn(p) =
ω2(p) for every p ∈ M \ B(p0, 2−n), ηn(p0) ≤ 2−n, and ηn(p) ≥ ω2(p)
otherwise. In particular, ηn converges pointwise to ω2. Clearly, we have
ξn(µ)
def
=
∫
M η
−1
n dµ < ∞ for every n ≥ 1 and limn→∞ ξn(µ) = ∞. By the
Birkhoff ergodic theorem, for each n there is a set An ⊂M of full µ-measure
for which ξn+(p) = ξn(µ) and hence r2+(p) ≥ ξn(µ) for every p ∈ An. Using
a Borel-Cantelli argument, we conclude that (η−1n )+(p) = ∞ for µ-almost
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every p and hence for µ2-almost every p. From the arguments above, we
obtain
λr1k (p) = λk(p) for µ1−a.e. p, and λr2k (p) = 0 for µ2−a.e. p.
This construction demonstrates that an appropriate time transformation
(here by means of r2) can eliminate any non-zero Lyapunov exponents almost
everywhere.
Recall that a set A ⊂ M is of total probability with respect to Me(Φ) if
for all µ ∈Me(Φ) we have µ(A) = 1.
Example 4 (Synchronized expansions). In the context of Parry’s analysis
of the so-called “synchronization” of canonical measures [33], let us consider
the example of a vector field with a topologically transitive C1 Anosov flow
Φ on a compact smooth manifold M . Extending the result in [33], we show
that not only the measure of maximal entropy and the SRB measure can be
synchronized (see Example 5 below), but also the expansion rates for almost
every point. If Φ is C2, then x 7→ Eux is Ho¨lder continuous so that Dxϕt|Eux
and the function defined by
(32) r(x) = ξu(x)
def
= − lim
t→0
1
t
log |detDxϕt|Eux |
is Ho¨lder continuous. If we assume that Φ is C2 and also assume2 that
the distribution x 7→ Eux is C1, then ξu is C1 smooth and the so obtained
reparameterized flow Φr is a C
1 flow and orbit equivalent to Φ. It follows
from the Birkhoff theorem and the multiplicative ergodic theorem that for
any µ ∈Me(Φ), a µ-full measure set of points satisfies
r+(x) = lim
t→∞
1
t
log
∣∣detDxϕt|Eux ∣∣ = ∑
i : λi(x)>0
λi(x).
An immediate consequence of Theorem 1 is that we have
∑
λri (x)>0
λri (x) = 1
for points x in a set of total probability. Therefore, for a transformation de-
fined by (32) there is synchronization in the sense that
∫
µ
∑
λi(x)>0
λi(x) dµ
(before the time transformation) is µ-dependent while
∫
µr
∑
λri (x)>0
λri (x) dµr
(after the time transformation) is the same for all µr ∈ Me(Φr). In the
particular case in which Eu is one-dimensional, the set of points of total
probability satisfies
r+(x) = lim
t→∞
1
t
log ||Dxϕt|Eux || = λdimM (x),
and hence λrdimM (x) = 1 for points x in a set of total probability.
2This is a significant restriction made in order to obtain an orbit equivalent C1 flow.
For a related discussion, see [33, Section 4].
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4.2. Topological pressure and entropy. In this section we focus on the
dynamics on some compact invariant set Λ ⊂M . We continue to use M(Φ)
to now denote the set of Φ-invariant probability measure supported on Λ.
In order to establish our main results, we first briefly recall some concepts
from the thermodynamic formalism. Given t > 0 and ε > 0, we say that
a set E ⊂ Λ of points is (t, ε)-separated if x1, x2 ∈ E, x1 6= x2 implies
that ρ(ϕs(x1), ϕ
s(x2)) > ε for some s ∈ [0, t]. Given a continuous function
ξ : Λ→ R, the topological pressure of ξ with respect to Φ|Λ is defined by
(33) Ptop(Φ, ξ)
def
= lim
ε→0
lim sup
t→∞
1
t
log sup
{∑
x∈E
exp
∫ t
0
ξ(ϕs(x)) ds
}
,
where the supremum is taken over all (t, ε)-separated sets E ⊂ Λ. We call
htop(Φ)
def
= Ptop(Φ, 0) the topological entropy of Φ|Λ. Note that Ptop(Φ, ξ) =
Ptop(ϕ
1, ξ), where the latter is the classically defined topological pressure
of ξ with respect to the map ϕ1 [42]. We have the following variational
principle
(34) Ptop(Φ, ξ) = sup
µ∈Me(Φ)
(
hµ(ϕ
1) +
∫
Λ
ξ dµ
)
,
where hµ(ϕ
1) denotes the metric entropy of µ with respect to the map ϕ1.
A measure that realizes the supremum in (34) is called an equilibrium state
for ξ with respect to Φ. By the Abramov formula [1], for every t ∈ R, we
have
(35) hµ(ϕ
t) = |t|hµ(ϕ1).
One calls hµ(Φ)
def
= hµ(ϕ
1) the metric entropy of µ with respect to the flow
Φ. For µ ∈ M(Φ) and a flow Φr that is a time reparameterization of Φ by
means of a function r ∈ L1(M,µ) with ∫Λ r dµ > 0, it is well known [1, 41]
that the metric entropy of the measure µr ∈M(Φr) satisfies
(36) hµr (Φr)
∫
Λ
r dµ ≤ hµ(Φ).
The equality holds if µ is ergodic.
As the pressure is defined for continuous potentials only, we now specialize
to time transformations with the same property. The following relation is an
immediate consequence of the variational principle (34) and equations (36)
and (9).
Theorem 2. Given a flow Φr that is a time reparameterization of Φ with an
associated positive continuous function r : Λ → R>0, for every continuous
function ξ : Λ→ R we have
(37) Ptop
(
Φr,
ξ − Ptop(Φ, ξ)
r
)
= 0.
The following discussion sheds new light on synchronizations of Lyapunov
exponents discussed in Example 4.
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Example 5 (Synchronized equilibrium states). Let Φ be a C2 topologically
transitive Anosov flow on M . Recall that for every q ∈ R, there exists a
unique equilibrium state µq for the potential x 7→ q ξu(x). In particular,
µ0 is the unique measure of maximal entropy and µ1 is the SRB measure
for Φ. Let us consider ξu(x, t) = − log |detDxϕt|Eu| and denote by ξur (x, τ)
the corresponding function for the flow Φr with respect to the unstable
distribution Eur of Φr. It can be shown that
ξur (x, τ) = ξ
u(x, t(x, τ)) + η(ϕτr (x))− η(x)
for some continuous function η (see [2] or [33, Theorem 1]). With the par-
ticular choice of time reparameterization r(x) = ξu(x) in (32), we obtain
ξur (x, τ) = τ + η(ϕ
τ
r (x))− η(x),
which implies that ξur defined by ξ
u
r (x) = limτ→0 ξ
u
r (x, τ)/τ is Φr-cohomolo-
gous to 1.3 This means that for any q ∈ R, the potential q ξur is cohomologous
to a constant, and hence there is a unique measure that is the equilibrium
state for every q ξur . More important, this measure coincides with the mea-
sure of maximal entropy and the SRB measure for Φr. It is an immediate
consequence that
Ptop(Φr, q ξ
u
r ) = 1− q for every q ∈ R.
For a comparison, consider the nontrivial case in which ξu is not Φ-cohomo-
logous to a constant or, equivalently, that µ0 6= µ1. A change of time
parameterization transforms the Φ-SRB measure µ1 into the Φr-SRB mea-
sure. Observe that the measure µ0 of maximal entropy with respect to Φ
then must satisfy hµ0(Φ) <
∫
M r dµ0. This implies that the measure µ0r
satisfies hµ0r (Φr) < 1 = htop(Φr), that is, after the change of time the
transformed measure is no longer of maximal entropy.
In the following theorem we put the above example in a more general
framework, which holds true for arbitrary potentials. Recall that a set Λ ⊂
M is said to be a basic set of an axiom A flow Φ if Λ contains a dense set
of periodic orbits and Φ|Λ is hyperbolic, locally maximal, and topologically
transitive.
Theorem 3. Let Λ be a basic set of a C1 axiom A flow Φ and ξ : M → R>0
be a C1 function. Given the flow Φr that is the time reparameterization of
Φ with the associated function r = ξ, we have
(38) Ptop(Φξ, q ξ) = q0 − q for every q ∈ R,
where q0 is the unique number satisfying Ptop(Φ, q0 ξ) = 0. Moreover, the
equilibrium state for q ξ with respect to Φξ coincides with the measure of
maximal entropy with respect to Φξ for every q ∈ R.
3Recall that ξ : M → R is Φ-cohomologous to a constant c ∈ R if there exists a bounded
measurable function η : M → R such that ξ(x)− c = limt→0(η(ϕ
t(x))− η(x))/t for every
x ∈M .
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Proof. By a well-known result on the equidistribution of closed orbits for
Φ we know that the unique equilibrium state µ(ξ) of ξ with respect to Φ
is obtained as the weak∗ limit of the weighted orbital measures: given any
ε > 0,∑
γ ℓ(γ)e
ξ(γ)mγ∑
γ ℓ(γ)e
ξ(γ)
→ µ(ξ) for T →∞,where ξ(γ) def=
∫
Λ
ξ dmγ ,
with summation taken over closed orbits γ with period ℓ(γ) between T and
T + ε and mγ denoting the invariant probability measure supported on γ
(see [36]). Considering the change of time parameterization given by r = ξ,
any closed orbit γr = {ϕτr (x) : 0 ≤ τ ≤ ℓ(γr)} with respect to Φr satisfies∫ ℓ(γr)
0 ξ(ϕ
τ
r (x)) dτ = ℓ(γ). Hence, for any real parameter q, the equilibrium
state µr(q ξ) of q ξ with respect to Φr is obtained as the limiting measure∑
γr
ℓ(γr)mγr∑
γr
ℓ(γr)
→ µr(q ξ) for T →∞.
In particular, this equilibrium state coincides with the measure of maximal
entropy for Φr. Combined with (37), this leads to htop(Φr) = q0, which
implies (38) and proves the theorem. 
Now we present some results on topological entropy. Theorem 2 leads to
the following characterization of the topological pressures in terms of the
topological entropy.
Theorem 4. Given a flow Φr that is a time reparameterization of Φ with
an associated positive continuous function r : Λ→ R>0, we have
Ptop
(
Φr,−htop(Φ)
r
)
= 0.
Proof. It follows from the definition (33) that Ptop(Φ,−htop(Φ)) = 0 and
that the number htop(Φ) is the only zero of the function s 7→ Ptop(Φ,−s) on
the real line. The statement then follows from Theorem 2 with ξ = 0. 
If the reparameterization function r : Λ → R>0 is positive, by the varia-
tional principle (34) and by means of (36) we can characterize the topological
entropy of the flow Φr as
htop(Φr) = sup
µ∈Me(Φ)
hµ(Φ)∫
Λ r dµ
.
The topological entropy is then bounded as
htop(Φ)
supµ∈M(Φ)
∫
Λ r dµ
≤ htop(Φr) ≤ htop(Φ) sup
ν∈M(Φr)
∫
Λ
1
r
dν .
In general the topological entropy can change with the time transformation
of the flow, as the following examples demonstrate.
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Example 6 (Topological entropy). Let us consider the example of a vector
field f with a topologically transitive Anosov flow Φ on a compact smooth
manifold M . Considering a time transformation by means of a C1 function
r : M → R>0, we obtain
htop(Φ)∫
M r dµΦ
≤ htop(Φr) ≤ htop(Φ)
∫
M
1
r
dµΦr ,
where µΦ and µΦr denote the Margulis measures [23] with respect to Φ and
to Φr (i.e., the unique and hence ergodic measure of maximal entropy). In
particular, the topological entropy changes when r(x) ≡ r0 6= 1.
Zero topological entropy is an invariant for orbit equivalent flows without
fixed points [31]. In equivalent flows with fixed points, this property can
change with a time reparameterization if we consider a more general, not
integrable, reparameterization function.
Example 7 (Entropies for non-integrable r). Sun et al. [38] constructed C∞
flows Φ1 and Φ2 on a compact Riemannian manifoldM of dimension greater
than 2 that possess one fixed point x0 ∈ M and that are time transforma-
tions of each other. The flow Φ1 preserves an ergodic probability measure
µ satisfying hµ(Φ1) > 0 and hence we have htop(Φ1) > 0. The only ergodic
probability measure ν preserved by Φ2 is supported on the fixed point, lead-
ing to hν(Φ2) = htop(Φ2) = 0. In view of (36) and hµ(Φ1) > 0 it can be
concluded that the orbit equivalent flows Φ1 and Φ2 are related to each other
by a time transformation with a function that is not µ-integrable. We refer
to [38] for details on the construction of the flow.
4.3. Recurrences and waiting times. The Poincare´ recurrence theorem
says that, given a measure µ ∈ M(Φ), almost all orbits starting from a set
of positive measure will come back to it infinitely many times (see, e.g., [11,
42]). Quantitative indicators of such recurrent behavior are given by the
lower and the upper recurrence rates with respect to the flow Φ. Given x,
y ∈M , let us define the lower and upper waiting time indicators by
R(Φ, x, y)
def
= lim inf
ε→0
logEB(x,ε)(Φ, y)
− log ε , R(Φ, x, y)
def
= lim sup
ε→0
logEB(x,ε)(Φ, y)
− log ε ,
where B(x, ε)
def
= {z : ρ(x, z) < ε} and
EA(Φ, y)
def
= inf
{
t > eA(Φ, y) : ϕ
t(y) ∈ A}
denotes the time of first (re-)entrance of the trajectory of y ∈ Λ into A.
Here eA(Φ, y)
def
= inf{t > 0: ϕt(y) /∈ A} denotes the escape time of y from A.
If EB(x,ε)(Φ, y) is infinite for some ε, then R(Φ, x, y) and R(Φ, x, y) are set to
be infinite. For x = y we call R(Φ, x)
def
= R(Φ, x, x) and R(Φ, x)
def
= R(Φ, x, x)
the lower and the upper recurrence rates at x with respect to Φ, respectively.
Given a measure µ ∈ M(Φ) and a positive measure set A, it follows from
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the Poincare´ recurrence theorem that EA(Φ, x) is finite for µ-almost every
x ∈ A.
We study transformations of recurrence and waiting rates under a change
of time parameterization by studying their local behavior. Notice that for
x ∈ M̂ ,
(39) EB(x,ε)(Φr, y) =
∫ EB(x,ε)(Φ,y)
0
r(ϕs(y)) ds,
which follows immediately from the time transformation (6).
Lemma 1. Given µ ∈M(Φ), for µ-almost every x ∈ M̂ we have
(40) lim
ε→0
EB(x,ε)(Φr, x)
EB(x,ε)(Φ, x)
= r+(x).
Proof. A well-known recurrence result [16, p. 61] states that for µ-almost
every x ∈ M we have lim inft→∞ ρ(x, ϕt(x)) = 0. If x is non-periodic, this
implies that EB(x,ε)(Φ, x)→∞ as ε→ 0, and (40) follows from the Birkhoff
ergodic theorem. If x is periodic with period T > 0, then EB(x,ε)(Φ, x) = T ,
and (39) implies (40). 
We call µ ∈M(Φ) non-atomic if it is not supported on a periodic orbit.
Lemma 2. Let µ ∈M(Φ) be non-atomic. Then given x ∈M , for µ-almost
every y ∈ M̂ we have
(41) lim
ε→0
EB(x,ε)(Φr, y)
EB(x,ε)(Φ, y)
= r+(y).
Proof. Let us assume that there is a set A ⊂ M̂ of positive measure such that
EB(x,ε)(Φ, y) 6→ ∞ when ε→ 0 and is bounded, that is, there exists a posi-
tive number C such that for every y ∈ A we have lim supε→0EB(x,ε)(Φ, y) <
C. Since the measure is nonatomic, let us consider a number ε small enough
such that µ(B(x, ε)) < C−1µ(A). Since every y ∈ A must enter B(x, ε) in
less than C time units, there is a t ≤ C and a subset A′ ⊂ A such that
µ(A′) ≥ C−1µ(A) and ϕt(A′) ⊂ B(x, ε). Because ϕ−t(B(x, ε)) will have
larger measure than B(x, ε), this contradicts the invariance of the measure
µ and hence proves that A has zero measure. Accordingly, for µ-almost ev-
ery y we have EB(x,ε)(Φ, y) 6→ ∞ as ε→ 0 and, in view of (39), this implies
(41). 
Thus, we obtain the following result.
Theorem 5. Given µ ∈ M(Φ) and a flow Φr that is a time reparameter-
ization of Φ with an associated function r ∈ L1(M,µ), for µ-almost ev-
ery x we have R(Φr, x) = R(Φ, x) and R(Φr, x) = R(Φ, x). If µ is non-
atomic, then for µ-almost every y we have R(Φr, x, y) = R(Φ, x, y) and
R(Φr, x, y) = R(Φ, x, y).
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Waiting times may change after a change of time parameterization if for
a “typical point” y we have r+(y) = ∞. A construction of such a flow
and reparameterization function can be obtained following Example 3 or
the model in [38]. We illustrate this fact instead with a simple example in
which the measure is atomic.
Example 8 (Waiting times for singular transformations). Consider the flow
Φ generated by the vector field f(x) = −x, for x ∈ R. In the case of the time
reparameterized flow Φr1 with the associated function r1(x) = − log |x|, for
x = 0 and for every y ∈ R \ {0} we have r1+(y) =∞ and
R(Φr1 , 0, y) = 0 < R(Φ, 0, y) = 1.
In the case of the time reparameterized semi-flow Φr2 = {ϕtr2}t≥0 with the
associated function r2(x) = |x|−c, c ≥ 1, for x = 0 and every y ∈ R \ {0} we
have r2+(y) =∞ and
R(Φ, 0, y) = 1 ≤ R(Φr2 , 0, y) = c.
This shows that r+(y) < ∞ is necessary for the invariance of the waiting
time statistics, which is satisfied for µ-almost every y provided µ ∈ M(Φ)
and r ∈ L1(M,µ).
5. Transformation of dimensions of measures
We now consider concepts from dimension theory for dynamical systems.
We refer to [35] and references therein for the proofs of the known properties
used below.
5.1. Hausdorff dimension and local dimension. Given a σ-finite Borel
measure µ and x ∈M , we define the lower local dimension of µ at x by
(42) dµ(x)
def
= lim inf
ε→0
log µ(B(x, ε))
log ε
.
Analogously, the upper local dimension dµ(x) of µ at x is defined by replacing
the lower limit with the upper limit. If dµ(x) = dµ(x)
def
= dµ(x), we call the
common value the local dimension of µ at x. If µ is a Borel probability
measure, we consider the Hausdorff dimension of µ defined by
dimH µ
def
= inf{dimHA : A ⊂M and µ(A) = 1},
where dimHA denotes the Hausdorff dimension of a set A. Note that
(43) dimH µ = ess sup
x∈M
dµ(x),
where ess sup denotes the essential supremum with respect to µ.
Theorem 6. For any µ ∈ M(Φ) and µ̂r defined by dµ̂r = r dµ, we have
dµ̂r(x) = dµ(x), dµ̂r(x) = dµ(x) for all x ∈ M̂ . Moreover, if r ∈ L1(M,µ)
and µr is given by (8), we have dimH µr ≤ dimH µ.
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Proof. Recall that Φr is C
ℓ. For every x ∈ M̂ , the function r is Cℓ−1 and
positive on B(x, ε) for sufficiently small ε, and hence the first two equalities
are immediate. Note that for every Φ-invariant A ⊂ M we have µr(A) = 0
whenever µ(A) = 0. This implies dimH µr ≤ dimH µ. 
Example 9 (Hausdorff dimension for non-integrable r). In the context of
Example 3, we have dµ(p) = 3 = dimH µ for every p ∈ M . The measure µ2
defined by dµ2 = ω
−1
2 dµ (induced by the time reparameterization in that
example) is not normalizable. It satisfies dµ2(p) = 3 for every p ∈ M̂ . It
can be shown that the (only ergodic) Φ2-invariant probability measure ν is
supported on the fixed point p0 and hence satisfies dν(p0) = dν(p) = 0 =
dimH ν for every p ∈M .
5.2. Information dimension. Given a Borel probability measure µ, the
lower information dimension of µ is defined by
D1(µ)
def
= lim inf
ε→0
1
log ε
∫
M
log µ(B(x, ε)) dµ(x)
(this definition is equivalent to the standard one using grids [3]). Analo-
gously, the upper information dimension D1(µ) is defined by replacing the
lower limit with the upper limit.
Theorem 7. Given a flow Φ and a measure µ ∈M(Φ) satisfying
(44) dµ(·) = dµ(·) def= dµ(·)
µ-almost everywhere, and given a flow Φr that is a time reparameterization
of Φ with an associated function r ∈ Cℓ−1 and µr given by (8), we have
(45) D1(µr) =
∫
M
r+(x)∫
M r dµ
dµ(x) dµ(x).
Moreover, if additionally
1. µ (and hence µr) is ergodic, or if
2. dµ = dµ = d almost everywhere for some constant d,
then we have D1(µr) = D1(µ).
Proof. As a consequence of the Fatou lemma, we obtain
(46)
∫
M
dµ(x) dµ(x) ≤ D1(µ) ≤ D1(µ) ≤
∫
M
dµ(x) dµ(x).
Under the assumptions of the theorem, from (46), (8), and Theorem 6, we
have
D1(µr) =
∫
M̂
dµr (x)
r(x)∫
M r dµ
dµ(x) =
∫
M
dµ(x)
r(x)∫
M r dµ
dµ(x).
Since ϕs : M →M , s ∈ (0, 1], is a Lipschitz map with Lipschitz inverse, one
can verify that dµ(x) = dµ(ϕ
s(x)). Thus for arbitrary s > 0,∫
M
dµ(x)r(x) dµ(x) =
∫
M
dµ(x)
1
s
τ(x, s) dµ(x),
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from which we obtain (45). If µ is ergodic, then r+(x) =
∫
M r dµ for almost
every x, and hence D1(µr) = D1(µ). If dµ = dµ = d almost everywhere,
then we can use the relation
∫
M r+ dµ =
∫
M r dµ, which follows from the
Birkhoff ergodic theorem, to conclude that D1(µr) = D1(µ) = d. 
Theorem 7 implies that for a non-ergodic measure µ with a local dimen-
sion that is not constant on a set of positive measure, we can find a suitable
change of the time parameterization, and hence a “redistribution” of the
invariant measure, such that the Hausdorff dimension and the information
dimension of the resulting measure µr differ. Thus, the information dimen-
sion can sensitively depend on the time parameterization and as such cannot
be regarded as an invariant.
We conclude this section by giving illustrative examples.
Example 10 a (Noninvariance of D1). Let Φ = {ϕt}t∈R be a flow possessing
a fixed point x0 and a periodic point y = ϕ
T (y) of period T > 0. Let µ = δx0
be the Dirac-δ measure supported on x0 and let ν be the Φ-invariant Borel
probability measure that is supported on the periodic orbit O through y.
Then, D1(µ) = 0 = dµ(x0) = dµ(x0)
def
= dµ(x0) and D1(ν) = 1 = dµ(x) =
dµ(x)
def
= dµ(x) for every x ∈ O. Given α ∈ (0, 1), the (non-ergodic) measure
µ˜
def
= αν + (1− α)µ satisfies (44), and hence
D1(µ˜) = αD1(ν)+(1−α)D1(µ) = 1−α > (1− α)r+(y)
r(x0)α+ (1− α)r+(y) = D1(µ˜r)
whenever Φr is a flow obtained from Φ by means of a smooth change of the
time parameterization satisfying r(x0) < r+(y).
Consider a flow on a compact Riemannian manifold that can be repre-
sented as a suspension flow over a two-sided topological Markov chain with
Ho¨lder continuous roof function. Such flows naturally occur as models for
flows that possess strong hyperbolic behavior. Primary examples are geo-
desic flows on compact Riemannian manifolds with negative sectional cur-
vature and their time reparameterizations. Note that the property (44) is
satisfied for any invariant Borel probability measure µ [5, Theorem 1], and
that dµ is constant almost everywhere if µ is ergodic. This is the starting
point for the following (more involved) variation of Example 10 a.
Example 10 b (Noninvariance of D1). Let in particular M be a compact
orientable Riemannian surface of class C4 with negative curvature K and
consider the geodesic flow Φ = {ϕt}t∈R on the unit tangent bundle SM .
Note that the normalized Liouville measure µSM on SM , which is induced
by the volume µM on M , is ergodic (see [4] for details). Hence, for µSM -
almost every x ∈ SM we have
K+(x)
def
= lim
t→∞
1
t
∫ t
0
K(ϕs(x)) ds =
∫
M
K dµM = 2πχM ,
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where χM denotes the Euler characteristic of M and where the last equality
follows from the Gauß-Bonnet theorem. Let us further assume that K is
not Φ-cohomologous to a constant. It follows from the Livshitz theorem
for flows (see, for example, [22, Theorem 19.2.4]) that there exist periodic
points x1 = ϕ
t1(x1) and x2 = ϕ
t2(x2) such that
1
t1
∫ t1
0
K(ϕs(x1)) ds 6= 1
t2
∫ t2
0
K(ϕs(x2)) ds,
and, in particular, there exists a periodic point x0 ∈ SM such thatK+(x0) 6=
2πχM . We assume that k0
def
= K+(x0) < 2πχM . We consider the Φ-
invariant Borel probability measure ν that is supported on the periodic
orbit O through x0 and satisfies dν(x) = dν(x) = D1(ν) = 1 for every
point x on this orbit. Analogously, for µSM -almost every y ∈ SM we
have dµSM (y) = dµSM (y) = D1(µSM ) = 3. In addition, we have K+(x) =
k0 < 2πχM = K+(y) for ν-almost every x and µSM -almost every y. Con-
sider the positive function r : M → R>0 given by r(x) = −K(x) for every
x ∈ SM . (Note that we can, in fact, take any other Ho¨lder continuous func-
tion ξ : SM → R that is not Φ-cohomologous to a constant and consider
the function r = ξ − minx∈SM ξ(x) + 1.) Given α ∈ (0, 1), the measure
µ˜
def
= αν + (1− α)µSM satisfies (44) and hence
D1(µ˜) = αD1(ν) + (1− α)D1(µSM) = 3− 2α.
If we now consider the flow Φr obtained from Φ after a change of time
parameterization with the function r = −K, we obtain
D1(µ˜r) =
αk0
αk0 + (1− α)2πχM D1(ν) +
(1− α)2πχM
αk0 + (1− α)2πχMD1(µSM ),
where k0 < 2πχM implies αk0/[αk0+(1−α)2πχM ] > α, and hence D1(µ˜) <
D1(µ˜r).
5.3. Generalized dimensions. Given q > 0, q 6= 1, we define the lower
generalized dimension of order q of a Borel probability measure µ on M by
Dq(µ)
def
=
1
q − 1 lim infε→0
1
log ε
log
∫
M
µ(B(x, ε))q−1 dµ(x).
The functions Dq(µ) are defined analogously with the upper limit and are
called the upper generalized dimension of order q of µ.
Although the generalized dimensions a priori do not involve any dynam-
ics, they were introduced to obtain dynamical information by observing
individual trajectories [18], thus admitting dynamical interpretations when
µ is an invariant measure of the system. Of particular dynamical interest
is the so-called lower (upper) correlation dimension D2(µ) (D2(µ)), which
is the most accessible one in numerical computations based on time series
analysis (see [34, 35] and references therein).
The discrete analogs of the above defined dimensions, often considered in
the physics literature, are called generalized lower (upper) Re´nyi dimensions
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of order q. Given ε > 0, cover the support of µ with boxes Bk of a uniform
grid of size ε and denote by N(ε) the number of boxes needed to cover this
set. For q > 0, q 6= 1, let
(47) RDq(µ)
def
=
1
q − 1 lim infε→0
1
log ε
log
N(ε)∑
k=1
µ(Bk)
q
and define RDq(µ) analogously by replacing the lower limit with the up-
per limit. These quantities are invariant under smooth transformations of
the phase space and their definitions are independent of the choice of the
grid. Moreover, RDq(µ) = Dq(µ) and RDq(µ) = Dq(µ) (see [35, 3] and
references therein). Furthermore, we now show that the generalized dimen-
sions of flow-invariant measures do not depend on a particular choice of time
parameterization.
Theorem 8. Given a flow Φr that is a time reparameterization of Φ with an
associated uniformly bounded positive function r : M → R>0, for µ ∈ M(Φ)
and µr given by (8) we have Dq(µr) = Dq(µ) and Dq(µr) = Dq(µ) for every
q > 0, q 6= 1.
Proof. It suffices to notice that, by equation (8), measures µ and µr are
absolutely continuous with respect to each other. Since r is positive and
bounded, there exists positive constants c1, c2 such that c1µ(B(x, ε)) ≤
µr(B(x, ε)) ≤ c2µ(B(x, ε)) for every x and ε > 0. This applied to the
definitions of Dq and Dq proves the statement. 
Remark 5. We emphasize that the Examples 10 a, b illustrate the non-
invariance of the information dimension already in the case of orbit equiv-
alent flows with a differentiable reparameterization function r. In contrast,
note that, by Theorem 8, in each of these examples we have Dq(µ) = Dq(µr)
for every q > 0, q 6= 1. The implications of the non-invariance of the infor-
mation dimension for the Kaplan-Yorke relation are discussed in [27].
6. Concluding remarks
The transformation of dynamical quantities established in this paper ad-
dresses a longstanding problem in general relativity and cosmology, namely,
of whether chaos is a property of the physical system or a property of the
coordinate system [21]. At the center of this discussion is the mixmaster
cosmological model [25], a spatially homogeneous anisotropic solution of
Einstein’s equations that has been conjectured to describe the dynamics of
the early universe. This model can be described as a geodesic flow on a Rie-
mannian manifold with negative curvature [9], which nevertheless has been
shown to have positive or vanishing largest Lyapunov exponent depending
on the time coordinate adopted [15]. This problem has resisted rigorous
solution because, as shown in [26] and [30], the transformations used in cos-
mology are not guaranteed to preserve the normalization property of the
(NON)INVARIANCE OF DYNAMICAL QUANTITIES FOR ORBIT EQUIVALENT FLOWS23
invariant measure and because the identification of truly invariant indica-
tors of chaos is often elusive. To this regard, our results show once and for
all that Lyapunov exponents, entropies, and dimension-like characteristics
can be used to make invariant assertions about chaos. However, the same
results also show that the values of some quantities that have been previ-
ously conjectured to be invariant, such as the information dimension and
topological entropy (see [28] for a related discussion), are not invariant in
general.
Finally, we observe that there are several directions along which we ex-
pect this work to be extended. One concerns applications, such as in the
above mentioned study of relativistic dynamics and to probe the invariance
of dynamical quantities and identities, as exemplified by our synchroniza-
tion analysis. Another direction concerns the study of different dynamical
quantities and the relations between them. The spectrum of return time
dimension [19], for example, which relates the recurrence times to the mul-
tifractal properties of strange attractors [17], can be shown to be invariant
under uniformly bounded time transformations, whereas an exponential dis-
tribution of first return times can change within exponential bounds. Such
transformation properties can stimulate further investigation on how robust
the properties of the return time statistics are, particularly when the sys-
tem gains or loses mixing properties after a time reparameterization. Note
that the mixing properties are in general not preserved [14], since there are
analytic time reparameterizations of a completely non-chaotic flow on T3
that are mixing (see [24] for additional references). Other extensions can be
envisioned in the joint characterization of flows and their discretizations, par-
ticularly through the consideration of Poincare´ maps and suspension flows,
for which many of the necessary techniques have been developed.
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