Abstract-Shape analysis requires invariance under translation, scale, and rotation. Translation and scale invariance can be realized by normalizing shape vectors with respect to their mean and norm. This maps the shape feature vectors onto the surface of a hypersphere. After normalization, the shape vectors can be made rotational invariant by modeling the resulting data using complex scalar-rotation invariant distributions defined on the complex hypersphere, e.g., using the complex Bingham distribution. However, the use of these distributions is hampered by the difficulty in estimating their parameters and the nonlinear nature of their formulation. In the present paper, we show how a set of kernel functions that we refer to as rotation invariant kernels can be used to convert the original nonlinear problem into a linear one. As their name implies, these kernels are defined to provide the much needed rotation invariance property allowing one to bypass the difficulty of working with complex spherical distributions. The resulting approach provides an easy, fast mechanism for 2D & 3D shape analysis. Extensive validation using a variety of shape modeling and classification problems demonstrates the accuracy of this proposed approach.
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INTRODUCTION
I N 2D and 3D shape analysis, one would ideally like to have a representation that is invariant to translation, scale, and rotation. One typical way to address this problem is using least squares (LS) fitting methods, where the goal is to find that transformation of the original shape feature vectors that best approximates one of the sample shapes, e.g., Procrustes analysis [5] . This approach carries several unwanted disadvantages as, for example, misalignments due to noise and outliers. Efficient solutions exist for 2D shapes and two 3D shapes, but iterative procedures are needed to align multiple 3D shapes.
A much sought after alternative is given by the properties inherent to the complex domain, C C p . In this alternate approach, translation, scale, and in-plane rotation invariance can be readily achieved by means of a simple mean-norm-normalization step followed by the modeling of the data using a complex probability density function (pdf) with the property fðzÞ ¼ fðze i Þ for all , with z 2 C C p . We will say that a complex random vector z has complex symmetry if its distribution is invariant to any scalar rotation, ze i . Among the distributions that provide this property, one of the most used in shape analysis is the complex Bingham C CBðAÞ, where A is its parameter matrix [14] .
In the approach defined in the preceding paragraph, translation invariance is obtained when we subtract the mean from all the feature vectors (i.e., mean-normalization). This is so because each feature vector contains the 2D coordinates of the object and a mean-normalization will move all the feature vectors to the origin. Similarly, a normnormalization guarantees invariance to scale since all shapes now share a common size. And, as already shown, complex symmetry permits invariance to rotation.
This approach is related to other recent efforts in the computer vision and machine learning communities. In [16] , the authors build a rotation invariant representation from a translation invariant bispectrum by projecting the images onto the surface of a sphere. Rotation invariance is given by the spherical harmonics of this representation. Another approach, which is gaining interest, is to construct kernels that are invariant to these transformations. For example, Walder and Chapelle [32] demonstrate that there exists a nontrivial conditionally positive-definite kernel providing scale and rotation invariances. A different type of kernel is defined in [9] . This kernel is based on the distance between samples and all their possible transformations (e.g., scale, translation, and rotation). By mapping the data in a kernel space, where the distance between a sample and its transformation is zero, we can derive invariant representations.
These kernels are in contrast to the mean and norm normalizing steps introduced earlier, where scale and translation invariances are inherent to this preprocessing. And, in this alternate representation, rotation invariance is given by the properties inherent to the complex domain. An advantage of this approach is that shapes do not need to be aligned with respect to their rotation parameters, freeing ourselves from the computations required in the LS formulation and avoiding possible misalignments due to noise and outliers. Unfortunately, the lack of exact solutions for the estimation of the parameters of complex spherical pdf makes these algorithms impractical [21] , [10] . Optimization algorithms for finding an estimate of the parameters of the Bingham and similar distributions do exist [21] , [17] , but have convergence problems (especially when the shape of the object is complex) and are tremendously time-consuming. Furthermore, this alternate approach does not apply to 3D shapes because it is not known how to obtain complex symmetric 3D feature vectors. These issues make this approach impractical and have made the LS formulation and its recent variants the preferred solution [2] , [18] , [25] .
To develop approaches that do not carry the problems associated with the LS formulation, one needs to resolve the issues of parameter estimation in Binghams. In a recent paper [11] , we showed under which conditions one can substitute the complex Bingham C CBðAÞ for the zero-mean complex Normal distribution C CNðAEÞ, where AE is the wellknown parameter matrix of the Gaussian, i.e., the covariance matrix. 1 This exchange can be made whenever the complex Bingham distributions that we need for describing our shape feature vectors are spherical-homoscedastic (SH). In general, two or more distributions are SH if each can be described as a rotated version of the others, yielding a Bayes linear classifier between pairs [10] .
In the present paper, we extend on this result. We first show the reason why the SH property allows the interchange of complex Binghams for complex Normals. We then derive a kernel function which can convert any non-SH set of distributions into a SH one. With this kernel trick in place, every shape representation/recognition algorithm is transformed into a simple linear problem.
The key concept in this paper is to derive a kernel map which provides invariance to rotation, that is, a kernel function with identical mappings for the feature vectors z and any rotated version of it, ze i . We refer to these kernel functions as rotation invariant kernels (RIK). The advantage of these kernels is that they eliminate the need of the complex symmetric representation. Therefore, the availability of RIK means that we no longer need to utilize complex Bingham distributions. An additional advantage of the RIK approach is that it can be used to represent 2D and 3D shapes, while spherical distributions only work for 2D shapes.
Nonetheless, to be able to use RIK, we require that the original feature vectors be described by SH distributions. This requires that we optimize the parameters of the rotation invariant kernel. In this framework, the most important task is to define a criterion that can find the parameters of our rotation invariant kernel that guarantee SH. A classical way to tune the kernel parameters is to select those that maximize the cross-validation performance of a classifier in classification problems and the mean description error in representation tasks. However, this method is not only computationally expensive but, most importantly, does not guarantee that the mapped distributions will be SH. This latter issue could imply that the method will not work for a large number of independent test feature vectors.
To resolve the problem defined in the preceding paragraph, we derive a criterion that is directly proportional to that of SH. That is, when this criterion is maximized, the distributions are SH in the kernel space. Then, we go one step further and derive a criterion that is not only maximized when the distributions are SH but one that also maximizes between-class distances. This provides a convenient shape representation which can be efficiently used in classification tasks.
We report on extensive experimental results for 2D and 3D shape representation and classification problems. Our results demonstrate that the proposed approach achieves the smallest classification error and the lowest computational cost. A Matlab implementation of the simplest algorithm can classify faces and objects in less than a second.
The rest of this paper is organized as follows: In Section 2, we summarize the use of the complex domain as an appropriate tool for shape analysis and present the difficulties associated with estimating the parameters of complex Binghams. In Section 3, we introduce the concept of spherical-homoscedastic shapes. Section 4 presents the kernel approach. Section 5 introduces the rotation invariant kernels and the criterion to optimize their parameters. Examples and experimental results are in Section 6. We conclude in Section 7.
BACKGROUND FORMULATION
One of the most known and used feature representations in 2D shape analysis is that advanced by Kendall [5] , [13] , [31] . In this representation, the features of the vector u ¼ x 1 þ iy 1 ; . . . ; x p þ iy p À Á T correspond to the complex coordinates of a set of points sampled from the shape contour. We illustrate this in Fig. 1 , where 29 landmark points are sampled from the contour of an object. As mentioned earlier, these feature vectors are normalized with respect to their mean and norm, z ¼ u À " u=ku À " uk, where " u is the mean over all the elements of u. The resulting feature vector z 2 C CS pÀ2 is known as the preshape. Note that although z is a p-dimensional vector, it lies on a ðp À 2Þ-dimensional manifold. The mean-normalization maps the data onto the null-space of the vector of all ones and the Fig. 1 . The shape feature vector of the cow is given by a set of fiducials extracted from the contour shown in the image above. The x and y axes correspond to the real and imaginary components of the representation for each of the fiducials. To obtain a shape vector, we need a representation that is invariant to translation and scale. As seen in the figure, a mean-normalization will center the feature vector at the origin, making the representation invariant to translation. Also shown in the figure is the norm-normalization step, which scales all feature vectors to a common size and thus provides scale invariance.
norm-normalization maps the data onto the surface of a hypersphere, C CS pÀ2 .
Complex Bingham
If one uses the shape description presented above, it is then required to model the resulting shape feature vectors with spherical distributions. Since we wish to have a representation that is invariant to rotations, we also need to describe the preshapes z using a pdf satisfying fðzÞ ¼ fðze i Þ, 8 2 ½0; 2. Note that, in such a case, multiplying any feature vector with e i defines all possible planar rotations of the preshape in C CS pÀ2 . This property is the basis of several pdfs, including that of the complex Bingham distribution [14] , given by
where C C CB is a normalizing constant, which guarantees that R C CS pÀ2 fðzÞ dz ¼ 1; z Ã is the complex conjugate of the transpose of z, and A is the Hermitian parameter matrix. Using this notation, it is easily verifiable that
C CB ðAÞ exp ðz Ã AzÞ ¼ f ðzÞ, which provides 2D rotation invariance.
The spectral decomposition of the parameter matrix is A ¼ QÃQ Ã , where Q ¼ q 1 ; q 2 ; . . . ; q p À Á is a matrix whose columns q i correspond to the eigenvectors of A and Ã ¼ diag 1 ; . . . ; p À Á is the diagonal matrix of corresponding eigenvalues. 2 For a random set of unit vectors Z ¼
Þsampled from the complex Bingham distribution, the log-likelihood of the parameters is written as LðQ; ÃÞ ¼ n trðSQÃQ Ã Þ À n logðC C CB ðÃÞÞ, where S ¼ n À1 ZZ Ã is the sample autocorrelation matrix. Since the trðSAÞ is maximized when the eigenvectors of S and A are the same, the maximum likelihood estimate of Q (denoted b Q) is given by the eigenvector decomposition of the sample autocorrelation matrix S ¼ b QÃ S b Q, whereÃ S is the eigenvalue matrix of S. Unfortunately, a similar procedure cannot be used to estimate Ã. This is because to compute Ã, one requires to first estimate the normalizing constant, which includes the generally impossible task of integrating the pdf over the nonlinear complex hypersphere C CS pÀ2 . We are thus to content ourself with approximations that are not guaranteed to be correct all the time. A saddle-point approximation to the normalizing constant of the complex Bingham distribution is given in [17] . Even where this algorithm converges, optimization algorithms of this sort require intensive computation, making these approaches impractical. Note that to compute an approximate result for the parameters of complex Binghams, we need to calculate the eigenvectors and eigenvalues of S. An eigenvalue decomposition is already of Oðp 3 Þ. Adding an optimization routine such as that in [17] , which requires solving a quadratic programming subproblem at each iteration, leads to a complexity of order 4 or larger.
Zero-Mean Complex Normal
Contrary to Bingham, the Normal distribution is not defined on the surface of a hypersphere, which facilitates its parameter estimation. The pdf of the complex Normal, z $ C CNðAEÞ, is given by
where AE is the covariance matrix and C C CN ðAEÞ ¼ pÀ1 detðAEÞ is the normalizing constant. Here, it is important to note that the eigenvectors of the covariance matrix AE are the same as those of A. This is because the maximum likelihood of AE ¼ S since the distribution has zero mean.
The parameter estimation of the Normal distribution carries a much lower computational cost than that of Bingham. If we have n samples in a class distribution on a ðp À 2Þ-dimensional complex hypersphere, C CS pÀ2 , the zeromean class covariance matrix can be estimated with np 2 scalar multiplications and p 2 additions. The normalizing constant of the complex Gaussian can be obtained by calculation of the determinant of the covariance. One of the most efficient algorithms developed to date has an upper bound complexity of p 2:376 [3] . This means that algorithms using the complex Normal distribution will have a polynomial-time complexity of degree 2:376, much smaller than that required to estimate Binghams.
It is clear that the use of complex Gaussians facilitates the computational burden. Furthermore, as we prove in the section to follow, the use of Gaussians can guarantee an optimal (w.r.t. Bayes) representation of the shape vectors, which is rarely the case with approximations.
SPHERICAL-HOMOSCEDASTIC SHAPES
In the rest of this paper, we will make the assumption of equal priors. This means that every shape is determined equally probable. It also implies that, whenever we represent shapes corresponding to more than one class, the Bayes decision rule simplifies to a comparison of the likelihoods of the distributions. The likelihood of an observation z belonging to a class can be computed as
for complex Normals and
for complex Bingham distributions. These likelihoods depend on the type of distribution and their parameter matrices. Several particular cases of interest exist. For example, in planar geometry, we say that a set of r Gaussians fN 1 ð 1 ; AE 1 Þ; . . . ; N r ð r ; AE r Þg are homoscedastic if their covariance matrices are the same, AE 1 ¼ Á Á Á ¼ AE r . Here, 1 ; . . . ; r are the means for each of the distributions. Homoscedastic Gaussian pdfs are relevant because their Bayes decision boundaries are given by hyperplanes. This makes the derivation of many diverse computer vision and pattern recognition algorithms possible [8] .
However, when all feature vectors are restricted to lie on the surface of a hypersphere, the definition of homoscedasticity given above becomes too restrictive. For example, if we use zero-mean Gaussians to model a data set that is complex symmetric about its mean, then only those distributions that are exactly identical can be considered homoscedastic. This is illustrated in Fig. 2 . In the example given in this figure, the three class distributions have the same covariance matrix up to a rotation, but only those that are identical (i.e., Classes 1 and 3) are said to be homoscedastic. Nonetheless, as shown in [10] , the decision boundaries for each pair of classes in Fig. 2 are all hyperplanes. A more general definition exists to include all those distributions in the hypersphere that have the same covariance matrix up to a rotation and yield a linear classifier.
Definition 1 [10] . Two pdfs (f 1 and f 2 ) of the same form are said to be spherical-homoscedastic (SH) if the Bayes decision boundary between f 1 and f 2 is given by one or more hyperplanes and the distribution parameters are the same up to rotation.
Recall that homoscedastic distributions were relevant because their Bayes decision boundaries are linear, facilitating the development of many algorithms. Similarly, SH distributions also result in Bayes linear classifiers, regardless of their form.
Another very important property of SH distributions is that they can be substituted by the Gaussian model with no loss in classification. Although the representation will change with such a substitution, the linear classifiers obtained with Binghams and Gaussians will be identical. This result is given for the particular case of complex Bingham and zero-mean complex Normals in the following theorem, the proof of which is in supplementary documentation, which can be found in the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TPAMI.2008234. Theorem 2. The Bayes decision boundaries of two sphericalhomoscedastic complex Bingham distributions, C CB 1 ðAÞ and C CB 2 ðR Ã ARÞ, are the same as those obtained when modeling C CB 1 ðAÞ and C CB 2 ðR Ã ARÞ with the two zero-mean complex Gaussian distributions C CN 1 ðAEÞ and C CN 2 ðR Ã AERÞ, where AE ¼ S and R defines a planar rotation in the span of (any) two eigenvectors of AE.
The above result provides the conditions under which one can substitute the complex Bingham for the zero-mean complex Normal. As delineated in the Section 1 of this paper, this is a very important result because it facilitates the computation of the parameters of the distributions describing the shape vectors. Without it, one would need to resort to computationally expensive alternatives such as complex optimization procedures or LS fits. Fortunately, if the data can be represented with SH distributions, it can then be modeled with Gaussians. This process is summarized in Algorithm 1. We refer to these shape feature vectors as spherical-homoscedastic shapes, or SH shapes for short. Their formal definition is given in the following: Definition 3. Two shape feature vectors z j 2 C CS pÀ2 andẑ j 2 C CS pÀ2 are called spherical-homoscedastic shapes (SH shapes) if they are sampled from two SH distributions, i.e., z j $ C CBðAÞ andẑ j $ C CBðR Ã ARÞ, where R defines a planar rotation in the span of any two eigenvectors of A.
where n j is the number of samples in class j. Compute the sample covariance matrices,
where C is the number of classes. Calculate the normalizing constants
The class of a test sample z is given by arg j mind
A question of interest that follows from Definition 3 is to understand what happens when the shapes deviate from SH. What we know is that, in such cases, the results obtained with the Normal fit will not be the same as those given by Binghams. Nonetheless, we will now show that the more the data distributions deviate from SH, the more different the Normal and Bingham results will become. To see this, we need to calculate the classification error that is added to the original Bayes error when one uses the Normal model in place of the Bingham. Following the classical notation in Bayesian theory, we refer to this added error as the reducible error.
The reducible error can change in two ways. The first case is given when the first eigenvector of a first Bingham distribution deviates from the first eigenvector of a second Bingham. In this case, the reducible error diminishes. This is so because the first eigenvector defines the mean direction of each distribution and the two distributions can be separated more easily as they move away from one another. In the second case, it is easy to prove that more concentrated distributions have a smaller reducible error than those that are spread over a large area on C CS pÀ2 since concentrated pdfs need to be separated by a smaller angle (with regard to their first eigenvectors) than those that are less concentrated. Recall that the concentration of each distribution is determined by the eigenvalues.
To see the effect of the arguments described in the preceding paragraph at work, we construct two examples. In creating these examples, we define the parameter matrices of C CB 1 ðA 1 Þ and C CB 2 ðA 2 Þ as
where R is an orthonormal planar rotation matrix defined by the angle and s is a scaling parameter. We set 1 ¼ À1=2, and change the value of 2 ; s, and to simulate the two cases described above-one where the data is highly concentrated and another where the data is more spread out. In the first case, 2 ¼ fÀ1=ð2jÞjj ¼ 20; 30; . . . ; 100g. In the second case, 2 ¼ fÀ1=ð2jÞjj ¼ 2; 3; . . . ; 10g. In both cases, s ¼ f1; 2; . . . ; 10g and ¼ f10 o ; 20 o ; . . . ; 90 o g. The reducible error is estimated by randomly drawing 5,000 samples from each class and by calculating the ratio between the samples that are incorrectly classified by the Gaussian approximation but correctly classified by the Bingham pdf and the total number of sample vectors.
The results are in Fig. 3 . In Fig. 3a , we plot the reducible error as a function of the rotation angle and the scale parameter s for the highly concentrated distributions. In Fig. 3b , we do the same for the case where the data is less concentrated. Note that, when s ¼ 1, the data is SH and, therefore, the reducible error is zero. In both cases, it is apparent that the reducible error is very small for distributions whose parameters are close to those of SH shapes. As we start to deviate from SH, the error increases. This is especially true when the distributions are close to one another.
In summary, the reducible error increases as the distributions deviate from spherical-homoscedasticity, with the increase on the error inversely proportional to the distance (angle) between distributions. Our goal thus reduces to finding a shape representation where the distributions used to model the shape feature vectors are as close to SH and as far apart from each other as possible.
In the sections to follow, we use this result to derive a kernel function which maps the original shape representation to one that best adapts to the SH model while keeping the distributions of different classes apart.
KERNEL SPHERICAL-HOMOSCEDASTIC SHAPES
SH shapes are important because they are optimally (w.r.t. Bayes) separated and described with linear methods. We now employ the well-known idea of the kernel trick to define algorithms that are nonlinear in the original space but linear in the kernel one.
Two-Dimensional Shapes
Key to defining kernel SH shapes is to realize that, by using rotation invariant kernels, we can drop the requirement of working with complex distributions (with the symmetric property) since rotation invariance will now be directly provided by the kernel map. To see this, let us start with the definition in the complex domain and then see how one can model the data with real pdf.
Our first rotation invariant kernel is given by
where z j ; z k 2 C CS pÀ2 ; is the kernel parameter to be optimized and jk ¼ ffðz Ã j z k Þ defines the angle between z j and z k .
This kernel is invariant to any arbitrary planar rotation jk between two feature vectors z j and z k . However, in principle, this kernel is not very different from the least squares or alignment algorithms summarized in the Section 1 of this paper, because our kernel still requires that we compute jk for every pair of shape vectors. The real advantage of this kernel is that it can be reworked as follows:
From this result, we have
This is a very important result because it shows that we can build RIKs that do not require of any alignment of the shapes or the calculation of the rotation angle between each pair of feature vectors.
We now note that our kernel carries an inherent mapping, resulting in a kernel space that is still spherical because kðz; zÞ ¼ 1; 8z. Hence, one requires modeling the data defined in the kernel space using spherical distributions such as the real Bingham, B j ðAÞ.
Let . The Bayes classification boundary between these distributions can be obtained by making the ratio of their log-likelihood equations equal to one. From (3), we have
The rotation is defined in the subspace spanned byq 1 andq 2 and we know that e A ¼ e Q e Ã e Q T , with e Q a matrix whose columnsq k are the eigenvectors of e A and e Ã ¼ diag 1 ; . . . ; 2p À Á is the diagonal matrix of corresponding eigenvalues. Thus, the above equation can be written as
, which simplifies our equation to
This means that a given sample x corresponds to the first distribution, B 1 , if
and to B 2 otherwise. As shown in Fig. 4 ,q 2 can also be expressed as a function ofq 1 as
where is the angular rotation defined by R. Using this result in our equation above yields
and in B 2 otherwise. This result can be stated in a more compact form as
The relevance of (6) is that the class of a test feature vector x is simply given by the largest inner product. This is a simple computation, providing a robust and fast mechanism for classifying shapes.
We can readily extend this result to the multiclass problem. For this, we let B 1 ð e AÞ be the distribution of the first class and B j ðR T j e AR j Þ that of the jth class, where R j is also defined by any two eigenvectors of e A; q j 1 and q j 2 with corresponding eigenvalues j1 and j2 , and we have assumed j 1 > j 2 . Then, the class of a new test feature vector x is given by arg max
We still need to derive the same classifier in the kernel space. From our discussion above, we should find the eigenvectors of the covariance matrix of the data. The covariance matrix in the kernel space is AE È j ¼ ÈðX j ÞÈðX j Þ T , where X j is a matrix whose columns are the sample feature vectors of class j, X j ¼ ðx j1 ; x j2 ; . . . ; x jn j Þ, and n j is the number of samples in class j. This allows us to obtain the eigenvectors of the covariance matrix from AE
may be defined in a very highdimensional space. A usual way to simplify the computation is to employ the kernel trick [29] . To derive this solution, recall that we only have n j samples in class j, which means rankðÃ È j Þ n j . This allows us to write V È j ¼ ÈðX j ÞÁ j , where Á j is a n j Â n j coefficient matrix, and the above eigenvalue decomposition equation can be rewritten as
where
To obtain the (unit-norm) eigenvectors, we need to include a normalization coefficient into this result
, and d is the dimensionality of the kernel space.
The classification scheme derived in (7) can now be extended to classify ðxÞ as arg max
where the index k ¼ f1; . . . ; n j À 1g defining the eigenvector v j k must be kept constant for all j. This final result can be written using a kernel as
where Á j ¼ f j1 ; . . . ; jn j g and jk ðlÞ is the lth coefficient of the vector jk . The simplest algorithm that can be implemented is by assigning k ¼ 1, i.e., classification based on the first basis vector of the class distributions in the kernel space. This is the approach we will take in this paper.
Three-Dimensional Shapes
Contrary to 2D shapes, the derivation of an RIK defining any arbitrary 3D rotation R cannot be directly done in three dimensions because this requires that we compute the three-dimensional rotation between every pair of samples or perform alignment. As mentioned in Section 1, the 
LS-like procedures carry a high computational cost and are pruned to local minima and outliers. We resolve this issue by proposing an extension of the above formulation as given by two linearly independent projections of the 3D shapes. Each of these projections is defined as the null-space of one of the shape feature points. We call these points pivotal points since they define the 3D rotation of the shape.
T be a p Â 3 matrix with each row x l 2 IR 3 corresponding to the mean-norm-normalized 3D location of each of the p feature points. Also, let x q , for some q, be the first pivot point of the 3D shape. The null-space of the vector defined by this first pivot point is given by V q? ¼ ðv q1 ? ; v q2 ? Þ, with v ql ? the lth basis vector of V q? . Using this notation, we define the p-dimensional complex shape vector in the null-space of the pivotal point as
which represents the 2D projection of the 3D shape onto V q? . An example of this process is illustrated in Fig. 5a . In this example, a 3D tetrahedron has been normalized with regard to its mean and norm. The first pivot point is x 3 (q ¼ 3) and the corresponding shape representation is obtained by projecting the 3D feature points onto V 3 ? . Note that the representation introduced above already fixes one of the rotation angles of our 3D shape. This is given by the planar rotation defined by the pivotal point x q and its rotated version R T x q shown in Fig. 5b . The other rotation angle is given by the null-space V q? . To demonstrate this effect, we use (4) to compare the representation of z q? with that of its rotated version z q? expðÀi ? Þ, where ? is the planar rotation in the nullspace. Such a comparison shows that the distance between the projections of the 3D shapes is rotation invariant
This result demonstrates that the representation in (9) is indeed rotation invariant. However, this representation carries an ambiguity given by the 3D to 2D projection, which is not unique. In other words, different 3D objects can result in identical 2D projections. Since our projections are orthogonal, the 3D object can be uniquely determined by two views [15] . This means we can resolve the ambiguity inherent in the above formulation by simply including a second pivotal point x r that is independent from the first, i.e., . This is illustrated in Fig. 5c , where r ¼ 4.
We can now construct our 2p-dimensional shape representation by concatenating two p-dimensional 2D complex shape vectors defined in the null-space of the pivotal points. That is,
:
Using this representation, we define the 3D RIK kðz and is the kernel parameter. Furthermore, since
Once again, we see that no prealignment is needed. For 3D shapes, only six inner products are required. Nonetheless, the kernel parameter in (10) or (5) still needs to be optimized. We turn to this point next.
ROTATION INVARIANT KERNELS
We are now concerned with the definition of a criterion that can guarantee spherical-homoscedasticity in the kernel space. The simplest and most classical approach would be to employ cross validation (CV) as a tool to optimize the kernel parameter . While this is a generally affective technique when the task is classification and the training set is representative of the testing one, the approach carries several disadvantages.
First, this approach does not guarantee that the distributions will be SH in the kernel space. As shown in Section 3 and Fig. 3 , this can result in poor classification results for independent testing samples. In theory, this could be resolved if we had a large representative training set. This is possible in some applications, but not in others. Moreover, even where this is possible, the major problem with CV is its high computational cost. Note that, to tune the parameters of the kernel of our SH classifier, we need to run the CV procedure over a large range of possible values. If we search m parameters, each over n possible values, we have mn points on the solution grid. This means that, for a k-fold CV procedure, we need to run our algorithm nmk times, a complexity that is impractical in most applications.
To resolve these problems, we now define an easy to optimize criterion which guarantees spherical-homoscedasticity as well as separability of classes. This yields comparable or superior results to CV in a fraction of the computational time.
SH Criterion
We start by defining the criterion in the euclidean space. The results are then extended to the kernel space using the kernel trick.
We consider two positive semidefinite parameter matrices, A and B. We work with the parameter matrices, rather than their distributions, because these can be either zero-mean Normals or Binghams. Let the corresponding eigenvalues and eigenvectors of these parameter matrices be given by the spectral decompositions,
As shown by Theobald [30] , trðABÞ trðÃ A Ã B Þ, with the equality holding when V T A V B ¼ I, i.e., the eigenvectors of A and B are not only the same but are in the same order.
Next, we divide the parameter matrices into two parts, one representing the mean direction and the other the within-class variations
and
We note that, in this notation, A W and B W are the withinclass scatter matrices defined in the null-space of v A1 and v B 1 . Recall that for shape distributions, the first eigenvector is also known to be the Procrustes mean. From this notation, it follows that minimizing
2 will maximize the separability between classes (distributions). 3 This is thus the approach we take since the farther apart the class distributions are, the smaller the reducible error is, as previously shown in Fig. 3 .
Nonetheless, maximizing spherical-homoscedasticity will also minimize the reducible error. Therefore, our second goal is to make the class distributions as SH as possible. This we can do with the help of trðA W B W Þ since this is maximized when the class distributions are SH. This result is formally proven next. Theorem 4. Let A and B be two symmetric positive semidefinite parameter matrices defining two distributions in S dÀ1 ; d > 2. Let their within-class scatter matrices be A W and B W and their mean direction vectors be v A1 and v B1 , and assume v A1 6 ¼ v B1 . Then, the trðA W B W Þ is maximized when A and B define two SH distributions with Ã A ¼ Ã B ¼ diagð0:5; 0:5; 0; . . . ; 0Þ and B is a rotated version of A; B ¼ R T AR, where R defines a one-dimensional rotation along one of the eigenvectors associated to a zero eigenvalue.
Proof. As mentioned above, trðA W B W Þ is maximized when all the eigenvectors of A W and B W are identical [30] . Since
the maximum is given by m ¼ P d j¼2 Aj Bj , which is achieved when the eigenvectors are the same. Recall that the summing terms start at the second eigenvector since the first eigenvectors are the mean directions used to define A 1 and B 1 .
Here, the value of m cannot be attained because v A 1 6 ¼ v B 1 , which implies that there is a rotation between A W and B W . Therefore, at least one eigenvector of A W must be different from one eigenvector of B W . If we are to maximize (11), only one eigenvector from each withinclass scatter matrix can be different from the other, and these need to be the ones associated to the smallest eigenvalue. Without loss of generality, let us assume that these are the last eigenvectors of A W and B W , v A d and v B d . Then, we can write
The spherical property of our distributions tells us that trðAÞ ¼ trðBÞ ¼ 1. This property allows us to write the eigenvalues as Aj 
with the equality holding when c A 2 > 0, c B 2 > 0, and 
The result presented above implies that the two distributions that maximize the trace of their within-class scatter matrices are uniformly distributed along two eigenvectors (i.e., they have the same variance along these two dimensions). The important point is to realize that, if v A 1 6 ¼ v B 1 , the two dimensions in S dÀ1 where the first distribution is described are different to those of the second distribution. Hence, the two distributions are readily separated by a single hyperplane, which means there will not be any classification error.
This result is illustrated in Fig. 6 . In this example, we have two distributions on S 2 with identical eigenvalue matrices, Ã A ¼ Ã B ¼ diag 0:5; 0:5; 0 ð Þ . Here, the within-class scatter matrix of the second distribution is a rotated version of the first one, B W ¼ R T A W R, where R is defined by two angles, 1 and 2 , which specify the rotation about v A 3 and v A2 , respectively (see Fig. 6a ). Fig. 6b shows the value of the trðA W B W Þ for the possible range in 1 and 2 . As demonstrated in Theorem 4, rotating the second distribution along the eigenvector associated with the smallest eigenvalue maintains the maximum value for the trace, 0.25, whereas rotating the second distribution along the other eigenvector of A W results in a decrease of the trace.
In the above example, it is important to note that trðA W B W Þ ¼ 0:25 for any separation of the two distributions-from 0 o to 90 o . As already mentioned, in practice, one wishes to keep the two distributions as far apart as possible, since these represent different classes. This can be achieved by minimizing the trðA 1 B 1 Þ. Our criterion thus simplifies to maximizing trðA W B W Þ for the range of values where trðA 1 B 1 Þ is minimum. We refer to this approach as the SH criterion.
A Criterion for the Kernel Space
If we are to use the result presented in the preceding section in our problem, we need to redefine our criteria, trðA W B W Þ and trðA 1 B 1 Þ, in the kernel space. Let these be trðA W B W Þ and trðA
To make our point clearer, we start with a simple illustrative example, Fig. 7 . In this example, we have data sampled from two von Mises Fisher (vMF) distributions, Mðð0; 1Þ; 20Þ and MððcosðÞ; sinðÞÞ; 10Þ. 4 The mean direction vector of the second distribution is given by ¼ =4 in Fig. 7a , ¼ =2 in Fig. 7c , and ¼ in Fig. 7e. Figs. 7b, 7d Similarly, as approaches zero, the distributions become distant in the kernel space and, hence, trðA The above-defined procedure is only applicable to the twoclass problem. A natural way to extend this type of algorithms to the multiclass setting is to use the 1-versus-1 approach, which is known to be a robust and efficient technique [7] . In our algorithm, this means that a different will be selected for each class pair. Each of these CðC À 1Þ=2 possible will define a classifier that separates class j from class k. Then, to classify a test sample, we use all of the CðC À 1Þ=2 classifiers. Each of these classifiers will classify the test sample in a class, which is interpreted as a vote for that class. At the end, the class with most votes is selected as the classification result. This algorithm is summarized in Algorithm 2. :
Algorithm 2. RIK
, where j 1 is the eigenvector associated to the largest eigenvalue j1 .
Let arg j2fa;bg max P n j l¼1 kðz;z l Þ j 1 ðlÞ ffiffiffiffiffi j 1 p provide the vote for each class pair when classifying a test sample z. Classify the test sample z to the class with most votes.
EXPERIMENTAL RESULTS
In the following, we provide extensive comparative results using a variety of 2D and 3D shape data sets. In our comparative studies, we use the two approaches presented in this paper. The first approach uses the complex Normal approximation defined in Section 3. This approach is very fast but assumes that the data is SH and, hence, will only work in a number of data sets. The second approach is the kernel SH algorithm defined in Section 4. This alternative requires that we estimate the kernel parameter . We provide comparative results between cross validation (CV) and the SH criterion defined in Section 5. We demonstrate that the two optimization methods lead to similar results, but that the CV method requires of at least 10 times the computational time used by the SH criterion.
Algorithm Overview
Before we provide the comparison results described above, we will introduce a variety of alternative algorithms that have been presented in the literature or can be easily derived from the theory presented in this paper. This is in addition to the two methods we have already derived in the preceding section, which were given in Algorithms 1 and 2. The first algorithm we will employ to provide comparative results is that given by simply using Procrustes alignment procedures. Procrustes alignment of two shapes determines the translation, scaling, and rotation that minimize the LS error between two shapes [5] . After the Procrustes alignment, we can either use the nearest mean (NM) or the nearest neighbor (NN) classifier. In our results, we will refer to these two methods as Proc. NM and Proc. NN, respectively. Another option in Procrustes analysis is to first compute the mean feature vector of each class and then project the aligned data onto its tangent space. In this tangent space, the projected data can be modeled using a Gaussian distribution and, hence, classification is given by maximum likelihood. We call this method Proc. TS, for Procrustes Tangent Space. This algorithm is very similar to Kent's hybrid model [14] , which uses the same procedure but first scales the data to have unit norm. Therefore, we also provide comparison results with Kent's hybrid model.
Finally, we realize that we could also define a transformation invariant kernel in the original space, similarly to what was done in [32] , [9] . To achieve this, we can use the same kernels we have derived in this paper, but apply them to the original data. The disadvantage is that we do not have a criterion for selecting the kernel parameter . This forces us to employ the classical CV approach, which is computationally expensive. We will call this last method Kernel Proc. because it corresponds to Procrustes analysis in the kernel space. In this case, we also employ the NM classifier.
Object Categorization
The first problem we study is that of recognizing the category of an object by means of its 2D shape. For this purpose, we use the shape vectors of the eight categories in the ETH-80 data set [19] . These object classes (categories) are apples, pears, tomatoes, cows, dogs, cars, cups, and pears. Each of these categories contains 10 different object (e.g., 10 cars) photographs at 41 orientations (see Fig. 8 ). The contour shape of each object silhouette is sampled with 100 equidistant points, providing the shape vectors z j , j ¼ f1; . . . ; 3;280g. Recall that each feature vectors z j has been mean-norm-normalized.
We used the leave-one-object-out procedure for testing. This means that at each iteration, we select the 41 images of one of the objects as members of the test set and use the rest for training. This process is repeated 80 times, one for each of the objects that can be left out.
The results of the proposed approach are in Table 1 . In this table, we provide the results obtained with the SH methods presented in Sections 3-5. We also include the results obtained with the algorithms defined in Section 6.1 and with the use of the Bingham distribution. To estimate the parameters of the Bingham, we employed the saddle point approximation algorithm of Kume and Wood [17] . In this experiment, we further aided Kume and Wood's optimization algorithm by removing the noisy bases of the data by keeping 99 percent of the data variance as provided by a principal components analysis (otherwise the algorithm did not converge).
As expected, the proposed approach, which uses a Rotation Invariant Kernel (RIK), outperforms the rest. The complex Normal approximation is comparable to the use of Binghams and is slightly better than Kent's hybrid model. The main advantage of the Normal approximation is its computational time, which results (on average) in the processing of 50 frames per second. 5 The Procrustes analysis algorithms provide a comparable or inferior performance to that of the Normal approximation.
The two RIK algorithms tested use the cross-validation (CV) test or the SH criterion to optimize the kernel parameter. We see that, indeed, the proposed SH criterion slightly outperforms the CV solution, while reducing the training time by a factor of 34. The two implementations will generally result in different values for . In this particular case, the RIK CV implementation resulted in an average ¼ 0:083 and the SH criterion in RIK in an average ¼ 0:048. In this case, the kernel Procrustes algorithm results in a much lower classification accuracy than those obtained with the proposed methods.
In Table 2 , we provide comparative results between the proposed RIK algorithm and those obtained using other shape descriptors and a variety of image cues. We see that the proposed shape representation outperforms the other shape algorithms as well as the other feature representations.
Object Recognition
Our second experiment utilizes the COIL-100 object data set [26] . This database consists of 100 object classes, each containing 72 images. The 72 images are obtained by photographing each object at intervals of 5 apart. Our test uses a 9-fold cross-validation approach. This means that the set of samples in each object class is randomly divided into nine groups. At each iteration, one of these groups is used for testing while the rest are combined to create the training set. This is repeated for each of the nine possible groups that can be used for testing.
The average recognition rates for each of the nine algorithms described above are in Table 3 . As in our first experiment, Proc. NM, Proc. TS, and Kent's hybrid model provide the lowest classification accuracy, followed by the approximation to the complex Bingham. In this application, the results obtained with the complex Normal algorithm are comparable to those of the kernel extension (RIK). This is because, in this particular application, spherical-homoscedasticity provides an appropriate assumption for the class distributions in COIL. These results are slightly superior to those given by Proc. NN and (the nonlinear) Kernel Proc. The main advantage of the complex Normal approach is its computational simplicity, which provides the lowest training and testing times while preserving the highest classification accuracy.
As above, we see that the time required to estimate the kernel parameter with our SH criterion is about 20 times faster than using CV. Here too, the kernel parameters obtained with these two techniques are different. When using CV, we have an average ¼ 0:0152. With the SH criterion, the average ¼ 0:0407. 5. The computational times we provide in our tables are in seconds and were obtained with a Matlab implementation of the algorithms running in a Pentium 4 at 3 GHz.
In some instances, we would like to train our system using a smaller number of training samples. In such a case, shape descriptions will not suffice, because there will not be enough information to fully estimate the underlying distribution of each class. Yang et al. [34] and Obdrzálek and Matas [27] provide state-of-the-art results on the COIL-100 database using a variety of algorithms trained with only four object views and tested on the remaining 68 views. Table 4 summarizes the results of [34] , [27] , and those obtained using the RIK algorithm introduced in this paper. In this case, we provide classification accuracies given by RIK with shape descriptions and shape + edge information. Edges are given by the Laplacian operator. As we can see, object edges provide the necessary information to make them comparable to those of the state of the art.
Three-Dimensional Face Recognition
We further tested our algorithms using the target set range images in the FRGC version 2 data set [28] . This set includes 3D range scans of 4,007 faces. From this set, we used all of the classes that have at least 18 images since the proposed algorithms require of a sufficiently large number of samples per class to estimate the data distribution or kernel representations. This corresponds to a total of 869 samples associated to 44 distinct classes. As in the previous 2D shape analysis examples, these 3D range scans require of a normalization with regard to their mean and variance. Such a normalization is used to eliminate the translation and scale variations associated with each image.
In this test, we run a leave-10-out test. The average recognition rates obtained from 80 runs of each algorithm MSERþLAF þtree refers to maximally stable extremal regions and local affine frames learned using a tree structure [27] . SNoW pixel , Linear SVM pixel , Nearest Neighbor pixel , SNoW edge are from [34] , with Algorithm pixel , Algorithm edge , and Algorithm shape referring to the use of appearance (i.e., pixel information only), edges, and shape features. RIK shape&edge combines the use of shape as described in this paper and that given by the edges of the image. Here, SNoW uses the network of linear functions, SVM uses the support vector classifier, MSERþ LAF þtree uses a tree, NN uses nearest neighbor, and RIK uses the nearest mean direction vector for classification. The comparative results are from [19] , [20] , [35] . Color corresponds to the classification obtained from a color histogram of the data, D x D y uses the histogram of the Gaussian filtered images, Mag-Lap uses the magnitude of the image responses of the Gaussian filtered and the Laplacian images, PCA-Masks and PCA Gray are given by the PCA algorithm, and SC Greedy and DP correspond to the Shape Context with greedy and Dynamic Programming approaches, respectively. The rest of the algorithms all use the 2D shape of the objects. MDSþSCþDP combines the inner distance and multidimensional scaling, building the shape context on the signatures and using dynamic programming to match shapes [20] . IDSCþDP uses the inner distance with shape context and dynamic programming for matching [20] . And LDA and SDA are the classification results obtained with Linear Discriminant Analysis (LDA) and Subclass Discriminant Analysis (SDA) [35] . All of the algorithms use the nearest neighbor classifier except for the RIK, which uses the nearest mean direction vector.
TABLE 1
The Average Recognition Rates Obtained on the ETH-80 Data Set Using the Leave-One-Object-Out Procedure are shown in Table 5 . The major problem with this data set is the large dimensionality of the data. This makes it difficult for the distribution-based algorithms, which would generally require of a larger number of training samples per class. Nevertheless, the proposed RIK only requires of an estimate of the kernel space, which (as shown by many other results in machine learning and pattern recognition) can be achieved from a smaller set. This fact makes the RIK approach the preferred solution in this experiment. In fact, we note that these results are comparable to those obtained with alternative algorithms specifically designed for face recognition in FRGC [12] , [6] . A direct comparison with such alternate algorithms is, however, not possible because our algorithm requires a higher than available sample-todimensionality ratio.
Handshape Recognition
Handshape recognition is a growing area of interest in computer vision with potential applications in a variety of problems, e.g., in human-computer interaction systems and for the recognition of sign languages. In our next experiment, we will concentrate with the latter application.
Sign languages are the primary means of communication of the deaf around the world. The phonology, morphology, syntax, semantics, and pragmatics components are encoded in a range of facial, body, and hand configurations. To design systems that can interpret or generate signs, we must be able to model and recognize the handshapes.
Here, we test the classification performance of our algorithm on 19 different 3D handshapes. Each of these handshapes is signed by 10 subjects, resulting in a total of 190 shapes. The 3D handshapes were obtained from the Purdue ASL database [22] using the method described in [4] . In this approach, each handshape is represented by 20 landmark points, as shown in Fig. 9 .
To gain invariance to 3D translation and scale, we perform a mean and variance normalization. Then, we used the methods presented in this paper to represent and classify shapes. For testing, we used a leave-3-subject-out test, where the handshapes of seven subjects are used for training and those of the remaining three subjects (i.e., 57 instances) are employed for testing. The average recognition rates are shown in Table 6 . The kernel parameters in RIK CV are also optimized using a leave-3-subject-out strategy on the training set. In this case, the algorithm used to optimize the parameters of the complex Bingham did not converge to a good local minimum, resulting in poor classification results. Also consistent with our previous results and our theory, the RIK approach achieves comparable (or better) classification results than RIK CV but with a fraction of the time ($0:045 of the time). In this case, we see that Proc. NM provides comparable results to RIK. This demonstrates that (LS) Procrustes alignment results in good estimates under some conditions, but not others (since our previous results with this method were among the lowest).
Shape Models
As mentioned earlier in this paper, in many applications, we are not only interested in classifying shapes but also in creating models that describe the shape variations of a given set of objects. One recent application is the classification of specimens in anthropology and paleontology [23] , [33] . In this application, we are interested in analyzing, modeling, and classifying newly discovered fossils into a continuum. Statistical shape models can aid in this classification by providing the best fit of the new fossil within a shape model describing within and between class variations. As an example, we apply the shape modeling described in this paper to find the best match classification for LB1, a specimen discovered in 2003 in the island of Flores, Indonesia, [1] . While the original team classified this specimen as the member of a previously unknown species of Homo, H. floresiensis, retractors argue that it is a deformed H. sapiens. To resolve this problem, we can construct a shape model defining the morphological variations undergone by a large variety of species along the evolutionary tree [23] . Then, the classification task reduces to finding the best fit for LB1 within this shape model.
To construct such a model, we collected the images of a profile view for two specimens of A. africanus (STS 5 and STS 71), early Homo (KNM ER 1470 and 1813), H. erectus (KNM ER 3733 and Pekin man), and two H. sapiens (cromagnon 1). Fig. 10 shows the nine landmarks we have used to define the shape of the skull.
We model each class (A. africanus, early Homo, H. erectus, and H. sapiens) with the complex Normal model defined in this paper. The Procrustes mean shape is given by their first eigenvectors, while the morphological path between class means is estimated as the shortest path on the hypersphere. Fig. 11 shows the class mean direction vectors, 1 ; . . . ; 4 , corresponding to each of the four classes. The shapes 
TABLE 5
The Average Recognition Rates Obtained on the FRGC Data Set Using 10-Fold Cross Validation between classes are the midpoints when moving from one class to the other in our shape model. We now searched for the highest correlation point between the shape model and the shape of LB1. The highest correlation point (i.e., magnitude of the cosine distance) is 0.9988, which is shown in Fig. 11 as a square. Therefore, our shape model identifies LB1 as an early member of early Homo. These results are consistent with the ones reported in [23] , which were independently obtained using a different approach.
CONCLUSION
Defining algorithms that provide invariance to translation, scale, and rotation is essential for the efficient analysis and classification of shapes. While Procrustes-based methods have been attractive, those based on the properties provided by complex scalar-rotation invariant distributions defined on the complex hypersphere (e.g., the complex Bingham distribution) are generally preferred. Unfortunately, the nonlinearity associated with the parameter estimation of these distributions has made this approach unattractive, because their parameters either cannot be calculated or the optimization procedures defined to estimate them are timeconsuming and only converge to local minima that are not guaranteed to provide a good solution.
In the present paper, we have first formally shown that one can substitute the estimate of the complex Bingham distribution with that of the complex Normal whenever the distributions defining the classes are spherical-homoscedastic (SH), i.e., rotated versions of one another. This substitution guarantees a Bayes optimal classification of the shape, guaranteeing no loss in classification accuracy. Moreover, SH shapes transform an inherently nonlinear problem into a simple to tackle linear one.
However, the interchange of complex Binghams for complex Normals is not guaranteed to yield accurate results when the distributions are not SH. When this is not the case, we need to first map our original shape distributions to a space where they become SH. In order to define this space without the need to increase the dimensionality of the original representation, we have employed the well-known idea of the kernel trick. Therefore, in our approach, one first needs to find that kernel that transforms the shape representation into a SH one and then employ complex Normal distribution to optimally (w.r.t. Bayes) represent and classify shapes.
In the above-defined approach, the key concept is to define a kernel map that provides the much needed rotation invariance for representing shapes. This can be achieved by defining a kernel map which provides the same projection for a feature vector z and its rotated version ze i , 8 2 ½0; 2. We referred to this type of kernel as RotationInvariant Kernels (RIK).
A main advantage of the RIK approach is that it can be used for 2D and 3D shapes and, theoretically, to any other dimensionality. Therefore, the approach introduced in this paper solves two of the major problems associated with the statistical representation of shapes-the estimation of complex spherical distributions and their limitedness to work with 2D shapes.
We have provided several experimental results for the representation and classification of 2D and 3D shapes. Our experimental results demonstrated that the proposed approach provides superior classification results to those defined in the literature. We have also illustrated how the proposed approach can be employed to build models of shape. One requirement for our approach is that the number of samples per class has to be sufficient to provide a reasonable estimate of the parameters of the underlying pdf. figure (with a correlation on 0.9988) . This corresponds to a specimen in transition between genera, with highest resemblance to early Homo. 
