Abstract-We propose a new method to accelerate the convergence of optimization algorithms. This method, termed Powerball method, simply adds a power coefficient γ ∈ [0,1) to the gradient used in various gradient-based optimization schemes. In its essence, the Powerball method can be regarded as the steepest gradient descent with respect to the p-norm, where p = 1 + (1/γ ). As a motivation, we first present the continuous-time models of the proposed optimization schemes and analyze their finitetime convergence properties. We then develop several variants of the Powerball method that empirically outperform the standard descent methods, especially during the initial iterations. On multiple real datasets, we demonstrate that the proposed methods can provide a tenfold speedup of the convergence of both (stochastic) gradient descent and limited-memory Broyden-Fletcher-GoldfarbShanno (L-BFGS) methods.
widely adopted choice of A k is the Hessian matrix ∇ 2 f (x(k)), which is used by the Newton's method.
In this letter, we propose the Powerball method, which applies a nonlinear element-wise transformation to the gradient by
For any vector x = (x 1 , . . . , x n ) T , the Powerball function σ γ is applied to all elements of x, that is σ γ (x) = (σ γ This letter is organized as follows. In Section II, we provide the intuition behind the Powerball method by viewing optimization algorithms as discretizations of ordinary differential equations (ODEs). We present several variants of the Powerball method in Section III. We demonstrate the convergence of Powerball algorithms on a classification problem with benchmark datasets in Section IV. Finally, we conclude this letter with a general discussion on applying insights from control and dynamical systems to optimization algorithms by viewing the convergence of optimization algorithms as the stability of ordinary differential equations.
II. INTUITION FROM ORDINARY DIFFERENTIAL EQUATIONS
Consider the iterations presented in eq.
(1) and eq. (2) . If the index, or iteration number of these iterations, is viewed as a discrete-time index, then these iterations can be taken as discrete-time dynamical systems. In this perspective, the convergence of an optimization method to a minimizer can be equivalently seen as the convergence of a dynamical system to an equilibrium [2] . It is generally known that dynamical systems can offer new insights to optimization methods by 2475-1456 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
viewing optimization algorithms as evolution of dynamical systems and analyzing their convergence using Lyapunov theory [4] , [5] , [7] , [9] . The intuition of the Powerball gradient algorithm lies in the Euler discretization of the following ODE:
Definition 1: A function f is strongly convex with coeffi-
Proposition 1 [11] : For any continuously differentiable strongly convex function f with coefficient μ, the solutions of the ordinary differential equation (3) for γ ∈ (0, 1) converge to its unique equilibrium in finite time T ≤
Using Proposition 1, it can be shown that solutions of eq. (3) converge to its equilibrium in finite time when γ ∈ (0, 1) under the assumption that f is strongly convex.
Similarly, the intuition of the Powerball Newton method lies in the Euler discretization of the following ODE:
Proposition 2 [11] : Let f be twice continuously differentiable such that ∇ 2 f (x) is invertible for all x ∈ R n . Suppose that there exists a unique x * ∈ R n such that ∇f (x * ) = 0. Then the solutions of the ordinary differential eq. (4) converge to its
By analyzing the continuous versions of optimization algorithms, such as eq. (3) and eq. (4), and viewing the convergence of continuous optimization algorithms as the stability of dynamical systems, we apply Lyapunov theory from control theory in the proofs to the above Propositions to gain insights about the underlying optimization algorithms. Inspired by the ODE analysis, in the next section, we present several variants of the Powerball method for optimization.
III. VARIANTS OF THE POWERBALL METHOD

A. Powerball Gradient Method
The Powerball gradient method is given by the iterative scheme
The step size α k above can be determined using a standard backtrack line search [3] . In its essence, the Powerball method can be regarded as the steepest gradient descent with respect to the p-norm, where p = 1 + 1 γ (see [3, Sec. 9.4] ). Here, the Powerball coefficient γ serves as an additional parameter for tuning the performance of the proposed scheme. To see this, define a normalized steepest descent direction with respect to the p-norm by
Then by the definition of dual norm, we have
Define an unnormalized steepest descent direction by
For p = 1 + 1 γ and q = γ + 1, we have
which is in exactly the same direction as the Powerball gradient descent. What remains is to derive an analogous proof for discretetime dynamical systems, or equivalently for optimization algorithms. As pointed out by Su, Boyd and Candes [9] , the translation of ODE theory to optimization algorithms involves parameter tuning (for example, step size) and tedious calculations. It remains an interesting open theoretical question to establish a convergence rate for eq. (5) that explicitly depends on the parameter γ and, in particular, explains the empirical speed-up during the initial iterations. We shall demonstrate in Section IV that the Powerball method significantly outperforms the standard gradient descent on multiple real datasets, especially in the initial iterations.
B. One-Bit Powerball Gradient Method
It is natural to consider the special limiting case γ = 0, which has a very low communication cost for optimizing strongly convex functions: it reduces the communication bandwidth requirement for the data exchanges [8] since only the sign of every element of the gradient computation is needed. The one-bit gradient descent method has the following form (simply let γ = 0):
C. Powerball L-BFGS Method
The L-BFGS method [6] is a quasi-Newton method [10] which achieves a similar convergence rate as Newton's method near the optimal solution. It has been widely used in machine learning due to its advantages to deal with optimization problems with a large number of variables [12] . The L-BFGS uses an approximation of the inverse Hessian matrix to steer its search in the variable space, which reduces the computation burden and avoids computing the Hessian matrix. The routine L-BFGS has a update rule
where α k is the step size and B k is updated at every iteration as
We simply adopt the Powerball function σ to the gradient computation in L-BFGS and obtain its Powerball variant: the Powerball L-BFGS method, which is presented in Algorithm 1. 
Letm min{k, m − 1} 7:
D. Powerball Stochastic Gradient Descent Method
The stochastic gradient decent (SGD) [13] as a variant of gradient decent is widely used in deep learning due to its advantage of addressing the difficulty in high-dimensional parameter training. When training a deep neural network, the objective function is often described as the sum of a finite number of loss functions
where l is the number of training samples and f i (x(k)) is the loss function based on the training sample indexed by i. When l is large, the computational cost of each iteration over all the training samples can be very expensive by the routine gradient descent. To mitigate the computation burden, SGD randomly samples i and compute ∇f i (x(k)) as an unbiased estimator of the gradient ∇f (x(k)) which is
More generally, we consider a mini-batch B which contains indices for a few of training samples and compute the gradient
where |B| is the number of elements in B. Then we update x(k) as
This is known as the mini-batch SGD and often simply referred to as SGD. When the mini-batch size is small, the computation of SGD at each iteration is much more efficient than that of routine gradient descent. Similar to other Powerball variants, we apply the Powerball function σ on the mini-batch gradient ∇f B (x(k)) in eq. (7) to obtain the Powerball SGD method. The pseudo-code is presented in Algorithm 2. Randomly choose a subset B and let g B (k) = ∇f B (x(k)), pick a proper step size α k , 4: 
IV. EXPERIMENTS
To evaluate the Powerball methods, we collected three datasets, which are listed in Table I. RCV1 is a Reuters news classification dataset, 1 which is an archive of over 800,000 manually categorized newswire stories that have been manually coded using three category sets recently made available by Reuters, Ltd. for research purposes. KDD10 is sampled from the Knowledge Discovery and Data Mining (KDD) Cup 2010, 2 whose goal is to measure students' performance on mathematical problems from the log of students interaction with intelligent tutoring systems. Click Through Rate (CTR) is a sampled ad click-through rate dataset. 3 We use the logistic regression with 2 -regularization as the objective function. Given a list of example pairs {a i , b i } l i=1 , the goal is to minimize the following objective function:
We use λ = 1 for KDD10 and CTR, and λ = 0 for RCV1. Both the gradient descent and L-BFGS methods are compared with the Powerball gradient method and Powerball L-BFGS method from the same initial conditions which are randomly chosen. The step size in both methods is chosen by standard backtracking line search. We initialize x according to a normal distribution N(0, 0.01). We repeat each experiment 10 times and report the averaged results. The codes are available from http://yy311.github.io/software.html for the readers to reproduce the experimental results.
We first study the effect of varying γ . We choose four γ values from the set {1, 0.7, 0.4, 0.1}, where for γ = 1 we obtain standard gradient descent. The convergence results of different optimization algorithms for each γ are shown in Fig. 1 . As can be seen, when a γ < 1 is applied to the gradient in every step, it can significantly accelerate the convergence, as compared to the standard gradient descent method. Especially, on Fig. 1 . We apply Powerball Gradient method (γ < 1) and gradient descent method (γ = 1) to minimize eq. (8) on three datasets. Left: RCV1, middle KDD10, right: CTR. We observe that Powerball Gradient method with γ less than 1 can significantly accelerate the convergence. Especially, on both KDD10 and CTR datasets, the objective value of eq. (8) that Powerball Gradient method achieved using 10 iterations (with γ = 0.1) would require 100 iterations for the standard gradient descent method. Fig. 2 . We apply Powerball L-BFGS method (γ < 1) and L-BFGS (γ = 1) to minimize eq. (8) on three datasets. Left: RCV1, middle KDD10, right: CTR. We observe a similar result as the comparison of the Powerball gradient method with the gradient descent method, except that the Powerball L-BFGS method only outperforms L-BFGS in the initial iterations for the RCV1 dataset. Fig. 3 . We apply Powerball L-BFGS method (γ < 1) and L-BFGS (γ = 1) to minimize eq. (8) on three datasets and zoom in the first 50 iterations in Fig. 2 . Left: RCV1, middle KDD10, right: CTR. We observe a similar result as the comparison of the Powerball gradient method with the gradient descent method, except that the Powerball L-BFGS method only outperforms L-BFGS in the initial iterations for the RCV1 dataset.
both KDD10 and CTR datasets, less than 10 iterations with γ = 0.1 can result in an objective value even smaller than that obtained using the standard gradient descent method with 100 iterations.
The performance of Powerball L-BFGS method (m = 5) is investigated by integrating a simple γ scheduling scheme, named adaptive γ , which increases γ during the optimization. More specifically, we specify both initial and final γ values 
By doing so, we can combine the property of faster convergence of the Powerball method in the initial iterations and the faster convergence of the standard methods in the later iterations. The results in Fig. 2 and Fig. 3 show similar observations to that of Powerball gradient method. Fig. 4 . We apply Powerball SGD method (γ < 1) and SGD to minimize negative log-likelihood of logistic regression on MNIST dataset. We observe that the proposed Powerball SGD method outperforms SGD in the early iterations and they achieve a similar training loss in the later stage. Fig. 5 . We apply the Powerball SGD method (γ = .8) and adaptive learning rate optimizers (RMSprop and AdaGrad) to minimize negative log-likelihood of logistic regression on MNIST dataset. We observe that the Powerball SGD method outperforms both RMSProp and AdaGrad.
Then, we investigate the Powerball algorithm on the multiclass logistic regression with categorical cross-entropy objective using MNIST dataset to evaluate its performance. This logistic regression classifies 10 class labels based on the 784 dimensional image vectors. We first compare the performance of SGD with the proposed Powerball SGD method in Fig. 4 . Here the default step size for SGD is chosen as 0.01 and different γ settings are evaluated in the Powerball SGD method to compare the performance.
Finally, a few popular adaptive learning rate optimizers such as RMSprop [14] and AdaGrad [15] are used for comparisons with the Powerball SGD method to further explore its potential. We adopt a logarithmically-spaced grid search from {10, 1, 0.1, 0.01, 0.001} to select the best step size for the Powerball SGD method and other adaptive optimizers. The mini-batch size here is 128, which is a common choice as in [16] . We report the training loss comparisons of these algorithms with respect to iterations in Fig. 5 .
V. DISCUSSION
Using intuition from finite-time stability of ODE [1] , we propose a new iterative scheme for optimization and empirically demonstrate that the proposed methods can accelerate the process in the initial iterations. When it comes to large-scale optimization problems, initial iterations are crucial given computation constraints. We have presented the continuous-time models of the proposed optimization schemes and analyze their finite-time convergence properties. However, it is very challenging to derive its counterpart for the discrete-time models (optimization algorithms). In addition, how to pick the optimal γ for a given optimization problem is theoretically open.
APPENDIX A PROOF OF PROPOSITION 1
Before proving Proposition 1, we first give the following auxiliary lemma.
is negative for all t, for some constant K > 0 and 0 < γ < 1. Then V(t) will reach zero at finite time
where
will reach zero in time
Next, we shall construct a Lyapunov function for eq. (3), which has a similar property as V(t) in Lemma 1. Let
and consider a nonnegative function
If we take the derivative of V(t) with respect to t, then we have 
∂V(t) ∂t
Equality (a) is due to the fact that 
, ∀γ ∈ (0, 1).
Using Lemma 1, eq. (9) 1 − γ , ∀γ ∈ (0, 1), such that V(t) = 0 when t ≥ T. This implies that the system's state is at its equilibrium.
APPENDIX B PROOF OF PROPOSITION 2
Consider a nonnegative function
Similar to the proof of Proposition 1, if we take the derivative of V(t) with respect to t, then we have that, for all t ≥ 0 and γ ∈ (0, 1), Applying Lemma 1 leads to the result.
∂V(t) ∂t
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