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Abstract 
Huang, Z., A note on the Kantorovich theorem for Newton iteration, Journal of Computational nd Applied 
Mathematics 47 (1993) 211-217. 
In this paper, a new theorem for the Newton method convergence is obtained. Its condition is different from 
that of the Kantorovich theorem and therefore it has theoretical nd practical value. 
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1. Introduction 
Let X, Y be Banach spaces, f" X ~ Y be Fr6chet differentiable, and assume that f'(xo)-1 
E B(Y, X) exists at some x 0 ~X,  where B(Y, X) is the set of bounded linear operators of Y 
into X. 
The well-known iteration technique starting from x 0 for solving the equation 
f (x) =0 (1.0) 
is the Newton method defined by 
X,+,=xn-- f ' (x , ) - l f (xn) ,  n>~O, (1.1) 
provided that f'(x,,) -1 ~ L(Y, X) exists at each step. 
The main result about the Newton method convergence is the Kantorovich theorem [2]. 
There are a number of papers concerning the convergence of Newton or Newton-like methods 
under the conditions of the Kantorovich theorem (or relatively close ones) [1,3-11]. In these 
conditions, we only take the information about error estimates of l[ f(xo)II, II f'(x0)II and the 
norm of first-order Fr6chet derivatives near x* into consideration, where x* is a solution of 
(1.0). 
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To restrict ourselves, we will adopt an assumption which is slightly weaker than the original 
one, and call it Condition A. 
Condition A. Let f "  X~ Y be Fr~chet differentiable in X, f ' (xo) -1 
operator exists at some x 0 ~ X, and assume 
f'(xo)-l[f'(x)-f'(y)] <MIIx-yll, Vx, y S, 
- 1 f ' (Xo)  l f (xo)  ~<'0, Mr/~< 7" 
as a bounded linear 
Under Condit ion A, one can get the error estimates, existence and uniqueness regions of 
solutions and know whether x 0 is a convergent initial point, i.e., iteration (1.1) starting from x 0 
converges. 
But sometimes when we want to judge whether a Newton iteration (1.1) starting from x 0 
converges, Condition A fails. 
Example 1.1. Let X= Y= [ -1 ,  1], x 0 0, f l (X )= 1 3 1 2 5 1. 2 __ 8 = gX +~X - -~X+7,  then ~7=g, M-g ,  
2 8 16 1 
Mr/= ~ • 5 25 > 7. 
In this paper, we put forth a new condition and a new theorem, under which we will see that 
the Newton method starting from x o in Example 1.1 converges. We discuss the main results in 
Section 2 and give the proof in Section 3. 
2. Main results 
Let O(xo, t )= {x ~XI  II x -x0  II < t}, O(xo, t) = {x ~X[  [I x -x  o II < t}. The new condition 
is as follows. 
Condition B. Let X, Y be Banach spaces, f 'X~ Y have first- and second-order Fr6chet 
derivatives which are bounded l inear operators from X to Y and X to L(X,  Y) respectively, 
and let x 0 ~X.  Suppose 
f ' (xo)-a f(xo) <~ n, f ' (Xo) - l  f"(Xo) <~ Y, 
f'(Xo)-l[f"(x)--f"(Y)] <gllx-yll, Vx, y X, 
6r/y 3 + 9"r/ZK 2 + 18 'oyK-  3T 2 - 8K  ~< 0. (2.0) 
We get the following theorem. 
Theorem 2.1. I f  Condition B is true, then the sequence {x,} generated by (1.1) starting from x o 
converges to the unique solution o f f (x )  in O(xo, t*) U O(xo, t**), where 0 < t* <~ t** are two 
positive zeros of the polynomial 
~l( t )= l  3 12  gKt + 2yt - t + ~7. (2.1) 
From the above conditions we can see that when K = 0, Conditions A and B are the same. 
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The fact that the Newton method from x 0 in Example 1.1 converges under Condition B implies 
that when we judge the convergence of the Newton method, higher derivatives at initial points 
are useful, though they may not be used in numerical processes. Therefore the new condition 
has theoretical and practical value. 
3. Proof of Theorem 2.1 
First, let us prove two useful lemmas. 
l.emma 3.1. Under (2.0), the polynomial (2.1) has two positive zeros satisfying 0 < t * <~ t * * 
Proof. Without loss of generality, we suppose that K4= 0; then (2.0) is equivalent to 
Since 
3K2r /+ 3KT  + ~/3 ~ (,)/2 -Jr- 2K)  3/2. 
_ ,~ _ ~/,}/2 Jr- 2K  
t l=  K 
are two solutions of th'(t) and 
and t 2 = 
_y  + ~/y2 + 2K 
K 
't 1( st2+ ~-- K th ' ( t2 ) - -  ~ 2+-~-  t2+ 
(,)/2 __ 2K)3/2  3K2r/+ 3Ky + ,y3 
+ 
3K 2 3K  2 , 
it follows that 
4)(t2) ~< 0. 
The combination of (3.0) and 
4~(0) = r />0,  lim 4~(t) = -0% 
t - -~ oo 
3Krt +y  
3K 
lim th(t) = +~ 
infers that there are just two positive zeros of the polynomial 4~(t), satisfying 
0<t*~t**< +~.  [] 
Lemma 3.2. Let {t,,} o be a sequence generated by the following iteration: 
tn+ 1 = tn - -4) ' ( tn)-14a(tn),  
where t o = 0; then 
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Proof. From the proof of Lemma 3.1, we arrive at the following: ~b'(t)< 0, cb"(t)> 0 and 
~b(t) > 0 on [0, t*]. They in turn yield that the function t -6(t) /cb'(t)  increases on [0, t*]. So, 
if t k ~ [0, t*] for some k, we get 
,¢,(tk) 
tk <~tk C~'(tk) =tk+l 
and 
¢b(tk) qb(t*) 
tk+l=tk 6,(tk) <~t* 4~'(t*) =t*  
This proves Lemma 3.2 by induction. [] 
Proof of Theorem 2.1. The proof will be completed in three steps. First let us prove the 
following property. If x ~ X satisfies II x -x0  II < t ~< t *, then 




f '(Xo)-a f " (x )  = f ' (Xo)- l  f"(Xo) + f '(Xo)- l[  f " (x )  - f"(Xo) ] 
f ' (Xo) - l f " (x )  <~ f ' (Xo)- l f"(Xo) + f ' (Xo) - l [ f " (x ) - f " (Xo) ]  
< 'y+KI Ix -xo l l  <~ y+Kt=dp"(t) .  (3.2) 
I-- f ' (Xo)- '  f ' (x )  = --f'(Xo)-l[ f ' (x )  - f'(Xo) - f"(Xo)(X--Xo) + f"(Xo)(X-Xo) ]
= fo 1 --f'(Xo)-l{f"[Xo "q- O(x --Xo) ] -f"(Xo) } dO(x -Xo) 
- f ' (Xo) - l  f"(Xo)(X -Xo) 
and ~b'(t) < 0 on [0, t*], we get 
- folKo dO II x I - f ' (Xo)  i f ' ( x )  ~< -Xoll 2 
<~ 1Kt2 + Tt = 1 + cb'(t ) < 1, 
so that [f '(Xo)-lf '(x)] -1 exists and 
Ilf, xo  lf, x ] <. 
holds by Neumann's theorem. 
Then let us prove that 
II X .+ l -X .  II <~t,,+l-t,, 
+TIIx-x011 
1 
1-  I - - f ' (Xo) - l f ' (x )  <~ -dp'(t)-I  
(3.3) 
(3.4) 
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and 
O(xn+l, t* - tn+l)  C__O(xn, t * - tn )  
hold for n = 0, 1, 2 , . . . ,  where {tn}~ is defined in Lemma 3.2. 
For every x' ~ O(x 1, t* - tl), 
I I x ' -xo l l< l lx ' -xx l l+  IIxa-xoll <t* - t l  +t l=t* - t  o 
implies that x' ~ O(x o, t* - to ) .  Since also 
IIx-xo[[ = f'(xo)-~ f(xo)l =r/=t~,  
(3.4) and (3.5) hold for n = 0. Given they be true for n = 0, 1, . . . ,  k, then 
k+l k+l 
IlXk+l--Xoll < ~ I lx i - -x i_ l  II-<< ~ ( t i+a- - t i -1 )=tk+l - - to - - - tk+l  




Xk +O(Xk+I--Xk)--XoI <tk +O(tk+l--tk)<t*. 
f (Xk+l )  = f (Xk+l)  -- f (Xk)  -- f ' (Xk)(Xk+l  --Xk) 
fo ~ --X 2 = " [Xk+O(Xk+l - -Xk) l (1 - -O)dO(Xk+l  k ) ,  
(3.5) 
f01 f'(xo) 7(x ÷ )ll IIf'(Xo) dO[lXk+l--Xkl[ 2 
folqb"[tk + O(tk+ -- tk)](1--  O ) dO(tk+l -- tk)2=qb(tk+l) 1 
is derived from (3.2). Also because we can draw the conclusion that 
(f'(xo)-lf'(x~+~))-~ll <~ --~'(tk+l) -1 
-l[f'(Xo)-lf(Xk+l) ] 
- I[IIf'<Xo) 7<X + )II 
= tk+ 2 -- tk+ 1. 
by (3.3), therefore 
II Xk+2- -Xk+l  l} =l l f ' (xk+l ) - ' f (Xk+a) l  
-1 t <--4/(tk+l) 6(k+l) 
Thus for every x' ~- O(Xk+2, t* -- tk÷2) we have 
II x'--Xk+l II -<< II x'--Xk+= II + II Xk+2 --Xk÷l II 
< t*  - -  tk+ 2 + tk+ 2 -- tk+ 1 = t* - tk+ l ,  
(3.6) 
(3.7) 
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that is, 
X' ~O(Xk+l ,  t * -  tk+l). (3.8) 
Formulas (3.7) and (3.8) imply that (3.4) and (3.5) hold for n = k + 1. By induction the proof of 
(3.4) and (3.5) is completed. 
Lemma 3.2 implies that {t,,}~ is a Cauchy sequence. From (3.4) and (3.5), {xn} becomes a 
Cauchy sequence, too. Then it follows that 
and 
3x*  ~ O(x o, t*) such that x n ~x* ,  n ---> ~, 
we get II -x011 ~<t* - t  o if £~O(xo,  t*), and II -x011 =/z( t**  
O( x o, t * * ). Hence 
II x*  - x .  II t *  - t . .  (3.9) 
The combination of (3.6) and (3.9) yields f (x* )  = O. 
Now to complete the proof, it is sufficient to prove that there is a unique solution in 
O(xo, t*) U O(x o, t**). Suppose £ ~ [O(x0, t*) u O(xo, t**)] such that f(£) = 0. Since 
x~+l=£_x  n +f , (  -a - x,,) f (x . )  
= - f ' (xn) -  1[ f (2 )  - f(x, ,)  - f ' (x , , ) (2  - Xn) ] 
= - - f ' (Xn)  -1  folf"[ x, + 0(£ -x , ) ]  (1 - 0) d0(£ -x , )  z 
= [ - - f ' (Xo) - l f ' (Xn) ]  - '  fn ' f ' (xo) - l f " [x ,  + 0(£ -x,,)]  (1 -0 )  d0(~-xn)  z, 
(3.10) 
- to) ,  0<~<1,  if £~ 
ll -xnll if £" ~ O(xo, t*), 
n=0,  1, . . . ,  
[ [~-x ,  l l<~lzz"(t**-t ,) ,  i f y~O(x0 ,  t**), 
from (3.2), (3.3), (3.9) and (3.10). Then 
X n --->~, 17 ---> ~,  
which yields 
X* =~.  
That is, there is a unique solution of f (x )  = 0 in [O(x0, t*) u O(xo, t**)]. With the above, the 
proof is completed. [] 
Now let us apply Theorem 2.1 to Example 1.1" for fl(x), we have r /= 2, 3'= 2, M= 8, 
K=6 1 7- As in Example 1.1, Mrl > ~. But 
36 2 6 2 8 404 
3K2r /+3K7+3,  3=3"  25 5 +3"  5 5 + 53 5 s ' 
(3, 2 + 2K) s/z= + 2" = = 
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So 
3K2"0 + 3KT + y3 < (3/2 at_ 2K)3 /2 ,  
that is, fl(x) satisfies Condition B, but not Condition A, and the Newton iteration (1.0) starting 
from x 0 converges.  
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