It is proved that subdivision of a domain in R d by iterated 2-means or by iterated PCA leads to clusters/Voronoi cells with low eccentricity.
Introduction and results
The clustering problem is to divide a data set A into "nice" pieces, where nice is usually defined by geometric conditions, such as the isoperimetry of the pieces. Solutions to the problem have widespread applications in machine learning and data compression, and many clustering algorithms have been proposed and studied. Perhaps the most standard method for data in A ⊂ R d is k-means [8, 5] ; this consists of a choosing a number k, and minimizing the energy It has been recently noted that the k-means algorithm is closely related to Principal Components Analysis, or PCA, see [3, 12] , where it is is proved that PCA is the continuous relaxation of the k-means minimization. The principal vectors of A ⊂ R d are the eigenvectors of the d × d centered autocorrelation matrix V (S) with i, j entry
where c is the centroid of A; see [6] . A simple division of A into two pieces is to take the eigenvector v of V with largest eigenvalue, and centering the coordinate system at c, divide the set into x, v ≥ 0 and x, v < 0 1 . This is the "best" linear division of the ambient R d in the sense of maximizing the variance in the cut direction, i.e.
arg max
For complicated data and large k, finding the minimum of the energy (1) can be difficult; and the PCA method naturally divides the data only in two. A standard procedure for obtaining many clusters is to iteratively subdivide, obtaining 2 n partition elements at the nth subdivision. In this article we will analyze the asymptotic behavior of repeated subdivisions of a data set in R d by 2-means or by PCA. Instead of assuming a generative model, we will instead choose a geometric model. Specifically, we will assume the data is a an open set in R d ; in other words, a domain. This is not an especially realistic assumption, but on the other hand, it is very realistic to expect data from applications to be locally parameterized by a number of real variables (perhaps with different numbers of parameters at different locations in the data). The mathematically simplest example of being locally parameterized by R d is an open subset of R d , so working with this assumption can be thought of as a sort of sanity test.
In the case of domains in R d , the asymptotic regularity is provably good except at perhaps a very small set of points. For each point x ∈ A, let U n (x) be the closure of the element of the partition at level n containing the point x. Define e(A), the eccentricity of A, to be max λ i /λ j , where the λ are the eigenvalues of the covariance matrix of A. 
Some remarks:
1. Note that the segments in the exceptional set E are isolated; no sequence of segments approaches any other.
2. There are indeed domains that have an exceptional set; see figure 1 for the schematics of an example.
3. The Propositions are asymptotic as opposed to quantitative, in the sense that they give no estimates on N (x). On the other hand, no boundary regularity is used.
4.
No attempt has been made to find the best constants, and the constants given by the proof below are super-exponential in d. It seems more likely that the correct constants are polynomial in d.
2 Proof of Proposition 1.1
Throughout this section and the next, we will fix the domain being subdivided as A ⊂ R d . We will denote the metric on R d by ρ and the closure of the element of the partition Figure 1 : Schematic of a domain with an exceptional set. The thin line has small enough mass compared to the blobs to have negligible effect on variance computations. The first cut separates the top half from the bottom. The second cut passes between the two blobs, intersecting the first cut with a very small angle. The point on the corner with small angle will be an exceptional point.
containing x at level n by U n (x). The first part of the proof will be to reduce to the case of convex polygons by noting that each cut does not decrease the convexity, and that for large n, U n (x) is separated from ∂A. Proof. This follows immediately from the fact that the boundary of the subdivision is a hyperplane.
Suppose there exists a point y = x ∈ U , and so k > 0; fix such a y in the k dimensional interior of U so that y is also in the interior of D (such a y exists in the k dimensional interior of B(x, ) U ). Rename a smaller number so that B(y, ) ⊂ D and B(y, ) is contained in the k dimensional interior of U , and ||x − y|| > 2 .
so that a i are parallel to K, and b j are perpendicular to K, and so the origin is at the center of mass of U n . Furthermore, let a 1 be parallel to L x,y . Let w be the diameter of U ; for large n, the diameter of U n is less than 2w.
Suppose the maximum distance from K over points in U n in the b j direction is h j = h j (n). We now bound the entries in the covariance matrix of U n (x):
For each point z in U n \B(y, ), by lemma 2.1, the part of the line L y,z inside B(y, ) is in U n . Then we have the bounds
with equality when U n is a spherical wedge with y at the center; we also have the same bound with B(y, ) replaced by B(x, ). Since either x or y is at a distance of greater than from the center of mass of U n , we can then bound from below
Thus the principal vector of U n asymptotically lies parallel to K. Since y is in the k dimensional interior of U , the bound on the ratio also shows that for large n, the projection of the center of mass of U n onto K is in the interior of conv(U ), and stays uniformly bounded away from the boundary of conv(U ) in K. These two facts give a contradiction to the definition of U because the separating hyperplane would cut conv(U ), and the proof is complete.
Lemmas 2.1 and 2.2 together show that for each x, there is an N (x) so that if n > N (x), U n (x) is a convex polygon. N (x) can be taken to be the first time U N (x) is separated from ∂A.
The next two lemmas rely heavily on convexity. They give an equivalence between L ∞ and L 2 measures of eccentricity. They are false in the non-convex case. If N is very large and is very small,
) is a counterexample to both of the following lemmas. Proof. Project A onto x; but set 0 so that A lies entirely on the positive x axis. Let p(x) be the density of the projection at x, and M be the maximum x value. Suppose that p takes its maximum value H at the point x H . By convexity, the cone with peaks at a point projecting to the origin and at a point projecting to M and base at the cross section at x H is contained in A. We wish to bound the integral M 0 x p(x) dx from below; we do this by rearranging the mass of the cone as if x H were at 0, and computing
.
On the other hand, 
Proof. Project A onto x j , as before, but this time with 0 at the center of mass, and let p be the density. We have
Let m i and m j be the maximal absolute values of x i and x j in A, and let p(h) = H be the maximum value of p; letm j be the maximal absolute value of x j in the same half line as h.
On the other hand, we can estimate the variance in the j direction as above:
Thus
,
The other inequality is proved similarly.
Proof. (Of Proposition 1.1)
Consider U n (x), where n is the smallest number large enough so that ∂U n (x) ∂D = ∅, and suppose e(U n+k (x)) > K 2d where K is a large number to be chosen later; and furthermore, temporarily suppose x is in the interior of U n and pick k large enough so that ∂U n+k ∂U n = ∅. The idea of the proof will be to show that none of the set of faces of U n+k roughly parallel to the long directions of U n+k could have been the PCA division of U n+k−1 . This will be done using lemmas 2.3 and 2.4; in short, the diameter of these faces are much larger than the possible diameter of U n+k−1 across the face. This forces U n+k−1 to lie in the simplicial cone generated by these faces. Any subset of the cone containing U n+k will be shown to satisfy the same relative diameter estimates, and so all of the ancestors of U n+k inside U n thus lie in the cone. This would be a contradiction because ∂U n+k ∂U n = ∅, and in particular, f i are not in ∂U n . To the details:
There are principal values e i and e i+1 of U n+k so that e i /e i+1 > K 2 . Let V be the subspace of R d spanned by the e j , j ≥ i, and let W = V ⊥ , and let m = max x∈A |a|, where x = aw + bv. V is thus the "long" directions and W is the "short" directions. By lemmas 2.3 and 2.4, and because the covariance of any two PCA coordinates is 0, for any v ∈ V ,
Let f i be the hyperplanes defined by the faces of U n+k intersecting W , and let z i be the normal vector to f i such that z i ∈ f i ; note that ||z i || ≤ m because there are points of W in 
and so
Denote by Y the simplicial cone {y : z i , y ≤ ||z i || 2 }. Consider a point y = pw + qv ∈ Y where we choose w so p > 0; assume that p > 4m. Let U n+k and Y be the projection of U n+k and Y onto the (w, v) plane. The maximal distance in the w direction over points in U n+k is still bounded by m, and there is a point with v coordinate greater than c 1 c 2 Km. Let z = aw +bv be normal to and contained in the line in the boundary of U n+k intersecting the positive w axis. The inequality in equation (3) holds between a and b, and so,
Let ρ f i be the distance between the projection of points onto f i . If
then by lemma 2.4 U n+k−1 was not split along f i ; the same holds for U n+k−1 , etc. So suppose y = pw + qv ∈ Y , and assume first (4) holds. Then
and the distance from y to f i satisfies
and as long as
If equation (4) does not hold, 4m
and the distance from y to f i is bounded by 7m. On the other hand, there is a point y ∈ U n+k with ||y || ≥ c 1 c 2 Km, and as long as
Thus if (5) holds, except with the maximum on either side of the inequality taken over s ∈ U n+k−1 , and none of the f i were the boundary of the PCA cut. We iterate, and because ∂U n+k ∂U n = ∅ we arrive at a contradiction, because the f i can never be PCA boundaries, but U n is an ancestor of U n+k . Earlier we assumed x was in the interior of U n . If x is in the interior of a face f of the boundary of U n , the above argument goes through; we pick k so that ∂U n+k ∂U n = f . Then there is at least one f i as above. However, if x is on the boundary between two faces of ∂U n , it is possible that these two faces are the f i for all k. Here we have no control and give up, and assign such x to the exceptional set.
Proof of Proposition 1.2
The analysis in the previous section can be used to prove a similar result for iterated 2-means.
Since the division by 2-means cuts by hyperplanes, we again have the use of lemma 2.1. Our proof will follow the same outline as the proof of Proposition 1.1; except we will need two more lemmas. Lemma 3.1. In subdivision by iterated 2-means, U n (x) = {x} Proof. As before, let U = U n (x), and suppose there is some point y = x ∈ U . Since the subdivision procedure divides by straight lines, U = D conv(U ) where conv(U ) is the convex hull of U ; thus U is a closed connected k dimensional domain for some k ≤ d, contained in a k dimensional hyperplane K. The argument in lemma 2.2 leading to equation (2) goes through unchanged, and as before, this means that the projection of the center of mass of U n onto K for large n is contained in the k dimensional interior of conv(U ) in K, and that the distance of the center of mass to K tends to 0. U n has two children, U n+1 and W n+1 . If the projection of the center of mass of W n is also in the k dimensional interior of conv(U ) for large n (and so small h), then we have a contradiction; because the separating hyperplane between the two centers would cut conv(U ). Let u n be the center of mass of U n and w n be the center of mass of W n . Because D is bounded, there are simultaneously convergent subsequences u n j → u and w n j → w. In fact, u = w, else for large enough j, and so u n j and w n j close enough to u and w, the division separates u and w.
We also need: 
Center the coordinate system at C 1 ; then 
Using the A i with larger mass we find that for the subdivision by H to have smaller energy, it suffices that
and so it suffices that
The proof of Proposition 1.2 is obtained by following the proof of Proposition 1.1, but using lemma 3.1 in place of lemma 2.2 and adjusting (5) to make use of lemma 3.2.
Kernel PCA and eigenfunctions of the Laplacian
Subdivision by iterated PCA is a subset of spectral partitioning, in which some kernel K is associated to the data, and the eigenfunctions of the kernel determine the subdivision. In the case of subdivision by PCA, the kernel was just the Gram matrix of the centered data. With a more general kernel, one can think of this as mapping the data to a different space where the inner product of two data points x and y is defined by x, y = x t Ky. A popular choice of kernel is some sort of "Laplacian" on the data, as in [10, 7, 2] . Here we briefly discuss subdivisions of a bounded domain in R d into the sets where the second eigenfunction of the Neumann Laplacian or Neumann heat kernel is positive and where it is negative. In this case, the first eigenfunction is always the constant function, and all other eigenfunctions integrate to 0. Because of this, if K t is the heat kernel on the domain at time t, dividing the domain A according to the second eigenfunction of K t is exactly embedding A into L 2 by x → K t (x, ·), centering, and performing the standard PCA division in the embedding space.
The eigenfunctions of the Laplacian describe the resonant modes of random walks on the data in question, and so it is reasonable that there is a characterization of the partitions in terms of random walk. Here we mention such a characterization for bounded domains; compare with the ideas in [9] for the discrete case. Let A be a bounded domain in R d with enough boundary regularity so that Green's identities hold. Let D be the collection of subdomains of D with the property that for each D ∈ D Green's identities hold on D. Let P be pairs of subdomains
Let P N be the pair of nodal domains for the first non-constant Neumann eigenfunction φ of A, i.e. P N is the pair of domains {{x ∈ A|φ(x) > 0}, {x ∈ A|φ(x) < 0}} 2 .
Given a pair {D 1 , D 2 } ∈ P, and a point x ∈ A, let D x be the subdomain containing x. Let B x (t) be Brownian motion started from x, killed on D 1 D 2 , and reflected on ∂A.
where for each x in D 1 and D 2 there exists C x such that
Although not stated as such, this theorem is proved for R 2 in [1] , and Theorem 1.7 of [4] and Theorem 14a of [11] complete the proof in R d . As before, we are interested in the shape of the partition elements after many iterations. Very little seems to be known about the asymptotics, even for domains in R 2 . In the graph setting, there is [7] , which compares the quality of the clustering obtained by the partition to the "best" clustering of the graph in the sense of conductance, using Cheeger's inequality as the major tool. It seems that with the extra structure afforded by a Euclidean domain, it should be possible to prove much stronger theorems than in [7] . Indeed, computer experiments suggest that in R 2 , the elements in the subdivision seem to limit to polar or cartesian rectangles 3 . In Figure 2 we show several levels in the decomposition of a domain in R 2 using the second eigenvector method sampled at gridpoints with approximately 100, 000 samples. Note tha the intersections between boundaries is always at right angles (this is due to the Neumann condition), and how in the acute corners, the decomposition becomes a polar grid.
Conclusions and further work
We have shown that the asymptotic regularity of the clusters (or Voronoi cells) found by iterated 2-means or iterated PCA subdivision is good in the sense of eccentricity if the initial data is a domain in R d . On the other hand, there are many questions which remain unadressed:
1. What are the best constants in Propositions 1.1 and 1.2?
2. Is there a quantitative statement of the Propositions, relating N such that U n (x) is regular for n > N to the boundary regularity of A and the distance of x from the boundary?
