ABSTRACT Binding kinetics of receptor arrays can differ dramatically from that of the isolated receptor. We simulate synaptic transmission using a microscopically accurate Brownian dynamics routine. We study the factors governing the rise and decay of the activation probability as a function of the number of transmitter molecules released. Using a realistic receptor array geometry, the simulation reproduces the time course of a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor-mediated excitatory postsynaptic currents. A consistent interpretation of experimentally observed synaptic currents in terms of rebinding and spatial correlations is discussed.
INTRODUCTION
The reversible binding of ligands (hormones, neurotransmitters) to an array of membrane-bound receptors is an important mechanism of intercellular communication. In particular, the mechanism of synaptic transmission has been extensively studied. Examples of important chemical synapses involve the nicotinic acetylcholine (ACh) receptor (Magleby and Stevens, 1972 ; Katz and Miledi, 1973) at the vertebrate neuromuscular junction (NMJ) and glutamate receptors (Eccles and Jaeger, 1958 ; Kom and Faber, 1991; Jonas and Spruston, 1994; Clements, 1996) in the central nervous system (CNS). Both have recently been reviewed (Edmonds et al., 1995a,b) . The basic principles of operation are similar: the arriving presynaptic action potential triggers exocytosis of neurotransmitter-containing vesicles, and the agonist diffuses across the synaptic gap and binds reversibly to an array of receptors on the postsynaptic membrane. Apparently in all cases the binding of two transmitter molecules at two distinct subunits of the receptor protein triggers its ion channel opening (Patneau and Mayer, 1990; Clements and Westbrook, 1991) . By monitoring the excitatory postsynaptic currents (EPSCs) through the receptor channels in the CNS or end-plate currents (EPCs) in the NMJ, receptor binding may be studied, albeit indirectly.
Although an analogy may be drawn between the response of ACh receptors at the NMJ and a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors in the CNS, there are also notable differences: 1) ACh is removed primarily by ACh esterase (AChE), whereas glutamate is removed by diffusion and reuptake; 2) AMPA receptors undergo notable desensitization (Patneau and Mayer, 1990; Vyklicky et al., 1991) ; 3) under typical conditions, the large receptor arrays at NMJ synapses are not saturated (Hartzell et al., 1975) , whereas the smaller AMPA receptor arrays are agmon@batata.fh.huji.ac.il. C) 1997 by the Biophysical Society 0006-3495/97/04/1582/13 $2.00 likely to be saturated by a single vesicle ("quantum") of released neurotransmitter (Tang et al., 1994; Tong and Jahr, 1994) .
The traditional view of synaptic transmission (Magleby and Stevens, 1972) is that diffusional aspects can be ignored because diffusion is fast on the EPSC time scale. The neurotransmitter (e.g. glutamate) has a brief residence time (1-2 ms) in the synaptic cleft (Clements et al., 1992; Clements, 1996) . Exceptions, however, are documented. These include, in particular, the NMJ when transmitter clearance by AChE is blocked (Katz and Miledi, 1973; Hartzell et al., 1975; Magleby and Terrar, 1975; Kordas, 1977; Land et al., 1984; Magazanik et al., 1984; Giniatullin et al., 1993) and glutamatergic CNS receptors with blocked desensitization (Yamada and Tang, 1993; Trussell et al., 1993; Barbour et al., 1994; Diamond and Jahr, 1995; Mennerick and Zorumski, 1995; Rossi et al., 1995; Takahashi et al., 1995) . Thus to fully understand neurotransmission, the role of diffusion should be studied by theory and simulations. By applying a novel Brownian dynamics (BD) simulation technique, we will demonstrate how kinetic properties of receptor arrays may differ substantially from those of isolated receptors, even in the limit of fast diffusion.
In the NMJ, a multiquantal EPC decays more slowly than the smaller, single-quantum miniature EPC (Katz and Miledi, 1979) . Under the influence of anti-AChE drugs, the EPC time course is prolonged (Katz and Miledi, 1973; Hartzell et al., 1975; Magleby and Terrar, 1975; Kordas, 1977; Land et al., 1984; Magazanik et al., 1984; Giniatullin et al., 1993) . Under these conditions, increasing the amount of transmitter released from the presynaptic terminal leads to further prolongation of EPCs (Magleby and Terrar, 1975) and mini-EPCs (Land et al., 1984) . In response to paired stimuli, the second EPC is larger and slower, even when triggered during the tail of the first EPC (Magazanik et al., 1984) . Even with AChE intact, multiquantal EPCs are prolonged when the number of quanta exceeds a certain critical value (Giniatullin et al., 1993) . For large concentrations of transmitter, reduction in postsynaptic receptor density (e.g., by a-bungarotoxin) enhances EPC decay (Katz and Miledi, 1973 ; Land et al., 1984; Giniatullin et al., 1993) . These findings are generally in agreement with the hypothesis of 1 582
Collective Binding Properties of Receptor Arrays Katz and Miledi (1973) , that a fundamental determinant of EPC decay in the absence of AChE is repetitive binding of neurotransmitter molecules. However, the precise dependence on the number of released transmitter molecules seems more complex to interpret.
In mature CNS synapses, AMPA receptors are responsible for most of the EPSC amplitude, with about 10% of the amplitude carried by the slower N-methyl-D-aspartate (NMDA) receptor channels, apparently colocalized on the same receptor array (Bekkers and Stevens, 1989) . Studies of NMDA receptors ruled out glutamate rebinding in shaping the EPSC decay (Lester et al., 1990) . One review cites six pieces of evidence favoring deactivation of NMDA-receptor in shaping the EPSC decay (Jonas and Spruston, 1994) . These studies have created the impression that repetitive binding (Katz and Miledi, 1973) is unimportant in the CNS in general (Jonas and Spruston, 1994; Clements, 1996) . The simulations reported below, and several recent experimental observations, indicate that this might not be true for AMPA receptors under certain conditions.
The elementary AMPA receptor deactivation step observed in outside-out patch-clamp experiments may be as short as 1 ms (Yamada and Tang, 1993) . Miniature EPSC decay in small cerebellar granule cells reaches this lower limit, consistent with individual open times recorded from these cells (Silver et al., 1992) . Most hippocampal neurons exhibit slower EPSC decay, 2-3 ms (Jonas and Spruston, 1994) , slower than typical open times in these cells (Yamada and Tang, 1993) . Even EPSCs from the small granule cells were recently observed to decay more slowly than single-receptor deactivation and to exhibit a second slow decay phase (Silver et al., 1996) . In addition, large evoked EPSCs decayed more slowly than the smaller spontaneous EPSCs (Silver et al., 1996) . In some giant synapses a slow component of EPSC decay has been observed to last for several seconds (Rossi et al., 1995) . Thus there seems to be a correlation between a synapse size and its EPSC amplitude and decay time. The heterogeneity in hippocampal synaptic size might explain the heterogeneity of synaptic efficacy (Lisman and Harris, 1993) .
Furthermore, block of desensitization with cyclothiazide (CTZ) unmasks a slow decay phase of several dozen milliseconds (Yamada and Tang, 1993; Trussell et al., 1993; Diamond and Jahr, 1995; Mennerick and Zorumski, 1995; Takahashi et al., 1995) . After CTZ treatment, block of glutamate uptake can further prolong the evoked response (Mennerick and Zorumski, 1995) . In Purkinje cells, uptake block prolongs the response even without block of desensitization (Barbour et al., 1994; Takahashi et al., 1995) . In some cases a very slow EPSC decay component, selectively increased and prolonged by uptake block, is clearly identifiable even without blocking desensitization (Otis et al., 1996) . Prolongation of EPSC decay was ascribed to various microscopic mechanisms, either slow diffusional clearance and repetitive binding (Barbour et al., 1994; Mennerick and Zorumski, 1995; Rossi et al., 1995; Otis et al., 1996; Silver et al., 1996) or asynchrony in the presynaptic exocytosis process (Diamond and Jahr, 1995; Isaacson and Walmsley, 1995) .
The mechanistic differences cannot be settled by homogeneous chemical kinetics (Rosenberry, 1979; Wathey et al., 1979; Parnas et al., 1989) or approximate diffusion treatments (Friboulet and Thomas, 1993; Holmes, 1995; Uteshev and Pennefather, 1996; Kleinle et al., 1996) . These ignore one or more of the following aspects: the geometric confinement of receptors and transmitter molecules between two membranes, the static distribution of receptors on one of these membranes, and the initial inhomogeneous distri (Bartol et al., 1991; Faber et al., 1992; Wahl et al., 1996) . The present study will investigate the determinants of synaptic currents using a novel Brownian simulation technique. Aside from the fact that reversible binding is treated more accurately in the present BD algorithm Edelstein and Agmon, 1997) , there is a basic change in philosophy. Existing simulations involve a receptor kinetic scheme to which diffusion was added. Our approach is to incorporate the fundamental morphological details without introducing receptor substates.
The simulations provide us with a wealth of detailed information, from the transient development of individual receptor binding states ("excitation patterns") to the average fraction of activated receptors. Although we find that neurotransmitter diffusion in the synaptic cleft is an order of magnitude slower than in water, it is still fast. Diffusion in the liquid phase affects mainly the rising phase of the activation probability. The decay is governed by an effective "surface diffusion" of transmitter molecules hopping between binding sites on the receptor array. This process depends in a nontrivial way on the "coverage" (degree of saturation) of the array and the spatial correlation between receptors. Finally, we are able to reproduce an AMPA receptor-mediated EPSC with physically realistic binding and geometric parameters.
METHODS
We have developed a computer program (Agmon and Edelstein, 1995; Edelstein and Agmon, 1997) for simulating 1 583 many-particle reversible binding to a receptor array (Fig. 1) . The system consists of two parallel, inert and impermeable membranes between which noninteracting transmitter particles (agonist) diffuse with a diffusion coefficient D. The "ceiling" (top) and "floor" (bottom) of the simulation box represent the pre-and postsynaptic membranes, respectively. Their separation (in the z direction) is L. N transmitter particles are released at time t = 0 from the center of the ceiling. In the "chessboard approximation" (Fig. 1) It can be determined experimentally, e.g., from dose-response relationships (Patneau and Mayer, 1990 and du from the experimental Kd value. This provides a physical distance scale for all other geometric parameters.
The numerical algorithm is an extension of our onedimensional many-body BD algorithm for reversible binding Agmon, 1993, 1995; Agmon and Edelstein, 1995) : a particle is chosen at random and moved along x and y using two Gaussian random numbers. However, along z (perpendicular to the array) we apply a random number from the exact one-dimensional solution of diffusion near a reversible trap, using a fast lookup table procedure. In addition, we apply geometry-sensitive time steps. These two measures make it possible to take relatively large time steps, without sacrificing numerical accuracy. The algorithm is summarized in detail elsewhere (Edelstein and Agmon, 1997) .
During a stochastic trajectory, the program retains information on the spatial location of each particle, xi(t), yi(t), and zi(t), i = 1, . . ., N, as a function of time, t. Knowledge of whether particle i is in the intermembranal solution or bound to site j makes it possible to construct the binding state of each site, Pp(t), j = 1, . .. , M. In a given trajectory, Pj(t) is either 0 (unbound) or 1 (bound), giving rise to spatiotemporal "excitation patterns." When averaged over many (10-10,000) trajectories, we obtain the individual-site binding probabilities (Pj(t)). Summing over all sites gives the total binding (or "activation") probability for single-site receptors, (P(t)) lIM EjM 1(Pj(t)). Thus M (P(t)) is the average number of bound particles and M (P(t))lN is the fraction of bound particles per the total (bound plus free)
particles. For double-site receptors one calculates (P(t)\2) (instead of (P(t))) by counting only odd-numbered sites, j, provided that j + 1 is bound. Hence only simultaneously bound pairs contribute to (P(t))(2), which is assumed to be proportional to the macroscopic ionic current through the postsynaptic channels. We check whether this assumption is plausible by fitting experimental EPSC data below. ultimate equilibrium solution, Peq (P(co)), which serves as a check of the computer program. The dashed curves in Fig. 2 a show the + W fraction of bound particles as a function of time. We observe that the "deviation from equilibrium" (Fig. 2 b ) decays either monoor biexponentially:
(2)
The parameters Peq To0, AO, and T, are collected in Table 2 .
Although we derive an analytic expression for Peq' we can currently offer only a qualitative discussion of the two decay times.
The equilibrium limit
For a single site (M = 1) at equilibrium (Agmon and Szabo, 1990) ,
A second site encounters a lower concentration of free particles, leading to smaller Peq. As demonstrated in Table  2 , Eq. 3 is indeed an upper bound, which becomes exact only when M = 1 or N -> oo. To obtain the exact many-particle equilibrium binding probability, we replace c with the concentration of free particles, Cf
[N -(M -1 )Peq]/V. This produces a quadratic equation for Peq
Its solutions (Table 2 ) agree nicely with the simulation to within its numerical accuracy (-±+0.003). This demonstrates both the accuracy of the simulation and the correctness of Eq. 4.
The rising phase The rising phase is nearly identical in the ± W cases (Fig. 2  a) . The rate of approaching equilibrium in the + W case (Fig. 2 b) may involve processes that shape both the rise and early decay phases in the -W case. Table 2 shows two interesting effects of varying N on the exponents of Eq. 2: 1) the slow exponent, To decreases with increasing N; and 2) for small N the fast exponent, T, becomes dominant (small AO). As a result, the rising phase is considerably faster for 10 particles as compared with the 100-particle case.
What is the origin of the two exponents and their N dependence? Transmitter molecules initially bind to the central sites opposing the release site. Hence for small N the rise time is determined by transversal diffusion, giving rise to the fast exponent, -Ti. For large N, the whole array is involved in the initial binding step. Therefore, the time to peak corresponds to the lateral diffusion time, T0, which depends on N as discussed below.
The effects of varying N and Kd on T may be interpreted as being due to retardation of lateral diffusion induced by repetitive binding. This effect should be larger 1) for small N, when most of the sites are free, and 2) for small Kd, when release from an individual site is slower.
In these limits T should be most sensitive to variation in these parameters. Indeed, when Kd is increased from 0.01 to 0.1, To decreases and becomes independent of N ( Fig. 2 b) . More quantitatively, repetitive binding is an effective twodimensional "hopping" between vacant sites, with an effective diffusion coefficient Deff = 12Kd. For Kd = 0.01, Deff = D = 1. For Kd = 0.1, Deff > D, so that repetitive binding, which still occurs, does not delay transmitter clearance.
The assignment of , to transversal diffusion is corroborated by the individual-site activation probabilities in Fig. 3 .
Note that whereas (P(t)) increases monotonically to equilibrium, (Pj(t)) may go through a maximum, even in the (Fig. 4 ) the risetime is dominated by transversal diffusion. During this initial phase, diffusion is hemispheric in three dimensions (Gutman et al., 1992) . As diffusion covers an average distance L perpendicular to the membrane, all sites within a "disk" of radius L on the postsynaptic membrane become occupied. From Fig. 4 and L = I one concludes that t: 60 tu, in agreement with our conclusion from Fig. 3 .
Consider next the transversal diffusion time T. For t> T1 diffusion becomes effectively two dimensional (Gutman et al., 1992) and T0 is determined by the time to reach the boundary of the array. For N = 10 (Fig. 4) , an occupied boundary site is first found by time t = 700 tu, whereas for N = 100 (Fig. 5 ) several occupied peripheral sites are first observed by To = 300 tu. These numbers agree nicely with those of Table 2 . T is long for N = 10, because of repetitive binding, and brief for N = 100, where high surface coverage prevents the remaining particles from rebinding. The difference in T0, 400 tu, corresponds to four binding cycles with a delay of l/Kd = 100 tu each. It follows that the rising phase, which is dominated by T, for small N and 0 for large N, is actually hardly affected by repetitive binding.
It is amusing to consider in more detail the development of the excitation patterns. Particles start binding at the center of the array, closest to the release site, after a short delay due to transversal diffusion. When N is large, a compact island grows. The growing mechanism is similar to that of Eden clusters on surfaces (Becker et al., 1990) , where particles diffuse on top of the adsorbed layer. Here particles that cannot bind to occupied sites diffuse laterally in the liquid gap until they reach the rim of the island, where they land. Up to t l/Kd = 100 tu particles bind irreversibly: new ones are added without desorption of previously bound particles. At t = 200 tu, the first dissociation event occurs. For large N, holes are formed in the compact island, leading to a transition to percolation-like patterns. It might be interesting to monitor such patterns experimentally (Gogan et al., 1995) .
Amplitude-rise time correlations
For both NMJ ACh receptors (Land et al., 1981) and CNS glutamatergic receptors (Mennerick and Zorumski, 1995; Silver et al., 1996) , a faster rise time sometimes correlates with smaller synaptic currents. In the NMJ the correlation becomes more prominent as the receptor surface density is reduced by a-bungarotoxin (Land et al., 1981) . This correlation was explained with the "saturated disk model" (Land et al., 1981) : the N released transmitter molecules were assumed to saturate a disk of neurotransmitters under the release site. The diffusion time across the disk is proportional to its area and hence to N, and hence to the EPC amplitude. This explained the positive correlation between rise time and amplitude.
Our simulations confirmed the saturated disk hypothesis only for times shorter than the dissociation time; for t > l/Kd the compact "island" of bound receptors beneath the release site is destroyed (Figs. 4 and 5) . Although we do find a correlation between the rise time and N (Fig. 2) (Katz and Miledi, 1979) , and, under the influence of antiAChE, the EPC is prolonged with increased transmitter release (Magleby and Terrar, 1975) . As Fig. 6 shows, the initial fast decay might be described as an exponential, exp(-t/Tf), but the tail is better fitted to a hyperbola:
The parameters Tf, Bo, and B1 are collected in Table 3 . It is seen that for small N, the slower rise-time phase is similar to the fast decay phase, To Tf. It is considerably slower than the transmitter dissociation time, 1/Kd, due to repetitive binding. For large N, Tf becomes even slower and then Tf << o.
That the long-time tail is better described by a hyperbola than a second exponent is evident from the semilogarithmic plot (Fig. 6 b) . For a geminate (receptor-agonist) pair in two dimensions, theory predicts an asymptotic decay of l/(4iriKdt) (Agmon and Szabo, 1990) . In the present example, 4nTKd/(aKr) 1.26 X 10-3 tu-1. This is rather close to the values of B1 in Table 3 . The precise theoretical asymp- release sites, asynchrony of release; Diamond and Jahr, 1995; Isaacson and Walmsley, 1995) . Their decay is complicated by rapid desensitization (Patneau and Mayer, 1990; Yamada and Tang, 1993) . Therefore we fit the decay phase of EPSCs from CTZ-treated cells. CTZ inhibits AMPAreceptor desensitization (Vyklicky et al., 1991; Yamada and Tang, 1993; Trussell et al., 1993) , thus revealing the inherent kinetic properties of the receptor array. The experimental situation is approximated by the -W case (walls removed) and double-site receptors. In addition, we extend our model beyond the "chessboard approximation" in which a single distance, 1, governed both inter and intrareceptor distances. This parameter is replaced by three characteristic distances: I is now the microscopic length of a square binding site. Each site occupies the center of a nonreactive lx by l rectangle. Two adjacent sites (distance lx) are coupled along x to form a single receptor. Hence 21x and 1' are the distances between receptor centers along x and y, respectively. We still apply a delta-function initial condition, although this detail is probably unimportant for the decay phase, which is preceded by near-saturation of the array.
Our model involves the nine geometric and kinetic parameters listed in Table 4 , considerably less than in conventional approaches utilizing multiple receptor substates (Holmes, 1995;  Table 1 ). Fitting the experiment by systematically varying each of these parameters is prohibitively time-consuming. It is also unnecessary, because two of the parameters (e.g., D and Kr) set the time and distance scales. In our approach, the array geometry is set on a relative distance scale using intrinsic distance units (du). For various Kd and N values, the simulation is run using intrinsic time units (tu). If the EPSC shape can be reproduced by scaling the time axis, we get a possible determination of tu. To set du, we require that Kd of Eq. 1 agrees with the experimental affinity constant (Patneau and Mayer, 1990) .
With sustained agonist application, AMPA currents desensitize rapidly to a steady-state (SS) value (Patneau and Mayer, 1990; Yamada and Tang, 1993) . Kd (and EC50) are considerably larger for the peak as compared with the SS 1 tu = 0.1 ns (from fitting Fig. 7 ) and 1 du = 0.082 nm (from requiring that Kd = 9t,M; Patneau and Mayer, 1990 ). The time step in this simulation was 20,000 tu = 2 ,us.
response. For glutamate, the values are about 500 and 9 ,uM, respectively (Patneau and Mayer, 1990) . With the application of CTZ, the transient peak disappears, and the peak response EC50 (measured for quisqualate and kainate) tends to the lower SS value (Yamada and Tang, 1993; Patneau et al., 1993) . Thus, in addition to elimination of desensitization, the receptor affinity increases, partly because of slower deactivation (Patneau et al., 1993) . Presumably, in the presence of CTZ, Kd assumes its SS value also for glutamate (9 ,uM; Patneau and Mayer, 1990 ; Table 2 ). We use this value to set the distance scale for the simulation. A fit to the decay phase of CTZ-treated AMPA-mediated EPSC (Diamond and Jahr, 1995) (Table 1) is shown in Fig.  7 . The parameters are summarized in Table 4 , using both intrinsic and physical units. The ensuing distances are physically reasonable: a binding site of length 4 A, a synapticgap width of 12 nm; each receptor occupies 21l Iy = 55 nm2, corresponding to a surface density of 18,500 receptors/,um2.
The latter value is intermediate between a particle density of 30004Lm2 counted in freeze-fractured preparations from rat hippocampus (Harris and Landis, 1986 ) and about 25, 000 receptors/pum2 found in the frog NMJ (Matthews-Bellinger and Salpeter, 1978) .
The diffusion coefficient emerging from our fitting procedure (7 X 10-7 cm2/s) is an order of magnitude smaller than that of glutamic acid in water (7.6 X 10-6 cm2/s; Longworth, 1953) . , Experimental data (Diamond and Jahr, 1995) , 1985) . It is possible that diffusion is attenuated by an additional factor of 3 in the synaptic cleft. This agrees with electron microscopy data showing that the cleft includes many structural elements that may physically impede diffusion (Ichimura and Hashimoto, 1988) . One study even reports diffusion coefficients for cations in the extracellular space that are smaller by a factor of 10 than in solution (Rice et al., 1985) . Our factor of 10 is also in agreement with the conclusion of a recent theoretical estimate (Kleinle et al., 1996) . The simulations indicate that N = 1000 is sufficient to produce saturation at the EPSC peak. A further increase in N will not alter the decay phase, because by the peak's time excess transmitter particles have already cleared the synaptic cleft. Thus even if a single synaptic vesicle contains more (a few thousand) particles, our results are not expected to change. It is interesting, however, that our simulation predicts saturation of the AMPA receptor array, in agreement with (indirect) experimental evidence (Tang et al., 1994; Tong and Jahr, 1994) and in contrast to approximate diffusion equation solutions (Holmes, 1995) . It is also interesting that, for the present parameter set (and in contrast to the previous section), decreasing N to below saturation enhances the decay rate only slightly. This might relate to the suggestion that, in contrast to ACh receptors in the NMJ, in glutamatergic CNS receptors variation in EPSC response is primarily connected to variations in size of the postsynaptic receptor array (Lisman and Harris, 1993) .
Most interesting for our interpretation is Kd= 0.75 ms-, implying that a transmitter molecule dissociates about once every millisecond. This agrees with the 1-ms decay of spontaneous miniature EPSCs observed in some cerebellar synapses (Silver et al., 1992) and the <2-ms deactivation times recorded from single channels in outside-out patches from rat hippocampus (Yamada and Tang, 1993) . Thus the elementary dissociation event is considerably faster than the EPSC decay of Fig. 7 . Consequently, multiple dissociationrecombination cycles occur during the decay phase. This is corroborated by single-trajectory excitation patterns (not shown): by following the history of individual transmitter particles we observe that some of them rebind dozens of times before escaping from the array.
It is appropriate to mention here the difference between the microscopic rate coefficients, Kd and Kr, and the steadystate "off' and "on" rate parameters. The latter also include the effect of diffusion. The diffusion rate coefficient for a cubic binding site of length I may be approximated by kD= 2Dl. (6) This approximation is modeled after the exact expression for a reactive disk of radius r, which is 4Dr (Shoup and Szabo, 1982 The equilibrium (dissociation) constant is Kd = k0ff1k0n = Kd/(aKr), as in Eq. 1. The above expressions bridge between the diffusion-controlled limit, where kD is small (then hn 1 kD and k0ff kDKd), and the reaction-controlled limit, when kD is large so that kn -aKr and koff Kd. The rate parameters for the kinetic scheme (Eq. 7) are summarized in (Katz and Miledi, 1973) . Our simulations follow the history of every particle in the presence of a static array of reversible receptors, generating the binding states of the receptors in the array, which average to produce the . Its accuracy is due to the use of exact single-particle solutions for diffusion perpendicular to a reversible site (Edelstein and Agmon, 1997) .
In the following discussion we focus on collective binding properties of receptor arrays, namely, the role of rebinding and spatial correlations of double-site receptors in shaping the synaptic signal (particularly its decay phase). We summarize the various geometric and kinetic parameters determining the relative magnitude of such effects. In particular, we relate our conclusions to the wealth of experimental data summarized in the Introduction.
Determinants of repetitive binding
We have found that under certain conditions rebinding determines the total number of particles bound to the array. The first factor that favors rebinding is the narrow width of the synaptic gap, which is typically comparable to the distance between receptors and much smaller than the distance from the release site to the extracellular pool. On a sufficiently long time scale, a transmitter particle resembles a photon bouncing between two mirrors: the pre-and postsynaptic membranes. It thus collides with each membrane many times and, if the array size (M) and receptor density are sufficiently large, it will encounter many receptors. Furthermore, if the receptor affinity is sufficiently high and a large fraction of the sites are empty, rebinding is bound to occur.
The first experimentally variable factor is the number of receptors in an array (M12). For small M, rebinding probability is almost as small as for an isolated receptor, and we expect the kinetic properties of the array to resemble those of an isolated receptor in an 0/0 patch-clamp experiment.
The fact that for NMDA receptors the EPSC time course is superimposable on the averaged single-receptor response and the evidence that NMDA EPSC is determined primarily by deactivation (Jonas and Spruston, 1994) might simply indicate that the number of NMDA receptors in a typical CNS receptor array is very small. Indeed, experimental evidence shows that only a few (<5) NMDA receptors are colocalized with AMPA receptors in the postsynaptic array (Silver et al., 1992) . Generalizing NMDA studies to conclude that rebinding is unimportant in the CNS is thus premature.
The correlation of synapse size with synapse efficacy in the CNS (Lisman and Harris, 1993) corroborates our conclusion. For AMPA receptors, both limiting cases of small and large M seem to have been observed. The small synapses formed by mossy fibers on small granule cells exhibit response (Silver et al., 1992) , whereas the giant synapses on unipolar-brush cells reveal a super-slow decay phase of a few seconds (Rossi et al., 1995) . In the NMJ, toxins that reduce the effective receptor density speed up EPC decay due to less frequent repetitive binding of ACh (Magleby and Terrar, 1975; Land et al., 1984; Giniatullin et al., 1993) .
Another experimental variable is the number of transmitter particles (N) . If N >> M, the array saturates during the rising phase, as is believed to be the case in CNS synapses (Tang et al., 1994) . The excess neurotransmitters (N -M) clear the gap very rapidly by diffusion. We find that the diffusion coefficient in the synaptic gap is about an order of magnitude lower than in solution, in qualitative agreement with diffusion measurements (Rice et al., 1985) and anatomical evidence (Ichimura and Hashimoto, 1988) for the tortuosity of diffusion paths in the synaptic gap. Yet even with this slower diffusional rate, most unbound particles will clear the gap within a fraction of a millisecond, in agreement with experimental determinations of the brief glutamate residence time in the synaptic cleft (Clements et al., 1992; Clements, 1996) Desensitization, which is typically 3-4 times slower than deactivation (Jonas and Spruston, 1994) , is expected to mask the late decay phase. Rebinding, which still occurs, is simply not manifested in the EPSC decay. In systems where desensitization is incomplete (or when the experimental signal/noise ratio is favorable), a slow decay phase can indeed be observed (Otis et al., 1996) . In other synapses, when desensitization is blocked (e.g., by CTZ), the late decay phase is unmasked (Yamada and Tang, 1993; Trussell et al., 1993; Diamoand and Jahr, 1995; Mennerick and Zorumski, 1995; Takahashi et al., 1995) . Even if CTZ exerts additional effects, such as slowing deactivation (Patneau et al., 1993) , these are not expected to add a second decay phase, as unmasking desensitization does. The fact that in the presence of CTZ, block of reuptake further prolongs the slow decay phase (Mennerick and Zorumski, 1995) suggests that multiple binding indeed takes place. In synapses that exhibit very slow decay, even in the presence of de- sensitization, uptake block selectively prolongs this late decay phase (Otis et al., 1996) . Similarly in the NMJ, block of AChE activity prolongs the EPC decay by enhancing repetitive binding (Katz and Miledi, 1973; Hartzell et Magazanik et al., 1984; Giniatullin et al., 1993 The effect of the number of transmitter molecules on the current decay is complicated by the fact that receptor activation requires double-site occupancy. Consider the case N << M (an array is well below saturation), which probably holds for NMJ synapses (Hartzell et al., 1975) . When N is very small, a rebinding agonist will land with high probability in a vacant receptor (converting it to the singly occupied state). Under low coverage conditions, rebinding is prominent but does not prolong the EPC decay. If N is larger (but still below saturation), a rebinding particle has a greater probability of landing in a singly occupied receptor. Here rebinding will prolong the decay phase, as seen in our "chessboard" simulations.
The above conclusions are in agreement with experimental evidence showing that under the influence of anticholinesterase, increasing the amount of transmitter released prolongs EPCs (Magleby and Terrar, 1975) . Moreover, under conditions that enhance transmitter release in the NMJ, the duration of the EPC becomes considerably longer than that of a mini-EPC (Katz and Miledi, 1979; Magazanik et al., 1984; Giniatullin et al., 1993) . Here the number of singly bound receptors might be sufficiently large that formation of doubly bound receptors by repetitive binding becomes nonnegligible. In contrast, for very small N, rebinding is predominantly to a nonbonded receptor, so there is no effect of varying N on the decay time constant. This might explain the critical quantum number required to see EPC prolongation (Giniatullin et al., 1993) .
In a double-pulse experiment in the presence of anticholinesterase (Magazanik et al., 1984) , the second EPC was both enhanced and prolonged as compared with the first EPC, even when the time spacing between stimuli was as large as 30 s, when the first EPC has decayed essentially to zero. The most consistent interpretation of this observation (Magazanik et al., 1984) is that singly bound ACh receptors, formed by (multiple cycles of) repetitive binding, persist for up to 30 s. This very slow time scale for transmitter removal by the "surface hopping" mechanism is consistent with the above-mentioned observation of EPSC decay of up to 3 s in giant unipolar-brush synapses (Rossi et al., 1995) . The residence time of neurotransmitter in the synaptic cleft can actually be much longer than the duration of the synaptic current! For very large synapses in the absence of alternative signal-terminating processes (hydrolysis, desensitization, or reuptake), the decay reflects the loss of spatial correlations, converting doubly occupied receptors into pairs of singly occupied receptors. This explains the need for AChE in the NMJ, because large arrays might trap transmitter molecules "indefinitely" without the action of
