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Introduction
Pour l’année 2018, la Conférence Nationale d’Intelligence Articielle et les Rencontres des Jeunes
Chercheurs en Intelligence Articielle sont organisées conjointement. Elles ont lieu du 4 au 6 juillet
2018 à Nancy sur la Plate-Forme Intelligence Articielle (PFIA). Lors de la même semaine, la plate-
forme accueille la 4e Conférence Nationale sur les Applications pratiques de l’Intelligence Articielle
(APIA), les 29es journées francophones d’Ingénierie des Connaissances (IC) et les 13es Journées Fran-
cophones sur la Planication, la Décision et l’Apprentissage pour la conduite de systèmes (JFPDA).
La Conférence Nationale en Intelligence Articielle (CNIA) s’adresse à l’ensemble de la recherche
en Intelligence Articielle (IA). Elle est l’occasion de témoigner des dernières avancées en IA et de
présenter ses résultats les plus récents dans tous les aspects de l’IA. CNIA est le prolongement spéci-
quement IA de la conférence originelle Reconnaissance des Formes et Intelligence Articielle (RFIA).
CNIA 2018 fait suite à l’édition 2016, organisée à Clermont-Ferrand dans le cadre de RFIA. En sus d’être
une conférence d’Intelligence Articielle, on peut assigner deux objectifs spéciques à CNIA :
— Le rôle de CNIA est de renforcer les connexions entre les diérentes sous-disciplines. CNIA n’a
pas pour but de nier la diversité d’objectifs, de méthodes et de pratiques déployée dans les diverses
disciplines spécialisées, pas plus que de replacer les forums spéciques à chacune. Elle souhaite être
un point de rencontre pour la communauté IA permettant de rapprocher les diérentes disciplines
qui la composent et d’établir des passerelles entre elles ;
— Le congrès RFIA était l’occasion d’approfondir les liens de l’Intelligence Articielle avec la Recon-
naissance des Formes. CNIA, au-delà de renforcer les liens interne à l’intelligence articielle doit
permettre d’explorer les liens vers des communautés plus diversiées.
Les seizièmes Rencontres des Jeunes Chercheurs en Intelligence Articielle (RJCIA) sont destinées
aux jeunes chercheur·se·s en Intelligence Articielle : doctorant·e·s ou titulaires d’un doctorat depuis
moins d’un an. L’objectif de cette manifestation est double :
— permettre aux jeunes chercheurs préparant une thèse en Intelligence Articielle, ou l’ayant sou-
tenue depuis peu, de se rencontrer, de présenter leurs travaux, et ainsi de former des contacts
avec d’autres jeunes chercheurs et d’élargir leurs perspectives en échangeant avec des spécialistes
d’autres domaines de l’Intelligence Articielle ;
— former les jeunes chercheurs à la préparation d’un article, à sa révision pour tenir compte des
observations du comité de programme, et à sa présentation devant un auditoire de spécialistes, leur
permettant ainsi d’obtenir des retours de chercheurs de leur domaine ou de domaines connexes.
Toute contribution relevant de l’Intelligence Articielle est la bienvenue. Toutefois, les contribu-
tions relevant de l’Ingénierie des Connaissances auront vocation à être publiées prioritairement par la
conférence associée (IC). La liste indicative des thématiques ci-dessous n’est pas exhaustive :
— Apprentissage Automatique,
— Extraction et Gestion des Connaissances,
— Interaction avec l’Humain : environnements informatiques pour l’apprentissage humain (EIAH),
interface homme-machine (IHM),
— Reconnaissance des Formes, Vision,
— Représentation et Raisonnement,
— Robotique, Automatique,
i
— Satisfaisabilité et Contraintes,
— Systèmes Multi-Agents et Agents Autonomes,
— Traitement Automatique des Langues.
Bien que les deux conférences, CNIA et RJCIA, soient dans l’esprit distinctes, nous avons organisé
conjointement un unique comité de programme et un unique programme. Nous avons reçu 25 propo-
sitions d’articles dont 18 émanant en partie de jeunes chercheurs. Nous avons sélectionné 8 articles
longs et 2 articles courts pour CNIA et 6 articles pour RJCIA. À cela, s’ajoutent trois démonstrations.
Reet de l’air du temps, l’apprentissage automatique est très présent dans l’ensemble des articles
acceptés. Il est complété par des thèmes de traitement du langage naturel, de représentation de connais-
sance, de web sémantique, de satisfaction de contraintes et de décision. On ne va pas tirer de conclu-
sions statistiques de si petits nombres.
Ce programme est complété sur la plate-forme de conférences invitées d’Aldo Gangemi (Université
Paris Nord et université de Bologne), Zhongzhi Shi (Académie des sciences de Chine, Beijing), Moshe
Vardi (Rice university, Houston), Daniela Rus (Massachussetts Institute of Technology, Cambridge), et
Nicolas Guarino (CNR, Trento). Nous avons aussi proposé à quelques auteurs d’articles d’autres confé-
rences de présenter leur travail dans le programme. C’est le cas de la 18e conférence internationale sur
l’extraction et la gestion des connaissances (EGC), des 14es Journées Francophones de Programma-
tion par Contraintes (JFPC), des 12es Journées d’Intelligence Articielle Fondamentale (JIAF), et de
l’International Joint Conference on Articial Intelligence (IJCAI).
Nous n’aurions pas pu organiser CNIA, ni RJCIA tout seuls. Nous nous devons de remercier l’Asso-
ciation Française pour l’Intelligence Articielle (AFIA) qui porte ces conférences, et son président Yves
Demazeau qui sait nous rappeler à nos devoirs avec la distance nécessaire, et le Laboratoire Lorrain
de Recherche en Informatique et ses Applications (LORIA) qui organise la plate-forme, en particulier
Armelle Brun et Davy Monticolo les co-président·e·s du comité d’organisation.
Nous sommes aussi reconnaissants à Sandra Bringuay (co-présidente du comité de programme
d’APIA) et Sylvie Ranwez (présidente du comité de programme d’IC) avec qui la coordination a été
presque idéale. Les membres de notre comité de programme commun, dont les noms gurent ci-après,
ont pleinement accompli leur travail d’évaluation des soumissions. Finallement, nous remercions les
auteurs sans qui les conférences ne seraient pas possibles.
Isabelle Tellier, auteur, membre de notre comité de programme, nous a quitté début juin. Nous
souhaitons lui rendre hommage.
Jérôme Euzenat Francois Schwarzentruber
INRIA & Univ. Grenoble Alpes École normale supérieure de Rennes
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Découverte des u-shapelets basée sur la corrélation pour le clustering de séries
temporelles incertaines.
Vanel Steve Siyou Fotso1 Engelbert Mephu Nguifo1 Philippe Vaslin 1
1 University Clermont Auvergne, CNRS, LIMOS, F-63000 Clermont-Ferrand, France
{siyou, mephu, vaslin}@isima.fr
Abstract
An u-shapelet is a sub-sequence of a time series used for
clustering a time series dataset. The purpose of this pa-
per is to discover u-shapelets on uncertain time series. To
achieve this goal, we propose a dissimilarity score cal-
led FOTS whose computation is based on the eigenvec-
tor decomposition and the comparison of the autocorre-
lation matrices of the time series. This score is robust to
the presence of uncertainty ; it is not very sensitive to tran-
sient changes ; it allows capturing complex relationships
between time series such as oscillations and trends, and it
is also well adapted to the comparison of short time series.
The FOTS score is used with the Scalable Unsupervised
Shapelet Discovery algorithm for the clustering of 17 da-
tasets, and it has shown a substantial improvement in the
quality of the clustering with respect to the Rand Index.
This work defines a novel framework for the clustering of
uncertain time series.
Mots Clef
Clustering, UShapelet, Correlation, time series.
Résumé
Un u-shapelet est une sous-séquence d’une série tempo-
relle utilisée comme propriété pour séparer un groupe de
séries temporelles en deux sous-groupes. Un sous-groupe
de séries temporelles contenant le shapelet et un sous-
groupe de série temporelles ne contenant pas le shape-
let. Le but de cet article est de découvrir des u-shapelets
sur des séries temporelles incertaines. Pour atteindre cet
objectif, nous proposons un score de dissimilarité appelé
FOTS dont le calcul est basé sur la comparaison des vec-
teurs propres des matrices d’autocorrélation des séries
temporelles. Ce score est robuste à la présence d’incer-
titude ; il n’est pas très sensible aux changements transi-
toires ; il permet de capturer des relations complexes entre
des séries temporelles telles que les oscillations et les ten-
dances, et il est également bien adapté à la comparaison
de séries temporelles courtes. Le score FOTS est utilisé
avec l’algorithme Scalable Unsupervised Shapelet Disco-
very pour la classification non supervisée de 17 ensembles
de données, et il a montré une amélioration substantielle
de la qualité de la classification non supervisée par rap-
port au Rand Index. Ce travail définit un nouveau cadre
pour la classification non supervisée de séries temporelles
incertaines.
Mots Clef
Classification non supervisée, UShapelet, Correlation, Sé-
ries temporelles.
1 Introduction
Toutes les mesures effectuées par un système mécanique
ont une incertitude. En effet, le principe d’incertitude met
en évidence les limites de la capacité des systèmes méca-
niques à effectuer des mesures sur un système sans les per-
turber [1]. Ainsi, les séries temporelles des instruments de
mesure sont incertaines. Ces séries temporelles produites
par des capteurs constituent une vaste proportion des sé-
ries temporelles utilisées en science, que ce soit en mé-
decine avec des Électrocardiogramme (enregistrement de
l’activité électrique du cœur), en physique avec des me-
sures enregistrées par des télescopes, en informatique avec
l’Internet des objets, etc. Ignorer l’incertitude des données
au cours de leur analyse peut conduire à des conclusions
approximatives ou inexactes, d’où la nécessité de mettre en
œuvre des techniques de gestion des données incertaines.
Plusieurs études récentes ont porté sur le traitement de l’in-
certitude dans l’exploration de données. Deux approches
principales permettent de prendre en compte l’incertitude
dans les tâches de data mining : soit elle est prise en compte
lors de la comparaison en utilisant les fonctions de distance
appropriées [2–7], soit son impact est réduit par les trans-
formations effectuées sur les données. Cette dernière stra-
tégie est utilisée nativement par l’algorithme u-shapelet.
1.1 État de l’art sur les u-shapelets
Considérons un ensemble de données composé de 6 séries
temporelles correspondant aux appels d’oiseaux : 3 séries
temporelles correspondant à Moucherolle à côtés olive (sé-
ries temporelles vertes) et 3 séries temporelles correspon-
dant aux appels de Moineau à couronne blanche (séries
1
FIGURE 1 – Exemple de classification de séries temporelles utili-
sant d’une part la distance euclidienne (gauche), d’autre part des
sous-séquences caractéristiques appelées u-shapelet (droite). [8].
temporelles bleues). Lorsque ces séries temporelles sont
classées en utilisant la distance euclidienne comme me-
sure de dissimilarité (Fig. 1 gauche), les groupes obtenus
ne sont pas homogènes ; en d’autres termes, l’algorithme
n’identifie pas l’oiseau à partir de ses cris. Cependant, si
nous recherchons des sous-séquences caractéristiques (u-
shapelets) pour classer les séries temporelles, nous obte-
nons des groupes plus homogènes (Fig. 1 à droite).
Une fois cette observation faite, la question naturelle est
de savoir comment trouver des sous-séquences qui carac-
térisent un groupe de séries temporelles, c’est-à-dire des
sous-séquences qui ne sont observées que dans un sous-
groupe de séries temporelles. L’algorithme de découverte
d’u-shapelet répond à cette question et procède comme
suit : l’algorithme prend la longueur du motif comme para-
mètre. Sur chaque série temporelle de la base, on fait glis-
ser une fenêtre de la même longueur que le motif, chaque
nouvelle sous-séquence obtenue par ce processus est un u-
shapelet candidat.
Parmi les u-shapelets candidats, nous considérons comme
un u-shapelet la sous-séquence capable de diviser l’en-
semble de séries temporelles en deux sous-ensembles DA
et DB de sorte que DA contient toutes les séries tempo-
relles qui possèdent le u-shapelet etDB toutes celles qui ne
contiennent pas l’u-shapelet. Deux autres contraintes sont
prises en compte dans la découverte de motifs :
La première est la capacité de l’u-shapelet à construire des
sous-ensembles bien séparés. La deuxième est la capacité
de l’u-shapelet à construire des sous-ensembles qui ne sont
pas déséquilibrés. C’est-à-dire que la taille de DA doit être
au plus k fois plus grande que celle de DB et vice versa.
Definition 1 Deux jeux de données DA et DB sont dit r-
équilibré si et seulement si 1r <
|DA|
|DB | < (1−
1
r ), r > 1
Definition 2 Un u-shapelet est une sous-séquence qui a
une longueur inférieur ou égale à la longueur de la plus pe-
tite série temporelle du jeu de données, et qui permet de di-
viser le jeux de données en deux sous-groupes r-équilibrées
DA et DB ; où DA est le groupe de séries temporelles qui
contiennent un motif similaire au u-shapelet et DB est le
groupe de séries temporelles qui ne contiennent pas l’u-
shapelet.
La similarité entre une série temporelle et un u-shapelet est
évaluée à l’aide d’une fonction de distance.
Definition 3 La distance de sous-séquence sdist(S, T)
entre une série temporelle T et une sous-séquence S est le
minimum des distances entre la sous-séquence S et toutes
les sous-séquences de T de longueur égale à celle de S.
Cette définition ouvre la question de la mesure de distance
à utiliser pour sdist. En général, la distance euclidienne
omniprésente (ED) est utilisée, mais elle ne l’est pas ap-
propriée pour les séries temporelles incertaines [5]. Dans
la section suivante, nous présentons une fonction de dissi-
milarité plus adaptée à l’incertitude.
Le calcul de la sdist entre un u-shapelet candidat et toutes
les séries temporelles d’un jeux de données est appelé or-
derline.
Definition 4 Un orderline est un vecteur de distance entre
un u-shapelet et toutes les séries temporelles d’un jeu de
données.
Le calcul d’un orderline est coûteux en temps. Un orderline
pour un seul u-shapelet candidat a une complexité en temps
égale à O(NMlog(M)) où N est le nombre de séries tem-
porelles du jeux de données, M est la longueur moyenne
des séries temporelles. L’algorithme force brute pour la dé-
couverte de u-shapelet requiert K calculs d’orderline, où
K est le nombre de sous-séquences candidate. La stratégie
utilisée par [8] à filtrer les K sous-séquences candidates en
considérant seulement celles permettant de construire deux
groupes r-équilibrés. Cette sélection est faite efficacement
grâce a un algorithme de hachage.
L’évaluation de la qualité des u-shapelets est basée sur leur
pouvoir de séparation qui est calculé comme suit :
gap = µB − σB − (µA − σA), (1)
Où µA (resp. µB) représente la moyenne(sdist(S, DA))
(resp. moyenne(sdist(S, DB))), et σA (resp. σB) repré-
sente l’écart-type de sdist(S,DA) (resp. écart-type de
sdist(S,DB)).
Si DA ou DB est constitué d’un seul élément (ou d’un
nombre insuffisant de séries temporelles pour constituer
un groupe), le gap prend la valeur zéro. Ceci assure qu’un
gap élevé pour un u-shapelet correspond à une séparation
réelle.
1.2 U-shapelets pour la classification non su-
pervisée de séries temporelles incertaines
La classification non supervisée basée sur des u-shapelets
est une approche introduite par [9] qui a suggéré de regrou-
per des séries temporelles à partir des propriétés locales de
leurs sous-séquences plutôt qu’utiliser les caractéristiques
globales de la série temporelle [10]. Dans ce but, le cluste-
ring basé sur les u-shapelets cherche d’abord un ensemble
de sous-séquences caractéristiques des différentes catégo-
ries de séries temporelles et classe une série temporelle
en fonction de la présence ou de l’absence de ces sous-
séquences caractérisitiques.
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La classification non supervisée de séries temporelles avec
des u-shapelets présente plusieurs avantages. Première-
ment, la classification non supervisée basée sur les u-
shapelets est définie pour les ensembles de données dans
lesquels les séries temporelles ont des longueurs diffé-
rentes, ce qui n’est pas le cas pour la plupart des tech-
niques décrites dans la littérature. En effet, dans de nom-
breux cas, l’hypothèse de longueur égale est implicite, et
le découpage à longueur égale est effectué en exploitant
des compétences humaines coûteuses [8]. Deuxièmement,
la classification non supervisée basée sur les u-shapelets est
beaucoup plus expressive en ce qui concerne le pouvoir de
représentation. En effet, une série temporelle n’est associé
à un groupe que si elle contient l’u-shapelet caractéristique
de ce groupe. Ainsi, un une série temporelle pourrait n’être
associé à aucun groupe.
De plus, il est très approprié d’utiliser la classification non
supervisée basée sur les u-shapelets avec des séries tem-
porelles incertaines parce que la stratégie de comparaison
d’un u-shapelet et d’une série temporelle ignore les don-
nées non pertinentes de la série temporelle et ainsi réduire
les effets négatifs de la présence d’incertitudes dans celle-
ci. Malgré cet avantage, il est hautement souhaitable de
prendre en compte l’impact négatif de l’incertitude lors de
la découverte des u-shapelets.
1.3 Incertitude et découverte des u-shapelets
Les mesures traditionnelles de similarité comme la dis-
tance euclidienne (ED) ou la distorsion temporelle dy-
namique (DTW) ne fonctionnent pas toujours bien pour
les séries temporelles incertaines. En effet, ces distances
agrègent l’incertitude de chaque point de la série tempo-
relle et amplifient ainsi l’impact négatif de l’incertitude.
Cependant, ED joue un rôle fondamental dans la décou-
verte des u-shapelets, car elle est utilisée pour calculer
l’écart entre deux groupes formé par l’u-shapelet candidat.
La découverte de u-shapelet sur des séries temporelles in-
certaines pourrait donc conduire à la sélection d’un mau-
vais candidat u-shapelet ou à l’assignation d’une série tem-
porelle au mauvais groupe.
Dans cette étude, notre but n’est pas de définir un algo-
rithme pour la découverte d’u-shapelets incertains, mais
plutôt d’utiliser une fonction de dissimilarité robuste à l’in-
certitude pour améliorer la qualité des u-shapelets décou-
verts et donc la qualité de clustering des séries temporelles
incertaines.
1.4 Contributions
— Nous faisons un état de l’art sur les mesures de
dissimilarité incertaines et nous les évaluation leur
pertinence pour la comparaison de séries tempo-
relles incertaines de petite taille.
— Nous introduisons une fonction de dissimilarité
nommée correlation frobenius pour découverte d’u-
shapelets sur les séries temporelles incertaines
(FOTS) ;qui posséde des propriétés intéressantes
pour la comparaison de séries temporelles incer-
taines de petite taille et ne fait aucune hypothèse
sur la distribution de probabilité de l’incertitude.
— Nous mettons le code source à la disposition de la
communauté scientifique pour permettre une exten-
sion de ce travail.
2 Définitions et travaux connexes
2.1 Définitions
Une série temporelle incertaine (UTS) X =<
X1, . . . , Xn > est une séquence de variable aléatoire
où Xi est une variable aléatoire modélisant une valeur
réelle inconnue à l’instant i. Deux modèles sont princi-
palement utilisés pour représenter les séries temporelles
incertaines : le modèle ensembliste, et le modèle basé sur
la fonction de densité de probabilité de l’incertitude.
Dans le modèle ensembliste, chaque élément Xi(1 ≤
i ≤ n) de l’UTS X =< X1, . . . , Xn > est représenté par
un ensemble {Xi,1, . . . , Xi,Ni} de valeurs observées et Ni
représente le nombre d’observation à l’instant i.
Dans le modèle basé sur la distribution de probabilité,
chaque élément Xi, (1 ≤ i ≤ n) de l’UTS X =<
X1, . . . , Xn > est représenté par une variable aléatoire
Xi = xi + Xei , où xi est la valeur exacte qui est incon-
nue, et Xei est une variable aléatoire représentant l’erreur.
C’est ce modèle que nous considérons tout au long de notre
travail.
Plusieurs mesures de similarité ont été proposées pour les
séries temporelles incertaines. Elles peuvent être regrou-
pées en deux catégories principales : les mesures de simila-
rité traditionnelles et les mesures de similarité incertaines.
— les mesures de similarité traditionnelles telle que
la distance euclidienne sont celles conventionnel-
lement utilisées avec les séries temporelles. Elles
utilisent une seul valeur incertaine à chaque instant
comme approximation de la valeur réelle inconnue.
— les mesures de similarité incertaines utilisent des
informations statistiques additionnelles qui me-
surent l’incertitude associée à chaque approxima-
tion de la valeur réelle. C’est le cas notamment de
DUST, PROUD, MUNICH [11]. [12] démontre que
les performances des mesures de similarité incer-
taines associées au pré-traitement sont meilleures
que les performances des mesures de similarité tra-
ditionnelles sur des jeux de données contenant de
l’incertitude.
2.2 État de l’art sur les mesures de similarité
incertaines
Les mesures de similarité incertaines peuvent être regrou-
pées en deux grandes catégories : les mesures de similarité
déterministes et les mesures de similarité probabilistes.
Mesure de similarité déterministe. Tout comme les me-
sures de similarité traditionnelles, les mesures de similarité
déterministes renvoient un nombre réel représentant la dis-
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tance entre deux séries temporelles incertaines. DUST est
un exemple de mesure déterministe de similarité.
DUST [13] Etant donné deux séries temporelles incer-
taines X =< X1, . . . , Xn > et Y =< Y1, . . . , Yn >,
la distance entre deux valeurs Xi, Yi est définie comme
étant la distance entre leurs valeurs réelles inconnues r(Xi),
r(Yi) : dist(Xi, Yi) = |r(Xi) − r(Yi)|. Cette distance est
utilisée pour mesurer la similarité de deux valeurs incer-
taines.
ϕ(|Xi−Yi|) est la probabilité que les valeurs réelles à l’ins-
tant i soient égales, connaissant les valeurs réelles à l’ins-
tant i.
ϕ(|Xi − Yi|) = Pr(dist(0, |Xi − Yi|) = 0). (2)
cette fonction de similarité est par la suite utilisée par la
fonction de dissimilarité dust :
dust(Xi, Yi) =
√
−log(ϕ(|Xi − Yi|)) + log(ϕ(0)). (3)
La distance entre les séries temporelles incertaines X =<
X1, . . . , Xn > et Y =< Y1, . . . , Yn > calculée à partir de
DUST est alors définie comme suit :






Le problème avec les distances déterministes incertaines
comme DUST est que leur expression varie en fonction
de la distribution de probabilité de l’incertitude, et la dis-
tribution de probabilité de l’incertitude n’est pas toujours
disponible pour les jeux de données de séries temporelles.
Mesure de similarité probabiliste. Les mesures des si-
milarités probabilistes n’exigent pas la connaissance de la
distribution des probabilités d’incertitude. De plus, elles
fournissent aux utilisateurs plus d’informations sur la fia-
bilité du résultat. Il existe plusieurs fonctions de simila-
rité probabiliste, comme MUNICH, PROUD, PROUDS ou
Corrélation Locale.
MUNICH [14]. Cette fonction de distance convient aux
séries temporelles incertaines représentées par le modèle
ensembliste. La probabilité que la distance entre deux sé-
ries temporelles incertaines X et Y soit inférieure à un seuil
ε est égale au nombre de distances entre X et Y, qui sont
inférieures à ε, sur le nombre possible de distances :
Pr(distance(X,Y )) ≤ ε = |{d ∈ dists(X,Y )|d ≤ ε}||dists(X,Y )| (5)
Le calcul de cette fonction de distance est très couteuse en
temps.
PROUD [15] Soient X =< X1, ..., Xn > et Y =<
Y1, ..., Yn > deux UTS modélisées par des séquences de




(Xi − Yi)2. D’après le théorème central li-
mite [16], la distribution cumulée approche asymptotique-
ment une loi normale






V ar[(Xi − Yi)2]) (6)
Une conséquence de cette caractéristique de la distance
PROUD est que le tableau de la loi réduite centrée normale
peut être utilisé pour calculer la probabilité que la distance
PROUD normalisée soit inférieure à un seuil :
Pr(d(X,Y )norm ≤ ε). (7)
Un inconvénient majeur de PROUD est son inadéquation
pour la comparaison de séries temporelles de petites lon-
gueurs comme les u-shapelets. En effet, le calcul de la pro-
babilité que la distance PROUD soit inférieure à une valeur
est basé sur l’hypothèse qu’elle suit asymptotiquement
une distribution normale. Ainsi, cette probabilité sera d’au-
tant plus précise que les séries temporelles comparées sont
longues (plus de 30 points de données).
PROUDS [12] est une version amélioré de PROUD qui
suppose que les variables aléatoires qui constituent la sé-
rie temporelle sont indépendantes et identiquement distri-
buées.
Definition 5 La forme normalisée d’une série tempo-
relle X =< X1, . . . , Xn > est définie par X̂ =<















(n− 1) . (8)
PROUDS définit la distance entre deux séries temporelles
normalisées X̂ =< X̂1...X̂n > and Ŷ =< Ŷ1...Ŷn >
(Définition 5) comme suit :




Pour les mêmes raisons que PROUD, PROUDS ne
conviennent pas à la comparaison de séries temporelles
courtes. Un autre inconvénient de PROUDS est qu’il sup-
pose que les variables aléatoires sont indépendantes : cette
hypothèse est forte et particulièrement inappropriée pour
des séries temporelles courtes comme les u-shapelets. Une
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hypothèse plus réaliste avec les séries temporelles serait de
considérer que les variables aléatoires constituant les sé-
ries temporelles sont M-dépendantes. Les variables aléa-
toires d’une série temporelle sont dites M-dépendantes si
Xi, Xi+1, ..., Xi+M sont dépendantes (corrélées) et les va-
riablesXi etXi+M+1 sont indépendantes. Cependant, sup-
poser que les variables aléatoires sont M-dépendantes com-
plexifie l’écriture de PROUDS et rend son utilisation plus
difficile car elle requiert dès lors d’affecter une valeur au
paramètre M.
Corrélation incertaine [7] : Les techniques d’analyse de
corrélation sont utiles pour la sélection de caractéristiques
dans des séries temporelles incertaines. Ces informations
permettent d’identifier les éléments redondants. La même
stratégie peut être utile pour la découverte de u-shapelet.
La corrélation incertaine est définie comme suit :
Definition 6 (Correlation sur les séries temporelles incer-
taines) Etant données deux UTS X =< X1, . . . , Xn > et





Où X̂i et Ŷi sont les formes normales de Xi et Yi (Défi-
nition 5) respectivement. Xi et Yi sont des variables aléa-
toires indépendantes et continues.
Si nous connaissons la distribution de probabilité des va-
riables aléatoires, il est possible de déterminer la fonction
de densité de probabilité associée à la corrélation, qui ser-
vira par la suite à calculer la probabilité que la corréla-
tion entre deux séries temporelles soit supérieure à un seuil
donné. La corrélation incertaine a cependant quelques in-
convénients :
— Il est trop sensible aux changements transitoires, ce
qui conduit souvent à des scores très fluctuants ;
— Il ne peut pas capturer les relations complexes dans
les séries temporelles ;
— Il faut connaître la fonction de distribution de pro-
babilité de l’incertitude ou faire une hypothèse sur
l’indépendance des variables aléatoires contenues
dans les séries temporelles.
En raison de tous ces inconvénients, la corrélation incer-
taine ne peut pas être utilisée en l’état pour la découverte
d’u-shapelet. Le paragraphe suivant présente une générali-
sation du coefficient de corrélation qui n’est pas une fonc-
tion de similarité incertaine mais qui reste intéressante pour
la découverte des u-shapelets.
Corrélation locale [17] : La corrélation locale est une
généralisation de la corrélation. Elle calcule un score de
corrélation évolutif dans le temps qui suit une similarité
locale sur des séries temporelles multivariées basées sur
une matrice d’auto-corrélation locale. La matrice d’auto-
corrélation permet de capturer des relations complexes
dans des séries temporelles comme l’oscillation clé (par
exemple, sinusoïdale) ainsi que les tendances apériodiques
(par exemple, à la hausse ou à la baisse) qui sont présentes.
L’utilisation de matrices d’auto-corrélation qui sont calcu-
lées sur la base de fenêtres se chevauchant permet de ré-
duire la sensibilité aux changements transitoires dans
les séries temporelles.
Definition 7 (Auto-covariance, fenêtre glissante) Étant
donnée une série temporelle X , un ensemble de fenêtre
glissante w, l’estimateur de la matrice d’autocorrelation
locale Γ̂t utilisant une fenêtre glissante est définie à l’ins-




xτ,w ⊗ xτ,w. (11)
Où xτ,ω est une sous-séquence de la série temporelle de
longueur w et commençant à τ , x⊗y = xyT est le produit
extérieur de x et y. L’ensemble d’échantillons de m fenêtres
est centré autour du temps t. Nous fixons généralement le
nombre de fenêtres à m = w.
Étant donnée les estimations Γ̂t(X) et Γ̂t(Y ) pour les
deux séries temporelles, la prochaine étape est de savoir
comment les comparer et extraire un score de corrélation.
Cet objectif est atteint en utilisant la décomposition spec-
trale ; les vecteurs propres des matrices d’auto-corrélations
capturent les principales tendances apériodiques et oscilla-
toires, même sur des séries temporelles courtes. Ainsi, les
sous-espaces couverts par les premiers (k) vecteurs propres
sont utilisés pour caractériser localement le comportement
de chaque série. La définition 8 formalise cette notion :
Definition 8 (LoCo score) Étant donnée deux séries tem-




(‖UTXuY ‖+ ‖UTY uX‖) (12)
Où UX et UY sont les k premiers vecteurs propres des ma-
trices d’auto-corrélation locales Γ̂t(X) et Γ̂t(Y ) respecti-
vement, et uX et uY sont les vecteurs propres ayant la plus
large valeur propre.
Intuitivement, deux séries temporelles X et Y seront consi-
dérées comme étant proches lorsque l’angle formé par l’es-
pace portant les informations de la série temporelle X et de
la série temporelle Y est nul. En d’autres termes, X et Y
seront proches lorsque la valeur de cos(α) sera 1. La seule
l’hypothèse faite pour le calcul de la similitude LoCo est
que la moyenne des points de la série temporelle est nulle.
Cette hypothèse peut facilement être vérifiée, il suffit pour
cela de normaliser les séries temporelles en cours de com-
paraison. La fonction de similarité LoCo a de nombreuses
propriétés intéressantes et ne nécessite pas :
— de connaître la distribution de probabilité de l’in-
certitude,
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— de supposer l’indépendance des variables aléatoires
ou de faire une hypothèse sur la longueur de l’u-
shapelet.
Elle est donc intéressante pour la découverte de motifs,
mais nous avons encore besoin d’une dissimilarité pour
pouvoir découvrir des u-shapelets. Dans le paragraphe sui-
vant, nous allons définir une fonction de dissimilarité qui
a les mêmes propriétés que LoCo et c’est-à-dire, qui est
robuste à la présence d’incertitude.
3 Notre approche
3.1 Fonction de dissimilarité
La fonction de similarité LoCo définie sur deux séries tem-
porelles multivariées X et Y correspond approximative-
ment à la valeur absolue du cosinus de l’angle formé par
les espaces propres de X et Y (|cos(α)|). Une idée simple
serait d’utiliser la valeur sin(α) ou α comme fonction de
dissimilarité mais cette approche ne fonctionne pas si bien ;
le sinus et l’angle ne sont pas assez discriminants pour la
comparaison de vecteurs propres à des fins de clustering.
Nous proposons donc la mesure de dissimilarité suivante
(Définition. 9).
Definition 9 (FOTS : Frobenius cOrrelation for uncertain
Time series u-Shapelet discovery)
Étant données deux séries X et Y , leur score FOTS est
défini par






(UX − UY )2ij (13)
où ‖‖F est la norme de Frobenius, m est la longueur de la
série temporelle et k est le nombre de vecteurs propres.
Comme le calcul FOTS est basé sur la comparaison des
k-premiers vecteurs propres des matrices d’autocorrélation
de la série temporelle, il a les mêmes propriétés souhai-
tables de la fonction de similarité LoCo, c’est-à-dire :
— Il permet de capturer des relations complexes
dans des séries temporelles comme les tendances
oscillatoires clés (par exemple, sinusoïdales) ainsi
que les tendances apériodiques (par exemple, à la
hausse ou à la baisse) qui sont présentes ;
— Il permet de réduire la sensibilité aux change-
ments transitoires dans les séries temporelles ;
— Il est approprié pour le comparison de séries tem-
porelles courtes.
De plus, la fonction de dissimilarité FOTS est robust à
la présence d’incertitude due à la décomposition spec-
trale des matrices d’autocorrélation des séries temporelles.
La robustesse du FOTS à l’incertitude est confirmée par le
théorème suivant :
Théorème 1 (HoffmanWielandt) [18] SiX etX+E sont
matrices n× n symétriques, alors :
n∑
i=1
(λi(X + E)− λi(X))2 ≤ ||E||2F . (14)
où λi(X) est la plus grande valeur propre de X , et
|||E|E||FF 2. est le carré de la norme Frobenius de E.
La section suivante explique comment le FOTS est intégré
dans l’algorithme de découverte d’u-shapelets.
3.2 Algorithme des u-shapelets avec score
FOTS
Dans cette section, nous ne définissons pas un nouvel
algorithme SUShapelet, mais nous expliquons comment
nous utilisons l’algorithme SUShapelet avec le score FOTS
(FOTS-SUSh) pour faire face à l’incertitude.
Le gap est un critère essentiel pour la sélection des u-
shapelets. Il est sujet à l’incertitude parce que son calcul
est basé sur la distance euclidienne. Pour y remédier, nous
proposons d’utiliser le score de FOTS au lieu d’une simple
distance euclidienne lors du calcul du gap. L’algorithme 1
explique comment calculer l’orderline en utilisant le score
de FOTS. L’algorithme 2 calcul l’orderline et trie les sé-
rie temporelles en fonction de leur proximité au u-shapelet
candidat (ligne 2 et 3). Un u-shapelet est considéré comme
étant présent dans une série temporelle si sa distance à la
série temporelle est inférieure ou égale à un seuil. Ainsi,
l’algorithme de sélection de seuil construit un cluster DA
dont la taille varie entre lb et ub (ligne 5). L’algorithme
cherche alors parmi les seuils sélectionnés celui ayant un
gap maximal (ligne 6 et 11).
Definition 10 La fonction de dissimilarité sdf(S, T )
entre une série temporelle T et une sous-séquence S est
le minimum des valeurs du score de FOTS entre la sous-
séquence S et toutes les sous-séquences possible de T de
longueur égales à S.
Algorithme 1 : ComputeOrderline
Input : u-shapeletCandidate : s,
Jeu de données : D
Output : Distance entre l’u-shapelet candidat et toutes
les séries temporelles du jeu de données
1 function ComputeOrderline(s, D)
2 dis← {} s← zNorm(s)
3 forall i ∈ {1, 2, . . . , |D|} do
4 ts← D(i, :)
5 dis(i)← sdf (s, ts)
6 return dis/|s|
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Algorithme 2 : ComputeGap
Input : u-shapeletCandidate : s,
Jeu de données : D,
lb, ub : lower/upper bound : nombre minimum et
maximum de séries temporelles par groupe
Output : gap : distance entre deux groupes
1 function ComputeGap(s, D, lb, ub)
2 dis← ComputeOrderline(s,D)
3 dis← sort(dis) gap← 0
4 for i← lb toub do
5 DA ← dis ≤ dis(i), DB ← dis > dis(i)
6 mA ← mean(DA), mB ← mean(DB)
7 sA ← std(DA), sB ← std(DB)
8 currGap← mB − sB − (mA + sA)




4.1 Classification non supervisée avec les u-
shapelets
Il existe de nombreuses façons de regrouper les séries
temporelles décrites par des u-shapelets. Dans cette expé-
rience, l’algorithme divise itérativement le jeu de données
à partir de chaque u-shapelet découvert : chaque u-shapelet
divise l’ensemble de données en deux groupes DA et DB .
Les séries temporelles qui appartiennent à DA sont celles
contenant le u-shapelet et sont ensuite supprimées du jeu
de données. Une nouvelle recherche de u-shapelet se pour-
suit avec le reste des données jusqu’à ce qu’il n’y ait plus
de séries temporelles dans le jeu de données ou jusqu’à
ce que l’algorithme ne soit plus capable de trouver d’u-
shapelet. En guise de critère d’arrêt, nous considérons la
baisse du gap. L’algorithme s’arrête lorsque le gap de l’u-
shapelet nouvellement trouvé devient la moitié du gap du
premier u-shapelet découvert. Cette approche est une mise
en oeuvre directe de la définition d’u-shapelet.
Choisir la longueur N des u-shapelet : Le choix de
la longueur de l’u-shapelet est guidé par la connaissance
du domaine d’application duquel provient les séries tempo-
relles. Dans le cadre de ces expériences, nous avons testé
tous les nombres entre 4 et la moitié de la longueur des
séries temporelles. Nous considérons comme longueur de
l’u-shapelet celle permettant de mieux regrouper les séries
temporelles.
Choisir la longueur w de la fenêtre : L’utilisation de
fenêtres qui se chevauchent pour le calcul de la matrice
d’auto-corrélation permet de capturer les oscillations pré-
sentes dans la série temporelle. Au cours de ces expé-
riences, nous considérons que la taille de la fenêtre est
égale à la moitié de la longueur de la forme en U.
Choisir le nombre k de vecteurs propres : Un choix
pratique est de fixer k à une petite valeur ; nous utilisons
k = 4 tout au long de ces expériences. En effet, les ten-
dances apériodiques clés sont capturées par un seul vec-
teurs propres, tandis que les principales tendances oscilla-
toires se manifestent dans une paire de vecteurs propres.
5 Métriques d’évalutation
Différentes mesures de la qualité de classification non su-
pervisée de séries temporelles ont été proposées, notam-
ment le score Jaccard, l’indice Rand, l’indice Folkes et l’in-
dice Mallow, etc. Cependant, dans notre cas, nous avons
des étiquettes de classe pour les jeux de données, nous
pouvons donc utiliser cette information externe pour éva-
luer la véritable qualité de la classification non supervisée
en utilisant l’indice Rand. De plus, l’indice Rand semble
être la mesure de la qualité des groupes couramment utili-
sée [8–10].
5.1 Comparaison avec u-shapelet
De même que [11], nous avons testé notre méthode sur
17 jeux de données du monde réel provenant des archives
UCR [19] représentant un large éventail de domaines d’ap-
plication. Les ensembles de d’apprentissage et de test ont
été réunis pour obtenir des jeux de données plus impor-
tants. Le tableau 1 présente des informations détaillées sur
les ensembles de données testés.
Data-set Size of Length No. of Type
dataset Classes
50words 905 270 50 IMAGE
Adiac 781 176 37 IMAGE
Beef 60 470 5 SPECTRO
Car 120 577 4 SENSOR
CBF 930 128 3 SIMULATED
Coffee 56 286 2 SPECTRO
ECG200 200 96 2 ECG
FaceFour 112 350 4 IMAGE
FISH 350 463 7 IMAGE
Gun_Point 200 150 2 MOTION
Lighting2 121 637 2 SENSOR
Lighting7 143 319 7 SENSOR
OliveOil 60 570 4 SPECTRO
OSULeaf 442 427 6 IMAGE
SwedishLeaf 1125 128 15 IMAGE
synthetic_control 600 60 6 SIMULATED
FaceAll 2250 131 14 IMAGE
TABLE 1 – Jeux de données
Le tableau 2 présente une comparaison entre les deux algo-
rithmes.
5.2 Comparaison avec k-shape et USLM
k-Shape et USLM sont deux algorithmes de clustering ba-
sés sur les u-shapelets pour les séries temporelles présen-
tées dans [10]. Dans cette section, nous comparons l’indice




















TABLE 2 – Comparison du Rand Index de SUSH (RI_SUSh) et
de FOTS-SUSh (RI_FOTS). Le meilleur Rand Index est en gras
k-Shape et USLM sur 5 jeux de données 1 (Tableau 3). Les
résultats de k-Shape et USLM ont été précédemment rap-
portés dans [10]. Cette comparaison montre qu’en général,
FOTS-UShapelet donne de meilleurs résultats que k-Shape
et USLM.
TABLE 3 – Comparison entre k-Shape, USLM et FOTS-
UShapelet
Rand
Index k-Shape USLM FOTS-UShapelet
CBF 0.74 1 0.909
ECG200 0.70 0.76 0.866
Fac.F. 0.64 0.79 0.910
Lig2 0.65 0.80 0.911
Lig.7 0.74 0.79 0.910
OSU L. 0.66 0.82 0.905
5.3 Discussion
L’utilisation du score FOTS associé à l’algorithme de SU-
Shapelet fait qu’il est possible de découvrir d’autres u-
shapelets que ceux trouvés par la distance Euclidienne.
Le FOTS-SUSh améliore les résultats de la classification
des séries temporelles parce que le score FOTS prend en
compte les propriétés intrinsèques de la série temporelle et
est robuste à la présence d’incertitude. Cette amélioration
est particulièrement significative lorsque le score FOTS est
utilisé pour la classification non supervisée de séries tem-
porelles contenant plusieurs petites oscillations. En effet,
ces oscillations ne sont pas capturées par la distance eucli-
dienne mais par le score FOTS dont le calcul est basé sur
1. Nous considérons 5 jeux de données car se sont les jeux de données
pour lesquels nous avons les résultats des algorithmes k-shape et USLM.
la matrice d’autocorrélation. Cette observation est illustrée
par le résultat obtenu sur jeu de données SwedishLeaf.
Analyse de la complexité en temps. ED peut être cal-
culé en O(n) et le score FOTS est calculé en O(nω),≤
ω ≤ ω ≤≤ 3 en raison de la complexité temporelle des
décompositions des vecteurs propres [20]. Le calcul du
score FOTS est alors plus coûteux que celui de ED. Ce-
pendant, son utilisation reste pertinente pour la recherche
d’ u-shapelets, car ils sont souvent de petite taille.
6 Conclusion et perspective
Le but de ce travail était de découvrir des u-shapelets
sur des séries temporelles incertaines. Pour répondre à
cette question, nous avons proposé un score de dissimila-
rité (FOTS) adapté à la comparaison de séries temporelles
courtes, dont le calcul est basé sur la comparaison du vec-
teurs propres des matrices d’autocorrélation des séries tem-
porelles. Ce score est robuste à la présence d’incertitude, il
n’est pas très sensible aux changements transitoires, et il
permet de capturer des relations complexes entre des sé-
ries temporelles telles que les oscillations et les tendances.
Le score FOTS a été utilisé avec l’algorithme Scalable Un-
supervised Shapelet Discovery pour la classification non
supervisée de 17 jeux de données de la littérature et a mon-
tré une amélioration de la qualité du regroupement évalué
à l’aide de l’indice Rand. En combinant les avantages de
l’algorithme des u-shapelets, qui réduit les effets néfastes
de l’incertitude, et les avantages du score FOTS, qui est
robuste à la présence de l’incertitude, ce travail définit un
cadre original pour la classification non supervisée de sé-
ries temporelles incertaines. Dans la perspective de ce tra-
vail, nous prévoyons d’utiliser le score FOTS pour la clas-
sification non supervisée floue de séries temporelles incer-
taines.
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Résumé
Dans le cas du problème de l’apprentissage multi-
instances (MI) pour les séquences, les données d’appren-
tissage consistent en un ensemble de sacs où chaque sac
contient un ensemble d’instances/séquences. Dans cer-
taines applications du monde réel, comme la bioinforma-
tique, comparer un couple aléatoire de séquences n’a au-
cun sens. En fait, chaque instance de chaque sac peut avoir
une relation structurelle et/ou fonctionnelle avec d’autres
instances dans d’autres sacs. Ainsi, la tâche de classifica-
tion doit prendre en compte la relation entre les instances
sémantiquement liées à travers les sacs. Dans cet article,
nous présentons ABClass, une nouvelle approche de clas-
sification MI des séquences. Chaque séquence est repré-
sentée par un vecteur d’attributs extraits à partir de l’en-
semble des instances qui lui sont liées. Pour chaque sé-
quence du sac à prédire, un classifieur discriminant est
appliqué afin de calculer un résultat de classification par-
tiel. Ensuite, une méthode d’agrégation est appliquée afin
de générer le résultat final. Nous avons appliqué ABClass
pour résoudre le problème de la prédiction de la résistance
aux rayonnements ionisants (RRI) chez les bactéries. Les
résultats expérimentaux sont satisfaisants.
Mots clés
apprentissage multi-instances, séquences protéiques, pré-
diction de la résistance aux rayonnements ionisants chez
les bactéries
Abstract
In Multiple Instance Learning (MIL) problem for sequence
data, the learning data consist of a set of bags where each
bag contains a set of instances/sequences. In some real
world applications such as bioinformatics comparing a
random couple of sequences makes no sense. In fact, each
instance of each bag may have structural and/or functio-
nal relationship with other instances in other bags. Thus,
the classification task should take into account the relation
between semantically related instances across bags. In this
paper, we present ABClass, a novel MIL approach for se-
quence data classification. Each sequence is represented
by one vector of attributes extracted from the set of rela-
ted instances. For each sequence of the unknown bag, a
discriminative classifier is applied in order to compute a
partial classification result. Then, an aggregation method
is applied in order to generate the final result. We applied
ABClass to solve the problem of bacterial Ionizing Radia-
tion Resistance (IRR) prediction. The experimental results
were satisfactory.
Keywords
multiple instance learning, protein sequences, prediction of
bacterial ionizing radiation resistance
1 Introduction
L’apprentissage multi-instances (MI) est une variante des
méthodes d’apprentissage classiques qui peut être utilisée
pour résoudre des problèmes dans lesquels les étiquettes
sont affectées à des sacs, c’est-à-dire un ensemble d’ins-
tances, plutôt que des instances individuelles. Une hypo-
thèse majeure de la plupart des méthodes d’apprentissage
MI existantes est que chaque sac contient un ensemble
d’instances qui sont distribuées indépendamment. De nom-
breuses applications du monde réel telles que la bioin-
formatique, la fouille de sites Web et la fouille de textes
doivent traiter des données séquentielles (données sous
forme de séquences). Lorsque le problème abordé peut
être formulé comme un problème MI, chaque instance de
chaque sac peut avoir une relation structurelle et/ou fonc-
tionnelle avec d’autres instances dans d’autres sacs. Le pro-
blème que nous voulons résoudre dans ce travail est le
problème d’apprentissage MI pour les séquences qui pré-
sentent des relations / dépendances à travers les sacs.
Ce travail a été initialement proposé pour résoudre le
problème de la prédiction de la résistance aux rayonne-
ments ionisants (RRI) chez les bactéries [21] [4]. L’ob-
jectif est d’apprendre un classifieur qui classe une bacté-
rie soit comme bactérie résistante aux radiations ionisantes
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(BRRI) soit comme bactérie sensible aux radiations ioni-
santes (BSRI). Les BRRI sont importantes en biotechno-
logie. Elles pourraient être utilisées pour la bioremédiation
de déchets radioactifs et dans l’industrie thérapeutique [5]
[10]. Cependant, un nombre limité de travaux d’appren-
tissage automatique a été proposé pour résoucre le pro-
blème de la prédiction de la RRI chez les bactéries. Ce pro-
blème pourrait être formalisé en tant que problème d’ap-
prentissage MI : chaque bactérie est représentée par un en-
semble de séquences protéiques. Les bactéries représentent
les sacs et les séquences protéiques représentent les ins-
tances. En particulier, le contenu de chaque séquence pro-
téique peut être différent d’une bactérie à une autre, par
exemple, chaque sac contient la protéine appelée endonu-
cléase III, mais elle est exprimée différemment d’un sac à
un autre : il s’agit de protéines orthologues [7]. Afin d’ap-
prendre l’étiquette d’une bactérie inconnue, comparer un
couple aléatoire de séquences n’a pas de sens, il est plutôt
préférable de comparer les séquences protéiques qui ont
une relation/dépendance fonctionnelle : les protéines or-
thologues. Ce travail traite donc le problème d’apprentis-
sage MI ayant les trois critères suivants : (1) les instances
à l’intérieur des sacs sont des séquences, nous devons donc
traiter le format de la représentation des données, (2) les
instances peuvent avoir des dépendances entre les sacs et
(3) toutes les instances à l’intérieur d’un sac contribuent à
définir l’étiquette du sac.
L’hypothèse standard de l’apprentissage MI indique qu’un
sac est positif si au moins une de ses instances est positive
alors que dans chaque sac négatif toutes les instances sont
négatives [6]. Ceci n’est pas garanti dans certains domaines
donc des hypothèses alternatives ont été proposées [9]. Par-
ticulièrement, l’hypothèse standard n’est pas adaptée au
problème relatif à la RRI car une instance positive n’est pas
suffisante pour classer un sac comme positif. Nous optons
plutôt à l’hypothèse collective [2] [9] : toutes les instances
contribuent à la définition de l’étiquette du sac.
Nous proposons dans ce travail une formalisation du pro-
blème de l’apprentissage MI pour les séquences. Nous
présentons aussi une approche naïve et une nouvelle ap-
proche appelée ABClass. ABClass effectue d’abord une
étape de prétraitement des séquences en entrée qui consiste
à extraire des motifs à partir de chaque ensemble de sé-
quences liées. Ces motifs seront utilisés comme attributs
pour construire une matrice binaire pour chaque ensemble
où chaque ligne correspond à une séquence. Ensuite, un
classifieur discriminant est appliqué aux séquences d’un
sac inconnu afin de prédire son étiquette. Nous décrivons
l’algorithme de notre approche et nous présentons une
étude expérimentale en l’appliquant au problème de la pré-
diction de la RRI chez les bactéries .
Le reste de cet article est organisé comme suit. La section
2 définit le problème de l’apprentissage MI pour les sé-
quences. Dans la section 3, nous présentons un aperçu de
quelques travaux relatifs aux problèmes MI. Dans la sec-
tion 4, nous décrivons l’approche que nous proposons pour
la classification MI des séquences ayant des dépendances
à travers les sacs. Dans la section 5, nous décrivons notre
environnement expérimental et nous discutons les résultats
obtenus.
2 Contexte
Dans cette section, nous présentons les notions de base re-
latives à l’apprentissage MI pour les séquences. Nous dé-
crivons d’abord la terminologie et la formulation de notre
problème. Ensuite, nous présentons un cas d’utilisation
simple qui sert d’exemple illustratif tout au long de ce do-
cument.
2.1 Formulation du problème
Une séquence est une liste ordonnée d’évènements. Un
évènement peut être représenté comme une valeur sym-
bolique, une valeur numérique, un vecteur de valeurs ou
un type de données complexe [19]. Il existe de nombreux
types de séquences comme les séquences symboliques, les
séries temporelles simples et les séries temporelles multi-
variées [19]. Dans notre travail, nous nous intéressons aux
séquences symboliques puisque les séquences protéiques
sont décrites à l’aide de symboles (acides aminés). On note
Σ l’alphabet défini par un ensemble fini de caractères ou
de symboles. Une séquence symbolique simple est donc
définie comme une liste ordonnée de symboles de Σ.
Soit BD une base de données d’apprentissage qui contient
un ensemble de n sacs étiquetés : BD = {(Bi, Yi), i =
1, 2 . . . , n} où Yi = {−1, 1} est l’étiquette du sac Bi. Les
instances de Bi sont des séquences et sont notées Bij . For-
mellement Bi = {Bij , j = 1, 2 . . . ,mBi}, où mBi est
le nombre total d’instances dans le sac Bi. Nous notons
que les sacs ne contiennent pas nécessairement le même
nombre d’instances. Le problème étudié dans ce travail
consiste à apprendre un classifieur MI à partir de BD.
Étant donné un sac inconnu Q = {Qk, k = 1, 2 . . . , q},
où q est le nombre total d’instances dans Q, le classifieur
doit utiliser les séquences dans ce sac et celles dans chaque
sac de BD afin de prédire l’étiquette de Q.
Nous notons qu’il existe une relation notée < qui relie les
instances à travers les différents sacs. Elle est définie en
fonction du domaine d’application. Pour représenter cette
relation, nous optons pour une représentation à base d’in-
dice. Nous notons que cette notation ne signifie pas que les
instances sont ordonnées. En fait, une étape de prétraite-
ment attribue un indice aux instances de chaque sac selon
la façon suivante : chaque instance Bij d’un sac Bi est re-
liée par < à l’instance Bhj d’un autre sac Bh dans BD.
Une instance peut ne pas avoir d’instances correspondantes
dans certains sacs, c’est-à-dire qu’une séquence est liée à
zéro ou une séquence par sac. La relation < pourrait être
généralisée pour traiter les problèmes où chaque instance a
plus d’une instance cible par sac. La notation d’indice telle




Afin d’illustrer notre approche, nous nous appuyons
sur l’exemple suivant. Soit Σ = {A,B, . . . , Z}
un alphabet. Soit BD = {(B1,+1), (B2,+1),
(B3,−1), (B4,−1), (B5,−1)} une base d’apprentis-
sage contenant 5 sacs (B1 et B2 sont des sacs positifs,
B3, B4 et B5 sont des sacs négatifs). Initialement, les sacs
contiennent les séquences suivantes :
B1 = {ABMSCD, EFNOGH, RUVR}
B2 ={CCGHDDEF, EABZQCD}
B3 = {GHWMY, ACDXYZ}
B4 ={ABIJYZ, KLSSO, EFYRTAB}
B5 ={EFFVGH, KLSNAB}
Nous utilisons d’abord la relation inter-sacs < pour




























Le but ici est de prédire l’étiquette d’un sac inconnu Q =









Plusieurs algorithmes d’apprentissage MI ont été propo-
sés incluant Diverse Density (DD) [15], MI-SVM [3],
Citation-kNN [18] et MILKDE [8]. Un état de l’art des
approches d’apprentissage MI avec une étude comparative
pourrait être trouvé dans [1] et [2].
L’idée principale de l’approche DD [15] est de trouver les
points qui sont proches d’au moins une instance de chaque
sac positif et qui sont loin des instances des sacs négatifs.
On cherche ensuite le point optimal selon une mesure dé-
finie par les auteurs et qui porte le même nom que l’algo-
rithme. Cette mesure prend en considération le nombre de
sacs positifs ayant des instances proches du point en ques-
tion et la distance entre ce point et les instances négatives.
L’approche MI-SVM [3] est une adaptation des machines à
vecteurs de support au problème d’apprentissage MI. Elle
reformule la maximisation de la marge des sacs en prenant
en considération les contraintes du MI. Pour un sac posi-
tif, seule l’instance ayant la plus grande marge a un im-
pact sur l’apprentissage. Les autres instances sont ignorées.
MISMO utilise l’algorithme SMO [16] basé sur l’appren-
tissage par machines à vecteurs de support en conjonction
avec un noyau MI [11]. L’algorithme Citation-kNN [18] est
basé sur la règle des plus proches voisins et sur le concept
de citation et de référence. Un sac est étiqueté non seule-
ment selon ses voisins (les références), mais aussi selon les
sacs qui le reconnaissent comme leur voisin (les citeurs).
Dans [8], les auteurs présentent l’algorithme MILKDE qui
se base sur l’identification des instances les plus représen-
tatives dans chaque sac positif en utilisant un calcul de vrai-
semblance. Dans [20], les auteurs traitent l’apprentissage
MI sur des données structurées. Ils décrivent trois scéna-
rios des relations existantes entre les données : I-MILSD
où les relations sont disponibles au niveau des instances,
B-MILSD où les relations sont au niveau des sacs et BI-
MILSD où les relations sont disponibles au niveau des ins-
tances et des sacs.
L’application des algorithmes MI présentés ci-dessus sur
des sacs de séquences entraîne deux problèmes. Le pre-
mier problème réside dans la représentation des données
à traiter. Elles sont représentées dans un format attribut-
valeur. Dans le cas des séquences, la technique la plus uti-
lisée pour transformer les données en un format attribut-
valeur consiste à extraire des motifs qui servent comme at-
tributs. Nous notons que trouver une description uniforme
de toutes les instances en utilisant un ensemble de motifs
n’est pas toujours une tâche facile. En apprentissage MI,
cela pourrait conduire à une matrice énorme et creuse. Par
exemple, dans [3], l’évaluation empirique est effectuée sur
la base de données TREC9 pour la catégorisation des do-
cuments. Les termes sont utilisés pour présenter le texte.
On obtient alors une matrice creuse et de grande dimen-
sion . Dans [17] et [20], un ensemble de séquences pro-
téiques a été utilisé dans l’évaluation empirique. L’objec-
tif est d’identifier les protéines dites Trx-fold. Chaque sé-
quence est considérée comme un sac et certaines de ses
sous-séquences sont considérées comme des instances. Ces
sous-séquences sont alignées et représentées en utilsant 8
attributs numériques [13] [17]. Le deuxième problème avec
les algorithmes présentés est qu’ils ne traitent pas les rela-
tions inter-sacs qui peuvent exister entre les instances, à
l’exception des algorithmes dans [20]. Dans [20], le score
d’alignement est utilisé pour identifier les relations entre
les protéines : si le score entre une paire de protéines dé-
passe 25, alors les auteurs considèrent qu’il existe un lien
entre elles. Seul l’algorithme B-MILSD qui traite l’infor-
mation au niveau du sac a été utilisé dans l’étude expé-
rimentale. Dans un travail antérieur, nous avons proposé
l’algorithme MIL-ALIGN [4] qui traite le problème de la
prédiction de la RRI chez les bactéries. Il utilise une tech-
nique d’alignement pour discriminer les séquences puis ap-
plique une méthode d’agrégation pour générer le résultat de
prédiction final. Dans ABClass, nous représentons les sé-
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quences en utilisant un format attribut-valeur qui prend en
compte les dépendances entre les instances liées à travers
les sacs.
4 Approches d’apprentissage MI
pour les séquences
Dans cette section, nous présentons d’abord l’approche
naïve pour traiter le problème de l’apprentissage MI pour
les séquences ayant des relations à travers les sacs. Ensuite,
nous présentons notre approche nommée ABClass.
4.1 Approche MI naïve pour les séquences
La méthode la plus simple qu’on peut utiliser pour résoudre
le problème de l’apprentissage MI pour les séquences est
d’utiliser des classifieurs MI standards. Cependant, les al-
gorithmes MI couramment utilisés nécessitent une des-
cription en format attribut-valeur uniforme pour toutes les
instances des différents sacs. L’approche naïve contient
deux étapes. La première est une étape de prétraitement
qui transforme l’ensemble des séquences en une matrice
attribut-valeur où chaque ligne correspond à une séquence
et chaque colonne correspond à un attribut. La deuxième
étape consiste à appliquer un classifieur MI existant. La
Figure 1 illustre l’approche naïve pour l’apprentissage MI
pour les séquences. La technique la plus utilisée pour trans-
former les séquences en un format attribut-valeur consiste
à extraire des motifs qui seront utilisés comme attributs.
Nous notons que trouver une description uniforme de
toutes les instances utilisant un ensemble de motifs n’est
pas toujours une tâche facile. Puisque notre approche naïve
prend en compte les relations entre les instances à travers
les sacs, l’étape de prétraitement extrait les motifs à partir
de chaque ensemble d’instances reliées. L’union de ces mo-
tifs est ensuite utilisée comme attributs pour construire une
matrice attribut-valeur où chaque ligne correspond à une
séquence. La présence ou l’absence d’un attribut dans une
séquence est notée respectivement par 1 ou 0. Il est utile de
mentionner que seul un sous-ensemble des attributs utili-
sés est représentatif pour chaque séquence. Par conséquent,
nous pouvons avoir une grande matrice creuse.
Nous appliquons l’approche naïve sur notre exemple
illustratif. Nous supposons que les attributs sont
des sous-séquences (longueur minimale = 2) qui
se trouvent au moins dans deux instances. Soit
listeMotifs1 = {AB,CD, Y Z} la liste des motifs
extraits à partir des instances {Bi1, i = 1, . . . , 4}.
listeMotifs2 = {EF,GH} est la liste des mo-
tifs extraits à partir de {Bi2, i = 1, . . . , 5} et
listeMotifs3 = {KL} est la liste des motifs ex-
traits à partir de {Bi3, i ∈ {1, 4, 5}}. L’union de
listeMotifs1, listeMotifs2 et listeMotifs3 produit la
liste listeMotifs = {AB,CD, Y Z,EF,GH,KL}. Afin
de coder les séquences de la base d’apprentissage, nous






1 1 0 0 0 0 | 0 0 0 1 1 0 | 0 0 0 0 0 0 B1
1 1 0 0 0 0 | 0 0 0 1 1 0 | − − − − − − B2
0 1 1 0 0 0 | 0 0 0 0 1 0 | − − − − − − B3
1 0 1 0 0 0 | 1 0 0 1 0 0 | 0 0 0 0 0 1 B4
− − − − − − | 0 0 0 1 1 0 | 1 0 0 0 0 1 B5
Le taux d’éparsité de M est 77.2%.
4.2 Approche proposée : ABClass
Afin d’éviter l’utilisation d’un grand vecteur d’attributs
pour décrire les séquences, nous présentons ABClass (pour
Across Bag Sequences Classification), une nouvelle ap-
proche qui prend en compte les relations entre les instances
à travers les sacs. La Figure 2 illustre le principe de AB-
Class. Durant la phase d’apprentissage, chaque ensemble
d’instances reliées sera représenté par son propre vecteur
de motifs. Cela réduit le nombre d’attributs qui ne sont pas
représentatifs de la séquence traitée. En appliquant un clas-
sifieur classique (mono-instance) sur chaque vecteur d’at-
tributs, un modèle de classification est construit. Durant la
phase de prédiction, des résultats de prédiction partiels sont
produits pour chaque instance du sac inconnu. Ces résul-
tats sont ensuite agrégés pour avoir le résultat final. Lors
de l’exécution de l’algorithme, nous allons utiliser les va-
riables suivantes :
— Une matrice M pour stocker les données codées de
la base d’apprentissage.
— Un vecteur QV pour stocker les données codées du
sac à prédire.
— Un vecteur PV pour stocker les résultats de prédic-
tion partiels.
ABClass est décrit dans l’Algorithme 1. La fonction Sé-
qLiéesEntreSacs regroupe les instances liées à travers les
sacs dans des listes. Informellement, les principales étapes
de l’algorithme ABClass sont les suivantes :
1. Pour chaque séquence Qk du sac inconnu Q, les
instances reliées à travers les sacs sont regroupées
dans une liste (lignes 1 et 2).
2. L’algorithme extrait des motifs de la liste des ins-
tances regroupées. Ces motifs sont utilisés pour co-
der les instances afin de créer un modèle discrimi-
nant (lignes 3 à 5).
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FIGURE 1 – Vue d’ensemble de l’approche MI naïve.
3. ABClass utilise les motifs extraits pour représenter
l’instance Qk du sac inconnu dans un vecteur QVk,
puis le compare avec le modèle correspondant. Le
résultat de la comparaison est stocké dans le k ime
élément du vecteur PV (lignes 6 et 7).
4. Une méthode d’agrégation est appliquée à PV pour
calculer le résultat final P (ligne 9) qui consiste en
une étiquette positive ou négative.
Algorithm 1 L’algorithme ABClass
Entrée: Base d’apprentissage BD = {(Bi, Yi)|i =
1, 2, . . . , n} , Sac inconnu Q = {Qk|k = 1, 2, . . . , q}
Sortie: Résultat de prédiction P
1: Pour chaque Qk ∈ Q Faire
2: listeSéqLiéesk ← SéqLiéesEntreSacs(k,DB)
3: listeMotifsk ←
extraireMotifs(listeSéqLiéesk)
4: Mk ← coderDonnées(listeMotifsk, listeSéqLiéesk)
5: Modèlek ← générerModèle(Mk)
6: QVk ← coderDonnées(listeMotifsk, Qk)
7: PVk ← appliquerModèle(QVk,Modèlek)
8: Fin
9: P ← Agrégation(PV )
10: Retourner P
Nous appliquons l’approche ABClass sur notre exemple
illustratif. Puisque le sac à prédire contient 3 instances Q1,
Q2 et Q3, nous avons besoin de 3 itérations suivies d’une
étape d’agrégation.
Itération 1 : L’algorithme regroupe l’ensemble des ins-
tances reliées et extrait les motifs correspondants.
listeSéqLiées1 = {B11, B21, B31, B41}
listeMotifs1 = {AB,CD, Y Z}
Ensuite, il génère la matrice attribut-valeur M1 décrivant
les séquences liées à Q1 .
M1 =




1 1 0 B11
1 1 0 B21
0 1 1 B31
1 0 1 B41
Le pourcentage d’éparsité de la matrice M1 est réduit à
33% car il n’est pas nécessaire d’utiliser les motifs extraits
des instances {Bi2, i = 1, .., 5} et {Bi3, i ∈ {1, 4, 5}}
pour décrire les instances {Bi1, i = 1, .., 4}. Un modèle
est ensuite créé en utilisant les données codées et un vec-









En appliquant le modèle au vecteur QV1, on obtient le pre-
mier résultat de prédiction partiel et on le stocke dans le
vecteur PV .
PV1 ← appliquerModèle(QV1,Modèle1)
Itération 2 : La deuxième itération concerne la deuxième
instanceQ2 du sac à prédire. Nous appliquons les mêmes
instructions que celles décrites dans la première itération.
listeSéqLiées2 = {B21, B22, B32, B42, B52}
listeMotifs2 = {EF,GH}
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Itération 3 : Seuls les sacs B1, B4 et B5 ont des instances
reliées à Q3.












L’étape d’agrégation est finalement utilisée pour générer la
décision finale de prédiction en utilisant les résultats par-
tiels. Nous optons pour le vote majoritaire.
5 Etude expérimentale
Nous appliquons ABClass et l’approche naïve au problème
de la prédiction de la RRI chez les bactéries qui peut être
formulé comme un problème MI pour séquences. Les bac-
téries représentent les sacs et la structure primaire des pro-
téines de réparation de l’ADN représentent les séquences.
Une bactérie inconnue est classée comme BRRI ou BSRI.
Pour nos tests, nous avons utilisé la base de données dé-
crite dans [4]. Cet ensemble de données comprend 28 sacs
(14 BRRI et 14 BSRI). Chaque bactérie/sac contient 25 à
31 instances qui correspondent aux protéines. Nous avons
utilisé des classifieurs implémentés dans l’outil de fouille
de données WEKA [12] afin de tester les approches propo-
sées.
5.1 Protocole expérimental
Nous utilisons la technique d’évaluation Leave-One-Out
(LOO) dans nos expérimentations. Afin d’évaluer l’ap-
proche naïve et l’approche ABClass, nous codons d’abord
les séquences protéiques de chaque sac en utilisant un en-
semble de motifs générés par une méthode d’extraction
de motifs existante. Nous utilisons la méthode DMS [14]
pour l’extraction des motifs. DMS permet de construire des
motifs pouvant discriminer une famille de protéines d’une
autre. Elle identifie d’abord les motifs dans les séquences
protéiques. Ensuite, les motifs extraits sont filtrés afin de ne
conserver que les motifs discriminants et minimaux. Une
sous-chaîne est considérée comme discriminante entre la
famille F et les autres familles si elle apparaît dans F signi-
ficativement plus que dans les autres familles. DMS extrait
des motifs selon deux seuils α et β où α est le taux mi-
nimum d’occurrences des motifs dans les séquences d’une
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TABLE 1 – Éparsité de la matrice attribut-valeur utilisée
dans l’approche naïve.
Paramètre d’extraction Nombre total Éparsité





famille F et β est le taux maximum d’occurrences des mo-
tifs dans toutes les séquences sauf celles de la famille F .
Dans ce qui suit, nous présentons les paramètres d’extrac-
tion des motifs utilisés en fonction des valeurs de α et β :
— Le paramètre S1 : (α = 1 et β = 0.5) : pour ex-
traire des motifs fréquents avec une discrimination
moyenne.
— Le paramètre S2 : (α = 1 et β = 1) : pour extraire
des motifs fréquents et non discriminants.
— Le paramètre S3 : (α = 0.5 et β = 1) : pour
extraire des motifs non discriminants avec des fré-
quences moyennes.
— Le paramètre S4 : (α = 0 et β = 1) : pour extraire
des motifs non fréquents et non discriminants.
— Le paramètre S5 : (α = 1 et β = 0) : pour extraire
des motifs fréquents et strictement discriminants.
5.2 Résultats
La Table 1 représente pour chaque paramètre d’extraction
le nombre de motifs (longueur minimale = 3) extraits à par-
tir de chaque ensemble de séquences de protéines ortho-
logues. Pour le paramètre S5 (α = 1 et β = 0), aucun
motif fréquent et strictement discriminant n’a été trouvé
pour la plupart des protéines. C’est pourquoi nous n’al-
lons pas utiliser ces valeurs de α et β pour le reste des
expérimentations. Nous notons que le nombre de motifs ex-
traits augmente pour les valeurs élevées de β et les valeurs
faibles de α. Comme présenté dans la Table 1, le nombre
de motifs non fréquents et non discriminants est très élevé.
Afin de coder les données dans l’approche naïve, on uti-
lise l’union des motifs comme attributs. Par conséquent, la
matrice attribut-valeur est grande et creuse. Nous montrons
dans la Table 1 le taux d’éparsité de la matrice qui mesure
le pourcentage des éléments nuls par rapport au nombre
total des éléments. L’éparsité est généralement proportion-
nelle au nombre de motifs utilisés. Par exemple, Elle va de
73.9% avec 671 motifs à 91.1% avec 8077 motifs.
La Figure 3 montre les taux de bonne classification obte-
nus en appliquant l’approche naïve et l’approche ABClass.
Elle montre l’impact de l’ensemble des motifs utilisés dans
l’étape de prétraitement sur les résultats de prédiction. Par
exemple, en utilisant le classifieur MISVM, la précision
varie de 53.5% à 78.5%. Bien que les motifs extraits en
utilisant le paramètre S1 soient discriminants, l’approche
naïve ne fournit pas globalement de bons résultats pour ce
paramètre. La raison pourrait être que le nombre de motifs
discriminants pour certaines protéines est très faible (limité
à 10 motifs au maximum). En utilisant l’approche naïve, le
meilleur résultat est fourni par le classifieur MISMO.Les
résultats des autres classifieurs MI dépendent des motifs
utilisés. La plupart d’entre eux fournissent un bon résultat
en utilisant le paramètre S3 (motifs non discriminants avec
une fréquence moyenne). Le nombre de motifs extraits par
protéine en utilisant ce paramètre est compris entre 228 et
1505. Ce nombre de motifs est acceptable pour coder une
séquence protéique.
L’approche ABClass fournit globalement de bons résultats
puisque le taux de bonne classification le plus faible est
89.2%. Cela montre que notre approche est efficace. Le
meilleur résultat est atteint en utilisant le classifieur J48
et les paramètres d’extraction de motifs S3 et S4. En utili-
sant ces deux paramètres, un grand nombre de motifs non
discriminants est extrait. La Table 2 représente le taux des
modèles de classification qui contribuent à prédire la bonne
classe de chaque bactérie en utilisant l’approche ABClass.
Nous présentons ce taux pour les deux paramètres d’ex-
traction de motifs qui fournissent les meilleurs résultats,
à savoir S3 et S4. Le taux des modèles réussis pour B1,
B11 et B15 est marqué en gras parce que ces trois bactéries
génèrent toujours des taux faibles comparés au taux des
autres bactéries. Nous notons que les résultats sont simi-
laires à ceux trouvés dans [4]. Ces résultats peuvent aider
à comprendre certaines caractéristiques des bactéries étu-
diées. En particulier M. radiotolerans (B11) et B. abortus
(B15) présentent les taux les plus bas. Une explication bio-
logique possible est fournie dans [4] et [21].
6 Conclusion
Dans cet article, nous avons abordé le problème d’appren-
tissage MI dans le cas où les instances sont des séquences.
Nous nous sommes concentrés sur les données qui pré-
sentent des dépendances entre les instances des différents
sacs. Nous avons décrit notre nouvelle approche nommée
ABClass et nous l’avons appliquée au problème de la pré-
diction de la RRI chez les bactéries. Dans l’étude expéri-
mentale, nous avons montré que l’approche proposée est
efficace. Dans le futur travail, nous étudierons comment
utiliser la connaissance du domaine afin d’améliorer l’ef-
ficacité de notre algorithme. Nous voulons spécifiquement
définir des poids pour les séquences dans la phase d’ap-
prentissage en utilisant la connaissance du domaine.
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FIGURE 3 – Résultats de la classification en utilisant l’approche naïve et l’approche ABClass.
TABLE 2 – Taux des modèles de classification réussis en utilisant l’approche ABClass et la méthode d’évaluation LOO
ID de la bactérie paramètre d’extraction des motifs S3 paramètre d’extraction des motifs S4SMO J48 Naive Bayes SMO J48 Naive Bayes
B1 44 60 36 60 64 68
B2 100 100 100 100 100 100
B3 100 90.3 100 100 90.3 100
B4 100 96.6 100 100 93.3 100
B5 100 90 100 100 90 100
B6 100 83.3 100 100 83.3 100
B7 100 93.5 100 100 93.5 100
B8 96.5 96.5 96.5 100 93.1 100
B9 100 84 100 100 84 100
B10 100 82.1 92.8 100 82.1 100
B11 17.8 50 17.8 21.4 50 35.7
B12 100 92.8 96.4 100 92.8 100
B13 88.8 66.6 70.3 88.8 66.6 77.7
B14 90 73.3 100 93.3 70 96.6
B15 3.5 32.1 35.7 0 32.1 14.2
B16 100 96.6 96.6 100 96.6 100
B17 96.2 96.2 96.2 96.2 96.2 96.2
B18 100 100 100 100 100 100
B19 100 100 100 100 100 100
B20 89.6 62 96.5 82.7 62 86.2
B21 96.5 82.7 96.5 93.1 82.7 93.1
B22 100 100 96.6 100 96.6 100
B23 100 96.7 93.5 100 96.7 100
B24 100 100 93.5 100 100 100
B25 100 96.7 93.5 100 96.7 100
B26 100 100 93.5 100 100 100
B27 100 100 100 100 100 100
B28 96.6 100 96.6 96.6 93.3 96.6
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Résumé
L’analyse de données fonctionnelles joue un rôle
important dans beaucoup de domaines de la santé
publique et des applications biomédicales. En partic-
ulier, de telles méthodes statistiques fournissent des
outils permettant de recaler, de comparer et de mod-
éliser des données constituées de mesures corrélées.
Dans ce travail, nous présenterons une nouvelle ap-
proche d’analyse de régression pour la classification de
données fonctionnelles. D’abord, nous commencerons
par analyser les observations fonctionnelles en faisant
un recalage temporel. Ensuite, nous allons étudier dif-
férentes représentations standards de la littérature et
estimer le modèle de régression appropriée comme une
fonction de densité. Enfin, un exemple d’application,
constitué de personnes ayant l’Arthrite Rhumatoïde
(AR) et de personnes bien portantes comme groupe
de référence, est présenté.
Mots Clef
Analyse de données fonctionnelles, Régression non
paramétrique, Recalage.
Abstract
Functional data analysis plays an increasingly impor-
tant role in many public health and biomedical applica-
tions. In particular, such statistical methods provide
tools for warping, comparing, averaging, and model-
ing data involving correlated measurements. In this
paper, we present a new approach of regression anal-
ysis for classification of functional data. First, we
analyze functional observations to capture their key
spatio-temporal patterns by searching optimal warping
and then estimate the regression function. Next, we
investigate different standard representations from lit-
erature and estimate the appropriate regression model
as a density function. Finally, an example of applica-
tion involving patients with Rheumatoid Arthritis and
healthy subjects as a reference group, is presented.
Keywords
Functional Data Analysis, Nonparametric Regression,
Registration, Time Warping.
1 Introduction
Analyser des données constituées de fonctions
(courbes, surfaces ou d’autres fonctions), au lieu de
vecteurs de scalaires, devient de plus en plus populaire
[1, 2]. De tels problèmes nécessitent de considérer les
courbes comme des fonctions continues et d’utiliser des
représentations et analyses appropriées. Les méthodes
de régression fonctionnelle ont été largement utilisées
pour résoudre ce genre de problèmes [1, 3]. Récem-
ment, différentes méthodes ont été proposées pour les
régressions linéaires fonctionnelles. Cependant une
étape clé pour analyser les données fonctionnelles tem-
porelles est la capacité de capturer la variabilité tem-
porelle, qui peut être considérée comme une trans-
formation aléatoire du temps. En effet les variations
obtenues au niveau des données collectées sont dues
à plusieurs facteurs, incluant les outils de mesure et
le comportement humain ; ce qui fait que les mêmes
personnes observées peuvent donner lieu à différentes
observations. La procédure de recalage pourrait ainsi
être utilisée pour traiter cette variabilité temporelle
qui est considérée comme une nuisance. Plusieurs
alternatives ont été introduites pour représenter les
courbes ou pour les comparer d’une manière invari-
ante [2, 4].
L’arthrite est une maladie polymorphe qui est souvent
caractérisée par un gonflement d’un ou de plusieurs
articulations. D’après [5], l’arthrite est l’une des prin-
cipales causes de l’incapacité physique qui affecte les
jeunes et les personnes âgées, où les femmes sont
plus touchées que les hommes. Malheureusement,
il n’y a actuellement aucun remède pour l’arthrite
et les traitements coûteux sont disponibles selon le
type d’arthrite. Il y a plusieurs formes d’arthrites,
dans lesquelles l’Arthrite Rhumatoïde, que l’on notera
par la suite par AR, est la forme la plus commune
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Figure 1: Exemples de données fonctionnelles qui mesurent l’intensité de la force musculaire: (a) Fonction de
la force de la main d’une personne bien portante, (b) Fonction de la force de la main d’une personne malade
(AR modéré), (c) L’ensemble des fonctions musculaires avant recalage, et (d) fonctions musculaires après recalage
utilisant notre méthode.
d’inflammation chronique [6].
Dans les diagnostics quotidiens, l’examen clinique est
utilisé pour reconnaître les modèles spécifiques et
les symptômes, et si nécessaire, il est confirmé par
d’autres tests, i.e. imagerie IRM et les tests du sang.
Malheureusement, de tels tests sont très chers pour les
patients et longs pour les médecins. Les types de di-
agnostics mentionnés précédemment peuvent être util-
isés pour automatiser la classification de la maladie,
mais au stade précoce de l’AR, ces critères ne sont
pas habituellement satisfaisants. Dans les années ré-
centes, la recherche médicale a entraîné une nouvelle
compréhension de l’AR ; en particulier, il est indiqué
que les mesures de force de la main sont une technique
bonne et peu coûteuse pour une évaluation préopéra-
toire de personnes malades [7]. Bien que quelques des
caractéristiques discrètes citées précédemment puis-
sent être utile pour cet objectif, la fonction de force
de la main contient plus d’informations de diagnostic
et s’avère être un indicateur significatif sur la présence
et le stade de la maladie. Dans cet article, nous nous
concentrons sur cette nouvelle procédure de diagnos-
tic. La fonction de force de la main d’une personne
bien portante est donnée au niveau de la Figure 1(a)
et celle d’une personne atteinte de l’AR au niveau de la
Figure 1(b). Cette dernière montre un modèle clair de
personnes malades où toutes les amplitudes de la force
de la main ne sont pas très fortes et décroissent avec
le deuxième et le troisième test. Cependant, en regar-
dant les Figures 1(a) et 1(b), nous remarquons que le
problème de classification entre les personnes bien por-
tantes et les personnes malades est très difficile. Par
ailleurs, pour illustrer l’importance du recalage, nous
affichons les courbes originales avant recalage en 1(c)
et après recalage en 1(d). Les fonctions considérées ici
appartiennent à l’ensemble L2([0, 1],R+) car ces inten-
sités sont enregistrées de manière continue durant un
intervalle de temps T = [0, 1] et sont à valeurs dans
R+. Récemment, l’analyse de données fonctionnelles a
été proposée pour une étude plus générale. Bien qu’il
existe une large littérature sur l’analyse statistique de
fonctions, voir par exemple [2, 4, 8], quand on se lim-
ite sur l’analyse de fonctions qui nécessite le recalage
temporel, la littérature est toujours relativement lim-
itée [1, 9–13].
Dans ce travail, nous proposons un modèle de régres-
sion fonctionnelle non paramétrique pour diagnosti-
quer l’AR. Autrement dit, on cherchera d’abord à ap-
prendre une fonction de régression et à partir de cette
fonction utiliser un seuil pour faire la classification,
c’est à dire pour prédire la présence ou l’absence de
la maladie. A notre connaissance, l’analyse de la ré-
gression sur des données fonctionnelles complètes sous
forme de signaux de force de la main, pour diagnos-
tiquer l’AR, n’a pas été précédemment étudiée. Un
modèle statistique approprié est nécessaire dans cette
application pour modéliser ces données fonctionnelles.
En particulier, nous nous intéressons à l’étude de la
variabilité au sein des groupes de personnes malades
et de personnes bien portantes en utilisant la méth-
ode de régression fonctionnelle complète. Une diffi-
culté au niveau de la main est le fait que les signaux
bruts des forces de la main ne sont pas alignés dans le
temps. Autrement dit, différents patients exerceront
leur force à des temps différents, et alors, il devient
important de découpler la quantité de force exercée
(amplitude de fonction) et combien de temps la force
a été exercée (phase de fonction). Ainsi, nous avons
besoin d’un modèle statistique global pour l’analyse
des données fonctionnelles de force de la main qui per-
met la séparation des variabilités d’amplitude et de
phase. Le modèle récent dans [14] fournit une ap-
proche mathématique et statistique efficace pour la
séparation amplitude-phase de données fonctionnelles,
et par la suite l’analyse statistique de ces deux com-
posantes. Nous adaptons cette méthode pour étudier
les signaux de la force de la main et pour définir
un nouveau modèle (représentation fonctionnelle cou-
plée à un modèle de régression) basé sur des données
fonctionnelles complètes dans le but de caractériser la
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maladie par des méthodes d’apprentissage statistique.
Donc à partir de variables (signaux), qui sont à valeurs
dans un espace de fonctions, le modèle prédira si la
personne est bien portante ou malade.
2 Modélisation et Analyse de
données fonctionnelles
Nous proposons une nouvelle représentation de la force
de la main qui exploite le stade de la maladie comme
une distance appropriée des observations de référence.
Ce travail est inspiré en premier par les diagnostics
classiques basés sur le maximum des mesures de la
force (et éventuellement de la vitesse d’atteinte) qui
entraînaient une énorme perte d’informations perti-
nentes pour la classification de la maladie d’AR. Par
conséquent, les précisions de la classification décrois-
sent significativement quand la variabilité entre les
personnes bien portantes croît. Ainsi pour améliorer
l’analyse statistique complète, nous prenons une ap-
proche d’analyse de données fonctionnelles pour anal-
yser les fonctions de force de la main qui représentent
l’effort continu, répétitif fait par les personnes. Cette
nouvelle représentation utilisée pour la classification
des personnes atteintes de l’AR apporte des informa-
tions complémentaires et indispensables sur l’état de
la maladie. L’intensité de la force de la main est
représentée par une fonction absolument continue x
définie sur un intervalle I = [0, 1], pour simplifier.
Comme montré dans la Figure 1, x(t) = 0 là où il
n’y a pas d’effort : au début du test (t = 0), au temps
de repos et à la fin du test (t = 1). On peut re-
marquer dès à présent que la variance des intensités
des personnes bien portantes est faible, alors que celle
des personnes malades est forte, dû aux changements
progressifs causés par la maladie en évolution. Pour
arriver à une telle conclusion, on a à définir un mod-
èle approprié, qui fournit une distance appropriée et
des outils d’analyses statistiques en vue d’obtenir des
classifications précises (i.e. séparation du groupe des
personnes bien portantes et du groupe des personnes
malades). Une qualité importante d’un tel modèle est
d’être capable de résumer efficacement et de capturer
la variabilité dans les deux classes. De plus, on es-
père que la distance définie pourra fournir une mesure
naturelle entre les signaux de la force de la main, per-
mettant ainsi aux rhumatologues de quantifier le stade
de gravité de la maladie d’AR, en se basant sur une
personne bien portante (référence). Par la suite, nous
décrirons les éléments nécessaires qui seront utilisés
pour recaler les données fonctionnelles.
Supposons un échantillon de variables aléatoires
{xi, i = 1, ..., n}, où xi est une fonction assez lisse
définie dans un domaine unité de R, et {yi, i = 1, ..., n}
une suite de variables binaires. yi = 0 si la per-
sonne est bien portante et yi = 1 si la personne est
malade. xi et yi ne sont pas généralement directement
observables, au lieu de cela nous observons leurs dis-
crétisations, avec du bruit aléatoire supplémentaire.
Ainsi les données observées sont des vecteurs finis
(x1; y1); ...; (xn; yn). Nous supposons que ces erreurs
sont gaussiennes de moyenne nulle et qu’elles sont in-
dépendantes.
Supposons un ensemble de fonctions de force {xi, i =
1, ..., n}, notre but est de trouver un ensemble de fonc-
tions de reparamétrisation {γ∗i , i = 1, ..., n} (variabil-
ité de phase) tel que les fonctions {xi ◦ γ∗i , i = 1, ..., n}
soient alignées de manière optimale et alors ne varient
qu’au niveau des amplitudes. γ est une fonction qui est
définie par {γ : [0, 1] → [0, 1]; γ̇  0}. Dans plusieurs
publications précédentes, c’est la norme L2 pénalisée
(norme L2 qui mesure l’écart entre deux fonctions plus
une pénalisation sur la fonction de reparamétrisation)
qui a été utilisée pour le recalage. Ces approches sont
connues de ne pas bien fonctionner pour les fonctions
de pinching (similaire au surapprentissage) et pour
l’asymétrie de solutions [3]. Ce qui crée un effet sévère
sur les analyses qui y découlent et cet effet vient du fait
que la norme L2 n’est pas une métrique sur l’espace de
fonctions modulo le groupe des reparamétrisations Γ.
Ainsi dans ce papier, chaque fonction sera représentée
par sa fonction q définie par q(t) = sign(ẋ(t))
√
|ẋ(t)|,
où ẋ = dx/dt. Nous restreignons x d’être absolument
continue parce que l’espace des résultats des fonc-
tions q est L2([0, 1],R), qui est l’ensemble des fonctions
définies sur [0, 1] et de carré intégrable. Si une fonc-
tion x est reparamétrisée par une fonction γ en x ◦ γ,
alors sa fonction q change et devient (q ◦γ)√γ̇ et on la
notera par (q ∗ γ). La propriété la plus importante de
cette transformation est que ‖q‖ = ‖q ∗ γ‖ pour tout
γ ∈ Γ, où ‖ · ‖ est la norme L2 de la fonction. Cette
propriété permet de résoudre le problème de recalage
optimal entre deux fonctions de force de la main x1 et
x2 comme suit. Soit q1 et q2 leurs fonctions q. Alors la
fonction de reparamétrisation optimale de x2 à x1 est
donnée par γ∗ = arg infγ∈Γ ‖q1 − q2 ∗ γ‖. La quantité
à droite forme une distance appropriée dans l’espace
quotient L2/Γ. Cette distance peut être utilisée pour
définir des statistiques comprenant la moyenne de la
fonction de force de la main, qui agira comme un mod-
èle pour plusieurs recalages.
Le problème de phase et de séparation d’amplitude est
lié aux fonctions de recalage non linéaire. Supposons
x : [0, 1] → R une fonction absolument continue et
Γ l’ensemble de toutes les frontières préservant le
difféomorphisme de [0, 1] à lui même. Alors pour tout
γ ∈ Γ, la composition x ◦ γ représente le temps recalé
de la fonction originale x. La phase est plus qu’un
concept relatif. Si une fonction de reparamétrisation
γ est utilisée pour recaler la fonction x2 à x1, alors ce
γ est nommé la phase relative de x1 à x2. Notons que
l’inverse de ce γ est la phase relative de x2 à x1. En
cas de plusieurs fonctions, comme dans le cas de notre
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application, les composantes de phase sont définies
en cherchant une moyenne de fonction et alors en
évaluant la phase relative de chaque fonction donnée
par rapport à la moyenne. Voir Algorithme 1 pour
plus de détails.
Data : fonctions xi.
Result : Moyenne de Fréchet µf , fonction de
reparamétrisation γ∗i , fonctions recalées x∗i .
1. Initialisation: calculer les qi correspondant à
chaque
{xi} et µq = 1n
∑n
i=1 qi.
2. Recalage: Pour i = 1, 2, . . . , n calculer
γ∗i = arg infγ∈Γ ‖µq − qi ∗ γ‖2.
3. Actualisation: Actualiser µq en utilisant
µq ← 1n
∑n
i=1(qi ∗ γ∗i ). Tant qu’il n’y a pas de
convergence, on retourne à l’étape 2.
4. Centrer: Calculer la moyenne de la fonction de
recalage γ̄
et actualiser µq en utilisant µq ← µq ∗ γ̄−1.
5. Recalage final: Répéter l’étape 2. Calculer µx
et x∗i = xi ◦ γ∗i .
Algorithme 1 : Algorithme de séparation
Phase-Amplitude
Ainsi, nous pourrons attribuer une amplitude et une
composante de phase à chaque fonction d’un ensem-
ble donné, et utiliser ces composantes pour définir les
caractéristiques de l’AR nécessaires à la classification
des personnes.
Supposons que nos fonctions xi sont de classe Ck,
k ∈ {0, 1, 2}. Pour le reste du papier, au lieu de
xi, nous allons utiliser une variable globale notée zi,
globale dans la mesure où elle sera utilisée pour dif-
férentes représentations comme l’intensité de la force
zi = xi, sa vitesse zi = ẋi, son accélération zi = ẍi et
la fonction de courbure correspondante zi = ci, pour
la régression. Nous montrons dans la Figure 2 l’allure
de ces différentes représentations fonctionnelles zi . Il
est important de noter que pour un signal parfait, on
s’attend à ce que l’intensité de la force soit nulle au
début et à la fin de chaque test. Ainsi, nous comptons
sur les dérivées et la courbure pour capturer la dis-
tance entre une observation donnée et une observation
ayant un comportement normal. Etant donné que les
observations réelles, même les groupes des patients, ne
sont pas parfaits, nous ferons un test répétitif (presque
périodique) pour améliorer cette partialité.
Nous rappelons que notre objectif est d’utiliser
les variables fonctionnelles d’intensité, ou une des
représentations, pour prédire l’état d’une personne.
Pour obtenir ceci, la méthode d’estimation de la ré-
gression fonctionnelle à noyau est utilisée. Notre anal-
yse se fera sur des données déjà recalées, avec toutes
les représentations citées précédemment.
3 Régression fonctionnelle à
noyau avec réponse binaire
Différents estimateurs non paramétriques de régres-
sion ont été proposés dans la littérature quand la vari-
able aléatoire explicative zi prend ces valeurs dans un
espace de dimension finie. Il y a beaucoup de travaux
dans la littérature qui traitent les limites de ces esti-
mateurs et d’autres questions qui y sont liées, comme
la sélection de la fenêtre optimale dans les cas dépen-
dants et indépendants. Pour plus de détails, on peut
se référer aux [15,16] et aux références citées dedans.
Les résultats asymptotiques des données fonction-
nelles ont récemment eu un intérêt croissant, on peut
se référer aux [17,18] et à la récente monographie faite
par Ferraty et Vieu [19] et les références citées dedans.
Pour formuler le problème de l’estimateur de la régres-
sion fonctionnelle, supposons (zi, yi)i∈N une séquence
de couple de variables aléatoires (Z, Y ) où zi prend
ces valeurs dans un espace métrique (E, d(., .)) et yi
est binaire. Nous considérons le modèle
Y = r(Z) + ε (1)
D’après (1), r(zi) = E[Y |Z = zi]. Considérons d’abord
E comme étant un espace d’Hilbert H muni de sa
métrique associée d. zi étant de dimension infinie,
nous allons la décomposer dans la base de fonction
φ = (φ1(t), ..., φp(t)) : zi(t) =
∑p
j=1 αijφj(t) = α
T
i φ
avec αi = (αi1, ..., αip).
Pour des raisons pratiques, au lieu de travailler avec
les zi, nous allons travailler avec les coefficients αi,
qui sont de dimension finie, issus des décompositions
des zi dans la base de fonction φ.
L’estimateur de type Nadaraya-Watson a été introduit






où le dénominateur est différent de zéro et





. Ici K est une fonction
noyau à valeurs réelles, h est le paramètre de la fenêtre
(qui tend vers zéro quand n tend vers l’infini) et d est
la métrique associée à H.
Puisque Y est binaire, on cherchera plutôt à modéliser
g(Y ) = r(Z) + ε (2)
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(a) (b) (c) (d)
Figure 2: Exemples de différentes fonctions représentant l’intensité de la force de la main: (a) une courbe originale,
(b) la vitesse, (c) l’accélération, et (d) la courbure.
où g est la fonction logit. La fonction réciproque de
cette logit, appliquée à r̂n(zi), renvoie des valeurs de
probabilités auxquelles nous allons appliquer un seuil
pour faire la classification.
Les taux de convergence presque sûre, sur un ensemble
compact de l’estimateur r̂n, sont établis dans [21] pour
les processus asymptotiquement indépendants, alors
que Masry [22] obtient la convergence de la moyenne
quadratique. De plus la normalité asymptotique a été
obtenue par Ferraty et al. [23]
Toujours dans l’optique de trouver le meilleur modèle,
nous changeons d’espace et on choisit E comme étant
la sphère de Hilbert. αi ∈ Rp, nous nous restreignons
à la sphère Sp−1. Ainsi nous avons utilisé la distance
géodésique s définie sur cette sphère par :




La question qui se pose maintenant c’est quelles sont
les valeurs optimales de h et de seuil qu’il faut pren-
dre pour classer les malades et les personnes bien por-
tantes. Dans la Figure 3, nous affichons des exemples
de distribution des distances géodésiques sur la sphère
et les h optimales retenues. Pour calibrer la perfor-
mance de notre modèle d’estimation (régression fonc-
tionnelle à noyau), nous considérons les critères : MSE
(Mean Squared Error) et MCC (Matthews Coefficient
Correlation).
• MSE: C’est l’erreur quadratique moyenne. Elle






avec n le nombre d’observation prédite et ŷi la
valeur prédite de la i-ème observation.
• MCC: Basé sur les Vrais et Faux Positifs
(V P, FP ), et sur les Vrais et Faux Négatifs
(V N,FN), il est généralement considéré comme
une mesure équilibrée [24]. MCC:
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
MCC ou coefficient de corrélation entre les valeurs ob-
servées et les valeurs prédites, renvoie des valeurs com-
prises entre -1 et 1. Plus la valeur est proche de +1,
plus la classification est bonne. Plus elle est proche de
-1, plus la classification est mauvaise.
4 Résultats expérimentaux
Dans cette section, nous décrivons notre approche qui
vise à classifier les observations dans le groupe des per-
sonnes malades ou dans celui des personnes bien por-
tantes, en utilisant les signaux de force de la main.
Les résultats présentés dans cette section sont les ré-
sultats moyens obtenus après 100 itérations. Chaque
itération consiste à générer aléatoirement 1500 obser-
vations composées de personnes malades et de per-
sonnes bien portantes, dont 900 constituent la base
d’apprentissage et de validation et les 600 restantes la
base test. Nous utilisons un modèle de régression fonc-
tionnelle avec différents critères et différentes représen-
tations. Chaque observation est représentée par une
seule fonction de force de la main, combinant les 3
tests consécutifs. De ces fonctions, dérivent différentes
représentations utiles pour la classification. Notre
modèle de régression fonctionnelle à noyau utilise le
noyau gaussien. Ces paramètres sont choisis grâce à
la base d’apprentissage et les optimaux sont retenus
grâce à la base de validation, avec le critère MCC.
Cela assure et améliore la précision de la classifica-
tion. Avant de présenter les principaux résultats de ce
travaux, nous montrons une comparaison d’une méth-
ode proposée et une simple approche d’analyse de don-
nées fonctionnelles, qui utilise la métrique L2 entre les
fonctions et qui ne tient pas en compte des variabil-
ités de phase. Nous calculons la matrice de distance
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Figure 3: Exemples de densités des distances géodésiques sur la sphère pour chaque représentation, en rouge la















Figure 4: (a) Distribution empirique du test statis-
tique de distance d’amplitude, avec la distance entre
les 2 groupes marquée en rouge. (b) Précision (ordon-
née) vs. Rappel (abscisse) la courbe de la méthode
proposée (rouge) et la courbe obtenue avec la méth-
ode d’analyse de données fonctionnelles non élastique
basée sur la métrique L2 (blue).
pour chaque méthode et nous affichons la courbe Rap-
pel/Précision dans la Figure 4(b). De cette figure, on
peut dire que le fait de prendre en compte la variabilité
de phase de signaux de force de la main est important
et a le potentiel d’améliorer considérablement la per-
formance de classification.
Nous évaluons maintenant la performance de notre
modèle en calculant, après avoir prédit les variables
réponses de la base test, les valeurs du critère utilisé
(MCC).
Si on utilise la métrique L2 dans notre modèle, c’est
avec la représentation courbure qu’on obtient un plus
petit taux d’erreur, comme on peut le visualiser au
niveau de la Figure 5(a). Par ailleurs, si on utilise
la distance géodésique sur la sphère, notée ici par s,
c’est la vitesse qui nous donne une meilleure classi-
fication des deux groupes, voir Figure 5(b). Nous
pouvons aussi remarquer qu’avec la métrique s, c’est
la représentation vitesse qui nous donne la meilleure
valeur de spécificité (plus petite erreur de première es-
pèce) et la courbure nous donne une meilleure valeur
de sensibilité (plus grande valeur de la puissance du
test), voir Figure 6.
Comme nous l’avons énoncé précédemment, les per-
sonnes ayant un AR avancé montrent une décroissance
significative de leurs forces de main durant les tests,
comparés aux personnes bien portantes. Et cet aspect
était le plus utilisé par les rhumatologues dans leurs
diagnostics. Cependant, une telle procédure n’est pas
applicable pour toutes les personnes malades à cause
de différents facteurs comme l’âge, le genre, et plus
important encore, le niveau de sévérité de la maladie.
Les patients ayant un niveau d’AR moyen étaient dif-
ficiles à détecter avec le diagnostic classique. Ainsi
il est important de rappeler que le fait d’utiliser les
mesures continues de force de la main est une méth-
ode bénéfique, rapide et facile, et plus encore, il est
très efficace pour diagnostiquer le degré de la maladie.
De plus, les informations extraites de la force de la
main ont une interprétation clinique naturelle et donc
plus intéressantes pour les médecins.
5 Conclusion
Ce travail présente une nouvelle approche permet-
tant de caractériser les données fonctionnelles pour la
classification de l’Arthrite Rhumatoïde (AR). Cette
méthode a l’avantage d’utiliser les courbes recalées
et de capturer ainsi plus d’informations des sig-
naux, contrairement aux diagnostics classiques util-
isés précédemment. Une fois que les courbes sont
recalées, différentes représentations fonctionnelles ont
été utilisées et la fonction de densité conditionnelle a
été utilisée pour estimer la régression. Que ça soit
la métrique d ou s, le fait d’utiliser la représentation
standard (courbes initiales) ne nous permet pas d’avoir
une meilleure classification. Ceci est dû au fait que la
représentation standard ne capte pas bien la variabilité
des différences de forces émises par les personnes. D’où
l’importance d’utiliser d’autres représentations fonc-
tionnelles, comme la vitesse, l’accélération ou la cour-
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(a) (b)
Figure 5: Dans chaque figure, on a représenté les taux d’erreurs obtenus en fonction des représentations fonction-
nelles utilisées : (a) en utilisant la métrique d, i.e. la métrique L2 et (b) en utilisant la métrique s.
(a) (b)
Figure 6: Ces résultats sont obtenus avec la métrique s (distance géodésique sur la sphère) : (a) Spécificité en
fonction des représentations et (b) Sensibilité en fonction des représentations.
bure. On voit par exemple qu’en utilisant la métrique
d (L2), c’est la courbure qui nous donne la meilleure
classification. Et si on utilise la distance géodésique
sur la sphère (s), c’est la vitesse qui nous donne les
meilleurs résultats de classification. Ces résultats ex-
périmentaux nous montrent que les diagnostics utilisés
précédemment sont insuffisants et que notre modèle
est très prometteur pour ce sujet.
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Résumé
Cet article présente une étude expérimentale sur l’expres-
sion verbale des tendances à l’action. Notre travail se
place dans le contexte des interactions entre un homme et
un agent conversationnel expressif capable de comporte-
ments émotionnels. L’une des dimensions de ces compor-
tements est le mécanisme de la tendance à l’action mis en
évidence par plusieurs chercheurs en psychologie cogni-
tive. Nous avons extrait 30 tendances à l’action prises de
la littérature en psychologie et nous avons défini des actes
locutoires en langue française indépendants du contexte
pour les exprimer. Les tendances exprimées ont été éva-
luées auprès de 80 participants dans deux contextes dif-
férents. Cela nous a permis de valider le choix des actes
locutoires pour 21 tendances à l’action. Nous avons égale-
ment mis en évidence des similarités fortes entre certaines
tendances dans le cadre d’un dialogue.
Mots Clef
Tendances à l’action, expression verbale, dialogue, interac-
tion homme-agent.
Abstract
This article presents an experimental study on the verbal
expression of action tendencies. Our work concerns dia-
logical interactions between a human and an conversatio-
nal agent capable of expressing emotional behavior. One
of the dimensions of these behaviors is the mechanism of
the action tendency highlighted by several researchers in
the field of cognitive psychology. We extracted 30 action
tendencies taken from the literature in psychology and we
defined context-free speech acts in French. The tendencies
expressed were evaluated with 80 participants in two dif-
ferent contexts. This allowed us to validate the choice of
locutionary acts for 21 tendencies to action. We also found
strong similarities between some action tendencies in the
dialogical context. In this article, we detail our experimen-
tal approach and the results obtained.
Keywords
Actions tendencies, verbal expression, dialogue, human-
agent interaction
1 Introduction
Les émotions sont un mécanisme déterminant dans les in-
teractions entre les individus [11, 6, 14], mais aussi dans le
contexte des interactions entre un utilisateur et un agent
conversationnel, comme l’ont montré plusieurs travaux
en informatique affective [10, 17]. Ainsi, certains d’entre
eux ont tenté de modéliser le mécanisme émotionnel chez
des agents conversationnels par des comportements non-
verbaux [15] ou par le choix du contenu verbal de leurs
énoncés [3].
Pour ce qui est du comportement verbal, il a été montré
dans les travaux de [13] portant sur le corpus de l’agent
conversationnel Laura (l’agent du site web d’EDF), que les
utilisateurs expriment leurs émotions à l’écrit de la même
façon face à un agent virtuel que face à un humain, avec
des choix similaires de termes et de typologie de phrase.
Malheureusement, la plupart des agents conversationnels
utilisés dans l’industrie ne sont pas conçus pour exprimer
en retour des émotions. Ainsi, lorsque l’utilisateur exprime
sa satisfaction, il est assez perturbant de n’observer aucune
réaction de la part de l’agent qui continue sa tâche comme
si de rien n’était.
En effet, la plupart de ces agents conversationnels, dé-
veloppés par des entreprises spécialisées pour des clients
(comme par exemple l’agent libraire [23] ou encore la
conseillère virtuelle Anna de IKEA) sont orientés vers la
réalisation d’une tâche plus que vers l’expression de com-
pétences sociales. L’effort est mis sur la constitution d’une
base de connaissances et de règles de dialogues bien adap-
tées au domaine considéré. Cela conduit à des agents très
efficaces pour trouver une information adaptée mais assez
pauvres en terme de comportements sociaux.
Nos travaux visent à permettre de doter de tels agents
conversationnels orienté tâche d’un mécanisme émotion-
nel pour adapter leur comportement dialogique au contexte
social de l’interaction. Pour cela, nous avons construit un
modèle informatique qui définit le processus émotionnel et
son impact sur le comportement de l’agent à deux niveaux :
la poursuite de la tâche (interruption, changement de sujet,
etc) et l’expression verbale de composantes émotionnelles
qui peuvent s’insérer dans le dialogue orienté tâche. Ainsi,
notre modèle peut être branché sur un agent orienté tâche
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sans modification de sa base de connaissance ni de la stra-
tégie commerciale qui a été implémentée à travers la base
de règles.
Pour modéliser le processus émotionnel, nous nous
sommes basé sur la théorie des tendances à l’action in-
troduite par Frijda [7] qui définit les émotions comme
étant des mécanismes heuristiques incitant ainsi l’individu
à faire une action dirigée vers une source d’émotion. La co-
lère par exemple est associée à la tendance à être agressif
envers l’autre [21, 8]. Il est important de noter qu’une ten-
dance à l’action ne s’exprime pas nécessairement, qu’elle
peut être inhibée ou redirigée. Ainsi, dans le contexte d’un
dialogue, la tendance à être agressif pourrait se traduire par
le fait d’insulter l’interlocuteur [2], de parler plus vulgai-
rement [19] (tendance redirigée) ou simplement être mas-
quée derrière une politesse plus froide (tendance inhibée).
Dans cet article, nous nous intéressons à l’expression ver-
bale de tendances à l’action par l’agent conversationnel.
Nous présentons une étude qui a été faite en forme de ques-
tionnaire en ligne dans lequel nous présentons différents
dialogues illustrant chacun une situation d’interaction et
donc une expression d’une tendance à l’action particulière.
Notre objectif est de pouvoir brancher notre modèle affec-
tif sur n’importe quel agent orienté tâche, indépendamment
du domaine. Nous avons donc fait le choix de phrases gé-
nériques qui expriment une tendance à l’action indépen-
damment du contexte du dialogue. Nous avons sélectionné
30 tendances à l’action présentes dans la littérature en psy-
chologie et nous leur avons attribué une expression verbale.
Nous avons ensuite mené cette étude expérimentale pour
valider l’expression verbale de chaque tendance à l’action
et évaluer la perception des utilisateurs des tendances à
l’action au cours d’un dialogue.
Cet article est structuré comme suit : la deuxième section
est dédiée aux travaux théoriques sur l’expression verbale
des émotions aussi bien dans le dialogue humain-humain
que humain-agent. Ensuite nous présentons la méthodo-
logie de construction de corpus et sélection de tendances
à l’action. La quatrième section décrit le protocole ex-
périmental où nous présentons le questionnaire qui a été
construit et ses caractéristiques. À la fin nous présentons
les résultats obtenus, leurs interprétation et nous proposons
un sous-ensemble d’actes locutoires validés expérimentale-
ment pour exprimer des tendances à l’action dans différents
contextes.
2 Travaux connexes
Comme l’ont montré Ochs et Schieffelin [16], les émotions
se manifestent dans le langage par différents moyens : le
vocabulaire, la construction de la phrase, etc.. De nom-
breux chercheurs en informatique et en psychologie du
langage ont ainsi tenté de caractériser les actes de lan-
gage émotionnels. Dans le contexte de la détection auto-
matique des émotions, les auteurs de [5] ont identifié, au
moyen d’un système d’apprentissage sur des dialogues an-
notés, le champ lexical de 5 émotions (la colère, la peur,
la satisfaction, l’excuse, neutre). Dans un cadre plus gé-
néral, Argaman [1] a étudié le lien entre lexique et inten-
sité émotionnelle. Il a proposé de mesurer les marqueurs
linguistiques utilisés par 500 sujets pour exprimer leurs
opinions à propos de films mettant en jeu des émotions
positives (joie) et négatives (tristesse) plus ou moins in-
tenses. Il a identifié dix caractéristiques des actes de dia-
logues émotionnels. Cependant, les travaux de [18] ont
montré qu’il reste difficile, pour la majorité des personnes,
de contrôler complètement le choix des mots employés (ré-
pétitions, expression à la première personne). Dans notre
étude, nous nous sommes basés sur quelques-unes des ca-
ractéristiques d’Argaman pour choisir les actes locutoires :
l’emploi des « intensifieurs » (« très », « le plus », « ex-
trêmement ») et « d’atténuateurs » lexicaux (« assez »,
« plutôt »), l’utilisation de la première personne du sin-
gulier (« je », « moi »), les expressions exclamatives (par
exemple « wow », « zut »).
Dans le domaine des agents virtuels, de nombreux cher-
cheurs se sont intéressés à la modélisation de l’affect
dans une interaction humain-agent. Cependant, seulement
quelques uns ont modélisé l’expression verbale des émo-
tions. Nous pouvons citer comme exemple ALMA [9] où
l’expression des émotions chez l’agent se traduit par la
sélection d’un libellé et d’une phrase en langage naturel.
Dans ce travail, les énoncés des personnages virtuels sont
scriptés en fonction de l’émotion à exprimer et de la situa-
tion de la tâche. Les énoncés des personnages dont l’hu-
meur est positive sont ainsi plus longs et plus positifs. Au
contraire, lorsqu’ils sont d’humeur hostile, les énoncés sont
plus courts, plus précis et plus durs. Ces principes doivent
être respectés pour la construction d’actes locutoires affec-
tifs. Cependant, nous souhaitons que les énoncés puissent
être indépendants de la tâche. C’est pourquoi nous n’avons
pas pu reprendre directement les actes de langages propo-
sés dans ALMA.
À notre connaissance, notre étude est la première à propo-
ser une validation systématique d’actes locutoires expres-
sifs indépendants du contexte applicatif et en relation avec
l’expression de tendances à l’action.
3 Construction du corpus
Avant de présenter le protocole expérimental lui-même,
nous détaillons la méthodologie que nous avons suivi en
amont pour choisir les tendances à l’action de la littérature
et pour construire les actes locutoires associés.
3.1 Choix des tendances à l’action
Une première étape de construction de notre modèle af-
fectif était de définir un nombre fini de tendances à l’ac-
tion possibles. La notion de tendance à l’action est pré-
sente dans les travaux de plusieurs chercheurs en psycholo-
gie des émotions [6, 11]. Plusieurs dizaines de tendances à
l’actions ont été étudiées dans la littérature avec des diffé-
rences subtiles en terme de comportement et de conditions
d’activation.
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Nous avons choisi un sous-ensemble de tendances à l’ac-
tion adaptées au modèle cognitif que nous avons conçu
[25]. Ce modèle se base sur un processus d’évaluation cog-
nitive qui consiste à attribuer des valeurs à des variables
d’évaluation cognitive comme la désirabilité, la contrôlabi-
lité, etc. Roseman [21] a présenté un travail qui lie le pro-
cessus de l’évaluation cognitive aux tendances à l’action
générées. Ce lien s’effectue à travers des stratégies émo-
tionnelles, notion qui a été introduite par Frijda et qui per-
met de regrouper les tendances à l’action en tenant compte
de leur direction. Une stratégie émotionnelle est définie par
Roseman comme étant le but ultime d’une tendance à l’ac-
tion. Par exemple, attack other est une tendance à l’ac-
tion qui répond à la stratégie émotionnelle move against
et qui est orientée vers other (l’interlocuteur). Elle apparaît
lorsque la situation est indésirable mais contrôlable (ce qui
caractérise la stratégie émotionnelle move against) et que
la cause de l’émotion est l’interlocuteur.
Notre choix de tendances à l’action couvre l’ensemble des
stratégies émotionnelles définies par Roseman, à l’excep-
tion de la surprise. Pour sélectionner ces tendances à l’ac-
tion parmi celles proposées dans la littérature, nous utili-
sons les critères suivants :
— La tendance à l’action doit être exprimable dans un
contexte dialogique (la tendance de violence phy-
sique par exemple est difficilement exprimée par la
modalité verbale) ;
— La tendance à l’action doit appartenir à une stra-
tégie émotionnelle. Ce lien "tendance à l’action-
stratégie émotionnelle" doit être mentionné dans la
littérature en psychologie ;
— Les tendances doivent être distinctes.
3.2 Choix des termes désignant les tendances
à l’action
Notre objectif est d’interroger des sujets sur les tendances à
l’actions qu’ils reconnaissent dans un dialogue. Pour cela,
il faut bien choisir les termes qui désignent ces tendances à
l’action dans le questionnaire (et ce, indépendamment des
actes locutoires que nous souhaitons valider).
Les travaux en psychologie sur les stratégies émotionnelles
et les tendances ont principalement été faits en anglais. Les
termes désignant ces notions sont donc des termes anglais.
Nous avons fait un travail de traduction et d’interprétation
en langue française en essayant d’être le plus proche pos-
sible du sens. Pour cela, nous nous sommes basés sur la
description des tendances dans les travaux de Frijda, Rose-
man et des autres auteurs du domaine [24, 12]. Les traduc-
tions en français ont été faites par des chercheurs franco-
phones, en collaboration avec des collègues anglophones.
Nous avons aussi dû tenir compte de la différence entre les
termes scientifiques utilisés par les chercheurs pour dési-
gner les tendances à l’action et notre besoin applicatif. Les
termes scientifiques, pensés dans les années 80, ne sont pas
adaptés pour un questionnaire orienté grand public des an-
nées 2010 et pourraient entrainer des incompréhensions ou
des ambiguïtés d’interprétation chez les participants. C’est
pour cette raison que nous avons tenté de simplifier certains
termes pour que cela soit accessible à tous les participants.
Par exemple, le terme "expier" a été remplacé par "subir les
conséquences de son erreur".
3.3 Choix des actes locutoires expressifs
Le choix du contenu locutoire pour exprimer verbalement
une tendance à l’action dans un dialogue a été fait avec
des natifs pour chaque langue (le questionnaire étant dis-
ponible en français et anglais) dans notre laboratoire. Les
chercheurs se sont projetés dans des situations correspon-
dant aux différentes stratégies émotionnelles considérées
et ont proposé des phrases qu’ils auraient pu dire sponta-
nément dans cette situation. Nous avons alors extrait les
phrases les plus générales possibles (i.e. indépendantes du
contexte) en respectant les principes linguistiques énoncés
dans la section 2.
Le tableau 1 résume les tendances à l’action choisies avec
leur stratégies émotionnelles et les phrases choisies. Le
nombre de tendances à l’action est variable d’une stratégies
à l’autre : cela provient de la variété de tendances que nous
avons pu trouver dans la littérature pour couvrir les six stra-
tégies de Roseman et les différentes directions (ou causes)
possibles. La première colonne correspond à la stratégie
émotionnelle ; la deuxième correspond à la cause vers la-
quelle serait orientée la tendance à l’action. La troisième
colonne représente les codes que nous avons choisi pour
avoir une notation uniforme tout au long de l’article. Les
deux autres colonnes sont dédiées respectivement aux ten-
dances à l’action et à leur acte locutoire choisi.
3.4 Choix des situations
Afin d’évaluer les phrases correspondant aux différentes
tendances à l’action, nous avons créé des scénarios où
nous présentons des situations qui déclenchent des ré-
ponses émotionnelles chez un agent nommé Alex. Pour
chaque situation, nous avons défini un objectif de l’agent
(par exemple, orienter un touriste). Un énoncé d’un autre
agent, Bob, impacte directement ou indirectement cet ob-
jectif (par exemple, Bob dit qu’il est content des renseigne-
ments fournis par Alex).
Les situations sont choisies de manière à couvrir les dif-
férentes valeurs possibles pour les variables d’appraisal
proposées par Roseman [22] qui sont : la désirabilité, la
contrôlabilité, et la certitude de la situation, la nature de
l’objectif touché et la nature du problème. En particulier,
nous distinguons les cas où l’impact sur l’objectif est di-
rect ou indirect i.e. l’énoncé impacte un sous-objectif (par
exemple, donner une réponse utile est un sous-objectif de
« orienter un touriste »). Chaque situation se traduit ainsi
par une attribution de valeurs aux variables d’appraisal et
c’est la combinaison de ces valeurs qui détermine la straté-
gie émotionnelle.
Nous avons construit un scénario pour chaque stratégie
émotionnelle et pour chaque cause possible parmi : l’agent
(self ), son interlocuteur (other) ou des circonstances exté-
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rieures aux deux agents (circ). Nous avons ensuite choisi
un acte locutoire indépendant du contexte pour chaque ten-
dance à l’action faisant partie d’une stratégie émotionnelle.
Reprenons notre exemple de conseiller touristique Alex qui
a pour objectif que le touriste soit bien renseigné. Si Bob
qui affirme qu’il s’est perdu à cause des instructions erro-
nées d’Alex, cela est contraire au but. Cela déclencherait
donc la stratégie émotionnelle Move Against avec la cause
self. Une des tendance à l’action déclenchées par cette stra-
tégie émotionnelle est de « subir les conséquences de son
erreur ». Cela peut s’exprimer, par exemple, par la phrase
« Que puis-je faire pour me faire pardonner ? ».
4 Méthodologie
A travers cette étude expérimentale, nous avons pour objec-
tif de valider notre choix d’actes locutoires exprimant des
tendances à l’action indépendamment du contexte. Pour
cela nous avons établi un protocole expérimental pour vé-
rifier trois hypothèses que nous présentons dans cette sec-
tion.
4.1 Protocole expérimental
Afin de valider notre choix d’actes locutoires, nous avons
construit un questionnaire dans lequel nous présentons dif-
férents dialogues illustrant chacun une situation d’inter-
action et donc une tendance à l’action particulière chez
l’agent Alex (suivant la désirabilité, la contrôlabilité, et la
certitude de la situation, en plus de la nature de l’objectif
touché et la nature du problème).
Pour chaque situation, nous proposons alors 5 tendances
à l’action dont une est celle que nous pensons la plus
adéquate. Les autres tendances proposées ont été choisies
comme suit :
— les tendances appartenant à la même stratégie émo-
tionnelle et orientées vers une même cause
— les tendances à l’action orientée vers la même cause
que la tendance à l’action voulue mais appartenant
à une stratégie émotionnelle différente.
— les tendances à l’action appartenant à la même stra-
tégie émotionnelle que la tendance à l’action voulue
mais orientée vers une cause différente.
Exemple : Dans la figure 1, nous présentons une ques-
tion extraite du questionnaire. Le fait que le touriste ne
s’est pas perdu dans la ville est un événement désirable
pour le guide touristique Alex. La cause de cet évènement
est "self" vu que le touriste ne s’est pas perdu grâce à ses
conseils. La tendance que nous voulions exprimer dans ce
dialogue est : S’afficher. Les seules autres tendances qui ré-
pondent à la même stratégie émotionnelle et orientée vers
la même cause "self" sont "rechercher la reconnaissance"
et "faire savoir autour de soi". "Continuer comme ça" ré-
pond à la même stratégie mais orientée vers la cause "circ"
et "s’approcher de l’autre" fait partie de la même stratégie
mais orientée vers "other".
Variantes A et B : Pour chacune des 30 tendances à l’ac-






Circ TA01 Tout casser Rah ! Y’en a marre !
TA02
Retirer
l’obstacle Qu’est-ce qu’on peut faire ?




l’autre Tout ça est à cause de vous !
TA05
Insulter
l’autre Vous êtes vraiment stupide !
TA06
Blesser









Je ne veux pas parler de cela.
Arrêtons la discussion !
TA09 Se protéger
Je ne suis pas ici pour
entendre ce genre de
remarques. Arrêtons là notre
discussion !




Ce n’est pas possible. Il faut





Pardon. Je vais tenter de
corriger.






Qu’est-ce que je peux faire
pour me faire pardonner ?
Other TA15
S’éloigner


















Tu as vu comme je suis bon !
Il faut que vous le disiez à
tout le monde !






















situation Je n’aime pas ça !
Self
TA25 Se soumettre
Je suis prêt à faire ce que vous
voulez.
TA26 Se désister
Je préfère laisser la place à
mon collègue.




Agh ! Je ne veux plus discuter
avec vous !
Stop Moving
toward Circ TA29 Renoncer Je ne peux rien faire de plus.
Stop Moving
away from Circ TA30 Se détendre Ouf ! c’est mieux comme ça !
TABLE 1 – Les tendances à l’action regroupées par straté-
gies émotionnelles et causes et leurs actes locutoires cor-
respondants
trées dans deux dialogues distincts et présentées à des parti-
cipants différents. Nous avons donc deux versions du ques-
tionnaire nommées A et B, ce qui permettra d’évaluer la
sensibilité des actes locutoires au contexte applicatif. Pour
chaque participant qui commence le test, une des deux ver-
sions du questionnaire est sélectionnée d’une manière aléa-
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FIGURE 1 – Une question extraite du questionnaire d’évaluation de choix d’actes locutoires
toire et automatique.
4.2 Hypothèses
Nous voulons vérifier que des actes locutoires choisis sont
bien perçus comme associés à la tendance à l’action qu’ils
sont censés représenter. Par exemple, nous faisons l’hypo-
thèse que l’acte locutoire "Y’en a marre !" sera bien perçu
comme exprimant la tendance à l’action "Détruire" qui ap-
partient à la stratégie émotionnelle "Move Against" face à
une cause extérieure (circ).
Cependant, l’étude de la littérature a révélé qu’il n’y a pas
de consensus quant au nombre exact des tendances à l’ac-
tion. L’émotion "colère" par exemple peut conduire à une
tendance à attaquer l’autre, critiquer sa conduite ou l’in-
sulter. Nous formulons donc l’hypothèse que certains actes
locutoires seront perçus comme relevant de deux tendances
à l’action distinctes, que nous pourrions alors envisager de
regrouper.
Enfin, nous voulons nous assurer que la perception des ten-
dances à l’action est indépendante du contexte du dialogue.
Ces différents objectifs nous ont amenés à formuler les
deux groupes d’hypothèses suivantes :
H1a : Nous faisons l’hypothèse initiale que, pour chaque
acte locutoire ali, la tendance à l’action associée tai est si-
gnificativement mieux reconnue que les 4 autres tendances
à l’action proposées.
Reprenons l’exemple sur la figure 1. Le score donné par les
participants à la tendance "s’afficher" devrait être significa-
tivement plus élevé que celui attribué à "chercher la recon-
naissance", "faire savoir autour de soi", "continuer comme
ça" ou "s’approcher de l’autre".
Pour vérifier cette hypothèse, nous calculons la p-value sui-
vant un test de Wilcoxon 1 entre tai et chacune des autres
tendances à l’action proposées. Cette mesure se fait sans
prendre en compte les éventuelles différences de contexte.
L’hypothèse H1a est considérée comme valide pour l’acte
locutoire si et seulement si le score de p-value est inférieur
à 0,05 pour chacune des 4 comparaisons.
H1b : Lorsque H1a n’est pas vérifiée, c’est-à-dire lorsque
la tendance à l’action proposée n’a pas été significative-
ment mieux reconnue, nous faisons l’hypothèse qu’une
autre tendance à l’action "proche" est peut-être associée à
cet acte locutoire.
Nous regardons s’il existe une tendance à l’action taj
parmi les 4 autres tendances à l’action proposées qui est si-
gnificativement mieux reconnue par les participants. Cette
mesure se fait sans prendre en compte les éventuelles diffé-
rences de contexte et l’hypothèse H1b est valide si le score
de p-value entre taj et chacune des 4 autres tendances à
l’action proposées est inférieur à 0,05.
H1c : Lorsque ni H1a, ni H1b ne sont vérifiées, nous fai-
sons l’hypothèse que plusieurs tendances à l’action diffé-
rentes peuvent être représentées par ce même acte locu-
toire.
Nous cherchons s’il existe une tendance à l’action taj
parmi celles proposées telle que, lorsque nous fusionnons
les scores obtenues pour taj et tai, nous obtenons un score
1. Nous avons effectué un test non-paramétrique vu que la distribution
des données ne suit aucune loi. Nous avons également eu besoin d’un test
sur des échantillons appariés vu que nous allons comparer les réponses
d’un même groupe de participants. Le test de Wicoxon signé (Wilcoxon
signed rank test)[20] permet de prendre en compte le niveau de différence
à l’intérieur des paires. Nous avons opté pour ce test appliqué pour chaque
scénario, entre la réponse qui a eu le score plus élevé et toutes les autres
tendances proposées dans le même scénario.
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significativement plus élevé que pour les trois autres ten-
dances à l’action proposées (au sens de la p-value).
H2a : Lorsque H1a ou H1b est vérifiée, c’est-à-dire lors-
qu’il existe bien une tendance à l’action qui est mieux
reconnue que les autres, nous formulons l’hypothèse que
cette propriété est valide indépendamment du contexte.
L’hypothèse H2a est considérée comme valide si et seule-
ment si H1a (resp. H1b) peut être vérifiée séparément
dans les deux sous-groupes associés aux contexte A et au
contexte B.
H2b : Lorsque H1a ou H1b est vérifiée, nous formulons
aussi l’hypothèse que le score attribué à la tendance à l’ac-
tion est indépendant du contexte. Pour cela, nous calculons
la valeur de corrélation inter-groupe entre le contexte A et
le contexte B en utilisant un test de κ de Cohen [4]. L’hypo-
thèse est considérée comme valide si et seulement si l’ac-
cord inter-annotateur obtenu par le score de κ est supérieur
à 0,4.
4.3 Procédure expérimentale
Nous avons réalisé une étude inter-sujets avec 80 partici-
pants francophones (moyenne d’âge = 42 ans, 52 femmes,
28 hommes). Chaque participant a répondu à 30 questions
correspondant aux 30 tendances à l’action dans un ordre
aléatoire. Nous avons eu 29 participants pour la version A
du contexte et 51 pour la version B (le choix était aléatoire
et nous n’avons gardé que les participants ayant répondu
à l’ensemble du questionnaire). Les participants ont eu ac-
cès à l’expérimentation à travers un lien qui été partagé et
relayé sur les réseaux sociaux et les listes de participants
RISC ainsi que le personnel du laboratoire et de l’entre-
prise. La seule condition requise pour les participants est la
maitrise de la langue française. En effet, comme les actes
de langage expriment une réaction impulsive et non réflé-
chie, il est difficile de comprendre les subtilités de la langue
pour des personnes non-francophones.
Le questionnaire est anonyme et les participants n’ont pas
été rémunérés. Le questionnaire commence par deux ques-
tions exemples qui n’ont pas été considérées (il s’agit juste
de familiariser l’utilisateur avec l’interface Limesurvey et
avec les situations de dialogue présentées par la suite). Les
30 situations présentées à chaque participant sont choisies
de manière aléatoire et changent d’un participant à l’autre,
ainsi que l’ordre des tendances à l’action proposées, pour
réduire les biais éventuels.
5 Analyse des résultats
Les résultats obtenus pour les différentes hypothèses sont
résumés dans le tableau 2. Ce tableau se lit de la ma-
nière suivante : la première colonne indique le nom de
la tendance à l’action que nous souhaitions exprimer par
l’acte locutoire présenté aux participants (cf. table 1). La
deuxième colonne indique si l’hypothèse H1a a été véri-
fiée, c’est-à-dire si la tendance à l’action a été reconnue de
manière significative.
Numéro H1a H1b H1c H2a H2b
TA01 Non Non - Non Non
TA02 Oui - - Oui Non
TA03 Oui - - Oui Oui
TA04 Non Non TA06 Non Oui
TA05 Oui - - Oui Oui
TA06 Non Non TA05 Non Oui
TA07 Non Non TA08 Oui Oui
TA08 Non Non TA07 Oui Non
TA09 Non TA08 - Non Oui
TA10 Non Non TA07 Non Oui
TA11 Oui - - Oui Oui
TA12 Oui - - Oui Oui
TA13 Oui - - Oui Oui
TA14 Non TA13 - Non Oui
TA15 Non Non - Oui Non
TA16 Non TA17 - Oui Oui
TA17 Oui - - Oui Oui
TA18 Non TA17 - Non Oui
TA19 Non TA21 - Non Oui
TA20 Oui - - Oui Non
TA21 Oui - - Oui Oui
TA22 Non TA23 - Oui Oui
TA23 Non Non TA22 Non Oui
TA24 Oui - - Oui Oui
TA25 Oui - - Oui Oui
TA26 Non Non - Non Oui
TA27 Oui - - Oui Oui
TA28 Non Non - Non Oui
TA29 Non Non - Non Oui
TA30 Oui - - Oui Oui
TABLE 2 – La vérification des hypothèses pour toutes les
tendances à l’action
Si la réponse est "Non", la colonne suivante indique si l’hy-
pothèse H1b a été vérifiée, c’est-à-dire si une autre ten-
dance à l’action proposée aux participants a été mieux re-
connue, de manière significative. Dans les deux cas, les co-
lonnes H2a et H2b indiquent l’impact du contexte sur les
résulats. La colonne H2a indique si la tendance a été si-
gnificativement reconnue dans les deux groupes de parti-
cipants. La colonne H2b indique si les réponses des parti-
cipants pour les cinq tendances proposées sont similaires
(Kappa de Cohen).
Enfin, la colonne H1c indique, lorsque ni H1a ni H1b ne
sont vérifiées, s’il est possible de confondre la tendance
à l’action souhaitée avec une autre tendance à l’action,
dans l’optique de les fusionner. Dans ce cas, la colonne
H2a indique si le score obtenu en regroupant ces deux
tendances est significativement reconnue dans chacun des
deux groupes de participants (test de Wicoxon) et la co-
lonne H2b si les réponses obtenues sont similaires (Kappa).
Étude des hypothèses
Les actes locutoires associés aux tendances à l’action
TA03, TA05, TA11, TA12, TA13, TA17, TA21,TA24,
TA25, TA27 et TA30 vérifient l’hypothèse H1a et l’hy-
pothèse H2. Ils sont significativement bien associés à la
tendance à l’action souhaitée, et ce indépendamment du
contexte (11 actes sur 30). Il faut y ajouter les actes lo-
cutoires TA02 et TA20 qui sont bien reconnus mais pour
lesquels l’accord inter-annotateur suggère une influence du
contexte.
Pour les tendances à l’action TA16 et TA22, l’acte locutoire
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proposé est associé à une autre tendance à l’action que celle
souhaitée, et ce de manière significative et indépendante du
contexte. Cela suggère que les actes locutoires peuvent être
utilisés comme formulation alternative pour exprimer ces
tendances à l’action (respectivement TA17 et TA23).
Il est intéressant de noter que, de manière symétrique,
l’acte locutoire choisi pour TA23 vérifie l’hypothèse H1c
avec la proposition TA22. Or ces deux tendances à l’ac-
tion correspondent à la même stratégie émotionnelle et à la
même direction. Ce résultat suggère qu’il est possible de
fusionner ces deux tendances à l’action et d’utiliser indif-
féremment l’un des deux actes locutoires proposés.
L’acte locutoire associé à TA18 est lui aussi associé à
TA17, tout comme TA16, même si le résultat n’est pas va-
lable dans tous les contextes. Cela suggère, puisqu’il s’agit
de la même stratégie émotionnelle et de la même direction
pour ces trois tendances à l’actions, qu’il est préférable de
se limiter à la tendance à l’action TA17.
De même, l’acte locutoire TA19 est associé à TA21 qui est
dans le même groupe, et TA09 est associé à TA08, ce qui
milite en faveur de leur regroupement dans la formulation
la mieux reconnue. Cependant, dans le cas de TA08, le ta-
bleau montre une confusion avec TA07 qui suggère un re-
groupement avec deux formulations possibles. De plus, le
locutoire TA10 semble se confondre avec TA07 et pourrait
être accepté comme formulation alternative.
L’acte locutoire associé à la tendances à l’action TA04
semble se confondre avec TA06, laquelle est aussi confon-
due avec TA05. Cela suggère un regroupement autour de
TA05, peut-être en utilisant TA06 comme formulation al-
ternative, voire de TA04. Une étude statistique plus pous-
sée permettrait de déterminer si le regroupe de ces trois
tendances à l’action conduit à un score significatif.
L’acte locutoire associé à la tendance à l’action TA14
semble exprimer la tendance TA13. Comme ces deux ten-
dances font partie de la même stratégie émotionnelle et di-
rigée vers la même source, il est possible de les regrouper
autour de la tendance TA13.
Les actes locutoires associés aux tendances TA01, TA15,
TA26, TA28 et TA29 sont plus problématiques : ils n’ont
pas été reconnus par les participants et il est impossible de
les regrouper avec d’autres tendances choisies par les par-
ticipants. Nous pensons donc que le choix d’acte locutoire
n’est pas satisfaisant pour ces tendances à l’action et qu’il
faut proposer d’autres formulations.
C’est particulièrement important pour la tendance TA15
qui est la seule à exprimer la stratégie émotionnelle "Move
Away From" dirigée vers autrui, pour la tendance TA28
(stratégie émotionnelle "Moving it Away From" dirigée
vers l’interlocuteur) et pour la tendance TA29 (stratégie
"Stop Moving Toward").
Les tendances à l’action retenues et les actes locutoires que





l’obstacle) Qu’est-ce qu’on peut faire ?
TA03 (se punir) C’est vrai je suis nul !
TA05 (Insulter
l’autre)
"Vous êtes vraiment stupide !" ou "Vous n’êtes bon
à rien !" ou "Tout ça est à cause de vous !"
TA07 (Éviter le
problème)
"Et si on parlait d’autre chose ?" ou "Je ne veux




l’aide) Ce n’est pas possible. Il faut que vous m’aidiez !
TA12 (Corriger
l’erreur) "Pardon je vais tenter de corriger."
TA13
(Minimiser)
"Ce n’est pas très grave." ou "Qu’est-ce que je
peux faire pour me faire pardonner ?"
TA17 (Partager
sa bonne
humeur) "ça me fait très plaisir !" ou "Youpi" ou "Cool !"
TA20




"J’aime recevoir des compliments" ou "Tu as vu
comme je suis bon ! Il faut que vous le disiez à




"Jaimerais vous parler plus souvent." ou
"J’aimerais continuer à vous parler."
TA24 (Rejeter la
situation) Je n’aime pas ça !
TA25 (Se




détendre) Ouf ! C’est mieux comme ça !
TABLE 3 – Actes locutoires retenus après expérimentation.
6 Conclusion et perspectives
Nous avons mené une étude expérimentale sur un ensemble
de situations dialogiques où des tendances à l’action ont
été déclenchées et exprimées verbalement et textuellement
(sans prosodie). Nous nous sommes basés sur des travaux
antérieurs en linguistique et psychologie du langage pour
choisir les actes locutoires correspondant aux 30 tendances
à l’action sélectionnées dans la littérature. Notre objectif à
travers cette étude était de valider notre choix d’actes locu-
toires pour chaque tendance à l’action et de bien s’assurer
que ces derniers sont indépendants de la situation. Nous
avons également fait l’hypothèse que, dans un contexte pu-
rement dialogique, certaines tendances à l’action vont être
perçues d’une façon similaire.
Les résultats obtenus sont globalement encourageants.
Nous avons retenus 16 tendances à l’action parmi les 30.
Cette étude nous a permis de conclure que certaines ten-
dances à l’action peuvent être regroupées. Ce qui fait que
certaines peuvent s’exprimer par plusieurs actes locutoires.
Nous avons 6 tendances à l’action qui n’ont pas été perçues
par les participants et dont les résultats ne nous permettent
pas de conclure quant à nos hypothèses. Nous envisageons
de faire une deuxième étude expérimentale en modifiant
notre choix d’actes locutoires pour étudier ces 6 cas.
Nous sommes conscients que la limitation d’un seul acte
locutoire par tendance à l’action entraîne un risque de répé-
tition dans les dialogues. Nous envisageons d’élargir cette
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expérimentation avec d’autres actes locutoires pour diver-
sifier le choix de l’acte à mettre dans un dialogue. Aussi,
nous estimons que l’indépendance au contexte pourrait être
mieux validée par la présentation d’autres variantes avec
différentes situations possibles.
Ce travail a été fait dans le cadre d’une évaluation d’un
modèle affectif chez un agent conversationnel. Il pourrait
être utilisé dans des situations similaires où des tendances
à l’action sont exprimées verbalement.
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Abstract
In this article, we suggest a novel approach for image clas-
sification task from a positive unlabeled datased. Its proper
functioning is based on generative adversarial networks
(GANs) abilities. These allow us to generate fake images
whose distribution is close to the distribution of the negative
samples included in the unlabelled dataset available, while
remaining different from the distribution of positive samples
that are not labeled. Then we train a CNN classifier with
the positive samples and the fake samples generated, as it
would have been done with a classical Positive Negative
dataset. Tests performed on three different image classifica-
tion datasets show that the system is stable in its behavior
with a non negligible fraction of positive samples present in
the unlabeled dataset. Although very different, this method
outperforms the state of the art in PU learning on the RGB
CIFAR-10 dataset.
Résumé
Dans ce document, nous proposons une nouvelle approche
répondant à la tâche de classification d’images à partir
d’un apprentissage sur données positives et non-labélisées.
Son bon fonctionnement repose sur certaines particulari-
tés des réseaux antagonistes génératifs (GANs). Ces der-
niers nous permettent de générer des fausses images dont
la distribution se rapproche de la distribution des échan-
tillons négatifs inclus dans le jeu de données non labélisé
disponible, tout en restant différente de la distribution des
échantillons positifs non labélisés. Ensuite, nous entraînons
un classifieur convolutif avec les échantillons positifs et les
faux échantillons générés, tel que cela aurait été fait avec
un jeu de données classique de type Positif Négatif. Les tests
réalisés sur trois jeux de données différents de classification
d’images montrent que le système est stable dans son com-
portement jusqu’à une fraction conséquente d’échantillons
positifs présents dans le jeu de données non labélisé. Bien
que très différente, cette méthode surpasse l’état de l’art
PU learning sur le jeu de données RVB CIFAR-10.
Mots Clef
Apprentissage Positif Non Labélisé (PU learning), Classifi-
cation d’Images, Apprentissage Profond, Apprentissage de
Représentations, Modèles Génératifs.
1 Introduction
Les méthodes d’apprentissage utilisant des filtres à noyaux
de convolution ont démontré de bonnes performances de
prédiction dans le domaine du traitement d’image, et plus
particulièrement pour la tâche de classification d’images.
Pour réaliser de telles performances, de grands jeux de
données entièrement labélisés sont requis. De nos jours,
plusieurs jeux de données distincts peuvent être amenés à
être fusionnés pour cette raison afin d’augmenter la capacité
de généralisation d’un modèle d’apprentissage tel que cela
est proposé dans YOLO9000 [18]. Par ailleurs, pour atténuer
ce besoin de grands jeux de données labélisés, des méthodes
d’apprentissage semi-supervisé existent [16]. Mais, si un
objet n’appartenant à aucune classe labélisée du jeu de
données d’entraînement doit être traité, il reste difficile de
prédire le comportement du modèle entraîné à son égard.
Néanmoins, une idée pouvant répondre à ce problème
consiste à se focaliser principalement sur les données qui
nous intéressent. Cela est le cas pour les méthodes de One-
Class Classification (OCC) [8], détection de nouveauté [14]
où il est utilisé uniquement des échantillons de la classe d’in-
térêt ; la classe positive. Cependant, à notre connaissance,
les méthodes OCC ont une performance limitée lorsqu’elles
sont appliquées à des tenseurs de données de grande dimen-
sionalité tels que des images. De plus, il est souvent facile
d’acquérir des échantillons non labélisés susceptibles de
contenir des informations pertinentes à propos des contre-
exemples de la classe d’intérêt. De cette manière, nous
abordons le problème d’apprentissage Positif Non labélisé
(apprentissage PU). Il se trouve que les méthodes d’appren-
tissage Positif Non labélisé ont été appliquées récemment à
des données de type images tel que la méthode Rank Pru-
ning (RP) [13]. Cette méthode est la plus performante de
l’état de l’art dans un contexte où l’on n’a pas de connais-
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sances à priori sur les fractions d’échantillons bruités. Elle
est cependant coûteuse en calculs car elle consiste à réaliser
plusieurs entraînements consécutifs du même classifieur de
manière à éliminer les échantillons les moins pertinents pen-
dant la phase d’entraînement. De plus, selon [12], ces mé-
thodes deviennent compétitives lorsque le nombre d’échan-
tillons non labélisés dans le jeu de données d’entraînement
augmente considérablement. Cela est un avantage lorsque
l’on peut obtenir facilement des données non labélisées.
Par ailleurs, les réseaux génératifs antagonistes (GANs) ont
attiré notre attention en raison de leur capacité à générer de
faux échantillons xF qui ont une distribution pG(xF ) qui
tend vers la distribution pdata(xR) des échantillons réels
xR utilisés pendant son entraînement. Le GAN originel [5]
contient un modèle génératif G et un modèle discrimina-
tif D. Ces deux modèles possèdent une structure de type
perceptron multi-couche. Un vecteur de bruit z, composé
de variables aléatoires continues, est placé en entrée de G.
D est entraîné à distinguer les échantillons réels des faux
échantillons générés par G, pendant que ce dernier est en-
traîné à produire des faux échantillons qui doivent sembler
réels au possible. Cet entraînement adversaire consiste à





V (G,D) = ExR∼pdata(xR)logD(xR)
+Ez∼pz(z)log[1−D(G(z))].
Lorsque D ne peut plus distinguer les vrais échantillons
des faux, nous obtenons la propriété suivante, avec yD le




D’autres variantes du GAN sont apparues telles que le DC-
GAN [15], qui adapte sa structure au traitement d’images
en intégrant des couches convolutives. Le Wasserstein GAN
(WGAN) [1] utilise d’une part la distance Earth−Mover
(EM ) dans sa fonction de coût, et d’autre part limite les va-
leurs des poids de son modèle à un certain intervalle, afin de
rectifier le problème d’instabilité des précédentes versions
du GAN.
En raison de leur capacité à apprendre des représentations
pertinentes d’un point de vue sémantique et de leur efficacité
déjà démontrée en apprentissage semi-supervisé [20], nous
avons décidé d’exploiter d’une certaine manière leurs avan-
tages pour une application d’apprentissage PU. Parallèle-
ment à notre étude, l’approche [7] est apparue pour répondre
à la même problématique en utilisant un modèle d’appren-
tissage de type GAN. [7] requière deux modèles génératifs
et trois discriminateurs pour l’étape générative contre un
générateur et un discriminateur pour notre approche. Cela
devrait nous confèrer un temps de calcul moindre et un ap-
prentissage mieux maîtrisé. Mais leur étude s’est arrêtée à
la description fonctionnelle de leur modèle 1. Ici, l’approche
proposée que l’on nomme Positive-GAN ("PGAN" par la
1. À noter qu’après la date de soumission de notre article à CNIA-
suite) a été testée sur trois jeux de données différents et dont
les résultats sont très prometteurs en termes robustesse et
de performance de prédiction pour le traitement d’images
complexes. Il surpasse l’état de l’art sur le jeu de données
le plus difficile que nous avons testé.
Le document est organisé tel que ci-dessous. Dans la section
suivante nous présentons la méthode. Les expérimentations
et les résultats sont présentés dans la troisième section. Pour
finir, une conclusion est faite sur notre approche et de futures
directions de recherche sont suggérées.
2 Méthode d’apprentissage propo-
sée : Le Positive-GAN
Dans cette section, nous décrivons notre système d’appren-
tissage PU de manière générique et focalisons la description
sur la méthode d’entraînement. Notre méthode d’apprentis-
sage Positive-GAN (PGAN) consiste à substituer l’absence
d’échantillons négatifs labélisés xN avec les faux échan-
tillons xF générés par notre GAN, dont la distribution est
proche au possible de celle des xN , tout en étant différente
de celle des échantillons positifs xP . La figure 1 illustre le
fonctionnement du système.
FIGURE 1 – Système d’apprentissage PU proposé : Positive-
GAN.
Lors de l’étape 1, le GAN est entraîné avec les échantillons
non labélisés xU à partir du jeu de données d’entraînement
RJCIA, une nouvelle version de la publication [7] est apparue, en version
pre-print, où l’étude de leur méthode a été complétée : Leur nouvelle ver-
sion datant du 4 avril 2018 inclue une partie théorique et quelques tests
comparatifs sur les jeux de données USPS et MNIST auxquels il aurait été
pertinent de se comparer, s’il n’y avait pas eu de conflits de dates. Leur
nouvelle version nécessite la connaissance à priori de la fraction d’échan-
tillons positifs inclus dans le jeu de données non labélisé pour fonctionner.
Les tests ont été réalisés avec une faible proportion d’échantillons posi-
tifs labélisés, ce qui met en avant l’intérêt des méthodes génératives pour
l’augmentation de dataset. Cependant, des détails sur l’intialisation des
hyper-paramètres λP , λN et λU auraient été appréciés, ainsi que la réalisa-
tion de tests sur des bases de données plus complexes telles que CIFAR-10
avec des structures de type réseaux convolutifs. En effet, bien que leur
méthode semble fonctionnelle avec une structure de type peceptron multi-
couche, les étapes de convolution rendent plus difficile l’effondrement d’un
générateur et donc la divergence de leur générateur GN pour l’apprentis-
sage de la distribution des échantillons négatifs à partir d’échantillons non
labélisés et d’échantillons positifs labélisés.
36
PU qui contient une fraction π ∈ (0, 1) d’échantillons po-
sitifs et une fraction 1− π d’échantillons négatifs xN . Le
système Positif-Non labélisé inclue trois modèles convolu-
tifs avec différents rôles respectifs :
— Le modèle discriminateur DU est entraîné à distin-
guer les vrais échantillons xU des faux non labélisés
générés xF , avec yDU ∈ (0, 1) sa valeur de sortie
prédite.
— Le modèle génératif G prend en entrée un vecteur
de bruit z constitué de variables aléatoires continues,
et fournit en sortie, dans le même format que xU ,
les faux échantillons xF = G(z). G est entraîné de
manière antagoniste à DU afin de générer des faux
échantillons tels que leur distribution p(xF ) tend
vers p(xU ).
— Lors de la deuxième étape, une fois que l’entraî-
nement du GAN est considéré comme terminé, le
classifieur binaire convolutif DB est entraîné à dis-
tinguer les échantillons réels positifs xP des faux
échantillons xF .
Les explications présentées ci-dessous ont pour objectif de
développer l’intuition derrière le système proposé.
Nous rappelons que le jeu de données non labélisé est com-
posé d’une fraction π d’échantillons positifs xP et d’une
fraction 1− π d’échantillons négatifs xN . Ainsi, si le GAN
est correctement entraîné sur les échantillons non labélisés




⇔ p(xF ) −−−−−→
yDU→ 12
π p(xP ) + (1− π) p(xN ),
et l’on admet alors comme forte hypothèse pour la suite que










Lorsque yDU → 12 , nous démarrons la deuxième étape du
PGAN. Par ailleurs, un GAN n’est pas parfait dans son
fonctionnement lorsqu’il se voit être appliqué à des tenseurs
de grandes dimensions, ainsi :
p(xFP ) 6= p(xP ), et p(xFN ) 6= p(xN ). (1)
Il est donc alors possible d’estimer une distance d non nulle
dans la fonction de coût du classifieur DB , tel que :
d(p(xP ), p(xF )) ⇔
{
d(p(xP ), p(xFP ))
d(p(xP ), p(xFN )).
Mais, bien que calculée, la distance d(p(xP ), p(xFP )) n’est
pas exploitée dans l’application finale où nous traitons uni-
quement des échantillons réels avec le classifieurDB . Ainsi,
lorsque p(xFN ) −−−−−→
yDU→ 12
p(xN ) et que DB a été égale-
ment correctement entraîné, nous obtenons l’équivalence :
d(p(xP ), p(xFN ))⇔ d(p(xP ), p(xN )). (2)
Nous sommes donc capable de calculer la distance qui nous
intéresse. En transférant ce raisonnement dans notre mé-
thode PU, cela revient à affirmer les équivalences suivantes
à la sortie de la fonction de coût LDB du classifieur DB
lorsque yDU → 12 :
LDB = ExP∼p(xP )logDB(xP )
+Ez∼pz(z)log[1−DB(G(z))]
⇔ LDB = ExP∼p(xP )logDB(xP )
+ExN∼p(xN )log[1−DB(xN )].
Ainsi, grâce à l’hypothèse de fonctionnement proposée ci-
dessus on peut affirmer que la méthode PGAN devient si-
milaire à un entraînement sur des échantillons positifs et
négatifs respectivement labélisés, tout en s’éloignant d’un
entraînement de type apprentissage PU, malgré le fait que
le jeu de données que nous utilisons contienne uniquement
des échantillons positifs labélisés et des échantillons non la-
bélisés. De plus, intuitivement, calculer d(p(xP ), p(xFP ))
peut favoriser dans une certaine mesure, l’apprentissage
des frontières de p(xP ). Cependant, deux risques peuvent
survenir avec cette méthode :
— Si les échantillons xU contiennent majoritairement
des échantillons xP , alors il est possible que G ne
soit plus apte à générer suffisamment de faux échan-
tillons similaires aux échantillons xN .
— Si G génère des faux échantillons ayant une distri-
bution égale à celle des vrais échantillons, contrai-
rement à l’inégalité 1, alors le PGAN deviendrait
équivalent en termes de performances à un entraîne-
ment classique PU. Mais lorsque la dimensionalité
des images à traiter devient large, alors ce risque
disparaît. De plus, il peut être atténué en utilisant
une structure pour le classifieur DB dont les perfor-
mances en prédiction sont meilleures que celles de
la structure utilisée pour le discriminateur DU .
Trouver une solution permettant d’éviter ces deux risques
de se produire reste une question ouverte très intéressante
pour améliorer la fiabilité de la méthode.
3 Expérimentations
3.1 Réglages des tests
Les expériences ont été réalisées sur les trois jeux de don-
nées MNIST [10], Fashion-MNIST [21] et CIFAR-10 [9].
Nous avons comparé notre approche à RP [13], qui est à
notre connaissance la meilleure méthode d’apprentissage
bruité (noisy learning) et PU ne nécessitant pas de connais-
sances à priori de la fraction π. De plus, l’implémentation
de l’auteur est disponible 2. Nous indiquons aussi la perfor-
mance du classifieur entraîné sur le jeu de données d’en-
traînement initial contenant des échantillons entièrement
labélisés positifs et négatifs, et nous appelons évidemment
cette méthode PN, que nous considérons comme la réfé-
rence du cadre idéal. Nous comparons aussi le PGAN à un
2. https : //github.com/cgnorthcutt/rankpruning
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TABLE 1 – Résultats comparatifs en fonction des F1-Scores mesurés sur MNIST, Fashion-MNIST et CIFAR-10 avec le
classifieur entraîné sur 20 époques.
ref ρ = 0.5, π = 0.1 ρ = 0.5, π = 0.3 ρ = 0.5, π = 0.5 ρ = 0.5, π = 0.7
Jeux de données PN PU PGAN RP PU PGAN RP PU PGAN RP PU PGAN RP
0 0.997 0.633 0.974 0.992 0.445 0.973 0.955 0.320 0.973 0.991 0.689 0.902 0.880
1 0.998 0.774 0.971 0.995 0.642 0.979 0.996 0.851 0.958 0.994 0.884 0.863 0.993
2 0.990 0.395 0.972 0.975 0.658 0.959 0.923 0.795 0.947 0.936 0.692 0.914 0.987
3 0.996 0.716 0.963 0.991 0.620 0.953 0.991 0.766 0.934 0.882 0.729 0.885 0.829
4 0.997 0.512 0.964 0.972 0.802 0.952 0.995 0.717 0.945 0.933 0.551 0.914 0.977
5 0.993 0.701 0.974 0.985 0.725 0.950 0.943 0.799 0.949 0.910 0.626 0.873 0.973
6 0.992 0.708 0.962 0.928 0.758 0.959 0.992 0.699 0.971 0.993 0.613 0.944 0.990
7 0.995 0.603 0.962 0.947 0.433 0.960 0.991 0.620 0.926 0.988 0.783 0.737 0.979
8 0.995 0.741 0.949 0.929 0.506 0.941 0.982 0.339 0.922 0.941 0.651 0.849 0.818
9 0.981 0.785 0.959 0.954 0.442 0.956 0.979 0.561 0.939 0.941 0.750 0.865 0.904
AV GMNIST 0.993 0.657 0.965 0.967 0.603 0.958 0.975 0.647 0.946 0.951 0.697 0.875 0.933
T-shirt/top 0.908 0.724 0.926 0.899 0.206 0.91 0.937 0.821 0.873 0.947 0.695 0.802 0.91
Trouser 0.993 0.815 0.983 0.993 0.247 0.969 0.989 0.938 0.953 0.99 0.681 0.911 0.984
Pullover 0.932 0.635 0.9 0.887 0.29 0.885 0.925 0.695 0.865 0.917 0.657 0.842 0.888
Dress 0.952 0.601 0.941 0.948 0.312 0.925 0.955 0.852 0.893 0.914 0.631 0.853 0.882
Coat 0.882 0.614 0.909 0.847 0.252 0.889 0.942 0.788 0.845 0.92 0.686 0.83 0.918
Sandal 0.995 0.793 0.945 0.977 0.444 0.964 0.98 0.819 0.923 0.985 0.67 0.919 0.981
Shirt 0.818 0.446 0.852 0.758 0.398 0.846 0.847 0.797 0.819 0.873 0.554 0.792 0.853
Sneaker 0.983 0.73 0.973 0.973 0.271 0.952 0.979 0.865 0.943 0.967 0.64 0.922 0.977
Bag 0.989 0.772 0.978 0.976 0.536 0.947 0.99 0.837 0.96 0.965 0.685 0.757 0.977
Ankle boot 0.985 0.704 0.964 0.979 0.354 0.973 0.986 0.824 0.963 0.976 0.609 0.942 0.976
AV GF-MNIST 0.944 0.683 0.937 0.924 0.331 0.926 0.953 0.824 0.904 0.945 0.651 0.857 0.935
Plane 0.727 0.341 0.818 0.669 0.557 0.784 0.795 0.295 0.758 0.743 0.621 0.731 0.718
Auto 0.78 0.506 0.801 0.695 0.492 0.737 0.829 0.414 0.789 0.798 0.521 0.734 0.783
Bird 0.447 0.175 0.688 0.56 0.439 0.744 0.68 0.184 0.694 0.644 0.359 0.688 0.542
Cat 0.5 0.125 0.658 0.384 0.272 0.722 0.651 0.249 0.718 0.67 0.446 0.69 0.698
Deer 0.698 0.272 0.68 0.605 0.232 0.708 0.708 0.3 0.708 0.64 0.43 0.633 0.602
Dog 0.567 0.2 0.632 0.539 0.37 0.756 0.648 0.258 0.746 0.733 0.514 0.678 0.712
Frog 0.691 0.35 0.837 0.666 0.418 0.793 0.794 0.256 0.788 0.769 0.693 0.75 0.749
Horse 0.786 0.373 0.693 0.653 0.515 0.757 0.723 0.26 0.751 0.759 0.611 0.675 0.711
Ship 0.832 0.313 0.821 0.764 0.565 0.809 0.831 0.324 0.775 0.785 0.623 0.716 0.755
Truck 0.771 0.462 0.822 0.685 0.367 0.786 0.637 0.272 0.754 0.617 0.539 0.724 0.564
AV GCIFAR-10 0.680 0.312 0.745 0.622 0.423 0.760 0.730 0.281 0.748 0.716 0.536 0.702 0.684






















































FIGURE 2 – F1-Scores moyens après 20 époques d’entraînement pour le classifieur en fonction du taux π qui varie entre 0.1
et 0.9 avec un pas de 0.1, pour PN (vert), PU (rouge), RP (bleu) et PGAN (orange) sur MNIST (a), Fashion-MNIST (b) et
CIFAR-10 (c).
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entraînement que l’on nomme PU, qui est équivalent à PN,
mais avec une substitution des échantillons négatifs par des
échantillons non labélisés.
Pour ces expérimentations, les méthodes PN, PU, RP et
PGAN sont testées avec exactement le même classifieur
convolutif afin d’être impartial. Nous avons utilisé le modèle
convolutif de classification d’imagettes proposé par tensor-
flow 3 pour rester générique. Il contient deux couches convo-
lutives successives, respectivement suivies d’une étape de
max-pooling, et se finit par deux couches entièrement
connectées consécutives. La fonction d’activation en sortie
de chaque couche est ReLU, mis à part pour la dernière
où softmax est appliquée. Nous avons uniquement modi-
fié la dimension de sortie de la dernière couche que l’on
fait passer de 10 neurones à 2, afin d’être adapté à notre
tâche de classification binaire. Le classifieur est entraîné
sur 20 époques. Pour les images 32x32x3 de CIFAR-10, les
largeurs et longueurs des tenseurs d’entrée et de sortie des
deux couches convolutives sont adaptées, et la profondeur
des filtres à noyaux de la première couche convolutive est
établie à 3 afin de correspondre aux trois cannaux de ces
images RVB. Mais le nombre de filtres et leurs largeur et
longueur restent inchangés.
Pour l’étape générative du PGAN, nous avons associé la
méthode d’entraînement du WGAN [1] à l’architecture du
DCGAN [15] en raison de leurs performances. À noter
qu’avec la distance EM , p(xF ) tend vers p(xU ) lorsque
yDU tend vers 0. Bien que cela ne soit pas une nécessité,
dans le cadre de ces expériences, le vecteur de bruit d’entrée
z est constitué de variables aléatoires continues de distribu-
tions uniformes. La durée d’entraînement de notre modèle
génératif dépend de la complexité du jeu de données à trai-
ter : 10 époques pour MNIST, 20 pour Fashion-MNIST,
et 100 pour CIFAR-10. Pour ce dernier, nous faisons les
mêmes modifications dans la structure de DU et G, tel que
cela a été expliqué précédemment pour le classifieur.
Au sujet de la création de notre jeu de données d’entraîne-
ment, ρ correspond à la fraction d’échantillons positifs du
jeu de données initial qui contient nP échantillons positifs.
Ces ρ × nP échantillons collectés sont ensuite introduits
dans notre jeu de données non-labellisé Utrain, qui contient
initiallement uniquement des échantillons négatifs N dont
le nombre total est nN . π est la fraction d’échantillons
positifs P que l’on impose dans le jeu de données non label-
lisé d’entraînement Utrain. Pour se faire, nous retirons de
Utrain un certain nombre d’échantillons négatifs que nous
n’exploitons pas, de manière à respecter π. Utrain contient
alors à la fois des N et des P selon les paramètres ρ et π.
Nous établissons qu’avec π ∈ [ 1nN
ρ nP
+1
, 1) et ρ ∈ (0, 1),
nous pouvons alors obtenir consécutivement, avec Ptrain
l’ensemble d’échantillons positifs d’entraînement, les deux
jeux de données d’entraînement suivants :
Ptrain = {(1− ρ) nP P ; 0 N},
3. https : //github.com/tensorflow/tensorflow/blob/master/
tensorflow/examples/tutorials/mnist/mnist_softmax.py




où les notations a P et b N désignent respectivement a
éléments positifs et b éléments négatifs.
Pour trouver les équations définissant Utrain selon les pa-
ramètres π et ρ, et l’intervalle des valeurs possibles pour π,
nous utilisons nU qui représente le nombre total d’échan-
tillons non labélisés contenus dans l’ensemble Utrain, tel
que :
Utrain = {π nU P ; (1− π)nU N}




car nous imposons ρ nP = π nU .
Or, pour que cela soit réalisable, il faut que (1 − π)ρ nPπ
soit inférieur ou égal à nN . Cela revient donc à dire que




Les résultats présentés ci-dessous sont tous réalisés avec
ρ = 0.5 et pour plusieurs valeurs de π.
3.2 Résultats
(a) (b) (c)
FIGURE 3 – Images générées parG avec ρ = 0.5 et π = 0.5
après 10 époques sur MNIST (a), 20 sur Fashion-MNIST
(b), et 100 sur CIFAR-10 (c). Les classes positives respec-
tives sont ici ”5”, ”trouser” and ”automobile”.
Dans la figure 3, nous présentons quelques fausses images
générées par G, respectivement pour MNIST, Fashion-
MNIST et CIFAR-10. Nous pouvons remarquer que les
images générées par G semblent visuellement acceptables,
ce qui indique d’un point de vue qualitatif le bon fonction-
nement du modèle génératif. Afin d’obtenir un tel résultat,
plus les images sont grandes et complexes, et plus il faut
entraîner le GAN sur un grand nombre d’époques.
Pour calculer le F1-Score, la fonction ArgMax est appliquée
aux deux neurones de sortie du classifieur. Si l’indice du pre-
mier neurone est renvoyé par ArgMax, alors l’échantillon
traité est classifié comme négatif. Sinon, il est considéré
comme positif. De plus, étant donné que les jeux de don-
nées de test contiennent 9 fois plus d’échantillons négatifs
que d’échantillons positifs, une fois toutes les prédictions
de test réalisées, nous adaptons les proportions des échan-
tillons négatifs à celle des positifs de manière à obtenir
un F1-Score pertinent. Le tableau 1 montre une partie des
F1-Scores comparatifs mesurés pour chaque classe pour
chacun des trois jeux de données exploités, et respective-
ment pour chaque méthode testée. Sur Fig. 2, il peut être
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observé que la méthode PN est une bonne référence sur
MNIST et Fashion-MNIST. Nous trouvons que l’efficacité
de la méthode d’apprentissage PGAN est équivalente à celle
de la méthode RP jusqu’à π = 0.5 sur MNIST et π = 0.3
sur Fashion-MNIST. Son efficacité décline ensuite un peu
plus vite que pour RP, mais tout en conservant un score
acceptable. Sur CIFAR-10 le F1-Score moyen est systémati-
quement meilleur pour notre méthode PGAN. Aussi, notre
méthode présente de meilleurs résultats que la référence PN
jusqu’à π = 0.8, ce qui est très intéressant. Cela est proba-
blement dû au fait que les échantillons générés représentent
une plus grande variété de distributions d’échantillons néga-
tifs que celles inclues dans le jeu de données initial. De plus,
le F1-Score du PGAN est significativement et systématique-
ment meilleur que la méthode PU sur l’ensemble des trois
jeux de données, même avec seulement 10% d’échantillons
positifs parmis les échantillons non labélisés, autrement dit
avec π = 0.1.
La figure 4 présente l’étude de la robustesse de l’approche
PGAN. Les figures 4.a et 4.b montrent que la méthode
PGAN a comparativement à RP une meilleure stabilité dans
son fonctionnement de manière à permettre de prédire plus
facilement l’évolution de son F1-Score en fonction de π
pour chaque classe du jeu de données. La figure 4.c nous
montre que le classifieur se stabilise et converge après 10
époques d’entraînement. Pour réaliser l’histogramme de la
figure. 4.d, nous avons récupéré la valeur du deuxième neu-
rone de sortie du classifieur qui correspond à la probabilité
prédite pour une image d’appartenir à la classe positive. On
peut observer que les distributions respectives des échan-
tillons de test positifs et négatifs estimées par le PGAN
sont de forme gaussienne, ce qui est une caractéristique
intéressante pour des applications réelles.
TABLE 2 – Stabilité moyenne des performances (F1-Scores)
des méthodes PGAN et RP en fonction de π sur les jeux de
données MNIST, Fashion-MNIST et CIFAR-10
jeux de données PGAN RP ERPEPGAN
MNIST 0.00039 0.00172 4.410
Fashion-MNIST 0.00016 0.00025 1.563
CIFAR-10 0.00044 0.00182 4.136
En complément aux figures 4.a et 4.b, le tableau 2 présente
la quantification des robustesses réalisée pour RP et PGAN
en fonction de π en ce qui concerne leurs performances de
prédiction, pour chacun des trois jeux de données de test.
Pour ce faire, nous avons lissé respectivement la courbe
s(π) de chaque classe représentant l’évolution du F1-Score
en fonction de π. Les courbes lissées s̃(π) ont été obtenues
en appliquant un filtre moyen avec un noyau de taille 3.
Ensuite, l’erreur quadratique moyenne MSE pour chaque
classe est calculée entre s̃(π) et s(π) tel que ci-dessous,






(s̃(i) − s(i+1))2. (3)
Puis, nous calculons les erreurs moyennes EPGAN et ERP
pour chaque jeu de données, ainsi que le ratio ERP :
EPGAN . On peut de cette manière constater que notre mé-
thode a systématiquement un comportement plus stable, qui
est d’un facteur 4 sur MNIST et CIFAR-10.
4 Conclusion
Ainsi, nous avons démontré que l’approche d’apprentissage
PU proposée surpasse l’état de l’art sur les images RVB
complexes du jeu de données CIFAR-10, et a un comporte-
ment plus stable sur l’ensemble des jeux de données testés
jusqu’à une fraction acceptable π d’échantillons positifs
dans le jeu de données non labélisé d’entraînement. Ces
résultats sont en cohérence avec le raisonnement formulé
et permettent ainsi d’envisager des applications PU sur des
données de plus grandes dimensions. Le PGAN ne nécessite
pas de connaissances à priori sur la fraction d’échantillons
positifs non labélisés. Cependant, il reste à étudier plus en
profondeur les risques de fonctionnement indiqués dans la
section 1, afin de garantir un fonctionnement idéal pour
cette approche.
L’optimisation du système peut se prolonger en testant
d’autres récentes variantes du GAN tels que le BEGAN
[3], le WGAN-GP [6], ou bien d’autres modèles génératifs
de type auto-encodeurs variationnels (VAEs) par exemple,
afin de généraliser l’approche proposée aux réseaux généra-
tifs. Une autre idée peut être d’exploiter le vecteur latent z
du GAN pour réaliser des opérations arithmétiques linéaires,
tel que dans [4], afin de générer des faux échantillons dont
on pourrait peut-être ainsi mieux gérer la distribution. Dans
cette même idée, trouver un moyen d’exploiter les données
positive labélisées pour la phase d’entraînement du généra-
teur est envisagé.
Étant données les performances prometteuses obtenues, une
future orientation certaine est d’étendre cette méthode à
l’analyse de plus grandes images et donc permettre la réa-
lisation de tâches plus complexes telles que la détection
d’objets [19], [11], [17] ou la segmentation sémantique [2].
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Résumé
Le problème de recalage d’images consiste à estimer la
déformation globale entre une image source I1 et une im-
age cible I2. Dans ce contexte, nous nous intéressons
à l’estimation d’un champ de déformation U sur le do-
maine Ω = [0, 1]2 de I1 sachant U sur un ensemble fini
de courbes β ∈ Ω. Pour ce faire, nous proposons une
nouvelle méthode basée sur des modèles gaussiens pour
recaler des images multimodales. La méthode proposée
commence par résoudre le problème de correspondance
entre les courbes βs puis estime le déplacement sur tout
Ω. La solution optimale est calculée à l’aide du maximum
de vraisemblance et de l’inférence bayésienne. D’après les
résultats obtenus sur des données réelles et simulées, la
déformation résultante a l’avantage d’être exacte sur les
observations et d’être lisse sur Ω.
Mots Clef
Recalage d’images, Statistique spatiale, Processus
gaussiens, Inférence bayésienne.
Abstract
Image registration aims to estimate the global deformation
between a target image I1 and a reference image I2. In
this context, we will focus on estimating a random field U
on the I1 domain Ω = [0, 1]2 based on observations of U
on a finite set of curves β ∈ Ω. Indeed, we present a new
multimodal image registration method based on Gaussian
random fields. The proposed method first find the optimal
correspondences between curves βs then estimate the de-
formation vector field on Ω. The optimal solution is com-
puted using Maximum Likelihood and Bayesian inference.
Based on results using both real and simulated data, the re-
sulting deformation has the advantage of being exact on the
observations as being sufficiently smooth over the whole Ω.
Keywords
Image registration, Spatial statistics, Gaussian process,
Bayesian inference.
1 Introduction
Le recalage d’images est une méthode qui vise à estimer
la transformation, soumise à certaines contraintes, d’une
image source I1 vers une image cible I2, afin de fusion-
ner leurs informations complémentaires. Cette méthode
est utilisée dans de nombreux domaines d’applications
[11, 15, 2]. En imagerie médicale on utilise le recalage
d’images pour détecter des maladies, valider un traite-
ment, comparer les données du patient avec des atlas
anatomiques, etc. [12]. L’estimation de cette déformation
est basée soit sur les intensités, soit sur des caractéristiques
géométriques, soit sur les deux [12, 10]. Dans le premier
cas, on cherche une transformation concervant la corre-
spondance entre les niveaux de gris, et dans le second la
correspondance entre des points, des courbes, etc.
Pour cet article, nous nous sommes intéressés au problème
de l’endométriose. Cette maladie est provoquée par
l’apparition de muqueuse utérine, aussi appelé endomètre,
en dehors de la cavité utérine. Elle touche approxima-
tivement 10% des femmes en âge de procréer, et peut
provoquer divers symptômes tels que des douleurs pelvi-
ennes chroniques, une dysenterie sévère, une infertilité,
etc. [3]. Il est alors nécessaire de pouvoir détecter si
une patiente à l’endométriose afin de la traiter efficace-
ment, que ce soit par des antalgiques, des traitements hor-
monaux, ou par chirurgie dans les cas les plus sévères.
L’endomètre pouvant pénétrer d’autres tissus et organes,
les méthodes de détection de l’endométriose se basent sur
plusieurs modalités d’images, donnant des informations
complémentaires. Plus précisément, l’échographie permet
d’avoir une estimation de l’infiltration de l’endomètre dans
d’autres tissus, et l’imagerie par résonance magnétique
(IRM) une position précise des kystes [3]. La fusion des
données IRM/échographie permet alors d’avoir un diag-
nostic précis, mais nécessite un recalage entre ces deux
modalités.
Dans notre cas, les deux images I1 et I2 représentent re-
spectivement l’échographie et l’IRM d’un même organe.
Cependant, comme le montre la Figure 1, les modalités
d’images ont des distributions d’intensités différentes, ce
qui rend inefficace les méthodes de recalage basées sur les
intensités. D’autre part, un spécialiste peut extraire le con-
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tour des organes présents dans les deux images. Nous al-
lons alors utiliser ces dernières pour effectuer le recalage.
Pour ce faire, nous estimerons le champ de déformation
entre les deux images, à l’aide des champs gaussiens.
(a) Echographie (b) IRM
Figure 1: Exemple de courbes extraites manuellement is-
sues d’images multimodales représentant les mêmes or-
ganes (en rouge et en jaune respectivement) : échographie
à gauche et IRM à droite.
Le reste du papier est organisé de la manière suivante. Dans
la section 2 nous formaliserons notre problème, et expli-
querons en détail notre méthode de résolution. Puis nous
présenterons nos résultats, sur des données synthétiques et
réelles, dans la section 3. Enfin, la section 4 conclura ce
papier.
2 Méthodologie
2.1 Formulation du problème
Soient Ω un domaine fermé de R2, β1 ⊂ I1 les courbes
de l’échographie et β2 ⊂ I2 celles de l’IRM. On cherche
à estimer un champ de déformation Ψ sur Ω transformant
I1 en I2. Ce champ doit déformer β1 en β2, tout en étant
lisse. Pour résoudre ce problème, il nous faut:
1. Trouver une correspondance optimale entre β1 et β2.
2. Estimer une déformation Ψ induite par un champ de
déplacement U , c’est-à-dire telle que:
Ψ : Ω → Ω
X 7→ Ψ(X) = X + U(X)
et vérifiant la contrainte Ψ(β1) = β2
Nous allons tout d’abord nous intéresser au premier
problème.
2.2 Correspondance optimale entre courbes
Afin de trouver une correspondance optimale entre les
courbes, nous adaptons les travaux de Srivastava et al. [13].
Dans ce papier, les auteurs s’intéressaient à l’analyse des
formes, et cherchaient une invariance aux transformations
préservant la forme, c’est-à-dire à la translation, la rota-
tion, la mise à l’échelle et la re-paramétrisation. Dans
notre cas, la translation et la rotation sont déjà fixées pour
toute l’image, et la mise à l’échelle n’est pas une nui-
sance. Ainsi, nous cherchons seulement l’invariance à la
re-paramétrisation. Par brièveté, nous ne décrivons le pro-
cessus que pour les courbes ouvertes, mais celui-ci peut
être étendu simplement à des courbes fermés [7].
Soit β : [0, 1] → R2 une courbe ouverte paramétrisée.
On utilise par la suite la représentation square-root velocity
function (SRVF) q de β, défini par:




Le mapping β ⇐⇒ (β(0), q) étant une bijection, il est pos-
sible de revenir aux courbes originales en stockant le pre-
mier point de ces dernières. On note C l’espace de SRVFs:
C =
{





Comme on recherche une représentation des courbes in-
variantes aux re-paramétrisations, nous allons utiliser des
classes d’équivalence. Nous définissons d’abord le groupe
des re-paramétrisations Γ:
Γ = {γ : [0, 1]→ [0, 1] | γ(0) = 0, γ(1) = 1, 0 < γ̇ <∞}
La re-paramétrisation d’une courbe β par γ ∈ Γ est
donnée par β ◦ γ, et la SRVF de cette courbe re-
paramétrisée est alors (q ◦ γ)√γ̇. Ainsi, pour unifier tous
les éléments de C représentant la même courbe, on défini
nos classes d’équivalence par [q] = {(q ◦ γ)√γ̇ | γ ∈ Γ}.
On note S = C/Γ = {[q], q ∈ C} l’ensemble des
classes d’équivalence. Afin de comparer deux courbes,
on impose la métrique L2 à S. Sous la représentation
SRVF, la métrique L2 correspond à une métrique élastique
sur l’espace original des courbes [8], ce qui permet de
déformer les courbes pour avoir la correspondance opti-
male. Cette déformation optimale entre deux points sur S
est obtenue par le chemin géodésique, et la distance entre
elles est définie par la longueur du chemin.
Afin de voir comment ceci peut résoudre notre problème,
on note q1 et q2 la représentation SRVF respective des deux
courbes β1 et β2. Afin de calculer la géodésique entre leurs
classes d’équivalence [q1] et [q2], on fixe q1, et on cherche
la re-paramétrisation optimale de q2 en résolvant γ̂ =
arg inf
γ∈Γ
||q1 − (q2 ◦ γ)
√
γ̇||22. La re-paramétrisation γ̂ don-
nera alors la correspondance optimale entre les courbes.
Par la suite, on note {Xi, i = 1, · · · , N} l’ensemble de
N points représentant la discrétisation de β1 et {Ui =
U(Xi), i = 1, · · · , N} les déplacements correspondants
donnés par β2 ◦ γ̂. Afin de résoudre le second problème,
nous supposons que U est un champ gaussien.
2.3 Champ de déformation gaussien
On rappelle qu’un champ gaussien U est défini par:
U(X) ∼ N (µ(X), C(X))
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où µ(X) et C(X) sont respectivement la moyenne et la
variance de U(X). Une loi gaussienne étant entièrement
décrite par sa moyenne et sa variance, il nous suffit de trou-
ver ces derniers pour définir notre champ. Pour ce faire,
nous supposons tout d’abord que U est un champ station-
naire, c’est-à-dire que µ(X) = µ, ∀X ∈ Ω. On a alors:
N (µ(X), C(X)) = µ+N (0, C(X))
ce qui implique que µ est une translation sur l’image I1.
Nous pouvons alors supposer que µ = 0. Nous estimons
ensuite C(X) par une méthode paramétrique. Il existe un
grand choix de fonctions de covariance candidates dans la
littérature [14, 1]. Dans ce travail, nous avons choisi C
comme fonction de covariance de Matérn :




où h est la corrélation spatiale et K la fonction de Bessel
modifiée de seconde espèce. Généralement, τ > 0 est
appelé le paramètre de variance (marginale), α > 0 le
paramètre d’échelle et ν > 0 le paramètre de lissage. Si
ν = 12 + k, k ∈ N, l’équation 1 se réduit au produit d’une











Lorsque ν = 12 , C est la fonction de covariance expo-
nentielle, et elle devient gaussienne pour ν = +∞. De
manière plus générale, pour ν = 12 + k, le champ U sera
de classe Ck. Par conséquent, définir notre champ re-
vient à estimer l’hyperparamètre θ = (τ, α, ν) de la fonc-
tion de covariance. On note Cθ la fonction de covariance
d’hyperparamètre θ, et Σθ la matrice de covariance as-








Cθ(||XN −X1||) · · · Cθ(||XN −XN ||)


2.4 Estimation des paramètres de la fonction
de covariance
Estimation par maximum de vraisemblance. Le pre-
mier estimateur considéré est obtenu par maximum de
vraisemblance. Dans notre modèle, la fonction de vraisem-
blance est définie par:












U1 · · · UN
)
. Pour ce faire, nous de-
vons minimiser la fonction de log-vraisemblance négative,
donnée par:












où τVα,ν = Σθ. Il n’existe cependant pas de solu-
tion analytique à cette équation, et devons alors utiliser
des méthodes numériques pour déterminer θ̂. Pour ce
faire, nous avons choisi de comparer les méthodes de
Nelder-Mead [9], la descente du gradient et de Newton.
L’optimisation sur ν étant difficile dans notre cas, nous
avons estimé ce paramètre par validation croisée.
Estimation par inférence bayésienne. Malgré
l’utilisation de méthodes itératives, notre estimation
de l’estimateur du maximum de vraisemblance peut
converger vers des maximums locaux. Afin d’éviter cela,
nous avons choisi d’utiliser d’autres estimateurs basés sur
l’inférence bayésienne. On va alors trouver des estimateurs
à partir de la loi a posteriori de nos paramètres f(θ | UX).
Cette dernière est construite, avec une loi a priori π(θ) sur
nos paramètres, à l’aide de la règle de Bayes:
f(θ | UX) =
f(UX | θ)π(θ)
π(UX)
∝ L(θ | UX)π(θ)
Cependant, la loi de la densité a posteriori de nos
paramètres n’étant pas calculable, nous allons alors
échantillonner cette distribution. Pour ce faire nous util-
isons une méthode de Monte-Carlo par chaı̂ne de Markov
(MCMC): l’algorithme de Metropolis-Hastings [6]. Ce
dernier construit, à partir d’une loi de proposition q(. | θ),
une chaine de Markov de la manière suivante.
• Choisir θ1 ∼ π(θ)
• Créer θt+1 à l’aide de θt
1. Générer θ∗ ∼ q(. | θt)




t+1)L(θt+1 | UX)q(θt | θt+1)
π(θt)L(θt | UX)q(θt+1 | θt)
)
3. Choisir θt+1 = θ∗ avec probabilité p, sinon
choisir θt+1 = θt
Afin de construire notre chaine de Markov, nous devons
définir les lois de π(θ) et (q(θ | .). Pour ce faire, nous
supposons tout d’abord que ces lois sont séparables, c’est-
à-dire que q(θ | .) = q(τ | .)q(α | .)q(ν | .) et π(θ) =
π(τ)π(α)π(ν). N’ayant que peu d’informations a priori
sur nos paramètres, nous choisissons de mettre des lois peu
informatives, dont un résumé est présenté en Tableau 1.
Lois a priori π(.) Lois de proposition q(.|θ̃)
α ∼ U[0, 1] α ∼ U[α̃− 0.05, α̃+ 0.05]
τ ∼ U[0, 500] τ ∼ U[τ̃ − 50, τ̃ + 50]
ν ∼ U[[ 12 , · · · , 112 ]] ν ∼ U[[ν̃ − 1, · · · , ν̃ + 1]]
Tableau 1: Distribution a priori et de proposition sur le
paramètre θ.
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Une fois la chaine MCMC construite, nous avons choisi
d’estimer θ̂ à partir de la loi a posteriori f(α | UX), plutôt
que de f(θ | UX). Pour ce faire, on estime tout d’abord α̂,
puis on sélectionne l’hyperparamètre θ̂ correspondant. Il
existe trois estimateurs bayésiens, que nous utiliserons par
la suite: le maximum a posteriori (MAP), la moyenne et la
médiane.
2.5 Interpolation sur une nouvelle position
Une fois l’hyperparamètre θ̂ estimé, la fonction de covari-
ance Ĉ est connue, et ainsi la loi de U également. Il
nous reste alors à interpoler le déplacement U (X∗) sur
une nouvelle position X∗. Pour ce faire, nous allons cal-
culer l’espérance conditionnelle. Comme U est un proces-















Pour chaque exemple, on discrétise les courbes en 300
points. Avant de présenter nos résultats, nous présentons
les critères de qualité du recalage.
3.1 Critères sur la qualité du recalage
Un bon recalage doit avoir une faible erreur
d’interpolation, et doit être lisse. Pour évaluer la
qualité d’interpolation de notre méthode , on utilise 200
points pour effectuer le recalage, et les 100 restants pour
l’évaluation. La qualité est alors estimée entre les points
d’évaluation à l’aide de la racine carré des erreurs en
moyenne quadratique (RMSE). Comme on utilise des
courbes pour effectuer notre recalage, on peut aussi utiliser
ces dernières pour estimer la qualité d’interpolation. Nous
avons choisi d’utiliser la distance de Fréchet (FD) définie
par:
dF (F1, F2) = inf
γ1,γ2∈Γ
max {d(F1 ◦ γ1, F2 ◦ γ2)}
où γ1 et γ2 sont des reparamétrisations. Concernant la
régularité du champ de déformation, nous utilisons la carte
de la norme du laplacien. Un maximum de la norme du
laplacien (MaxLap) faible signifie alors que le champ de
déformation est lisse.
3.2 Application à des données synthétiques
Afin d’évaluer la performance de notre approche, nous
nous intéressons à des données synthétiques présentant
différents degrés de déformation. Un exemple de résultat
obtenu est présenté en Figure 2. En ce basant sur la courbe
de la norme du laplacien, on remarque que la déformation
est lisse et locale. De plus, d’après le Tableau 2, qui résume
l’évaluation de chaque méthode sur cet exemple, le champ
de déformation admet de faibles erreurs d’interpolation.
Méthode RMSE DF MaxLap
Nelder-Mead 0.0713 0.5813 0.2902
Gradient 0.0699 0.5541 0.2889
Newton 0.0698 0.5477 0.2878
MAP 0.0718 0.5909 0.2982
Moyenne 0.0721 0.5947 0.3003
Mediane 0.0718 0.5918 0.2990
Tableau 2: Evaluation quantitative des différentes
méthodes d’estimation des paramètres sur un exemple de
données synthétique présenté en Figure 2.
3.3 Application sur des données réelles
Contrairement aux données synthétiques, plusieurs
courbes peuvent être en correspondance pour le même
recalage d’images IRM/échographie. La Figure 3 montre
un exemple de ce type de données, dont les résultats
obtenus sont résumés dans le Tableau 3. Sur cet exemple,
les méthodes d’optimisation de Nelder-Mead et de Newton
ne donnent pas de bons résultats. Pour la descente du
gradient et l’inférence bayésienne, le recalage est lisse et
donne de faibles erreurs d’interpolation.
Afin d’étudier la stabilité de notre méthode, nous l’avons
appliqué sur 7 données réelles. Les résultats obtenus
sont résumés sur la Figure 4. En moyenne, l’erreur
d’interpolation est faible pour tous les estimateurs, avec un
champ de déformation relativement lisse. Les estimateurs
bayésiens sont plus performants car ils fournissent un
champ de déformation plus lisse, tout en gardant une petite
erreur d’interpolation.
Méthode RMSE DF MaxLap
Nelder Mead 0.1272 0.1796 0.7550
Gradient 0.1353 0.1132 0.4091
Newton 0.1268 0.1755 0.7058
MAP 0.1383 0.1200 0.3667
Moyenne 0.1380 0.1190 0.3680
Mediane 0.1381 0.1201 0.3673
Tableau 3: Évaluation quantitative des différentes
méthodes d’estimation des paramètres sur un exemple de
données réelle présenté en Figure 3.
4 Conclusion
Nous avons construit un outil de recalage d’images, basé
sur les champs gaussiens. Cette méthode est efficace
car le champ estimé est lisse et admet de faibles erreurs
d’interpolation.
Afin d’améliorer l’estimation des paramètres, et donc la




Figure 2: Exemple de champ de déformation estimé sur des données synthétiques: (a) courbes sources, (b) courbes cible,
(c) courbes sources (en noir) et cible (en bleu) superposées, (d) le champ de déformation connu (rouge) et estimé (bleu), (e)
la grille uniforme déformé par le champ estimé, et (f) la carte de la norme du laplacien. De haut en bas, les résultats sont




Figure 3: Exemple de champ de déformation estimé sur un recalage IRM/échographie: (a) courbes sources, (b) courbes cible,
(c) courbes sources (en noir) et cible (en bleu) superposées, (d) le champ de déformation connu (rouge) et estimé (bleu), (e)
la grille uniforme déformé par le champ estimé, et (f) la carte de la norme du laplacien. De haut en bas, les résultats sont
obtenus après utilisation de la méthode d’optimisation suivante: Nelder-Mead, descente du gradient, Newton, Map.
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(a) RMSE (b) FD (c) MaxLap
Figure 4: Évaluation quantitative des différentes méthodes d’estimation des paramètres sur 7 données réelles: (1) Nelder-
Mead, (2) descente du gradient, (3) Newton, (4) MAP, (5) moyenne, et (6) médiane. Pour chaque méthode, nous présentons
un boxplot de (a) la RMSE,(b) la distance de Fréchet, et (c) le maximum de la norme du laplacien.
et feront l’objet de futurs travaux. Tout d’abord, pour les
méthodes de la descente du gradient et de Newton, une
approximation des dérivées partielles semble nécessaire
pour éviter les erreurs numériques. De plus, un pas adap-
tatif pourrait améliorer la convergence de ces algorithmes.
Dans un second temps, on pourrait utiliser des lois a priori
plus informatives sur nos paramètres, ainsi que des lois de
propositions plus restreintes pour améliorer la convergence
des chaines MCMC.
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aramesdiago@yahoo.fr
Résumé
Dans cet article, nous proposons un modèle de
négociation multilatérale dans lequel l’interaction
des agents est totalement décentralisée. Le protocole
proposé s’inspire du principe ”Diviser pour régner”.
Les agents sont répartis en plusieurs groupes appelés
anneaux dans lesquels ils négocient. Nous proposons
des politiques d’interaction permettant la communi-
cation entre des agents appartenant à des anneaux
différents. Nous cherchons à travers cette approche
distributive à limiter les champs d’interaction des
agents pour réduire la complexité de raisonnement
des agents et faciliter la recherche d’accords collec-
tifs. Nous avons évalué les performances de notre
protocole en le comparant à une approche centra-
lisée, c’est-à-dire que tous les agents négocient dans
un seul groupe.
Mots Clef
Négociation multilatérale, Diviser pour régner,
Décision collective
Abstract
In this paper, we propose a multilateral negotiation
model in which the agents interact in a fully decen-
tralized way. The proposed protocol draws on ”di-
vide and rule” approach. The agents are divided into
different groups called ”rings” in which negotiations
take place simultaneously. We propose interaction
policies allowing the communication between agents
from different rings. We seek through this approach
to limit the agents’ scope of interaction and hence
to reduce agents reasoning complexity to facilitate
agreement research. We have evaluated our protocol
by comparing it with a model where all of the agents
negotiate in the same group.
Keywords
Multilateral negotiation, Divide and rule, Collective
decision.
1 Introduction
La négociation multilatérale est un processus
d’échange qui permet aux participants ayant des
intérêts différents pour la réalisation d’un but
commun, de construire ensemble des solutions
collectivement satisfaisantes. Ces participants ont
le plus souvent un comportement égoı̈ste, et ne
partagent pas les informations concernant leurs
fonctions d’utilité et leurs préférences. Chacun
tente de conduire la négociation vers un accord
qui satisfait ses objectifs. Dans un tel contexte, la
négociation devient très complexe lorsque le nombre
de participants est important. Dans cet article, nous
nous intéressons aux négociations multilatérales
fondées sur des approches heuristiques[4]. Les
agents construisent la solution à leur problème à
travers leurs interactions, à la différence des modèles
basés sur la théorie des jeux dont l’espace des solu-
tions est supposé connu par tous les agents [1].
La plupart des travaux effectués sur la négociation
multilatérale ne fournissent pas de protocoles
spécifiques ou s’appuient sur des hypothèses diffici-
lement applicables dans un contexte réel. Certains
étendent les mécanismes proposés pour le cas d’une
négociation bilatérale [1]. Par exemple, [5] propose
une généralisation du protocole de concession mo-
notone [12] pour la négociation multilatérale, il
ne fournit pas un protocole spécifique. [1] propose
une généralisation du mécanisme de négociation
bilatérale basé sur les offres alternées pour le cas de
la négociation multilatérale. D’autres mécanismes
de négociation multilatérale désignent un médiateur
qui se charge, par exemple, de superviser et de
détecter les conflits entre les parties négociatrices,
et de suggérer des offres [10, 3]. Le problème de
ces protocoles de négociation avec médiateur réside
dans leur structure centralisée. Ils ne garantissent
pas toujours une solution satisfaisante. Notre ob-
jectif est de proposer des protocoles de négociation
applicables dans un contexte réel et qui permettent
aux agents de construire des solutions collectives de
façon totalement décentralisée.
[2] présente deux extensions du protocole des offres
alternées : Stacked Alternating Offers Protocol (SAOP)
et Alternating Multiple Offers Protocol (AMOP).
Dans ces protocoles, chaque agent ne participe à
la négociation que quand son tour arrive. Dans
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le protocole SAOP, celui-ci démarre toujours la
négociation en soumettant une offre, et lorsque son
tour arrive, il n’évalue que la dernière offre soumise.
Par conséquent, toutes les offres ne sont pas évaluées
par tous les agents, et certains d’entre eux peuvent
passer à coté des offres qui les auraient intéressées.
Dans le protocole AMOP, tous les agents soumettent
séquentiellement leurs offres. Ensuite, chacun vote
pour toutes les offres. Dans ce protocole, chaque
agent a une meilleure visibilité sur l’espace des
solutions, et il peut évaluer toutes les offres des
autres à la différence du protocole SAOP. Cependant,
ce protocole est très coûteux en nombre de mes-
sages comparé au protocole SAOP. Le processus de
raisonnement des agents devient plus complexe car
les agents doivent évaluer toutes les offres en même
temps, et prennent des décisions pour chacune de
ces offres.
Notre modèle s’appuie sur les hypothèses suivantes :
(1) les agents négocient sur un seul problème (at-
tribut) et doivent trouver une solution collective et
acceptable, c’est-à-dire, acceptée par la majorité des
agents ; (2) les agents sont égoı̈stes et chacun cherche
à défendre ses propres intérêts ; (3) la négociation
s’effectue sans médiateur, les agents interagissent
entre eux de façon totalement décentralisée ; (4) les
agents ne partagent pas leur fonction d’utilité ; (5) la
négociation s’effectue sur une durée limitée. De telles
négociations nécessitent des protocoles spécifiques
pour faciliter la prise de décision et la définition
de concepts de solution de négociation équitable et
collectivement satisfaisante.
Le mécanisme de négociation que nous propo-
sons, dans cet article, est fondé sur une approche
incrémentale et itérative permettant de distribuer
la négociation mais aussi, d’appréhender la com-
plexité du raisonnement des agents et ainsi, de
faciliter la convergence de la négociation tout en
limitant le temps. Pour aborder ces problèmes,
nous nous intéressons à l’organisation du système
multi-agents. La forme organisationnelle du système
peut significativement affecter la complexité de la
recherche d’accords, la flexibilité, la réactivité et
peut induire des coûts de calcul et de communi-
cation [9, 13]. Le modèle de négociation proposé
s’inspire de l’approche ”Diviser pour régner”. Il
s’agit, d’abord, de diviser l’ensemble des agents en
groupes dans lesquels les négociations vont prendre
place. Nous cherchons à travers cette répartition à
limiter les champs d’interaction des agents, à réduire
la complexité de leur raisonnement et à faciliter la
recherche d’accords. Ensuite, nous proposons des
politiques d’interaction qui s’adaptent aux modèles
d’organisation des agents proposés. Nous proposons
différentes stratégies de négociation qui permettent
aux agents de prendre des décisions qui répondent
au mieux à leurs objectifs.
2 Le modèle de négociation
Pour illustrer le mécanisme de négociation proposé,
nous considérons un scénario de négociation basé sur
un projet de mise en place d’une nouvelle ligne de
tramway pour une agglomération. Ce projet implique
par exemple, les maires des communes concernées,
le préfet de la région, les conseillers régionaux et les
compagnies de transports. Leur but est de déterminer
le tracé de la nouvelle ligne de tramway, c’est-à-dire,
les coordonnées de ses arrêts. Ces participants ayant
des intérêts différents vont négocier pour s’accorder
sur une solution. Par exemple, le but des maires
est d’optimiser le coût de financement du projet et
la desserte des établissements publics en préférant
que la ligne desserve plusieurs communes. Le préfet
s’intéresse à la sécurité des personnes en préférant
que certains arrêts soient proches des postes de po-
lice. Les conseillers régionaux s’intéressent à la des-
serte des établissements publics tels que les lycées.
Quant aux compagnies de transport, elles souhaitent
que les arrêts soient proches des stations de métro et
bus pour faciliter les correspondances.
Le mécanisme de négociation proposé consiste à
structurer les agents en petits groupes appelés an-
neaux dans lesquels les agents s’échangent des pro-
positions. La négociation s’effectue simultanément
au sein de chaque anneau. Dans chaque anneau, les
agents soumettent leurs propositions. Ils reçoivent
celles des autres et prennent des décisions. Un agent
peut accepter, refuser, renforcer ou attaquer une pro-
position soumise par un autre agent. La négociation
s’effectue de manière décentralisée sans médiation,
autrement dit les agents décident eux-mêmes de leurs
propositions et réagissent avec les autres selon leurs
propres croyances tout en respectant les règles du
protocole. Chaque proposition soumise par un agent
est une suggestion de solution de négociation. Elle
devient une solution acceptable si elle est acceptée par
la majorité des agents. Le choix de la règle de la ma-
jorité est justifié par le fait que nous considérons les
négociations impliquant un grand nombre d’agents
dans lesquelles l’application de la règle de l’unani-
mité rend difficile la recherche d’accords collectifs.
Pour rendre flexible le mécanisme de négociation
proposé, le protocole permet aux agents qui le sou-
haitent de prendre connaissance via l’écoute flottante
des interactions qui s’effectuent dans les autres an-
neaux. Cela permet aux agents d’appréhender les
négociations menées au-delà de leur anneau. Ainsi,
un agent peut réagir sur les propositions écoutées
tout en restant dans son anneau. Comme il peut
décider de rejoindre un autre anneau dans lequel ses
intérêts seront mieux défendus. Cependant, ils uti-
lisent différentes stratégies pour choisir le meilleur
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anneau qu’ils vont rejoindre s’ils en écoutent plus
d’un. Lorsqu’un agent se déplace dans un nouvel
anneau, il peut soit soumettre de nouvelles pro-
positions, soit défendre ses propositions ayant déjà
obtenu un certain taux d’acceptation en vue d’at-
teindre la majorité. Les interactions inter-anneaux et
les déplacements des agents d’un anneau à un autre
sont régis par les règles du protocole et la politique
d’interaction proposée. Une politique d’interaction
inter-anneaux spécifie comment et quand les agents
appartenant à des anneaux différents interagissent
entre eux.
La négociation s’effectue sur une durée limitée et en
plusieurs tours séparés par des points de contrôle.
Ces derniers permettent d’évaluer à chaque tour de
négociation les échanges effectués et de vérifier si un
accord a été trouvé. À l’issue d’un point de contrôle,
une solution peut être trouvée, sinon une autre phase
de négociation est effectuée si le temps imparti à la
négociation n’a pas expiré. Nous considérons qu’il
existe une solution de négociation dès lors qu’une
proposition est acceptée par la majorité des agents.
Les points de contrôle s’effectuent à des périodes
régulières prédéfinies. En résumé, notre modèle de
négociation se déroule en trois phases :
Phase 1 : c’est la répartition initiale des agents dans
les anneaux. Elle consiste à définir le nombre d’an-
neaux à créer et à affecter les agents dans les anneaux.
Phase 2 : c’est la négociation proprement dite. Les
agents formulent et soumettent leurs propositions.
Ils reçoivent celles des autres et prennent leurs
décisions.
Phase 3 : c’est le point de contrôle. Il consiste à
vérifier s’il existe, des propositions dont les taux d’ac-
ceptations ont atteint le seuil de la majorité fixé par
le concepteur du système.
3 Formalisation
Soient A = {a1, ..., an} l’ensemble des agents du
système et G = {g1, ..., gm} l’ensemble des anneaux
dans lesquels les agents sont affectés. Nous désignons
par {r1, ..., rQ} l’ensemble des tours de négociation,
par {Cpt1 , ...,CptQ } l’ensemble des points de contrôle.
Chaque tour rq de négociation est suivi d’une phase
de contrôle Cptq . Soient φmaj le seuil de majorité et dl
le temps imparti à la négociation.
Chaque agent ai possède un ensemble de propo-
sitions Pai qu’il peut soumettre et une fonction
d’utilité uai ∈ [0,1] lui permettant d’évaluer les
propositions qu’il reçoit.
Fonction d’utilité et Aspirations : Soit X = {x1, ...,xr }
l’ensemble des critères pour évaluer une proposi-
tion. Chaque agent ai possède un sous-ensemble
de critères Xi ⊆ X avec lesquels il définit sa fonc-
tion d’utilité. L’objectif de chaque agent est de
maximiser son utilité mais à un certain moment
de la négociation, il peut être appelé à faire des
concessions pour établir un compromis avec les
autres agents. Ainsi, chaque agent fixe ses aspirations
représentées ici par l’utilité minimale Uminai qu’il
peut espérer, autrement dit son utilité de réserve
en dessous de laquelle aucune proposition n’est
acceptable, et l’utilité maximale Umaxai en dessus de
laquelle toute proposition est acceptable. Lorsque
l’utilité d’une proposition se trouve entre Uminai et
Umaxai
, l’acceptation de cette proposition dépend des
stratégies de concession de l’agent. Nous rappelons
que dans le protocole proposé, les agents négocient
sur la base d’informations incomplètes. Les fonctions
d’utilité sont des informations privées. Chaque agent
génère ses propositions, et fixe ses aspirations en se
basant sur ses propres connaissances qui sont sou-
vent limitées. Cependant, au cours de ses échanges
avec les autres agents, il peut recevoir des proposi-
tions qui peuvent être au-delà de ses aspirations.
Actes de communication : Soit O =
{P ropose,Accepte,Ref use,Renf orce,Attaque} l’en-
semble des actes du langage que les agents utilisent
pour interagir.
Propose(ai ,Agk ,piα , argpi+α ) : l’agent ai ∈ Agk soumet
une proposition piα avec un ensemble d’arguments
positifs argpi+α ⊆ Argpi+α à tout agent aj ∈ Agk .
Accepte(ai ,Agk ,prα) : l’agent ai ∈ A accepte la propo-
sition prα soumise par ar ∈ Agk et envoie un message
à tout agent aj ∈ Agk .
Refuse(ai ,Agk ,prα) : l’agent ai ∈ A refuse la proposi-
tion prα soumise par ar ∈ Agk et envoie un message à
tout aj ∈ Agk .
Attaque(ai ,Agk ,prα , argpr−α ) : l’agent ai ∈ A attaque
la proposition prα soumise par ar ∈ Agk et envoie un
message à tout aj ∈ Agk avec un ensemble d’argu-
ments négatifs argpr−α ⊆ Argpr−α .
Renforce(ai ,Agk ,prα , argpr+α ) : l’agent ai ∈ A renforce
la proposition prα soumise par ar ∈ Agk et envoie un
message à tout aj ∈ Agk , avec un ensemble d’argu-
ments positifs argpr+α ⊆ Argpr+α .
piα signifie que la proposition pα est soumise par
ai . Chaque proposition pα soumise par un agent est
associée à un tuple (T acpα ,T repα ,T
rf
pα ,T atpα ,νpα ,ws(pα),εpα )
dont les éléments représentent, respectivement, le
taux d’acceptation, le taux de renforcement, le taux
de refus, le taux d’attaque, sa valeur de support
avec νpα =
T acpα+T repα
T rfpα ,T atpα+1
, sa valeur de satisfaction sociale
détaillée plus loin et l’estampille. Les taux ci-dessus
sont calculés par rapport au nombre d’agents dans
le système. Par exemple, T acpα est le rapport entre
le nombre d’ acceptations et le nombre d’agents n.
Les autres taux tels que le taux de renforcement,
d’attaque, et de refus sont calculés de la même façon.
Les agents formulent des arguments positifs ou
négatifs pour respectivement renforcer ou attaquer
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les propositions. Les renforcements et les attaques
sont pris en compte dans l’évaluation de la valeur de
support d’une proposition.
4 Mécanisme de négociation
4.1 Répartition des agents en anneaux
La répartition de A = {a1, ..., an} en plusieurs groupes
G = {g1, ..., gm} s’effectue en deux étapes : (1) le choix
du nombre de groupes ; (2) l’affectation des agents
dans les groupes. Chaque agent doit appartenir à un
et un seul groupe, chaque groupe doit avoir au moins
deux agents. Ainsi, pour un nombre n d’agents on
peut former au plus m = bn/2c anneaux ou groupes.





k≥1Agk =A, |Agk | ≥ 2.
4.2 Négociation
Les agents négocient sur la base des objectifs qu’ils
souhaitent atteindre à la fin de la négociation,
désignés ici par le terme aspiration. L’aspiration d’un
agent désigne la valeur d’utilité qu’il estime obte-
nir de la solution finale de négociation. Dans ce
protocole, pour faciliter l’obtention d’une solution
de négociation, nous incitons les agents à avoir
une certaine flexibilité sur leurs aspirations. Chaque
agent ai définit sa zone d’accord possible, désignée
ici par l’intervalle [Uminai ,Umaxai ], c’est-à-dire l’in-
tervalle de valeurs d’utilité acceptables. Au début
de la négociation, chaque agent ai cherche à satis-
faire au maximum son objectif en soumettant ou
en n’acceptant que des propositions dont les uti-
lités sont supérieures ou égales à Umaxai . Au cours
de la négociation si l’agent n’atteint pas son pre-
mier objectif (Umaxai ) au bout d’un certain temps, il
doit réviser à la baisse son utilité maximum Umaxai .
Ainsi, l’agent diminue de manière incrémentale et
stratégique ses aspirations selon l’état d’avancement
de ses négociations. La question qui se pose est : à quel
moment, et sous quelles conditions, l’agent va diminuer
sa valeur d’utilité maximale Umaxai espérée et de com-
bien ?.
Tactiques de mise-à-jour des aspirations. Nous
considérons ici, que la révision à la baisse des aspi-
rations d’un agent dépend des facteurs tels que le
temps et le résultat qu’il obtient à cet instant, c’est-à-
dire le nombre d’acceptations obtenues par la propo-
sition qu’il supporte. Une proposition supportée par
un agent, peut être celle qu’il a soumise ou celle qu’il
a acceptée. Nous définissons des tactiques permet-
tant à chaque agent ai de calculer à chaque tour rq,
une nouvelle valeur d’utilitéUqmaxai qu’il espère avoir.




Cela permet à l’agent de faire des concessions, soit en
acceptant, soit en soumettant des propositions qu’il
n’aurait pas acceptées au tour précédent. Un agent ai
définit une nouvelle zone d’accords possibles, lors-
qu’il estime que sa proposition courante notée pc(i)
(acceptée ou soumise), n’a aucune chance d’être ac-
ceptée par au moins la majorité des agents, lorsque le
temps imparti à la négociation sera atteint. La tac-
tique d’un agent ai dépend de la façon dont il es-
time l’évolution du taux d’acceptation d’une propo-
sition qui peut avoir la chance d’atteindre au moins
le seuil de la majorité φmaj à la date limite dl de la
négociation.
Nous désignons par αp(t) une fonction d’estimation
de l’évolution du taux d’acceptation d’une proposi-
tion en fonction du temps t tel que : 0 ≤ αp(t) ≤ 1, 0 ≤
t ≤ dl . La fonction αp est continue et croissante. Elle
peut être définie de différentes façons, représentant
chacune une tactique de négociation [7, 6]. αp per-
met de calculer à chaque tour rq de négociation
commençant à la date tq une valeur αp(tq) que l’agent
va comparer avec le taux d’acceptation réel T acpc(i) de
sa proposition courante à cette même date tq. Ainsi,
l’agent décidera de réviser à la baisse ou non ses aspi-
rations.
La fonction αp guide l’agent dans son processus
de concession. Elle permet à l’agent de décider s’il
doit continuer à défendre sa proposition courante ou
s’il doit diminuer ses aspirations, et donc d’accep-
ter ou de soumettre de nouvelles propositions. Dans
ce mécanisme de négociation, nous considérons un




αp est une fonction linéaire, croissante et conti-
nue. Ici nous considérons que les temps des phases
de contrôles sont négligeables. Lorsqu’un agent ai
décide de réviser à la baisse ses aspirations à la date tq
à laquelle commence le tour rq de négociation, il doit
savoir de combien il va les réduire. Le calcul de la
nouvelle valeur d’utilité Uqmaxai au tour rq dépend de
l’écart entre le taux d’acceptation de sa proposition
courante T acpc(i), et du taux α
p(tq) qu’il estimait avoir
pour espérer que sa proposition atteigne au moins
à la fin de la négociation le seuil de majorité φmaj .
L’équation 4.2 ci-dessous montre comment Uqmaxai est
évaluée.





= Uminai + (U
q−1
maxai
− Uminai ) × (1 − (α
p(tq) −
T acpc(i))).
– si αp(tq) < T acpc(i) alors l’agent maintient ses aspira-







est la précédente valeur d’utilité que l’agent
souhaitait avoir pendant le tour rq−1. Au premier




est recalculée que si αp(tq) > T acpc(i). Si-
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non l’agent maintient la précédente valeur. Par souci
de simplification, nous considérons dans cet article
que les agents utilisent la même fonction d’estima-
tion (fonction linéaire) mais chaque agent ai définit
ses seuils d’utilité [Uminai ,Umaxai ] qu’il ne partage
pas avec les autres agents. Il s’agit d’une informa-
tion privée. Dans d’autres variantes de ce protocole,
chaque agent peut chacun définir sa propre fonc-
tion d’estimation en se basant par exemple, sur ses
propres croyances.
Dans cet article, nous nous sommes limités à un
exemple de définition simple de αp où nous n’avons
considéré que trois paramètres : le seuil de la ma-
jorité φmaj fixé, la date limite dl de la négociation
et le temps t. Ces paramètres sont des informations
publiques et connues par tous les agents. D’autres
définitions de αp peuvent être mises en œuvre dans
d’autres contextes prenant en compte d’autres pa-
ramètres relevant de croyances propres à chaque
agent.
La prise de décision. Un agent prend des décisions
en fonction de ses aspirations [Uminai ,Umaxai ] qu’il
met à jour à chaque tour rq de la négociation, et
aussi en fonction de certaines règles d’interaction
détaillées plus loin.
♦ Accepter une proposition : un agent aj accepte une
proposition pi d’un autre agent ai au tour rq de la
négociation si uaj (pi) > uaj (pc(j)). Ainsi, sa nouvelle
proposition courante devient pc(j) = pi . Nous distin-
guons deux situations avec des niveaux d’acceptation
différents :
– Si uaj (pi) > Umaxaj , il s’agit d’une acceptation ac-
compagnée d’arguments positifs renforçant cette
proposition car sa valeur d’utilité est au-delà des
attentes de aj .
– Si Uqmaxai ≤ uaj (pi) ≤ Umaxaj il s’agit d’une accepta-
tion sans argument de renforcement car cette pro-
position est admise par concession.
Régle 1 : Un agent peut accepter plusieurs propositions
au cours de la négociation.
♦ Refuser une proposition : un agent aj refuse une
proposition pi d’un autre agent ai au tour rq de la
négociation si uaj (pi) < u
q
maxaj
. Il refuse et attaque
avec des arguments négatifs toute proposition dont
l’utilité est inférieure à Uminaj à n’importe quel tour
de négociation.
Régle 2 : Un agent ne peut pas refuser une proposition
qu’il a déjà acceptée.
♦ Soumettre une nouvelle proposition : un agent ai
soumet une nouvelle proposition pi avec une valeur
d’utilité Uqmaxai ≤ uai (pi) ≤ U
q−1
maxai
au tour rq de la
négociation à l’instant δt , si le taux d’acceptation T acpc(i)
de sa proposition courante est plus petit que αp(δt)
et si les taux d’acceptation de toutes les propositions
précédentes qu’il a soumises sont inférieurs à αp(δt).
Négociation au sein d’un groupe. La négociation
s’effectue simultanément dans chaque anneau,
chaque agent soumet ses propositions aux membres
de son anneau. Chaque agent ai évalue avec sa
fonction d’utilité uai chaque proposition qu’il reçoit.
Il peut ensuite soit l’accepter, soit la refuser, soit la
renforcer, soit l’attaquer. Les agents interagissent
selon les règles du protocole définies comme suit :
Ri1 : chaque agent peut soumettre un nombre limité
de propositions δp et peut faire un nombre limité de
refus δr au cours de la négociation.
Ri2 : chaque agent ne peut soumettre ses propositions
qu’aux membres de son anneau à tout moment de la
négociation.
Ri3 : chaque agent peut accepter une proposition
faite par un autre agent à n’importe quel moment de
la négociation.
Ri4 : une proposition ne peut être acceptée, refusée,
attaquée ou renforcée plusieurs fois par le même
agent.
Ces règles permettent de gérer les interactions entre
les agents durant la négociation en les rendant plus
cohérentes. Elles permettent aussi de limiter les taux
de messages et de traitements. Le fait de limiter le
nombre de refus facilite la recherche d’accords en
évitant certaines stratégies des agents. Les agents
peuvent aussi faire des concessions en acceptant, par
exemple, une proposition qu’ils auraient refusée.
Les politiques d’interaction inter-anneaux. Nous
proposons la politique, FIC(Free Inter-rings Com-
munication), qui permet la communication libre et
réglementée entre les agents appartenant à des an-
neaux différents. FIC autorise dans un premier temps
à chaque agent qui le souhaite d’écouter à tout mo-
ment de la négociation les propositions soumises en
dehors de son anneau. Il peut réagir sur ces proposi-
tions soit en les renforçant, soit en les attaquant tout
en restant dans son anneau. Cependant, un agent ne
peut soumettre ses propositions que dans son propre
anneau. Dans un deuxième temps, l’agent peut se
déplacer dans un autre anneau pour soumettre à nou-
veau ses propositions afin qu’elles atteignent la majo-
rité. Lorsqu’il rejoint un anneau il est autorisé à ac-
cepter, refuser, attaquer, ou renforcer toutes proposi-
tions soumises dans cet anneau. Les migrations des
agents entre les anneaux sont régies par des règles
de mobilité limitant le nombre de déplacements et le
nombre de fois qu’un agent peut visiter un anneau.
Rm1 : un agent ai ne peut visiter plus de δv fois le
même anneau pendant toute la négociation.
Rm2 : un agent ai ne peut effectuer plus de δd
déplacements pendant toute la négociation.
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Chaque agent qui décide de changer d’anneau, doit
identifier l’anneau dans lequel ses intérêts seront
mieux défendus. La politique d’interaction FIC aug-
mente la flexibilité de communication entre agents
dans différents anneaux. Elle permet aux agents de
négocier progressivement en se déplaçant entre les
anneaux. Nous précisons que l’interaction des agents
appartenant à des anneaux différents est limitée
par les intérêts des agents. Nous supposons que les
surcoûts de communication qu’induit cette politique
d’interaction, sont négligeables par rapport à la com-
plexité du raisonnement des agents, et au coût de
traitement d’informations dans le cas où ils sont tous
réunis dans un seul groupe.
Migrations des agents. Compte tenu des règles de
mobilité présentées ci-dessus, un agent a besoin de
déterminer le moment où il doit changer d’anneau
et quel anneau il doit rejoindre. Cela consiste à
identifier d’abord l’anneau dans lequel ses proposi-
tions seront mieux défendues, et ensuite de rejoindre
cet anneau. Les désaccords, dans un anneau, offrent
la possibilité à un agent en dehors de cet anneau
de présenter une proposition qui peut satisfaire au
mieux les objectifs des agents de cet anneau. Nous
considérons ici, qu’un anneau est faible à l’instant
δt de la négociation lorsque toutes les propositions
soumises dans cet anneau ont des taux d’acceptation
qui sont inférieurs à un certain seuil ϕweak = αp(δt).
Chaque agent évalue les anneaux qu’il écoute selon
les critères suivants : (1) le nombre d’agents dans l’an-
neau, car l’agent vise à convaincre autant d’agents
que possible ; (2) l’écart entre les taux d’acceptation
des propositions soumises dans l’anneau et ceux de
l’agent souhaitant se déplacer dans cet anneau. Ces
critères permettent à l’agent d’évaluer son degré d’in-
fluence dans l’anneau qu’il souhaite rejoindre et les
chances que ses propositions soient acceptées. Le
choix de l’anneau à rejoindre est non-trivial lorsque
l’agent écoute plusieurs anneaux en même temps.
Chaque agent associe un vecteur d’utilité à chaque
anneau écouté selon les critères ci-dessus. Ainsi, la
dominance de Lorenz [8] est utilisée pour comparer les
vecteurs d’utilité des anneaux écoutés par un agent.
Cela permet à chaque agent d’établir un ordre de
préférence totale sur l’ensemble des anneaux écoutés.
Les points de contrôle. Soit Cpt = {Cpt1 , ...,Cptq } l’en-
semble des points de contrôle prévus. Chaque point
de contrôle Cptr est représenté par un tuple (tr ,Sr ),
tr est la date, Sr est l’ensemble des propositions
acceptables.Cpt = {Cpt1 = (t1,S1), ...,Cptq = (tq,Sq)}
avec(t1 <, ..., tq < dl).
Lorsqu’un point de contrôle Cptr s’effectue, chaque
agent ai ∈ A communique ses propositions qui ont
atteint le seuil de la majorité.
Si |Sr | = ∅ alors il n’y a aucune solution trouvée. Si
r , q alors la négociation continue au tour suivant et
le résultat sera évalué au prochain point de contrôle
Cptr+1 . Si r = q alors la négociation se termine en
ÉCHEC. Si |Sr | = 1 alors il existe une seule proposi-
tion majoritaire qui sera retenue comme la solution
finale de la négociation. La négociation se termine
alors en SUCCÈS. Si |Sr | > 1 alors il y a plusieurs pro-
positions acceptables comme solution. Le processus
de décision social présenté dans section 4.3 est uti-
lisé pour sélectionner la proposition qui sera retenue
comme solution finale.
4.3 Concept de solution équitable et juste
Le degré de satisfaction des agents. La satisfaction
d’ un agent ai pour une proposition p est désignée ici
par une valeur de score qu’il attribue à cette propo-
sition. Cette valeur de score dépend de l’écart entre
ses aspirations, c’est-à-dire, les valeurs d’utilité atten-
dues et la valeur d’utilité de la proposition p. Le score
exprime le degré de satisfaction d’un agent ai que
nous évaluons à trois niveaux : –1 lorsque p est au-
delà de l’objectif fixé, uai (p) ≥Umaxai ; –2 lorsque p est
dans la zone de concessions, uai (p) ∈ [Uminai ,Umaxai ] ;
–3 lorsque la proposition p sera refusée, c’est-à-




désignons alors trois valeurs de score notées σ2,σ1,σ0
représentant, respectivement, les valeurs de score des
trois niveaux mentionnés ci-dessus. Ces valeurs sont
telles que σ2 > σ1 > σ0 = 0 et sont des informations
publiques, communes à tous les agents.
Notons que chaque agent ai définit sa propre fonction
d’utilité uai (information privée) et ses seuils d’uti-
lité Uminai ,Umaxai (informations privées). Les valeurs
d’utilité des agents ne sont pas comparables puisque
chaque agent définit sa propre fonction d’utilité. Par
conséquent, deux agents ayant la même valeur d’uti-
lité pour une proposition peuvent avoir des degrés de
satisfaction différents. Pour évaluer le résultat de la
négociation, nous définissons une nouvelle méthode
d’évaluation du bien-être social différente de celles
utilisant directement les valeurs d’utilité des agents.
Par exemple, les fonctions de bien-être sociale de
Nash ou utilitariste effectuent respectivement le pro-
duit et la somme des utilités individuelles des agents.
La satisfaction sociale d’une proposition. Nous
désignons par ws : P 7→ R+ la fonction d’agrégation
des valeurs de score que nous proposons. Elle at-
tribue une valeur réelle positive à chaque proposi-
tion soumise désignant sa valeur de satisfaction so-
ciale. La définition de ws s’inspire du principe de
Rawls (maximim) [11] indiquant que le bien-être so-
cial d’une allocation dépend du bien-être de l’indi-
vidu qui a le niveau de satisfaction le plus bas, c’est-
à-dire la personne avec l’utilité minimale. Dans notre
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n−napα . n est le nombre d’agents du système,
napα désigne le nombre d’agents qui ont accepté la
proposition pα sans prendre en compte l’agent ayant
soumis la proposition. Nous avons donc napα ≤ n− 1.
σai est la valeur de score de chaque agent ai . ws ga-
rantit le choix de la proposition respectant à la fois la
règle de la majorité et celle de l’équité selon Rawls.
Ainsi, maximiser ws consiste à minimiser le nombre
d’agents ayant une satisfaction nulle, c’est-à-dire, les
agents ayant refusé la proposition.
Proposition 3 La proposition ayant la plus grande va-
leur de satisfaction sociale a aussi le taux d’acceptation
le plus élevé lorsque σ1 et σ2 prennent certaines valeurs
(voir preuve).
Preuve Soit f ,g, f (k) = (k+1)σ1n−k , g(k) =
(k+1)σ2
n−k deux
fonctions, k ∈ [1,n− 1] and Pk est l’ensemble des pro-
positions avec un nombre k acceptations.
∀pα ∈ Pk ,∀σ1 ∈]0,σ2[, f (k) ≤ ws(pα) ≤ g(k). ∀pα ∈
Pk ,pβ ∈ Pk+1,∃σ1 ∈]0,σ2[ / f (k) ≤ ws(pα) ≤ g(k) <
f (k+1) ≤ ws(pβ) ≤ g(k+1). f (k+1) > g(k)⇔ (k+2)n−k−1σ1 >
(k+1)
n−k σ2.
Soit z(k) = (k+1)n−k σ2 ×n−k−1k+2 alors ∀σ2 > 0,σ1 ∈
]M,σ2[, f (k + 1) > g(k).
M le maximum de la fonction z(k) avec k ∈ [1,n− 1].
En résumé, la proposition 3 est vraie ∀σ2 > 0 et σ1 ∈
]M,σ2[.
Nous avons montré que pour toute proposition pα qui
a k acceptations, f (k) ≤ ws(pα) ≤ g(k). S’il existe, à
l’instant t + 1, une proposition pβ qui a k + 1 accepta-
tions alors quelles que soient les valeurs de satisfac-
tion des agents pour pα , ws(pβ) > ws(pα), nous avons
donc f (k) ≤ ws(pα) ≤ g(k) < f (k+1) ≤ ws(pβ) ≤ g(k+1).
La fonction de satisfaction sociale ws permet de clas-
ser toutes les propositions dont les taux d’accepta-
tion sont supérieurs ou égaux à φmaj . La proposition
qui a la plus grande valeur de satisfaction sociale de-
vient la solution. Nous avons montré que si cette pro-
position existe, elle a aussi le plus grand taux d’ac-
ceptation. Notons que pour obtenir ce résultat, les
valeurs de σ1 et σ2 doivent respecter une certaine
contrainte telle que : σ1 ∈]M,σ2[. Les résultats de ce
travail nous ont permis aussi d’identifier certaines
conditions dans lesquelles un système de vote mixte
combinant le vote par approbation et le vote par va-
leurs peut garantir un choix collectif respectant à la
fois la règle de la majorité et la somme des valeurs de
score. Il peut arriver que plusieurs propositions ob-
tiennent la même valeur de satisfaction. Ainsi pour
garantir l’unicité de la solution de négociation, nous
utilisons les valeurs de support des propositions dont
les valeurs de satisfaction sont égales pour désigner
la proposition gagnante. S’il existe encore des ex ae-
quo leurs estampilles sont utilisées. Il existe toujours
un écart de temps ε entre les dates d’obtention de la
majorité pour deux propositions.
5 Résultats empiriques
Nous avons implémenté en Java le protocole pro-
posé. Les simulations sont réalisées en faisant va-
rier le nombre d’agents et le nombre d’anneaux. Le
scénario de négociation se base sur l’exemple du
projet de tramway. Une liste de propositions et un
ensemble de critères d’évaluation sont prédéfinis.
Chaque agent sélectionne aléatoirement un sous-
ensemble de propositions et un sous-ensemble de
critères. Nous avons effectué plusieurs expériences,
dans le cas où les agents forment un seul anneau
et dans le cas où les agents forment plusieurs an-
neaux. Pour chaque expérience, nous avons mesuré
le taux de convergence. Ce taux de convergence est le
rapport entre le nombre de fois qu’une solution est
trouvée et le nombre d’itérations de négociation ef-
fectuées. Nous avons fait varier le nombre d’agents n
de 5 à 50 et le nombre d’anneaux m de 1 à 25. Pour
un nombre n d’agents, on peut créer au plus bn/2c.
Chaque anneau doit avoir au moins deux agents.
m = 1, correspond au modèle de négociation dans
lequel tous les agents négocient dans un seul an-
neau. La figure 1 montre que le nombre d’anneaux
Figure 1 – Convergence de la négociation selon le
nombre d’anneaux formés
formés par les agents a un impact sur le résultat de la
négociation. Par exemple, lorsque le nombre d’agents
est supérieur à 20, nous observons que la forma-
tion de bn/2c anneaux conduit à des taux de conver-
gence plus faibles mais qui sont toujours meilleurs
qu’un seul anneau formé. La courbe coloriée en violet
représente le taux de convergence de la négociation
lorsque bn/2c anneaux sont formés. Les taux sont
plus faibles comparés au cas où le nombre d’anneaux
est plus petit que bn/2c. Les courbes de la figure 2
montrent l’évolution du nombre d’acceptations des
propositions pour n = 5 agents, n = 10 agents et
n = 30 agents. Les courbes en pointillés représentent
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Figure 2 – Acceptation moyenne des propositions
soumises en fonction du temps.
les résultats obtenus lorsque tous les agents forment
un seul groupe et celles en traits pleins représentent
les résultats lorsque les agents sont répartis en plu-
sieurs groupes. Ces courbes montrent que les propo-
sitions sont acceptées plus facilement dans le proto-
cole proposé. Cela prouve que notre protocole favo-
rise la convergence de la négociation.
Figure 3 – Qualité de la solution de négociation
La figure 3 montre la comparaison entre notre
modèle de négociation distribuée et le modèle cen-
tralisé (un seul anneau est formé) selon la qualité
moyenne de la solution. La qualité de la solution pour
chaque agent est l’écart entre l’utilité de la solution
et son aspiration maximale. La qualité moyenne est
le rapport entre la somme des qualités individuelles
et le nombre total d’agents. Nous observons que les
solutions obtenues lorsque le nombre d’agents aug-
mente sont meilleures dans notre modèle que dans le
modèle centralisé.
6 Conclusion
Cet article a présenté un modèle de négociation mul-
tilatérale dans lequel les agents interagissent de façon
incrémentale et itérative. Les agents sont répartis en
plusieurs groupes (anneaux) dans lesquels ils mènent
leurs négociations. L’objectif de ce travail est de facili-
ter la recherche d’accords. Nous avons évalué les per-
formances de notre mécanisme de négociation en uti-
lisant un scénario de négociation. Les résultats empi-
riques montrent que ce modèle de négociation fondé
sur une approche distributive permet aux agents
de négocier plus facilement comparé aux modèles
dans lesquels tous les agents sont dans un seul
groupe. Dans nos futurs travaux, nous testerons ce
mécanisme avec d’autres exemples de négociation
pour montrer d’autres propriétés.
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Résumé
Cet article répond à une double problématique : (1) com-
ment choisir un encodage CNF pour des contraintes de
cardinalité de type #k(x1, ..., xn) où # peut être l’un des
symboles ≤,=,≥ ; (2) déterminer un encodage CNF per-
formant pour les contraintes de cardinalité plus générales
∈ K(x1, ..., xn) où K ⊂ J0, nK. Pour ce faire, on intro-
duit d’abord un nouvel encodage séquentiel bidirectionnel.
On décrit alors un processus pour choisir l’encodage le
plus performant pour une contrainte de cardinalité donnée
s’appuyant sur une comparaison de différents encodages
pour tous les cas possibles de valeurs n et k. Enfin, on
montre que l’encodage séquentiel bidirectionnel permet de
répondre à la problématique (2).
Mots Clef
CNF, SAT, encodage, contraintes de cardinalité.
Abstract
This article has a double aim : (1) define a process for
choosing the most efficient CNF encoding for cardinality
constraints of type #k(x1, ..., xn) where # is one of the
following symbols≤,=,≥ ; (2) determine an efficient CNF
encoding for the more general cardinality constraints of
type ∈ K(x1, ..., xn) whereK ⊂ J0, nK. In order to do this,
we introduce a new sequential bidirectional encoding. We
then describe a process for choosing the most efficient en-
coding for a given cardinality constraint based on a com-
parison of different encodings for all possible values of n
and k. Finally, we show that the sequential bidirectional
encoding can be used to reach our second aim.
Keywords
CNF, SAT, encoding, cardinality constraints.
1 Introduction
Parmi les solveurs modernes en programmation sous
contrainte les plus performants, on trouve aujourd’hui un
certain nombre de solveurs CNF-SAT. Les palmarès ré-
cents du MiniZinc Challenge en témoignent [13, 11].
Un solveur CNF-SAT permet d’obtenir une valuation pour
laquelle une expression logique sous forme conjonctive
normale (CNF) donnée est satisfaite lorsqu’il en existe une.
Pour une contrainte particulière, la performance du solveur
dépend donc à la fois de l’algorithme de résolution du sol-
veur et à la fois de la façon dont la contrainte est exprimée
sous forme CNF.
De nombreux travaux se sont donc penchés sur la ques-
tion de savoir comment exprimer des contraintes classiques
des CSP sous forme CNF de manière performante pour les
solveurs CNF-SAT [1, 2, 3, 4, 5, 7, 10, 14, 15]. C’est le
cas notamment pour les contraintes de cardinalité 1 de type
#k(x1, ..., xn) où # peut être l’un des symboles ≤,=,≥.
En effet, un encodage naïf de ces contraintes contient, dès
que n augmente, beaucoup trop de clauses pour pouvoir
être utilisé de manière raisonnable en pratique. De nom-
breux encodages CNF ont donc été proposés, fonctionnant
tous sur le même principe général : des variables supplé-
mentaires sont introduites de manière à réduire drastique-
ment le nombre de clauses.
Parmi les travaux existants, on trouve des comparaisons
des différents encodages proposés [2, 9, 12]. Toutefois,
ces comparaisons ne sont pas exhaustives. En effet, l’ac-
cent y est généralement mis sur le comportement des en-
codages lorsque n tend vers l’infini. Or, en pratique, on
peut également être amené à considérer de très nombreuses
contraintes de cardinalité de faible dimension. Une compa-
raison exhaustive des encodages existants s’impose donc
afin d’essayer d’optimiser au maximum l’étape du choix de
l’encodage dans la résolution SAT et cela constitue un des
éléments central de cet article. On s’aperçoit alors qu’il n’y
a pas un encodage plus performant que tous les autres mais
de nombreux encodages performants selon les paramètres
du problème. On montre également qu’il est possible de
combiner des encodages pour obtenir de meilleures perfor-
mances.
Par ailleurs, on introduit dans cet article un nouvel enco-
dage : l’encodage séquentiel bidirectionnel. Cet encodage,
dont la définition est assez naturelle, est particulièrement
adapté pour considérer des contraintes de cardinalité plus
complexes, notamment les contraintes de cardinalité cor-
respondant à un intervalle. On montre par ailleurs qu’il
permet de considérer des contraintes de cardinalité de type
∈ K(x1, ..., xn) où K ⊂ J0, nK de manière performante ce
qui représente une nouveauté.
1. Le terme contrainte de cardinalité est utilisé ici selon la nomen-
clature standard dans le contexte SAT et ne doit pas être confondu avec
d’autres notions telles que celle de global cardinality constraint utilisée
dans le contexte de la programmation sous contrainte.
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2 Encodage séquentiel bidirectionnel
Dans la suite, on considère des entiers n et k tels que n ≥ 2
et k ∈ J1, n− 1K, les autres cas étant évidemment triviaux.
La démarche qui mène à définir l’encodage proposé dans
cette section s’apparente à la démarche qui mène à l’en-
codage séquentiel proposé par Carsten Sinz dans [12]. En
effet, dans l’article précité, l’auteur définit les sommes par-
tielles si =
∑i
m=1 xm et considère le j-ième bit si,j de
la représentation unaire de si. Il transpose alors ces bits
en variable booléenne dans un encodage CNF pour abou-
tir à l’encodage ci-dessous pour la contrainte de cardinalité
≤ k(x1, ..., xn). Par la suite, on le désigne par le nom d’en-
codage séquentiel unidirectionnel et on le note SeqUn≤k.
(¬x1 ∨ s1,1)
(¬s1,j) ∀j ∈K1, kK
(¬xi ∨ si,1)
(¬si−1,1 ∨ si,1)











Cependant, cette transposition contient une réduction qui
aboutit à une perte d’information entre la variable si,j tel
qu’elle est encodée dans SeqUn≤k par rapport au bit si,j dé-
crit précédemment. En effet, le bit si,j est équivalent à si ≥
j. Or l’encodage SeqUn≤k donne (si ≥ j) =⇒ si,j mais
pas l’implication réciproque. Cette perte d’information est
volontaire car elle entraine un encodage plus restreint de
la contrainte ≤ k(x1, ..., xn). Toutefois, ce choix n’est pas
forcément judicieux lorsque l’on considère une contrainte
= k(x1, ..., xn) ou deux contraintes ≥ k1(x1, ..., xn) et
≤ k2(x1, ..., xn) définissant un intervalle.
L’encodage CNF qui suit permet d’encoder exactement
l’ensemble des équivalences (si ≥ j) ⇐⇒ si,j pour tout
i ∈ J1, nK et pour tout j ∈ J1, k + 1K. On appelle enco-
dage séquentiel bidirectionnel cet encodage et on le note
SeqBn#k.
(x1 ∨ ¬s1,1)
(¬xi ∨ si,1)∀i ∈ J1, nK
(¬sj−1,j) ∀j ∈K1, k + 1K
(¬si−1,j ∨ si,j)
(xi ∨ si−1,j ∨ ¬si,j)
}
∀j ∈ J1, k + 1K
(si−1,j−1 ∨ ¬si,j)
(¬xi ∨ ¬si−1,j−1 ∨ si,j)
}






À partir de cet encodage, il est très facile d’obtenir la
contrainte de cardinalité ≤ k(x1, ..., xn). En effet, il suf-
fit de rajouter la clause ¬sn,k+1. De même, la contrainte ≥
k(x1, ..., xn) s’obtient simplement par le rajout de la clause
sn,k. Enfin, la contrainte = k(x1, ..., xn) s’obtient par le
rajout de ces deux clauses. On note SeqBn≤k, SeqB
n
≥k et
SeqBn=k les encodages respectifs correspondants.
3 Choisir son encodage
3.1 Comparaisons des encodages
En plus des encodages décrits précédemment, on va égale-






où i = (i1, ..., ik+1) est une combinaison appartenant
à l’ensemble Ck+1n des combinaisons de k + 1 éléments
de J1, nK. On rajoute l’encodage proposé par Bailleux &
Boufkhad dans [3] (BBn≥k1,≤k2 ). On note que les auteurs
précités ne donnent pas d’expression explicite de leur en-
codage mais décrivent plutôt un algorithme permettant de
le construire.
D’autres encodages de la littérature [15] ne sont pas consi-
dérés car ils ne satisfont pas la condition de performance
relative à la propagation unitaire décrite initalement dans
[3] (i.e. il ne permettent pas de vérifier la contrainte sur
une valuation partielle des variables xi).
Par ailleurs, par manque de temps, nous n’avons pas in-
tégré ici d’encodage à base de réseaux [1, 2, 7]. En ef-
fet, nous souhaitons d’abord vérifier que la génération de
tels encodages est bien linéaire en leur nombre total de
clauses (ou de littéraux), de manière à ce que la compa-
raison soit valable. Ce travail reste donc à compléter sur
ce point. En effet, de tels encodages peuvent comporter
un nombre total de clauses inférieur à ceux des encodages
considérés ici pour un certain nombre de valeurs de n et k.
Ceci est notamment le cas de l’encodage de la contrainte
≤ k(x1, ..., xn) proposé par Asín et al. dans [2] dont le
















Le tableau 1 donne le nombres de clauses (avec le détail en
fonction de la taille en nombre de littéraux de ces clauses)
ainsi que le nombre de variables auxilaires pour chacun de
ces encodages. Les valeurs figurant dans ce tableau ont été
recalculées à partir des descriptions de ces encodages dans
les articles précités [12, 3] ainsi que le présent article.
Dans la suite de cet article, on utilise les informations
de ce tableau pour permettre de choisir l’encodage le
mieux adapté aux différents cas étudiés. On fera également
usage de la règle suivante pour obtenir un encodage d’une
contrainte ≥ k(x1, ..., xn) en considérant l’encodage pour
la contrainte ≤ k(x1, ..., xn) via l’utilisation de la règle
suivante :
≥ k(x1, ..., xn) ⇐⇒ ≤ (n− k)(¬x1, ...,¬xn) (1)
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De même, on pourra obtenir un encodage de la contrainte
= k(x1, ..., xn) en combinant différents encodages via
l’utilisation de la constation suivante :
= k(x1, ..., xn) ⇐⇒ (≤ k(x1, ..., xn)∧ ≥ k(x1, ..., xn))
(2)
Nombre de Nombre de
Encodage clauses composées variables
de m littéraux auxiliaires
SeqUn≤k
m = 1 k − 1
nk − km = 2 nk + 2n− 2k − 2
m = 3 nk − n− 2k + 2
Total 2nk + n− 3k − 1
SeqBn#k
m = 1 k
nk + n
m = 2 2nk + 2n− 2k
m = 3 2nk + n− 2k − 1
Total 4nk + 3n− 3k − 1







m = 1 n− k2 + k1
n log2(n)
m = 3
n2 + 2n log2(n)
+n− 2
Total
n2 + 2n log2(n)
+2n− k2 + k1 − 2
TABLE 1 – Nombre et tailles de clauses pour chaque enco-
dage considéré
3.2 Contrainte ≤ k(x1, ..., xn)
Dans cette secion, on compare différents encodages de ≤
k(x1, ..., xn).








n ≤ 5 et k ∈
∅ ∅ ∅ J1, nJ
6 ≤ n ≤ 8 et k ∈
J1, k1J ∅ ∅ Jk1, nJ
où k1 = n− 4.
9 ≤ n ≤ 13 et k ∈
J1, k1J ∅ ∅ Jk1, nJ
où k1 = n− 3.
14 ≤ n ≤ 30 et k ∈
J1, k2J ∅ Jk2, k1J Jk1, nJ







31 ≤ n ≤ 36 et k ∈
J1, k2J ∅ Jk2, k1J Jk1, nJ







37 ≤ n et k ∈
J1, k3J Jk3, k2J Jk2, k1J Jk1, nJ











TABLE 2 – Encodage de ≤ k(x1, ..., xn) donnant le
nombre total minimal de clauses en fonction de n et k
2. Les valeurs données ici sont exactes si n est une puissance de 2.
On remarque d’abord que pour une telle contrainte, l’en-
codage SeqUn≤k est clairement toujours plus performant
que l’encodage SeqBn≤k donc on peut exclure ce der-
nier de notre comparaison. Par contre, en utilisant (1),
on peut considérer l’encodage SeqBn≥n−k appliqué à
(¬x1, ...,¬xn). On note SeqB¬n≥n−k cet encodage.





≥0,≤k. Une analyse complète des diffé-
rents nombres totaux de clauses pour chacun de ces enco-
dages permet de déterminer l’encodage offrant le plus petit
nombre de clauses en fonction de n et k. On a réalisé cette
analyse ici et regroupé les résultats dans le tableau 2. Ce ta-
bleau décrit, en fin de compte, une partition de l’ensemble
des valeurs potentielles de n et k en 4 parties, chacune cor-
respondant aux valeurs de n et k pour lesquelles l’enco-
dage en colonne est optimal (pour le critère du nombre de
clauses considéré ici).








n ≤ 5 et k ∈
∅ ∅ ∅ J1, nJ
6 ≤ n ≤ 7 et k ∈
J1, k1J ∅ ∅ Jk1, nJ
où k1 = n− 3.
8 ≤ n ≤ 10 et k ∈
J1, k1J ∅ ∅ Jk1, nJ
où k1 = n− 2.
11 ≤ n ≤ 27 et k ∈
J1, k2J ∅ Jk2, k1J Jk1, nJ






28 ≤ n ≤ 148 et k ∈
J1, k2J ∅ Jk2, k1J Jk1, nJ






149 ≤ n et k ∈
J1, k3J Jk3, k2J Jk2, k1J Jk1, nJ











TABLE 3 – Encodage de ≤ k(x1, ..., xn) donnant le
nombre total minimal de littéraux en fonction de n et k
Le tableau 2 permet de choisir un encodage en fonction du
nombre de clauses de cet encodage mais il ne prend pas
en compte la taille de ces clauses (i.e. le nombre de litté-
raux par clause). Or la taille des clauses dans une contrainte
CNF peut avoir une influence importante sur la rapidité
d’un solveur SAT sur cette contrainte. Comme l’évalua-
tion d’une valuation d’une contrainte CNF est linéaire par
rapport à son nombre total de littéraux, on pourrait égale-
ment considérer le nombre total de littéraux de chacun de
encodages plutôt que leur nombre de clauses comme cri-
tère pour choisir un encodage. Même si le nombre total de
clauses est généralement utilisé comme critère de compa-
raison des encodages dans l’état de l’art précité, on penche
plutôt pour l’utilisation du nombre total de littéraux. En
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tout état de cause, on présentera systèmatiquement par la
suite les valeurs obtenues pour chacun de ces deux critères.
Le tableau 3 permet de déterminer l’encodage avec le plus
petit nombre total de littéraux.
3.3 Contrainte ≥ k(x1, ..., xn)








n ≤ 5 et k ∈
J1, nJ ∅ ∅ ∅
6 ≤ n ≤ 8 et k ∈
J1, 5J ∅ ∅ J5, nJ
9 ≤ n ≤ 13 et k ∈
J1, 4J ∅ ∅ J4, nJ
14 ≤ n ≤ 30 et k ∈







31 ≤ n ≤ 36 et k ∈







37 ≤ n et k ∈












TABLE 4 – Encodage de ≥ k(x1, ..., xn) donnant le
nombre total minimal de clauses en fonction de n et k








n ≤ 5 et k ∈
J1, nJ ∅ ∅ ∅
n = 6 et k ∈
{1, 2, 3, 5} ∅ ∅ k = 4
n = 7 et k ∈
J1, 4J ∅ ∅ J4, nJ
8 ≤ n ≤ 10 et k ∈
J1, 3J ∅ ∅ J3, nJ
11 ≤ n ≤ 27 et k ∈







28 ≤ n ≤ 148 et k ∈







149 ≤ n et k ∈












TABLE 5 – Encodage de ≥ k(x1, ..., xn) donnant le
nombre total minimal de littéraux en fonction de n et k
Dans cette section, on compare 5 encodages pour la
contrainte ≥ k(x1, ..., xn). Par l’équivalence (1), on ob-





≤n−k à (¬x1, ...,¬xn).





ces trois encodages. On considère par ailleurs les deux en-
codages SeqBn≥k et BB
n
≥k,≤n.
Comme précédemment, on détermine les encodages don-
nant le nombre total minimal de clauses (tableau 4) ainsi
que les encodages donnant le nombre total minimal de lit-
téraux (5) en fonction de n et k. On remarque que, dans ce
cas, c’est l’encodage SeqB¬n≤n−k qui est écarté systémati-
quement.
3.4 Contrainte = k(x1, ..., xn)
Dans cette section, on compare 7 encodages différents de =
k(x1, ..., xn) parmi lesquels 2 sont des encodages mixtes
entre deux encodages différents. Il s’agit des encodages :

























Comme dans les deux sections précédentes, on a determiné
les encodages donnant le nombre total de clauses minimal
en fonction de n et k ainsi que celui donnant le nombre to-
tal de littéraux minimal en fonction des mêmes paramètres.
Chacun de ces résultats étant difficilement synthétisable en
un seul tableau, on renvoie aux annexes pour le détail pour
tous les entiers n ∈ J6, 17K.
Encodage Condition sur k
Proportion
en n→ +∞
SNn=k 1 ≤ k < 3 0%
SeqBn=k 3 ≤ k < k2 25%
BBn=k k2 ≤ k < k1 50%
SeqB¬n=n−k k1 ≤ k < n− 2 25%












TABLE 6 – Encodage de = k(x1, ..., xn) donnant le
nombre total minimal de clauses en fonction de k pour
n ≥ 18
Pour n ≤ 5, c’est l’encodage naïf Nn=k qui donne les plus
petits nombres de clauses et de littéraux quel que soit k.
Les deux tableaux 6 et 7 donnent les résultats pour n ≥ 18.
On remarquera que les encodages SeqUn=k et N
n
=k en sont
absents. Par ailleurs, on a indiqué, pour chaque encodage,
la limite de la proportion à n donné de valeurs différentes
de k pour laquelle cet encodage est optimal lorsque n tend
vers l’infini.
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Encodage Condition sur k
Proportion
en n→ +∞
SNn=k k = 1 0%
SeqBn=k 2 ≤ k < k2 30%
BBn=k k2 ≤ k < k1 40%
SeqB¬n=n−k k1 ≤ k < n− 1 30%












TABLE 7 – Encodage de = k(x1, ..., xn) donnant le
nombre total minimal de littéraux en fonction de k pour
n ≥ 18
3.5 Contrainte ≥ k1,≤ k2(x1, ..., xn)
On étudie ici le cas d’une contrainte donnant un intervalle.
On compare 7 encodages de cette contrainte, correspondant
aux cas généraux des encodages de = k(x1, ..., xn) de la
























On ne fait pas ici une comparaison exhaustive de toutes
les valeurs possibles de k et n comme on a pu le faire
pour les contraintes précédentes car cela nous semble trop
fastidieux et difficilement exposable de manière concise.
On donne simplement les expressions des nombres totaux
de clauses et nombres totaux de littéraux pour chacun de
ces encodages. Ces expressions peuvent être évaluées au
cas par cas pour déterminer une valeur minimale et choisir
l’encodage associé lorsque n est faible.
Encodage Nombre total de clauses
BBn≥k1,≤k2 n
2 + 2n log2(n) + 2n− k2 + k1 − 2
SeqBn≥k1,≤k2 4nk2 + 3n− 3k2 + 1
SeqB¬n≥n−k2,≤n−k1 4n
2 − 4nk1 + 3k1 + 1
SeqUn≥k1,≤k2 2n


















+ 2n2 − 2nk1 − 2n+ 3k1 − 1
TABLE 8 – Nombre total de clauses pour les encodages de
la contrainte ≥ k1,≤ k2(x1, ..., xn)
Sinon, en dehors de certains effets de bord quand k1 ≤ 2
ou bien k2 ≥ n − 2, on peut voir que, pour n suffisam-
ment grand, ce sont les trois premiers encodages qui sont
les plus performants. On peut alors utiliser le protocole sui-
Encodage Nombre total de littéraux
BBn≥k1,≤k2 3n
2 + 6n log2(n) + 4n− k2 + k1 − 6
SeqBn≥k1,≤k2 10nk2 + 7n− 9k2 − 1
SeqB¬n≥n−k2,≤n−k1 10n
2 − 10nk1 − 2n+ 9k1 − 1
SeqUn≥k1,≤k2 5n


















+ 5n2 − 5nk1 − 8n+ 9k1 + 1
TABLE 9 – Nombre total de littéraux pour les encodages de
la contrainte ≥ k1,≤ k2(x1, ..., xn)
vant pour choisir un encodage :
Si min(k2, n− k1) ≥ 310n choisir BBn≥k1,≤k2









Le protocole ci-dessus utilise le critère du nombre total de
littéraux minimal. Pour utiliser le critère du nombre total
de clauses, il suffit de remplacer 310 par
1
4 .
3.6 Contrainte ∈ K(x1, ..., xn)
Dans cette section, on considère un sous-ensemble K =
{k1, ..., km} ⊂ J0, nK avec m ≥ 2 et k1 < k2 < ... < km.
Le cas général d’une contrainte d’appartenance du cardi-
nal à un sous-ensemble K se distingue entièrement des cas




[k = ki]. Ainsi, à part le cas particu-
lier d’un intervalle traité précédemment, on ne peut pas
se ramener directement à une conjonction des encodages
CNF décrits précédemment. Or obtenir une contrainte CNF
à partir d’une disjonction de contraintes CNF nécessite une
opération supplémentaire. Effectuer cette opération est pro-
hibitif si l’on considère directement des disjonctions des
encodages précédents. Toutefois, on peut également consi-
dérer ces disjonctions au sein d’un encodage séquentiel bi-
directionnel unique ce qui permet de rendre cette opération
tout à fait envisageable.
En effet, la contrainte suivante est bien un encodage de la








Cette encodage n’est pas une contrainte CNF mais on peut
se ramener à une contrainte CNF équisatisfaisable faci-
lement en introduisant m variables supplémentaires y0,
..., ym−1 [8]. On définit ainsi l’encodage SeqBn∈K de la

























Cette contrainte a un nombre total de clauses égal à :
4nkm + 3n− 3km + 2m (5)
et un nombre total de littéraux égal à :
10nkm + 7n− 9km +m2 + 3m− 2 (6)
Enfin, on peut remarquer que l’encodage SeqBn∈K (où K
est le complèmentaire de K) appliqué à (¬x1, ...,¬xn)
donne également la contrainte ∈ K(x1, ..., xn). On note
SeqB¬n∈K cet encodage. Il peut éventuellement être plus
performant que l’encodage précédent selonK. Son nombre
total de clauses et son nombre total de littéraux s’ob-
tiennent en remplaçant km par max(K) et m par n − m
dans (5) et (6).
Le pire des cas est atteint pour une contrainte de type k
pair. On a alors un nombre de clauses de l’ordre de 4n2 et
un nombre de littéraux de l’ordre de 10.5n2 ce qui est tout à
fait raisonnable. Par ailleurs, à notre connaissance, il s’agit
du seul encodage CNF de la littérature de la contrainte ∈
K(x1, ..., xn).
4 Conclusion
Lorsque l’on recherche un algorithme optimisé pour un
problème donné, il est rare de découvrir un seul algorithme
qui soit le plus optimisé pour chacune des occurrences de
ce problème. Pour le problème d’une résolution CNF-SAT
d’une contrainte de cardinalité, on peut remarquer que cha-
cun des encodages d’une contrainte de cardinalité considé-
rés dans cet article est préférable aux autres pour au moins
quelques valeurs différentes de k et n. Par ailleurs, les com-
portements des différentes solutions à l’infini ne préjugent
en rien quant à leurs comportements en faible dimension.
Par exemple dans le cas des contraintes ≤ k(x1, ..., xn)
et ≥ k(x1, ..., xn), l’encodage proposé par Bailleux et
Boufkhad est préférable (selon le critère du nombre total
de littéraux) dans environ 10% des cas lorsque n est très
grand mais n’est préférable en aucun cas lorsque n < 149.
Afin de pouvoir déterminer l’encodage réellement le mieux
adapté à une contrainte et des paramètres donnés, il est né-
cessaire de passer par une étude exhaustive des cas comme
cela a été réalisé dans cet article.
On pourrait objecter que, si n est petit alors la taille de
l’encodage le sera également et qu’en conséquence, même
si on reste loin de l’optimum possible, on pourra négliger
l’accroissement. Cet argument ne tient toutefois pas long-
temps car un gain fixe sur une opération peut être non négli-
geable, d’autant plus si cette opération est répétée de nom-
breuses fois au cours d’un même processus.
Par ailleurs, le nouvel encodage séquentiel bidirectionnel
qui est proposé dans cet article offre une performance net-
tement améliorée dans certains cas ainsi que des perspec-
tives nouvelles.
En effet, dans le cas d’une contrainte de type =
k(x1, ..., xn), les nombres totaux de clauses et de littéraux
sont au mieux quadratiques en n pour les autres encodages
et ceci quel que soit k. Toutefois, dans un certain nombre de
problèmes, k est fixé indépendamment de n. Les nombres
totaux de clauses et de littéraux de l’encodage séquentiel
bidirectionnel sont alors linéaires en n. Cet encodage a
ainsi pu être mis à profit dans le cas de la résolution SAT
d’un problème d’emploi du temps en BTS [6] qui comporte
un certain nombre de contraintes de type = 3(x1, ..., xn).
Cet encodage offre également de nouvelles perspectives via
son application aux contraintes de type ∈ K(x1, ..., xn)
pour lesquelles il n’existait pas avant, à notre connaissance,
d’encodage performant.
Enfin, on peut noter que sa présentation explicite (sem-
blable à celle de l’encodage séquentiel dans [12] et qui a
sûrement contribué à sa popularité) en permet une implé-
mentation directe.
Le travail de recherche présenté dans cet article est d’ordre
théorique. Si les critères du nombre total de clauses ou du
nombre total de littéraux sont généralement pertinents, ils
ne suffisent pas à déterminer l’encodage le mieux adapté
qui pourra dépendre non seulement du problème considéré
mais également du solveur utilisé. Il appelle donc d’autres
travaux qui permettront de mettre en pratique (tels que [6])
et de valider ces résultats. Il sera également prolongé de
manière à intégrer au processus de choix des encodages à





6 7 8 9 10 11 12 13 14 15 16 17
1 6 6 6 6 6 6 6 6 6 6 6 6
2 5 6 6 6 6 6 6 6 6 6 6 6
3 5 5 6 6 6 6 6 6 6 6 6 6
4 5 5 5 4 2 2 2 2 2 2 2 2
5 7 7 7 4 1 1 1 2 2 2 2 2
6 7 7 7 3 1 1 1 1 1 1 2
7 7 7 7 3 1 1 1 1 1 1
8 7 7 7 3 3 1 1 1 1
9 7 7 7 3 3 1 1 1
10 7 7 7 3 3 1 1
11 7 7 7 3 3 3
12 7 7 7 3 3
13 7 7 7 3
14 7 7 7
15 7 7
16 7
TABLE 10 – Encodage de la contrainte = k(x1, ..., xn)
donnant le nombre total minimal de clauses pour n ∈
J6, 17K
Les tableaux 10 et 11 donnent, en fonction de k et n, les




6 7 8 9 10 11 12 13 14 15 16 17
1 6 6 6 6 6 6 6 6 6 6 6 6
2 6 6 6 6 6 6 6 6 6 6 6 2
3 5 6 4 2 2 2 2 2 2 2 2 2
4 7 7 4 4 4 2 2 2 2 2 2 2
5 5 7 4 4 4 4 2 2 2 2 2 2
6 7 7 3 4 4 4 4 2 2 2 2
7 7 7 3 3 3 4 4 4 2 2
8 7 7 3 3 3 3 4 4 4
9 7 7 3 3 3 3 3 4
10 7 7 3 3 3 3 3
11 7 7 3 3 3 3
12 7 7 3 3 3
13 7 7 3 3
14 7 3 3
15 7 3
16 7
TABLE 11 – Encodage de la contrainte = k(x1, ..., xn)
donnant le nombre total minimal de littéraux pour n ∈
J6, 17K
nombre total minimal de clauses et de littéraux respective-
ment. Les encodages sont indiqués dans le tableau par un
numéro qui correspond à leur numérotation dans la section
3.4.
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Les algorithmes d’apprentissage automatique utilisés pour
contrôler des systèmes physiques doivent pouvoir ap-
prendre rapidement, avec peu d’exemples, notamment
lorsque le coût ou la durée des expérimentations sont trop
importants. Un tel objectif peut être atteint en utilisant des
concepts provenant des sciences cognitives et des sciences
sociales, et formalisés grâce à des outils mathématiques de
la théorie des catégories et de la théorie du contrôle.
Ce formalisme aboutit à un système d’apprentissage auto-
matique qui accumule les connaissances, puis les trans-
pose à de nouvelles configurations. Cette approche est
illustrée sur un système cyber-physique (un circuit de voi-
tures), et sur les jeux Atari 2600.
Mots Clef
Apprentissage Automatique, Théorie des Catégories, Atari
2600, Circuit de voitures miniatures.
Abstract
Machine learning algorithms for controlling devices need
to learn quickly, with few trials, when limited by the dura-
tion and cost of experiments. Such a goal can be attained
with concepts borrowed from Cognitive Science and Social
Science, and formalized mathematically using tools from
Category Theory and Control Theory.
This leads to a machine learning system that accumulates
knowledge, then transposes it to new configurations. Illus-
trations of this approach are presented on a cyber-physical
system – the slot car game – and also on Atari 2600 games.
Keywords
Machine Learning, Category Theory, Atari 2600, Slot Car.
1 Introduction
Les algorithmes qui contrôlent des systèmes cyber-
physiques doivent apprendre comment opérer rapidement
dans un environnement partiellement connu, le tout avec de
moins en moins de données. Les solutions à base d’appren-
tissage par renforcement, avec des réseaux de neurones par
exemple, ont fait leurs preuves. Cependant, ces méthodes à
la pointe de la recherche ont besoin de beaucoup de don-
nées d’entraînement, données que l’on risque de ne pas
pouvoir obtenir si l’on respecte des contraintes budgétaires
et temporelles.
Nous proposons ici une approche complémentaire à l’ap-
prentissage par renforcement et aux réseaux de neurones
pour permettre aux machines d’apprendre rapidement avec
des puissances de calcul réduites. L’objectif est d’être aussi
performant que les solutions existantes avec environ un
pour cent des données et du temps d’entraînement usuels.
L’aspect novateur de notre travail repose sur l’utilisation
d’outils élémentaires de la théorie des catégories — une
branche des mathématiques datant des années 1940, assez
peu utilisée en apprentissage automatique (en anglais : Ma-
chine Learning) — pour formaliser notamment la notion
d’analogie. La théorie des catégories a été conçue en lien
avec la topologie algébrique, pour permettre de transférer
des théorèmes et des concepts d’une branche des mathé-
matiques à une autre [28]. Nous utilisons ces outils pour
avoir un cadre générique pour notre approche d’apprentis-
sage automatique, ce qui permet, par exemple, de formali-
ser rigoureusement le transfert de connaissances.
Par ailleurs, nous pensons qu’il est fondamental de recher-
cher des structures dynamiques pour construire une intel-
ligence artificielle (IA) adaptative. Les sciences sociales et
les sciences cognitives montrent que les structures dyna-
miques cadrent la cognition (cf. [22]), les langues (cf. [8])
et les interactions sociales (cf. [26]). En effet, ces structures
permettent aux humains d’agir et de s’adapter en fonction
des expériences passées.
Dans cet article, nous commençons par étudier les mé-
thodes d’apprentissage automatique pour les processus dé-
cisionnels markoviens (MDP) appliqués à des jeux. En-
suite, nous expliquons les motivations qui supportent notre
approche inspirée des sciences sociales. Grâce au concept
d’équivalence de catégories, nous décrivons des classes de
problèmes non bijectifs, sur lesquels nous centrons notre
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approche. Il en résulte un comportement innovant de l’al-
gorithme de contrôle. Enfin, nous illustrons cette approche
avec des résultats sur un circuit de voitures miniatures, et
sur des jeux vidéo Atari 2600. Notre méthode utilise égale-
ment le savoir accumulé tout au long des expériences pas-
sées, et peut donc servir à valider des concepts modernes
tels que le « lifelong machine learning » [5].
2 Travaux antérieurs
Nous avons décidé de tester notre approche sur un cir-
cuit de voitures miniatures et sur des jeux vidéo Atari, car
ces deux expériences impliquent de prendre des décisions,
tâche plus complexe que la classification pure. Dans ce
contexte, les approches d’apprentissage automatique appli-
quées à la prise de décision reposent souvent sur de nom-
breux essais, ce qui implique de grandes quantités de don-
nées d’entraînement et requiert une grande puissance de
calcul.
D’autre part, les jeux sont devenus un banc d’essai clas-
sique pour les algorithmes d’IA. Les circuits de voitures
miniatures, par exemple, sont utilisés pour évaluer la per-
formance des systèmes de prise de décision. Le traitement
d’images basé sur de l’apprentissage par renforcement pré-
senté dans [12] estime la position de la voiture sur le cir-
cuit grâce à un perceptron multicouche à convolution. L’en-
traînement prend 12 h et l’apprentissage de la stratégie de
contrôle requiert 30min supplémentaires. La solution plus
rapide proposée par [24] pour le même système de circuit
de voitures autonome dépend d’accéléromètres et d’un mi-
crocontrôleur rajoutés sur la voiture pour d’abord créer une
cartographie du circuit, puis ensuite contrôler la vitesse de
la voiture.
Les jeux vidéo sont aussi devenus de plus en plus utiles
pour fournir une représentation cyber-physique de notre
environnement. Même des systèmes anciens, tels que la
console Atari 2600, fournissent une grande diversité de si-
tuations, allant des labyrinthes (jeux de style Pac-Man) et
jeux d’action (tel que Space Invaders) aux jeux de balle et
raquette (Breakout, Pong). Malgré le fait que ces différents
problèmes réclament des stratégies variées pour être réso-
lus par un joueur humain standard, ils impliquent tous des
prises de décision et ont donc été modélisés par des MDPs
[18]. Ce cadre permet l’implémentation de nombreuses
méthodes différentes. Certains travaux, tel que celui pré-
senté dans [18], utilisent une image de l’aire de jeu remise
à l’échelle en entrée d’un « deep Q-network » (DQN), avec
pour but de sélectionner la meilleure action à jouer. Une
autre possibilité est l’utilisation de méthodes classiques de
recherche et de planification, telles que le « Iterated Width
algorithm » [16] ou les algorithmes de parcours d’arbre
tels que l’algorithme de recherche arborescente Monte-
Carlo [21] pour calculer la meilleure action possible. L’ap-
prentissage par renforcement peu profond [15] repose sur
une représentation linéaire simplifiée, mais obtient cepen-
dant des résultats similaires aux méthodes non-linéaires.
Enfin, l’apprentissage maître-élève [3], l’apprentissage par
renforcement inverse [13], et l’apprentissage par imitation
[20] peuvent également être utilisés pour entraîner un agent
au comportement plus humain, qui a une efficacité et une
réussite proches de celles des méthodes susmentionnées.
Les « Schema Networks » [11] font un pas supplémen-
taire en direction du transfert de connaissances et de la ré-
duction des besoins en données et en puissance de calcul
pour l’entraînement, en utilisant un simulateur physique et
en travaillant à un niveau plus élevé avec des entités plu-
tôt que des pixels. Cette méthode obtient le même score
qu’un joueur humain sur Breakout (30 points) avec 100 000
images d’entraînement.
3 Sciences Sociales, Sciences Cogni-
tives et Théorie du contrôle pour
l’apprentissage automatique
Pour atteindre notre objectif de réduction des besoins en
données d’entraînement et en puissance de calcul, nous
avons basé notre IA sur des concepts de haut niveau déjà
étudiés par différentes sciences.
Tout ce qui est produit par l’humain contient, en partie,
une certaine structure humaine. Par exemple, lorsque des
humains conçoivent un jeu, ils utilisent des règles impli-
cites qui leur permettent de jouer et de s’amuser. Cela si-
gnifie que ces jeux, comme les autres créations humaines,
contiennent un minimum de structure pour que le joueur
humain puisse les comprendre, et ils contiennent égale-
ment de la dissonance cognitive pour les rendre attractifs
[6][25][27]. La plupart des problèmes réels possèdent cette
ambivalence.
Parmi les structures clés, on retrouve les schémas cognitifs
universels auxquels les humains s’attendent quant aux ob-
jets et à l’environnement : état intérieur (intention et affect),
propriétés matérielles (gravité, conservation de la forme,
continuité de la trajectoire) ou propriétés naturelles non-
humaines (mouvement et croissance). Ces schémas cogni-
tifs sont acquis durant l’enfance quand l’enfant découvre
le monde au fil de ses mouvements et en utilisant ses sens
[22].
Nous supposons qu’une IA ayant la connaissance de ces
schémas cognitifs serait capable de prendre les bonnes dé-
cisions pour jouer, et de transférer les connaissances ac-
quises à une grande variété de problèmes similaires.
3.1 Entités dans le temps et dans l’espace
Nous avons conçu notre IA pour qu’elle raisonne au niveau
syntaxique et non au niveau de l’échantillon ou du pixel.
D’une certaine manière, cela correspond à raisonner au ni-
veau du morphème en linguistique, défini dans [8] comme
le plus petit élément significatif d’un langage. Nous appe-
lons entités les éléments de base de ce niveau syntaxique.
Ces entités sont détectées par des outils classiques de trai-
tement du signal et d’apprentissage automatique. Elles sont
comme les objets de notre vie de tous les jours : des tron-
çons de circuit (lignes droites et virages), des voitures, des
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balles, des raquettes, des murs. Elles sont organisées géo-
métriquement dans un espace et peuvent être décrites, par
exemple, par les coordonnées cartésiennes de leur boîte en-
globante.
Les données caractérisant ces entités sont collectées à
chaque échantillon de temps pour construire des modèles
dynamiques décrits par les équations d’état (1) à temps dis-
cret pour un système d’ordre Nd, où x est le vecteur d’état,
y la mesure, u la commande, A la matrice d’état, B la ma-
trice de commande, C la matrice d’observation, D la ma-
trice d’action directe, et k l’indice de l’échantillon.
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) +Du(k)
(1)
3.2 Le Moi au sein du monde
Une étape clé pour se forger une identité propre lors du
développement de l’enfant est appelée le stade du miroir.
Nous avons conçu notre IA pour qu’elle commence à ce
stade en identifiant le « Moi » parmis toutes les entités.
Cette identification du « Moi » est réalisée en utilisant des
résultats de la théorie du contrôle, à savoir le critère de
contrôlabilité d’un système dynamique, comme présenté,
par exemple, dans [10]. Le système est complètement
contrôlable si et seulement si (ssi) la matrice de contrôla-
bilité CNd , [B|AB| . . . |ANd−1B] est de rang Nd. Nous
définissons le « Moi » comme étant l’entité qui vérifie le
critère de contrôlabilité.
Comme le « Moi » et son environnement peuvent tous les
deux changer, les modèles établis peuvent ne plus être va-
lides. En s’inspirant d’une idée provenant de l’approche
scientifique décrite dans [23], selon laquelle il doit être
possible d’invalider un système scientifique empirique par
l’expérience, nous avons conçu notre algorithme de telle
sorte à ce qu’il puisse réfuter ses propres modèles pour les
remplacer par de meilleurs. Le critère pour cette décision
est basé sur l’erreur entre les prédictions (basées sur le mo-
dèle) et les mesures. Cette remise en cause ne s’effectue
pas seulement pendant la phase d’apprentissage mais éga-
lement pendant la phase de test.
Une fois que le « Moi » est identifié, notre IA classifie les
entités restantes entre amis et ennemis, d’une manière si-
milaire à l’apprentissage par renforcement. Elle suit en-
suite une simple stratégie de survie : essayer d’aller vers
ses amis, à part si un ennemi est proche du « Moi », auquel
cas la première chose à faire est de s’enfuir.
En résumé, notre IA prend en compte les récompenses de
son environnement pour classifier les entités, comme en ap-
prentissage par renforcement. Comme dans des approches
scientifiques empiriques, elle met à jour les classifications
et les modèles quand les mesures ne sont pas compatibles
avec les prédictions. Enfin, elle décrit au moins une entité
comme étant le « Moi », avec toutes les conséquences que
cela implique pour sa survie.
4 La Théorie des Catégories comme
cadre pour des analogies non bijec-
tives
L’un des outils les plus efficaces dont dispose l’humain
pour évoluer dans une situation inconnue est sa capacité
à faire des analogies entre cette nouvelle situation et ses
expériences passées. Nous pressentons qu’une IA capable
d’établir des analogies, et sachant, par exemple, comment
jouer au jeu Breakout sera capable de transposer ses capa-
cités au jeu Pong, même si les aires de jeu et les règles ne
sont pas identiques, à l’instar d’un joueur de tennis qui sau-
rait au moins partiellement comment manier une raquette
de badminton même s’il n’a jamais pratiqué ce sport.
Les situations où deux problèmes ont exactement le même
nombre d’états et des structures isomorphes sont rares. La
notion d’analogie semble alors adaptée au rapprochement
de structures conceptuellement proches mais mathémati-
quement différentes. Or, la plupart des tentatives de for-
malisation de cette notion sont fondées sur une perspec-
tive structuraliste qui s’articule autour de la théorie des en-
sembles via le concept d’isomorphisme qui préserve les
structures des ensembles. Il existe des outils mathéma-
tiques pour identifier des structures non isomorphes tels
que l’équivalence de catégories en théorie des catégories
[17]. En effet, celle-ci apparaît comme un cadre de travail
plus naturel pour aborder la notion structuraliste d’analo-
gie qui considère que les relations entre éléments sont plus
essentielles que les éléments eux-même pour définir des
analogies [9]. 1.
Dans les problèmes qui reposent sur la théorie des en-
sembles, l’identification se réduit aux relations d’identité
et aux cas bijectifs, tandis que la théorie des catégories ap-
porte des descriptions plus riches des objets, ce qui permet
de nouvelles sortes d’identifications. Dans le cadre de cet
article, nous nous limitons à des concepts très élémentaires
de la théorie des catégories, qui pourraient être décrits en
termes ensemblistes, tout comme les situations que l’on ex-
pose 2. L’apport de ces travaux est le changement de pers-
pective conceptuelle que nous croyons prometteur pour le
domaine de l’apprentissage automatique 3.
Théorie des catégories. Une catégorie C est une collec-
tion d’objets et de morphismes (ou flèches) entre certains
de ces objets, munie d’une composition de morphismes, et
peut ainsi être assimilée à un graphe orienté. SiA etB sont
1. Une autre approche pourrait être l’utilisation de la théorie des mo-
dèles, plus spécifiquement du concept d’équivalence élémentaire [4] dans
la perspective de doter l’IA de raisonnements logiques. Pour un pano-
rama philosophique des concepts d’analogie et de raisonnement analo-
gique, voir [1]
2. Ce qui n’est pas étonnant puisque la théorie des ensembles et la
théorie des catégories, en tant que propositions mathématiques fondation-
nelles de toutes les mathématiques, se fondent mutuellement l’une l’autre.
Chaque concept catégorique doit pouvoir être décrit en termes ensem-
blistes et réciproquement.
3. Dans une perspective bayésienne, [7] utilise des catégories de pro-
babilités conditionnelles : les objets sont des espaces mesurables et les
flèches des noyaux de Markov.
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des objets de C, la flèche a : A → B est un isomorphisme
si elle est inversible, i.e s’il existe une flèche b : B → A,
telle que ba = IdA et ab = IdB . Dans ce cas, les objets A
et B sont isomorphes. Les isomorphismes définissent une
relation d’équivalence sur la classe des objets de C, pour
laquelle on note C/ ' son quotient. Aussi, si F : C → C′
est ce qu’on appelle une équivalence de catégories, celle-
ci induit une bijection F ′ : (C/ ') → (C′/ ') entre les
classes d’objets isomorphes même si F n’est pas bijective.
Dès lors, on n’identifie plus les objets (ou états) un à un
entre deux situations, mais les types (ou classes d’isomor-
phismes) de ces états.
Ce procédé peut être utilisé dans le cas de problèmes obser-
vables. En effet, considérons deux ensembles d’états non
vides C et C′ sans autre hypothèse sur leur cardinalité. Sup-
posons aussi l’existence de deux fonctions d’observations
f : C → O et f ′ : C′ → O′. Quitte à restreindre O
et O′, supposons que ces deux fonctions sont surjectives.
Pour tout o ∈ O, on dit que les états x ∈ C dont l’ob-
servation associée est o (i.e f(x) = o) sont de type To.
Cela définit une relation d’équivalence Rf sur l’ensemble
C : ∀x, y ∈ C, x Rf y ssi f(x) = f(y). Transposé dans
le champ lexical des catégories, cela revient à placer une
flèche inversible entre deux objets x et y de C ssi x Rf y. C
devient alors une catégorie, où toutes les flèches sont inver-
sibles et telle que C/ ' est exactement le quotient C/Rf ,
quotient qui définit aussi l’ensemble des types d’états de
C. Puisque ces types ont été définis via les observations, la
surjection f : C → O induit une bijection f̃ : (C/ ')→ O
entre l’ensemble de types et l’ensemble d’observations. f̃
est donc l’inverse de la fonction T : O → (C/ '), o 7→ To
qui définit les types To. Le même raisonnement peut être
reproduit à partir de C′ et de f ′.
Enfin, supposons qu’il existe une bijection G : O → O′
entre les ensembles d’observation et que O et O′ sont donc
de même cardinalité. Ainsi, on peut définir une autre bi-
jection F ′ = f̃ ′−1 ◦ G ◦ f̃ : (C/ ') → (C′/ ')
entre les ensemble de types d’objets, bijection en réalité
induite par l’équivalence de catégories F : C → C′ défi-
nie comme suit : pour tout x ∈ C, soit o = f(x) et soit
x′ ∈ f ′−1(G(o)), définissons F telle que F (x) = x′. Si C
et C′ ont des cardinaux différents, F ne peut pas être bijec-
tive, mais F ′ l’est. Par construction, F envoie chaque état
x vers un état x′ du même type (modulo G). Cela permet de
relier les catégories C et C′, de telle sorte que si l’on dispose
d’une stratégie applicable dans C′, elle peut être transposée
dans C par la fonction F .
Si l’on remplace C et C′ par des ensembles d’entités (option
1) ou de paires d’entités (option 2) dans deux (situations
de) jeux différent(e)s, nous pouvons les comparer grâce à
des fonctions d’observation du type f et f ′ comme décrit
ci-dessus. Cela permet de transférer des connaissances re-
latives à des entités ou des paires d’entités. Nous avons
ainsi expérimenté les cas particuliers où dans l’option 1,
f : C → {0, 1} et f ′ : C′ → {0, 1} valent 1 si l’entité est
un « Moi » et 0 sinon ; et dans l’option 2, f : C → {0, 1} et
f ′ : C′ → {0, 1} valent 1 si les trajectoires des deux entités
d’une paire s’intersectent, et 0 sinon. Ce qui est observé du
Moi d’une situation peut alors être supposé du moi d’une
autre situation par transfert de connaissances. Des observa-
tions ultérieures permettront alors de confirmer ou infirmer
ces suppositions.
Une explication plus détaillée et approfondie de la théorie
des catégories peut être trouvée dans [17]. Son utilisation
nous permet de formaliser une grande diversité de jeux et
de situations.
Analogies entre circuits de voitures miniatures. Nous
introduisons les notations suivantes : soient N et N ′ les
nombres de segments par configuration du circuit, et C =
{s, s ∈ [1, N ]}, C′ = {s′, s′ ∈ [1, N ′]} les ensembles de
positions possibles de la voiture sur le circuit, qui ne sont
utiles que pour le raisonnement théorique et ne sont pas
utilisés lors des expériences. Soient (u, i)s (resp. (u′, i′)s′)
la tension et le courant mesurés lorsque la voiture passe sur
la section s (resp. s′). Soit 1 ≤ s0 ≤ N (resp. 1 ≤ s′0 ≤
N ′) la position initiale de la voiture dans la configuration
C (resp. C′). Nous notons k une ligne droite de C et l un
virage. De même, soient k′ une ligne droite et l′ un virage
de C′.
Le joueur peut agir sur (u′, i′)′s en utilisant la manette de
jeu, ce qui correspond à la stratégie π′ définie par (2).
π′(s′) =
{
(u′, i′)k′ , si s′ est une ligne droite
(u′, i′)l′ , sinon
(2)
Nous voulons identifier C et C′, pour pouvoir transposer la
stratégie π′ de C′ à C. Les états de C sont les positions s de
la voiture sur le circuit. De même, les états de C′ sont les
positions s′. Si N = N ′ et s0 = s′0, nous pouvons définir
une bijection entre C et C′ et transposer π′ de manière tri-
viale. En revanche, siN 6= N ′ ou s0 6= s′0, il est impossible
de définir une telle bijection.
Cependant, si nous transformons C et C′ en catégories, en
définissant des morphismes, nous serons capables de dé-
finir une équivalence de catégories F : C → C′. Dès
lors, nous définirons la stratégie π appliquée sur C par
π = π′ ◦ F . Pour définir ces morphismes, nous utilisons
la fonction observable f définie sur les états s de C comme
suit : f : C → {1, 2} avec f = h ◦ g où g et h sont telles
que g(s) = (u, i)s et h ((u, i)s) = 1 si s est un virage, et
2 sinon. f ′ est définie de la même manière sur les s′ de C′,
c’est-à-dire f ′ : C′ → {1, 2} avec f ′ = h′ ◦ g′ et g′ et h′
sont définies de la même manière que g et h, mais sur les
états de C′.
Nous définissons un isomorphisme entre deux états de C
ssi ils ont la même image par f , et un isomorphisme entre
deux états de C′ ssi ils ont la même image par f ′. Nous
définissons ensuite F : C → C′ par (3).
F (s) =
{
l′, si f(s) = 1
k′, si f(s) = 2
(3)
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Il est facile de voir, si les définitions exactes sont connues,
que (3) est une équivalence de catégories qui permet de
transférer π de C′ à C. F induit une bijection F ′ entre les
ensembles de classes (ou types de position – ici C ,C ′
sont les types de virage et S ,S ′ sont les types de lignes
droites) : F ′ : (C/ ') → (C′/ ') où (C/ ') est égal à
{C ,S } et (C′/ ') est égal à {C ′,S ′}. On obtient finale-
ment F ′(C ) = C ′ et F ′(S ) = S ′.
Cet exemple de catégorisation systématique et de généra-
lisation prouve que nous ne travaillons pas à l’échelle des
états, mais que nous considérons les types d’états.
Analogies entre jeux vidéo. Considérons un jeu C (par
exemple le jeu Breakout pour Atari 2600) où une raquette
horizontale est située en x0 sur un segment [0, N ] d’états
initiaux possibles (0 ≤ x0 ≤ N ) et peut se déplacer vers la
gauche ou la droite afin d’atteindre une balle devant arriver
à la position x1 ∈ [0, N ]. La stratégie π est la suivante : si
x1 < x0, se déplacer vers la gauche, si x1 = x0, ne pas
bouger, mais si x1 > x0, alors se déplacer vers la droite.
Désormais, considérons un autre jeu C′ (tel que Pong sur
Atari 2600 par exemple) où cette fois-ci une raquette ver-
ticale se trouve en position y0 sur le segment [0, N ′] des
positions atteignables (0 ≤ y0 ≤ N ′) et peut se déplacer
de haut en bas pour toucher une balle qui atteindra la posi-
tion y1 ∈ [0, N ′].
Nous souhaitons identifier C et C′ afin de transposer la stra-
tégie π de C à C′. Les états (objets) de C sont les N + 1
positions x1 de [0, N ]. De la même façon, les états (objets)
de C′ sont les N ′ + 1 positions y1 de [0, N ′]. Si N = N ′
et x0 = y0, alors il est facile de définir une bijection de C
à C′ puis de transposer π, mais si N 6= N ′ ou x0 6= y0
alors il est impossible de définir une telle bijection. Pour
résoudre ce problème, nous transformons C et C′ en caté-
gories à travers la définition suivante de nos flèches, et ce
faisant, nous pourrons définir une équivalence de catégo-
ries F : C → C′. Pour définir ces flèches, nous utilisons
les fonctions d’observation suivantes définies sur les états
de C et C′ : f : C → {0, 1, 2} et f ′ : C′ → {0, 1, 2} telles
que f(x1) = 0 ssi x1 < x0, f(x1) = 1 ssi x1 = x0 et
f(x1) = 2 ssi x1 > x0. De la même façon, f ′(y1) = 0
ssi y1 < y0, f ′(y1) = 1 ssi y1 = y0 et f ′(y1) = 2
ssi y1 > y0. Ensuite, nous définissons une flèche inver-
sible entre deux états de C ssi ils ont la même image par
f , ainsi qu’une flèche inversible entre deux états de C′ ssi
ils ont la même image par f ′. Soit F : C → C′, telle
que si x1 < x0, alors F (x1) = 0 ; si x0 = x1, alors
F (x1) = y0 ; et si x1 > x0, alors F (x1) = N ′. Cette fonc-
tion F définit une équivalence de catégories et induit une
bijection F ′ entre les ensembles de classes : F ′ : (C/ '
) → (C′/ '). (C/ ') correspond (grâce à la stratégie
π) aux actions disponibles {Gauche,Attendre,Droite}
dans C alors que (C′/ ') correspond aux actions dis-
ponibles {Haut,Attendre,Bas} dans C′ (en choisissant
d’orienter l’axe des y du haut vers le bas). Dans ce cas-
ci F ′(Gauche) = Haut, F ′(Attendre) = Attendre et
F ′(Droite) = Bas.
5 Résultats Expérimentaux
5.1 Circuit de voitures miniatures
FIGURE 1 – Configuration des circuits : circuit 1 (à gauche), cir-
cuit 2 (à droite)
Matériel et Implémentation. Le montage expérimental
est constitué d’un circuit MINI Challenge Set C1320 de la
marque Scalextric dont le compteur de tours mécanique a
été remplacé par un capteur à effet Hall omnipolaire digital.
Le courant est mesuré par une résistance shunt placée en
série avec les rails d’alimentation. Le courant et la tension
sont d’abord filtrés par un filtre RC passif du second ordre
puis échantillonnés à fs = 100Hz. Ce montage ne contient
aucun capteur supplémentaire. Les algorithmes sont écrits
en C et exécutés en temps réel sur un Arduino Mega 2560
qui dispose de 8192 octets de mémoire vive (RAM). Nous
définissons la période d’échantillonnage par ts = 1/fs, et
l’instant associé à l’échantillon k est kts où k ∈ N.
Ce cas basé sur l’utilisation d’analogies, directement ins-
piré de notre utilisation de la théorie des catégories, repose
sur deux modules : un module de récompense, ainsi qu’un
module de prise de décision, tous deux décrits ci-dessous.
Puisque qu’il n’y a ici qu’un seul système dynamique, c’est
nécessairement le « Moi » et aucune identification n’est
utile.
Comme en apprentissage par renforcement, notre approche
s’appuie sur une récompense tirée de l’environnement.
Celle-ci est le résultat de la combinaison de trois variables.
La première variable est le temps du tour mesuré directe-
ment grâce au compteur de tours. La seconde variable bi-
naire indique la présence de la voiture sur la piste, et la
dernière variable binaire indique si la voiture est en mou-
vement. Ce module de récompense surveille constamment
la voiture pour vérifier qu’elle n’est pas sortie de la piste
à cause d’une vitesse trop élevée, mais aussi qu’elle ne
s’est pas arrêtée à cause de frottements trop importants. Ces
deux détecteurs reposent sur une classification par k plus
proches voisins (k-NN) en utilisant les courants et tensions
comme entrées.
Avec ce module de récompense, l’IA peut piloter la voiture
sur des circuits qu’elle découvre sans rejouer ou manipu-
ler des échantillons enregistrés lors d’une partie du joueur
humain. La seule information conservée par l’algorithme
est une vitesse de sécurité dont l’IA sait qu’elle ne pro-
voque ni sortie de piste, ni arrêt de la voiture. Comme la
configuration du circuit change, il n’y a pas bijection entre
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TABLE 1 – Temps au tour en secondes (moyenne ± écart-type)(MLI = Modulation de Largeur d’Impulsion)
HUMAIN (10 tours) IA (jusqu’à 10 tours) RÉGLAGES DE L’IA
CIRCUIT 1 (12 tronçons)
Premier tour 2.99 ± 0.46 3.12 ± 0.09 MLI=39% de la vitesse maximale
Dernier tour 2.29 ± 0.14 2.52 ± 0.08 Analogies (adaptation de la vitesse)
CIRCUIT 2 (18 tronçons)
Premier tour 4.30 ± 1.16 3.66 ± 0.03 MLI=39% de la vitesse maximale
Dernier tour 3.08 ± 0.54 3.13 ± 0.02 Analogies (adaptation de la vitesse)
les deux configurations et le cas bijectif ne peut pas s’ap-
pliquer. Il faut donc s’appuyer sur des analogies et trans-
poser les connaissances acquises dans une première confi-
guration en utilisant l’équation (2), conformément au for-
malisme des cas non bijectifs décrit dans la partie 4. La
fonction h((u, i)s) est évaluée par un k-NN dont le co-
efficient à été choisi comme le meilleur compromis entre
la performance possible sur la cible embarquée et l’obten-
tion de résultats satisfaisants. Les deux classificateurs sont
entraînés avec environ 1000 échantillons de (u, i) (ce qui
correspond à seulement 10 s de jeu) et sont implantés en
version condensée afin d’être exécutables sur l’Arduino.
En pratique, l’approche par analogies fonctionne comme
suit : la voiture démarre sur le circuit inconnu avec cette
vitesse de sécurité importée de la première configuration.
La fonction h((u, i)s), évaluée par le k-NN à partir des
mesures de courant et de tension, détermine si la voiture
est dans une configuration que nous appelons courbe ou
ligne droite. L’IA choisit ensuite la meilleure commande
utilisée au cours des expériences précédentes, en vérifiant
l’objectif de minimiser le temps au tour en maintenant la
voiture sur la piste. L’algorithme permet donc de générali-
ser les connaissances acquises au cours d’expériences pas-
sées et de les appliquer dans une configuration radicale-
ment différente. En effet, les deux circuits schématisés en
figure 1 sont de forme et de taille différentes et une simple
reproduction d’une commande préalablement enregistrée
échouerait à fournir des résultats probants.
Résultats. Les expériences décrites dans cet article ont
été menées sur deux configurations de complexité diffé-
rente présentées figure 1, et leur résultats sont présentés ta-
bleau 1. L’IA démarre à vitesse constante (avec une Modu-
lation de Largeur d’Impulsion de 39% de la vitesse maxi-
male). Cette IA, qui repose sur l’établissement d’analo-
gies entre configurations et ne rejoue pas d’enregistrement
d’une quelconque partie précédente, est capable d’amélio-
rer les temps au tour en moins de 10 tours sur une piste
inconnue. L’algorithme atteint des temps similaires aux
temps humains sur le circuit 2 : 3.08 s pour les derniers
tours des joueurs humains contre 3.13 s pour l’algorithme.
Les améliorations futures de l’algorithme sur un circuit in-
connu incluront l’optimisation des vitesses transposées par
l’algorithme. En effet, seule une vitesse de sécurité a été
utilisée ici afin d’éviter les sorties de pistes des voitures
pilotées par l’algorithme, alors que certains tours humains
ont occasionné des sorties de pistes et n’ont donc pas été
comptabilisés.
Le cadre théorique détaillé en section 4 permet au système
d’être au niveau des meilleurs joueurs sur ce jeu en moins
d’une minute, sans ajout de capteurs embarqués. Ce cadre
permet d’atteindre de tels résultats sur des circuits incon-
nus où la simple reproduction d’un tour humain conduirait
immédiatement à une sortie de piste.
5.2 Jeux vidéo Atari 2600
Configuration et implémentation de la théorie. Tan-
dis que le circuit de voitures miniatures nous a permis de
valider l’approche sur des signaux analogiques réels, Ar-
cade Learning Environment (ALE, cf [2]) nous a permis
de la valider sur des configurations plus complexes, avec
des signaux déjà échantillonnés provenant de l’émulateur.
Les concepts d’entités avec le « Moi » introduits en 3.2
sont également utilisés pour jouer aux jeux Atari 2600.
On détecte les entités grâce à des algorithmes de traite-
ment d’images : le filtre de Sobel (image du centre en fi-
gure 2) et la détection des boîtes englobantes (image de
droite en figure 2). Elle repose sur la librairie OpenCV [19].
Le « Moi » est trouvé en utilisant un algorithme d’iden-
tification de système. Des séquences d’actions pseudo-
aléatoires [14] sont envoyées comme commande dans ALE
pour d’abord identifier quelles entités sont affectées par
ces signaux, puis pour construire les modèles dynamiques
décrits par les équations (1) avec Nd = 2. Peu d’enti-
tés sont contrôlables : ce sont les « Moi ». Leurs formes
peuvent changer en cours de jeu, comme la raquette dans
Breakout, d’où la possibilité d’identifier plusieurs entités
comme étant le « Moi ». Ces mesures mettent également à
jour les fonctions p(E,F ) qui expriment la probabilité que
le contact entre les entités E et F change le score, d’une
manière similaire à une fonction de récompense en appren-
tissage par renforcement. À partir de ces fonctions p, nous
déduisons les entités amies et ennemies, conduisant à la
stratégie de survie basique décrite en partie 3.2.
Nous choisissons d’utiliser le DQN comme référence, car
cette publication obtient de bons résultats par rapport à un
joueur humain pour un grand nombre de jeux. Les tests
ont donc été effectués avec les paramètres décrits dans
[18] : l’IA joue pendant une durée maximale de 5 minutes.
Même si notre objectif est de contrôler des systèmes cyber-
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TABLE 2 – Scores après 10 000 images d’entraînement (moyenne ± écart type pour 8 parties)
JEU ALÉATOIRE JOUEUR HUMAIN DQN MLCT
Breakout 1.7 31.8 1.25 ± 1.02 414.37 ± 88.47
Pong −20.7 9.3 −21.00 ± 0.00 0.25 ± 2.48
TABLE 3 – Effet du transfert de connaissances de Breakout vers Pong. Méthode (a) : Aucun transfert d’amis donc actions aléatoires.
Méthode (b) : Stratégie de survie basique. Méthode (c) : Transfert de connaissances de Breakout à Pong
MÉTHODE SCORE NOMBRE D’IMAGES D’ENTRAÎNEMENT
(a) −20 500 (Pong)
(b) 0 10 000 (Breakout) + 10 000 (Pong)
(c) −2 10 000 (Breakout) + 500 (Pong)
physiques, nous souhaitions valider la versatilité de notre
approche en la testant d’abord sur cet environnement de
référence. Nous avons entièrement reproduit la configura-
tion de cet article en utilisant le code mis à disposition par
les auteurs, et avons obtenu des résultats similaires à ceux
annoncés. Cela nous a permis de calculer un score moyen
pour le DQN avec un faible nombre d’images d’entraîne-
ment, pour le comparer au score moyen obtenu avec notre
approche.
FIGURE 2 – Traitement d’images sur Breakout. De
gauche à droite : original, contours, boîtes englobantes,
prédictions des vitesses.
Résultats. Les résultats pour Breakout 4 sont présentés
dans la table 2 pour un temps d’entraînement de 10 000
images (moins de 3 minutes). La figure 3 compare cette
approche avec le DQN et montre que des scores similaires
sont atteignables en utilisant 20 000 fois moins d’images.
Les étapes d’apprentissage sur Breakout sont les suivantes :
durant les premières centaines d’images, l’IA utilise une
séquence pseudo-aléatoire pour identifier le « Moi ». Une
fois que cette identification a convergé vers le seul système
que l’IA contrôle – la raquette – l’algorithme recherche des
entités amies et ennemies. En quelques milliers d’images, il
détecte que la balle est un ami car le score augmente quand
elle casse une brique.
Les scores autour de 400 points correspondent à des parties
où quasiment toutes les briques du premier niveau ont été
cassées. L’écart-type élevé est dû à certaines parties attei-
gnant des scores de plus de 600 points, obtenus grâce à la
4. Les résultats pour le joueur humain et le mode aléatoire sont tirés
de [18]. Le temps d’entraînement pour le joueur humain est de 2 heures
soit 432 000 images.
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FIGURE 3 – Scores sur Breakout
capacité de l’IA à réfuter ses modèles.
Les résultats dans Pong ont été obtenus en utilisant trois
approches : la première (a) identifie le « Moi » (mais pas
la balle comme ami) en 500 images. La seconde (b) cor-
respond à la procédure suivie pour Breakout : elle iden-
tifie le « Moi » puis les amis sur chacun des deux jeux
en 10 000 images. La troisième (c) illustre le transfert de
connaissances formalisé en utlisant les similarités décrites
dans la partie 3.1 : l’IA commence par apprendre à jouer
à Breakout en 10 000 images, puis elle identifie le « Moi »
sur Pong en 500 images, et enfin elle transfère (sans images
d’entraînement supplémentaires) la connaissance de l’ami
vers Pong. L’expérience (c) permet d’obtenir un système
capable de jouer à Breakout et Pong avec seulement 10 500
images d’entraînement comme mis en évidence en table 3.
6 Conclusion
À partir de concepts empruntés aux Sciences Sociales
et Cognitives et d’enseignements tirés de caractéristiques
propres aux méthodes scientifiques, ces travaux utilisent
des outils élémentaires de la théorie des catégories pour
faciliter l’établissement d’analogies et le transfert de
connaissances entre situations non bijectives. Ces outils
permettent aussi de formaliser une approche aboutissant à
une IA capable de contrôler un agent dans un monde en
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perpétuelle évolution.
Les résultats des expériences conduites sur un système
cyber-physique mais aussi sur des jeux vidéo Atari 2600
confirment nos attentes. En effet, ce système a été capable
d’identifier, puis de contrôler le « Moi » dans différentes
situations, que ce soient des circuits de configurations dif-
férentes, ou des jeux Atari 2600 différents, en s’appuyant
sur un transfert de connaissances et une faible quantité de
données.
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Résumé
Le papier étudie diverses approches pour la modélisation
thématique et, en particulier, la méthode améliorée basée
sur la paramétrisation des thèmes à partir d’une distribu-
tion continue sur l’espace des plongements lexicaux afin
de tenir compte des interdépendances sémantiques. Ainsi,
nous incorporons les représentations vectorielles des mots
entrainés avec le réseau de neurones Word2Vec dans le
processus génératif de la modélisation thématique. Nous
proposons une approche alternative avec une approxima-
tion bêta de la distribution de l’information mutuelle et la
comparons aux méthodes LDA standard et LDA Gaussien.
Mots Clefs
Modélisation Thématique, Latent Dirichlet Allocation,
LDA Gaussien, Information Mutuelle, Plongements Lexi-
caux, Word2Vec.
Abstract
This paper discusses approaches for static topic modeling,
in particular an improved method based on topic parame-
trization from a continuous distribution over the space of
word embeddings. Word embeddings corpora proves to re-
flect semantic interdependences. Thus, we incorporate vec-
torized word representations trained with Word2Vec neural
network in a generative process of topic modeling. The al-
ternative approach with beta approximation of mutual in-
formation distribution over embeddings is proposed and
compared with vanilla LDA and Gaussian LDA methods.
Keywords
Topic Modelling, Latent Dirichlet Allocation, Gaussian
LDA, Mutual Information, Word Embedding, Word2Vec.
1 Introduction
La modélisation thématique est devenue une méthode de
choix pour la fouille de données textuelles non structurées.
De nombreux papiers (voir partie 2) se consacrent à l’im-
plémentation de cette méthode, usuellement fondée sur la
LDA (Latent Dirichlet Allocation), dans des domaines va-
riés allant des textes juridiques aux papiers scientifiques.
La méthode LDA définit les probabilités de mots sur une
loi de Dirichlet qui appartient à la famille des distributions
discrètes. Toutefois, l’usage de distributions discrètes em-
pêche la découverte de mots nouveaux émergeant des thé-
matiques. Pour cela, il est recommandé d’employer des dis-
tributions continues permettant au modèle d’attribuer à un
mot nouveau une probabilité élevée d’appartenance à une
thématique simplement parce que ce dernier est similaire
à un mot existant représentatif de la thématique en ques-
tion. Dans ce contexte, nous étudions la méthode LDA sta-
tique et ses formes modifiées avec des distributions de mots
continues suivant des lois normales et bêta.
Le papier a ainsi pour objectif d’améliorer l’algorithme du
modèle LDA standard à l’aide de l’approche continue, no-
tamment la loi bêta, sur les plongements lexicaux (word
embeddings).
La suite du papier est structurée de la manière suivante :
La section 2 présente une brève revue de la littérature de
la modélisation thématique. La section 3 décrit l’approche
LDA standard. La section 4 présente la méthodologie de
l’approche faisant appel à une distribution continue avec
les plongements lexicaux. La section 5 introduit les don-
nées utilisées. La section 6 décrit le dispositif expérimen-
tal. Enfin, la section 7 conclut en présentant les résultats et
des pistes pour des recherches futures.
2 Revue de la littérature
La modélisation thématique, fondée sur la méthode LDA,
est devenue l’une des principales méthodes de fouille tex-
tuelle de la dernière décennie. Elle fait partie de la famille
des méthodes d’apprentissage non supervisées destinées à
extraire les structures thématiques latentes des corpus tex-
tuels.
Cette approche a été appliquée avec succès à des domaines
de recherche variés : le journalisme, pour analyser les
structures et tendances thématiques des articles de presse
[7], les corpus de brevets [5], ou encore, pour classifier les
textes issus de la littérature scientifique [14]. Toutefois, la
méthode LDA n’est pas exempte de défauts. En particulier,
la représentation des thématiques définies comme des dis-
tributions discrètes de mots empêche la prise en considéra-
tion de mots nouveaux. Cette limitation peut être contour-
née en mobilisant, à la place, une distribution continue
de mots sur des plongements lexicaux. Ces derniers défi-
nissent la représentation vectorielle des mots basée sur le
contexte de leur utilisation au sein du corpus.
Blei et al. [1] proposent d’utiliser une distribution gaus-
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sienne dans le processus génératif de la modélisation thé-
matique dynamique afin de suivre l’évolution des théma-
tiques au cours du temps. Dans cette étude, nous nous foca-
lisations sur l’usage de distributions continues pour l’amé-
lioration de la modélisation thématique statique plutôt que
dynamique. En poursuivant un objectif similaire au notre,
certains travaux [6], [11] et [12] ont proposé l’utilisation
de la distribution gaussienne. Toutefois, dans notre papier,
nous nous fondons plutôt sur les contributions de Das et al.
[3] et Xun et al. [13]. Ces auteurs font émerger les théma-
tiques d’une distribution gaussienne sur des plongements
lexicaux en utilisant le modèle Word2Vec. De manière si-
milaire, nous utilisons le modèle Word2Vec pour présenter
les mots sous la forme de vecteurs et déduire les théma-
tiques de distributions continues. Toutefois, nous justifions
l’usage de la distribution bêta plutôt que gaussienne sur la
base des résultats de Levy et Goldberg [8]. En effet, ces au-
teurs montrent que le modèle Word2Vec estime de manière
implicite les informations mutuelles des paires de mots.
3 Modélisation thématique LDA
standard
Le modèle LDA (Latent Dirichlet Allocation) est un mo-
dèle Bayésien faisant partie de la famille des modèles non
supervisés génératifs où les observations sont générées par
des variables latentes. Dans le contexte de la modélisation
thématique, on cherche à découvrir des thèmes latents, à
partir d’une collection de documents (articles, ouvrages,
etc.) considérés comme des « sacs de mots » (bag-of-
words) dans le sens où l’on ne tient pas compte de l’ordre
des mots. Chaque document est modélisé par un mélange
de thèmes qui génère ensuite chaque mot du document.
Blei et al. [2] décrivent le processus génératif de LDA de
la manière suivante :
1. Pour k = 1 à K :
(a) Déduire la φ(k) ∼ Dirichlet(β)
2. Pour chaque document d dans le corpus D :
(a) Déduire la distribution de thèmes
θd ∼ Dirichlet(α)
(b) Pour chaque index de mots n de 1 à Nd :
i. Déduire le thème zn ∼ Multinomiale(θd)
ii. Déduire wd,n ∼ Multinomiale(φzn)
Où φ(k) est la distribution de mots dans le vocabulaire du
kime thème, θd est la distribution de thèmes dans le docu-
ment d et zn est le thème n associé au mot wd,n.
4 Modélisation thématique à partir
d’une distribution continue
Cette partie de l’article présente l’approche gaussienne de
la modélisation thématique fondée sur le plongement lexi-
cal et le modèle Word2Vec. Nous commençons par décrire
Word2Vec et son utilisation dans le cadre de la modélisa-
tion thématique. Ensuite, nous discutons de la possibilité
de représenter les thématiques à partir d’une distribution
continue plutôt que discrète.
4.1 Le plongement lexical
Le modèle de Word2Vec est la représentation interne à par-
tir d’un modèle de réseau de neurones de séquences de
mots. Word2Vec utilise le perceptron monocouche pour ap-
prendre le plongement lexical des mots ; c’est-à-dire que
les mots sont appris à partir du contexte où ils sont men-
tionnés. Deux approches de Word2Vec sont proposées :
CBOW et skip-gram. Nous implémentons le modèle skip-
gram avec un échantillonnage négatif. Dans le processus
d’apprentissage de Word2Vec, les mots avec des significa-
tions similaires convergent de manière graduelle vers les
zones voisines de l’espace vectoriel [13]. Nous enrichis-
sons les mots du corpus en les remplaçant par les mots cor-
respondants de Word2Vec comme dans l’approche définie
par Xun et al. [13].
4.2 La méthodologie de l’algorithme de LDA
Gaussien et l’approche développée
La modélisation thématique de corpus textuels avec LDA
est fondée sur les fréquences de types de mots. L’approche
que nous utilisons est fondée sur l’idée selon laquelle
les textes représentent des séquences de plongement lexi-
caux. Word2Vec transforme les mots en des vecteurs. Les
mots, usuellement représentés par des valeurs discrètes,
sont alors modifiés en des valeurs continues. Das et al. [3]
font émerger les thématiques d’une distribution gaussienne
sur ces plongements lexicaux et placent les a priori conju-
gués sur les valeurs suivantes : loi normale centrée à zéro
pour la moyenne et la covariance.
Ils considèrent chaque document comme un mélange de
thèmes de la loi de Dirichlet et décrivent le processus gé-
nératif de LDA Gaussien suivant :
1. Pour k = 1 à K :
(a) Déduire la covariance du thème
Ek ∼ W−1(φ, v)
(b) Déduire la moyenne du thème
µk ∼ N(µ, 1KEk)
2. Pour chaque document d dans le corpus D :
(a) Déduire la distribution de thèmes
θd ∼ Dirichlet(α)
(b) Pour chaque index de mots n de 1 à Nd :
i. Déduire le thème zn ∼ Multinomiale(θd)
ii. Déduire vd,n ∼ N(µzn , Ezn)
Ici vd,n est la représentation vectorielle du mot dans le do-
cument. W−1 est la loi de Wishart inverse pour la cova-
riance.
Les auteurs justifient le choix de la paramétrisation gaus-
sienne par les observations de Hermann et Blunsom [4] se-
lon lesquelles les distances euclidiennes entre les plonge-
ments lexicaux sont corrélés avec la similarité sémantique.
Pourtant, Levy et Goldberg [8] démontrent que le modèle
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de Word2Vec factorise une matrice de contexte de mots
(co-occurrence matrix) de manière implicite. Ses cellules
sont les informations mutuelles des paires de mots et de
contextes respectifs décalés d’une constante globale. Ainsi,
les vecteurs de mots sont déduits de la distribution des in-
formations mutuelles. Zaffalon et Hutter [15] montrent que
la meilleure approximation de la loi de l’informations mu-
tuelles conditionnelles est la loi bêta. Elle appartient à une
famille de lois de probabilités continues. Dans notre ap-
proche nous suivrons les résultats de Zaffalon et Hutter
[15]. Par suite nous proposons le processus génératif de
LDA :
1. Pour k = 1 à K :
(a) Déduire la covariance du thème
Ek ∼ W−1(φ, v)
(b) Déduire la moyenne du thème
µk ∼ N(µ, 1KEk)
2. Pour chaque document d dans le corpus D :
(a) Déduire la distribution de thèmes
θd ∼ Dirichlet(α)
(b) Pour chaque index de mots n de 1 à Nd :
i. Déduire le thème zn ∼ Multinomiale(θd)
ii. Déduire vd,n ∼ bêta(αn,βzn)
Où α et β sont les paramètres de forme de la distribution
bêta.
5 Les données utilisées
Dans notre étude, nous utilisons un corpus composé des
titres et résumées des articles présentés à la conférence
SIOE (Society for Institutional & Organizational Econo-
mics) de 2008 à 2017. SIOE est une société savante inter-
nationale sur l’économie des institutions et organisations.
Elle organise chaque année la principale conférence inter-
nationale consacrée à la recherche sur ces thématiques. Les
données ont été récupérés à partir de la base de données
MySQL du site web de la conférence (www.sioe.org).
6 Démarche expérimentale
Les résultats issus du modèle LDA standard, le modèle thé-
matique reproduit à partir de Das et al., 2015 [3] et le mo-
dèle que nous avons développé sont présentés, respective-
ment, dans les tables 1, 2 et 3. Par ailleurs, la visualisation
des résultats LDA avec librairie Python pyLDA est présen-
tée dans la figure 1 ci-dessous. Les trois modèles sont pré-
sentés comme des clusters de mots sur 4 thématiques.
Ces dernières sont assez proches dans les 3 modèles. On
peut les représenter par les termes suivants : « Management
», « Institutional framework », « Legal framework » et «
Market environment ».
L’évaluation est l’un des principaux défis de la modéli-
sation thématique. Des méthodes qualitatives et quantita-
tives peuvent être mobilisées comme dans [3] et [13]. Nous
avons décidé d’utiliser une méthode quantitative et, plus
particulièrement, celle proposée par Röder et al. [10]. Les
auteurs élaborent une méthodologie permettant de mesurer
la cohérence thématique qui consiste à mesurer l’ajuste-
ment entre des paires les mots ou sous-ensemble de mots.
L’algorithme commence par effectuer une segmentation
par paires de mots. Ensuite, chaque paire de mots est éva-
luée à l’aide d’un score d’information mutuelle spécifique
(pointwise mutual information) normalisée et les probabili-
tés des mots sont calculées. La cohérence résulte de l’agré-
gation de la concordance des paires sur la base des proba-
bilités calculées. Pour cela, nous avons utilisé la librairie
Python Palmetto qui permet de calculer la cohérence thé-
matique des ensembles de mots ci-dessous. Les résultats
(arrondis) obtenus sont présentés dans la dernière ligne des
tables 1, 2 et 3. Notre approche obtient le score agrégé, sur
les 4 thèmes, le plus élevé (1.342). L’approche LDA stan-
dard arrive en second (1.315) et le LDA gaussien en dernier
(1.246). Ces résultants n’en restent pas moins très proches.
Par conséquent, nous envisageons d’utiliser d’autres mé-
thodes qualitatives et quantitatives dans des recherches fu-
tures.
Management Institutional Legal Market
framework framework environment
firm institution policy contract
market country state cost
law level law agent
industry development model transaction
innovation growth government model
investment government court governance
incentive effect decision market
cost state election property
organization sector party system
model impact case party
0.442 0.311 0.316 0.250
TABLE 1: Modélisation thématique LDA standard
Management Institutional Legal Market
framework framework environment
firm state innovation business
market corruption patent analysis
cost development property decision
performance industry patent market
industry market regulation right
quality governance judge datum
procurement institution law change
incentive policy crime innovation
strategy regime rule governance
agent economy firm capital
0.390 0.433 0.323 0.098
TABLE 2: Modélisation thématique de Das et al. [3]
Management Institutional Legal Market
framework framework environment
firm government enforcement firm
contract country law market
cost level patent country
price state property land
market market right investment
governance tax system capital
procurement institution rule innovation
transaction agent crime price
agent decision judge level
strategy policy firm change
0.467 0.263 0.321 0.290
TABLE 3: Notre Modélisation (distribution bêta)
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FIGURE 1 – Visualisation du thème « Institutional framework » avec le modèle LDA standard
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Résumé
Dans cet article nous proposons une méthode d’extraction
et d’analyse automatique d’arguments à partir de textes
bruts, en nous affranchissant de l’utilisation de carac-
téristiques manuellement définies par des experts. Nous
présentons un modèle multi-tâches faisant appel à des
techniques d’apprentissage profond, composé de plusieurs
couches de réseaux de neurones récurrents. Plus particu-
lièrement, nous tirons parti de paramètres entraînés sur des
tâches simples, comme l’étiquetage morpho-syntaxique ou
le chunking, afin d’obtenir un modèle capable de traiter
des tâches plus complexes nécessitant une compréhension
fine du texte.
Mots Clef
Traitement Automatique du Langage Naturel, Extraction
d’arguments, Réseaux de neurones récurrents, Apprentis-
sage profond.
Abstract
In this article we propose a method performing automatic
extraction and analysis of arguments from raw texts, wi-
thout using handcrafted features. We introduce a multi-task
deep learning model stacking several layers of recurrent
neural networks. Specifically, we make use of weight pa-
rameters trained on simple tasks, such as Part-Of-Speech
tagging and chunking, in order to obtain a model able to
handle more complex tasks that require a detailed unders-
tanding of the text.
Keywords
Natural Language Processing, Argument mining, Recur-
rent neural networks, Deep learning.
1 Introduction
L’argumentation est un ensemble de techniques visant
à faire adhérer un interlocuteur à un point de vue qui
lui est présenté, en construisant un raisonnement à base
d’arguments. Bien que l’étude de l’argumentation soit un
champ étudié depuis longtemps dans des domaines tels que
la philosophie ou la linguistique, l’extraction et l’analyse
automatique d’arguments au sein de corpus textuels (aussi
appelé argument mining) forment des axes de recherche
relativement nouveaux. Un système d’argument mining
a pour objectif la génération automatique d’un graphe
d’arguments à partir de textes non structurés, et peut géné-
ralement être divisé en une séquence d’étapes comportant
notamment la détection d’arguments et la modélisation
des liens unissant ces derniers [1]. Nous nous limitons à
une étude de la micro-structure argumentative, consistant à
analyser la manière dont différents composants argumen-
tatifs interragissent entre eux au sein d’un même texte.
De manière plus spécifique, Stab et Gurevych [2] ont
proposé le corpus Argument Annotated Essays (version 2),
contenant 402 dissertations extraites de essayforum.com.
La structure argumentative de chaque dissertation a été
manuellement annotée suivant un modèle de graphe orienté
acyclique connexe, dans lequel les noeuds représentent
des composants argumentatifs et les arcs des liens entre
ces derniers. Le schéma d’annotation utilisé permet de
distinguer trois types de composants argumentatifs : (i) les
conclusions majeures, reflétant le point de vue global de
l’auteur sur le sujet disserté, (ii) les conclusions intermé-
diaires, représentant des affirmations qui ne pourraient être
acceptées sans justifications complémentaires, et (iii) les
prémisses, servant de justifications aux conclusions inter-
médiaires avancées. Les arcs du graphe sont porteurs d’une
étiquette "support" ou "attaque" selon que le composant
argumentatif source corrobore ou réfute la cible. Les arcs
ne peuvent exister que a) d’une prémisse vers une autre
prémisse, b) d’une prémisse vers une conclusion (majeure
ou intermédiaire), et c) d’une conclusion intermédiaire
vers une autre conclusion (majeure ou intermédiaire).
Afin d’obtenir automatiquement un graphe synthéti-
sant la structure argumentative d’une dissertation, Stab et
Gurevych [2] ont proposé une chaîne de traitement consti-
tuée de quatre étapes : (1) Délimitation des frontières
des composants argumentatifs, (2) Détermination du type
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de chaque composant argumentatif, (3) Détermination
de l’existence d’un arc entre chaque paire ordonnée de
composants argumentatifs, et (4) Etiquetage des arcs
existants comme relation de support ou d’attaque.
Dans cet article, nous nous concentrons sur l’étude
des tâches (1) et (2), en cherchant à nous affranchir de
l’utilisation de caractéristiques définies manuellement
par des experts. La section 2 présente un panorama des
travaux antérieurs réalisés sur des tâches similaires à (1)
et (2). La section 3 décrit le modèle que nous avons mis
en place pour traiter les deux tâches évoquées ci-dessus.
La section 4 présente les modalités d’entraînement du
modèle. La section 5 est consacrée aux expérimentations
que nous avons menées et aux résultats obtenus. La section
6 propose des directions et perspectives pour nos futures
recherches.
2 Travaux antérieurs
La détection de composants argumentatifs consiste à
déterminer les frontières séparant les unités textuelles
porteuses d’arguments du reste du texte. Cette tâche
est généralement considérée comme un problème de
segmentation de texte supervisée au niveau du mot. Les
modèles exploitant l’aspect séquentiel des mots, inhérent
à la construction d’une argumentation convaincante,
sont particulièrement adaptés et utilisés : Madnani et al
(2012) utilisent un Conditional Random Field (CRF) afin
d’identifier des segments non argumentatifs au sein de
dissertations [3], Levy et al (2014) identifient les frontières
d’unités textuelles représentant des conclusions supportant
ou attaquant le sujet débattu dans des fils de discussions
issus de Wikipedia [4], Ajjour et al (2017) utilisent des
réseaux de neurones récurrents de type Long Short-Term
Memory (LSTM) afin d’extraire des arguments issus de
dissertations, d’éditoriaux et de commentaires générés
par des internautes [5], Goudas et al (2014) identifient
des phrases contenant des arguments avant de déterminer
précisément leurs frontières au sein de médias sociaux à
l’aide d’un CRF [6], Sardianos et al (2015) déterminent
les limites de composants argumentatifs au sein d’articles
de presse à l’aide d’un CRF [7], Stab et Gurevych (2017)
utilisent un CRF afin d’isoler les composants argumentatifs
au sein de dissertations [2], Eger et al (2017) ont recouru à
des techniques d’apprentissage profond [8].
La tâche consistant à déterminer le type d’un compo-
sant argumentatif (prémisse, conclusion, etc.) a souvent été
traité comme un problème de classification de texte super-
visée. Eckle-Kohler et al (2015) distinguent des prémisses
et des conclusions au sein d’articles de presse à l’aide de
Naive Bayes, Random Forest et Support Vector Machine
(SVM) [9], Park et Cardie (2014) utilisent un SVM pour
déterminer à quel point des affirmations sont justifiées au
sein de commentaires d’internautes relatifs à de nouveaux
projets de législation [10], Stab et Gurevych (2017)
classifient des composants argumentatifs en prémisses,
conclusions intermédiaires et conclusions majeures dans
des dissertations en utilisant un SVM [2], Persing et Ng
(2016) utilisent un classifieur d’entropie maximale afin
de déterminer le type de composants argumentatifs [11],
Potash et al (2016) utilisent des réseaux de neurones
récurrents dits "séquence à séquence" dans l’objectif
d’inférer le type de composants argumentatifs [12].
L’étude de modèles multi-tâches, capables de traiter
plusieurs problèmes différents en partageant un sous-
ensemble commun de paramètres, a fait l’objet d’un
engouement récent au sein de la communauté du traite-
ment automatique du langage. Ce type de modèles est
bio-inspiré : un être humain est capable de réaliser une
multitude de tâches différentes et peut exploiter, quand
cela est nécessaire, son savoir-faire acquis concernant la
résolution d’un type de problème pour apprendre plus
vite à résoudre d’autres types de problèmes. Ruder (2017)
énonce les raisons pour lesquelles ce type de modèle est
efficace d’un point de vue apprentissage automatique
[13] : l’utilisation de plusieurs corpus différents induit une
augmentation implicite du nombre d’exemples disponibles
pendant la phase d’entraînement. De plus, le modèle doit
rechercher des caractéristiques utiles pour l’ensemble des
tâches à traiter, ce qui limite la modélisation du bruit dans
les données et permet une meilleur généralisation.
Søgaard et Goldberg (2016) montrent qu’induire de
la connaissance a priori dans un modèle multi-tâches
en hiérarchisant l’ordre des tâches à apprendre permet
d’obtenir de meilleurs performances [14]. Yang et al
(2016) ont montré qu’entraîner un modèle multi-tâches et
multi-langues permettait d’améliorer les performances sur
des problèmes où les données ne sont que partiellement
annotées [15], Hashimoto et al (2017) obtiennent des
résultats compétitifs sur la majorité des tâches d’un
même modèle [16]. Le bénéfice d’un modèle multi-tâches
n’est cependant pas garanti, et dépend notamment de la
distribution des données relatives aux différents problèmes
traités (Mou et al (2016) [17], Alonso et Plank (2017) [18],
Bingel et Søgaard (2017) [19]).
3 Modèle proposé
Nous proposons un modèle ayant pour objectif 1) de dé-
terminer les frontières de composants argumentatifs pré-
sents dans un ensemble de dissertations et 2) de détermi-
ner le type de chaque composant argumentatif dans les-
dites dissertations. Nous nous inspirons du travail de Ha-
shimoto et al [16] et optons pour un modèle multi-tâches
s’affranchissant de la définition de caractéristiques manuel-
lement définies. Plus particulièrement, nous utilisons des
techniques issues de l’apprentissage profond et entraînons
un modèle capable d’effectuer de l’étiquetage morpho-
syntaxique (EMS), du chunking, de la détection de limites
de composants argumentatifs et de la classification de com-
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FIGURE 1 – Aperçu de l’architecture utilisée couche par
couche. EMS, DelCA et DetCA sont respectivement des
acronymes pour Etiquetage Morpho-Syntaxique, Délimi-
tation des Composants Argumentatifs et Détermination du
type des Composants Argumentatifs.
posants argumentatifs. Une illustration de l’architecture du
modèle est proposée en Figure 1. Les différentes couches
utilisées sont présentées ci-dessous.
3.1 Plongement sémantique
Nous utilisons une première couche de plongement séman-
tique assignant une représentation vectorielle et à chaque
mot wt donné en entrée du système. Nous utilisons Glove
[20] afin d’obtenir un ensemble de représentations vecto-
rielles entraînées de manière non-supervisée 1. Les repré-
sentations vectorielles de mots sont continuellement opti-
misées au cours de l’entraînement du modèle sur les dif-
férentes tâches explicitées ci-dessous. Les mots pour les-
quels nous ne disposons pas de représentation vectorielle
pré-entraînée sont transformés en un mot spécial <UNK>.
3.2 Etiquetage morpho-syntaxique
La seconde couche du modèle correspond à une tâche
d’étiquetage morpho-syntaxique (EMS), consistant à
assigner pour chaque mot wt en entrée du système une
étiquette morpho-syntaxique (e.g, nom commun, verbe,
déterminant, etc.). Nous utilisons un Gated Recurrent Unit
(GRU) [21] bi-directionnel afin d’encoder les séquences
de mots en entrée du système.
GRU est un réseau de neurones récurrent utilisant un
mécanisme de déclenchement sans utilisation de cellule
mémoire séparée. A l’instant t, GRU calcule l’état caché
ht de la manière suivante :
ht = (1− zt)nt + zth(t−1)
avec
nt = tanh(Wnxt + bn + rt(Whnh(t−1) + bhn))
1. Le modèle pré-entraîné est issu de
https ://nlp.stanford.edu/projects/glove/
rt = σ(Wrxt + br +Whrh(t−1) + bhr)
zt = σ(Wzxt + bz +Whzh(t−1) + bhz)
où xt représente l’entrée à l’instant t, rt, zt et nt sont
respectivement les portes de réinitialisation, d’entrée et de
nouveauté, σ représente la fonction sigmoïde, et W et b
sont des matrices et vecteurs de paramètres.
En vue d’exploiter le contexte "passé" et "futur" d’un
élément d’une séquence de N éléments [x1, x1, ..., xN ],
nous pouvons construire un encodage bi-directionnel par
concaténation des états cachés obtenus par un encodage
séquentiel "à l’endroit" (e.g, à l’instant t = 1, l’entrée est
x1, à l’instant t = 2, l’entrée est x2, etc.) et un encodage "à
l’envers" (e.g, à l’instant t = 1, l’entrée est xN , à l’instant














Nous utilisons les représentations vectorielles des mots
























Ensuite pour chaque instant t, nous calculons la probabilité
d’assigner l’étiquette k au mot wt de la manière suivante :
p(y
(1)













t + bfc(1)) (2)
Avec W et b matrices et vecteurs de paramètres, relu la
fonction Unité de Rectification Linéaire [22], et c1 l’en-
semble des classes possibles pour l’étiquette EMS.
3.3 Chunking
Le chunking consiste à assigner une étiquette chunk (chunk
nom, chunk verbe, etc.) à chaque mot. Nous calculons les
états cachés relatifs au chunking en exploitant ce que le
































Avec h(1)t l’état caché obtenu à l’instant t pour la tâche
EMS et y(EMS)t la représentation vectorielle pondérée de
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l’étiquette EMS. En suivant Hashimoto et al. [16], y(EMS)t








t = j|h(1)t )l(j) (3)
où l(j) est une représentation vectorielle de la j-ème éti-
quette EMS. Les représentations vectorielles des étiquettes
sont pré-entraînées avec GloVe.
La probabilité d’assigner une étiquette chunk à un
mot est ensuite calculée de manière similaire à celle pour
les étiquettes EMS (équations (1) et (2)), mais avec un
ensemble de paramètres propres à la couche chunking.
3.4 Délimitation des composants argumen-
tatifs (DelCA)
L’objectif de cette tâche est de déterminer, au mot près,
les frontières de chaque composant argumentatif au sein
d’une dissertation. Nous suivons Stab et Gurevych [2]
et traitons cette tâche comme un problème de segmen-
tation de texte supervisée dont les étiquettes suivent un
IOB-tagset [23] : le premier mot de chaque composant
argumentatif porte l’étiquette "Arg-B", les mots restant
dudit composant argumentatif portent l’étiquette "Arg-I",
et les mots n’appartenant pas à un composant argumentatif
portent l’étiquette "O".
Chaque dissertation est traitée comme une unique









































où y(chunk)t est la représentation vectorielle pondérée de
l’étiquette chunk, calculée de manière similaire à celle de
l’étiquette EMS (équation (3)).
La probabilité d’assigner une étiquette à un mot est
ensuite calculée de manière similaire à celle pour les
étiquettes EMS, mais avec un ensemble de paramètres
propres à la couche DelCA.
3.5 Déterminer le type des composants argu-
mentatifs (DetCA)
L’objectif de cette tâche est de déterminer le type de
chaque composant argumentatif parmi prémisse, conclu-
sion intermédiaire et conclusion majeure. Nous traitons
cette tâche comme un problème d’étiquetage de segment.
Nous considérons qu’un segment peut être la séquence
des mots appartenant à un même composant argumentatif
ou la séquence des mots appartenant à une même portion
[S1] The greater our goal is, the more competition we need.
[S2] Take Olympic games which is a form of competition
for instance, it is hard to imagine how an athlete could win
the game without the training of his or her coach, and the
help of other professional staffs such as the people who
take care of his diet, and those who are in charge of the
medical care [S3] . The winner is the athlete but the suc-
cess belongs to the whole team. Therefore [S4] without the
cooperation, there would be no victory of competition [S5]
.
Consequently, no matter from the view of individual deve-
lopment or the relationship between competition and co-
operation we can receive the same conclusion that [S6] a
more cooperative attitudes towards life is more profitable
in one’s success.
FIGURE 2 – Un extrait d’une dissertation extrait du cor-
pus. Les passages soulignés par un trait continu consti-
tuent des prémisses, ceux soulignés par un trait discontinu
constituent des conclusions intermédiaires, et les passages
en gras sont des conclusions majeures. Les numéros des
segments [S#] sont rajoutés à titre indicatif. Le premier seg-
ment correspond à la portion du début du texte jusqu’à la
première prémisse. Le second segment correspond à la pre-
mière prémisse. Le troisième segment correspond à la por-
tion non surlignée entre la première prémisse et la première
conclusion intermédiaire, etc.
de texte continue dont les mots n’appartiennent pas à un
composant argumentatif. La notion de segment est illustré
en Figure 2.































où it représente l’instant t du segment si.
Afin que le modèle se concentre davantage sur les
marqueurs potentiellement importants (comme "I firmly
believe that" ou "we can receive the same conclusion
that") nous utilisons un mécanisme d’attention [24], nous
permettant de surcroît de synthétiser l’information portée
par les états cachés d’un segment en un vecteur de taille
fixe :










Avec Watt, batt et uatt respectivement matrices, biais et
vecteurs de paramètres.
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Nous encodons ensuite la dissertation à partir des
























La probabilité d’assigner une étiquette à un segment est
ensuite calculée de manière similaire à celle pour les
étiquettes EMS, mais avec un ensemble de paramètres
propres à la couche DetCA.
4 Entraînement du modèle
Nous entraînons le modèle en alternant les couches à
chaque "epoch" dans l’ordre suivant : EMS, chunking,
DelCA, DetCA. Afin d’évaluer la pertinence d’implémen-
ter un modèle multi-tâches, nous avons entraîné une ver-
sion du modèle en omettant l’optimisation des couches
EMS et chunking (nommée "w/o EMS & chunking") et une
version du modèle en optimisant l’ensemble des couches
(nommée "w/ EMS & chunking"). Les détails de l’entraî-
nement de chaque couche sont explicités ci-dessous.
4.1 Couche EMS
Nous suivons Hashimoto et al. [16] et notons
θEMS = (WEMS , bEMS , θe) l’ensemble des paramètres
intervenant dans la couche EMS. WEMS représente l’en-
semble des matrices de paramètres de la couche EMS,
bEMS l’ensemble des biais de la couche EMS et θe l’en-
semble des paramètres de la couche de plongement séman-
tique des mots. La fonction de coût est définie par :







t = k|h(1)t )
+ λ ‖WEMS‖2 + δ ‖θe − θ′e‖
2
Avec p(y(1)t = k|h(1)t ) la probabilité d’assigner la
bonne étiquette k au mot wt de la séquence de mots s,
λ ‖WEMS‖2 est la régularisation L2 et δ ‖θe − θ′e‖2 un
régularisateur successif. λ et δ sont des hyper-paramètres.
Le régularisateur successif a pour vocation de stabili-
ser l’entraînement en empêchant θe d’être trop modifié
spécifiquement par la couche EMS. θe étant partagé par
l’ensemble des couches du modèle, des modifications
trop importantes apportées par l’entraînement de chaque
couche empêcherait le modèle d’apprendre convenable-
ment. θ′e est l’ensemble des paramètres intervenant dans la
couche de vectorisation des mots à l’époch précédente.
4.2 Couche chunking
Nous notons θchunk = (Wchunk, bchunk, EEMS , θe) l’en-
semble des paramètres intervenant dans la couche chun-
king. Wchunk et bchunk sont respectivement les matrices
de paramètres et biais de la couche chunking, incluant ceux
de θEMS . EEMS est l’ensemble des paramètres caractéri-
sant la représentation vectorielle des étiquettes EMS. La
fonction de coût est définie de la manière suivante :







t = k|h(2)t )
+ λ ‖Wchunking‖2 + δ ‖θEMS − θ′EMS‖
2
Avec p(y(2)t = k|h(2)t ) la probabilité d’assigner la bonne
étiquette k au mot wt de la séquence de mots s. θ′EMS est
l’ensemble des paramètres de la couche EMS obtenus avant
d’entamer l’"epoch" courante d’entraînement de la couche
chunking.
4.3 Couche DelCA
Notons θDelCA = (WDelCA, bDelCA, EEMS , Echunk, θe)
l’ensemble des paramètres intervenant dans la couche
DelCA, avec WDelCA et bDelCA respectivement matrices
de paramètres et biais de la couche DelCA, incluant ceux
de la couche chunking et EMS. Echunk est l’ensemble des
paramètres caractérisant la représentation vectorielle des
étiquettes de la couche chunking. La fonction de coût est
définie de la manière suivante :







t = k|h(3)t )
+ λ ‖WDelCA‖2 + δ ‖θchunk − θ′chunk‖
2
Avec p(y(3)t = k|h(3)t ) la probabilité d’assigner la bonne
étiquette k au mot wt de la dissertation d. θ′chunk est
l’ensemble des paramètres de la couche chunking obtenus
avant d’entamer l’"epoch" courante d’entraînement de la
couche DelCA.
4.4 Couche DetCA
Notons θDetCA = (WDetCA, bDetCA, EEMS , Echunk, θe)
l’ensemble des paramètres intervenant dans la couche
DetCA, avec WDetCA et bDetCA respectivement matrices
de paramètres et biais de la couche DetCA, incluant ceux
de la couche chunking et EMS. La fonction de coût est
définie de la manière suivante :










+ λ ‖WDetCA‖2 + δ ‖θchunk − θ′chunk‖
2
Avec p(y(4)i = k|sh
(4)
i ) la probabilité d’assigner la bonne
étiquette k au segment si de la dissertation d.
5 Expérimentations et résultats
5.1 Hyper-paramètres et données utilisées
Optimisation. Nous entraînons le modèle en alternant
les couches, suivant l’ordre suivant : EMS, chunking,
DelCA, DetCA. Chaque couche est entraînée pendant une
"epoch" avant de passer à la couche suivante. Nous utili-
sons Adam [25] comme algorithme d’apprentissage, avec
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β1 = 0.9, β2 = 0.999 et ε = 10−8. Le coefficient d’ap-
prentissage est commun à toutes les couches et fixé à 10−3
au début de l’entraînement, puis multiplité par 0.75 toutes
les 10 "epoch". Afin de limiter le problème d’explosion du
gradient, nous redimensionnons sa norme avec une stra-
tégie de gradient clipping [26]. Nous suivons [16] et ap-
pliquons un gradient clipping de min(3.0, profondeur),
où profondeur représente le nombre de GRU impliquées
dans la couche entraînée.
Initialisation des paramètres. Afin de faciliter la pro-
pagation du gradient lors de l’entraînement, nous utilisons
des matrices orthogonales générées aléatoirement comme
états initiaux pour les matrices de paramètres des GRU,
comme préconisé par Saxe et al. [27]. Les autres ma-
trices de paramètres sont initialisées avec des valeurs is-
sues d’une loi normal N (0,
√
2/nin), où nin représente
le nombre de neurones entrant dans la couche concernée,
comme proposé par He et al [28]. Les vecteurs de biais
sont initialisés en tant que vecteurs nuls.
Dimensions vectorielles utilisées. La représentation
vectorielle utilisée pour les mots en entrée du système et
les représentations vectorielles des étiquettes EMS et chun-
king sont de dimension 50. Les états cachés des GRU sont
de dimension 100 pour toutes les couches du modèle.
Régularisation. En suivant [16], nous fixons les coeffi-
cients λ à 10−6 pour les matrices de paramètres des GRU
et 10−5 pour les autres matrices de paramètres. Le coef-
ficient de régularisation successif δ est fixé à 10−2 pour
toutes les couches. Nous utilisons aussi Dropout [29] sur
toutes les couches, avec taux de neurones affectés de 0.2.
Données d’entraînement pour les couches EMS et
chunking. Nous utilisons le corpus issu de la tâche par-
tagée CoNLL-2000 [30] avec les étiquettes associées pour
entraîner les couches EMS et chunking.
Données d’entraînement pour les couches DelCA et
DetCA. Nous utilisons le corpus Argument Annotated
Essays (version 2) partagé par Stab et Gurevych [2] en sui-
vant le découpage entraînement/test fourni pour l’entraîne-
ment des couches DelCA et DetCA.
Arrêt de l’entraînement. Dans un cas d’entraînement
uni-tâche, une pratique généralement adoptée est d’arrêter
l’entraînement du modèle peu avant le surapprentissage.
Dans le cas de notre modèle, il n’est pas évident de dé-
terminer le meilleur moment pour arrêter l’entraînement,
puisque le modèle peut surapprendre sur une tâche parti-
culière, mais pas sur les autres. Ainsi, nous arrêtons l’en-
traînement du modèle lorsqu’il surapprend sur les couches
DelCA et DetCA, et reportons les meilleurs résultats obte-
nus pour chaque tâche avant le surapprentissage de celle-ci.
DetCa simple. Nous nommons DetCa simple la tâche
DetCa avec la modification suivante : tous les segments des
dissertations correspondant à des composants argumenta-
tifs sont traités comme ne comportant qu’un unique mot
spécial <VIDE>. L’hypothèse est que cette transformation
Tâche w/o EMS & chunking w/ EMS & chunking
DelCA 0.5934 0.8688
DetCA 0.7464 0.7105
DetCA simple 0.7529 0.7911
TABLE 1 – Macros f1-scores obtenus sur les différentes
tâches.
Tâche F1-score obtenus en [2] F1-score humain
DelCA 0.867 0.886
DetCA 0.826 0.868
TABLE 2 – F1-scores obtenus sur les tâches DelCA et
DetCA par Stab et Gurevych [2] et des agents humains.
forcera le modèle à se concentrer sur le contexte entourant
les composants argumentatifs, et l’empêchera donc de se
surentraîner en considérant les mots à l’intérieur des com-
posants.
5.2 Résultats obtenus
Les résultats obtenus sur les données de test pour les tâches
DelCA, DetCA et DetCA simple sont présentés en Table 1.
La colonne "w/o EMS & chunking" fait référence à la ver-
sion du modèle pour laquelle l’optimisation des couches
EMS et chunking a été omise. La colonne "w/ EMS &
chunking" fait référence à la version du modèle pour la-
quelle l’optimisation des couches EMS et chunking a été
réalisée. Nous prenons comme référence les performances
atteintes par des agents humains 2 ainsi que les résultats
présentés par Stab et Gurevych [2], illustrés en Table 2.
Evaluation générale des performances. Nous obtenons
un macro f1-score de 0.8688 sur DelCA avec la version
"w/ EMS & chunking". Ces résultats sont obtenus sans dé-
finition de caractéristiques manuelles et sont comparables
à ceux enregistrés en [2] ; ils atteignent 98,06% de la per-
formance humaine. Concernant la classification des com-
posants argumentatifs, nous obtenons un macro f1-score
de 0.7911 avec DetCA simple pour la version "w/ EMS
& chunking", ce qui représente 95,8% des performances
obtenues en [2] et 91,1% de la performance humaine.
Pertinence de DetCA simple. Selon nous, les mots for-
mant un composant argumentatif ne sont pas réellement
caractéristiques de sa classe, et en se concentrant dessus,
le modèle peut être amené à modéliser du bruit l’empê-
chant de généraliser correctement. En revanche, le contexte
dans lequel apparaissent les composants semble très im-
portant. Par exemple, des mots tels que "we can receive the
same conclusion that" semblent indiquer que l’auteur va
annoncer une conclusion intermédiaire ou majeure. Cela
peut expliquer la différence de performances entre DetCA
et DetCA simple, notamment pour la version "w/ EMS
2. La performance humaine correspond à la moyenne des résultats
obtenus par des annotateurs humains, tels que présentés en [2]
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& chunking", avec respectivement un f1-score de 0.7105
contre 0.7911, soit une amélioration de 11,3%.
Pertinence du modèle multi-tâches. Les macro f1-
scores sur les tâches DelCA et DetCA simple sont respec-
tivement de 0.5934 et 0.7529 pour la version "w/ EMS &
chunking" et de 0.8688 et 0.7911, soit des améliorations
de 46,4% et 5,1%. Ces résultats permettent donc de vali-
der l’intérêt d’entraîner un modèle multi-tâches et incitent
à l’ajout de tâches auxiliaires supplémentaires.
6 Travaux à venir et perspectives
Les résultats obtenus sont encourageants et pourraient
sûrement être améliorés, notamment avec une recherche
plus d’approfondie d’hyper-paramètres optimaux. La
différence de performances entre les versions du modèle
"w/ EMS & chunking" et "w/o EMS & chunking" portent
à croire qu’implémenter davantage de tâches auxiliaires
pourrait être bénéfique. Une piste serait d’introduire une
couche modélisant un arbre de dépendances syntaxiques
en complément de la couche chunking, comme effectué en
[16].
En vue d’implémenter un système complet d’argu-
ment mining tel que présenté par Stab et Gurevych [2],
nous prévoyons d’implémenter des couches permettant la
génération automatique de graphes d’arguments. A cette
fin il est nécessaire de déterminer s’il existe un arc entre
chaque paire ordonnée de composants argumentatifs, ainsi
que d’inférer l’étiquette portée par ledit arc.
7 Conclusion
Cet article a présenté une méthode d’extraction et d’ana-
lyse automatique d’arguments à partir de textes bruts. L’uti-
lisation de techniques d’apprentissage profond nous permet
de nous affranchir de la définition de caractéristiques ma-
nuellement définies. Par ailleurs, l’amélioration des perfor-
mances de notre système par l’exploitation de paramètres
optimisés sur des tâches auxiliaires met en avant l’inté-
rêt de l’utilisation d’un modèle multi-tâches. Nous avons
comme perspective la complétion de la chaîne de traite-
ment existante en vue d’obtenir un système capable de syn-
thétiser une dissertation par modélisation automatique d’un
graphe d’arguments.
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Les bases de connaissances du web sémantique doivent
être enrichies par des informations utiles aux applica-
tions de fouille, de recherche d’information, de question-
réponse, etc. En effet, leur génération à partir de plate-
formes collaboratives ou d’intégration de sources diverses
produit des manques d’information, d’une part, et des er-
reurs ou incohérences d’autre part. Heureusement, leur vo-
lume important permet d’en induire des contraintes vrai-
semblables. Tel est l’objet de l’algorithme présenté dans
cet article, qui extrait des règles de cardinalité maximale à
partir d’une base de connaissances. L’enrichissement de la
base par ces nouveaux axiomes permet d’y trouver plus de
faits, positifs ou négatifs, ce qui rend plus pertinentes les
évaluations de la qualité des règles générées par des algo-
rithmes de fouille classiques. Les expérimentations menées
sur une partie de DBpedia et sur l’ensemble d’une base de
connaissances numismatiques démontrent la faisabilité de
l’approche et la pertinence des contraintes extraites.
Mots Clef
Découverte de cardinalité, base de connaissances.
Abstract
The big semantic web knowledge bases have to be enri-
ched for applications in data mining, information retrie-
val, question answering, etc. Indeed, their generation from
collaborative platforms or integration of various sources
leads to lack of information on the one hand, and inconsis-
tencies on the other hand. Fortunately, their volume makes
it possible to induce probable constraints. This is the aim
of the algorithm presented in this article, which extracts
maximum cardinality rules from a knowledge base. Adding
these new axioms to the knowledge base allows applica-
tions to find more facts, positive or negative, which makes
more relevant the evaluations of the quality of the rules ge-
nerated by traditional datamining algorithms. Experiments
conducted on part of DBpedia and on an entire numismatic
knowledge base demonstrate the feasibility of the approach
and the relevance of the discovered contextual constraints.
Keywords
Cardinality discovery, knowledge base.
1 Introduction
Nous considérons de grandes bases de connaissances du
web, construites par des algorithmes de recherche d’infor-
mation à partir de plateformes collaboratives (e.g., DBpe-
dia [2]) et/ou d’intégration de sources diverses. Pour en
désigner les éléments, nous utilisons les termes concept,
rôle et individu au sens des logiques de description.
Contexte et motivations En représentation des connais-
sances les restrictions numériques précisant le nombre
d’occurrences d’un rôle sont particulièrement utiles [3].
Parmi elles, les contraintes de cardinalité maximale per-
mettent de savoir quand toutes les assertions sur un rôle
donné pour un individu donné existent dans la base. C’est
utile pour qualifier les réponses aux requêtes sur une base
de connaissances, c’est-à-dire les compléter par des infor-
mations précises sur leur qualité en terme de rappel par
rapport à une réalité [13, 17].
Il est illusoire d’espérer des ajouts manuels de telles
contraintes d’intégrité dans de grandes bases de connais-
sances 1, qui soient correctes et suffisantes. Aussi, des tech-
niques de type rétro-ingénierie [14] applicables sur ces
grandes bases doivent être considérées, afin de les re-
chercher systématiquement. Des propositions existent déjà
pour trouver des contraintes de clés [1, 11, 15, 16] dans
des données RDF. Mais à notre connaissance, il n’y a pas
encore de travaux sur l’extraction de contraintes de cardi-
nalité maximale dans les bases de connaissances.
Challenge L’extraction de contraintes de cardinalité à
partir des données existantes est connue comme un
problème important de la rétro-ingéniérie des bases de
données relationnelles [14, 18]. Par rapport au cadre des
bases de données traditionnelles, ce problème est bien plus
complexe pour les bases de connaissances du web.
Tout d’abord, ces bases de connaissances contiennent
généralement des données incohérentes, que ce soient
1. [5] présente néanmoins un outil pour le faire sur Wikidata.
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des assertions fausses ou des assertions dupliquées. De ce
fait, la cardinalité maximale observée pour un rôle donné
ne saurait être considérée comme sa cardinalité maxi-
male la plus vraisemblable. Par exemple, il est vraisem-
blable qu’une personne ait au plus une année de nais-
sance et deux parents. Pourtant dans DBpedia (voir les
rôles dbo:birthYear et dbo:parent dans la table 1),
certaines personnes ont 5 années de naissance ou 6 pa-
rents ! Ces quelques assertions incohérentes ne doivent pas
influencer la caractérisation des cardinalités maximales.
Ensuite, ces bases de connaissances sont souvent in-
complètes pour un rôle donné. Pour cette raison, la car-
dinalité la plus observée n’est pas forcément la cardinalité
maximale. Typiquement, la plupart des personnes décrites
dans DBpedia n’ont qu’un seul parent renseigné (voir le
rôle dbo:parent dans la table 1). Toutefois, certaines en
ont plus et ceci n’est pas une anomalie, il faut en tenir
compte : la cardinalité maximale du rôle dbo:parent pour
une personne ne doit pas être sous-estimée (ici à 1) au vu
de l’ensemble des cardinalités observées.
Enfin, des travaux récents sur la détection de contraintes
de clefs dans les bases de connaissances [16] ont montré
que de nombreuses contraintes intéressantes ne sont va-
lides que sur une partie d’une base de connaissances. Par
exemple, s’il semble difficile de déterminer une cardinalité
maximale pour le nombre de nationalités d’une personne
en général, comme certains états limitent le nombre de na-
tionalités à 1 il est possible de détecter cette limite pour les
ressortissants de tels états. Il est donc essentiel non seule-
ment de détecter des cardinalités maximales, mais aussi
d’identifier les contextes dans lesquels de telles contraintes
peuvent être détectées.
Contributions Etant donnée une distribution de cardina-
lités (ni)i≥1 observées dans une base de connaissances K
pour un rôle R dans un contexte C, nous commençons par
proposer une méthode de calcul d’une cardinalité maxi-
male vraisemblable, en calculant une estimation du taux
de cohérence réel que la cardinalité i soit maximale. Cette
estimation, notée τi, est calculée en prenant en compte tous
les individus pour lesquels le rôle R est complet. Son cal-
cul est détaillé et justifié dans la section 4.2. Pour être sta-
tistiquement valide, une version corrigée de cette estima-
tion du taux de cohérence, notée τ̃i, est également intro-
duite. Des exemples d’estimations de taux cohérence, cor-
rigés ou non, sont représentés dans la table 1 pour les rôles
dbo:birthYear, dbo:parent et dbo:nationality en
considérant le concept dbo:Person comme contexte.
Etant donnée une arborescence de concepts constituant
les contextes candidats, nous proposons ensuite un algo-
rithme d’exploration systématique d’un ensemble de
contraintes contextuelles pour les rôles desquels nous
recherchons les cardinalités maximales. Cet algorithme,
décrit en section 4.3, vise à limiter les calculs en élaguant
un maximum des contraintes possibles.
Enfin nous présentons et analysons des résultats
expérimentaux obtenus sur une base de connaissances
résultant d’un processus d’intégration de 5 bases de
données numismatiques [6].
dbo:Person / dbo:birthYear
i ni τi τ̃i
5 1 1.0 0.0
4 2 0.667 0.0
3 4 0.571 0.0
2 91 0.928 0.775
1 159841 0.999 0.996
dbo:Person / dbo:parent
i ni τi τ̃i
6 1 1.0 0.0
4 9 0.9 0.420
3 75 0.882 0.718
2 9392 0.991 0.975
1 10643 0.529 0.518
dbo:Person / dbo:nationality
i ni τi τ̃i
8 2 1,000 0,000
6 1 0,333 0,000
5 1 0,250 0,000
4 13 0,765 0,397
3 167 0,908 0,796
2 3 263 0,947 0,921
1 123 386 0,973 0,969
TABLE 1 – Distributions de cardinalités de rôles de per-
sonnes dans DBpedia (i est la cardinalité ; ni le nombre
d’individus étant i fois sujets du rôle considéré ; τi est une
estimation fréquentielle du taux de cohérence réel ; τ̃i en est
une version corrigée s’appuyant sur la borne de Hoeffding)
2 Etat de l’art
Notre algorithme vise à augmenter la connaissance sur
les données contenues dans les grandes bases de connais-
sances du web, en termes de validité comme en termes de
complétude par rapport à la réalité représentée. Il permet
d’enrichir la partie schéma (TBox en logiques de descrip-
tion) de ces bases pour mieux utiliser leur partie données
(ABox). Plusieurs travaux récents vont dans ce sens [1, 11,
15, 16, 10] et d’autres s’en rapprochent [7, 13, 17] mais
ciblent des individus (assertions de la ABox) plutôt que des
concepts (assertions de la TBox).
Dans [17], une technique de fouille de textes de Wikipe-
dia pour ajouter des précisions sur le degré de complétude
des informations dans Wikidata est décrite. Notre proposi-
tion est complémentaire puisque notre algorithme traite les
données déjà contenues dans les bases de connaissances.
Mais surtout, il ne caractérise pas les rôles par rapport à des
individus précis mais à des concepts définis (au sens des
logiques de description). Les auteurs de [7, 13] présentent
également des propositions pour déterminer quand est-ce
qu’un rôle particulier (comme dbo:parent) manque pour
un individu particulier (comme Obama). Plus générale,
notre proposition consiste à calculer les cardinalités maxi-
males vraisemblables des rôles relativement à des concepts
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définissant des contextes : elle enrichit donc la partie
schéma.
Ce sont des clés au sens des bases de données, donc des
contraintes au niveau du schéma, qui sont recherchées
dans [1, 11, 15, 16]. L’idée est de trouver des axiomes indi-
quant que tout individu d’un certain concept doit posséder
une valeur unique pour un rôlé donné R. Cela constitue
donc une cardinalité maximale du rôle R pour le concept
C. Egalement très proches de nos travaux, dans [10], les
auteurs proposent de déterminer automatiquement quels
rôles devraient être obligatoirement renseignés pour un
concept donné de la base de connaissances. Pour cela
ils comparent la densité du rôle pour les individus de ce
concept par rapport à sa densité pour les individus d’autres
concepts, qui lui sont liés dans la hiérarchie des concepts.
Notre proposition s’appuie sur d’autres critères pour calcu-
ler la cardinalité maximale du rôle pour un contexte (notion
plus générale que seulement les concepts de la base). Elle
peut être adaptée au calcul de la cardinalité minimale, au-
quel cas elle trouverait, entre autres, quels rôles ont une car-
dinalité minimale au moins supérieure à 1 pour un concept
donné, soit plus d’information que seulement savoir si le
rôle devrait exister ou pas.
Ces différentes sortes d’information supplémentaire sur la
qualité des données de la base de connaissances, en termes
de validité comme en termes de complétude par rapport à la
réalité représentée, permettent d’améliorer le fonctionne-
ment des applications qui les utilisent, en réduisant le flou
de l’hypothèse du monde ouvert. Ainsi pour améliorer la
mesure de qualité de règles issues de processus de fouille
dans les bases de connaissances du web sémantique, une
hypothèse de complétude partielle est définie et utilisée
dans [8, 7] : cette règle stipule que si un rôle est renseigné
pour un individu, alors les informations concernant ce rôle
pour cet individu sont considérées complètes. Si on peut
noter que cette hypothèse est contredite par l’observation
de DBpedia (voir l’extrait fourni dans la table 1), elle rend
tout de même plus précis le calcul de la confiance associée
aux résultats de fouille. Ces auteurs ont démontré le be-
soin pour la fouille de ce qu’ils appellent des oracles de
complétude, et proposé un certain nombre d’heuristiques
pour en définir, comme par exemple la popularité des in-
dividus (qui augmente les chances que les faits renseignés
sur eux soient complets), etc.
La fouille de données est loin d’être le seul domaine
qui bénéficie d’axiomes tels que ceux découverts par
notre algorithme, par exemple, s’appuyant sur des tra-
vaux de référence en base de données, les auteurs de [4,
12] et plus récemment [9] proposent de caractériser les
réponses obtenues par des requêtes, en fonction des infor-
mations connues concernant le degré de complétude de la
base de connaissances interrogée, par rapport à la réalité
représentée.
3 Préliminaires
3.1 Bases de connaissances
Dans ce papier, nous considérons des bases de connais-
sances K = (T ,A) où T et A sont respectivement les
TBox et ABox de K. T désigne un ensemble d’axiomes
terminologiques définis à partir des concepts et rôles ato-
miques de K, alors que A désigne l’ensemble des asser-
tions ou faits de K. Plus précisément, A contient des ex-
pressions de la forme C(a) et R(a, b) où C est un concept,
R est un rôle, et a, b sont des individus.
Dans le cas de la base de connaissances DBpedia,
dbo:Country et dbo:Person sont des exemples
de concepts atomiques et dbo:nationality
est un exemple de rôle atomique de sa TBox.
Par ailleurs, dbo:Country(Mauritania) et
dbo:nationality(Arby,Mauritania) sont des
exemples de faits ou assertions de sa ABox. Le premier
indique que Mauritania est un pays, alors que le second
indique que Arby est de nationalité mauritanienne.
Les logiques de description permettent de définir des
axiomes pour enrichir la TBox d’une base de connais-
sances. Par exemple, la relation d’inclusion v permet
d’indiquer qu’un concept C1 est inclus dans un concept
C2, noté C1 v C2. Plus précisément, une base de
connaissances K implique l’axiome C1 v C2 si pour
toute interprétation I de K, CI1 ⊆ CI2 . Par exemple,
les axiomes ∃dbo:nationality.> v dbo:Person et
∃dbo:nationality−.> v dbo:Country indiquent res-
pectivement que le domaine du rôle dbo:nationality
est inclus dans le concept dbo:Person, et que le co-
domaine du rôle dbo:nationality est inclus dans le
concept dbo:Country.
3.2 Contraintes contextuelles de cardinalité
maximale
Soit R un rôle d’une base de connaissances K = (T ,A).
On considère généralement que ce rôle satisfait dansK une
contrainte de cardinalité maximale M si pour tout sujet s,
le nombre d’objets o tels que R(s, o) soit présent dans K
(directement présent dans sa ABox A ou inférable à partir
de ses TBox T et ABox A) est inférieur ou égal à M .
En logique de description, une telle contrainte peut se
représenter par un axiome de la forme sqsubseteq en utili-
sant le constructeur de restriction de cardinalité (≤ MR).
En effet, en terme logique, une base de connaissances K
implique l’axiome ∃R.> v (≤ MR) si pour toute in-
terprétation I de K, {x : (∃y)((x, y) ∈ RI)} ⊆ {x :
#{y : (x, y) ∈ RI} ≤ M} où #E représente la cardina-
lité d’un ensemble E.
Plus précisément, dans ce papier, nous cherchons à identi-
fier des contraintes contextuelles de cardinalité maximale,
à savoir des contraintes qui ne sont pas nécessairement
vérifiées par tous les sujets s d’un rôle R, mais par tous les
sujets instances d’un concept, qu’il soit atomique ou com-
posé, déjà défini dans K ou pas. Cette notion est introduite
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formellement dans la définition suivante :
Définition 3.1 (Contrainte contextuelle). Etant donnés un
rôle R, un concept atomique ou défini C et un entier M ,
une contrainte contextuelle de cardinalité maximale définie
sur R est une expression γ de la forme : C v (≤MR).
Le concept C est appelé le contexte de la contrainte γ. La
contrainte γ est satisfaite dans une base de connaissances
K si et seulement si pour toute interprétation I deK,CI ⊆
{x : #{y : (x, y) ∈ RI} ≤M}.
Par exemple, la contrainte contextuelle
(dbo:Person) v (≤ 5 dbo:nationality) in-
dique que toutes les personnes ont au plus 5
nationalités, alors que la contrainte contextuelle
(dbo:Person u ∃dbo:nationality.{China}) v
(≤ 1 dbo:nationality) indique que toutes les per-
sonnes de nationalité chinoise ont au plus une nationalité.
Dans ce travail, on cherche à extraire des contraintes
contextuelles de cardinalité maximale qui soient les plus
générales possibles.
Définition 3.2 (Contrainte contextuelle minimale). Soient
deux contraintes contextuelles de cardinalité maximale γ1 :
C1 v (≤M1 R) et γ2 : C2 v (≤M2 R) définies sur R.
La contrainte γ1 est dite plus générale que la contrainte
γ2 si C2 @ C1 et M1 ≤ M2. Etant donné un ensemble de
contraintes Γ définies surR, une contrainte γ1 ∈ Γ est dite
minimale dans Γ s’il n’existe aucune contrainte γ2 dans Γ
plus générale que γ1.
Par exemple, la contrainte contextuelle
(dbo:Person) v (≤ 2 dbo:nationality) est
plus générale que la contrainte contextuelle
(dbo:Person u ∃dbo:nationality.{China}) v
(≤ 5 dbo:nationality) car (dbo:Personu
∃dbo:nationality.{China}) v dbo:Person) et
2 ≤ 5.
La notion de minimalité a pour objectif de ne pas extraire
de contraintes contextuelles qui soient redondantes. Intui-
tivement, considérons les deux contraintes γ1 et γ2 in-
troduites dans la définition précédente, et supposons que
γ1 soit plus générale que γ2. Etant donnée une base de
connaissances K dans laquelle les contraintes γ1 et γ2
sont satisfaites, soit une instance s de C2 dans K. D’après
γ2, nous savons que pour toute interprétation I de K,
#{o : (s, o) ∈ RI} ≤ M2. Mais comme γ1 est plus
générale que γ2, nous savons par définition que C2 v C1.
Il en découle que s est aussi une instance de C1 dans
K, et d’après γ1, que pour tout interprétation I de K,
#{o : (s, o) ∈ RI} ≤ M1, ce qui est une contrainte plus
forte que #{o : (s, o) ∈ RI} ≤ M2. En effet, par
définition de la minimalité, nous savons que M1 ≤ M2.
Par rapport à la contrainte γ1, la contrainte γ2 est donc
inutile car redondante, i.e. elle ne permet pas de déduire
d’information supplémentaire.
Le problème traité dans ce papier est alors le suivant :
étant donnés une base de connaissances K, un rôle R
et une hiérarchie de concepts (C,v), nous cherchons
à découvrir l’ensemble des contraintes contextuelles de
cardinalité maximale de la forme C v (≤ M R) avec
C ∈ C, qui soient satisfaites sur K et minimales dans C.
En pratique, une base de connaissances telle que DBpedia
est très incomplète (par exemple, de nombreuses personnes
ont seulement un parent), et elle comporte de nombreuses
incohérences (par exemple, des personnes peuvent avoir
jusqu’à 5 parents). Pour ces raisons, étant donnée une base
de connaissances K, il n’est pas pertinent de chercher à ex-
traire des contraintes de cardinalité qui soient parfaitement
satisfaites dans K, mais les contraintes :
— les plus probables et suffisamment probables par
rapport à un seuil donné, de manière à prendre en
compte et tolérer les incohérences, et
— suffisamment certaines par rapport à un degré de
confiance, pour ne pas extraire des contraintes qui
soient remises en cause régulièrement par l’ajout de
nouveaux faits dans la base de connaissances.
Nous détaillons dans la section suivante comment évaluer
la probabilité qu’une contrainte soit satisfaite dans une base
de connaissances K et comment mesurer la certitude que
cette contrainte soit réelle.
4 Extraction de contraintes contex-
tuelles de cardinalité maximale
Pour résoudre le problème énoncé précédemment, nous
commençons par le reformuler en introduisant la notion de
taux de cohérence dans la section 4.1, puis nous décrivons
dans la section 4.2 comment détecter une cardinalité maxi-
male pour un rôle R dans un contexte C. Ensuite, étant
donné un ensemble de contextes candidats C, nous mon-
trons dans la section 4.3 comment explorer efficacement
l’ensemble des contraintes contextuelles possibles.
4.1 Taux de cohérence
Etant donnée une base de connaissances K = (T ,A),
supposons que i soit la cardinalité maximale du rôle R
dans le contexte C. Soit s un individu de C dans K, com-
plet pour le rôle R dans K (dans le sens où tous les faits
R(s, o) possibles représentant le monde réel sont dans A
ou inférables). Dans le cas où il existe exactement i faits
dans K de la forme R(s, o), cela renforce l’hypothèse que
i soit la cardinalité maximale de R dans le contexte C. In-
versement, s’il existe plus de i faits dans K de la forme
R(s, o), cela affaiblit l’hypothèse que i soit la cardinalité
maximale deR dans le contexte C. Ainsi dans le tableau 1,
pour la classe dbo:Person, les individus comportant au
moins 3 assertions pour le rôle dbo:parent affaiblissent
l’hypothèse que la cardinalité maximale soit 2 mais ils res-
tent peu nombreux au regard des 9 392 individus qui ont
exactement 2 parents.
En suivant ce raisonnement, nous introduisons la notion de
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taux de cohérence pour évaluer si une cardinalité i pour le
rôle R dans le contexte C a des chances d’être maximale :
Définition 4.1 (Taux de cohérence). Etant donnée une
base de connaissances K, le taux de cohérence de la car-




où nC,Ri (resp. n
C,R
≥i ) représente le nombre de sujets s tels
que i faits R(s, o) (resp. i faits ou plus) appartiennent à K
dans le contexte C.
Par exemple, dans le tableau 1, ndbo:Person,dbo:parent≥2 est
égal à 9477 (9477 = 9392+75+9+1). De cette manière, le
taux de cohérence τdbo:Person,dbo:parent2 (K) est de 0,991
(i.e., 9392/9477). Par la suite, quand le contexte et la re-
lation sont clairs, nous pouvons les omettre dans les no-
tations. Dans ce cas, ni et τi désignent respectivement les
termes nC,Ri et τ
C,R
i .
Maintenant nous allons formaliser le lien entre le taux de
cohérence et la notion de contrainte maximale. Originel-
lement introduit dans [13], K∗ = (T ∗,A∗) désigne une
hypothétique base de connaissances idéale qui contiendrait
tous les axiomes et toutes les assertions du monde réel.
Comme K∗est correcte et complète, le taux de cohérence
au sein deK∗, noté τC,RM (K∗), est égal à 1 si et seulement
si C v (≤M R) appartient à T ∗.
En pratique, le taux de cohérence mesuré dans une base
de connaissances est différent du taux de cohérence réel :
τi(K) 6= τi(K∗). Par exemple, le taux de cohérence τ2(K)
pour le rôle dbo:parent du tableau 1 est égal à 0,991 alors
que le taux de cohérence réel est égal à 1. Plus grave, on a
τdbo:Person,dbo:parent6 (K) = 1 ! Le taux de cohérence sur
K est donc une estimation peu fiable du taux de cohérence
réel sur K∗.
4.2 Détection d’une contrainte
L’estimation τi(K) de τi(K∗) doit être corrigée pour être
statistiquement valide. Pour ce faire, nous proposons d’uti-
liser l’inégalité de Hoeffding qui a l’avantage d’être vraie
pour toute distribution. En terme de probabilité, si X
est une variable aléatoire indiquant pour un sujet s tiré
aléatoirement, le nombre de faits R(s, o) appartenant à K,
alors τi est une estimation fréquentielle de la probabilité
conditionnelle P (X = i / X ≥ i). Etant donné un ni-
veau de confiance 1 − δ, l’inégalité de Hoeffding stipule





. Dans ce contexte, afin de prendre des
décisions les plus sûres, nous proposons d’utiliser la borne
inférieure de l’intervalle de confiance [τi− εi, τi+ εi]. Plus
formellement, on a la propriété suivante :
Propriété 4.1 (Minoration). Etant données une base de
connaissances K et une confiance 1 − δ, le taux de
cohérence réel τi(K∗) de la cardinalité i pour le rôle R
dans le contexte C est supérieur à τ̃i(K) :
τi(K∗) ≥ τ̃i(K)











Cette propriété nous munit d’un outil efficace pour ap-
proximer le taux de cohérence réel. Il survient alors la dif-
ficulté de choisir la cardinalité maximale une fois que l’on
dispose pour chaque cardinalité i du taux de cohérence pes-
simiste τ̃i(K) (pour un rôle R dans le contexte C).
Plus précisément, étant donnés un seuil minimal de
cohérence minτ et un niveau de confiance 1 − δ, nous
considérons que M est la cardinalité maximale de R
dans le contexte C si et seulement si τ̃M ≥ minτ et
M = arg maxi≥1 τ̃i(K).
Quelques exemples d’estimations τ̃i et de détection de
cardinalités maximales contextuelles sont donnés dans la
table 1. Dans les 3 exemples, on a considéré dbo:Person
comme contexte, et on a cherché à détecter la cardinalité
maximale contextuelle de trois rôles : dbo:birthYear,
dbo:parent et dbo:nationality. Intuitivement, pour
les deux premiers rôles, on souhaiterait détecter des car-
dinalités maximales respectives de 1 et 2. Pour un niveau
de confiance 1 − δ = 99% et un seuil minτ = 0.97, on
constate que les cardinalités maximales supposées sont ef-
fectivement détectées (cf. lignes en gras dans la table 1).
De manière intéressante, avec ces mêmes seuils, aucune
cardinalité n’est détectée pour dbo:nationality.
4.3 Exploration de l’espace de recherche
Etant donnés une base de connaissances K, un rôle R, une
arborescence de concepts (C,v), un degré de confiance δ
et un seuil minimal de cohérence minτ , nous cherchons à
découvrir l’ensemble des contraintes contextuelles de car-
dinalité maximale de la forme C v (≤M R) avec C ∈ C,
qui soient minimales et suffisamment certaines sur K. En
pratique, notons que l’arborescence (C,v) peut être une
arborescence déjà existante dans la TBox de la base de
connaissances, ou une arborescence construite dans une
phase préalable de préparation des données (voir la sec-
tion 5.1).
Dans un tel cadre, il y a potentiellement un très grand
nombre de contraintes contextuelles à considérer, évaluer
et comparer. Néanmoins, il est possible de réduire la taille
de l’espace de recherche à explorer en se basant sur les
propriétés 4.2 et 4.3 énoncées ci-après. Tout d’abord, la
propriété 4.2 montre qu’une contrainte C v (≤ M R)
ne peut pas être suffisamment certaine si le contexte C
contient trop peu d’individus dans K, car alors l’inter-
valle de confiance du taux de cohérence calculé grâce à
l’inégalité de Hoeffding est très large et sa borne inférieure
ne peut être supérieure au seuil minτ imposé.
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Propriété 4.2 (Nombre minimal d’observations). Etant
donnés une base de connaissances K, une contrainte
contextuelle de cardinalité maximale C v (≤ M R) et
un seuil minτ , le taux de cohérence τ̃M (K) que M soit la
cardinalité maximale de R dans C ne peut être supérieur à
minτ que si |C| ≥ log(1/δ)2(1−minτ )2 .
Par ailleurs, supposons qu’une contrainte γ définie par
C v (≤ M R) avec M = 1 ait été détectée comme
suffisamment certaine au cours de l’exploration. Alors,
d’après la propriété 4.3, il n’est pas nécessaire d’explorer
les contraintes γ′ définies par C ′ v (≤ M ′ R) où C ′ est
plus spécifique que C. Cette propriété découle directement
de la définition 3.2 de la minimalité.
Propriété 4.3 (Contrainte minimale). Soient une base de
connaissances K et une contrainte contextuelle de cardi-
nalité maximale γ définie par C v (≤M R) avec M = 1.
Toute contrainte γ′ définie par C ′ v (≤ M ′ R) avec
C ′ v C et M ′ ≥ 1 ne peut être minimale.
L’algorithme 1 détaille notre fonction récursive d’explo-
ration, la fonction C3M (pour Contextual Cardinality
Constraint Mining). Cette fonction prend en entrée une
base de connaissances, un rôle à explorer, un contexte cou-
rant, une cardinalité maximale courante (M = ∞ si au-
cune cardinalité maximale n’a encore pu être détectée), et
enfin, des seuils δ et minτ . Le démarrage de l’explora-
tion d’une arborescence de racine> se fait en exécutant
la fonction C3M(K, R,>,∞, δ,minτ ).
Pour commencer, la fonction C3M détermine si le nombre
d’individus est suffisant dans le contexte C. Si ce n’est pas
le cas, elle arrête l’exploration à la ligne 2 conformément
à la propriété 4.2. Sinon, le taux de cohérence τ̃i est cal-
culé pour chaque cardinalité i (lignes 4 à 6) et la ligne
7 retient la cardinalité maximale la plus probable. Si le
taux de cohérence correspondant n’est pas supérieur au
seuil minτ , alors cela signifie qu’aucune cardinalité maxi-
male n’a pu être détectée à ce niveau et iM est fixé ligne
8 à ∞. Ensuite, si la cardinalité maximale détectée iM
est strictement inférieure à M (la cardinalité maximale
détectée au niveau précédent), alors on dispose d’une nou-
velle contrainte minimale de cardinalité maximale iM et on
l’ajoute à Γ, l’ensemble des contraintes recherchées. Fina-
lement, conformément à la propriété 4.3, si iM est égale
à 1, il n’est pas nécessaire de poursuivre l’exploration en
parcourant les contextes plus spécifiques de C. Sinon, la
fonction C3M est appelée récursivement à la ligne 12 pour
tous les C ′ qui sont des sous-concepts directs de C.
Dans notre implémentation de la fonction C3M , nous
avons appliqué une approche client-serveur où les distribu-
tions de cardinalité nC,Ri sont calculées par interrogation
en SPARQL d’une base de connaissances localisée sur un
serveur. Dans un tel cadre, la complexité de notre méthode
en nombre de requêtes sur le serveur est en O(|C|) où |C|
représente le nombre de concepts dans l’arborescence C
explorée. Dans le pire des cas, côté client, la complexité
en nombre d’opérations est en O(|C| × imax) où imax
Algorithm 1 C3M
Input: Une base de connaissances K, un rôle R, un contexte C,
un entier M , un niveau de confiance δ et un seuil minimal de
support minτ
Output: Un ensemble Γ de contraintes contextuelles de cardina-
lité maximale
1: α := log(1/δ)
2(1−minτ )2 et n
C,R
≥0 := |C|
2: if (nC,R≥0 < α) then return ∅
3: Γ := ∅ et imax := arg maxi∈N{nC,Ri > 0}
4: for all i ∈ [1..min{M, imax}] do

















7: iM := arg maxi∈[1..min{M,imax}]{τ̃i}
8: if (τ̃iM < minτ ) then iM =∞
9: if (iM < M) then Γ := {C v (≤ iM R)}
10: if (iM > 1) then
11: for all C′ ∈ subClassOf(C) do




représente l’entier maximal pour lequel il existe au moins
un sujet s tel que imax faits R(s, o) appartiennent à la base
de connaissances K, i.e. imax = arg maxi∈N{n>,Ri > 0}.
5 Expérimentations
Outre les requêtes sur DBpedia (dont nous montrons des
échantillons de réponses en table 1), qui ont été utilisées
pour mettre au point la définition du taux de cohérence,
nous avons expérimenté l’algorithme 1 sur un jeu de
données mis à notre disposition par les auteurs de [6].
5.1 Données et protocole
Le jeu de données utilisé porte sur le domaine numisma-
tique, il est le résultat d’un processus d’intégration mené
dans le cadre du projet européen ARIADNE 2. Ses auteurs
ont utilisé le CIDOC-CRM 3 pour intégrer les contenus de
5 ressources construites par des institutions de différents
pays européens. Il contient 3 123 998 triplets, dont les
définitions de 114 classes et 373 rôles ou propriétés du
CIDOC-CRM et d’ARIADNE. Il est stocké et interrogé
avec le triplestore Blazegraph (v2.1.4), sur une machine
virtuelle sous Linux avec 32 GB de mémoire virtuelle,
sur un serveur ayant pour processeur un Dual Intel Xeon
E5620 4 coeurs. L’algorithme 1 est implémenté en Java et
utilise la bibliothèque de programmation pour RDF Jena 4.
La base porte sur des pièces de monnaies mais, par choix
des intégrateurs, il n’existe pas de classe Coin. Les in-
dividus correspondant à des pièces sont des instances de
E22 Man Made Object caractérisées par certains URIs





leur objet de certains rôles (ex. P2 has type). Plusieurs
rôles et plusieurs URIs sont utilisés pour cela, aussi nous
avons décidé de construire notre propre arborescence d’ex-
ploration de la façon suivante :
Au premier niveau, notre arborescence contient tous les
concepts Ci de la base, soit 114 concepts (i ∈ [1..114]).
Tous ces concepts sont des sous-concepts du concept ra-
cine> au niveau zéro, i.e. pour tout i, nous avonsCi v >.
Au deuxième niveau notre arborescence contient tous les
concepts Cji définis par C
j
i := Ci u (∃Rj .>) où Ci
(i ∈ [1..114]) et Rj (j ∈ [1..373]) sont respectivement des
concepts et rôles de la base. A ce niveau, 42 522 concepts
Cji sont ainsi définis. Enfin, au troisième niveau, notre
arborescence contient tous les concepts Cj,ki définis par
Cj,ki := Ci u (∃Rj .{ak}) où Ci (i ∈ [1..114]) et Rj
(j ∈ [1..373]) sont respectivement des classes et rôles de
la base, et ak est un individu du co-domaine de Rj , i.e.
ak ∈ (∃R−1j .>). Grâce à ce dernier niveau, il est possible
de considérer des contextes à la manière de notre exemple
jouet où dbo:Person u ∃dbo:nationality.{China}.
Notons finalement que pour tout i, j, k, nous avons Cj,ki v
Cji v Ci. Globalement, cette arborescence comporte
3 160 357 concepts, donc pour les 373 rôles de la
base de connaissances cela représente plus d’un mil-
liard de contraintes contextuelles possibles (exactement
1 178 813 161 contraintes). Néanmoins, comme nous
le verrons dans la section suivante, l’utilisation des pro-
priétés 4.2 et 4.3 permet d’élaguer une grande partie de
l’espace de recherche.
5.2 Résultats
Tous les résultats présentés dans cette section ont été obte-
nus avec un seuil minimal de confiance 1 − δ = 0, 99%
(pour des contraintes les plus certaines possibles) et un
seuil minimal de cohérence minτ = 0, 95 (pour des
contraintes suffisamment probables). Ce seuil a été défini
expérimentalement. Sur des bases de connaissances de
plus grande taille comme DBpedia, un seuil plus élevé
est préférable. Néanmoins, l’approche est relativement
peu sensible aux seuils (i.e., l’ensemble des contraintes
trouvées est stable).
Analyse quantitative. Avec ces paramètres, la pro-
priété 4.2 nous indique qu’une contrainte C v (≤ M R)
ne peut être suffisamment certaine si son contexte C
contient moins de α = log(1/δ)2(1−minτ )2 = 922 instances.
Ainsi, l’utilisation de la propriété 4.2 permet de n’explo-
rer que 16 641 contraintes, soit moins de 0, 002% des plus
de 1 milliard de contraintes possibles. Qui plus est, notre
expérience montre que la propriété 4.3 permet de réduire
encore de 82, 5% la taille de l’espace de recherche à ex-
plorer. Au final, avec les seuils choisis notre algorithme
ne cherche à détecter une cardinalité maximale que pour
2 909 contextes possibles, avec un temps de calcul complet
de moins de 50 minutes.
La table 2 donne une vue globale et quantitative du résultat
de l’exploration réalisée. Sur les 2 909 contraintes contex-
Niveau dans l’arborescence
0 1 2 3 Total
M > Ci Cji Cj,ki
1 60 28 10 222 320
2 3 6 9 90 108
3 0 7 14 92 113
4 1 0 8 20 29
5 1 0 0 16 17
6 0 0 0 8 8
Total 65 41 41 448 595
TABLE 2 – Répartition par niveau et cardinalité maximale
M des contraintes minimales détectées
tuelles possibles, notre algorithme a détecté au total 887
contraintes de cardinalité maximale, 595 d’entre elles étant
des contraintes minimales. Sur cet exemple, le critère de
minimalité permet donc de réduire de près de 67% le
nombre de contraintes retournées. On constate que les
contraintes les plus nombreuses sont des cardinalités maxi-
males avec M = 1, ce qui correspond à des contraintes
où pour un rôle donné R, tout sujet s est en relation
avec au plus un objet o. Néanmoins de très nombreuses
contraintes sont trouvées avec des cardinalités maximales
M ∈ {2, 3} (37% des contraintes minimales détectées). On
note également que si des contraintes de cardinalités maxi-
males sont détectées dès le niveau 0 (65 contraintes avec
un contexte C ≡ >), la recherche de contraintes contex-
tuelles est particulièrement pertinente. Il faut en effet noter
que les contraintes les plus nombreuses sont trouvées au
niveau 3 (75% des contraintes détectées), sachant que par
construction de notre arborescence, c’est à ce niveau que
sont caractérisées les pièces de monnaie.
Analyse qualitative. Tout d’abord, dès le niveau 0, notre
méthode permet de retrouver des contraintes fonction-
nelles attendues, par exemple, pour les 3 rôles du CIDOC-
CRM P1 is identified by, P52 has current owner
et P50 has current keeper, indiquant que si un su-
jet décrit dans la base possède plus d’un identi-
fiant, un propriétaire ou un conservateur, alors on peut
en déduire que ces identifiants (respectivement, pro-
priétaires et conservateurs) sont identiques. Concernant
le rôle P45 consists of du CIDOC-CRM (permet-
tant de décrire les matériaux constitutifs d’un objet),
il est intéressant de noter qu’une cardinalité maxi-
male de 2 est détectée dès le niveau 1 pour la classe
E22 Man Made Object. La base de connaissances décrit
notamment des médailles constituées d’or et de pierre
précieuse (telle l’agate). Pour ce même rôle, une car-
dinalité maximale de 1 est détectée au niveau 3 pour
les pièces de monnaie. Cette information est notamment
représentée par la contrainte E22 Man Made Object u
∃P2 has type.{<http://nomisma.org/id/coin>} v
(≤ 1 P45 consists of). Cette contrainte est détectée bien
qu’à certaines pièces la relation P45 consists of asso-
cie deux matériaux ; mais c’est rare (et le plus souvent il
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s’agit du même matériau dans deux langues différentes).
Un même type de contrainte (avec M = 1) est trouvée
au niveau 3 pour tous les contextes décrivant des pièces,
concernant le rôle P62 depicts (ce qui est dépeint sur
l’objet). C’est raisonnable car dans le cas d’une pièce de
monnaie, on trouve le plus souvent une seule représentation
figurative (sur une des deux faces de la pièce), alors qu’une
telle contrainte n’est pas valide pour d’autres objets.
Au passage, l’étude de l’ensemble des contraintes
extraites par notre méthode a mis en évidence des re-
dondances dans la base, sans doute du fait des choix
d’intégration. Dans une phase de post-traitement, la
connaissance d’axiomes tel que ∃P2 has type.{. . . coin}
v ∃Thing has type Concept.{. . .moneta} pourrait
réduire encore le nombre de contraintes extraites.
6 Conclusion
Nos expérimentations démontrent la faisabilité d’une ex-
ploration systématique d’une base de connaissances, à la
recherche de contraintes contextuelles de cardinalité maxi-
male, grâce à l’algorithme que nous proposons dans cet ar-
ticle : dans le cas étudié, cela prend moins d’une heure pour
une base de connaissances contenant plus de 3 millions de
triplets, décrits par une centaine de concepts et plus de 300
rôles. Les propriétés utilisées par notre algorithme font que
seules 595 contraintes ont été obtenues, ce qui reste analy-
sable manuellement. Cela nous a permis de vérifier que ces
contraintes sont bien pertinentes dans le contexte de la base
étudiée. De plus, nos expérimentations démontrent l’im-
portance du contexte dans cette découverte de contraintes.
Il s’agit à notre connaissance de la première proposition
de calcul de contraintes contextuelles de cardinalité maxi-
male dans une base de connaissances du web sémantique.
Ces grandes bases de connaissances, reflet d’une intelli-
gence collective, sont générées à partir de l’expertise li-
mitée de nombreux contributeurs et souffrent encore, tantôt
de lacunes dans les informations, tantôt d’incohérences.
Utiliser leurs contenus courants afin de mieux caractériser
les connaissances représentées est donc très utile, comme
montré dans l’état de l’art : cela permet aux applications
qui exploitent ces grandes bases de connaissances de pro-
duire des résultats plus fiables.
Nous avons donc pour perspective d’exploiter les
contraintes extraites pour calculer la confiance associée à
des règles découvertes dans la base de connaissances ainsi
enrichie. Mais avant cela, nous travaillons sur des post-
traitements pour réduire encore le nombre de contraintes
présentées en résultat. Pour cela, nous explorons le poten-
tiel des raisonnements possibles sur la TBox, en particu-
lier comment les relations de subsomption entre classes
peuvent éliminer des redondances dans les ensembles de
contraintes extraites.
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Résumé
Dans cet article, nous nous intéressons au processus de
classification de données relationnelles issues du web des
données. Nous disposons d’un ensemble d’objets entre les-
quels il existe des relations. Ces objets appartiennent à
une ou plusieurs classes. Celles-ci sont définies en exten-
sion, et nous cherchons à construire une description en in-
tension en s’appuyant sur les relations des objets qui les
composent. Pour cela, nous employons trois approches :
les règles d’association qui s’appuient sur l’Analyse de
Concepts Formels (FCA), les redescriptions et les règles de
traduction qui s’appuient sur la Longueur de Description
Minimale (MDL). À partir d’expérimentations sur DBpe-
dia, nous discutons les spécificités et la complémentarité
de ces trois approches. Nous montrons que les règles d’as-
sociation sont les plus exhaustives tandis que les règles de
traduction ont une meilleure couverture des données. Les
redescriptions pour leur part, sont les règles les plus fa-
ciles à appréhender et interpréter.
Mots Clef
Données relationnelles, Analyse de Concepts Formels,
Fouille de redescriptions, DBpedia.
Abstract
In this paper we study a classification process on relational
data that can be applied to the web of data. We start with
a set of objects and relations between objects, and exten-
sional classes of objects. We then study how to provide a
definition to classes, i.e. to build an intensional description
of the class, w.r.t. the relations involving class objects. To
this end, we propose three different approaches based on
Formal Concept Analysis (FCA), redescription mining and
Minimum Description Length (MDL). Relying on some ex-
periments on RDF data from DBpedia, where objects cor-
respond to resources, relations to predicates and classes
to categories, we compare the capabilities and the com-
plementarity of the three approaches. This research work
is a contribution to understanding the connections existing
between FCA and other data mining formalisms which are
gaining importance in knowledge discovery, namely redes-
cription mining and MDL.
Keywords
Relational data, Formal Concept Analysis, Redescription
mining, DBpedia.
1 Introduction
Dans cet article, nous nous intéressons à la possibilité de
découvrir des définitions dans les données RDF issues du
web des données. Ces définitions peuvent être réutilisées
dans la conception de bases de connaissances (KBs) ou
dans l’enrichissement de KBs préexistantes. Étant donné
l’immense quantité de données du web des données, il
s’agit d’un enjeu majeur.
Le problème est le suivant : nous disposons d’un ensemble
d’objets connectés par des relations, comme une ABox en
logique de descriptions (DL) (Baader et al., 2003). L’ob-
jectif est de classifier ces objets en fonction des relations
dans lesquelles ils sont impliqués.
Les objets qui partagent des éléments communs appar-
tiennent à une même classe. Ce partage peut être exact —
les éléments sont identiques — ou approximatif — les élé-
ments sont similaires. Finalement, nous obtenons un en-
semble de classes organisées selon un ordre partiel, et les
descriptions associées à ces classes. Ces descriptions sont
nécessaires afin de construire les définitions des différentes
classes. Les définitions sont considérées comme des condi-
tions nécessaires (NC) et suffisantes (SC) pour classifier de
nouveaux objets. Si x est une instance de la classe Rouge
alors x a la couleur rouge (NC), et inversement, si x à la
couleur rouge alors x est une instance de la classe Rouge
(SC).
Pour poursuivre l’analogie avec les DLs, l’idée dans cet ar-
ticle est de construire et d’appliquer des règles d’induction
de la forme « si r(x, y) et y:C alors x:∃r.C ». Cela si-
gnifie que, étant données y une instance de la classe C et
r une relation telle que r(x, y), alors x appartient à une
classe, disons D, dont la description comprend ∃r.C. C’est-
à-dire que les instances de D sont reliées à au moins une
instance de C par la relation r. Nous utilisons ce type de
règles pour construire les définitions des classes. Ces défi-
nitions sont de la forme Ci ≡ e1 u e2 u . . . u en où ej est
une expression de la forme ∃r.Cj. Notre travail se divise en
trois tâches principales, à savoir (i) préparer les données,







ex : x0 ex : r1 ex : x1.
ex : x0 ex : r2 ex : x2.
ex : x0 rdf : type ex : C0.
ex : x1 rdf : type ex : C1.
ex : x2 rdf : type ex : C2.
FIGURE 1 – Exemple de données relationnelles et les tri-
plets associés.
définitions. Nous nous appuyons ici sur trois approches, les
règles d’association, la fouille de redescriptions et la dé-
couverte de règles de traduction.
Cet article est dans la continuité de travaux de recherche
sur la découverte de définitions dans le web des données.
Son originalité est de comparer trois approches qui ne s’ap-
puient pas sur les mêmes principes mais qui s’avèrent être
complémentaires au vu des résultats de nos expérimenta-
tions. À notre connaissance, il s’agit du premier article où
une telle comparaison est proposée à la fois à un niveau
théorique et à un niveau expérimental.
L’article est organisé comme suit : dans la section 2, nous
présentons la nature des données sur lesquelles nous tra-
vaillons et les processus de classification dans le web des
données. Dans la section 3, nous détaillons les trois ap-
proches de classification et leurs applications. La section 5
présente les expériences qui ont été menées ainsi que l’éva-
luation des règles obtenues. Enfin, la section 6 présente une
discussion ainsi que les pistes de recherches futures avant
la conclusion section 7.
2 Représentation des données
2.1 Web des Données
Dans cette section, nous présentons les données issues du
Web des Données (LOD) que nous considérons. Le LOD
peut être vu comme un ensemble de KBs interconnectées.
Une KB est composée de deux éléments : une TBox qui
définit son schema et une ABox qui introduit les indivi-
dus et leurs relations. L’unité de base d’une KB est le tri-
plet RDF, noté 〈s, p, o〉, qui encode une assertion sous la
forme sujet–prédicat–objet. Les différentes composantes
d’un triplet peuvent être des ressources U identifiées de
manière unique, des littéraux L (chaîne de caractères, nu-
mérique, date, . . .) ou des nœuds anonymesB (assimilables
à une variable existentiellement quantifiée), de telle sorte
que 〈s, p, o〉 ∈ (B∪U)×U×(B∪U∪L). Dans cet article,
nous nous restreignons aux triplets composés uniquement
de ressources, c’est-à-dire tels que 〈s, p, o〉 ∈ U × U × U .
Les ressources peuvent faire référence à n’importe quel ob-
jet ou abstraction et sont identifiées par une URI (Uniform
Resource Identifier). Une URI est une adresse composée de
deux parties. La première partie est l’espace de nom (na-
mespace) qui indique de quelle KB viennent les ressources.
La seconde partie donne un nom à la ressource au sein de
cette KB.
La figure 1, présente un exemple de données relationnelles
et l’ensemble de triplets correspondant. Le préfixe ex:
correspond à un namespace créé pour notre exemple, tan-
dis que le préfix rdf: correspond à un namespace pré-
existant.rdf:type est la relation d’instanciation. Ainsi
le triplet 〈ex:x0 rdf:type ex : C0〉 indique que x0 est une
instance de la classe C0.
Le LOD peut être interrogé grâce aux requêtes SPARQL.
Par exemple, la requête SELECT ?x WHERE { ?x
rdf:type ex:C0} retourne toutes les instances de CO.
Si l’on prend les données de la figure 1, seul ex:x0 est re-
tourné.
2.2 Analyse de Concepts Formels
Nous utilisons ici l’Analyse de Concepts Formels (FCA)
de Ganter et Wille (1999) pour présenter et comparer les
différentes approches. Étant donné un ensemble G d’en-
tités 1, un ensemble M d’attributs et une relation binaire
I ⊆ G ×M , (G,M, I) est un contexte formel. L’expres-
sion gIm s’interprète comme « l’entité g possède l’attri-
but m». Les correspondances de Galois (notées .′) pour
un ensemble d’entités X ⊆ G et un ensemble d’attributs
Y ⊆M sont définies comme suit :
X ′ ={m ∈M | ∀x ∈ X,xIm} et
Y ′ ={g ∈ G | ∀y ∈ Y, gIy}.
À partir des données RDF, nous construisons un contexte
formel dont les entités sont les sujets des triplets. Les attri-
buts sont les paires (prédicat,objet) issues des triplets. Nous
distinguons deux types d’attributs : des descriptions et des
classes. Le premier ensemble d’attributs, dénoté C, est
composée des paires de la forme (rdf:type, C), qui font
d’un sujet une instance de la classe C. Ce sont ces classes
que nous cherchons à définir. Le second ensemble, dénoté
D est composé de paires (p, o) telles que p 6= rdf:type.
Les attributs du contexte sont donc M = C ∪ D. Si l’on




∃r1:C1 ∃r2:C2 C0 C1 C2
Objets
x0 × × ×
x1 ×
x2 ×
FIGURE 2 – Contexte formel associé aux données repré-
sentées figure 1.
À partir de là, il s’agit de trouver un ensemble de catégo-
ries et un ensemble de descriptions de manière à ce que
leurs correspondances soient les mêmes. Sur la figure ??
par exemple, on a {C0}′ = x0 et {∃r1:C1,∃r2:C2}′ = x0.
On peut alors construire la définition suivante :
C0 ≡ ∃r1:C1 u ∃r2:C2
1. En FCA, G est l’ensemble des objets, renommés entités afin de ne
pas confondre avec les objets en RDF.
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Comme les données peuvent être incomplètes, il se peut
qu’on ne retrouve pas une égalité entre une classe Ci et
sa description ∃r:Cj. Autrement dit {Ci}′ 6= {∃r:Cj}′. Il
nous faut donc des approches qui tolèrent une forme d’ap-
proximation. C’est ce que permettent les trois algorithmes
utilisés, et nous allons les détailler plus précisément dans
la section suivante.
3 Algorithmes de fouille de règles
3.1 Règles d’association
Le but de la fouille de règles d’association (Agrawal et al.,
1993; Klemettinen et al., 1994) est de trouver des dépen-
dances entre les attributs. Une règle d’association entre
deux ensembles d’attributs X et Y , notée X → Y , signifie
« si un objet a tous les attributs de X , alors il a tous les
attributs de Y ». À cette règle est associée une confiance,
qui peut être vue comme une probabilité conditionnelle :
conf(X → Y ) = |X
′ ∩ Y ′|
|X ′| ,
où .′ correspond à la correspondance de Galois. La
confiance est une mesure de qualité des règles d’associa-
tion. Une règle d’association est valide si sa confiance est
supérieure à un seuil θ défini par l’utilisateur. La confiance
n’est pas symétrique : X → Y peut être valide sans que
Y → X le soit. Si la confiance vaut 1, on dit qu’il s’agit
d’une implication et l’on note X ⇒ Y . Si on a égale-
ment Y ⇒ X , alors X et Y forment une définition, notée
X ≡ Y .
Nous nous intéressons ici à des définitions. Nous considé-
rons donc conjointement X → Y et sa réciproque Y → X
et cherchons à estimer à quel point ces règles s’approchent
d’une implication. Pour cela, nous introduisons la notion
de quasi-définition qui est à la définition ce que la règle
d’association est à l’implication.
Définition 1 (Quasi-définition). Étant donné deux en-
sembles d’attributs X et Y , une quasi-définition X ↔ Y
est valide si, pour un seuil θ donné,
min(conf(X → Y ), conf(Y → X)) > θ.
L’algorithme Eclat (Zaki, 2000) est l’un des nombreux
algorithmes de fouille de règles d’association existant. Il
énumère de manière exhaustive toutes les règles d’associa-
tion valides pour un seuil donné. Nous utilisons cet algo-
rithme pour notre comparaison.
Une règle d’association r0 : x1, . . . , xn → y1, . . . , ym
peut se décomposer sous la forme de plusieurs règles d’as-
sociation ri : x1, . . . , xn → yi pour i ∈ {1, . . . ,m}.
Si r0 est valide, l’ensemble des ri est valide. Pour que
les règles obtenues définissent des classes comme nous le
souhaitons, il faut que les règles d’association soient de
la forme «Classes → Descriptions» ou «Descriptions →
Classes». C’est à dire que la règle X → Y est telle que
X ⊆ C, Y ⊆ D ou X ⊆ D, Y ⊆ C. Il nous faut donc
utiliser un post-traitement afin de s’assurer que la règle
ne contient que des catégories d’un côté et que des des-
criptions de l’autre. Pour cela, seules les règles X → Y
qui satisfont l’une des deux contraintes alternatives sui-
vantes sont conservées : (i) l’antécédent ne contient que
des classes (X ⊆ C) et il y a au moins une description dans
la conséquence (Y ∩ D 6= ∅) ; (ii) l’antécédent ne contient
que des descriptions (X ⊆ D) et il y a au moins une classe
dans la conséquence (Y ∩ C 6= ∅). Les règles conservées
sont décomposées de manière à ne garder que des classes
(resp. des descriptions) dans la conséquence si l’antécédent
ne contient que des descriptions (resp. des classes).
Par exemple, ∃r1:C1, C0 → ∃r2:C2 n’est pas conser-
vée parce que l’antécédent contient à la fois une
catégorie et une description. En revanche, la règle
∃r1:C1 → ∃r2:C2, C0 peut être décomposée en deux
règles r1: ∃r1:C1 → ∃r2:C2 et r2: ∃r1:C1 → C0. La
règle r2 est conservée. Si sa réciproque est valide, la quasi-
définition obtenue est C0 ↔ ∃r1:C1.
3.2 Redescriptions
La fouille de redescriptions, introduite par Ramakrishnan
et al. (2004), a pour but de trouver des caractérisations mul-
tiples d’un même ensemble d’entités. À la différence des
règles d’association, les redescriptions s’appuient sur une
séparation de l’ensemble des attributs en vues. Une vue est
un sous-ensemble d’attributs. L’ensemble des vues forme
une partition des attributs. Nous utilisons ici deux vues, qui
correspondent aux deux types d’attributs — classes et des-
criptions.
La similarité entre deux ensembles d’attributs, provenant
de deux vues différentes, est mesurée avec le coefficient de
Jaccard :
jacc(A,B) =
| A′ ∩B′ |
| A′ ∪B′ | ,
où .′ correspond à la correspondance de Galois. Une paire
d’ensembles d’attributs (A,B) est une redescription si le
coefficient de Jaccard jacc(A,B) est supérieur à un seuil
donné. Le coefficient de Jaccard est symétrique, contraire-
ment à la confiance. Une redescription dont le coefficient
de Jaccard vaut 1 est une définition. Toutes les redescrip-
tions sont nécessairement des quasi-définitions. En effet,
min(conf(A→ B), conf(B → A)) > jacc(A,B).
L’algorithme ReReMi (Galbrun et Miettinen, 2012) est uti-
lisé ici. En plus des données binaires, ReReMi permet de
tenir compte de données numériques et catégorielles. Les
redescriptions obtenues peuvent être des fonctions boo-
léennes contenant des disjonctions et des négations d’at-
tributs. Afin de comparer les trois algorithmes, ReReMi
est ici restreint à des conjonctions d’attributs, raison pour
laquelle nous ne parlons pas de fonctions booléennes.
Dans un premier temps, ReReMi cherche des paires d’at-
tributs — un attribut de chaque vue — susceptibles de
prendre part à une définition, c’est-à-dire celles qui ont le
coefficient de Jaccard le plus élevé. Ces paires sont ensuite
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étendues tour à tour, en ajoutant à chaque fois un attribut à
l’un des côtés de la redescription, jusqu’à ce que le nombre
d’attributs maximum soit atteint ou que le coefficient de
Jaccard n’augmente plus. Les redescriptions ainsi obtenues
qui satisfont les critères de sélection sont retournées à l’uti-
lisateur.
3.3 Règles de traduction
Contexte K1
a b c d
1 × ×
2 × ×
3 × × ×
4 × × e f g h
1 × ×
2 × ×
3 × × ×
4 ×
Temp.







e f g h
1 × ×
2 × ×
3 × × ×
4 × ×
But : traduire K1 à partir K2
et K2 à partir de K1
Règles
r1 : a, b → g, h
r2 : c → f
FIGURE 3 – Intuition du fonctionnement de
Translator. Ici, seule la traduction de K1 vers
K2 est représentée. À chaque étape, le but est de trouver la
règle qui va minimiser le nombre de croix dans le masque.
L’algorithme Translator (van Leeuwen et Galbrun,
2015) s’appuie également sur une séparation du contexte
en deux vues, et cherche un ensemble d’associations entre
ces deux vues. Ces associations ont la même forme que des
règles d’association, la différence se situant au niveau de la
constitution de l’ensemble de règles.
Cet ensemble doit être compact et représentatif. D’une
part, il doit couvrir la majorité des données. D’autre part,
les règles doivent être aussi petites que possible en terme
d’attributs. Afin de trouver un équilibre entre ces deux
contraintes, Translator s’appuie sur le concept de Lon-
gueur de Description Minimum (MDL). Étant donné un





log2 P (x | K) où P (x | K) =
| x′ |
| G | .
Cette longueur correspond au nombre minimal de bits re-
quis pour encoder X .
Pour construire l’ensemble des règles, les auteurs font
l’analogie avec la notion de traduction. Une règle est une
traduction d’une vue vers une autre. L’idée sous-jacente est
la suivante : on souhaite construire un ensemble de règles
qui permettent, connaissant une des deux vues, de recons-
truire la seconde et vice versa. L’idée générale est représen-
tée figure 2. Les erreurs entre le contexte cible et le contexte
reconstruit sont corrigées à l’aide d’un masque. La taille de
ce masque indique donc le nombre d’erreurs introduites.
L’ensemble de règles est construit de manière itérative, en
prenant, à chaque étape, la règle X → Y qui maximise ∆
∆(X → Y ) = L(Mask−)− L(Mask+)︸ ︷︷ ︸
Gain d’information
− L(X → Y )︸ ︷︷ ︸
Longueur de la règle
où Mask+ correspond aux éléments ajoutés au masque (er-
reurs introduites par la règle) et Mask− correspond aux élé-
ments retirés du masque (erreurs corrigées par la règle).
Des règles sont ajoutées tant que ∆ est positif.
L’algorithme Translator est le seul dont la mesure de
qualité tient compte des règles déjà extraites. Le masque
étant mis à jour à chaque étape, la qualité d’une règle dé-
pend des règles déjà extraites. Ainsi, Translator favo-
rise un bon ensemble de règles plutôt qu’un ensemble de
bonnes règles. Chaque règle apporte une information qui
n’est pas contenue dans les autres, ce qui limite la redon-
dance d’information.
4 Travaux connexes
La FCA est un outil de conceptualisation qui permet de
structurer une ontologie par une approche bottom-up. Sert-
kaya (2011) fait une synthèse des différentes contributions
qui s’intéressent au lien entre la FCA et les ontologies.
La plupart des ontologies sont construites avec une ap-
proche top-down, c’est à dire en construisant d’abord le
schéma. L’une des façons de tirer parti de la FCA est donc
de consuire des connaissances qui vont enrichir une onto-
logie préexistante. C’est ce que nous faisons dans notre ap-
proche, en partant de triplets pour trouver des définitions.
Dans (Ferré et Cellier, 2016), les auteurs proposent une ex-
tension de la FCA pour les graphes conceptuels. Contrai-
rement aux graphes RDF qui reposent sur des relations bi-
naires, les graphes conceptuels permettent de tenir compte
de relation n-aires. Les concepts construits correspondent
à une association entre une requête SPARQL et l’ensemble
des solutions. Dans notre approche, nous cherchons à
mettre en relation deux graph patterns et nous ne connais-
sons pas a priori la requête SPARQL qui correspond à la
description d’une catégorie.
Notre travail poursuit un travail initié dans (Alam et al.,
2015). Les auteurs s’appuient sur la fouille de règles d’as-
sociation pour fournir un espace de navigation sur des don-
nées RDF. Pour cela, les auteurs recherchent des implica-
tions et les ordonnent en fonction de la confiance de leur
réciproque. Dans notre approche, nous introduisons la sé-
paration des attributs et nous comparons les règles d’asso-
ciation avec les redescriptions et les règles de traduction.
L’algorithme AMIE, proposé par Galárraga et al.
(2013), est une référence en matière de fouille de
règles sur le web des données. Ces règles sont de la
forme B1, B2, . . . Bn−1 → Bn où Bi correspond à
une relation entre deux variables, que l’on peut expri-
mer sous forme de triplet <?x r ?y>. Par exemple,
manufacturer(x, Samsung), successor(y, x) →
manufacturer(y, Samsung) est une règle qui peut être
trouvée par AMIE. Les auteurs ajoutent une condition,
à savoir que toutes les variables doivent apparaître deux
fois dans la règle. Si l’on considère les triplets sous
forme de graphe, il en résulte qu’une règle est un motif
cyclique entre des variables (indépendamment de l’orien-
tation des arcs). Dans notre cas, les motifs recherchés
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caractérisent une seule ressource identifiée (motif en
étoile) et l’association est bidirectionnelle. On trouve




















FIGURE 4 – Motifs recherchés dans la base de connais-
sances par AMIE et par notre approche. Les traits pleins
concernent la partie gauche de la règle, et les pointillés la
partie droite. Les ?ti sont des variables existentielles.
5 Expérimentations
Nous avons réalisé nos expérimentations sur des don-
nées issues de DBpedia, qui est une KB construite à
partir de Wikipédia. Nous cherchons à définir des caté-
gories, c’est-à-dire les ressources qui sont dans le co-
domaine de la relation dct:subject. Pour cela, nous
extrayons un sous-ensemble de DBpedia à l’aide d’une re-
quête SPARQL avant de transformer les triplets obtenus
en contexte comme mentionné en Section 2.2. Enfin, nous
utilisons les trois algorithmes présentés pour comparer et
évaluer les résultats obtenus.
TABLE 1 – Statistiques sur les jeux de données extraits.
Triplets Objets AttributsCat. Descr.
Turing_Award 2 642 65 503 857
Smartphones 8 418 598 359 1 730
Sports_cars 9 047 604 435 2 295
French_films 121 496 6 039 6 028 19 459
5.1 Méthodologie
Nous avons extrait quatre sous-ensembles de triplets de
DBpedia, de différents domaines 2. Afin d’isoler un sous-
ensemble de triplets, nous avons récupéré tous les triplets
dont le sujet est lié à une catégorie donnée. Pour cela, nous
avons utilisé la requête SPARQL suivante :
SELECT DISTINCT * WHERE {
?s ?p ?o .
?s dct:subject dbc:X .
?p a owl:ObjectProperty .
}
Les quatres domaines utilisés (X) sont
French_films, Turing_Award_laureates,
2. Les jeux de données ainsi que les résultats obtenus sont dis-
ponibles à l’adresse https://gitlab.inria.fr/jreynaud/
DefinitionMiningComparison.
Smartphones et Sports_cars. Le triplet ?p a
owl:objectProperty assure que ?o n’est pas un
littéral.
Les triplets extraits sont divisés en deux groupes. L’en-
semble des triplets qui ont pour prédicat dct:subject
correspond aux attributs de classe (C). L’ensemble des tri-
plets dont le prédicat n’est pas dct:subject correspond
aux attributs de description (D).
5.2 Résultats et évaluation
TABLE 2 – Évaluation des résultats pour chaque jeu de don-
nées. |Ci| (resp. |Di|) désigne le nombre moyen de catégo-
ries (resp. de descriptions) dans une règle.
Turing_Award_laureates
X Eclat ReReMi Translator∣∣BXcand
∣∣ 47 12 11∣∣∣BXdef
∣∣∣ 30 9 9
Précision .64 .75 .85
|Ci|— |Di| 2 — 4 1 — 1 3 — 5
Sports_cars
X Eclat ReReMi Translator∣∣BXcand
∣∣ 132 52 31∣∣∣BXdef
∣∣∣ 95 30 23
Précision .72 .68 .74
|Ci|— |Di| 2.8 — 4.5 1.3 — 1.4 2.6 — 4.1
Smartphones
X Eclat ReReMi Translator∣∣BXcand
∣∣ 810 98 41∣∣∣BXdef
∣∣∣ 521 57 31
Précision .64 .58 .76
|Ci|— |Di| 4.3 — 7.8 1.6 — 1.8 3.1 — 3.1
French_films
X Eclat ReReMi Translator∣∣BXcand
∣∣ 546 36 93∣∣∣BXdef
∣∣∣ 371 12 89
Précision .68 .33 .96
|Ci|— |Di| 2.8 — 4.4 1.2 — 1.1 2.3 — 4.2
Chaque algorithme retourne un ensemble ordonné de
quasi-définitions de la forme C0, . . . , Cn ↔ D0, . . . , Dm.
Chacune des quasi-définitions est évaluée manuellement
par trois personnes jouant le rôle d’experts. Étant donnée
une quasi-définition C0, . . . , Cn ↔ D0, . . . , Dm d’un jeu
de données J , l’évaluateur répond à la question « Étant
donné que nous parlons de J, est il correct de dire que faire
partie à la fois de C0, de ... et de Cn et avoir les propriétés
D0, . . .et Dm est équivalent ? »
L’évaluation finale est l’évaluation majoritaire des trois ex-
perts. Si la règle est acceptée, elle rejoint l’ensemble des
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définitions obtenues, dont 20 exemples sont présentés fi-
gure 4. Les experts ont été du même avis dans 95.4% des
cas. La règle R5 de la figure 4 est une règle qui n’a pas fait
l’unanimité.
Les algorithmes sont comparés sur la base des définitions
extraites et des catégories définies. La figure 5 présente un
diagramme de Venn pour chaque corpus, qui représente le
nombre de définitions extraites par chaque algorithme. Par
exemple, pour le corpus Turing_Award_laureates,
il y a 22 définitions trouvées uniquement par Eclat, et
8 trouvées à la fois par Eclat et Translator. Au to-
tal, Eclat a extrait 30 définitions. La figure 6 présente
également un diagramme de Venn pour chaque corpus, qui
correspond au nombre de catégories définies par chaque
algorithme. Une catégorie est considérée comme définie
dès lors qu’elle apparaît dans au moins une définition. Il
peut donc y avoir une ou plusieurs catégories considérées
comme définies pour une seule définition. C’est notament
le cas des règles R2, R8 – R10, R12, R14, R17 – R20 de la
figure 4.
6 Discussion
Ci-dessous, Bcand[X] désigne l’ensemble de toutes les
quasi-définitions extraites par l’algorithme X et Bdef [X]
l’ensemble des définitions de X , c’est-à-dire, l’ensemble
des quasi-définitions de Bcand[X] évaluées vraies par les
experts. L’ensemble Bcand désigne la totalité des quasi-
définitions,indépendamment de l’algorithme qui les a ex-
traites. De la même façon, Bdef désigne l’ensemble de
toutes les définitions extraites.
6.1 Précision et rappel
La précision d’un algorithme X est |B
X
def |
|BXcand| . La précision
de ReReMi a une très forte variabilité (entre 33 et 75%) et
est globalement la plus faible, tout particulièrement sur le
jeu de données French_films. La précision d’Eclat
est stable (entre 64 et 72%). La meilleure précision est ob-
tenue par Translator : quel que soit le jeu de données,
elle toujours supérieure à 74%.
Le rappel, défini comme |B
X
def |
|Bdef | ne peut pas être utilisé
comme une mesure de performance. En effet, certaines
règles se recouvrent (ont des attributs en commun des deux
côtés). C’est le cas des règles R6 à R10 (figure 4) qui dé-
finissent toutes la catégorie McLaren_vehicles. Tan-
dis que Translator n’extrait qu’une seule règle (R8),
ReReMi extrait 2 règles (R6 et R7) et Eclat en extrait 9
(seules R8 à R10 sont reportées ici).
La table ?? indique le nombre de catégories pour chaque
jeu de données. Si l’on se fie à ces valeurs, le rappel est très
faible : dans le corpus Turing_Award_laureates par
exemple, pour 503 catégories dans les données de départ,
seules 19 font partie d’une règle. Cela s’explique principa-
lement par la très faible densité des contextes ; une grande
quantité de catégories ne concerne qu’une seule entité du
jeu de données. Si l’on ne compte que les catégories qui
ont un support d’au moins 3, elles ne sont plus que 105, et
47 catégories seulement on un support d’au moins 5. Nous
considérons donc le rappel non pas par rapport au nombre
de catégories présentes dans le jeu de données, mais par
rapport aux catégories retrouvées par l’ensemble des algo-
rithmes, comme présenté figure 6.
6.2 Forme et interprétation des règles
D’après la figure 6, 70% des catégories définies par
Eclat ou Translator sont définies par les deux algo-
rithmes. Translator extrait considérablement moins de
règles que Eclat (jusqu’à 16 fois moins pour le corpus
Smartphones). Cela s’explique par la façon dont sont
générées les règles d’association. Si dans les données, la
règle A → B a le même support que la règle A → B,C,
alors seule la règle A → B,C est conservée. En revanche
si le support de A → B est strictement supérieur au sup-
port de A → B,C, Eclat génère deux règles. En consé-
quence, on obtient avec Eclat des règles qui ne diffèrent
que d’un attribut, comme R9 et R10 par exemple, alors
que Translator ne génère qu’une seule règle, R8 dans
l’exemple.
ReReMi n’extrait aucune définition en commun avec
Eclat et Translator. Cette différence s’explique par
l’heuristique employée par ReReMi. Si C est une caté-
gorie, et que D1 et D2 sont deux descriptions telles que
C ′ = D′1 = D
′
2, alors ReReMi privilégie deux définitions
C ≡ D1 et C ≡ D2 tandis que Eclat ne génère qu’une
seule définitionC ≡ D1uD2. C’est par exemple le cas des
définitions R6, R7 générées par ReReMi et R8, générée
par Eclat (figure 4). Si C ′ = D′1 et D
′
1 ⊂ D′2, ReReMi
génère la définition C ≡ D1, tandis que Eclat génère la
définition C ≡ D1 uD2. Ce cas a également été retrouvé
dans nos résultats, comme le montrent les définitions R12
et R13.
La taille des définitions générées par ReReMi est infé-
rieure à celle des définitions de Translator et Eclat.
Cela s’explique par l’heuristique de ReReMi déaillée dans
le paragraphe précédent. ReReMi a en moyenne entre 1 et
2 attributs de chaque côté de la définition tandis que pour
Eclat et Translator, il y a en moyenne 3 catégories
et 4 descriptions par définition.
Les conjonctions dans les définitions extraites par ReReMi
n’ont pas le même sens que celles extraites par Eclat et
Translator. Par exemple, si l’on considère la définition
R15, l’attribut (a Device) peut être enlevé sans alté-
rer la définition : parce que toutes les entités considérées
sont des instances de Device. À l’inverse, dans la défi-
nition R14, aucun attribut ne peut être retiré sans que la
définition ne devienne fausse : tous les attributs font par-
tie de la condition nécessaire. Dans notre approche, il nous
semble plus pertinent de n’intégrer que des attributs qui
contribuent pleinement à la définition dont ils font partie.
Ainsi, la définition R14 nous parait préférable à la défini-
tion R15, parce qu’elle est apparue plus facile à interpréter.
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Turing_Award_laureates
R Harvard_University_alumni ↔ (almaMater Harvard_University) R1
ET Harvard_University_alumni, Turing_Award_laureates ↔ (a Agent), (a Person), (a Scientist), (almaMater Harvard_University) R2
E Turing_Award_laureates ↔ (a Agent), (a Person), (award Turing_Award) R3
ET Turing_Award_laureates ↔ (a Agent), (a Person), (a Scientist), (award Turing_Award) R4
E Modern_cryptographers ↔ (field Cryptography) R5
Sports_cars
R McLaren_vehicles ↔ (manufacturer McLaren_Automotive) R6
R McLaren_vehicles ↔ (assembly Surrey) R7
ET McLaren_vehicles, Sports_cars ↔ (a Automobile), (a MeanOfTransportation), (assembly Woking), (assembly Surrey), (as-
sembly England), (bodyStyle Coupé), (manufacturer McLaren_Automotive)
R8
E McLaren_vehicles, Sports_cars ↔ (a Automobile), (a MeanOfTransportation), (assembly England), (assembly Surrey), (bo-
dyStyle Coupé)
R9
E McLaren_vehicles, Sports_cars ↔ (a Automobile), (a MeanOfTransportation), (assembly Surrey), (bodyStyle Coupé) R10
Smartphones
ET Firefox_OS_devices, Open-source_mobile_phones, Smartphones, Touchscreen_mobile_phones ↔ (a Device), (opera-
tingSystem Firefox_OS)
R11
R Nokia_mobile_phones ↔ (manufacturer Nokia) R12
ET Nokia_mobile_phones, Smartphones ↔ (a Device), (manufacturer Nokia) R13
R Samsung_Galaxy ↔ (manufacturer Samsung_Electronics), (operatingSystem Android_(operating_system)) R14




R Pathé_films ↔ (distributor Pathé) R16
R Films_directed_by_Georges_Méliès ↔ (director Georges_Méliès) R17
ET Films_directed_by_Georges_Méliès, French_films, French_silent_short_films ↔ (a Film), (a Wikidata :Q11424), (a Work),
(director Georges_Méliès)
R18
ET Films_directed_by_Jean_Rollin, French_films ↔ (a Film), (a Wikidata :Q11424), (a Work), (director Jean_Rollin) R19
ET Film_scores_by_Gabriel_Yared, French_films ↔ (a Film), (a Wikidata :Q11424), (a Work), (musicComposer Gabriel_Yared) R20
FIGURE 5 – Exemples de quasi-définitions obtenues par Eclat, ReReMi et Translator pour chaque corpus. Lorsque le
préfixe d’un attribut de droite n’est pas spécifié, il s’agit de dbo. Le préfixe des catégories (dbc) n’est pas spécifié.
7 Conclusion
Dans cet article, nous nous sommes intéressés à trois algo-
rithmes pour trouver des définitions de classes dans le web
des données. Nous avons vu que chaque algorithme avait
ses spécificités et nous avons vérifié empiriquement que les
résultats extraits reflètent ces spécificités. Nous avons aussi
montré que malgré des approches très différentes, les algo-
rithmes Eclat et Translator extraient de nombreuses
règles communes. À l’inverse, ReReMi, malgré une me-
sure de qualité semblable à Eclat, extrait des règles plus
courtes. L’intérêt de ces algorithmes dépend de l’objec-
tif de l’utilisateur. Dans le cas de notre expérimentation,
Eclat est l’algorithme qui a qualifié le plus de catégo-
ries, au prix d’un nombre de règles extraites très important.
Translator extrait significativement moins de règles
avec un nombre de catégories définies légèrement inférieur.
Enfin, ReReMi, malgré un nombre de catégories définies
plus faible, offre des définitions plus simples en n’incluant
pas les attributs qui ne participent pas pleinement à la règle.
Par la suite, plusieurs directions de recherche sont envisa-
gées, au niveau de la préparation des données, de la fouille
et de l’évaluation.
Comme mentionné précédemment, les contextes construits
à partir des données RDF sont très creux. Dans le cas
d’Eclat et de ReReMi, un seuil de support étant utilisé,
l’existence d’attributs à très faible support n’a pas d’impact
sur les règles retrouvées. Pour Translator en revanche,
les règles doivent permettre de reconstruire intégralement
le contexte. Dans ce cas, il peut être pertinent de simplifier
le contexte avant de procéder à la fouille de règles. Cela
peut notamment passer par la suppression des attributs à
très faible support, ou au contraire, des attributs ayant un
support quasi maximal, et donc qui concernent toutes les
entités. Nous pourrons également travailler sur le type des
données en entrée, en intégrant notamment des valeurs nu-
mériques, ce qui nous permettra de prendre en compte des
triplets laissés de côté pour cette expérimentation, tels que
les informations de date, d’âge, de taille, . . .
Pour améliorer le processus de fouille, il est possible
d’ajouter des contraintes sur les règles obtenues afin de
restreindre l’espace de recherche, mais aussi d’obtenir des
règles plus faciles à interpréter. Dans notre cas, n’autori-
ser qu’une catégorie par règle serait une contrainte perti-
nente. Nous pouvons également étendre l’expressivité des
règles recherchées en permettant par exemple des opéra-
teurs logiques tels que les disjonctions ou les négations.




































































FIGURE 7 – Catégories définies par Eclat, ReReMi et Translator pour chaque jeu de données.
giques, et que des travaux dans ce sens existent pour les
règles d’association, ce n’est pas le cas pour les règles de
traduction. Cela implique de revoir le calcul de la longueur
d’une règle.
Concernant l’évaluation, il nous faudra un moyen de com-
parer plus formellement les règles entre elles, peut-être via
l’introduction d’une notion de redondance, qui permettrait
de définir une base de règles.
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Résumé
Les troubles psychosociaux sont un problème de santé pu-
blique majeur, pouvant avoir des conséquences graves sur
le court ou le long terme, tant sur le plan professionnel que
personnel ou familial. Le diagnostic de ces troubles doit
être établi par un professionnel. Toutefois, l’IA (l’Intelli-
gence Artificielle) peut apporter une contribution en four-
nissant au praticien une aide au diagnostic, et au patient
un suivi permanent rapide et peu coûteux. Nous proposons
une approche vers une méthode de diagnostic automatique
de l’état dépressif à partir d’observations du visage en
temps réel, au moyen d’une simple webcam. A partir de
vidéos du challenge AVEC’2014, nous avons entraîné un
classifieur neuronal à extraire des prototypes de visages
selon différentes valeurs du score de dépression de Beck
(BDI-II).
Abstract
Psychosocial disorders are a major public health problem
that can have serious consequences in the short or long
term, on a professional, personal or family level. The diag-
nosis of these disorders must be made by a professional.
However, AI (Artificial Intelligence) can make a contribu-
tion by providing the practitioner with diagnostic assis-
tance, and the patient with rapid and inexpensive ongoing
follow-up. We propose an approach towards an automatic
diagnosis of the depressive state based on real-time facial
observations, using a simple webcam. From videos of the
AVEC’2014 challenge, we trained a neural classifier to ex-
tract prototypes of faces according to different values of
Beck’s depression score (BDI-II).
Mots Clefs
Informatique affective ; visages ; classifieur incrémental ;
réseaux de neurones ; apprentissage de prototypes.
1 Introduction
1.1 Contexte
Les troubles psychosociaux, et singulièrement les troubles
dépressifs, sont une maladie touchant plus de 300 millions
de personnes dans le monde. Ces troubles mentaux se ca-
ractérisent par une tristesse, une perte d’intérêt ou de plai-
sir, des sentiments de culpabilité ou de dévalorisation de
soi, un sommeil ou un appétit perturbé, une certaine fa-
tigue et des problèmes de concentration [1]. La maladie se
décline en plusieurs termes, souvent liés au contexte (par
exemple, la dépression post-partum, après la grossesse ;
ou la dépression saisonnière, liée au manque de lumière
l’hiver) et à la durée des symptômes, qui doivent persis-
ter au moins deux semaines pour caractériser une dépres-
sion [2]. Elle peut durer de quelques semaines à plusieurs
mois voire années. Les conséquences sur l’individu atteint
peuvent être multiples et de gravité variable. Parmi celles-
ci, on peut citer l’isolement, l’absentéisme au travail, voire
même les mutilations ou le suicide. L’importance de venir
en aide aux personnes touchées est plébiscitée, et ce à diffé-
rentes échelles. Dans les entreprises, de plus en plus de me-
sures sont prises afin d’assurer le bien-être des employés et
de réduire ainsi les facteurs de risque liés à la dépression.
A moins de consulter un spécialiste, les malades ne sont
pas toujours en mesure de réaliser qu’ils sont atteints d’un
trouble qui, dans une grande majorité des cas, peut se gué-
rir grâce à un suivi psychologique et/ou à la prescription de
médicaments adaptés [3].
1.2 Travaux antérieurs
Ces dernières années ont vu le nombre de travaux relatifs
à l’analyse automatique du comportement émotionnel hu-
main progresser de manière significative [4]. Plusieurs ten-
tatives pour modéliser les émotions humaines ont été pro-
posées, dont certaines sont très largement utilisées : une
modélisation soit continue (le circumplex de Russell [5]),
soit discrète (les émotions de base de Ekman [6] : tristesse,
joie, colère, peur, dégoût et surprise). L’usage de la vi-
déo s’est petit à petit imposé comme source de données de
choix pour l’analyse émotionnelle, bien qu’historiquement,
des procédés plus invasifs aient été préférés, comme l’élec-
trocardiogramme ou la conductance cutanée. Deux cadres
d’études se distinguent. Le premier concerne la reconnais-
sance des émotions et le second, sur lequel nous nous fo-
calisons ici, la prédiction des états dépressifs.
Encourageant les travaux dans ce domaine, des challenges
internationaux tels que AVEC [7] ou FERA [8] invitent
les chercheurs à confronter leurs méthodes sur une base
de données commune. Wen et al. [9] ont utilisé des des-
cripteurs visuels dynamiques (LPQ-TOP) associés à une
régression par vecteurs supports (SVR) pour diagnostiquer
l’état dépressif, avec une erreur RMSE de 8.17 sur le cor-
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pus du challenge AVEC’2014. Zhu et al. [10] obtiennent
une erreur de 9.55, en associant des images de flux op-
tique aux images statiques des visages dans des réseaux
de neurones profonds. D’autres approches tiennent compte
de la modalité auditive, utilisée notamment pour l’apport
d’informations de contexte importantes. Ainsi, Williamson
et al. [11] ont combiné des descripteurs faciaux (sélec-
tion d’unités d’action) et auditifs (durée des phonèmes et
analyses des fréquences, notamment) dans des mixtures de
modèles gaussiens et obtiennent une erreur de 8.50 sur le
corpus AVEC’2014. Gong et al. [12] tirent profit des trois
modalités visuelle, auditive et contextuelle (retranscrip-
tion d’interviews) au moyen de régresseurs courants (fo-
rêts aléatoires, descente de gradient stochastique et SVM,
machine à vecteurs supports) pour une erreur de 4.99 sur
le corpus DAIC-WOZ. Si certains travaux accordent une
majeure partie de leur effort à la sélection des descripteurs,
d’autres optent pour des méthodes connues pour leur capa-
cité à extraire l’information directement depuis les images
ou les bandes audios à disposition. Le corpus AVEC’2014
est étiqueté en termes de scores BDI-II et DAIC-WOZ en
termes de scores PHQ-8 (Patient Health Questionnaire,
ver. 8), qui sont deux méthodes d’évaluation de l’état dé-
pressif (voir partie 2).
1.3 Contribution
Le développement d’un système qui, suite à la collabora-
tion d’experts du domaine de la psychiatrie, pourra fournir
un diagnostic automatique de l’état dépressif est un axe de
bataille offert par l’Intelligence Artificielle pour prévenir
l’apparition de tels troubles. En ce sens, l’effort proposé ici
est double. Le premier est un outil orienté vers l’usage in-
dividuel, permettant à l’utilisateur d’évaluer la sévérité de
la dépression dont il souffre. De cette manière, il pourra dé-
cider de la suite à donner à l’évaluation en allant consulter
un spécialiste. Le second effort s’oriente vers l’usage du
système par les experts, notamment pour sa capacité à se
spécialiser sur un individu et à augmenter sa précision au
fil des entretiens. Ainsi, il disposera d’une aide au diagnos-
tic adaptée à chaque patient.
Le système est basé sur un classifieur neuronal, adapté au
traitement de vidéos enregistrées ou capturées en direct. Le
traitement produit en sortie un score dépressif, en termes
du test Beck Depression Inventory II (BDI-II). Dans la par-
tie 2, l’on présentera les données utilisées avant de décrire
le classifieur utilisé dans la partie 3. La partie 4 pose les
conditions expérimentales retenues dans le cadre de cette
étude, et la partie 5 présente les résultats obtenus. Enfin,
une conclusion et une ouverture sur des perspectives com-
posera la partie 6.
2 Données
2.1 Corpus AVEC’2014
L’AudioVisual Emotion Challenge (AVEC) [7] est un
concours international invitant les chercheurs à confronter
leurs méthodes et à comparer les performances obtenues
sur un même jeu de données.
FIGURE 1 – Image extraite d’une vidéo de AVEC’2014.
Le jeu de données de l’édition 2014 [7] se présente sous la
forme de 100 vidéos (tâche Freeform) où un individu est en
interaction avec un avatar et répond à une question d’ordre
général (e.g. comment vous sentez-vous? pouvez-vous ra-
conter un souvenir d’enfance?) et de 100 autres (tâche
Northwind) où l’individu lit un passage écrit, en langue
allemande. Ces 200 vidéos sont réparties en deux sous-
ensembles : la partition dite de développement (ensemble
de motifs pour tester la généralisation) et la partition d’ap-
prentissage (ensemble des exemples pour construire le mo-
dèle). Les vidéos sont constituées de frames, en nombre
variable (les vidéos n’ayant pas toutes la même durée), en-
registrées à raison de 30 par seconde, et contiennent des
informations visuelles et auditives. Chaque vidéo est anno-
tée d’un score, celui obtenu au test BDI-II (voir partie 2.2).
Une troisième partition, dite partition de test, ne comprend
que des vidéos (100 éléments), sans annotations. Les per-
formances prises en compte par les organisateurs du chal-
lenge pour départager les participants sont calculées sur
cette dernière partition.
Pour l’étude présentée dans cet article, nous retenons les
données visuelles des 200 vidéos des tâches Freeform et
Northwind. Cela représente un jeu de données de 291 155
images semblables à celles de la Figure 1.
2.2 Beck Depression Inventory II
Le test d’évaluation de l’état dépressif Beck Depression In-
ventory (BDI) [13] a été créé par Aaron T. Beck., père de
la thérapie cognitive, en 1961. Il a subi plusieurs modifica-
tions, visant à l’améliorer. En 1996, sa version II (BDI-II)
est un test auto-administré, comptant 21 questions.
Le score obtenu peut prendre une valeur de 0 à 63 ; il donne
une indication sur la sévérité de la dépression dont souffre
le patient, tel que précisé dans la Table 1. A l’époque de
TABLE 1 – Interprétation du score au test BDI-II





l’apparition du test, il va à contrecourant des pratiques, en
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se focalisant sur la perception qu’a le patient de son propre
état, plutôt que sur les enjeux psychologiques motivant son
comportement et ses réactions à un environnement donné
[14] (que l’on appelle, dans la littérature, la psychodyna-
mique). Le test se fonde sur des années de collectes de
données, de collaborations entre psychiatres, d’entretiens
docteur-malade et de révisions [15]. Le test BDI-II bénéfi-
cie d’une corrélation positive avec l’échelle Hamilton Ra-
ting Scale (HRS) [13], qui est un test administré par un
professionnel en psychiatrie. Il est important de noter que
dans le processus d’évaluation, le test BDI-II ne tient pas
compte de l’expression faciale ou verbale du sujet. L’étude
présentée ici démontre qu’il existe bien une forte corréla-
tion entre l’expression faciale et l’état dépressif puisque le
classifieur construit à partir des visages extraits des vidéos
permet de prédire de manière fiable la sévérité dépressive.
2.3 Extraction des descripteurs et change-
ment de repère
Afin de classifier les vidéos selon leur score BDI-II, on ex-
trait, pour chaque image, un ensemble de 68 points faciaux
d’intérêt (voir Figure 2). Cela nécessite, en amont, la dé-
tection et le redimensionnement des visages. L’extracteur
de points d’intérêts utilise le modèle de Kazemi et Sulli-
van [16]. Le détecteur de visages (entraîné sur l’ensemble
i-BUG 300-W, voir Sagonas et al. [17]) implémente un
classifieur linéaire sur une pyramide d’images dans des fe-
nêtres temporelles, ainsi que sur des histogrammes de gra-
dients orientés. L’outil Dlib [18] a été utilisé pour mettre
en œuvre l’extraction.
FIGURE 2 – Points faciaux d’intérêt - Modèle MultiPIE.
L’alignement des visages est également une étape impor-
tante [19], qui permet notamment de limiter le biais intro-
duit par des facteurs tels que la distance à la webcam ou
la morphologie faciale du sujet, mais aussi d’homogénéi-
ser les données avant la classification. Afin d’aligner les
yeux, de centrer les visages dans l’image et d’homogénéi-
ser leur taille, les points subissent une translation de vec-
teur
−→
T , ainsi qu’une rotation d’angle θ (facteur d’échelle :
S). Cette transformation isométrique est un cas particulier
de similitude calculée pour chaque visage. La matrice de
transformation M est donnée par l’équation 1. Ces étapes







3 Modèle à base de prototypes
Le choix du classifieur incrémental pour prédire l’état dé-
pressif a été motivé à la fois par les inspirations biologiques
sous-jacentes, comme démontré par Grossberg dès la fin
des années 80 (voir [21] pour une synthèse ce sujet) et par
le récent regain d’intérêt pour les modèles à base de proto-
types : Biehl, Hammer et Villmann [22] affirment en 2016
que de tels systèmes sont très intéressants pour l’analyse
de données complexes et de grande dimension.
3.1 Le classifieur incrémental
Le modèle ART (Adaptive Resonance Theory) de Gross-
berg [23] est un système de classification neuronal capable
de s’adapter aux entrées dites significatives, tout en restant
stable face aux entrées non-significatives. Ainsi, si l’on pré-
sente au système un exemple proche d’une représentation
qu’il connaît, il la modifiera en conséquence. En revanche,
si on lui présente un exemple inconnu, une nouvelle repré-
sentation sera créée pour le prendre en compte.
Le classifieur incrémental utilisé ici est inspiré du mo-
dèle ART et suit le même principe. Il a été proposé par
Azcarraga [24] puis modifié par Puzenat [25], qui l’utili-
sait pour la reconnaissance de formes manuscrites. Il s’agit
d’un réseau de neurones dont la couche d’entrée est, classi-
quement, adaptée à la dimension de l’espace des données.
La seconde couche est constituée de "neurones-distance",
les prototypes, qui sont totalement connectés aux neurones
d’entrée. Ainsi, à chaque présentation d’un exemple, celui-
ci est comparé à tous les prototypes en mémoire. Dans la
troisième couche, chaque neurone est connecté à un seul
et unique prototype (voir Figure 3) ; aucun apprentissage

































































































































































































































































































































































FIGURE 3 – Architecture du classifieur incrémental.
Selon le protocole précisé ci-dessous (partie 3.2), de nou-
veaux prototypes sont créés pendant le processus d’appren-
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tissage. Néanmoins le fait que leur nombre, qui dépend de
la taille de la base d’apprentissage ainsi que du nombre de
classes, reste faible par rapport au nombre d’exemples ga-
rantira que le classifieur aura extrait des données une infor-
mation synthétique. Les prototypes sont représentés dans le
même espace que celui des données, ce qui rend aisée leur
interprétation, ainsi que leur appréhension par des experts
dans le cadre d’un travail transversal [22].
3.2 Apprentissage
La phase d’apprentissage consiste en une seule passe de la
base d’exemples et elle suit un algorithme par compétition.
Initialement, le premier exemple est recopié comme unique
prototype et on l’associe en sortie à la classe de l’exemple.
Par la suite, pour chaque nouvel exemple présenté X , on
cherche le prototype Pmeilleur qui en est le plus proche,
au sens de la mesure choisie (voir discussion ci-dessous).
A priori, si la classe de Pmeilleur est celle de l’exemple, le
prototype est gagnant et sa connexion avec l’exemple est
modifiée afin de l’en rapprocher. Sinon, un nouveau proto-
type est créé à l’image de l’exemple et est associé en sortie
à la classe de l’exemple.
Une exception à l’adaptation de Pmeilleur relève d’une
condition plus subtile : on cherche, parmi les prototypes
les plus proches de l’exemple, le premier prototype dont la
classe est différente de celle de Pmeilleur, et on le nomme
Psecond. S’il y a risque de confusion, i.e. dans une zone de
l’espace d’entrée ou des motifs proches doivent être asso-
ciés à des classes distinctes, alors un nouveau prototype est
créé.
Le sens de proximité se réfère ici à une mesure de distance
ou de similarité entre un exemple et un prototype. La me-
sure est choisie en accord avec le problème à traiter, ce qui
rend les classifieurs incrémentaux flexibles et adaptables.
On peut utiliser une distance de Mahalanobis, qui accorde
un poids moins important aux composantes les plus dis-
persées, ou une distance de Minkowski (équation 2) qui





| xi − yi |p
)1/p
(2)
Pour p = 2, on retrouve la distance euclidienne qui
est particulièrement adaptée aux situations où les descrip-
teurs sont des coordonnées, comme c’est le cas pour les
points faciaux d’intérêt. Après avoir vérifié que des valeurs
p > 2 ne produisaient pas de résultats significativement
meilleurs, nous avons opté pour la distance euclidienne et
nous la noterons d.
3.3 Hyperparamètres de contrôle
L’algorithme d’apprentissage du classifieur incrémental
propose trois hyperparamètres de contrôle afin de ré-
pondre au dilemme stabilité-plasticité (stability-plasticity
dilemma), c’est-à-dire de tenir compte des nouveaux élé-
ments à apprendre sans oublier ceux déjà mémorisés.
Seuil d’influence. Le seuil d’influence sinf du modèle
définit la valeur à laquelle doit être inférieure la distance
entre un exemple et son meilleur prototype, tel que décrit
par l’équation 3. Si cette condition n’est pas vérifiée, on
crée un nouveau prototype.
d(Pmeilleur, X) ≤ sinf (3)
Seuil de confusion. Le seuil de confusion sconf aide à
lever les ambiguités dans les zones frontières entre classes
distinctes et s’utilise comme décrit par l’équation 4. Si cette
condition n’est pas vérifiée, on crée un nouveau prototype.
d(Pmeilleur, X)− d(Psecond, X) > sconf (4)
Coefficient de rapprochement. Lorsqu’aucun nouveau
prototype n’est créé, l’adaptation de Pmeilleur à l’exemple
X est contrôlée par le coefficient de rapprochement α.
L’équation 5 décrit la modification des poids du neurone
prototype.
Pour i tel que Pi = Pmeilleur,
∀j, wji ← wji + α(xj − wji) (5)
Plus ce coefficient α est grand, plus la représentation mo-
délisée par Pmeilleur se rapproche de l’exemple et plus on
accroît la création de prototypes. A contrario, pour un co-
efficient petit, Pmeilleur sera peu modifié et le nombre de
prototypes restera limité. On note que, pour α = 0.5, on
calcule le barycentre entre les deux entités.
3.4 Généralisation
La généralisation respecte les mêmes contraintes que l’ap-
prentissage, mais il n’y a plus de création ni de modifica-
tion de prototypes. Pour chaque nouveau motif n’ayant pas
participé à l’apprentissage du modèle :
1. Présenter un motif X
2. Rechercher Pmeilleur tel que d(Pmeilleur, X) soit
minimale
3. Rechercher Psecond tel que la classe de Psecond
soit différente de celle de Pmeilleur





d(Pmeilleur, X) > sinf
ou
d(Pmeilleur, X)− d(Psecond, X) ≤ sconf
Alors rejeter X (non-réponse)
Sinon Si la classe de Pmeilleur est celle de X ,
Alors X est reconnu (bonne réponse)
Sinon X n’est pas reconnu (mauvaise réponse)
3.5 Non-réponses
Le classifieur incrémental est en mesure de produire,
en sortie, trois types réponses : une "non-réponse", une
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"bonne-réponse" ou une "mauvaise réponse". En particu-
lier, une non-réponse est rendue lorsque le meilleur proto-
type Pmeilleur de l’exemple d’entrée est trop éloigné de ce
dernier, ou lorsque la distance entre Pmeilleur et Psecond
est trop faible au regard de l’exemple. Cette réponse, en
plus de se rapprocher du diagnostic que ferait un humain,
peut être considérée comme un indicateur de fiabilité du
score dépressif calculé pour un sujet donné (voir 5.3). Dans
le cas où le système produirait un grand nombre de non-
réponses, la classification pourrait être jugée peu fiable.Le
cas échéant, le système peut être spécialisé sur l’individu,
via un réapprentissage du modèle, sur décision d’un expert.
Cette possibilité d’obtenir une "non-réponse" est une spé-
cificité précieuse de ce type de classifieur, le rendant plus
proche d’un diagnostic humain.
4 Conditions expérimentales
Le classifieur incrémental est entraîné pour associer à
chaque image (cf. 2.1) le score BDI-II de la vidéo dont
elle a été extraite. Afin de réduire les risques liés au sur-
apprentissage, et pour disposer d’un plus grand nombre de
classes représentées, nous avons mélangé les partitions de
développement et d’apprentissage dont nous disposions.
De plus, les exemples ont été stratifiés afin que chaque
classe soit toujours représentée en quantité raisonnable
dans les ensembles d’apprentissage et de généralisation.
A priori, il conviendrait d’apprendre un modèle en régres-
sion pour lire en sortie la valeur du score. Cependant les
différentes valeurs sont en nombre limité (seulement 41
présentes dans les vidéos étudiées, parmi les 64 valeurs
possibles en théorie) et chacune sera considérée comme
une classe. Il est important de noter que le système ne
sera pas en mesure de discriminer, en généralisation, une
classe inexistante dans les données d’apprentissage. De
plus, compte tenu de la Table 1, on pourra a posteriori
regrouper les scores numériques dans des intervalles pour
qualifier de manière descriptive la sévérité de la dépression.
4.1 Stratégies de test
Nous retenons trois stratégies pour les expériences :
Classique : construction d’un modèle sur une base
d’apprentissage puis estimation de la performance
en généralisation sur une base disjointe ;
Validation croisée : une partition S = ∪Mm=1Sm de la
base de données S étant réalisée, apprentissage de
M modèles, chacun sur S = ∪k 6=mSk, avec es-
timation de sa performance en généralisation sur
Sm ;
Flux continu : un modèle ayant été appris, utilisation
en temps-réel pour prédire l’état dépressif d’un in-
dividu placé devant une webcam.
La stratégie "classique" a été mise en œuvre en premier,
afin d’étudier le comportement du modèle et de valider
les choix de prétraitements et d’extraction des descripteurs
(présentés en 2.3). Au fil de ces expérimentations, la taille
de la base de généralisation a été fixée à 3/10e des don-
nées, distinctes des 7/10e ayant servi à entraîner le modèle,
comme le récapitule la Table 2.
TABLE 2 – Composition des ensembles de données pour la
stratégie classique
Freeform Northwind Total
Apprentissage 113 876 89 933 203 809
Généralisation 48 945 38 401 87 346
Total 162 821 128 334 291 155
Les meilleurs hyperparamètres pour le modèle ont été dé-
terminés au moyen d’une recherche en grille (grid search)
pour tenir compte des interactions entre hyperparamètres.
Les résultats présentés ci-dessous ont été obtenus avec un
seuil d’influence de 70, un seuil de confusion de 0.1 et un
coefficient de rapprochement de 0.1.
4.2 Mesures de performances
Afin d’évaluer les performances de notre approche, nous
retenons quatre indicateurs, dont deux estiment un taux de
succès en classification et deux autres mesurent une erreur :
— Le taux de succès, en termes de score BDI-II
— Le taux de succès au sens des intervalles de sévé-
rité de dépression (cf. Table 1)
— L’erreur quadratique moyenne (RMSE)
— L’erreur absolue moyenne (MAE)
Ces deux derniers indicateurs sont bien adaptés aux cas de
la classification multi-classe, particulièrement lorsque les
classes sont hétérogènes en nombre de données. Pour les
taux de succès, il est important de noter que ces indicateurs
seront calculés en tenant compte des images bien classées,
et non des vidéos dans leur ensemble.
5 Résultats
5.1 Entraînement et validation croisée
Les meilleures performances obtenues dans le cadre de la
stratégie "classique" sont présentées dans la Table 3 pour
les taux de succès et la Table 4 pour les indicateurs d’er-
reur. Notons que ces résultats, en particulier les RMSE, ne
sont pas directement comparables avec ceux du challenge
AVEC’2014 cités en 1.2 dans la mesure où nous n’avons
pas accès à la partition de test réservée aux organisateurs
du challenge, et où nous n’avons pas choisi le même parti-
tionnement des données pour nos essais.










App. 92.43% 95.25% 92.29% 95.40%
Gén. 89.78% 93.70% 91.01% 94.52%
Cette stratégie oblige à construire le modèle en n’utilisant
qu’une partie des données (70% ici). En revanche, la straté-
gie "validation croisée" permet, après estimation moyenne
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TABLE 4 – Les erreurs pour la stratégie classique
Freeform Northwind
RMSE MAE RMSE MAE
App. 4.07 0.83 3.79 0.8
Gén. 4.67 1.11 4.05 0.92
de la performance en généralisation sur M modèles, de
construire un M + 1eme modèle qui apprend sur toutes les
données à disposition. La Table 5 donne les performances
pour une validation croisée avec M = 10, où l’algorithme
apprend sur 262 040 exemples et généralise sur les 29 115
restants. En effet, les bases Freeform et Northwind ont été
mélangées puisque la stratégie "classique" a démontré la
similarité de leur comportement.





Moyenne 90.73% 94.51% 4.30 0.97
On note un gain de performance d’environ 4 % en pas-
sant du nombre de bien classés par score BDI-II au nombre
de bien classés par intervalle de sévérité dépressive. Cette
amélioration confirme l’existence d’une continuité entre
états dépressifs de sévérité proche, et témoigne de la ca-
pacité du système à la saisir. Le nombre de prototypes est
de l’ordre de 15% à 18% du nombre d’exemples.
5.2 Comparaison avec d’autres classifieurs




(en sec., pour un ex.)
SVM 73.23 % 0.009
MLP 66.98 % 0.001
Random Forest 94.87 % 0.118
C. Incrémental 90.25% 0.023
Les performances du classifieur incrémental sont compa-
rées aux performances de classifieurs de la littérature dans
la Table 6. Les taux de succès ont été obtenus en généralisa-
tion sur 30% des données via la stratégie classique exposée
en 4.1, après un apprentissage sur 70% de la base com-
plète. Les temps de réponse des classifieurs à un nouveau
motif présenté ont aussi été mesurés. Le CI n’est pas le
plus performant en termes de taux de succès, mais présente
le meilleur compromis entre qualité et rapidité de la ré-
ponse. Ce point est essentiel dans le cadre d’un outil d’aide
au diagnostic puisque le système doit pouvoir donner une
estimation en flux continu.
5.3 Flux continu
À l’issue de la validation croisée, le classifieur a été en-
traîné sur l’ensemble des 291 155 images disponibles.
Les performances à considérer sont celles obtenues en
moyenne (voir Table 5). Il peut désormais être utilisé
en prédiction pour fournir une estimation automatique de
l’état dépressif d’un individu faisant face à une simple web-
cam [26].
La fréquence des images est de 30 par seconde lors de la
capture. Cependant, l’expression dépressive s’évaluant sur
la durée, il n’est pas nécessaire de traiter toutes les images
produites. On fixe un nombre d’images n à traiter par se-
condes (par exemple, n = 10) ainsi qu’une durée d’enre-
gistrement. Les images sont prétraitées et les descripteurs
extraits comme décrit dans la partie 2.3. Chacune est alors
comparée aux prototypes par l’algorithme de généralisa-
tion (cf. partie 3.4).
La sortie du système est une valeur d’état dépressif du
sujet filmé estimée par le score BDI-II majoritaire sur une
période p donnée en secondes (par exemple : p = 20).
Notons au passage que cette procédure permet d’effacer
au fur et à mesure les données personnelles qui n’auront
été enregistrées que temporairement. Comme suggéré
dans la partie 3.5, les non-réponses pourront être à terme
exploitées comme indicateur de fiabilité du classifieur.
Score BDI-II































FIGURE 4 – Distribution des scores proposés par la classi-
fication en flux continu
Il est important de noter que, dans ce dernier contexte, il
ne nous est pas encore possible d’évaluer de réelles per-
formances. Par exemple, la pertinence des scores BDI-II
fournis par le système ne pourra être validée que lorsqu’un
protocole expérimental sera mis en place, en collaboration
avec un expert humain (voir partie 6). Néanmoins, la
faisabilité du traitement on-line a été établie par l’un des
auteurs de cet article : en filmant son propre visage, il a
obtenu un score stable de 6 sur une période d’une vingtaine
de secondes, avec un nombre de non-réponses de 20 sur
500 matérialisé par la ligne horizontale sur la Figure 4.
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6 Conclusion et discussion
Nous avons proposé un classifieur incrémental à base de
prototypes afin de déterminer l’état dépressif d’un individu
à partir d’une vidéo. Le prétraitement des images permet
de réduire fortement le biais introduit par les différences
d’échelle et les spécificités morphologiques des sujets. La
classification rapide autorise, sous couvert de validation
par un expert, le développement d’un module de classi-
fication en temps-réel de l’état dépressif, en capturant le
flux vidéo directement via une webcam.
Le système pourra facilement être utilisé par un praticien
comme outil d’aide au diagnostic et de suivi de patient,
ce dernier pouvant lui-même effectuer des évaluations
de son état à l’aide d’un matériel peu coûteux. Si cela
s’avère nécessaire, l’outil pourra être ré-étalonné (phase
d’apprentissage complémentaire) pour mieux s’adapter à
un patient précis. Sur le plan technique, notons cependant
que l’accroissement du nombre de prototypes aura pour
effet de ralentir le traitement. Pour cela, nous proposons
en perspective l’étude d’une procédure d’élagage, visant
à réduire le nombre de prototypes. Ce type de procédure
va de paire avec tout système incrémental, et est en phase
active de développement, raison pour laquelle elle n’est
pas présentée dans cet article.
Notons enfin que la plupart des travaux sur la dépression
utilisent à la fois les modalités visuelle et auditive, à l’instar
de Yu et al. [27]. La prochaine étape de ce travail consistera
à entraîner, de manière indépendante et sur le même mo-
dèle, un classifieur permettant de prédire l’état dépressif
à partir des données audio uniquement. La mise en com-
mun des deux modèles pourra ensuite se faire au moyen
d’un modèle de mémoire associative multimodale qui réa-
lise la fusion des données à l’aide d’une Bidirective Asso-
ciative Memory (BAM). Le modèle complet a déjà été dé-
veloppé [28], sur la base d’une modélisation cognitive, et
il a démontré l’amélioration des performances par la prise
en compte de plusieurs modalités [29].
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Dans cet article, nous présentons la tâche d’analyse d’opi-
nions multi-aspects et son application pour la recom-
mandation dans un cadre industriel. Les textes analysés
concernent des avis en français sur des restaurants, pos-
tés sur Internet. Ces textes ont été manuellement anno-
tés conformément à une ontologie du domaine, pour en
extraire les différentes facettes de l’expérience utilisateur
décrite et qualifier leur polarité. Plusieurs expériences
ont ensuite été menées pour apprendre automatiquement
à reproduire ce type d’annotation sur de nouveaux textes.
L’utilisation de deux CRF successifs ont permis d’atteindre
les meilleurs résultats.
Mots Clés
traitement automatique des langues, analyse multi-aspects,
fouille d’opinion, CRF
Abstract
In this paper, we present the task of multi-aspect opinion
mining and its application for recommendation in an in-
dustrial context. The texts used are comments in French
about restaurants, posted on the Internet. These texts have
been manually labeled according to a domain ontology, so
as to extract the various aspects of the user experience and
attach a polarity to them. Several Machine Learning expe-
riments have been conducted to reproduce this annotation
on new texts. The best results have been obtained by using
two consecutive CRFs.
Keywords
natural language processing, multi-aspect analysis, opinion
mining, CRF
1 Introduction
L’objectif final de nos travaux est de proposer un service in-
dustriel de recommandation personnalisée de produits tou-
ristiques. Ce service s’appuiera notamment sur l’analyse
automatique de commentaires utilisateurs postés sur In-
ternet concernant ces produits, en y recherchant les "ex-
périences utilisateurs" fines qui y sont décrites. Cette dé-
marche correspond à la tâche d’extraction automatique
d’opinions multi-aspects dans des textes. Dans un premier
temps, nous nous sommes concentrés sur le domaine de
la restauration. Dans ce cadre, les différents "aspects" per-
tinents pouvant apparaître dans un commentaire sont par
exemple l’ambiance, le cadre, la cuisine, le service, etc.
Chacun d’eux décrit une facette de l’expérience utilisateur
et peut être qualifié positivement ou négativement.
Nous avons constitué un corpus original en français de
commentaires et l’avons manuellement annoté en distin-
guant 12 aspects distincts et en associant une polarité (au
minimum : positive, négative ou neutre) à chaque occur-
rence de ces aspects. Nous avons ensuite utilisé ce corpus
pour procéder à des expériences d’apprentissage automa-
tique visant à reproduire cette annotation sur de nouveaux
textes. Comme cela est traditionnellement fait dans le do-
maine, les deux étapes d’identification des aspects et de
qualification de leur polarité ont été traités séquentielle-
ment : la première par un CRF, la deuxième en mettant
en concurrence un SVM et un nouveau CRF. Sur nos don-
nées, c’est la deuxième approche qui s’est avérée la plus
performante.
Dans la suite de l’article, nous présentons tout d’abord rapi-
dement l’état de l’art du domaine. Nous décrivons ensuite
le corpus que nous avons constitué, puis les expériences
que nous avons menées et leurs résultats.
2 Etat de l’art
L’analyse d’opinion multi-aspects est une sous-tâche bien
identifiée du Traitement Automatique des Langues [4, 6,
5], elle a notamment fait l’objet d’une compétition SemE-
val en 2014 [9] 1, 2015 [8] 2 et 2016 [7] 3. Elle est tradi-
tionnellement traitée en deux étapes distinctes : identifica-
tion des "aspects" d’abord puis qualification de leur pola-
rité. Pour l’identification des aspects, quelques approches à
base de patrons linguistiques manuellement définis ont été
testées, mais ce sont bien sûr les méthodes d’apprentissage





le dessus. Comme un "aspect" est un empan de texte (géné-
ralement supposé contigu) pouvant couvrir plusieurs mots,
ce sont les techniques d’annotation de séquences qui sont
les plus adaptées, avec un codage BIO (Begin/In/Out) pour
bien en délimiter les frontières. Les CRF [12], et plus ré-
cemment les réseaux de neurones convolutifs [10] ont mon-
tré leur efficacité en la matière. Associer une polarité à un
aspect est une tâche de classification simple, qui a été trai-
tée notamment par de la régression logistique [3], des SVM
[1] ou des réseaux neuronaux [11].
3 Constitution du corpus annoté
Lors de SemEval 2016, une partie des données propo-
sées étaient en français et portaient sur des restaurants
[2]. Les données d’entraînement et de test de ce cor-
pus comprennent en tout 457 textes correspondant à 2365
phrases. Notre corpus a été développé indépendamment 4.
Il contient 8381 avis issus de différentes sources. Ces avis
portent sur des restaurants parisiens, ils correspondant à
46213 phrases : un avis a en moyenne 6 phrases, 75 uni-
tés (mots, émoticônes...) dont 51 distincts. Les annotations
des deux corpus ne sont pas exactement les mêmes :
– le corpus de SemEval est annoté au niveau des phrases,
une propriété "target" permet de citer la portion de texte
correspondant à l’aspect annoté : cette propriété est par-
fois vide, parfois dupliquée dans les annotations. Notre
corpus est annoté au niveau des unités linguistiques,
chaque unité ne peut donc recevoir qu’une seule éti-
quette.
– les étiquettes du corpus SemEval sont des paires Entité-
Attribut (6 entités, auxquelles peuvent être attachés cer-
tains attributs : 12 paires possibles en tout). Notre
jeu d’étiquettes, inspiré d’ontologies du domaine, est
aussi composé de 12 unités, mais elles ne coïncident
que partiellement (certaines sont plus orientées "avis"
qu’"aspect" proprement dit) : Ambiance, Astuce, Cadre,
Boisson, Cuisine-Générale, Nourriture, Emplacement-
Géographique, Public-Cible, Qualité-Prix, Service, Opi-
nion générale et Recommandation.
– la polarité dans SemEval peut valoir "positif", "négatif"
ou "neutre", nous avons ajouté les modalités "très posi-
tif" et "très négatif".
Pour toutes ces raisons, les résultats de nos expériences se-
ront difficilement comparables avec ceux de la littérature.
Pour préparer nos expériences, des pré-traitements linguis-
tiques ont été appliqués sur nos textes : segmentation, éti-
quetage POS (Treetagger pour l’oral et pour l’écrit, SEM 5,
Talismane 6), lemmatisation (Talismane), chunking et enti-
tés nommées (SEM), analyse syntaxique (Talismane). Des
lexiques spécialisés (termes de cuisine par exemple) ainsi
que des lexiques d’opinion ont également été constitués.
4. il ne peut malheureusement pas être diffusé librement pour des rai-




Pour ces expériences, nous avons systématiquement utilisé
le protocole de la validation croisée à 5 plis.
Conformément à la littérature, nous avons d’abord cher-
ché à retrouver les "aspects", indépendamment de leur po-
larité. Nous avons pour cela utilisé des CRF, tels qu’im-
plémentés dans Wapiti 7. Les textes ont été traités phrase
par phrase, mais en gardant en indice leur position dans le
texte. Les "patrons" (templates) permettant de générer les
fonctions caractéristiques les plus efficaces comprenaient
la prise en compte des tokens courant, précédant et suivant,
d’expressions régulières pour les chiffres et les monnaies,
des lexiques. Les meilleurs résultats obtenus sont mesurés
en micro-moyennes des précisions (P), rappels (R) et F1-
mesures (F1) à différents niveaux de granularité :
– pour chaque étiquette distincte : P=73,52, R=72,76,
F1=73,13
– pour chaque "segment de texte" (commençant par un B
d’un certain type, se prolongeant éventuellement par des
I de même type) : P=57,59, R=54,23, F1=55,85
– par segment sans tenir compte de leur type : P=70,72,
R=66,27, F1=68,41.
Pour identifier les polarités (classification parmi les 5
classes possibles), nous avons testé des SVM et, de nou-
veau, des CRF. Nous avons d’abord réalisé des expériences
en utilisant les segments de texte "Gold". Pour les SVM 8,
les segments de textes ont été transformés en vecteurs d’in-
dices comprenant divers nombres d’occurrences et propor-
tions (des différentes catégories de mots lexicaux, mots ap-
partenant aux lexiques d’opinion, ponctuations, mots en
majuscules, indices de négation). Le meilleur SVM testé
(noyau RBF, stratégie "un contre tous", vote pondéré par
la précision du modèle associé à l’étiquette proposée) a
atteint P=39,56, R=43,3, F1=41,19. Ce SVM n’a pas di-
rectement été confronté au vocabulaire des segments, ce
qui explique sans doute ses faibles performances. Quant au
CRF, il n’a pas à réaliser de segmentation : c’est donc en
fait plutôt un modèle de "maximum d’entropie" qui a été
appris. Les attributs utilisés se sont réduits aux tokens, aux
lemmes, aux POS et à l’appartenance aux lexiques d’opi-
nion. Les résultats ont alors atteint : P=R=F1=74,79, et
même P=R=F1=80,83 quand on se ramène à 3 polarités
au lieu des 5 initiales. Mis bout à bout, les meilleurs mo-
dèles de deux tâches ont la performance suivante (par bloc
de segments typés) : P=35,18, R=35,27, F1=35,23.
5 Conclusion
Nous avons reporté dans cet article des expériences préli-
minaires visant à extraire des informations fines de com-
mentaires en français. La tâche est difficile, nous l’avons
évaluée de la façon la plus exigeante possible. Les CRF
ont pour l’instant été privilégiés, pour leur utilisation facile
de ressources linguistiques externes. Nous comptons par la
suite tester des alternatives neuronales à nos modèles.
7. https ://wapiti.limsi.fr/
8. avec la librairie Python sklearn
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1 Introduction
Studying the structure of the communities in an
ecosystem is central in environmental microbiology
[8, 14]. The biosphere’s diversity can be determined by
amplifying and sequencing specific phylogenetic mark-
ers (e.g. 16S rRNA). From there, these amplicons need
to be clusterized in ”species” named Operational Tax-
onomic Units (OTUs) [4, 9, 11, 15]. As the volume
of sequences has drastically increased in recent times,
new clustering tools have emerged to treat the data
in reasonable time. The currently used algorithms
are, from the point of view of algorithmic complex-
ity, the fastest available that do not produce random
results. However, due to their simplicity, the reliabil-
ity of the results are often discussed. These tools be-
ing essentially black boxes, their sensitivity to the se-
quence order, clustering threshold and structure of the
data makes it that the users have no way of knowing
whether better Operational Taxonomic Units (OTUs)
could have been obtained with different parameters or
even whether they correctly represent the data. In
these circumstances, there is no choice but to blindly
trust them.
Distance-based greedy clustering algorithms such as
the ones implemented in OTUclust [1], VSEARCH
[13], CD-HIT [10] or USEARCH [5] all share the same
base naive algorithm. While more sophisticated al-
gorithms [3, 6, 12, 7, 2] could produce better results
quality-wise, their runtime would render them unus-
able on millions of sequences. As the quality of the
OTUs is important, we have to find a way to im-
prove it without increasing the runtime. The differ-
ent available implementations use a variety of heuris-
tics to counterbalance the simplicity of the algorithm
but, to the best of our knowledge, no approach has
tried to add a measure of uncertainty to the process.
This is why, in order to help increase the quality and
trustworthiness of the clustering, we propose to add
uncertainty to this simple algorithm through the use
of fuzzy clustering.
2 Adding uncertainty to clus-
tering
Distance-based greedy clustering algorithms, such as
the one in VSEARCH, produce a number of OTUs
and assign each sequence to one of them. The OTU
to which a sequence is said to belong to is usually the
first one to be encountered that is sufficiently close,
i.e. within the specified threshold. This makes a se-
quence belong only to a single OTU and OTUs either
completely include or exclude a sequence. While these
would not be problems were the clustering optimal, the
need for fast algorithms gives rise to results that are
not always trustworthy. The OTUs being presented as
absolute, the end user has no choice, should consider
them correct and cannot know whether the algorithm
has encountered ambiguity. We believe that being less
strict in the way the OTUs partition sequences would
help produce better results from the end user’s point
of view. To help increase the quality of the clustering
and maximize the information that can be gathered
from the data, we propose to add uncertainty to the
clustering by means of fuzzy sets.
Using fuzzy OTUs allows us to discern the difference
between sequences close to the OTU and sequences
extremely far. Using the parameters t1 and t2, we can
tune the “detection radius” around OTUs to gather
information that would normally be discarded by the
clustering algorithm.
3 Evaluating fuzzy OTUs
An ideal OTU would contain only sequences with a
membership value of 1, meaning a group of sequences
has been perfectly regrouped with a good threshold
and no sequence lies ambiguously on the border. More
realistically, a good OTU would contain many se-
quences with high membership values and little se-
quences with low values. A bad OTU with the ma-
jority of its sequences having low membership values
could mean that the algorithm has chosen as a center
a sequence on the border of a group or, even worse,
between two distinct groups.
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We can quickly evaluate the quality of an OTU with
this repartition. If we suppose that each sequence low-
ers the quality of the OTU depending on its member-
ship value, we can use the following formula :
Quality(OTU) = 1−∑9i=1 ωi × # sequences with membership value i×0.1# sequences in the OTU
with ωi being the “cost” of having a sequence with
membership value i× 0.1.
A problem arises with singletons that always have per-
fect quality but these can safely be treated separately.
A sequence can belong to multiple OTUs due to fuzzy
membership. However, in the end, we want each se-
quence to be assigned to a single OTU. Hence, we
have to choose one of the possible OTUs. We have
two types of values left from the clustering process :
membership and quality. The first one is based on the
distance between the OTU and the sequence and the
second one is used to recognize bad OTUs. Choosing
the OTU with the best membership value is akin to
running VSEARCH. Choosing the OTU with the best
quality tends to create bigger OTUs that absorb dis-
tant sequences. To better compromise, we can use a
linear combination of both values :
α× quality + β ×membership
Increasing the importance of the quality reduces the
number of OTUs containing sequences. When α is
low, the “best” OTUs quality-wise absorb very close
sequences that would have been attributed to other
OTUs. When α gets too high, the best OTUs start
absorbing all the sequences around them, effectively
acting like an increase of the distance threshold.
4 Experimental Results
4.1 Data
We used our algorithm on a dataset containing 5977
sequences of length between 900 and 3081 for an aver-
age of 1442 and taxonomies extracted from the SILVA
database. We used a threshold of 0.97 (97% similarity)
for determining new OTUs and a threshold of 0.95 for
fuzzy membership. For the choice of the OTU for each
sequence, we present the results of three strategies :
best quality (α = 1 and β = 0), compromise (α = 0.5
and β = 0.5) and distance (α = 0 and β = 1). The
comparison with VSEARCH is done using identical
parameters when applicable.
The program, dataset and corresponding taxonomy
are available on http://projets.isima.fr/sclust/
Expe.html.
4.2 Relevant Metrics
To measure the effects of introducing uncertainty to
the clustering, we consider the computation time,
memory usage, number of OTUs, singletons and pairs
and average distance in the taxonomy tree between
sequences in the same cluster.
4.3 Analysis
Results show that the choice strategy affects every
metric relevant to the quality of the clustering : num-
ber of OTUs, singletons and pairs, average misclassifi-
cation. The fuzzy approach uses slightly more memory
than VSEARCH but all choice strategies are similar
on this metric. When using the default –maxaccepts
and –maxrejects values, computation time is lower for
VSEARCH. However, when using higher values for
these parameters – and thus more precise clustering -
the computation time is the same for both approaches.
We observe that increasing the importance of the qual-
ity in the OTU choice strategy lowers the final number
of OTUs. This is due to the fact that some OTUs are
initially created centered on isolated sequences near
good OTUs. That isolation lowers their quality and
the good OTUs absorb their sequences.
Using the quality also lowers the number of single-
tons and increases the number of pairs. This most
likely means that singletons were created close to ei-
ther good clusters or one another. The fuzzy approach
allows the algorithm to merge those sequences that
were slightly too far from the center with their corre-
sponding OTU. The increase in the number of pairs
appears to be due to the merging of singletons lying
too close to one another. The average taxonomy dis-
tance in OTUs is shown to vary wildly. Using only
the quality to choose OTUs increases this number as
the “best” OTUs attract all the sequences in their
fuzzy surroundings. This causes some sequences be-
longing to different species to be classified together.
However, using a compromise between quality and dis-
tance lowers this metric as the best clusters only ab-
sorb sequences that are sufficiently close to them and
should probably be together while rejecting the se-
quences that are too different.
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Method Time (min) Memory #OTUs #Singletons #Doubletons Distance
Fuzzy (best quality) 1:06 652744 3461 2581 442 0.75
Fuzzy (compromise) 1:06 651980 3596 2776 413 0.54
Fuzzy (distance) 1:06 683772 3631 2837 395 0.59
VSEARCH 0:21 632832 3716 2935 388 0.57
Table 1: Results of the clustering.
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Résumé
Les troubles psychosociaux sont un problème de santé pu-
blique majeur, pouvant avoir des conséquences graves sur
le court ou le long terme, tant sur le plan professionnel que
personnel ou familial. Le diagnostic de ces troubles doit
être établi par un professionnel. Toutefois, l’IA (l’Intelli-
gence Artificielle) peut apporter une contribution en four-
nissant au praticien une aide au diagnostic, et au patient
un suivi permanent rapide et peu coûteux. Nous propo-
sons un outil d’aide au diagnostic automatique de l’état
dépressif à partir d’observations du visage en temps réel,
au moyen d’une simple webcam. A partir de vidéos du chal-
lenge AVEC’2014, nous avons entraîné un classifieur neu-
ronal à extraire des prototypes de visages selon différentes
valeurs du score de dépression de Beck (BDI-II).
1 Introduction
La démonstration est associée à l’article "Diagnostic
automatique de l’état dépressif" présenté à la conférence
CNIA’2018. Des visages dont les points d’intérêt sont
extraits à partir de vidéos sont associés à un score mesu-
rant l’état dépressif du sujet. Le système permettant cette
association est un classifieur neuronal incrémental dont
l’apprentissage a été réalisé sur les données du challenge
AVEC’2014 [1]. Le présent article décrit comment ce
classifieur peut être mis en œuvre pour estimer, en temps
réel, l’état dépressif d’un sujet filmé par une webcam.
Le système d’estimation de l’état dépressif est composé de
quatre phases qui s’enchaînent comme décrit Figure 1 : la
capture de la vidéo est suivie de l’extraction des descrip-
teurs, du traitement par le classifieur et de la présentation
du diagnostic. On se focalise ici sur la description et le
fonctionnement des procédés mis en œuvre pour la clas-
sification. L’attention du lecteur est attirée sur le fait que
cette chaîne de traitement est encore à l’état de prototype,
en phase active de développement et en attente de valida-
tion, en particulier par des experts psychiatres.
2 Chaîne des traitements
2.1 Capture vidéo
La capture vidéo est réalisée au moyen d’une webcam
connectée à l’ordinateur utilisé pour la classification. Afin
d’optimiser le traitement du flux, les images sont capturées
par un thread dédié et bufferisées dans une file d’attente. De
plus, la taille des images est réduite à 300x300 pixels avant
leur traitement. La bufferisation des images assure la conti-
nuité de la capture pendant leur traitement. La fréquence de
capture est de 25 images par secondes.
2.2 Prétraitement des images
Dans la mesure où l’état dépressif s’évalue sur la durée, on
ne traite que n images par seconde (malgré une fréquence
de capture fixe). Ce paramètre est notamment utilisé pour
optimiser la fluidité du traitement global. Chaque image
fait l’objet d’une recherche de visage et d’estimation de la
position des points d’intérêts via la méthode de Kazemi et
Sullivan implémentée dans dLib.
L’alignement des visages consiste en une série de transfor-
mations géométriques ayant les objectifs suivants :
— que les visages aient la même taille ;
— que les visages soient centrés dans l’image ;
— que les yeux soient alignés horizontalement.
Cette phase, capitale, assure aux données l’homogénéité
nécessaire pour la classification. Afin de réduire la durée
de l’alignement, ce dernier est réalisé directement sur les
points extraits et non sur les images
La sortie du prétraitement est, pour chaque image, un vec-
teur de 136 composantes comprenant les abscisses et or-
données des 68 points d’intérêt extraits.
2.3 Classification
Les données sont classifiées au moyen d’un classifieur neu-
ronal incrémental à base de prototypes. C’est un réseau de
neurones à trois couches, la première recevant les entrées,
la seconde étant constituée de "neurones-distance", i.e. des
prototypes, qui sont totalement connectés aux neurones
d’entrée. A chaque présentation d’un exemple, ce dernier
est comparé à tous les prototypes en mémoire. Dans la
troisième couche, plusieurs prototypes sont associés à un
neurone de sortie, chacun représentant un score dépressif
BDI-II.
La démonstration dont est l’objet ce papier n’utilise qu’en
phase de généralisation un classifieur déjà entraîné, donc il
n’y a pas création de nouveaux prototypes. Les règles de
fonctionnement du classifieur permettent de sortir, ou non,
une classe de score dépressif. La possibilité d’obtenir une
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FIGURE 1 – Schéma d’ensemble du système d’estimation de l’état dépressif
TABLE 1 – Interprétation du score au test BDI-II





"non-réponse" est une spécificité précieuse de ce classifieur
qui le rend plus proche d’un diagnostic humain. Lors de
la classification en temps réel, les non-réponses peuvent
permettre de moduler la décision. Ainsi, le nombre de non-
réponses rendues peut permettre le calcul d’une mesure de
fiabilité de l’interprétation du score dépressif.
2.4 Diagnostic
La sortie du système est l’interprétation du score (voir
Table 1) le plus représenté lors de la classification des
images sur les p scores les plus récents. Le paramètre p est
à ajuster en accord avec la durée de l’interaction. Les résul-
tats en généralisation sur le corpus AVEC’2014 atteignent
un taux de succès de 94% pour la classification de l’inter-
valle dépressif, contre 90% pour la classification du score
BDI-II, d’où le choix de cette sortie qui se veut plus précise
et interprétable en l’état.
3 Scénario
On présente ici un cas d’utilisation simple du système de
classification de l’état dépressif, où l’utilisateur lit un pas-
sage affiché à l’écran pendant qu’il est filmé par une web-
cam.
Le nombre d’images traitées par seconde est fixé à n = 10,
et la durée de l’enregistrement à 20 secondes. On fixe à p =
20 le nombre de scores pris en comptes dans l’affichage du
résultat.
Quelques secondes après le démarrage de la procédure,
l’interprétation de l’état dépressif est affichée. On présente
également un indicateur de détection du visage, faisant sa-
voir à l’utilisateur s’il doit modifier sa posture face à la
caméra. La Figure 2 présente un aperçu de la sortie du sys-
tème.
FIGURE 2 – Exemple capturé depuis la sortie du système
de classification
4 Conclusion
Le système proposé permet de classifier en temps réel l’état
dépressif d’un sujet humain au moyen d’un classifieur neu-
ronal incrémental. Une chaine de traitement rapide du flux
vidéo est mise en œuvre afin de produire une interprétation
de l’état dépressif, au regard du test BDI-II. Les résultats
obtenus sont encourageant pour la poursuite du dévelop-
pement de l’outil. Toutefois, il est important de considérer
avec précaution le résultat. D’une part, le système n’a pas
encore pu bénéficier de l’expertise d’un professionnel de la
psychiatrie. D’autre part, dans sa définition, le score BDI-II
est évalué sur des sujets exprimant des symptômes dépres-
sifs depuis au moins deux semaines, d’où l’importance de
fixer un cadre d’utilisation du système en amont.
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English abstract We propose a Web-based application for revising an OWL on-
tology. The main functionality of this application consists in changing as less as
possible an initial ontology when adding a new piece of knowledge such as an ax-
iom, an assertion. To be able to ensure such a minimal change in preserving con-
sistency of the resulting ontology, we use a set of models generated by a tableau
algorithm to characterize the semantics of an ontology, and define a semantic
distance between ontologies. Our Web-based application provides also other ser-
vices such as visualizing an OWL ontology in a succinct syntax, inputting an
OWL axiom/assertion.
Introduction. L’intelligence collective s’appuie sur des connaissances partagées. Afin
que ces connaissances soient exploitables via des systèmes informatiques, elles doivent
être représentées et manipulées en utilisant un mécanisme de raisonnement automa-
tique. En outre, les connaissances qui reflètent la compréhension d’un domaine d’applica-
tion évoluent au cours du temps. Ceci nécessite un mécanisme assurant à tout moment la
cohérence sémantique de la totalité des connaissances du domaine représenté ; modifier
une seule information modélisée implique de réviser/vérifier toute la sémantique portée
par cette connaissance. Pour répondre à ces deux problématiques, nous proposons dans
cet article une approche pour des modèles ontologiques consistant en un mécanisme de
révision permettant la représentation et la gestion de l’évolution des connaissances.
Après une étude des approches existantes pour réviser des ontologies, nous avons
proposé un nouvel algorithme tableau pour des ontologies d’expressivité SHIQ (in-
cluse dans OWL-DL) qui garantit la priorité aux nouvelles connaissances, la cohérence
de la nouvelle ontologie et les changements minimaux. Nous avons implémenté ce nou-
vel algorithme dans le prototype ONTOREV mis en ligne par des services Web afin de
favoriser le travail collaboratif et la gestion de l’évolution de la modélisation collective
d’une ontologie.
Fondement formel. Comme mentionné précédemment, les ontologies étudiées dans
cet article sont exprimées en la logique de description SHIQ (Baader et al., 2003)
qui autorise l’expression de concepts, atomiques ou complexes, composés de construc-
teurs logiques booléens, de rôles (relations binaires) transitifs et inverses, de restrictions
existentielle, universelle et numérique. Une ontologie consiste en un ensemble de con-
naissances dont chacune peut être soit une assertion de la forme C(a) ou R(a, b) où
C est un concept, R un rôle, a, b des individus, soit un axiome de la forme C v D
ou R v S où C,D sont des concepts et R,S des rôles. Comme toutes les logiques
de description, la sémantique de SHIQ est fondée sur la théorie des modèles, i.e. elle
utilise un domaine non-vide∆ et une fonction d’interprétation I pour associer à chaque
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concept C un ensemble CI ⊆ ∆, à chaque rôle R un ensemble RI ⊆ ∆ × ∆. Le
couple I = (∆, ·I) est un modèle de l’ontologie (i.e. elle est cohérente) si I vérifie
toute contrainte sémantique (ou connaissance) contenue dans l’ontologie ; par exemple
CI ⊆ DI pour tout axiome C v D.
Soient O et O′ deux ontologies en SHIQ. La révision de O par O′ consiste à con-
struire une ontologie O∗ conservant toutes les connaissances de O′ et le plus possible
les connaissances de O. Nous avons adopté une approche fondée sur les modèles pour
la construction de O∗. Ceci veut dire que la sémantique d’une ontologie O est carac-
térisée par un ensemble fini de modèles représentatifs, noté FM(O), qui est construit
par l’algorithme de tableau. Par conséquent, la révision de O par O′ revient à constru-
ire un ensemble de modèles, noté FM(O ⊕ O′), qui inclut FM(O′) et la partie la plus
grande de FM(O) compatible avec FM(O′). En particulier, siO∪O′ est cohérente alors
FM(O⊕O′) = FM(O)∪FM(O′), etO∗ = O∪O′, i.e. la révision devient simplement
l’ajout deO′ dansO. Les lecteurs intéressés peuvent trouver le détail de cet algorithme
de révision dans l’article (Dong et al., 2017).
Fig. 1: Architecture d’ONTOREV
Architecture du noyau. L’algorithme de révision présenté dans la section précé-
dente a été implémenté dans un prototype, appelé ONTOREV, et évalué avec plusieurs
ontologies du monde réel. L’architecture d’ONTOREV est décrite dans la figure 1. Elle
est composée de quatre modules principaux, à savoir, CHO qui charge une ontologie O
à réviser et une autre ontologieO′ contenant les assertions/axiomes à ajouter ; CTM qui
construit les modèles de forêt de O et O′ ; CAR qui calcule FM(O ⊕O′) représentant
les modèles de l’ontologie résultante à partir de FM(O) et FM(O′) ; enfin, CTO qui
construit l’ontologie résultante O∗ à partir de FM(O ⊕O′) obtenu.
Le module CHO, qui dépend fortement de l’OWLAPI1, doit effectuer également
certains pré-traitements comme l’absorption, la suppression de tautologies, etc. Le mod-
ule CTM implémente un algorithme tableau spécifique (Dong et al., 2017) permet-
tant de construire l’ensemble des modèles représentatifs FM(O) d’une ontologie O.
1 http://owlapi.sourceforge.net/
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L’ensemble FM(O) peut être très grand s’il y a un nombre important de non-détermi-
nismes intrinsèques (e.g. ceux qui ne proviennent pas directement du concept ¬C tD
pour un axiome C v D). Le module CAR implémente l’algorithme calculant une dis-
tance sémantique entre deux modèles de forêt et plusieurs techniques d’optimisation
pour réduire la cardinalité de FM(O ⊕ O′). Enfin, le module CTO génère l’ontologie
résultante en SHIQ la plus “petite" sémantiquement qui prend pour modèles tous les
élements dans FM(O ⊕ O′). Remarquons que l’existence d’une ontologie en SHIQ
prenant exactement les éléments dans FM(O ⊕O′) pour modèles n’est pas nécessaire.
Exemple. Pour illustrer le processus de révision, nous considérons une ontologie,
notée O, contenant les axiomes et assertions suivants :
(1) Professor v Researcher t Expert (les professeurs sont des chercheurs ou experts),
(2) Professor v ∃supervises.Student (un professeur supervise au moins un étudiant),
(3) Professor v (≥ 2 teaches.Course) (un professeur enseigne au moins deux cours),
(4) Professor(Alex) (Alex est un professeur).
On souhaite maintenant réviser O en prenant en compte le fait que les chercheurs et
experts ne supervisent aucun étudiant. On note O′ une deuxième ontologie contenant
deux nouveaux axiomes δ1 et δ2 qui expriment les nouvelles connaissances :
δ1 : Researcher v ∀supervises.(¬Student) et δ2 : Expert v ∀supervises.(¬Student)
Si l’on ajouteO′ dansO directement, l’unionO∪O′ sera incohérente car selon (4)
Alex est un Professor et qui doit superviser un Student selon (2). Cependant, Alex doit
être soit un Researcher, soit un Expert selon (1) ; ce qui contredit δ1 ou δ2. Ceci néces-
site la révision deO afin que δ1 et δ2 soient prises en compte et les connaissances deO
soient conservées le plus possibles. Pour ce faire, ONTOREV construit deux ensembles
de modèles FM(O) et FM(O′). Ensuite, il extrait de FM(O′) l’ensemble de modèles,
noté FM(O ⊕O′), qui sont les plus proches (par rapport à la distance sémantique) des
modèles dans FM(O). Enfin, ONTOREV génère à partir de FM(O ⊕ O′) l’ontologie
résultante, notée O∗, contenant les axiomes et assertion suivants :
Expert v ∀supervises.(¬Student),
Researcher v ∀supervises.(¬Student), Professor(Alex),
> v (Professoru¬ResearcheruExpertu¬Courseu¬Studentu∃supervises.Studentu
(≥ 2 teaches.Course) t (ProfessoruResearcheru¬Expertu¬Courseu¬Studentu
∃supervises.Studentu (≥ 2 teaches.Course) t (Studentu∀supervises.(¬Student)u
(≤ 1 teaches.Course)u¬Courseu¬Professoru¬Researcheru¬Expert) t (Courseu
∀supervises.(¬Student)u(≤ 1 teaches.Course)u¬Studentu¬Professoru¬Researcheru
¬Expert),
Remarquons que O∗ peut inclure des axiomes de taille importante car ils provien-
nent des modèles trouvés dans FM(O ⊕ O′). Comme toutes les approches fondées
sur les modèles, les axiomes de l’ontologie résultante construite par notre méthode
décrivent les connaissances plutôt au niveau des modèles qu’au niveau de notre propre
conception du domaine. Par conséquent, ils sont moins “parlant" que ceux des ontolo-
gies intiales. Pour évaluer ONTOREV, nous avons réalisé plusieurs tests avec différentes
ontologies du monde réel. Les lecteurs intéressés peuvent trouver les résultats de ces
tests dans l’article (Dong et al., 2017).
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Interface Web d’ONTOREV. Nous avons intégré ONTOREV dans une application
Web2 qui permet d’éditer, de réviser et d’interroger une ontologie OWL. Les avantages
de cette interface sont que (i) tous les calculs lourds d’ONTOREV sont effectués sur
un serveur puissant, (ii) l’affichage du contenu de l’ontologie de travail et la syntaxe
de saisie d’un nouvel axiome/assertion sont facilités car exprimable en syntaxe Manch-
ester (très utilisée par la communauté), (iii) les requêtes d’utilisateur sont analysées de
façon centralisée. Cela permet d’optimiser la recherche des réponses en utilisant un mé-
canisme de cache ou d’apprentissage, et (iv) les requêtages courants sur une ontologie
OWL tels que la vérification de la cohérence, la déduction d’un nouvel axiome/assertion
y sont naturellement intégrés.
Fig. 2: Interface Web d’ONTOREV
Toutes les fonctionnalités accessibles via un navigateur Web sont aussi disponibles
comme Web services du type REST. La page d’accueil (cf. figure 2) est découpée en
deux zones :
(1) Ontology Information : Un utilisateur peut charger une ontologie en tapant l’URI
de l’ontologie ou en choisissant (Browse...) une ontologie en local. Notons que si le
bouton Load situé dans la zone Toolbox est cliqué mais que l’utilisateur n’a pas tapé de
lien ni choisi une ontologie en local, l’ontologie Training.owl de la plate-forme Learn-
ingCafé se charge par défaut.
(2) Toolbox : contient les boutons permettant de charger une ontologie (Load), sauveg-
arder le résultat (Save), annuler le traitement (Cancel). De plus, l’utilisateur peut cliquer
sur More Infos pour afficher les entités, les axiomes/assertions de l’ontologie de travail
; et Add New Infos lui permet de mettre à jour l’ontologie. Enfin, il peut aussi faire
des requêtes sur l’ontologie en utilisant DL Query & Entailment. Cette fonctionnalité
utilise les services du raisonneur HermiT (Shearer et al., 2008) à l’heure actuelle.
Quand l’utilisateur clique sur Add New Infos, une nouvelle zone s’ouvre (cf. figure
2). Cette zone comporte plusieurs boutons Entity, Axioms, etc. permettant de saisir un
2 http://linc.iut.univ-paris8.fr:8080/search-revision-engine/
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nouvel axiome ou une nouvelle assertion à ajouter dans l’ontologie de travail. Ces bou-
tons peuvent déclencher ONTOREV si l’axiome/assertion à ajouter n’est pas compatible
avec ceux déjà existant dans l’ontologie de travail.
Conclusion et perspective. Nous avons présenté le prototype ONTOREV, implé-
menté en Java pour la révision d’ontologie OWL. Le service de révision d’ontologie
basé sur ONTOREV a été intégré dans une interface Web permettant de faciliter l’accès
au service et de profiter de la puissance de calcul d’un serveur. Comme perspective
à court terme, nous visons à proposer une approche de révision hybride fondée non
seulement sur la sémantique (modèles) mais aussi sur la syntaxe. Une telle approche
améliorerait la lisibilité des axiomes de l’ontologie résultante.
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In Multiple Instance Learning (MIL) problem for sequence data, the learning data consist of a set of bags 
where each bag contains a set of instances/sequences. In some real world applications such as bioinformatics 
comparing a random couple of sequences makes no sense. In fact, each instance of each bag may have 
structural and/or temporal relation with other instances in other bags. Thus, the classification task should take 
into account the relation between semantically related instances across bags.  
In this work, we present ABClass, a novel MIL approach for sequence data classification. Each sequence is 
represented by one vector of attributes extracted from the set of related instances. For each sequence of the 
unknown bag, a discriminative classifier is applied in order to compute a partial classification result. Then, 
an aggregation method is applied in order to generate the final result. We applied ABClass to solve the 
problem of bacterial Ionizing Radiation Resistance (IRR) prediction. The experimental results were 
satisfactory. 
 
Availability: ABClass tool and the used dataset can be found in the following link :  
http://homepages.loria.fr/SAridhi/software/MIL/ . ABClass runs on a Windows or a Linux platform (tested 
on Ubuntu distribution) that contains a java JRE.  
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