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Re´sume´
Soient F une famille de suites re´elles qui divergent vers +∞, et f une fonction de R dans
R. Si f converge en +∞, alors, pour toute suite (xn)n ∈ F , (f(xn))n converge. La re´ciproque
est ge´ne´ralement fausse sauf si f et F ve´rifient certaines conditions. Cet article propose des
re´ciproques dans l’esprit du lemme de Croft ainsi que des contre-exemples.
Mots-cle´s : continuite´, segments emboˆıte´s, recouvrement, me´thodes de Baire.
1 Introduction
Soit f une fonction de R dans R. Il est bien connu que f admet une limite l en +∞ si et
seulement si pour toute suite (xn)n∈N convergeant vers +∞, (f(xn))n converge vers l.
Moralement, pour connaˆıtre le comportement de f en +∞, il faut tester f sur toutes les
suites qui tendent vers plus l’infini. En revanche, si f est monotone, il suffit de tester f sur une
seule suite. Ou` est le juste milieux, pour une fonction continue ? Nous allons montrer dans cette
note que, pour une fonction continue f , il suffira de tester f sur une famille de suites parame´tre´es
continument ve´rifiant une certaine proprie´te´ de recouvrement de voisinage de +∞.
Citons deux exemples classiques ou` l’on teste une fonction continue sur des familles de suites
parame´tre´es :
{
(n× x)n≥1 , x > 1
}
ou
{
(n+ y)n≥1 , y > 0
}
.
1. Si pour tout x > 1, lim
n→+∞ f(n× x) = 0 alors f converge en +∞ et limx→+∞ f(x) = 0.
2. Si pour tout y > 0, lim
n→+∞ f(n+ y) = 0 alors f ne converge pas ne´cessairement en +∞.
Ainsi, la famille de suites
{
(n× x)n≥1 , x > 1
}
suffit pour de´terminer le comportement a` l’infini
d’une fonction continue. L’autre famille, en revanche, ne permet pas de conclure.
Dans cette note, on va toujours supposer que f est continue. Dans la partie 2, on va com-
mencer par tester f sur des familles de suites de la forme {(λn × x)n≥1, x > 1}, ou` (λn)n≥1 est
une suite strictement croissante divergeant vers +∞. On appelera ce cas le cas multiplicatif. On
va supposer que (λn)n≥1 a` un comportement asymptotiquement ge´ometrique : lim
n→+∞
λn+1
λn
= λ.
λ est ne´cessairement supe´rieur ou e´gal a` 1 car (λn)n≥1 diverge vers +∞. On va montrer que
cette famille de suite parame´tre´e par x ∈]1,+∞[ est suffisante pour en de´duire le comportement
de f a` l’infini dans un seul cas : λ = 1.
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Dans la partie 3, on va s’inte´resser aussi aux cas additifs, c’est a` dire aux familles de suites
de la forme {(µn + y)n≥1, y > 0}. On passera bien suˆr du cas multiplicatif au cas additif a` l’aide
du logarithme. Or il se trouve que si f est lipschitsienne, ou plus ge´ne´ralement, uniforme´ment
continue sur ]0,+∞[, la famille {(n+ y)n≥1, y > 0}, suffit pour de´terminer le comportement a`
l’infini d’une fonction continue. Ainsi, en rajoutant cette hypothe`se globale sur la nature de
la fonction f , continuite´ uniforme ou fonction lipschitsienne, on montrera que l’on pourra eˆtre
moins exigeant sur la lenteur de la suite (µn)n≥1 pour diverger vers l’infini. On donnera quelques
re´sultats valables pour le cas additif mais pas ne´cessairement pour le cas multiplicatif.
Dans la partie 4, on poursuivra l’e´tude du cas additif sans supposer que la lim
n→∞ f(µn + y)
est inde´pendante de y.
On fera ensuite, dans la partie 5, quelques remarques et applications de ses re´sultats avant
d’aborder le cas des fonctions de plusieurs variables.
Dans la partie 6, on donnera quelques ge´ne´ralisations des re´sultats de la partie 2 a` 4 en di-
mensions supe´rieures en montrant l’importance de la notion de familles de suites ”recouvrantes”.
Cette notion signifie d’une certaine manie`re que si l’on ne teste pas toutes les suites pour e´tudier
le comportement a` l’infini d’une fonction continue, il suffit de la tester sur une famille de suites,
parame´tre´es continument, qui ”passe partout pre´s de l’infini”.
On terminera cette note par un e´nonce´ ge´ne´ral valable dans les espaces me´triques dans la
partie 7.
Les parties 2, 3, 4, 5 n’utiliserons que des outils e´le´mentaires dont le fameux principe des
segments emboˆıte´s. Le the´ore`me de Baire sera utilise´ de manie`re intensive dans les deux dernie`res
parties, les parties 6 et 7.
2 lim
n→+∞ f(λn × x) = 0 pour tout x
Dans cette section, on va tester f sur des suites de la forme : xn = λnx, ou` x > 1, (λn)n est
une suite strictement croissante divergeant vers l’infini. On va de´montrer le re´sultat suivant :
The´ore`me 1
Soit f ∈ C0(]1,+∞[,R), 1 ≤ λ1 < λ2 < · · · < λn < λn+1 < · · · , tels que lim
n→+∞λn = +∞.
On suppose que, pour tout x > 1, lim
n→+∞ f(λnx) = 0.
Si, de plus, lim
n→+∞
λn+1
λn
= 1 alors lim
x→+∞ f(x) = 0.
Donnons quelque exemples de telles suites : n, nα, ou` α > 0, exp(
√
n).
On de´montre classiquement ce re´sultat a` l’aide du the´ore`me de Baire, voir par exemple [4] ou [5]
avec λn ≡ n. Dans cette note, on va suivre la de´monstration propose´e dans [3]. Ainsi on utilisera,
a` la place du the´ore`me de Baire, le fait que l’intersection de segments emboˆıte´s non vides est
non vide. Ce qui est bien naturel, puisque la proprie´te´ des segments emboˆıte´s est justement la
clef de la de´monstration du the´ore`me de Baire sur R.
De´monstration du the´ore`me 1 : Pour de´montrer ce re´sultat on va utiliser le fait que si
I = [a, b], 1 < a < b, alors il existe N ≥ 1 tel que, pour n ≥ N :⋃
k≥n
λkI = [λna,+∞[, (1)
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ou` λkI = [λka, λkb]. En effet, il suffit de de´montrer que, a` partir d’un certain rang, λn+1a ≤ λnb,
or a < b donc, 1 <
b
a
, et a` partir d’un certain rang,
λk+1
λk
<
b
a
.
Maintenant, on peut de´montrer le the´ore`me 1 par l’absurde. Si f(x) ne converge pas vers 0,
alors il existe ε > 0, tel que pour tout A > 1, il existe z > A tel que |f(z)| ≥ ε. On va construire,
par re´currence sur n, une suite Jn d’intervalles ferme´s non re´duit a` un point emboˆıte´s non vides,
et une application strictement coissante ϕ de N∗ dans N∗ telle que : ∀x ∈ Jn, |f(λϕ(n)x)| ≥ ε/2.
Pour n = 1, prenons, ϕ(1) = 1, A = λ1, x1 := z/λ1 > 1, ainsi |f(λ1x1)| = |f(z)| ≥ ε. Par
continuite´ de x 7→ |f(λ1x)|, il existe h1 > 0 tel que pour x ∈ J1 := [x1, x1 + h1], |f(λ1x)| ≥ ε/2.
Supposons que Jn est de´ja` construit, Jn = [an, bn], 1 < an < bn. Prenons j tel que j > ϕ(n) et,⋃
k≥j
λkJn = [λjan,+∞[. Un tel j existe d’apre`s (1). Ainsi, il existe z > λjan, tel que |f(z)| ≥ ε.
Donc, il existe k ≥ j tel que z ∈ λkJn, i.e. z/λk ∈ Jn. Posons, ϕ(n + 1) = k. Par continuite´ de
l’application x 7→ |f(λϕ(n+1)x)|, au point z/λk ∈ Jn, on peut trouver un intervalle ferme´ non
re´duit a` un point Jn+1, contenant z/λk, contenu dans Jn, tel que |f(λϕ(n+1)x)| ≥ ε/2 pour tout
x ∈ Jn+1.
Comme
⋂
n∈N
Jn 6= ∅, on peut prendre ξ ∈
⋂
n∈N
Jn. Ainsi, pour tout n, |f(λϕ(n)ξ)| ≥ ε/2, ce qui
contredit le fait que lim
n→+∞ f(λnξ) = 0. 
Proposition 1
Soit 1 ≤ λ1 < λ2 < · · · < λn < λn+1 < · · · , tels que lim
n→+∞λn = +∞.
Si lim
n→+∞
λn+1
λn
= +∞ alors, il existe f ∈ C0(]1,+∞[,R), tel que f(x) ne converge pas vers 0
quand x→ +∞, mais telle que, pour tout x > 1, lim
n→+∞ f(λnx) = 0.
De´monstration de la proposition 1 : Il suffit de prendre la fonction lipschitsienne suivante,
qui, pour tout x, ve´rifie que f(λnx) = 0 a` partir d’un certain rang.
f(x) =
+∞∑
k=1
χ (x− λk) ou` χ(x) =
{
1− |2x− 1| 0 < x < 1
0 sinon
. (2)
Notons, que f(x) 6= 0 si et seulement si x ∈
⋃
k≥1
]λk, λk + 1[. D’autre part, pour chaque x fixe´,
cette se´rie converge, car, du fait que lim
n→∞λn = +∞, cette se´rie ne contient qu’un nombre fini
de termes non nuls.
Ceci e´tant, on peut commencer la preuve. Soit x > 1, comme lim
n→+∞λn = +∞, il existe N0
tel que, pour n ≥ N0, λn + 1 < λnx. Et comme lim
n→+∞
λn+1
λn
= +∞, il existe N1 tel que, pour
n ≥ N1, λnx < λn+1 . Ainsi, pour n ≥ N := max(N0, N1), λn + 1 < λnx < λn+1, et donc, pour
tout k ≥ 1, χ (λnx− λk) = 0, i.e. f(λnx) = 0. 
Remarquons que si λn = λn, le meˆme contre exemple convient. En fait, on peut meˆme
proposer la ge´ne´ralisation suivante :
Proposition 2
Soit 1 ≤ λ1 < λ2 < · · · < λn < λn+1 < · · · , tels que lim
n→+∞λn = +∞.
Si lim
n→+∞
λn+1
λn
= λ > 1 alors, il existe f ∈ C0(]1,+∞[,R), tel que f(x) ne converge pas vers 0
quand x→ +∞, mais telle que, pour tout x > 1, lim
n→+∞ f(λnx) = 0.
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De´monstration de la proposition 2 : On va s’inspirer de l’exemple (2) pre´ce´dent. Le point
clef est de trouver la bonne largeur du support de f sur l’intervalle [λn, λn+1]. On pose :
f(x) =
+∞∑
n=1
χ
(
x− λn
εn
)
ou` εn := min
1, λn+1 − λn, min
0<j<n
λn−jλj−λn>0
(
λn−jλj − λn
) . (3)
D’abord, notons que εn ∈]0, 1], et que, f est construite pour que : sur chaque intervalle ]λn, λn+1],
f est nulle sur [λn + εn, λn+1], et, f
(
λn +
εn
2
)
= 1.
Ve´rifions que, pour tout x > 1, f(λnx) = 0 a` partir d’un certain rang.
Soit x > 1, il existe un unique k ≥ 0 tel que λk ≤ x < λk+1. Deux cas se pre´sentent :
1. Si λk < x < λk+1, alors, il existe N0, tel que, pour
n > N0, λn+k < λnx < λn+k+1. En effet, lim
n→+∞
λn+k
λn
= λk, donc, pour n assez grand,
n > N0,
λn+k
λn
< x <
λn+k+1
λn
. D’autre part (εn)n∈N est borne´e, et 1/λn → 0, donc il existe
N > N0, tel que, pour n > N ,
λn+k
λn
+
εn+k
λn
< x. Donc, pour n > N , on a : f(λnx) = 0.
2. Si x = λk, alors la suite λnx = λnλk. C’est le cas le plus difficile, car on ne sait pas, a`
priori, de quel coˆte´ de λn+k se trouvera λnλk. En effet, si λnx est juste a` droite de λn+k
pour une infinite´ de valeurs de n, il faut bien s’assurer qu’il ne sera plus dans le support
de f . C’est donc bien cette e´tape de la de´monstration qui justifie l’expression complique´e
de´finissant la suite (εn)n. Ainsi, par de´finition de εn, on a, pour n ≥ k :
ou bien λnx ≤ λn+k, ou bien λn+k + εn+k ≤ λnx.
D’autre part, comme λnx = λnλk ∼ λn+k quand n→ +∞, on a aussi a` partir d’un certain
rang, λn+k−1 + εn+k−1 ≤ λnx ≤ λn+k+1. Donc (f(λnx))n∈N est nulle a` partir d’un certain
rang.

Remarque sur le caracte`re lipschitsien de l’exemple (3) : Remarquons que la suite (εn)n ne
converge pas ne´cessairement vers ze´ro. Par exemple, si λn ≡ λn, εn ≡ 1 a` partir d’un certain
rang. De plus, f est lipschitsienne sur ]1,+∞[ si et seulement si inf
n≥1
εn > 0.
3 lim
n→+∞ g(µn + y) = 0 pour tout y
On peut passer au cas additif, en posant, y = ln(x), µn = ln(λn), g = fo exp. On obtient,
ainsi les re´sultats suivants :
Corollaire 1
Soit 0 ≤ µ1 < µ2 < · · · < µn < µn+1 < · · · , tels que lim
n→+∞µn = +∞.
1. Soit g ∈ C0(]0,+∞[,R). On suppose que, pour tout y > 0, lim
n→+∞ g(µn + y) = 0.
Si, de plus, lim
n→+∞(µn+1 − µn) = 0 alors limy→+∞ g(y) = 0.
2. Si lim
n→+∞(µn+1 − µn) = +∞, ou si limn→+∞(µn+1 − µn) = µ > 0, alors, il existe g ∈
C0(]0,+∞[,R), tel que g(y) ne converge pas vers 0 quand y → +∞, mais telle que, pour
tout y > 0, lim
n→+∞ g(µn + y) = 0.
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√
n, nα, 0 < α < 1, ln(n) ve´rifient les hypothe`ses de la partie 1. du corollaire 1.
n, nα, 1 ≤ α, exp(n) ve´rifient les hypothe`ses de la partie 2. du corollaire 1.
Dans le cas de fonction lipschitsienne ou uniforme´ment continue, on a des re´sultats plus forts.
Ces re´sultats ne sont pas vrais dans le cas multiplicatif comme le montre le contre-exemple (2). En
effet, le changement de variable pour passer de f a` g ne conserve pas le caracte`re lipschitsien ou
d’uniforme continuite´ de la fonction g. Par exemple, f(x) ≡ x est lipschitsienne, mais g = fo exp,
i.e. : g(y) ≡ ey, n’est meˆme plus uniforme´ment continue sur ]0,+∞[.
Proposition 3
Soit 0 ≤ µ1 < µ2 < · · ·µn < µn+1 < · · · , tels que lim
n→+∞µn = +∞.
1. Soit g une fonction uniforme´ment continue sur R+.
On suppose que, pour tout y > 0, lim
n→+∞ g(µn + y) = 0.
Si, de plus, (µn+1 − µn)n∈N est majore´e, alors lim
y→+∞ g(y) = 0.
2. Si lim
n→+∞(µn+1−µn) = +∞, alors, il existe g, uniforme´ment continue sur R
+, telle que g(y)
ne converge pas vers 0 quand y → +∞, mais telle que, pour tout y > 0, lim
n→+∞ g(µn+y) = 0.
De´monstration de la proposition 3 : On de´montre les deux re´sultats e´nonce´s de manie`re
inde´pendante.
1. Pour h > 0, on note ω(g, h) := sup
|y−z|<h
|g(y) − g(z)|, le module de continuite´ de g. g est
uniforme´ment continue sur ]0,+∞[ signifie que lim
h→0
ω(g, h) = 0.
Soit A := 1 + sup
n>0
(µn+1 − µn). On se fixe ε > 0. Soit N > 1 fixe´ tel que ω(g, h) < ε ou`
h := A/(N + 1). Subdivisons l’intervalle ]0, A[,yk = kh, k = 1, · · · , N , alors :
]0, A[=
N⋃
k=1
]yk − h, yk + h[,
⋃
j≥n
]µj , µj +A[=]µn,+∞[.
Or lim
n→+∞
N
max
k=1
|g(µn + yk)| = 0,
donc, il existe N0 tel que pour n > N0,
N
max
k=1
|g(µn + yk)| < ε. Soit Y0 = µN0 , alors pour
tout y > Y0, il existe n > N0, k ∈ {1, · · · , N} tels que |y − (µn + yk)| < h.
Ainsi, pour tout y > Y0, |g(y)| ≤ |g(y)− g(µn + yk)|+ |g(µn + yk)| ≤ ω(g, h) + ε < 2ε. 
2. Il suffit d’adapter le contre-exemple (2) au cas additif.
Soit j tel que pour tout n > j, µn − µn−1 > 1. Prenons, par exemple, la fonction lipschit-
sienne suivante : g(y) :=
+∞∑
k=j
χ(y − (µn − 1)). Sur [µn, µn+1], g s’annule sur [µn, µn+1 − 1].
Soit y > 0, comme lim
n→+∞(µn+1 − µn) = +∞, on a, a` partir d’un certain rang, µn <
µn + y < µn+1 − 2, et donc g(µn + y) = 0.
4 (g(µn + y))n converge pour tout y
Dans cette partie, on ne suppose pas que la limite est inde´pendante de y.
On note l(y) := lim
n→+∞ g(µn + y). Pour montrer que g admet une limite en +∞, il faut d’abord
ve´rifier que l(.) est une fonction constante. Or, si lim
n→+∞(µn+1 − µn) 6= 0, il y a cette fois-ci peu
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d’espoir en ge´ne´ral, meˆme si f est uniforme´ment continue. Par exemple, si µn ≡ n, g est une
fonction continue non constante et pe´riodique de pe´riode 1, on a g(y + n) = g(y) ≡ l(y). On va
donc se placer dans le cas ou` lim
n→+∞(µn+1 − µn) = 0.
The´ore`me 2
Soit g ∈ C0(]0,+∞[,R), 0 ≤ µ1 < µ2 < · · ·µn < µn+1 < · · · , tels que lim
n→+∞µn = +∞.
On suppose que lim
n→+∞(µn+1 − µn) = 0.
On suppose aussi que, pour tout y > 0, lim
n→+∞ g(µn + y) existe et vaut l(y).
Alors, y 7→ l(y) est une fonction constante : l(y) ≡ L et lim
y→+∞ g(y) = L.
La de´monstration ge´ne´rale demande une bonne compre´hension de la de´monstration du the´ore`me
1. On commence par de´montrer le the´ore`me 2 dans le cas plus simple d’une fonction uni-
forme´ment continue.
De´monstration du the´ore`me 2 dans le cas ou` g est uniforme´ment continue : Soit
0 < a < b. Comme lim
n→+∞µn = +∞ et que limn→+∞(µn+1 − µn) = 0, on peut affirmer que pour
tout h > 0 et pour tout N , il existe p, q ≥ N tel que |µp + a − (µq + b)| < h, et donc que
|g(µp + a)− g(µq + b)| ≤ ω(g, h) := sup
|y−z|<h
|g(y)− g(z)|.
En effet, il existeN tel que, pour n ≥ N , µn+1−µn < h. Posons q := N+1, on a µq+a < µq+b,
comme lim
n→+∞µn = +∞, on peut de´finir p par p := min{k ≥ q, / µk + a > µq + b}.
Donc, en prenant N de plus en plus grand et h de plus en plus petit, on en de´duit que
l(a) = l(b). C’est a` dire que l(.) est une fonction constante. On peut donc conlcure a` l’aide du
corollaire 1 ou de la proposition 3. 
De´monstration du the´ore`me 2 dans le cas ou` g est continue : Graˆce au corollaire 1, il
suffit de montrer que y 7→ l(y) est une fonction constante. Prenons donc a et b deux nombres
quelconques et montrons que l(a) = l(b). On va ainsi montrer qu’il existe ξ > 1 et ϕ, une injec-
tion croissante de N∗ dans N∗ telle que lim
n→+∞ g(µϕ(2n+1) + ξ) = l(a), limn→+∞ g(µϕ(2n) + ξ) = l(b).
Comme lim
n→+∞ g(µn + ξ) = l(ξ), on en de´duit que l(a) = l(ξ) = l(b). Pour cela, on cherche a`
construire une suite d’intervalles ferme´s non re´duit a` un point emboˆıte´s non vides tels que :
– pour tout y ∈ J2m+1, |g(µϕ(2m+1) + y)− l(a)| ≤ 1/(2m+ 1),
– et pour tout y ∈ J2m, |g(µϕ(2m) + y)− l(b)| ≤ 1/(2m).
Pour n = 1, soit j tel que |g(µj+a)− l(a)| ≤ 1/1, il suffit de prendre ϕ(1) = j et J1 un intervalle
ferme´ non re´duit a` un point contenant a assez petit.
Pour n = 2, soit k > ϕ(1) tel que
⋃
l≥k
(µl + J1) = [µk+inf J1,+∞[. Comme lim
i→+∞
g(µi+b) = l(b),
il exsite i tel que |g(µi + b)− l(b)| ≤ 1/2, et µi + b ≥ µk + inf J1. Donc, il existe j ≥ k et y ∈ J1,
tel que µi+ b = µj + y. On pose alors ϕ(2) := j et J2 un intervalle ferme´, non re´duit a` un point,
assez petit contenant y, et contenu dans J1.
On peut poursuivre ainsi cette construction par re´currence et prendre, comme dans la de´monstration
du the´ore`me 1, ξ ∈
⋂
n>0
Jn 6= ∅. 
5 Commentaires sur les re´sultats pre´ce´dents en dimension 1
Dans cette partie de transition, avant d’attaquer les dimensions supe´rieures, nous donnons
quelques commentaires et applications du the´ore`me 1. En particulier, nous allons insister sur une
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certaine proprie´te´ de recouvrement qui sera le point de de´part des ge´ne´ralisations des the´ore`mes
1 et 2.
Espace d’arrive´ : Commenc¸ons par remarquer que l’ensemble d’arrive´ de f peut eˆtre rem-
place´ par C,Rd ou un espace me´trique quelconque. En revanche, la structure de l’ensemble de
de´part, R en l’occurence, a joue´ un roˆle crucial.
Re´duction des familles de suites : On peut re´duire un peu les familles de suites utilise´es dans
les the´ore`mes 1 et 2, et les propositions 1, 2, en re´duisant l’intervalle ou` vit le parame`tre a` un
sous intervalle non vide et non re´duit a` un point.
Par exemple, si J est un intervalle ouvert non vide de ]1,+∞[, (λn)n≥1 est une suite stricte-
ment croissante divergeant vers +∞ :
si lim
n→+∞λn+1/λn = 1, et si pour tout x ∈ J , limn→+∞ f(λnx) = 0, alors limx→+∞ f(x) = 0.
Comportement a` l’origine : On peut aussi e´tudier le comportement d’un fonction h en 0.
En posant f(x) ≡ h
(
1
x
)
pour x 6= 0. On se rame`ne ainsi a` l’e´tude de f en +∞ et en −∞. On
obtient alors, graˆce au the´ore`me 1, le re´sultat suivant :
Corollaire 2
Soit h ∈ C0(R− {0},R).
Soit (an)n≥1 une suite strictement de´croissante qui converge vers 0, telle que lim
n→+∞
an+1
an
= a.
On suppose que pour tout x 6= 0, lim
n→+∞h(anx) = 0.
Si a = 1, alors lim
x→0
h(x) = 0, sinon a < 1 et h ne converge pas ne´cessairement en 0.
Proprie´te´ de recouvrement : Trois ingre´dients sont essentiels a` la de´monstration des the´ore`mes
1 et 2 : la continuite´ de la fonction, le principe des segments emboˆıte´s et la proprie´te´ de recou-
vrement (1). Cette dernie`re s’e´crit ainsi :
∀ 1 < a < b,∃N ≥ 1, / n ≥ N =⇒
⋃
k≥n
[λka, λkb] = [λna,+∞[, (4)
On peut remarquer que dans (4), on peut remplacer les intervalles ferme´s d’inte´rieur non vide
[a, b] par des intervalles ouverts. Plus pre´cise´ment, la suite (λn)n ve´rifie (4) si et seulement si
pour tout intervalle ouvert non vide I de ]1,+∞[, et pour tout entier non nul n,
⋃
k≥n
λkI est un
voisinage de +∞.
Comme (λn)n≥1 est une suite strictement croissante divergent vers +∞, et que
(
λn+1
λn
)
n≥1
converge, la proprie´te´ (4) est aussi e´quivalente a` la proprie´te´ :
lim
n→+∞
λn+1
λn
= 1. (5)
On pourrait essayer le test de Cauchy pour obtenir la proprie´te´ (4) : lim
n→+∞(λn)
1/n = 1. Mal-
heureusement, cela ne suffit plus. Par exemple, soit λn = 3kn pour 2k ≤ n < 2k+1, autrement
dit λn = 3E(ln(n)/ ln(2))n ou` E(x) de´signe la partie entie`re de x. On a bien une suite strictement
croissante telle que lim
n→+∞(λn)
1/n = 1, mais
{
3k−12k+1, k ≥ 1
}
∩
⋃
n≥1
[λn × 1, λn × 2] = ∅ car,
pour n = 2k − 1, λn× 2 = 3k−1(2k − 1)× 2 < 3k−12k+1 < 3k2k = λn+1× 1. Ainsi,
⋃
n≥1
λn[1, 2] ne
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contient aucun voisinage de +∞.
Applications aux probabilite´s et aux de´velopements asymptotiques : Donnons une applica-
tion aux probabilite´s du the´ore`me 1 : une caracte´ristation des fonctions caracte´ristiques de
variable ale´atoire a` densite´ syme´trique du domaine normale d’attraction des lois stables en di-
mension 1, voir [3]. Pour fixer les ide´es, prenons l’exemple de la loi normale centre´e re´duite
N (0, 1) . Soit (Xn)n≥1 une suite de variables ale´atoires inde´pendantes e´quidistribue´es de densite´
paire commune f . D’apre´s [2],
X1 +X2 + · · ·+Xn√
n
converge en loi vers N (0, 1) si et seulement
si : ∀ x ∈ R, lim
n→+∞n
(
f̂
(
x√
n
)
− 1
)
= −x2. On peut de´montrer, a` l’aide du the´ore`me 1, que
cette dernie`re proprie´te est e´quivalente au fait que f̂(x) = 1− x2 + o(x2) en 0.
En fait, on peut traduire ce re´sultat, sans faire re´fe´rence aux probabilite´s, sous la forme du
lemme suivant :
Lemme 1 Soit ϕ ∈ C0(R,C), les deux assertions suivantes sont e´quivalentes :
1. ϕ(x) = 1− x2 + o(x2) en 0,
2. ∀ x ∈ R, lim
n→+∞n
(
ϕ
(
x√
n
)
− 1
)
+ x2 = 0.
De´monstration du lemme 1 : Le sens direct est e´vident. Seule la re´ciproque n’est pas triviale.
De´montrons la re´ciproque. Remarquons d’abord que 2. implique que ϕ(0) = 1. Posons ψ(x) :=
(ϕ(x)− 1 + x2)/x2, x 6= 0, et ψ(0) := 0. Ainsi ϕ(x) = 1− x2 +ψ(x)x2. Il suffit donc de montrer
que lim
x→0
ψ(x) = 0. En remplac¸ant ϕ en fonction de ψ dans 2., et apre`s simplification, on obtient
pour tout x 6= 0, lim
n→+∞ψ(x/
√
n) = 0. On peut donc conclure a` l’aide du corollaire 2. 
De meˆme, on laisse le soin au lecteur de de´montrer le lemme suivant :
Lemme 2 Si ϕ ∈ C0(]0,+∞[,R), a, b, p ∈ R, alors, ϕ(x) = a+bxp+o(xp) en 0, si et seulement
si pour tout x ∈]0,+∞[, lim
n→+∞n
p (ϕ (x/n)− a) = bxp.
6 Ge´ne´ralisation dans Rd
Dans cette partie, on va donner quelques ge´neralisations en dimensions supe´rieures. Le point
important est que Rd est un espace complet. Un autre point essentiel et une certaine proprie´te´
de recouvrement de la suite conside´re´e. Fixons d’abord quelque notations. Soit ‖.‖ une norme
sur Rd, on note B(x, r) := {y ∈ Rd, ‖x− y‖ < r}, B(∞, r) := {y ∈ Rd, ‖y‖ > r}. On remarquera
que les re´sultats que l’on va e´noncer ne de´pendent pas de la norme choisie sur Rd.
De´finition 1
Soit (µn)n∈N, une suite a` valeurs dans Rd. On dit que la suite (µn)n∈N satisfait la proprie´te´ de
recouvrement ou que la suite est recouvrante si pour toute boule ouverte non vide B de Rd on a :
∀N ∈ N,∃R > 0, B(∞, R) ⊂
⋃
n≥N
(µn +B), (6)
ou` µn +B := {µn + y, y ∈ B}.
Comme nous l’avons de´ja` dit vaguement dans l’introduction, cela signifie que la famille de suites
(µn + y)n≥1,y∈Rd ”passe partout pre´s de l’infini”. Plus mathe´matiquement, on peut dire que :
∀ε > 0,∀y ∈ Rd,∀N ∈ N,∃R > 0,∀x ∈ Rd, ‖x‖ > R =⇒ ∃n > N, ‖x− (µn + y)‖ < ε. (7)
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En effet, on peut ve´rifier que la condition (7) est bien e´quivalente a` la condition (6).
Car la condition (7) signifie seulement que pour tout ε, y,N , il existe R > 0 tel que :
B(∞, R) ⊂
⋃
n>N
(µn +B(y, ε)).
Nous pouvons maintenant e´noncer le re´sultat essentiel de cette partie.
The´ore`me 3
Soit f ∈ C0(Rd,R), et (µn)n∈N, une suite a` valeurs dans Rd qui ve´rifie la proprie´te´ de recouvre-
ment alors on a les deux re´sultats suivant :
1. si, pour tout x ∈ Rd, lim
n→+∞ f(µn + x) = L, Alors lim‖x‖→+∞
f(x) = L.
2. si, pour tout x ∈ Rd, (f(µn + x))n∈N est une suite convergente, Alors f(x) admet une
limite quand ‖x‖ → +∞.
Remarque 1 (Cas ou` f est uniforme´ment continue) Remarquons que si f est de plus uni-
forme´ment continue sur Rd, on peut assouplir la notion de suites recouvrantes. En effet, une
simple ge´ne´ralisation de la premie`re partie de la de´monstration de la proposition 3 montre qu’il
suffit qu’il existe un seul compact (ou pre´compact) C tel que pour tout N ∈ N, il existe R > 0
tel que B(∞, R) ⊂
⋃
n≥N
(µn + C).
On va de´montrer le the´ore`me 3 a` l’aide du the´ore`me de Baire, comme dans [4] ou [5]. On
aurait puˆ le de´montrer en adaptant les preuves des the´ore`mes 1 et 2, en utilisant une intersec-
tion de compacts emboˆıte´s non vides ou, plus ge´ne´ralement, le fait que l’intersection de boules
ferme´es emboˆıte´s non vides dont le diame`tre tend vers 0 est un singleton dans un espace complet.
De´monstration du the´ore`me 3 :
1. Prenons L = 0. Soit ε > 0, montrons qu’il existe R > 0 tel que : ‖x‖ > R =⇒ |f(x)| ≤ ε.
Conside´rons les ferme´s suivants : Fn := {x ∈ Rd, |f(µn + x)| ≤ ε}, Gn :=
⋂
k≥n
Fk. Comme,
pour tout x ∈ Rd, lim
n→+∞ f(µn+x) = 0, R
d =
⋃
n∈N
Gn. Or, le the´ore`me de Baire affirme qu’il
existe N tel que GN soit d’inte´rieur non vide. Donc GN contient une boule ouverte non
vide B. C’est a` dire que, pour tout z ∈ B, pour tout n ≥ N , |f(µn + z)| ≤ ε, autrement
dit : ∀x ∈
⋃
n≥N
(µn + B), |f(x)| ≤ ε, ce qui nous permet d’obtenir l’existence de R graˆce a`
la proprie´te´ de recouvrement de la suite (µn)n.
2. Soient a, b ∈ Rd, l(x) := lim
n→∞ f(µn + x), montrons que l(a) = l(b).
Soit ε > 0, conside´rons les ouverts : Ωp := {x ∈ Rd, |f(µp + x)− l(a)| < ε},
Un :=
⋃
p>n
Ωp = {x ∈ Rd,∃p > n, |f(µp + x) − l(a)| < ε}. On va montrer que Un est un
ouvert dense de Rd.
En effet, d’apre´s la proprie´te´ de recouvrement de la suite (µn)n, si B est une boule ouverte
non vide quelconque, il existe R > 0 tel que B(∞, R) ⊂
⋃
p>n
(µp +B). Or, on peut trouver
j > n telle que ‖µj + a‖ > R. En effet, sinon, pour tout j > n, ‖µj + a‖ ≤ R, et alors⋃
j>n
(µj + B(a, 1)) ⊂ B(0, R + 1) ce qui contredit la proprie´te´ de recouvrement de la suite
(µn)n∈N.
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Finalement, on a bien un j > n tel que ‖µj + a‖ > R. Et, il existe p > n tel que
µj + a ∈ µp + B, i.e. il existe x ∈ B tel que µp + x = µj + a. C’est a` dire que x ∈ Un.
Donc, B intersecte Un. Ceci e´tant vraie pour n’importe quelle boule ouverte non vide, on
en de´duit que Un est dense dans Rd.
De meˆme, Vn := {y ∈ Rd,∃q > n, |f(µq + y)− l(b)| < ε} est un ouvert dense.
Donc, G :=
⋂
n∈N
(Un ∩ Vn) est non vide car dense dans Rd. Soit ξ ∈ G, on a donc
‖l(ξ) − l(a)‖ ≤ ε et ‖l(ξ) − l(b)‖ ≤ ε. Ainsi, ‖l(a) − l(b)‖ ≤ 2ε, et ceci pour tout ε > 0,
donc l(a) et l(b) sont e´gaux.

Pour le lecteur qui a eu le courage d’arriver jusqu’ici, je lui laisse quelques exercices et
quelques question ouvertes pour terminer la partie 6.
Trouver des conditions suffisantes et effectives pour obtenir des familles de suites recouvrantes
est de plus en plus difficile au fur et a` mesure que la dimension augmente. En effet, on sait bien
que l’existence de toutes les limites radiales ne suffit pas pour conclure a` l’existence de la limite.
Donc, d’une certaine manie`re, une suite recouvrante doit tourner. On peut par exemple proposer
une sorte de spirale s’e´loignant de l’origine vers l’infini, mais tre´s lentement pour lui permettre
de balayer de plus en plus finement les cercles centre´s a` l’origine, et d’autant plus finement que
le rayon du cercle est grand. Plus pre´cise´ment, donnons quelques exemples de telles conditions
suffisantes laisse´es en exercices :
Conditions suffisantes pour obtenir une suite recouvrante en dimension 2 :
Par exemple, si on identifie R2 a` C et µn = %n exp(iθn), la suite (µn) est recouvrante si, par
exemple :
1. (%n)n, (θn)n sont des suites croissantes, lim
n→∞ %n = +∞, limn→∞ θn = +∞,
2. lim
n→∞(θn+1 − θn) = 0,
3. Soit τn := min{k > 0, θn+k > θn + 2pi}, lim
n→∞(%n+τn − %n) = 0.
Si la suite (τn)n e´tait majore´e, la condition 3. serait e´quivalente a` la condition lim
n→∞(%n+1−%n) =
0. Mais (τn)n n’est jamais majore´e ! En effet, comme, lim
n→∞(θn+1 − θn) = 0, on a ne´cessairement
lim
n→∞ τn =∞. Ainsi la condtion 3. est tre´s forte et dit d’une certaine manie`re que la suite (%n)n
tends beaucoup moins vite vers l’infini que la suite (θn)n.
Ainsi, n 7→
√√
n exp(i2pi
√
n) est recouvrante (τn ∼ 2
√
n), en revanche, n 7→ √n exp(i2pi√n)
ne satisfait pas 3.
Dans le cas multiplicatif, si lim
n→∞ f(λnz) = 0, pour tout z ∈ C, on peut proposer les conditions
suffisantes suivantes pour obtenir l’analogue de la proprie´te´ de recouvrement du cas additif. On
demande que λn = ρn exp(iηn) ve´rifie les conditions suivantes :
lim
n→∞ |λn| =∞, limn→∞
λn+1
λn
= 1, Soit τn := min{k > 0, |ηn+k−ηn| > 2pi}, lim
n→∞
|λn+τn |
|λn| = 1.
Ainsi, λn ≡
√
n exp(i2pi
√
n) ou λn ≡ ln(ln(n))ni convient, mais mais λn ≡ exp((1 + i)
√
n) ou
λn ≡ n1+i ne satisfait pas 3.
On peut penser aussi a` des suites de matrices, a` utiliser des suites ergodiques ou des marches
ale´atoires. On peut se demander aussi a` quel point la proprie´te´ de recouvrement est-elle ne´cessaire
a` la de´monstration de the´ore`me 3.
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7 Ge´ne´ralisation dans les espaces me´triques
Pour conclure cette note, on e´nonce le the´ore`me ge´ne´ral suivant qui synthe´tise les trois clefs
de cette note : la continuite´, la comple´tude, les suites recouvrantes. Mutatis-mutandis, on peut
faire une de´monstration analogue a` celle du the´ore`me 3. Mais, pour conclure, on va proposer
une nouvelle de´monstration base´e sur le crite`re de Cauchy de prolongement d’une fonction.
On rappelle qu’un voisinage e´pointe´ de x dans E est un sous-ensemble V de E, qui ne
contient pas x, mais tel que V ∪ {x} contienne un ouvert de E contenant x.
The´ore`me 4
On se donne :
– E,F deux espaces me´triques, x ∈ E, f ∈ C0(E − {x}, F ),
– Λ un espace me´trique complet, et, pour tout n ∈ N, µn ∈ C0(Λ, E − {x}).
Si les deux conditions suivantes sont re´alise´es :
– Pour tout ouvert non vide J de Λ et pour tout N ∈ N,⋃
n>N
µn(J) est un voisinage e´pointe´ de x dans E.
– Pour tout t ∈ Λ, (f(µn(t)))n∈N est une suite convergente dans F .
Alors f se prolonge par continuite´ en x.
De´monstration du the´ore`me 4 : On note d la me´trique de F . On va montrer que f ve´rifie
le crite`re de Cauchy. Plus pre´cise´ment, soit ε > 0 fixe´, on va montrer qu’il existe un voisinage
e´pointe´ V de x tel que pour tout (y, z) ∈ V 2, d(f(y), f(z)) ≤ 4ε. Si F e´tait complet on pourrait
conclure directement que f se prolonge par continuite´ en x. Ici, nous n’avons pas besoin de la
comple´tude de F , car par hypothe`se on sait de´ja` qu’il existe une suite convergeant vers x, sans
jamais y eˆtre e´gal, telle que son image par f converge dans F .
De´montrons donc que f satisfait le crite`re de Cauchy. Soit ε > 0 fixe´. Pour p, q ∈ N on note
Fp,q := {t ∈ Λ, d(f(µp(t)), f(µq(t))) ≤ ε} . Fp,q est un ferme´ de Λ par continuite´ de f, µp, µq.
Soit Gn :=
⋂
p,q≥n
Fp,q. Gn est un ferme´ de Λ comme intersection de ferme´. Comme, pour t ∈ Λ,
(f(µn(t)))n∈N est une suite de Cauchy, car convergente, Λ =
⋃
n∈N
Gn. Λ e´tant complet, il existe
un entier N tel que GN contienne un ouvert non vide de Λ note´ J0. Ainsi, nous savons que :
∀t ∈ J0, ∀n ≥ N, d(f(µn(t)), f(µN (t))) ≤ ε. (8)
Fixons t0 ∈ J0. Par continuite´ de t 7→ f(µN (t)) en t = t0, il existe un ouvert J contenu dans
J0 et contenant t0 tel que pour tout t dans J , d(f(µN (t)), f(µN (t0))) ≤ ε. Ainsi, nous obtenons
une deuxie`me ine´galite´ :
∀(s, t) ∈ J2, d(f(µN (t)), f(µN (s))) ≤ 2ε, (9)
car d(f(µN (t)), f(µN (s))) ≤ d(f(µN (t)), f(µN (t0))) + d(f(µN (t0)), f(µN (s))).
Comme, l’ine´galite´ (8) est ve´rifie´e pour tout t dans J , en combinant avec l’ine´galite´ (9) on
en de´duit que :
∀(s, t) ∈ J2, ∀n ≥ N, d(f(µn(t)), f(µn(s))) ≤ 4ε. (10)
En effet, on a encore graˆce a` l’ine´galite´ triangulaire :
d(f(µn(t)), f(µn(s))) ≤ d(f(µn(t)), f(µN (t))) + d(f(µN (t)), f(µN (s))) + d(f(µN (s)), f(µn(s))).
Posons V :=
⋃
n≥N
µn(J). D’apre´s la proprie´te´ de recouvrement de la famille de suite (µn(t))n∈N,t∈J ,
V est un voisinage e´pointe´ de x dans E. De plus, graˆce a` l’ine´galite´ (10), on sait que pour tout
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(y, z) ∈W :=
⋃
n≥N
{
(µn(t), µn(s)), (t, s) ∈ J2
}
, d(f(y), f(z)) ≤ 4ε. MaisW = V 2, donc le crite`re
de Cauchy est satisfait en x. 
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