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Abstract
We propose a general framework for studying quantum field theory on the anti-de-Sitter space-
time, based on the assumption of positivity of the spectrum of the possible energy operators. In
this framework we show that the n-point functions are analytic in suitable domains of the complex
AdS manifold, that it is possible to Wick rotate to the Euclidean manifold and come back, and
that it is meaningful to restrict AdS quantum fields to Poincare´ branes. We give also a complete
characterization of two-point functions which are the simplest example of our theory. Finally we
prove the existence of the AdS-Unruh effect by showing a KMS-type condition for accelerated
observers.
1 Introduction
Quantum Field Theory (QFT) on the anti-de Sitter (AdS) space-time has come today to the general
attention because of the role that AdS geometry plays at several places in modern theoretical physics
[M, RS]. AdS QFT is also believed to provide an infrared regularization [CW] that can be useful for
instance to understand the longstanding problems of gauge QFT’s. From a mathematical viewpoint
however, the status of AdS QFT is, in our opinion, rather preliminary and not completely satisfactory.
In this paper we propose a (new) framework for AdS QFT and derive a number of general results
for interacting scalar AdS theories. For an alternative approach, in the framework of local observable
theories, see [BFS, Re]
It may be useful to start by recalling how AdS QFT is rendered dicult by the lack of the global
hyperbolicity property of the underlying manifold. This manifests itself in two ways: there exist closed
timelike curves on the AdS manifold (in particular geodesics) and there is a \boundary" at spacelike
innity. The rst problem is commonly avoided by considering the covering of the manifold; the second
fact implies that the standard procedure of canonical quantization for free elds (see e.g. [BD, W])
cannot be used, since there does not exist a global Cauchy surface and information can flow in from
spacelike innity.
To construct a viable QFT under these circumstances one may need to specify suitable boundary
conditions at innity. To this end, the nice idea in [AIS] was to use the conformal embedding of the AdS
manifold in the Einstein Static Universe, which is a globally hyperbolic space-time. It has been then
possible (with some restrictions) to produce a class of boundary conditions that render the resulting
AdS QFT well dened. Unfortunately the procedure is very special and tricky, and can work at best
for free eld theories.
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Generally speaking, a well known problem when studying QFT on gravitational backgrounds is
the absence of a criterion to select the physically meaningful states. There are indeed innitely many
inequivalent representations of the same eld algebra and it is in general impossible to characterize the
physically relevant vacuum states as, for instance, fundamental states for the energy operator, since the
very concept of energy as a global quantity is in general not dened.
From this point of view the situation in the AdS case is rather fortunate: there exist operators (’time-
like’ generators of the AdS invariance group) which suitable observers can interpret as the energy.
In Section 4 we propose a plausible set of hypotheses for an interacting AdS QFT, among which
the positivity of the spectrum of the above mentioned energy operators. A condition of this sort was
proposed in Fronsdal’s group-theoretical study [F] of Klein-Gordon AdS QFT. This hypothesis, together
with the assumption of AdS covariance, readily implies that the n-point correlation functions admit
analytic continuations in tuboidal domains in the Cartesian product of n copies of (the covering of) the
complexied AdS manifold. These analyticity properties of the correlation functions play the role of the
spectral condition in the present approach, in a way that parallels as closely as possible what happens
in Wightman QFT [SW], where analyticity of the correlation functions in similar tubular domains is
analogously obtained from the positivity of the spectrum of the energy. These domains are described
in Section 3. Unfortunately the n-point tuboids are rather complicated geometrical objects and, at
present, can be given a simple description only in the case n = 1. Correspondingly, in Section 6 and in
Appendix A we give a complete characterization of two-point functions, which are actually maximally
analytic, exactly as in the Minkowski [SW] and de Sitter [BM, BEM] cases. As usual this permits the
constructions of generalized free elds and their Wick powers which fulll all the hypotheses.
One of the interesting points of the AdS geometry is that there exist submanifolds that can be
identied with Minkowski space-times in one dimension less (branes); this very fact has raised recently
a large interest [M, RS]. Our construction guarantees the possibility of considering restrictions of AdS
quantum elds to the Poincare branes and obtaining this way a completely well-dened Minkowskian
QFT. It is perhaps worthwhile to stress that this result, described in Section 5, is not as obvious as the
well-known restrictibility of Minkowskian theories to lower dimensionality space-times because of the
more complicated geometry.
In Section 7 we discuss the AdS-Unruh eect: an accelerated observer in the AdS world will perceive
a thermal bath of particles. In particular, we prove that our spectral condition imply a property similar
to that shown in [BW] in Minkowskian theory and to the extension to de Sitter space-time given in
[BEM].
Finally, in Section 8, we shortly discuss the Euclidean theory and the Osterwalder-Schrader recon-
struction.
2 Preliminaries




Cd+1) equipped with the scalar product
(x; y) = x0y0 + xdyd − x1x1 − : : : xd−1xd−1
= x0y0 + xdyd − ~x  ~y
= xµµνxν ; (2.1)
where ~x denotes (x1; : : : ; xd−1). We also use the notation jjxjj2 = Pdµ=0 jxµj2 for x 2 Ed+1 or
x 2 E(c)d+1. If A is a linear operator in Ed+1 or E(c)d+1 we denote jjAjj = supfjjAxjj : jjxjj = 1g. We adopt
the convention v1 ^ v2 = v1 ⊗ v2 − v2 ⊗ v1 and similarly for v1 ^    ^ vn.
We denote G (resp. G(c)) the group of real (resp. complex) \AdS transformations", i.e the set of
real (resp. complex) linear transformations of Ed+1 (resp E
(c)
d+1) which preserve the scalar product (2.1),
G0 and G
(c)
0 the connected components of the identity in these groups, eG0 and eG(c)0 the correponding
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covering groups. An element of G0 (resp. G
(c)
0 ) will be called a proper AdS transformation (resp. a
proper complex AdS transformation).
We denote eµ the vector in Ed+1 with eνµ = µ ν . In this special frame, we also distinguish the














the other components of x remaining unchanged. In other words
([es]x)0 = x0ch s+ x1sh s; ([es]x)1 = x0sh s+ x1ch s : (2.3)
The real (resp. complex) anti-de-Sitter space-time Xd (resp. X
(c)
d ) is dened as the submanifold of
Ed+1 (resp E
(c)
d+1) consisting of the points x such that (x; x) = 1. By changing z
µ to izµ for 0 <  < d,
the complex quadric X(c)d becomes the complex unit sphere in C
d+1, which has the same homotopy type
as the real unit sphere Sd. In particular 1(X
(c)
1 ) = Z, 1(X
(c)
d ) = 0 (i.e. X
(c)
d is simply connected) for
d  2. The covering space of Xd (resp. X(c)d ) is denoted eXd (resp. eX(c)d ). However, unless the contrary
is explicitly mentioned, we restrict our attention to the case d  2 so that eX(c)d = X(c)d . The group G0
(resp. G(c)0 ) acts transitively on Xd (resp. X
(c)
d ). Similarly eG0 acts transitively on eXd.
The Lie algebra G of G can be identied with the real vector space of the linear operators A on Ed+1
such that Aµν = Aµρρν with Aµρ = −Aρµ. Hence there is a canonical linear bijection ‘ of the space of
antisymmetric 2-tensors over Ed+1 onto G. A basis of G is provided by fMµν : 0   <   dg, with
(Mµν)ρσ = e
ρ




0 : : : 1
... 0
...
−1 : : : 0
1
CA ; etM0d =
0
B@
cos t : : : sin t
... 1
...
− sin t : : : cos t
1
CA : (2.4)
It is also easy to verify that, with the notations of (2.3), [es] = exp sM10.
The scalar product (2.1) naturally induces a G-invariant scalar product in the space of the con-
travariant tensors of order p, namely (A;B) = Aµ1...µpgµ1ν1 : : : gµpνpBν1...νp . This satises
(a1 ⊗ : : :⊗ ap; b1 ⊗ : : :⊗ bp) = (a1; b1) : : : (ap; bp) : (2.5)
In particular, given a; b 2 Ed+1,
1
2
(a ^ b; a ^ b) = (a; a)(b; b)− (a; b)2 ; (2.6)
1
2
(e0 ^ ed; a ^ b) = a0bd − adb0 : (2.7)
The square of this 2-dimensional determinant is a 2-dimensional Gramian :
(a0bd − adb0)2 = (a0)2 + (ad)2 (b0)2 + (bd)2− (a0b0 + adbd)2
= ((a; a) + ~a2)((b; b) +~b2)− ((a; b) + ~a ~b)2
= (a; a)(b; b)− (a; b)2 + ~a2~b2 − (~a ~b)2
+ (a; a)~b2 + (b; b)~a2 − 2(a; b)~a ~b : (2.8)
Supposing (a; a) > 0, (b; b) > 0, and (a; a)(b; b) − (a; b)2 > 0, we nd (a0bd − adb0)2 > 0. If a
and b are continuously varied while (a; a), (b; b), (a; b) are kept constant with the above inequalities
satised, the sign of (e0 ^ e1; a ^ b) remains constant. Under the same conditions, a can be brought
to the form a0e0, a0 > 0, by a transformation in G0. Then, denoting b0 = (0; b1; : : : ; bd), we have
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(a0)2(b0; b0) > 0, i.e. b0 is time-like in the Minkowski space fx : x0 = 0g. It can be brought to the
form b0ded by a Lorentz transformation acting in the same space, after which a = a0e0, b = b0e0 + bded,
a0bd − adb0 = a0bd. In particular if a and b are orthonormal, the necessary and sucient condition for
a = e0, b = ed,  2 G0, is that the above scalar product (2.7) be positive. Suppose a and b are
as above and (e0 ^ ed; a ^ b) > 0. Then the two dimensional real vector subspace spanned by a and b,
and any parallel 2-plane, equipped with the metric induced by (2.1), is a Euclidean space (with positive
metric). Conversely given a 2-plane with strictly positive induced metric, the parallel two dimensional
real vector subspace has an orthonormal base (a; b) and the scalar product (e0 ^ ed; a^ b) can be made
positive by changing b to −b if necessary. We call such a 2-plane time-like, and always regard it as
oriented by the 2-form d(a; x)^ d(b; x). The one-parameter subgroup of G0 dened by t 7! exp t‘(a^ b)
leaves this 2-plane invariant, and every orbit of this subgroup is contained in a parallel 2-plane. This
subgroup is conjugated in G0 to exp tM0d. It follows that
exp t‘(a ^ b) a = cos(t) a− sin(t) b ;
exp t‘(a ^ b) b = sin(t) a+ cos(t) b ;
exp t‘(a ^ b)x = x if (a; x) = (b; x) = 0 : (2.9)
We denote C1 the subset of G consisting of all elements of the form ‘(a ^ b) with (a; a) = (b; b) = 1,
(a; b) = 0, and (e0 ^ ed; a ^ b) > 0. Equivalently,
C1 = fM0d −1 :  2 G0g : (2.10)
We denote C+ the cone generated in G by C1, i.e. C+ =
S
ρ>0 C1.
While in the real Minkowski space the isotropic subspaces are one-dimensional, the maximal isotropic
subspaces in Ed+1 are two-dimensional when d > 2.
Lemma 1 Let a; b 2 Ed+1 be linearly independent and satisfy (a; a) = (b; b) = (a; b) = 0. Then
d + 1  4 and there is a  2 G0 such that a = e0 + e1 and b = ("ed−1 + ed), where " = 1. Any
x 2 Ed+1 such that (x; a) = (x; b) = (x; x) = 0 is a linear combination of a and b.
Proof. If d = 2, Ed+1 has a metric opposite to a Minkowskian metric and the isotropic subspaces are
one-dimensional. We assume that d  3. The vector a must have a non-vanishing projection in the
2-plane spanned by e0 and ed, and can be brought by some exp(M0d) to have ad = 0, a0 > 0. In the
Minkowski space fx : xd = 0g, there is a Lorentz transformation in the connected component of the
identity which brings a to be equal to e0 + e1. After these transformations b satises b0 = b1 = c. Hence
the projection of b into the Minkowski space orthogonal to e0 and e1 is light-like and cannot vanish,
since then b would be colinear to a. In particular bd 6= 0. Assuming e.g. bd > 0, there exists, in the
Minkowski space generated by fe2; : : : ; edg, a Lorentz transformation in the connected component of
the identity which brings b0 to the form "ed−1 + ed (" = 1) without aecting the subspace generated
by e0 and e1. At this point, a = e0 + e1, b = c(e0 + e1) + "ed−1 + ed. We now apply the transformation












2 −"c 0− "c "c 1 0
0 0 0 1
1
CCA = exp "c
0
B@
0 0 −1 0
0 0 −1 0
− 1 1 0 0
0 0 0 0
1
CA : (2.11)
This brings a and b to the forms e0 + e1 and "ed−1 + ed, respectively. Suppose now that x 2 Ed+1
satises (x; x) = (x; a) = (x; b) = 0. Then x0 = x1, xd−1 = "xd and the projection of x into the
subspace orthogonal to fe0; e1; ed−1; edg has to vanish. Thus x = x0a+ xdb.
The restriction to Xd of the pseudo-Riemannian metric µνdxµdxν is locally Lorentzian with sig-
nature (+; −; : : : ; −). At any x 2 Xd, the tangent hyperplane to Xd is fx + y : (x; y) = 0g. Its
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intersection with Xd is the light-cone with apex at x, fx + y 2 Xd : (y; y) = 0g. The tangent vector
M0d x is time-like and (transporting the origin to x) we dene the local future cone V +x at x as the
connected component of fy : (y; x) = 0; (y; y) > 0g which contains M0d x. In the case when x = ed,
M0d ed = e0 and any y 2 V +ed can be written as e0, where  2 G0 belongs to the stabilizer of ed:
ed = ed and  > 0. Hence
V +ed = f M0d −1 ed :  2 G0; ed = ed;  > 0g ;
= fMed : M = ‘(a ^ ed); (a; a) = 1; (a; ed) = 0;
(e0 ^ ed; a ^ ed) > 0;  > 0g ; (2.12)
and therefore, for any x 2 Xd
V +x = fMx : M = ‘(a ^ x); (a; a) = 1; (a; x) = 0;
(e0 ^ ed; a ^ x) > 0;  > 0g : (2.13)
From a global viewpoint, two events x1, x2 of Xd are space-like separated if (x1 − x2)2 < 0, i.e.
(x1; x2) > 1. The acausal set of the base point ed, i.e. the set of points x which are space-like with
respect to ed, is then given by
Γa(ed) = fx 2 Xd;xd > 1g: (2.14)
Let us introduce the causal set of ed as the complement in Xd of the closure of Γa(ed):
Γc(ed) = fx 2 Xd ; xd  1g: (2.15)
Γc(ed) can be decomposed into three sets Γc(ed) = Γ+(ed) [ Γ−(ed) [ Γex(ed):
Γ+(ed) = fx 2 Xd ; −1 < xd < 1; x0 > 0g;
Γ−(ed) = fx 2 Xd ; −1 < xd < 1; x0 < 0g;
Γex(ed) = fx 2 Xd ; xd  −1; g: (2.16)
The regions Γ+(ed) and Γ−(ed) can be conventionally called future and past of ed.
The geodesics of Xd are conic sections by 2-planes containing the origin of the ambient space; if
x1 and x2 are two points on a connected branch of geodesic γ the distance d(x1; x2) is dened by
d(x1; x2) = (x1; x2), where  is the angle under which the arc (x1; x2) of γ is seen from the origin;
otherwise stated, it is the parameter of the isometry which transforms x1 into x2 in the minimal subgroup
of G admitting γ as an orbit.  is an ordinary angle if γ is an ellipse, and a hyperbolic angle if γ is a
branch of hyperbola. The former case is interpreted as \normal" time-like separation if jj   (future
and past being distinguished by the sign of ) and one has (x1; x2) = cos d(x1; x2); d(x1; x2) is interpreted
as the interval of proper time elapsed between x1 and x2 for the geodesic observer sitting on γ. The
second case corresponds to space-like separation ((x1−x2)2 < 0) and one has (x1; x2) = ch d(x1; x2) > 1.
The AdS space-time is not geodesically convex: indeed for any point x, all the temporal geodesics
which contain x also contain the antipodal point −x, and the proper time interval beetwen x and −x
is  on each of these geodesics. Furthermore, the temporal geodesics emerging from an event x do not
cover the full causal region Γc(x) but only Γ+(x) [ Γ−(x). In order to go from x to a point y in the
region Γex(x), one needs to follow at least two arcs of temporal geodesics, which implies a "boost" (i.e.
some \interaction") at the junction of these two arcs. Similar remarks apply as regards causality and
geodesics on the covering eXd.
The dieomorphism  of S1 Rd−1 onto Xd given by
(t; ~x) 7! (
p
1 + ~x2 sin t; ~x;
p
1 + ~x2 cos t)
= exp(tM0d)(0; ~x;
p
1 + ~x2); (2.17)
(where S1 is identied to R=2Z) can be lifted into a dieomorphism e of Rd onto eXd, i.e. this provides
a global coordinate system on eXd. The Schwartz space S(Xnd ) of test-functions on Xnd is dened as
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the space of functions on Xnd which admit extensions in S(End+1). A C1 function f on eXnd belongs to
S( eXnd ) if every derivative of f with respect to the ambient coordinates decreases faster than any power
of the geodesic distance in the Riemannian geometry induced by jjxjj. Equivalently f  e 2 S(Rd).
3 Tuboids
3.1 Future and past tuboids
We denote
C+ = f 2 C : Im  > 0g = −C− : (3.1)




(e0 ^ ed; y ^ x) = y0xd − x0yd ; (3.2)
Definition 1 The future tuboid Z1+ and the past tuboid Z1− are defined by
Z1+ = fexp(M) c : M 2 C1; c 2 Xd;  2 C+g = Z1− (3.3)
(see Eq. (2.10)).
Lemma 2 Z1+ has the following properties:
(i) Z1+ = fz = x+ iy 2 E(c)d+1 : (x; x) − (y; y) = 1; (x; y) = 0;
(y; y) > 0; (z) > 0g: (3.4)
(ii) Z1+ = f exp(itM0d) ed :  2 G0; t > 0g : (3.5)
(iii) If z = x+ iy 2 Z1+ then z0 6= 0; zd 6= 0; and Im (z0=zd) > 0:
Proof. Denote A1 the rhs of (3.4), and A2 the rhs of (3.5). It is clear that Z1+, A1, A2 are invariant
under G0, and that A2  Z1+. We rst prove that Z1+  A1. Suppose that z = exp(M) c with c 2 Xd,
M 2 C1, and t = Im  > 0. Let 1 2 G0 be such that 1M−11 = M0d. Then 1z = exp((s+ it)M0d)c0,
where c0 2 Xd, c00 = 0, c0d > 0. Thus z = z0 with  = −11 exp(sM0d) and z0 = x0+iy0 = exp(itM0d)c0,
i.e. x00 = 0, x0d = c0dch (t), y0 = c0dsh (t)e0, hence (z0) > 0. It follows that z0, and therefore also z,
belong to A1.
We now show that A1  A2. Suppose that a point z = x + iy belongs to A1. There exists a  2 G0
and a real t > 0 such that y =  sh (t) e0 and x =  ch (t) ed, i.e. −1(x+ iy) = sin(it) e0 + cos(it) ed =
exp(itM0d) ed. This can be rewritten as









(x; x)(y; y) : (3.6)
To prove (iii), we suppose that x + iy 2 A1. Then xd = yd = 0 implies that both x and y belong
to a \usual" Minkowski space, hence they cannot be both time-like as well as orthogonal. The same
argument excludes z0 = 0. Finally (z) = jzdj2Im (z0=zd).
The form (3.4) makes it obvious that Z1+ is an open subset of X(c)d while the denition makes it
obvious that it is connected. We dene Z1− = Z1+. We denote eZ1 the universal covering of Z1 . We
will occasionally write Z1 instead of eZ1 when this creates no diculty.
Lemma 3 Let a+ ib 2 Z1+. Then for every M 2 C1 and  2 C+, the point exp(M)(a+ ib) is in Z1+.
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Proof. By the invariance of Z1+ under G0, it suces to prove the statement in the case when M = M0d
and  = it with real t > 0. We suppose that (b; b)  0, (a; a)− (b; b) = 1, (a; b) = 0, and (a+ ib)  0.
This implies (a0)2 + (ad)2  (a; a)  1. Let x + iy = exp(itM0d)(a + ib). A simple calculation shows
that
(y; y)− (b; b) = (a0)2 + (ad)2 + (b0)2 + (bd)2 sh 2t
+ 2(b0ad − bda0)sh t ch t > 0; (3.7)
y0xd − ydx0 = (a0)2 + (ad)2 + (b0)2 + (bd)2 sh t ch t
+ (b0ad − bda0)(ch 2t+ sh 2t) > 0: (3.8)
Lemma 4 (i) The image of the domain Z1+ (or Z1−) under the coordinate map z 7! zd = (ed; z) is
the cut-plane  = C n [−1; 1].
(ii) The image of the domain Z1−Z1+ (or Z1+Z1−) by the (scalar product) mapping z1; z2 7! (z1; z2)
is the cut-plane .
(iii) The map z1; z2 7! (z1; z2) of Z1−  Z1+ onto  can be lifted to a map of eZ1−  eZ1+ onto the
covering e of the cut-plane .
Proof.
(i) If z 2 Z1+, then, by Lemma 2, it can be written as z =  exp(itM0d)ed, with  2 G0 and t > 0.
Hence (ed; z) = (a; exp(itM0d)ed) where a 2 Xd can be written as
a = (
p
1 + ~a2 sin s; ~a;
p
1 + ~a2 cos s) = exp(sM0d) (0; ~a;
p
1 + ~a2) ; (3.9)
hence (ed; z) =
p
1 + ~a2 cos(it−s) 2 . Conversely any  2  can be written as  = cos(u+ iv), v > 0,
i.e.  = (ed; exp((u + iv)M0d)ed) is in the image of Z1+.
(ii) Let z1 2 Z1−, z2 2 Z1+. Then z1 = exp(−1M1)c1, z2 = exp(2M2)c2, with Mj 2 C1, j 2 C+,
cj 2 Xd, j = 1; 2. Hence
(z1; z2) = (c1; exp(1M1) exp(2M2)c2) = (ed; z0); (3.10)
where z0 =  exp(1M1) exp(2M2)c2 (for some  2 G0) belongs to Z1+ by Lemma 3. Therefore
(z1; z2) 2  by (i). Conversely any  2  can be written as  = cos(u + iv), v > 0, i.e.  =
(exp(−(u+ iv)M0d=2)ed; exp((u+ iv)M0d=2)ed) is in the image of Z1− Z1+.
(iii) See Appendix A.
Lemma 5 The domain Z1+ is a domain of holomorphy.
Proof. As proved in Appendix A, there exists a biholomorphic map of Z1+ onto the domain T+ n fz :
z1 = 0g in the usual d-dimensional complex Minkowski space. This also exhibits the topoplogy of Z1+.
3.2 The minimal n-point tuboids
We dene the minimal n-point future tuboid Zn+ as the subset of X(c)nd consisting of all points
(z1; : : : ; zn) such that
z1 = eτ1M1 c1; z2 = eτ1M1 eτ2M2 c2; : : : ; zn = eτ1M1 : : : eτnMn cn; (3.11)
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where, for 1  j  n, j 2 C+, Mj 2 C1, and cj 2 Xd. Equivalently
Zn+ = f(z1; : : : ; zn) 2 X(c)nd : 8j = 1; : : : ; n; zj = eit1M1 : : : eitjMj cj ;
tj > 0; Mj 2 C1; cj 2 Xdg : (3.12)
Indeed if z is of the form (3.11) with j = sj + itj then
zj = eit1M
0
1 : : : eitjM
0
j c0j ;
M 0j = e
s1M1 : : : esj−1Mj−1 Mj e
−sj−1Mj−1 : : : e−s1M1 ;
c0j = e
s1M1 : : : esjMj cj : (3.13)
We dene the minimal n-point past tuboid as Zn− = Zn+. We denote eZn the universal coverings of
these sets, but we write simply Zn when no confusion arises.
Lemma 6 The set Zn+ is open in X(c)nd .
Proof. We prove, by induction on n, the following more detailed statement (Stn): Let z = (z1; : : : ; zn) 2
X
(c)n
d be such that, for 0  j  n,
zj = eit1M1 : : : eitjMj cj ; tj > 0; Mj 2 C1 ; cj 2 Xd : (3.14)
For every neighborhood W of (t1; : : : ; tn; M1; : : : ;Mn; c1; : : : ; cn) in (0; 1)n  Cn1  Xnd there is a
neighborhood V of z in X(c)nd such that for every z








j c0j for every j = 1; : : : ; n.
We start with the case n = 1, for which we give a detailed proof. The cases n > 1 will then be more
sketchily treated. Since the statement St1 is invariant under G0, it suces to consider the case when
z = z1 = x+ iy = exp(itM0d) c with t > 0 and c0 = 0, cd > 0. Thus
x+ iy = (icdsh (t); ~c; cdch (t)); t > 0; cd > 0 : (3.15)
Let R = 1 + jjzjj. If z00 2 X(c)d is of the form (iy000 ; ~x00; x00d), with x00d > 0, then
z00 = x00 + iy00 = (ic00dsh (t
00); ~c00; c00dch (t
00)) = exp(it00M0d)c00 ;
~c00 = ~x00; c00d = ((x
00
d)
2 − (y000 )2)1/2; th (t00) = y000=x00d ; (3.16)
where c00 and t00 are continuous functions of z00. Hence given " 2 (0; 1), there is a 1 > 0 such that if z00 is
of the form (iy000 ; ~x00; x
00
d), and jjz00−zjj < 1, then (3.16) holds with jt00− tj < " and jjc00− cjj < "=4, and
jjz00jj < R(1+ "=4). There is a  > 0 such that, for every z0 2 X(c)d such that jjz0− zjj < , there exists a
 2 G0, satisfying jj− 1jj < "=4R, jj−1 − 1jj < "=4R, and such that z00 = z0 satises jjz00 − zjj < 1




d > 0. Then (3.16) holds, and z
0 = exp(it00M 0)c0, with M 0 = −1M0d,
c0 = −1c00. Since jjM0djj = 1, jjcjj  jjzjj, this implies jjM 0 −M0djj < " and jjc0 − cjj < ".
We now assume that the statement Stm has been proved for all m  n−1  1. Let z = (z1; : : : ; zn)
satisfy (3.14) and let z0 = (z01; : : : ; z
0











1 respectively close to t1, M1, c1. The point
(z002 ; : : : ; z
00
n) = (exp(−it01M 01)z02; : : : ; exp(−it01M 01)z0n) (3.17)
is close, in X(c)(n−1)d , to the point
(eit2M2c2 ; : : : ; eit2M2 : : : eitnMncn) : (3.18)
By Stn−1 the point (3.17) can be rewritten as
(eit,2M
0
2c02 ; : : : ; e
it02M
0





where, for 2  j  n, t0j , M 0j , c0j are respectively close to tj , Mj , cj . This proves Stn.
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3.3 The n-point future and past tuboids
Definition 2 We denote G+0 (resp. eG+0 ) the subset of G(c)0 (resp. eG(c)0 ) consisting of all elements of
the form exp(1M1) : : : exp(NMN ), where N 2 N, j 2 C+, Mj 2 C+ for all j = 1; : : : ; N . We define
the n-point future and past tuboids Tn+ and Tn− by
Tn+ = f(z1; : : : ; zn) 2 X(c)nd (resp: eX(c)nd ) : 8j = 1; : : : ; n;
zj = 1 : : :j cj ; j 2 G+0 (resp: eG+0 );
cj 2 Xd (resp: eXd)g ;
Tn− = T n+ : (3.20)
Note that if 1; 2 2 G+0 , then 12 2 G+0 . If  2 G0 then G+0 −1 = G+0 . Similar properties hold
for eG+0 . Therefore the tuboids Tn are invariant under G0, i.e. if  2 G0 and (z1; : : : ; zn) 2 Tn+, then
(z1; : : : ;zn) 2 Tn+. Obviously Zn  Tn. As a consequence of Lemma 3, Z1+ = T1+. We can also
write
Tn+ = f(z1; : : : ; zn) 2 X(c)nd (resp: eX(c)nd ) : 8j = 1; : : : ; n;
zj = 1 : : :j cj ; j 2 G0G+0 (resp: eG0 eG+0 );
cj 2 Xd (resp: eXd)g : (3.21)
Indeed for j = 1; : : : ; n let zj = 011 : : :
0
jj cj where 
0
j 2 G0, j 2 G+0 . Then, for j = 1; : : : ; n,








1 : : :
0












Lemma 7 For any n 2 N, Tn+ is open.
Proof. As in the proof of Lemma 6, we prove, by induction on n,
(Pn): Let z = (z1; : : : ; zn) 2 X(c)nd be such that, for 0  j  n,
zj = 1 : : :j cj ; j 2 G+0 ; cj 2 Xd : (3.22)
Then, for any z0 2 X(c)nd sufficiently close to z, there exist 01; : : : ;0n 2 G+0 and c01; : : : ; c0n 2 Xd,
respectively close to 1; : : : ;n and c1; : : : ; cn, such that z0j = 
0





We start with n = 1 and suppose, without loss of generality in view of G0-invariance, that z =  c
with c 2 Xd, and  = exp(it1M1) : : : exp(itLML), tk > 0 for all k = 1; : : : ; L. Assume e.g. L > 1
and let z0 2 X(c)d be suciently close to z. Then z00 = exp(−itL−1ML−1) : : : exp(−it1M1)z0 is close to
exp(itLML)c and it can, by the proof of Lemma 6, be written as z00 = exp(it0LM
0
L)c
0, where t0L > 0,
M 0L 2 C1 and c0 2 Xd are respectively close to tL > 0, ML, and c. Thus z0 = 0 c0 with 0 =
exp(it1M1) : : : exp(itL−1ML−1) exp(it0LM
0
L).
The inductive proof of Pn for all n > 1 follows the same line as in the proof of Lemma 6.
Note that Tn+  (T1+)n. The tuboids eTn are dened as the covering spaces of Tn.
Remark 1 The transformation [−1] = eipiM10 belongs toG andG(c)0 but not toG0. Indeed [−1]M0d[−1] =
−M0d. If L = ‘(u ^ v) 2 C1, and L0 = [−1]L[−1] = ‘(u0 ^ v0) we nd (M0d; L0) = −(M0d; L),
i.e. u00v
0
d − u0dv00 < 0 hence L0 2 −C1. As a consequence if (z1; : : : ; zn) 2 Tn+ (resp. Zn+) then
([−1]z1; : : : ; [−1]zn) 2 T n+ (resp. Zn+).
4 QFT on Xd and eXd
As usual, it is possible to formulate the main assumptions in terms of distributions (the test-functions
having then compact supports) or tempered distributions. We denote Bn the space of test-functions
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on Xnd or eXnd . This may be either D(Xnd ) (resp. D( eXnd )) or S(Xnd ) (resp. S( eXnd )). The Borchers
algebra B on Xd (resp. eXd) is the complex vector space of terminating sequences of test-functions
f = (f0; f1(x1); : : : ; fn(x1; : : : ; xn); : : :), where f0 2 C and fn 2 Bn for all n  1, the product and ?





fp ⊗ gq; (f?)n(x1; : : : ; xn) = fn(xn; : : : ; x1); (4.1)
The action of  2 G0 (resp. eG0) on B is dened by f 7! ffg, where
ffg = (f0; f1fg; : : : ; fnfg; : : :);
fnfg(x1; : : : ; xn) = fn(−1x1; : : : ;−1xn): (4.2)
It will also be useful to denote
fnf1,...,ng(x1; : : : ; xn) = fn(
−1
1 x1; : : : ;
−1
n xn); (4.3)
where fn 2 Bn and 1; : : : ;n belong to G0 or eG0. If  is a permutation of (1; : : : ; n), and fn 2 Bn we
dene the function pifn 2 Bn by
pifn(xpi(1); : : : ; xpi(n) = fn(x1; : : : ; xn) : (4.4)
The theory of a single scalar quantum eld theory on Xd (resp. eXd) is specied by a continuous linear
functional W on B, i.e. by a sequence fWn 2 B0ngn2N (resp. fWn 2 B0ngn2N), called Wightman
functions, with the following properties:
1. Covariance: Each Wn is invariant under the group G0 (resp. eG0), i.e. for all
hWn; fnfgi = hWn; fni (4.5)
for all  2 G0 (resp. eG0).
2. Locality:
Wn(x1; : : : ; xj ; xj+1; : : : ; xn) = Wn(x1; : : : ; xj+1; xj ; : : : ; xn) (4.6)
if xj and xj+1 are space-like separated.
3. Positive Definiteness: For each f 2 B, W(f?f)  0. Explicitly, given f0 2 C; f1 2 B1; : : : ;
fk 2 Bk, then
kX
n,m=0
hWn+m; f?n ⊗ fmi  0: (4.7)
If these conditions are satised the GNS construction (see [Bo, J]) provides a Hilbert space H, a
continuous unitary representation  7! U() of G0 (resp. eG0) and a representation f 7! Φ(f) (by
unbounded operators) as well as a unit vector Ω 2 H, invariant under U , such that W(f) = (Ω; Φ(f)Ω)
for all f 2 B. As a special case the eld operator  is the operator valued distribution over Xd (resp.eXd) such that (f1) = Φ(f) where f = (0; f1; 0; : : :). In addition the construction provides vector
valued distributions (b)n such that
h(b)n ; fni = Φ(f)Ω
=
Z
fn(x1; : : : ; xn)(x1) : : : (xn)Ω d(x1) : : : d(xn) (4.8)
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where f = (0; : : : ; 0; fn; 0; : : :). As usual, for every  2 G0 (resp. eG0),
U()Φ(f)U()−1 = Φ(ffg); U()Ω = Ω : (4.9)
The details of this construction are completely analogous to those of the Minkowskian case. To every
element M of the Lie algebra G we can associate the one-parameter subgroup t 7! exp tM of G0 (resp.eG0) and a self-adjoint operator cM acting in H such that exp itcM = U(exp tM) for all t 2 R. With
these notations, we postulate the following
4. Strong Spectral Condition: For every M 2 C+, every Ψ 2 H, and every C1 function e’ with
compact support contained in (−1; 0),Z
R
Z e’(p) e−itp dp U(exp tM)Ψ dt = 0 : (4.10)
Equivalently cM has its spectrum contained in R+.
Using the spectral decomposition of cM , this implies that, for every Ψ 2 H, t 7! exp(itcM)Ψ =
U(exp tM)Ψ extends to a function, again denoted z 7! exp(izcM)Ψ, continuous on C+ and holomorphic
in C+, and bounded in norm by jjΨjj. For any nite sequence fMjg1jN of elements of C+, the function
(z1; : : : ; zN ) 7! eiz1 cM1 : : : eizN cMN Ψ (4.11)
is therefore continuous and bounded in norm by jjΨjj on the \flattened tube"
N[
j=1
f(z1; : : : ; zN ) 2 CN : zj 2 C+; zk 2 R 8k 6= jg : (4.12)
It is holomorphic in zj in C+ when the other zk are kept real. By the flattened tube (Malgrange-Zerner)
theorem, this function extends to a continuous function on C+
N
, holomorphic in CN+ , and bounded in
norm by jjΨjj. Thus the function  7! U()Ψ extends to a bounded holomorphic function on G+0 (resp.eG+0 ) with continuous boundary value on G0 (resp. eG0 ).
We now consider
(1; : : : ; n) 7!Z
(Ω; eiτ1cM1(x1) : : : eiτn cMn(xn)Ω) fn(x1; : : : ; xn) d(x1) : : : d(xn)
=
Z
(Ω; (eτ1M1x1)(eτ1M1eτ2M2x2) : : : (eτ1M1 : : : eτnMnxn);Ω)
fn(x1; : : : ; xn) d(x1) : : : d(xn)
def= hWn; fnf1,...,ngi ; (4.13)
where, for 1  j  n, j 2 R, Mj 2 C+, and j = eτ1M1 : : : eτjMj . Suppose that fn = g1 ⊗ : : : ⊗ gn
where gj 2 B1. Then (4.13) extends to a function of 1; : : : ; n which is C1 on the flattened tube
n[
j=1
f(1; : : : ; n) : Im j  0; Im k = 0 8k 6= jg ; (4.14)




f(1; : : : ; n) : jj j < K; Im j  0; jkj < K; Im k = 0 8k 6= jg (4.15)
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jjgj jjm(K) ; (4.16)
where jjgj jjm(K) is one of the seminorms dening the topology of B1. The envelope of holomorphy of




fj 2 C+ : jj j < Ktg (=4n)g: (4.17)
Therefore the function (4.13) extends to a C1 function on (C+)n, holomorphic in (C+)n and bounded
in modulus by (4.16) on the set Hn(K) for every K > 0. For every  2 Hn(K), the value of (4.13)
denes a continuous n-linear form on Bn1 , hence, by the nuclear theorem, a unique continuous linear
functional on Bn. We conclude that, for a general fn 2 Bn, the function (4.13) extends to a C1 function
on (C+)n, holomorphic in (C+)n. By standard arguments it follows that there exists a function Wn,
holomorphic in Zn+, having Wn as its boundary value in the sense of distributions. The same proof
(but with a more cumbersome notation) shows that Wn is holomorphic in Tn+.
In the remainder of this paper we will require the Wightman functions Wn to be tempered distribu-
tions on Xnd (resp. eXnd ), i.e. we will take Bn = S(Xnd ) (resp. S( eXnd )), and we will assume, instead of
the \strong spectral condition", that the following holds:
5. Tempered Spectral Condition: For each n 2 N, there is a function Wn, holomorphic and of
tempered growth in Tn+, having Wn as its boundary value in the sense of tempered distributions.
Moreover for any fn 2 Bn and every choice of M1; : : : ;Mn 2 C1 the function dened by (4.13) is
C1 and at most of polynomial growth in Cn+.
If the positive deniteness condition holds, the tempered spectral condition implies the strong spec-
tral condition. However the tempered spectral condition makes sense even if the positive deniteness
condition does not hold. If the conditions of covariance and locality, and the tempered spectral condition
hold, then, for every m;n 2 N, Wm+n(wm; : : : ; w1; z1; : : : ; zn) is the boundary value of a function of
(w; z) holomorphic in T m+  Tn+ = Tm−  Tn+.
The following lemma follows from arguments given in [BEM] (Sect. 5), using as the main tool a
theorem of V. Glaser [G1].
Lemma 8 Let W be a Wightman functional satisfying the conditions of covariance and locality and
the tempered spectral condition. Suppose in addition that there is a real open set V 2 Xd such that
W(f?f)  0 for all f 2 B with support in V (i.e. such that fn has support in V n for all n 2 N).
Then there exists, for each n 2 N, a vector valued function n, holomorphic in Tn+, and with tempered
growth at infinity and near the boundaries, having (b)n as a boundary value in the sense of tempered
distributions. In particular W satisfies the unrestricted positive definiteness condition, and the Reeh-
SchliederTheorem holds.
The permuted Wightman functions Wn,pi dened, as usual, by hWn,pi ; fni = hWn ; pifni, are bound-
ary values of functions Wn,pi holomorphic in the permuted tuboids Zn,pi = fz : (zpi(1); : : : ; zpi(n)) 2 Zn+.
Owing to local commutativity, they are branches of a single holomorphic function.
If the conditions 1-5 hold, one may want to assume
6. Uniqueness of the vacuum: The invariant subspace of H, fΨ 2 H : U()Ψ = Ψ 8 2
G0 (resp: eG0)g is one-dimensional, i.e. it is equal to CΩ.
In the Minkowskian case this condition is equivalent to a clustering property of the Wightman func-
tions, namely the truncated Wightman functions tend to zero when a proper subset of their arguments
tend to space-like innity while the others remain bounded. (The truncated Wightman functions have
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the same inductive denition as in the Minkowskian case ([J] p. 66). They have the same linear prop-
erties as the Wightman functions.) A similar equivalence holds in the anti-de Sitter case. In Sect. 5,
we discuss some properties of this type, which are equivalent to the uniqueness of the vacuum in the
presence of positivity.
5 Parabolic (Poincare´) sections
A convenient chart of a part of Xd (resp. X
(c)
d ) is provided by the parabolic coordinates z; v 7! z(z; v)
given by




zd−1 = sh v + 12e
vz2
zd = ch v − 12evz2
: (5.1)
In this equation  = 0; 1; :::; d− 2, z0; :::; zd−2 are the coordinates of an arbitrary event in a real (resp.
complex) (d − 1)-dimensional Minkowski space-time with metric1 ds2M = dz0 2 − dz1 2 − : : : − dzd−2
2,
z2 = z0z0 −Pd−2j=1 zjzj and v 2 R (resp. C).
This explains why the coordinates z; v of the parametrization (5.1) are also called Poincare coordi-
nates. As z; v vary in Rd, the image of this map is fx 2 Xd : xd−1 + xd > 0g. The scalar product
and the AdS metric can then be rewritten as follows:




(z− z0)2 ; (5.2)
ds2AdS = e
2vds2M − dv2: (5.3)
Eq. (5.2) implies that
(z(z; v)− z0(z0; v0))2 = ev+v0(z− z0)2 − 2ch (v − v0) + 2 : (5.4)
For a given real v we denote Mv the parabolic section
Mv = fz 2 Xd (resp: X(c)d ) : (z; ed − ed−1) = zd−1 + zd = evg: (5.5)
The subgroup G(d−1)d (resp. G
(c)
(d−1)d) of G0 (resp. G
(c)
0 ) which xes ed − ed−1, and therefore leaves
Mv globally invariant, is isomorphic to the real (resp. complex) Poincare group operating on the




1 : : : 0 b0 b0





0 : : : 1 bd−2 bd−2









operates in the Minkowski leaf as z 7! z+ b. If b = (; ~0; 0), this transformation leaves the coordinates
z1; : : : ; zd−2 unchanged and, in the 3-dimensional space of the coordinates z0; zd−1; zd, is given by
eτL0 =
0
@ 1   1 + τ22 τ22





1Here and in the following where it appears, an index M stands for Minkowski.
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Here
L0 = ‘(e0 ^ (ed − ed−1)) = M0d −M0(d−1) =
0




Similarly Lµ = ‘(eµ ^ (ed − ed−1)) where 0    d− 2. With these notations,
z(z; v) = exp(zµLµ) exp(vM(d−1)d) ed : (5.9)
We denote
Γ(d,d−1) = fbµLµ 2 G : b0 > j~bjg
= f tL0 −1 : t > 0;  2 G0; ed = ed; ed−1 = ed−1g : (5.10)
If c is a real point of Mv, i.e. c = z(c; v) for some real c and v, and Q = bµLµ 2 Γ(d,d−1) then
exp(iQc) = z(c+ ib; v) is a point of the future tube in the complexied Mv considered as a Minkowski
space. Conversely any point of the future tube is of this form.
More generally, we dene the n-point forward tuboid Fd,d−1,n as
Fd,d−1,n = f(z1; : : : ; zn) 2 X(c)nd : 8j = 1; : : : ; n
zj = exp(iQ1)    exp(iQj) cj ; Qj 2 Γ(d,d−1) ;
cj 2 Xd; cd−1j + cdj > 0g : (5.11)
The intersection of this set with Mnv is the set obtained by restricting the cj to lie in Mv in the above
denition. This intersection is just the n-point forward tube in the Minkowskian variables z1; : : : ; zn.
The main point of this section is
Lemma 9 For all n, Fd,d−1,n  Zn+.
The proof of this lemma consists of Lemmas 10 and 11 below. We begin with the following remark.
Remark 2 Let
u = exp(uMd(d−1)) =
0




Then ueµ = eµ for 0    d− 2, and




−jujued−1 = ed−1  ed ; lim
u!1 2e
−jujued = ed  ed−1 ; (5.14)
and, for 0    d− 2,
uMµd−1u = ‘(eµ ^ ued) = (chu)Mµd − (shu)Mµ(d−1) (5.15)
lim
u!1 2e
−jujuMµd−1u = Mµd Mµ(d−1) : (5.16)
lim
u!1 2e
−jujuMµ(d−1)−1u = Mµ(d−1) Mµd : (5.17)
Lemma 10 Let c 2Mv and L 2 Γ(d,d−1), and let z = exp(iL)c. Then
(i) There is an M 2 C+, and a c0 2 Xd, arbitrarily close to L and c, respectively, such that z =
exp(iL)c = exp(iM)c0.
(ii) For every neighborhood W of (L; c) in G Xd, there is a neighborhood V of z = exp(iL)c in X(c)d
such that every z00 2 V can be written as z00 = exp(iM 00) c00, with M 00 2 C+ and (M 00; c00) 2W .
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Proof. (i) It suces to prove the statement in case L = sL0 for some s > 0, and c0 = 0. In the
coordinates (z0; zd−1; zd), for any  2 C, c 2Mv,
exp(L0) c =
0
@ c0 + evc0 + cd−1 + ev τ22
− c0 + cd − ev τ22
1
A : (5.18)
As expected the two last components add up to ev. We now set c0 = 0 and  = is (s > 0) in (5.18). We
look for M in the form
M = u tM0d −1u ; (5.19)
with u as in (5.12) and u > 0 large. Then
(u; it) = u exp(itM0d) −1u =0
@ ch t ishu sh t ichu sh tishu sh t ch 2u − sh 2u ch t chu shu (1− ch t)
− ichu sh t −chu shu (1− ch t) −sh 2u + ch 2u ch t
1
A : (5.20)
The set of all vectors z = (iy0; ~x; xd−1; xd) with pure imaginary 0-component and all other components
real is mapped into itself by (u; it) for all real u and t. As u tends to +1,
u tM0d −1u = (chu)tM0d − (shu)tM0(d−1) (5.21)
tends to L0 provided t  2e−u, and (u; it) tends to exp(isL0) provided t  2se−u. For xed real
c = (0; ~c; cd−1; cd), satisfying cd−1+cd = ev, and real s > 0, we wish to nd a real c0 = (0; ~c; c0d−1; c0d)





 2se−u : (5.22)
The other components of c0 are then real and tend to those of c as u!1. This proves (i).
(ii) Using (i), z = exp(iM)c0, where M 2 C+ and c0 2 Xd can be chosen arbitrarily close to L and c
respectively. If z00 2 X(c)d is suciently close to z, we may apply St1 of the proof of Lemma 6, which
yields the conclusion of (ii).
The condition that c 2 Mv in Lemma 10 can be replaced by the condition cd + cd−1 > 0, and in fact
by cd + cd−1 6= 0 since the case cd + cd−1 < 0 can be dealt with by changing c to −c. We note also that
(cd + cd−1)2 = (L0c; L0c). We dene
Γ+ = fL0−1 :  2 G0;  > 0g
= fa ^ b : (a; a) = 1; (b; b) = (a; b) = 0; a0bd − adb0 > 0g (5.23)
(the same calculations as in (2.8) show that if (a; a) = 1, (b; b) = (a; b) = 0, then (a0bd − adb0)2  ~b2 =
b20 + b
2
d). The following lemma extends Lemma 10 to the case of n points. It may be useful to spell it
out in some detail.
Lemma 11 let z = (z1; : : : ; zn) 2 X(c)nd be such that, for 1  j  n,
zj = eiQ1 : : : eiQj cj ; Qj 2 Γ(d,d−1) ; cj 2 Xd; (Qjcj ; Qjcj) > 0 : (5.24)
For each " > 0, there exists a (n; "; Q; c) > 0 such that, for any z0 = (z01; : : : ; z0n) 2 X(c)nd satisfying
jjzj − z0jjj < (n; "; Q; c) for all j = 1; : : : ; n, there exist M1; : : : ;Mn 2 C+ and c01; : : : ; c0n 2 Xd such
that jjMj −Qjjj < ", jjcj − c0j jj < ", and z0j = exp(iM1) c01 : : : exp(iMj) c0j for all j = 1; : : : ; n.
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Proof. Let St0n denote the statement of the lemma. St
0
1 follows from Lemma 10 in view of the preceding
remarks. Assume that St0m has been proved for all m  n− 1 and let z = (z1; : : : ; zn) be as in (5.24).






n− 1; "; eQ; ec : (5.25)




1 − z1 < 1, there exist M1 2 C+ and c01 2 Xd
such that z01 = exp(iM1)c
0
1, jjc01 − c1jj < ", jjM1 − Q1jj < ", and jj exp(iM1) − exp(iQ1)jj < 2. Let
z01; : : : ; z0n 2 X(c)nd satisfy jjz0j−zj jj < minfR=4; 1; 2=(1+ jj exp(−iQ1)jj)g, and let M1, c01 be as above.
Then, for 2  j  n,
jj exp(−iM1)z0j − exp(−iQ1)zj jj  jj exp(−iM1)− exp(−iQ1)jj jjz0j jj
+ jj exp(−iQ1)jj jjz0j − zjjj
 (n− 1; "; eQ; ec): (5.26)
By St0n−1, there exist M2; : : : ;Mn 2 C+ and c02; : : : ; c0n 2 Xd such that, for 2  j  n, jjM2 −Q2jj < ",
jjc02 − c2jj < ", and exp(−iM1)z0j = exp(iM2) : : : exp(iMj)c0j . This proves St0n.
We digress at this point and take advantage of the above calculations to recall the proof of the
following lemma (which appears in [BB]).
Lemma 12 (Borchers-Buchholz) Let U be a continuous unitary representation of G0 in a Hilbert
space H. Let Ψ 2 H be such that U(exp(uMd(d−1)))Ψ = Ψ for all real u. Then U()Ψ = Ψ for all
 2 G0.
Obviously Md(d−1) can be replaced, in the statement of Lemma 12, by any of its conjugates under G0,
e.g. M01 etc.




= exp(r(Mµd Mµ(d−1))); 0    d− 2: (5.27)
Here r is any real. Suppose that Ψ 2 H is such that U(exp(uMd(d−1)))Ψ = Ψ for all real u. Then for
all real u and t, 0    d− 2,
jjU(euMd(d−1) etMµd e−uMd(d−1))Ψ−Ψjj = jjU(etMµd)Ψ −Ψjj : (5.28)
We set t = 2re−juj for some xed real r. As u ! 1, t tends to 0, so that the rhs of this equation
tends to 0. By the continuity of U and (5.27), the lhs tends to jjU(exp(r(MµdMµ(d−1))))Ψ−Ψjj hence
this quantity is equal to 0. By the continuity of U , the subgroup NΨ = f 2 G0 : U()Ψ = Ψg of
G0 is closed, hence it is a Lie subgroup (see e.g. [St], pp. 228 ). Its Lie algebra contains Md(d−1) and
Mµd Mµ(d−1) for all  = 0; : : : ; d− 2, hence all Mµd for  = 0; : : : ; d− 1. These elements generate the
whole of G since [Mµd; Mνd] = Mνµ for 0   <   d− 1. Hence NΨ = G0.
Lemma 9 follows, as announced, from Lemmas 10 and 11. If fWngn2N is a sequence of Wightman
functions satisfying the conditions of Sect. 4, but not necessarily the positive deniteness condition,
the tempered distribution Wn can be restricted to Mnv , and more generally to Mv1      Mvn .
The distributions Wn(z(z1; v1); : : : ; z(zn; vn)) have the linear properties of the n-point Wightman
functions for a set of Minkowskian elds on Rd−1, A(z; v) = (z(z; v)), labelled by a real parameter
v and depending in a C1 manner on v. The usual Minkowskian covariance and analyticity properties
are satised by virtue of Lemma 9. The local commutativity is inherited from that postulated for the
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Wn in view of the formula (5.4). If the A(: ; v) satisfy the positivity condition for all v in a non-empty
open interval (a; b), then by Lemma 8 (Sect. 4), the original Wn satisfy the positivity condition on the
whole of Xd.
In case the positive deniteness condition holds, we also have
Lemma 13 Let Q 2 Γ+ and let bQ denote the self-adjoint operator on H such that exp(it bQ) = U(exp(tQ))
for all t 2 R. Then the spectrum of bQ is contained in R+. More precisely, for every Ψ 2 H, and every
C1 function e’ on R with compact support contained in (−1; 0),Z
R
Z e’(p) e−itp dp U(exp tQ)Ψ dt = 0 : (5.29)
Proof. Let ’(t) =
R e’(p) e−itp dp. We may assume that R j’(t)jdt  1 and jjΨjj = 1. Given " > 0, let
T > 0 be such that
R
jtj>T j’(t)jdt < "=3. Let V be a neighborhood of the identity in G0 (or eG0) such that
jj(U()− 1)Ψjj < "=3 for all ) 2 V . It is possible to choose M 2 C+ such that exp(−tQ) exp(tM) 2 V
for all t 2 [−T; T ]. Then
jj
Z
’(t)U(etQ)Ψ dtjj  jj
Z












1− U(e−tQetM) Ψ dtjj
< " (5.30)
since the rst term in the rhs is zero.
Under the same hypotheses, we note that if Ψ 2 H is invariant under U(G(d−1)d) then it is in
particular invariant under U(exp(RM01)), so that, by Lemma 12, it is invariant under U(G0). Let
again A(z; v) = (z(z; v)), which we consider as an operator valued distribution on the Minkowski
space Rd−1 depending smoothly on the real parameter v. By the Reeh-Schlieder theorem for the eld
, the vacuum is cyclic for the set of elds fA(:; v) : v 2 (a; b)g, where (a; b) is any non-empty open
interval in R. As a consequence, the uniqueness of the vacuum for the original theory is equivalent
to the uniqueness of the vacuum for the elds A, hence to the cluster property for their Wightman
functions, which is also a certain cluster property for the Wightman functions of . We note that the
Borchers-Buchholz Lemma also provides the following characterization of the uniqueness of the vacuum
in terms of the Wightman functions.
Lemma 14 Assume that the conditions 1-5 of Sect. 4 hold (this includes the positivity condition). Then
the condition of uniqueness of the vacuum is equivalent to







hW ; f? gfexp(tMd(d−1))gi − hW; f?ihW; gi

dt = 0 (5.31)
Proof. If all the conditions 1-5 of Sect. 4 hold, (5.31) is equivalent to







= (Φ(f)Ω; Ω)(Ω; Φ(g)Ω) : (5.32)
By the mean ergodic theorem, the limit in the lhs is equal to (Φ(f); EΦ(g)), where E is the projector
on the subspace of all vectors invariant under exp(itcMd(d−1)). By Lemma 12 this is the subspace of all
vectors invariant under U(G0). Therefore (by the density of fΦ(f)Ω : f 2 Bg) the condition (5.31) is
equivalent to the fact that the subspace of all vectors invariant under U(G0) is CΩ.
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6 Two-point functions
We now consider the two-point function of a scalar eld theory on eXd which satises the general
requirements described in the previous sections:
W2(x1; x2) = W(x1; x2) = (Ω; (x1)(x2)Ω) : (6.1)
By the tempered spectral condition, this is the boundary value on eX2d , in the sense of tempered distri-
butions, of a function w+, holomorphic and of tempered growth in eT1− eT1+. The permuted Wightman
function W(x2; x1) is the boundary value of W−(z1; z2) = W+(z2; z1), holomorphic in eT1+  eT1−. The
two permuted Wightman functions are invariant under eG0 and coincide in the real open subset of eX2d in
which x1 and x2 are space-like separated. Therefore W are branches of a single holomorphic function
W . Extensions of standard arguments (see Appendix A) show that there exists a function w, holomor-
phic on the universal covering e of  = C n [−1; 1], such that W+(z1; z2) = w((z1; z2)) when z1 and
z2 belong to the \rst sheets" of eT1− and eT1+, respectively. Anti-de Sitter eld theories are thus in this
respect closely similar to Minkowski [SW] and de Sitter [BM] eld theories.
In the case of a eld theory on eXd, the commutator function can be written (non uniquely) as
the dierence of a retarded and an advanced \function" with supports in f(x1; x2) 2 eX2d : xj =e(sj ; ~xj); (s1 − s2)  0g, respectively (see (2.17)).
In the case of a eld theory on Xd, w is actually a function holomorphic on , and, in particular,
W(x1; x2) coincide not only on R2 = fx 2 X2d : (x1; x2) > 1g, but also on the \exotic region" R02 =
fx 2 X2d : (x1; x2) < −1g. In this case the support of the commutator function W(x1; x2)−W(x2; x1)
is contained in X2d n R2 [ R02. This is the union of the two closed sets fx 2 X2d : j(x1; x2)j 
1; (x2 ^ x1; e0 ^ ed)  0g and fx 2 X2d : j(x1; x2)j  1; (x2 ^ x1; e0 ^ ed)  0g, and the commutator
function can be written as the dierence of an advanced and retarded function with supports in these
two sets (respectively). This splitting is, as usual, not unique.
Any two-point function with the above mentioned properties is the two-point function of a generalized
free eld on eXd orXd, which satises the positive deniteness condition if and only if, for any C1 function
’ with compact support in eXd (resp. Xd),
hW ; ’⊗ ’i  0: (6.2)
Wick powers of such a eld are well-dened: their Wightman functions can be obtained by the standard
formulae, using W , as boundary values of holomorphic functions in the relevant tuboids. They satisfy
all the requirements of Sect. 4 with the possible exception of positive deniteness, which holds if and
only if (6.2) holds. Note that two Wick powers of generalized free elds on Xd share the property of
commuting when their arguments are in R2 [R02.
6.1 The simplest example: Klein-Gordon fields.
Let us consider elds satisfying the AdS Klein-Gordon equation on eXd:
+m2 = 0: (6.3)
There is a preferred choice of solutions of that equation that display the simplest example of the previous



















2 − 1)−λ−d+1(t2 − 1) d−32 dt (6.4)
by the following formula:
Wλ+ d−12
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where the parameter  is related to the mass by the formula
m2 = ( + d− 1): (6.6)







It is useful to display also an equivalent expression for the Wightman functions (6.5) in terms of the
usual associate Legendre’s function of the second-kind2 [B]:
Wλ+ d−12

















Theories with  > −1 are acceptable in the sense that they satisfy all the axioms of Section 4 and,
furthermore, the maximal analyticity property. This can be checked directly on Eq. (6.8); the only
exception is the positive-deniteness property, which we will prove below.
There are therefore two regimes [BF]:
i) for  > 1 the axioms uniquely select one eld theory for each given mass;
ii) for jj < 1 there are two acceptable theories for each given mass.
The case  = 1 is a limit case. Eq. (6.8) shows that the dierence between the theories parametrized
by opposite values of  is in their large distance behavior. More precisely, in view of Eq. (3.3.1.4) of
[B], we can write:






















The last term in this relation is regular on the cut  2 [−1; 1] and therefore does not contribute to the
commutator. By consequence the two theories represent the same algebra of local observables at short
distances. But since the last term in the latter relation grows the faster the larger is jj (see [B] Eqs.
(3.9.2)), the two theories drastically dier by their long range behaviors.
Let us discuss for now the positive deniteness of the Wightman function (6.8). To this end, following
the remarks in Section 5 we can consider the restriction
WM,v,v0(z; z0) = Wν

ch (v − v0)− 1
2
exp(v + v0)(z − z0)2

(6.11)
of the two-point function Wν to Mv Mv0 dened for v; v0 real and z = x+ iy, z0 = x0+ iy0 such that
y2 > 0, y0 < 0, y02 > 0 and y00 > 0 (see eq. (5.5)). The results of Section 5 imply that this restriction
denes a local and (Poincare) covariant two-point function which satises the condition of positivity of
the energy spectrum [SW].
2Note the slightly different notation with the generalized Legendre’s function defined in Eq. (6.4) with the upper index
in parentheses. This is the way these Wightman functions were first written in [F] for the four dimensional case (d = 4).
Their identification with second–kind Legendre functions is worth being emphasized again, in place of their less specific
(although exact) introduction under the general label of hypergeometric functions, used in recent papers. In fact Legendre
functions are basically linked to the geometry of the dS and AdS quadrics from both group–theoretical and complex
analysis viewpoints [BV, BM, V]
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Let us consider now the following Hankel-type transform ofWM,v,v0(z; z0) w.r.t. the brane coordinate
v0:













































where 2 = −(z− z0)2 (see [B2], p. 64, formula (12), and [BBGMS] for more details).
Eq. (6.14) together with Lemma 8 show that the Wightman functions 6.8 are positive-denite.
7 Bisognano-Wichmann analyticity
In this section we prove that our assumptions imply the analyticity of the Wightman functions in the
orbits of some one-parameter subgroups of G0 (resp. eG0). This is similar to the property proved by
Bisognano and Wichmann [BW] in Minkowskian theory and to the extension to de Sitter space-time
given in [BEM]. The physical interpretation of this mathematical property may be called \AdS-Unruh
eect", since the relevant orbits we are considering are accelerated trajectories. Thus, an accelerated
observer will perceive a thermal bath of particles also in the AdS universe.
We start by describing a very small class of \Jost points".
7.1 A special set of Jost points
Let a 2 Xd be given by
a = (0; shu; ~0; chu); u > 0 : (7.1)
With the notations of (2.2) and (2.3), and real s 2 (0; ),
[eis] a = eisM10 a = (ishu sin s; shu cos s; ~0; chu) : (7.2)
This can be reexpressed as exp(itM0d)b with b = (0; shu cos s; ~0; r), i.e.
[eis] a = (irsh t; shu cos s; ~0; rch t);
th t = thu sin s;
r =
p
(chu)2 − (shu)2(sin s)2 (7.3)
Let Jn0 be the set of points (a1; : : : ; an) 2 Xnd such that
aj = (0; shuj; ~0; chuj); j = 1; : : : ; n;
0 < u1 <    < un : (7.4)
Let (a1; : : : ; an) 2 Xnd be of the form (7.4). Then for 0 < s < ,
[eis] aj = exp(itjM0d)bj ;
th tj = thuj sin s; j = 1; : : : ; n;
0 < t1 <    < tn ; (7.5)
with bj 2 Xd. Since tj can be rewritten as 1 +   + j with k > 0, the point [eis]a is in Zn+. By the
invariance of Zn+ under G0 (resp. eG0) it follows that []a 2 Zn+ for all  2 C+. Obviously []a 2 Zn−
for all  2 C−, since Zn− = Zn+.
General Anti-de-Sitter QFT 21
7.2 Derivation of Bisognano-Wichmann analyticity
This subsection closely follows the treatment given in [BEM]. We refer the reader to that reference for
more details. The tempered spectral condition is assumed to hold. Let
WR = fx 2 Ed+1 : x1 > jx0jg : (7.6)
If x 2WR \Xd and xd > 0, we denote
WR(x) = fy 2 Xd : y − x 2WR; yd > 0g : (7.7)
If ex 2 eXd, and ex projects onto x 2 WR \Xd with xd > 0, we denote WR(ex) the connected component
of the preimage of WR(x) under the canonical projection of eXd onto Xd which has ex in its closure. Let
Kn+ = f(x1; : : : ; xn) 2 Xnd : x1 2WR(ed); xj 2 WR(xj−1) 8j = 2; : : : ; ng : (7.8)
Kn− is dened by reflecting Kn+ across the hyperplane fx 2 Ed+1 : x1 = 0g or equivalently Kn− =
[−1]Kn+ with [−1] = [eipi] as in (2.3). If x 2 Kn+, then xj and xk are space-like separated whenever
1  j < k  n. Note that Jn0  Kn. For every test-function fn 2 Bn and every  2 R n f0g we
abbreviate fnf[λ]g into fnλ, i.e.
fnλ(x1; : : : ; xn) = fn([
−1]x1; : : : ; [−1]xn): (7.9)
If (z1; : : : ; zn) belongs to Xnd , X
(c)n
d , eXnd , or˜X(c)nd , we denote z = (zn; : : : ; z1). Let
Z 0n+ = fz 2 X(c)nd (resp: eX(c)nd ) : z 2 Zn−g;
Z 0n− = fz 2 X(c)nd (resp: eX(c)nd ) : z 2 Zn+g = Z 0n+ : (7.10)
Theorem 1 If a set of Wightman functions satisfies the locality and tempered spectral conditions, then
for all m; n 2 N, fm 2 D(WR(ed)m) and gn 2 D(WR(ed)n), there is a function G(fm,gn) holomorphic
on C nR+ with continuous boundary values G(fm,gn) on R+ n f0g from the upper and lower half-planes
such that, for all  2 R+,
G+(fm,gn)() = hWm+n; fm ⊗ gnλi; G−(fm,gn)() = hWm+n; gnλ ⊗ fmi : (7.11)
Proof.
We x m  0, n  1 and a function fm 2 D(Xmd ) with support in WR(ed)m. There exist two functions
z 7! F+(fm; z) and z 7! F−(fm; z), respectively holomorphic in Zn+ and Zn− = Zn+, having boundary
values F (b) (fm; x) on X
n





+ (fm; x1; : : : ; xn) gn(x1; : : : ; xn) d(x1) : : : d(xn) =Z
Xm+nd
Wm+n(w1; : : : ; wm; x1; : : : ; xn)fm(w1; : : : ; wm) gn(x1; : : : ; xn)





− (fm; x1; : : : ; xn) gn(x1; : : : ; xn) d(x1) : : : d(xn) =Z
Xm+nd
Wm+n(xn; : : : ; x1; w1; : : : ; wm) fm(w1; : : : ; wm) gn(x1; : : : ; xn)
d(w1) : : : d(wm)d(x1) : : : d(xn) ; (7.13)
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(with eXd instead of Xd when needed). The functions z 7! F 0+(fm; z) = F−(fm; z ) and z 7!
F 0−(fm; z) = F+(fm; z ) are respectively holomorphic in Z 0n+ and Z 0n+ . Their boundary values at real
points, in the sense of distributions, are F 0+
(b)(fm; x) = F
(b)
− (fm; x ) and F
0
−
(b)(fm; x) = F
(b)
+ (fm; x ).
In the sense of distributions, F (b)+ (fm; x) and F
(b)
− (fm; x) coincide for x 2 Kn− by virtue of local
commutativity. Hence, by the edge-of-the-wedge theorem, z 7! F+(fm; z) and z 7! F−(fm; z) have
a common holomorphic extension z 7! F (fm; z) in n = Zn+ [ Zn− [ Vn, where Vn is a complex
neighborhood of Kn− such that []Vn = Vn for all  > 0. Let a 2 Jn0. As we have noted [eis]a 2 Zn+
for all s 2 (0; ). Moreover [eipi]a is in Vn. Hence there is an " > 0 (depending on a) such that [eis]a is
in n for all s 2 (0; +"). This also means that, denoting a0 = [eiε/2]a 2 Zn+, all points of the compact
set fz = [eis]a0 : 0  s  g belong to n. Since the latter is open, there exists a a > 0 such that the
open ball Ba0(a) = fz 2 X(c)nd : jjz − a0jj < ag is contained in Zn+, and [eis]Ba0(a)  n for all
s 2 [0; ] hence []Ba0(a)  n for all  2 C+nf0g. The function (z; ) 7! G(fm; z; ) = F (fm; []z)
is holomorphic in
f(z; eiθ) 2 Zn+ C :  > 0; j sin j < (z)g; (7.14)
where (z) > 0 for all z 2 Zn+. Moreover G is also holomorphic in Ba0(a)  C+. By Lemma 3 of
[BEM] (Appendix A), G extends to a function holomorphic in Zn+C+. However we wish to prove that
the boundary values of G as z tends to the reals (in the sense of distributions) are also analytic in  in
C+. As a consequence of the temperedness assumption, for real , G(fm; z; ) denes a holomorphic
function of tempered behavior in Zn+ with values in the functions of  bounded by some power of
(jj + jj−1). If z 2 Ba0(a),  7! G(fm; z; ) extends to a function analytic in C+ and also bounded
there by some power of (jj+ jj−1). Let ’(t) = R e’(p) e−itp dp, where e’ is a C1 function with compact
support contained in (−1; 0). For z 2 Ba0(a), and suciently large N 2 N,Z
R
’()N G(fm; z; ) d = 0 : (7.15)
The l.h.s of this equation is holomorphic and of tempered behavior in Zn+, hence it vanishes together
with its boundary values. Therefore the boundary value G(b)(fm; x; ) extends to a function of 
holomorphic in C+. We note that G(b)(fm; x; ) = F
(b)
+ (fm; []x) for  > 0 and G
(b)(fm; x; ) =
F
(b)
− (fm; []x) for < 0.
In the same way F 0+(fm; z) and F 0−(fm; z) have a common extension F 0(fm; z) holomorphic in
0n = Z 0n+ [ Z 0n− [ V 0n with V 0n = fx : x 2 Vng. Note that the domain 0n is equal to fz :
z 2 ng. Hence G0(fm; z; ) = F 0(fm; []z) extends to a function holomorphic in Z 0n+  C−,
and its boundary value G0(b)(fm; x; ) has properties that mirror those of G(b)(fm; x; ). Finally
suppose that x 2 WR(ed)n. Then, by local commutativity, for  < 0, F (b)+ (fm; []x) coincides with
F
(b)
− (fm; []x ) = F
0(b)
+ (fm; []x). Hence if x 2 WR(ed)n,  7! G(b)(fm; x; ) and  7! G0(b)(fm; x; )
have a common analytic continuation in C nR+.
8 Wick rotations and Osterwalder-Schrader reconstruction
In this section we assume that the tempered spectral condition holds. A parametrization of eXd is
provided by the map
(; ~x) 7! e(; ~x) = exp(M0d)(0; ~x; p~x2 + 1) (8.1)
of RRd−2 into eXd. The projection of e(; ~x) onto Xd is
(
p
~x2 + 1 sin ; ~x;
p
~x2 + 1 cos ): (8.2)
Making  and ~x complex yield charts for eX(c)d . In this section we regard e as extending to a holomorphic
bijection of Cf~z 2 Cd−2 : ~z2 + 1 62 R−g into eX(c)d . In the sequel we omit the symbol e and identify
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a point (; ~x) with its image e(; ~x). A point z = ((1; ~x1); : : : ; (n; ~xn)) 2 eX(c)nd such that ~xj is real
and 0 < Im 1 <    < Im n, is in Zn+. Therefore (using the global invariance under eG0)
Wn((1; ~x1); : : : ; (n; ~xn)) (8.3)
extends to a function of (1; : : : ; n), holomorphic in the tube f(1; : : : ; n) : Im 1 < : : : < Im ng, of
tempered growth at innity and at the boundaries, with values in the tempered distributions (in fact the
polynomially bounded C1 functions) in ~x1; : : : ; ~xn. (This function depends only on the dierences of the
j variables, but this does not, of course, hold for the ~xj .) Together with the other permuted Wightman
functions, this denes a function of (1; : : : ; n), holomorphic in f(1; : : : ; n) : Im (j−k) 6= 0 8j 6= kg.
We denote
Sn(s1; ~x1; : : : ; sn; ~xn) = Wn((ispi(1); ~xpi(1)); : : : ; (ispi(n); ~xpi(n))) (8.4)
for real s1; : : : ; sn such that spi(1) <    < spi(n), for all permutations  of (1; : : : ; n). Standard analytic
completions, using the edge-of-the-wedge theorem and Bremermann’s Continuity Theorem, show that
Sn is actually analytic at all non-coinciding points of Rnd. By construction, Sn(s1; ~x1; : : : ; sn; ~xn) =
Sn(spi(1); ~xpi(1); : : : ; spi(n); ~xpi(n)) for every permutation . In case the positive deniteness condition
holds, the sequence fSng has the Osterwalder-Schrader positivity property: if f0 2 C and, for 1 
n  N , fn 2 S(Rnd) has its support in f(s1; ~x1; : : : ; sn; ~xn) : 0 < s1 <    < sng, then, with the










m) fn(s1; ~x1; : : : ; sn; ~xn)
Sm+n(−s0m; ~x0m; : : : ;−s01; ~x01; s1; ~x1; : : : ; sn; ~xn)
ds01 d~x
0
1 : : : dsn d~xn  0 : (8.5)
This follows from the existence of the vector-valued holomorphic functions n (see Sec. 4). Note that
the analytic completion mentioned above applies to these vector-valued functions.
Conversely, let fSng be a sequence of functions dened on f((s1; ~x1); : : : ;
(sn; ~xn)) 2 Rnd : sj 6= sk 8 j 6= kg, symmetric, invariant under a common translation of the
variables sj , and satisfying the Osterwalder-Schrader positivity property (8.5) when the supports of the
ffng are as above. Then it is possible, by the same method as in the \flat" case ([OS1, OS2, G2]),
to construct a Hilbert space H, Ω 2 H, and a sequence of functions fngn2N with values in H on
f((1; ~x1); : : : ; (n; ~xn)) : 0 < Im 1 <    < Im n; ~xj 2 Rd−1g, holomorphic in the j and C1 in the
~xj , such that
Sm+n(−s0m; ~x0m; : : :− s01; ~x01; s1; ~x1; : : : ; sn; ~xn) =
(m((is01; ~x
0




m)); n((is1; ~x1); : : : ; (isn; ~xn))) (8.6)
whenever 0 < s01 <    < s0m and 0 < s1 <    < sn. The temperedness of the n at the real points,
hence the existence of boundary values, can be obtained if, as we shall assume, the sequence fSng
satises suitable growth conditions, as in [OS1, OS2, G2]. The functions Sn can be lifted to functionseSn dened on fz 2 eX(c)nd : z0j 2 iR; ~zj 2 Rd−1; zj 6= zk 8j 6= kg. Similarly the boundary values of the
scalar products of the n can be lifted to functions Wn on eXnd . If the functions eSn are invariant under
the transformations of eG(c)0 which preserve fz 2 eX(c)nd : z0 2 iRn; ~z 2 Rn(d−1)g, then dierential
operators representing G can be used as in [OS1] to show that the Wn are invariant under eG0. Finally
the analyticity of the Wn shows that the operator cM0d representing M0d in H has positive spectrum
and so does the representative cM of any M 2 C1 by invariance under eG0.
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A Appendix. More on two-point functions
A.1 The case of Xd
We begin by considering a complex function w+ holomorphic and of polynomial growth on T1−  T1+.
The function w− dened by w−(z1; z2) = w+(z2; z1) is holomorphic in T1+ T1−. We denote w(b) the





coincide on the real open subset R2 of X2d dened by
R2 = fx 2 X2d : (x1 − x2; x1 − x2) < 0g = fx 2 X2d : (x1; x2) > 1g : (A.1)
Since we are ultimately interested in the case when w(z1; z2) = w(z1; z2) for all  2 G0, we make
the simplifying assumption that w(x1 + iy1; x2 + iy2) has a boundary value which is C1 in x1 and
of tempered growth in z2 = x2 + iy2 when y1 tends to 0 while z2 2 T1. Actually the general case can
be reduced to the simplied one by considering
R
G0
’()w(z1; z2) d for suitable test-functions ’.
The functions f dened by f(z) = w(ed; z) are respectively holomorphic and of tempered growth
in T1, and have boundary values f (b) on Xd in the sense of tempered distributions. These boundary
values coincide in the real open subset R of Xd dened by
R = fx 2 Xd : (x − ed)2 < 0g = fx 2 Xd : xd > 1g : (A.2)
We also dene
R0 = fx 2 Xd : (x+ ed)2 < 0g = fx 2 Xd : xd < −1g : (A.3)
Let H (resp. H(c)) denote the subgroup of G0 (resp. G
(c)
0 ) which leaves ed unchanged. This is just the
connected real (resp. complex) Lorentz group for the d-dimensional Minkowski space 0 = fx 2 Ed+1 :
xd = 0g (resp. (c)0 = fz 2 E(c)d+1 : zd = 0g ). The properties mentioned above for f are invariant
under H . Let
T 01,d = H(c) T1+ = H(c) T1− : (A.4)
The last equality is due to the fact that I01 2 H(c), where I01e0 = −e0, I01e1 = −e1, I01eµ = eµ for
1 <   d, and that I01 is a bijection of T1+ onto T1−. Obviously T 01,d = H(c) T 01,d. We also denote:
 = fx 2 Ed+1 : xd = 1g; (c) = fz 2 E(c)d+1 : zd = 1g ; (A.5)
Q = fz 2 E(c)d+1 : (z  ed)2 = 0g ; (A.6)
Q0 = Q \(c)0 = fZ 2 (c)0 : (Z;Z) = −1g : (A.7)
The intersection of Xd with the light-cone with apex at −ed is contained in the hyperplane −, in fact
X
(c)
d \Q− = X(c)d \(c)− : (A.8)
Note also that T1 \ (c) = ;. Indeed we know that the image of T1 under the map z 7! zd is
C n [−1; 1]. As a consequence T 01,d \ (c) = ;. Indeed the image of T 01,d under z 7! zd = (ed; z) is the
same as that of T1 since H(c)ed = fedg by denition. We will prove:
Lemma 15 Let f be functions respectively holomorphic and of tempered growth in T1, f (b) their






(i) There exists a function f holomorphic on T 01,d whose restriction to T1 is f.
(ii) T 01,d = fz 2 X(c)d : zd 2  = C n [−1; 1]g. In particular T 01,d contains R and R0.
(iii) If f (b) is invariant under H, i.e. if f
(b)
 (x) = f
(b)
 ( x) in the sense of distributions for all  2 H,
then there exists a function h holomorphic on  such that f(z) = h(zd) for all z 2 T 01,d.






















Figure 2: In the subspace 0 the region ’+(R) (light gray) and the region ’+(R0) (dark gray) in the
case d = 2.
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Proof
(i) We will reduce this statement to a simple case of the Glaser-Streater Theorem [Sr, J] by using the
inversion (stereographic projection)








’+ is a holomorphic involution of E
(c)
d+1 nQ− onto itself and commutes with every element of H(c). If
z = x+ iy 2 X(c)d nQ− = X(c)d n(c)− , and Z = X + iY = ’+(z), we nd







which imply Zd = 0. Conversely if Z 2 (c)0 n Q0, it follows from (A.9) that (z; z) = 1. Therefore ’+
restricted to X(c)d n(c)− is a holomorphic bijection onto (c)0 nQ0. Moreover (if z 2 X(c)d n(c)− )
(Z + ed)2 = (Z;Z) + 1 =
2
zd + 1





(xd + 1)y − yd(x+ ed)
(xd + 1)2 + y2d
; (Y; Y ) =
(y; y)
(xd + 1)2 + y2d
; (A.13)
Y 0 =
y0(xd + 1)− ydx0
(xd + 1)2 + y2d
: (A.14)
Assume that z 2 T1+. Then (y; y) > 0, hence (Y; Y ) > 0. Moreover (x; x) = (y; y) + 1 > 1, (x; y) = 0,
y0xd − ydx0 > 0, and
(y0xd − ydx0)2 = ((y; y) + ~y2)((x; x) + ~x2)− (~x  ~y)2
 ((y; y) + ~y2)(x; x) > (y0)2; (A.15)
hence Y 0 > 0. Thus Z belongs to T+, the future tube in the complex Minkowski space (c)0 , and
in fact Z 2 T+ n Q0. Similarly ’+ maps T1− into the past tube of (c)0 . Conversely suppose that
Z = X + iY 2 T+ n Q0. Then Z = ’+(z) where z = x + iy is given by the last equality in (A.9). It
satises (y; y) > 0 by (A.13), and y0xd − ydx0 > 0 since otherwise we would have Y 0 < 0 by (A.14).






’+(R) = fX 2 0 : −1 < (X;X) < 0g; (A.17)
’+(R0) = fX 2 0 : (X;X) < −1g: (A.18)
The extended tube T 0 in (c)0 is dened as usual as T 0 = H(c)T+ = H(c)T−. Obviously ’+(T 01,d) = T 0nQ0
(recall that T 01,d \ (c)− = ;). As it is well-known ’+(R)  T 0 hence ’+(R)  T 0 n Q0, and also
’+(R0)  T 0 nQ0. Furthermore
T 0 = fZ 2 (c)0 : (Z;Z) =2 R+g ; (A.19)
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Let g = f’−1+ . Then g is holomorphic and of tempered growth in TnQ0, where g(Z) = f(z),
z 2 T1 n (c)− being given by (A.12). The boundary values if g coincide in ’+(R) so that, by the
edge-of-the-wedge theorem, g have a common holomorphic extension in (T+ [ T− nQ0)[N , where N
is a complex open neighborhood of ’ + (R) invariant under H . By following the steps of the proof of
the Glaser-Streater Theorem as presented e.g. in [BEG] it is immediate to see that all the arguments
apply to the present case, owing to the fact that Q0 is invariant under H(c). We therefore conclude that
g have a common extension g holomorphic in T 0 nQ0. Note in particular that g is holomorphic in a
neighborhood of ’+(R0), hence that the boundary values of g coincide there. Since ’+ is a bijection
of T 01,d onto T 0 nQ0, setting f(z) = g(’+(z)) proves part(i).








This implies that R = fx 2 Xd : xd > 1g  T 01,d, and similarly R0  T 01,d.
(iii) In addition to the preceding hypotheses we now assume that f, and therefore g, are invariant
under the real Lorentz group H . Applying the Bargmann-Hall-Wightman Theorem [SW, J], we nd
that there exists a function bg, holomorphic in CnR+ nf−1g such that g(Z) = bg(Z2) for all Z 2 T 0 nQ0.
Setting h() = bg((1 − )=(1 + )) we obtain part (iii).
Remark 1. Another proof of part (i) can be given by using the temperedness of f. Indeed there
is an integer M > 0 such that the functions Z 7! g0(Z) = ((Z;Z) + 1)Mg(Z) are holomorphic in
T (respectively) and coincide on ’+(R). By the \double-cone theorem", their region of coincidence
extends to fX 2 0 : (X;X) < 0g and the standard Glaser-Streater Theorem can be applied.
We return to the functions w, which we now assume invariant under G0, and apply Lemma 15
to f(z) = w(ed; z): these functions have a common holomorphic extension to T 01,d, and there exists
a function h, holomorphic on , such that w(ed; z) = h(zd). For z1 2 T1− and z2 2 T1+, let
w0+(z1; z2) = h((z1; z2)). For real x1 2 Xd and z2 2 T1+, we have w0+(x1; z2) = w+(x1; z2). Indeed we
can write x1 = ed, z2 = z0 for some  2 G0 and z0 2 T1+, so that w+(x1; z2) = w+(ed; z0) = h(z0d) =
w0+(x1; z2). Therefore w+(z1; z2) coincides with w
0
+(z1; z2)’ i.e. with h((z1; z2)) for all z1 2 T1− and
z2 2 T1+. Similarly w−(z1; z2) coincides with h((z1; z2)) on T1+  T1−.
We have proved:
Lemma 16 With the preceding assumptions on w, and assuming in addition that these functions
are invariant under G0, there exists a function h, holomorphic on , such that w coincide with
(z1; z2) 7! h((z1; z2)) in their domains of definition.
Remark 2. This implies that w(b) coincide not only on R2, but also on the \exotic region" R02:
R02 = fx 2 X2d : (x1 + x2; x1 + x2) < 0g = fx 2 X2d : (x1; x2) < −1g : (A.21)
Our proof shows that this also holds without assuming that w are invariant under G0.
A.2 The case of eXd
The topology of T1 (and hence of eT1) is made clear by the holomorphic bijection ’+, which maps
T1 onto T nQ0 in the complex Minkowski space (c)0 . To make things even clearer, one can use the
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map  dened in (c)0 by
 (Z) + ed−1 = −2 Z + ed−1(Z + ed−1)2 : (A.22)
This is a holomorphic bijection of fZ 2 (c)0 : (Z + ed−1)2 6= 0g onto itself, which maps T+ onto itself
(i.e. in particular (Z + ed−1)2 6= 0 for Z 2 T). It maps fZ 2 (c)0 : (Z;Z) = −1; (Z + ed−1)2 6= 0g
onto fZ 2 (c)0 : Zd−1 = 0; (Z + ed−1)2 6= 0g and therefore it is a holomorphic bijection of T+ nQ0
onto T+ \ fZ 2 (c)0 : Zd−1 6= 0g (and similarly for T− nQ0). We shall however continue to work with
T nQ0 which has the advantage of being invariant under H . We denote
L = fz 2 (c)0 : (z; z) + 1 2 R−g : (A.23)
This is an analytic hypersurface containing Q0.
Lemma 17 The open set T+ n L is connected and simply connected.
Proof. The set A = T+ nL is star-shaped with respect to 0, i.e. A  A for every  2 (0; 1) (but 0 =2 A).
For every z 2 (c)0 , j(z; z)j  jjzjj2. hence if B denotes the open ball B = fz 2 (c)0 : jjzjj2 < 1=2g, we
have A\B = T+\B and this intersection is convex. We can dene a map (t; z) = ((1− t)+ tjj2zjj−1)z
of [0; 1] A into A such that (0; z) = z and z 7! (1; z) sends A into A \B. Hence any two points
in A can be connected by a continuous arc, and every closed curve in A is homotopic to 0.
We now suppose given a pair of functions g respectively holomorphic and of tempered growth in
the covering of T n Q0. This is equivalent to giving a pair of sequences fgn : n 2 Zg, with the
following properties:
(1) for each n 2 Z, gn is holomorphic in T n L;
(2) every z 2 L\(T+nQ0) has an open complex neighborhood Vz such that gn+jVz\fZ : Im (Z;Z) > 0g
and g(n+1)+jVz \ fZ : Im (Z;Z) < 0g have a common holomorphic extension in Vz ;
(3) Similarly for gn− in T−.
In addition we suppose that
(4) the boundary values of g0 coincide in ’+(R).
The proof of the Glaser-Streater Theorem again applies to show that g0 have a common holomorphic
extension g0 in T 0 n L, in particular that, the map (; z) 7! g0(z) of H  (T n L) into C extends to
a holomorphic function on H(c)  (T n L). From this it follows that (; z) 7! gn(z) also extends to
a holomorphic function on H(c)  (T n L). The Bargmann-Hall-Wightman Lemma again shows that
each of the functions gn extends to a function holomorphic in T 0 n L. Moreover these two functions
coincide, and we denote gn = gn. This can be seen, for n  0, by induction on n. Supposing it to hold









g(n−1)−((i+ ")y) = lim
ε#0
gn−((i− ")y) : (A.24)
Note however that if in addition the \hermiticity condition" g0−(z) = g0+(z) holds, this extends to
g−n−(z) = gn+(z) for all n 2 Z. There is no general reason for gn−(z) and gn+(z) to coincide for
n 6= 0.
If we suppose that g0 are invariant under H , then for each n 2 Z the functions gn are locally Lorentz
invariant and, again by the Bargmann-Hall-Wightman Lemma, there is a function hn, holomorphic in
CnR+n(−1+R−), such that gn(z) = hn((z; z)). Moreover hn+1(t−i0) = hn(t+i0) for all t 2 (−1; −1)
and all n 2 Z. Therefore there exists a function eh, holomorphic on C nSn2Z(2in+R+) such that, for
each n 2 Z, hn(ew − 1) = eh(w + 2in) in fw 2 C nR+ : −i < Imw < ig
Let now w be functions holomorphic and of tempered growth on eT1−  eT1+ and eT1+  eT1−, re-
spectively. We suppose that w(z1; z2) = w(z1; z2) for all  2 eG0 and all z in the relevant
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domain, and that the boundary values of w on eXd coincide at space-like separated arguments. As in
the case of Xd, we assume that the boundary values can be extended to C1 functions of a real rst
argument, holomorphic and of tempered growth in the second argument in eT1 (respectively) and dene
f(z) = w(ed; z), g(Z) = f(’−1+ (Z)). Then g satisfy the conditions (1)-(4) mentioned above, gn
are H invariant, and the preceding remarks provide the functions gn, hn and eh. We can transport back
these properties to the functions w.
Remark 3 It is worth noting the following formula, where z1; z2 2 X(c)d n (c)− and Z1 = ’+(z1),
Z2 = ’+(z2) :
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