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SOUS-GROUPES H-LOXODROMIQUES
par Antonin Guilloux
Résumé. — Nous étudions ici les sous-groupes Zariski-denses de SL(n, k), où k est
un corps local de caractéristique nulle, dont toutes les matrices ont leur spectre inclus
dans un sous-groupe H d’indice fini de k∗.
Nous montrons que SL(n, k) admet un tel sous-groupe si et seulement si soit −1
est dans le sous-groupe H, soit n n’est pas congru à 2 modulo 4.
Abstract (H-loxodromic subgroups). —
Consider k a finite field extension of Qp, with p a prime number, and H a finte
index subgroup of k∗. We investigate the existence of a subgroup of SL(n, k) which is
Zariski-dense and such that each of its elements has a spectrum included in H.
A necessary and sufficient condition is obtained : such a subgroup exists if and only
if either -1 belongs to H or the dimension n is not congruent to 2 modulo 4.
1. Introduction
Dans ce texte, nous trouvons les conditions nécessaires et suffisantes pour
qu’il existe un sous-groupe de SL(n, k) - où k est un corps local de caractéris-
tique nulle- dont toutes les matrices ont leur spectre inclus dans un sous-groupe
d’indice fini H de k∗. Nous arrivons au résultat suivant :
Théorème 1.1. — Soient n un entier supérieur à 2, k une extension finie de
Qp, où p est un nombre premier, et H un sous-groupe d’indice fini de k∗.
Alors SL(n, k) admet un sous-groupe Zariski-dense dont toutes les matrices
ont toutes leurs valeurs propres dans H si et seulement si ou bien −1 est dans
H, ou bien n n’est pas congru à 2 modulo 4.
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En guise d’illustration de ce théorème, explicitons-le dans un cas simple :
Corollaire 1.2. — On peut trouver dans SLn(Qp) un sous-groupe Zariski-
dense dont toutes les valeurs propres sont des carrés si et seulement si n n’est
pas congru à 2 modulo 4 ou bien p est congru à 1 modulo 4.
Dans l’article "Automorphismes des cônes convexes" [4], Yves Benoist dé-
montre notamment que SL(n,R) admet un sous-groupe Zariski-dense dont
toutes les matrices ont leur spectre inclus dans R+∗ si et seulement si n n’est
pas congru à 2 modulo 4. Notre résultat en est un analogue dans le cadre des
corps locaux non-archimédiens. On remarque que le fait de se placer sur un
corps local non-archimédien ne change pas la condition donnée dans [4] pour
le cas réel, sauf si −1 est dans H, auquel cas il n’y a aucune obstruction à
l’existence de ces sous-groupes.
Mentionnons aussi que dans le cas réel, les sous-groupes de SL(n, k) pré-
servant un cône convexe propre sont l’objet de la belle théorie des convexes
divisibles développée principalement par Y. Benoist [7, 6, 8, 9] et que ces sous-
groupes ont toutes leurs valeurs propres positives. Il serait intéressant de dispo-
ser d’une notion géometrique analogue dans le cas p-adique ; et le cas échéant
de développer une théorie des cônes divisibles. Pour l’instant les outils géo-
métriques pertinents m’échappent, et en premier lieu la notion de convexité.
Précisons que l’étude faite dans cet article pour le groupe SL(n, k) pourrait être
menée avec les mêmes outils pour d’autres groupes. J’ai préféré me restreindre,
en l’absence de motivations géométriques bien établies, à ce cas particulier où
les idées à mettre en œuvre apparaissent bien.
L’ingrédient principal de la preuve de ce théorème est l’étude des élément
proximaux (i.e. ayant une valeur propre de module strictement dominant) et
loxodromiques (toutes les valeurs propres de modules distincts) dans les groupes
p-adiques. En effet, nous construisons, quand les conditions du théorème sont
vérifiées, un sous-groupe Zariski-dense dont tous les éléments sont diagonali-
sables de valeurs propres de modules distincts.
Les éléments proximaux dans le groupe spécial linéaire ont été beaucoup
étudiés et utilisés. Citons en particulier les travaux de Gol’dsheid-Margulis
[11], Abels-Margulis-Soifer [1] qui démontrent l’existence et l’abondance d’élé-
ment proximaux dans les sous-groupes Zariski-denses de SL(n,R) (et bien sûr
d’autres groupes). Pour les éléments loxodromiques, on trouve ces résultats
dans Abels-Margulis-Soifer [1], Benoist-Labourie [5] et Prasad [14].
Notre premier résultat est un analogue de ces travaux, à savoir qu’il existe
des éléments loxodromiques en abondance dans les sous-groupes Zariski-denses
de SL(n, k) dont les matrices sont trigonalisables sur k :
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Théorème 2.5 Si Γ est un sous-groupe Zariski-dense de SL(n, k) dont toutes
les matrices ont leur spectre inclus dans k, alors Γ contient au moins un élément
diagonalisable sur k à valeurs propres de modules distincts.
De plus ces éléments forment un ensemble Zariski-dense de Γ.
Mentionnons que Platonov [13] obtient aussi des généralisations du théo-
rème de Gol’dsheid-Margulis au cas p-adique, pour SL(n, k) et pour d’autres
groupes algébriques. Cependant, notre résultat n’en découle pas directement.
L’existence d’un élément loxodromique est prouvée dans la partie 2, et dans la
partie 3 nous expliquons comment en déduire leur abondance.
Dans la partie 3, nous définissons deux notions géométriques qui nous per-
mettront de construire un groupe en contrôlant les valeurs propres des éléments.
D’abord nous définissons et étudions la notion de H-valuation, qui est l’ana-
logue de la notion de positivité dans [4]. Nous étudions notamment comment le
fait que toutes les valeurs propres des matrices d’un groupe soient dans H peut
se comprendre avec cette notion. L’autre outil, que nous appelons H-sphère, est
un revêtement fini bien choisi de l’espace projectif. Ces deux outils permettent
d’appliquer des arguments de type ping-pong, à la Tits [15], pour construire
des groupes de matrices diagonalisables en contrôlant leurs valeurs propres.
Cela nous mène à essayer de contrôler tout d’abord la valeur propre de plus
grand module. Nous obtenons le théorème suivant :
Théorème 4.2 On peut trouver dans SL(n, k) un sous-groupe Zariski-dense
avec au moins un élément proximal et dont tout élément proximal a sa valeur
propre de plus grand module dans H si et seulement si on a ou bien −1 est
dans H ou bien n est strictement plus grand que 2.
De plus, dans ce cas SL(n, k) contient un sous-groupe Zariski-dense dont
tous les éléments sont proximaux avec leur valeur propre de plus grand module
dans H.
Ce théorème est l’objet de la partie 4.
Enfin, dans la partie 5, nous nous attelons au coeur du problème, à savoir le
contrôle de toutes les valeurs propres simultanément. Nous obtenons le théo-
rème 5.1, très semblable au précédent :
Théorème 5.1 On peut trouver dans SL(n, k) un sous-groupe Zariski-dense
avec au moins un élément loxodromique et dont tous les éléments loxodromiques
sont à valeurs propres dans H si et seulement si on a ou bien −1 est dans H
ou bien n n’est pas congru à 2 modulo 4.
De plus, dans ce cas SL(n, k) contient un sous-groupe Zariski-dense dont tous
les éléments sont diagonalisables avec leurs valeur propres dans H de modules
distincts.
Les preuves de ces deux derniers théorèmes sont similaires. La nécessité de
la condition n’est pas difficile à établir. Et dans le cas où cette condition est
remplie, il faut soigneusement choisir des éléments de SL(n, k) avec lesquels
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jouer au ping-pong en étant sûr que toutes les valeurs propres de tous les
produits seront dans H.
Le théorème 1.1 est une conséquence directe des théorèmes 2.5 et 5.1 : on
cherche un sous-groupe Zariski-dense de SL(n, k) dont tous les éléments ont
toutes leurs valeurs propres dans H. Tous ces éléments sont en particulier tri-
gonalisables. Donc, le théorème 2.5 nous assure qu’un tel sous-groupe, s’il existe,
contient un élément diagonalisable, à valeurs propres de modules distincts et
dans H. Le théorème 5.1 nous indique alors qu’il faut et qu’il suffit que −1 soit
dans H ou bien que n ne soit pas congru à 2 modulo 4.
Cadre de la preuve
Nous définissons ici les objets qui nous serviront tout au long du texte.
Dans toute la suite, k désignera Qp ou une extension finie de Qp -donc un
corps local muni d’une valeur absolue notée |.|-, H un sous-groupe d’indice fini
de k∗, et V sera un k-espace vectoriel de dimension n. On notera P(V ) l’espace
projectif associé à V et V ∗ son dual. On notera d l’indice de H dans k∗, et
S = k∗/H. On remarque que H est à la fois ouvert et fermé dans k∗ (1).
On définit aussi l’espace Q(V ) des hyperplans pointés : tout élément a de
P(V ) × P(V ∗) est vu comme un couple (kva, Va) où va est un élément de V ,
et Va est un hyperplan de V . On note alors Q(V ) = {a = (kva, Va) ∈ P(V ) ×
P(V ∗) / va ∈ Va}. Enfin on note X la variété des drapeaux de V .
On travaillera avec des actions de GL(V ) sur les espaces P(V ), P(V ∗), Q(V )
et X. Ce sont les actions naturelles induites par l’action de GL(V ) sur V .
Dans ce texte, nous considérerons le groupe SL(n, k) comme un Qp-groupe.
Il hérite alors d’une topologie de Zariski, car k est une extension de Qp.
2. Proximalité
2.1. Définitions. — Nous rappelons ici des définitions et résultats sur les
actions proximales. On se restreint aux sous-groupes de GL(n, k), ce qui amène
quelques simplifications dans les énoncés. Ces actions sont étudiées et utilisées
par de nombreux auteurs, notamment par Tits [15], Abels, Margulis et Soifer
[1], et Benoist [3, 2].
Soit g dans GL(V ). On note λ1(g), . . . , λn(g) les valeurs propres de g dans
la clôture algébrique de k répétées avec multiplicité avec |λ1| ≥ |λ2| . . . ≥ |λn|.
On peut alors définir les notions de proximalité et biproximalité :
Définition 2.1. — Proximalité
(1)En effet il est d’intérieur non vide car une union finie de translatés de H couvre k∗. C’est
un groupe, il est donc ouvert. Son complémentaire est une union finie de translatés de H,
donc est lui aussi ouvert, et H est fermé.
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– On dit qu’un élément g de GL(V ) est proximal si λ1(g) appartient à k
et |λ1(g)| > |λ2(g)|,
– on dit qu’un sous-groupe Γ de GL(V ) est proximal s’il contient un
élément proximal.
Définition 2.2. — Biproximalité
On dit que g est bi-proximal si g et g−1 sont proximaux
On s’intéresse ici non seulement à la première valeur propre, mais aussi
à toutes les autres. Donc nous avons besoin de définir la notion d’éléments
loxodromiques, de la manière suivante :
Définition 2.3. — Loxodromie
– On dit qu’un élément g ∈ GL(V ) est loxodromique si tous les λi(g)
pour 1 ≤ i ≤ n sont dans k et de valeurs absolues 2 à 2 distinctes,
– on dit qu’un sous-groupe Γ de GL(V ) est loxodromique s’il contient un
élément loxodromique.
Remarque 2.4. — Pour un élément g ∈ GL(V ), g est loxodromique si et
seulement si son image Λm(g) par la représentation de GL(V ) dans ΛmV est
proximale pour tout m compris entre 1 et n− 1.
On peut alors énoncer le théorème annoncé :
Théorème 2.5. — Soient k une extension finie de Qp, et Γ un sous-groupe
Zariski-dense de SL(n, k). On suppose que tout élément g de Γ est trigonalisable
sur k.
Alors Γ est loxodromique.
On peut remarquer que nous avons besoin d’une hypothèse de trigonalisa-
bilité, qui n’était pas nécessaire dans le cas réel. Nous ne pouvons pas nous en
passer sur Qp : SL(n,Zp) est un sous-groupe Zariski-dense non loxodromique
de SL(n,Qp).
La démonstration du théorème peut se décomposer en deux étapes. Dans un
premier temps, nous supposons l’existence d’un sous-groupe Γ qui vérifie les hy-
pothèses du théorème, mais pas la conclusion. Nous arrivons alors à construire
un sous-groupe G d’un SL(d, k) qui est compact, Zariski-dense, et dont toutes
les matrices sont trigonalisables sur k.
Dans un deuxième temps, nous montrons le lemme suivant :
Lemme 2.6. — Soient d ≥ 2 un entier, et G un sous-groupe compact, Zariski-
dense de SL(d, k). Alors, G possède des éléments non trigonalisables sur k.
Nous utiliserons dans cette preuve la notion de projecteur associé :
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Définition 2.7. — Si g est un élément trigonalisable de GL(n, k), on appelle
projecteur associé à g, noté pig, le projecteur sur la somme des espaces carac-
téristiques de g associés aux valeurs propres de module maximal parallèlement
à la somme des autres espaces caractéristiques.
La propriété suivante est élémentaire et nous sera bien utile :
Propriété 1. — Soit g un élément trigonalisable de End(kn). Alors on peut
trouver une suite (ci)i∈N d’éléments de k et une extraction de cigi qui converge
vers un projecteur, qui est alors le projecteur pig associé à g.
Démonstration. — g est supposé trigonalisable : il admet donc une décompo-
sition de Jordan g = gsgu où gs est diagonalisable sur k, gu est nilpotent et ces
deux éléments commutent.
On remarque dans un premier temps que la suite (gp
n
u ) converge vers Id
quand n tend vers l’infini.
Ensuite, soit c le maximum des valeurs absolues des valeurs propres de g.
Alors, pour toute valeur propre λ de g de valeur absolue c, la grandeur λc est de
valeur absolue 1. Donc le groupe engendré par
(
λ
c
)pn
est compact, et on peut
extraire une sous-suite S tel que
(
λ
c
)pn
tende vers 1 quand n tend vers ∞ dans
S.
Ainsi, quitte à extraire successivement, on construit une sous-suite S telle
qu’on ait la limite suivante :
1
cpn
gp
n
s
n→∞−−−−→
n∈S
pig .
On en déduit la limite suivante :
1
cpn
gp
n n→∞−−−−→
n∈S
pig .
Supposons maintenant que l’on ait des constantes cn, une extraction S, et
un projecteur pi tels que cngn
n∈S−−−→ pi. Alors, on voit que le module de cn
est équivalent à celui de λ1(g)n, par continuité du rayon spectral. Et pi est le
projecteur associé à g.
L’énoncé est ainsi prouvé.
2.2. Construction d’un groupe compact. — Nous raisonnons par l’ab-
surde, et cherchons à construire un sous-groupe compact d’un SL(d, k).
Soit Γ un sous-groupe Zariski-dense de SL(n, k). On remarque tout d’abord
que le groupe engendré par Γ et les homothéties de kn est Zariski-dense dans
GL(n, k). Donc, dorénavant, Γ désigne un sous-groupe Zariski-dense de GL(n, k)
qui contient les homothéties.
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On suppose donc que tous les éléments de Γ sont trigonalisables sur k, mais
que Γ n’est pas loxodromique. Le fait d’avoir rajouté les homothéties dans le
groupe ne change pas ces propriétés.
De plus, on note V l’espace vectoriel kn.
2.2.1. Action sur Λ
n(n−1)
2 (End(V )). — Pour tout g dans GL(n, k), on peut
définir son action adjointe sur End(V) par Ad(g)(A) = gAg−1, puis ρ(g) =
Λ
n(n−1)
2 (Ad(g)) l’action induite de g sur V ′ = Λ
n(n−1)
2 (End(V )). On remarque
alors le résultat suivant :
Lemme 2.8. — Pour tout g dans GL(n, k), g est loxodromique si et seulement
si ρ(g) est proximal.
Démonstration. — En effet si les valeurs propres de g sont notées (répétées
avec leur multiplicité) λ1, . . . , λn, avec |λ1| ≥ |λ2| . . . ≥ |λn| alors les modules
des valeurs propres de ρ(g) sont les produits µI =
∏
(i,j)∈I
|λi|
|λj | , où I est un
ensemble de n(n−1)2 couples d’entiers inférieurs à n. On voit que µI est maximal
pour I = {(i, j) / i < j}. Enfin aucun autre ensemble n’atteint cette valeur si et
seulement si la suite |λ1| ≥ |λ2| ≥ . . . ≥ |λn| est strictement décroissante.
On remarque aussi que, si g est trigonalisable sur k, alors ρ(g) l’est aussi.
On note alors, pour γ ∈ GL(n, k), W (γ) ⊂ V ′ la somme des espaces ca-
ractéristiques de ρ(γ) pour les valeurs propres de module maximal, et µ(γ) la
dimension de W (γ). Soit µ = inf {µ(γ) , γ ∈ Γ}. On a supposé que Γ n’est pas
loxodromique, c’est à dire que µ ≥ 2.
Posons Γµ = {g ∈ Γ tels que µ(g) = µ}. Cet ensemble est non vide.
2.2.2. Restriction de l’action de Γ à un sous-espace. — Nous allons mainte-
nant “restreindre” l’action de Γ à un sous-espace de Λ
n(n−1)
2 (End(V )), en vue
d’obtenir un sous-groupe de SL(µ, k).
Soit g dans Γµ. Considérons pi = piρ(g) le projecteur sur W = W (g) parallè-
lement à la somme des autres espaces caractéristiques.
On définit φ de la façon suivante : si h est dans GL(n, k), alors on pose
φ(h) = piρ(h)pi.
Soit K le semigroupe engendré par φ(Γ). On peut considérer que K est
inclus dans End(W ). De plus l’adhérence de Zariski de K contient φ(GL(n, k))
et donc est End(W ).
Soient enfin G′ le semigroupe K ∩ SL(W ), et G son adhérence topologique.
On veut montrer que G est un groupe compact, Zariski-dense et que tous
ses éléments sont trigonalisables. Commençons par le lemme suivant :
Lemme 2.9. — Tout les éléments de G sont trigonalisables.
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Démonstration. — Tout d’abord, d’après la propriété 1, il existe des constantes
cn telles que pi est une valeur d’adhérence de cnρ(g)n.
On considère donc un élément de K, qu’on peut écrire comme le produit
φ(γ1) . . . φ(γl). Alors cet élément est par construction une valeur d’adhérence
de la suite c2ln ρ((gnγ1gn) . . . (gnγlgn)). Tous les éléments de cette suite sont
trigonalisables par hypothèse, donc toute valeur d’adhérence aussi.
Ainsi tous les éléments de K sont trigonalisables, et ceux de G sont limites
d’éléments de K. On conclut enfin que tous les éléments de G sont trigonali-
sables.
Ensuite on vérifie que G est Zariski-dense dans SL(W ). En effet le sous-
semigroupe des matrices de K de déterminant égal à une puissance µ-ième
est toujours Zariski-dense dans GL(W ), car il est d’indice fini. Or ce sous-
semigroupe est égal à k∗ × G′. Donc G′ est Zariski-dense dans SL(W ), et G
aussi.
Il reste à montrer que G est un groupe compact. La fin de cette partie est
consacrée à la preuve de ce point.
Lemme 2.10. — Si g appartient à K, toutes ses valeurs propres sont de même
module.
Démonstration. — On raissonne par l’absurde : soit g ∈ K tels que ses valeurs
propres ne sont pas toutes de même module. On pose g = φ(g1) . . . φ(gr), avec
g1, . . . gr ∈ Γ. On sait alors que la dimension ν de la somme des espaces carac-
téristiques associé aux valeurs propres de module maximal de l’endomorphisme
piρ(g1)piρ(g2) . . . piρ(gr)pi vérifie ν < µ.
Donc, en utilisant la propriété 1, il existe un entier n ∈ N tel que :
µ(gng1gng2 . . . gngrgn) = ν < µ .
Mais ceci est absurde car gng1gn . . . grgn appartient à Γ.
Corollaire 2.11. — Tous les éléments de G ont leurs valeurs propres de
module 1.
Or le semigroupe G agit irréductiblement, car il est Zariski-dense. Le lemme
suivant nous montre alors qu’il est compact :
Lemme 2.12. — Soit k une extension finie de Qp, et G un semigroupe de
End(kµ) qui agit irréductiblement sur kµ, dont toutes les valeurs propres sont
de valeur absolue inférieure à 1. Alors G est relativement compact.
Démonstration. — Soit A l’algèbre associative engendrée par G. Montrons que
la trace, notée Tr, est non dégénérée sur A.
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Pour cela on remarque que, comme kµ est un G-module simple, c’est aussi
un A-module simple. C’est de plus un A-module fidèle, car A est une sous-
algèbre de End(kµ). Donc l’algèbre A est simple, et on sait alors, d’après le
lemme de Schur et le théorème de Wedderburn (Cf [12], pp. 643 et 649) que
A=EndL(kµ), où L =EndA(kµ) est une algèbre à division.
Donc pour tout élément a non nul de A, on trouve un b dans A tel que ab
soit un projecteur de rang 1 dans le L-espace vectoriel kµ. Et alors Tr(ab) =
[L, k] 6= 0. La trace est donc bien non-dégénérée sur A.
Soient alors (hi) une base de A formée d’éléments de G, (ei) sa base duale.
Soit g ∈ K. Soit φg(x) = Tr(gx).
On a bien φg =
∑
Tr(ghi)ei. Or ghi ∈ G et | Tr(ghi) |≤ µ car toutes
les valeurs propres sont inférieures à 1 en module. Donc la norme de la forme
linéaire φg est bornée par Cµ où C est une constante. C’est-à-dire que la norme
de φg est bornée indépendamment de g. Finalement, les coefficients de g sont
bornés en valeur absolue indépendamment de g.
On a bien montré que G est relativement compact.
Ici, G étant de plus fermé, il est compact. Enfin G est un groupe, car c’est
un sous-semigroupe compact formé d’éléments inversibles(2).
Pour résumer : on a construit un sous-groupe compact Zariski-dense de
SL(W ) dont toutes les matrices sont trigonalisables sur k.
La partie suivante montrera que cette situation est impossible.
2.3. Eléments non trigonalisables des sous-groupes compacts. — Le
but de cette section est de montrer le lemme suivant, qui permet facilement de
conclure le raisonnement par l’absurde :
Lemme 2.13. — Soit G un sous-groupe compact Zariski-dense de SL(d, k),
avec d ≥ 2.
Alors G contient une matrice non trigonalisable sur k.
Démonstration. — G est un sous-Qp-groupe de Lie de SL(d, k), car c’est un
sous-groupe compact. Soit donc G son algèbre de Lie (sur Qp). C’est une sous-
algèbre de Lie de sl(d, k), la Qp-algèbre de Lie de SL(d, k). Elle est non réduite
à 0, sinon G serait discret, donc fini, donc ne serait pas Zariski-dense.
De plus, comme G est Zariski-dense dans SL(d, k), G est un idéal de la
Qp-algèbre sl(d, k). C’est l’objet du lemme suivant :
Lemme 2.14. — Soit G ⊂ G′ ⊂ GL(d,K) deux K-groupes de Lie, où K est un
corps local de caractéristique nulle. Soit G et G′ leur algèbre de Lie respective.
Alors si G est Zariski-dense dans G′, G est un idéal de G′
(2)En effet, si g ∈ G, alors il existe une sous-suite (gnk ) convergente de la suite (gn)n∈N. Et
la suite (gnk+1−nk−1) est une suite d’éléments de G qui converge vers g−1.
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Démonstration. — On sait que pour tout h ∈ G, Adh stabilise G. Or cette
propriété s’écrit comme l’annulation de polynômes en les coefficients de h.
On en déduit par Zariski-densité de G, que pour tout g ∈ G′, Adg stabilise
G. Donc, pour tout y ∈ G′, on a ady(x) ∈ G.
C’est à dire que G est un idéal de G′.
Or d’après [10, Paragraphe 6, Numéro 10], la Qp-algèbre de Lie sl(d, k) est
simple. Donc G est tout sl(d, k).
Il suffit maintenant de remarquer que sl(d, k) contient des matrices non
trigonalisables sur k. Soit x l’une d’entre elles. Quitte à multiplier x par une
puissance de p, on peut supposer que x est dans le domaine de définition de
l’exponentielle et que exp(x) est dans G.
Alors les matrices x et exp(x) sont trigonalisables exactement sur le même
corps : les valeurs propres de la première sont les logarithmes des valeurs propres
de la seconde. On a choisi un élément x non-trigonalisable sur k, donc exp(x)
ne l’est pas non plus.
Le lemme est ainsi démontré.
Ceci conclut la démonstration par l’absurde. On a bien démontré le théorème
2.5.
3. Ensembles limites et H-valuation dans Q(V )
Nous disposons d’un outil pour étudier un groupe proximal Γ : les ensembles
limites de l’action du groupe sur les espaces P(V ), Q(V ). Ils sont définis comme
les plus petits fermés invariants par Γ de ces espaces (voir le fait 1 plus loin).
Nous introduirons ensuite la notion de H-valuation d’un ensemble de Q(V ).
Cela permettra dans la prochaine partie de comprendre les conditions pour
que tout élément g proximal de Γ vérifie λ1(g) ∈ H.
3.1. Ensembles limites. — Nous donnons ici des résultats qui nous assurent
l’existence de ces ensembles limites. Pour les énoncer, nous avons besoin de
quelques définitions supplémentaires.
Soit Γ un sous-groupe de GL(V ). On dit qu’une partie F de V , P(V ), Q(V )...
est Γ-invariante si pour tout γ ∈ Γ, on a γF ⊂ F .
Si un élément g de GL(n, k) est proximal, la droite propre de V associée à
λ1(g) et la droite propre de tg associée à λ1(g) sont des points fixes attrac-
teurs pour l’action de g sur respectivement P(V ) et P(V ∗). Nous les utiliserons
souvent, donc fixons des notations :
Définition 3.1. — Si g est un élément proximal de GL(n, k), on note x+g le
point fixe attracteur de g dans P(V ) et y−g celui dans P(V ∗).
De plus on note Y −g le noyau de y−g . C’est le supplémentaire g-invariant de
x+g .
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Le fait suivant décrit la dynamique d’un élément g proximal sur l’espace
projectif :
Lemme 3.2. — Soit g un élément proximal de GL(n, k), et notons Y −g l’hy-
perplan projectif correspondant au noyau de y−g . Alors l’action de g sur P(V )
admet x+g comme point fixe attracteur, de bassin d’attraction P(V ) \ Y −g .
Démonstration. — On vérifie que la suite ( 1λn1 (g)g
n)n∈N converge vers le pro-
jecteur sur la droite x+g parallèlement à Y −g , ce qui prouve le lemme.
Le lemme suivant fait un autre lien entre les éléments proximaux et les
projecteurs de rang 1 :
Lemme 3.3. — Soit pi un projecteur de rang 1 sur une droite x ∈ P(V ) pa-
rallèlement à un hyperplan, que l’on voit comme le noyau d’une forme linéaire
y ∈ P(V ∗). Considérons gn une suite d’éléments de GL(n, k) qui converge vers
pi.
Alors pour n suffisament grand, gn est proximal, et de plus x+gn tend vers x
et y−gn tend vers y.
Démonstration. — Considérons l’action de pi sur P(V ) : tout voisinage compact
Ω de x est envoyé sur le singleton {x} qui est inclu dans Ω. Donc pour n
suffisament grand, gn envoie Ω dans Ω. Donc l’action de gn admet un point
fixe xn dans Ω. C’est à dire que la droite xn est une droite propre pour gn. De
même pour tout voisinage Ω′ de y dans P(V ∗), pour n suffisament grand, gn
admet un point fixe yn dans Ω′.
De plus par continuité, la valeur propre de gn associée à xn tend vers 1, alors
que le module des autres valeurs propres tend vers 0.
Donc pour n suffisament grand, gn est proximal et xn = x+gn , yn = y
−
gn . On
en déduit que x+gn tend vers x et y
−
gn tend vers y.
Si g est biproximal, on note x−g = x
+
g−1 , y
+
g = y
−
g−1 . Le point (x
+
g , y
+
g ) est le
point fixe attracteur de g dans Q(V ) :
Définition 3.4. — Si g est un élément biproximal de GL(n, k), on note a+g =
(x+g , y
+
g ) le point fixe attracteur de g dans Q(V ). De même, on note a−g =
a+g−1 = (x
−
g , y
−
g ) le point fixe répulseur de g.
On définit la notion de partie transverse, sur laquelle on reviendra dans la
partie suivante :
Définition 3.5. — Une partie Λ de P(V )× P(V ∗) est dite transverse si pour
deux éléments distincts (kv1, V1) et (kv2, V2) - où v1 et v2 sont deux vecteurs
de V et V1 et V2 deux hyperplans de V - v1 n’appartient pas à V2.
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On dispose de plus sur V de la norme max dans une base fixée, que l’on
notera ‖.‖. On peut alors en déduire de manière naturelle une norme sur V ∗
toujours notée ‖.‖, et des distances sur P(V ) et Q(V ) que l’on note toutes les
deux d. On définit la distance sur P(V ) par la formule suivante :
d(x, y) = inf{‖u− v‖ tel que u ∈ x, v ∈ y, ‖v‖ = ‖u‖ = 1}
On note que pour le choix de la norme fait, cet ensemble est non vide.
On dispose alors du fait suivant :
Fait 1. — Soient k un corps local et Γ un sous-groupe Zariski-dense proximal
de SL(n, k). Alors d’une part :
(1) L’ensemble Γprox des éléments proximaux de Γ est Zariski-dense dans Γ
(2) Soit ΛPΓ l’adhérence de l’ensemble {x+g / g ∈ Γprox}. Tout fermé non
vide Γ-invariant de P(V ) contient ΛPΓ. Donc l’action de Γ sur ΛPΓ est minimale.
(3) Soit ΛP
∗
Γ l’adhérence de l’ensemble {y−g / g ∈ Γprox}. Tout fermé non
vide Γ-invariant de P(V ∗) contient ΛP∗Γ . Donc l’action de Γ sur ΛP
∗
Γ est mini-
male.
(4) Pour tous ε > 0, x+ dans ΛPΓ et y
− dans ΛP
∗
Γ , l’ensemble
{g ∈ Γprox / d(x+g , x+) < ε , d(y−g , y−) < ε} est encore Zariski-dense dans Γ.
(5) ΛPΓ × ΛP
∗
Γ contient une partie transverse dense.
Et d’autre part :
(a) L’ensemble Γbip des éléments biproximaux de Γ est encore Zariski-dense
dans Γ
(b) Soit ΛQΓ l’adhérence de l’ensemble {a+g / g ∈ Γbip}. Tout fermé non vide
Γ-invariant de Q(V ) contient ΛQΓ . Donc l’action de Γ sur Λ
Q
Γ est minimale.
(c) Pour tous ε > 0, a+ et a− dans ΛQΓ , l’ensemble
{g ∈ Γbip / d(a+g , a+) < ε , d(a−g , a−) < ε} est encore Zariski-dense dans Γ.
(d) ΛQΓ contient une partie dense et transverse.
Démonstration. — Ce fait est une conséquence de la partie 3 de [3]. Plus pré-
cisément, la Zariski-densité de Γprox et Γbip découle du corollaire 1 et les autres
points du lemme 3.6.
Nous donnons ici la preuve des cinq premiers points pour donner une idée
des arguments à mettre en jeu. La preuve des quatres derniers points est très
similaire.
Commençons par prouver le point (2) :
Soit F un fermé non vide Γ-invariant de P(V ), x un point de F et g un
élément de Γprox. Alors, par Zariski-densité de Γ, il existe h ∈ Γ tel que h(x)
n’appartient pas au noyau de y−g , c’est à dire que h(x) est dans le bassin d’at-
traction de x+g pour g. Donc x+g = limn→∞ gnh(x) appartient à F .
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Ainsi F contient tout ΛPΓ.
Le point (3) se prouve de la même manière, en considérant l’action de Γ
sur P(V ∗)
Prouvons ensuite le point (4), qui implique le point (1) :
Soient x+ dans ΛPΓ et y
− dans ΛP
∗
Γ et F un fermé de Zariski de Γ contenant
l’ensemble :
{g ∈ Γprox / d(x+g , x+) < 2ε , d(y−g , y−) < 2ε} .
Par définition, on trouve deux éléments g et h dans Γprox tels qu’on a :
d(x+g , x
+) < ε et d(y−h , y
−) < ε.
Soit U l’ouvert de Zariski des éléments u de Γ tels que u(x+h ) n’est pas dans
ker(y−g ). Comme Γ est Zariski-dense, U est non vide.
De plus, pour tout u dans U , la suite ( 1λ1(g)nλ1(h)m g
nuhm)n,m∈N tend vers
le projecteur de rang 1 sur la droite x+g parallèlement à l’hyperplan ker(y
−
h )
quand n et m tendent vers l’infini.
D’après le lemme 3.3, pour tout u dans U , pour n et m suffisament grand,
l’élément γ = gnuhn est proximal et de plus d(x+γ , x+) < 2ε et d(y−γ , y−) < 2ε.
Donc F contient tout U (3). Or Γ est Zariski-dense dans SL(n, k) donc en
particulier Zariski-connexe, ce qui permet de conclure que F = Γ.
Enfin pour le point (5) : on fixe une suite (xn, yn)n∈N dense dans ΛPΓ×ΛP
∗
Γ .
Alors, grâce au point (4) que l’on vient de montrer, on peut construire par
récurrence une suite gn d’éléments de Γprox telle que :
– Pour tout n, on a d(x+gn , xn) <
1
n , et d(y
−
gn , yn) ≤ 1n .
– pour tout n, pour tout j < n, on a y−gj (x
+
gn) 6= 0 et y−gn(x+gj ) 6= 0.
Autrement dit, la partie (x+gj , y
−
gj )j≤n est transverse.
On conclut en remarquant que la partie (x+gn , y
−
gn)n∈N est dense et transverse
dans ΛPΓ × ΛP
∗
Γ .
Ces ensembles ΛPΓ et Λ
Q
Γ sont les ensembles limites de Γ sur respectivement
P(V ) et Q(V ). Le deuxième notamment nous sera très utile, une fois que nous
aurons défini la notion de H-valuation d’une partie de Q(V ).
3.2. H-valuation. — Nous introduisons dans cette partie la notion de H-
valuation. Dans le cas de l’article d’Y. Benoist, cette notion -appelée positivité-
est reliée aux parties convexes de l’espace projectif. Mais ici nous ne disposons
pas de convexité, et donc nous devons nous passer de cette vision des choses.
Rappelons qu’on a noté S le quotient k∗/H.
(3)En effet considérons l’application φ de Γ× Γ dans Γ qui à a, b associe aub. φ−1(F ) est un
fermé de Zariski de Γ et contient le semigroupe (gn, hm) pour n et m assez grand. Comme
l’adhérence de Zariski d’un semigroupe est un groupe, φ−1(F ) contient l’identité et F contient
u.
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Soit a un élément de P(V )×P(V ∗). On note alors a = (xa, ya), et on choisit
arbitrairement des vecteurs non nuls va et fa appartenant respectivement à xa
et ya. On définit ηab comme égal à 0 si fa(vb) = 0, à la classe de fa(vb) dans
S sinon ; et ζab = ηd−1ab ηba (on rappelle que d est l’indice de H dans k
∗). Ces
grandeurs dépendent des choix faits, mais nous n’utiliserons que des produits
de ces grandeurs qui eux ne dépendront pas de ces choix.
Soit Λ une partie de P(V ) × P(V ∗). On voit alors que Λ est transverse si
pour tout couple (a, b) d’éléments distincts de Λ, on a fa(vb) 6= 0. On définit
la H-valuation d’une telle partie :
Définition 3.6 (H-valuation). —
– On dit que Λ estH-valuée si on peut choisir pour tout a ∈ Λ les vecteurs
va et fa de telle sorte que pour tout couple (b, c) d’éléments de Λ, fb(vc)
appartient à H ∪ {0}.
– Si p est un entier plus grand que 2, on dit que Λ est H-valuée p à p si
toute partie à p éléments de Λ est H-valuée.
– Un triplet de Λ est dit H-antivalué si pour tout choix des fa et va pour
a ∈ Λ, on peut trouver un couple (b, c) du triplet tel que fb(vc) 6∈ H.
– Λ est dite H-antivaluée 3 à 3 si tous les triplets sont H-antivalués.
Pour le cas des triplets, on définit en outre sa valeur :
Définition 3.7. — On appelle valeur d’un triplet (a, b, c) de Q(V ) le produit
abc = ζabζbcζca .
Cette valeur ne dépend pas des choix effectués, car S est un groupe fini
d’ordre d. On vérifie alors que le triplet (a, b, c) est H-valué (respectivement
H-antivalué) si et seulement si abc ∈ {0, 1} ⊂ S ∪ {0} (respectivement ((S \
{1}) ∪ {0})).
On peut donner un critère de H-valuation :
Lemme 3.8. — Soit Λ une partie de P(V ) × P(V ∗) contenant plus de 4 élé-
ments, telle qu’il existe Λ′ ⊂ Λ dense et transverse. Alors Λ est H-valué si
et seulement si pour tout quadruplet (a, b, c, e) de Λ, le produit ηd−1ac η
d−1
be ηaeηbc
vaut 0 ou 1.
En particulier Λ est H-valué si et seulement si il est H-valué 4 à 4.
Démonstration. — On peut supposer que Λ est transverse.
On voit que le produit considéré ηd−1ac η
d−1
be ηaeηbc ne dépend pas des choix
faits. Donc si Λ est H-valuée, ces produits valent 0 ou 1.
Pour la réciproque, on a par hypothèses que pour tout (a, b, c, e),
ηd−1ac η
d−1
be ηaeηbc = 1
Si Λ a quatre éléments a, b, c et e, alors en appliquant l’hypothèse aux
quadruplets (a, b, c, e), (c, a, b, e) et (b, c, a, e) puis en faisant le produit des
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égalités obtenues, on obtient :
ηd−1ac ηcaη
d−1
ba ηabη
d−1
cb ηbc = 1 .
Donc si on choisit va arbitrairement, on peut faire les choix de fa, vb, fb,
vc et fc tels que on a : ηac = ηca = ηba = ηab = ηcb = ηbc = 1. On peut
choisir de plus ve et fe tels que on a ηae = ηea = 1. Les égalités données
par l’hypothèse assurent alors que ηec = ηce = ηbe = ηeb = 1. Il suffit enfin
d’appliquer l’hypothèse aux quadruplets du type (a, b, a, c) pour montrer que
ηaa = ηbb = ηcc = ηee = 1. Donc Λ est bien H-valuée.
Si maintenant Λ a plus de quatre éléments, on commence par choisir un a
arbitrairement, et on fixe va. On peut alors faire des choix pour toute partie
de Λ à quatre éléments contenant a. On vérifie alors que tous ces choix sont
cohérents en regardant des parties qui ont trois éléments en commun. On en
déduit que Λ est H-valué.
3.3. H-valuation 3 à 3. — La H-valuation 3 à 3 joue un rôle particulière-
ment important. On peut donner un critère de H-valuation 3 à 3 :
Lemme 3.9. — Soit Λ une partie de Q(V ) qui contient une partie Λ′ dense
et transverse. Alors Λ est H-valuée 3 à 3 si et seulement si on peut faire le
choix des vecteurs va et fa tels que pour tout couple (a, b) de points de Λ, on a
ζab ∈ {0, 1}.
Démonstration. — On peut à nouveau supposer Λ transverse.
Si on peut faire les choix comme dans l’énoncé du lemme, alors pour tout
triplet (a, b, c) d’éléments de Λ, on a abc = 1. Donc Λ est H-valuée 3 à 3.
Réciproquement, si Λ est H-valuée 3 à 3, alors pour tout triplet (a, b, c)
d’éléments de Λ, on a abc = 1. On fixe un a dans Λ et on choisit va ainsi que
tous les fb arbitrairement. On choisit alors les vecteurs vb tels que si b 6= a,
alors ζab = 1. En utilisant l’hypothèse, on voit que si b et c sont deux éléments
distincts de Λ, alors ζbc = 1.
4. Action sur la H-sphère et H-proximalité
L’étude de l’action d’un élément proximal g de GL(n, k) sur l’espace projectif
ne suffit pas pour décider si sa valeur propre λ1(g) est dans H.
Pour cela il faut regarder un espace plus gros qu’on appelle la H-sphère. On
définit cette H-sphère, notée S(V ) comme le quotient de V \ {0} par l’action
naturelle de H par homothéties. (V \ {0})/H. C’est un revêtement à d feuillets
de P(V ). On peut définir une distance sur S(V ) à valeur dans R de la façon
suivante :
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Soit |H| l’ensemble des normes d’éléments de H. Soient x ∈ u et y ∈ v.
On pose D(u, v) =
– 3 si ‖x‖‖y‖ n’est pas dans |H| (ça ne dépend pas du choix de x et y).
– 1‖x‖ inf{‖x − y′‖ pour y′ ∈ v, avec ‖y′‖ = ‖x‖}, sinon. A nouveau cela
ne dépend pas du choix de x et de y, et on voit que dans ce cas D(u, v) ≤ 1.
Grâce à cette distance on peut construire des relevés de boules de l’espace
projectif sur S(V ) de la façon suivante : si x appartient à P(V ), et que u ∈ S(V )
se projette sur x, alors la boule de centre u et de rayon ε de S(V ) se projette
bijectivement sur la boule de centre x et de rayon ε (pour ε < 1).
4.1. Lien entre l’action sur la H-sphère et proximalité. — Définissons
tout d’abord la notion de H-proximalité :
Définition 4.1 (H-proximalité). — Un élément g de SL(n, k) est H-proximal
(resp. H-biproximal, resp. H-loxodromique) s’il est proximal (resp. biproximal,
loxodromique) et que λ1(g) est dans H (resp. {λ1(g), λn(g)} est dans H, resp.
toutes les valeurs propres sont dans H).
On dit de même qu’un sous-groupe Γ de SL(n, k) est H-proximal (resp.
H-loxodromique) s’il est proximal (resp. loxodromique) et que tout élément
proximal (resp. loxodromique) est H-proximal (resp. H-loxodromique).
On a vu qu’un élément de SL(n, k) est proximal si et seulement si son action
sur l’espace projectif a un point fixe attracteur. On remarque de même que
cet élément est H-proximal si et seulement s’il a un point fixe attracteur dans
S(V ). Il en a alors exactement d.
On peut alors continuer cette analyse et étudier l’action des groupes H-
proximaux sur la H-sphère. Soit Γ un sous-groupe Zariski-dense de SL(n, k).
On appelle ΛSΓ le relevé sur la H-sphère de l’ensemble Λ
P
Γ
On obtient alors la propriété suivante :
Propriété 2. — Considérons Γ un sous-groupe Zariski-dense de SL(n, k).
Alors Γ est H-proximal si et seulement si il existe un fermé Γ-invariant F
de ΛSΓ tel que Λ
S
Γ est l’union disjointe des ensembles (αF )α∈S.
Dans ce cas l’action de Γ sur F est minimale.
Démonstration. — Supposons qu’on a ce fermé F et cette décomposition de
ΛSΓ. Soit alors g un élément proximal de Γ. On sait que x
+
g appartient à ΛPΓ.
Soit α la classe de la valeur propre λ1(g) dans S. Soit x+ ∈ F un relevé de x+g .
Alors on a par hypothèse g(x+) = αx+ ∈ F . Donc α = 1 et g est H-proximal.
Réciproquement, supposons que Γ est H-proximal. Soit F un fermé minimal
de ΛSΓ pour l’action de Γ. On sait que l’action de Γ sur Λ
P
Γ est minimale, donc
F se projette sur ΛPΓ. Donc on sait que Λ
S
Γ est l’union des (αF )α∈S . Il reste à
montrer que cette union est disjointe.
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Soit donc α ∈ S tel que αF ∩ F 6= ∅. Alors par minimalité, on obtient
αF = F . Soit g un élément proximal de Γ, et x+ ∈ F un relevé de x+g . L’orbite
sous Γ de x+ est dense dans F , donc il existe h ∈ Γ tel que h(x+) est très proche
de αx+. Alors pour n grand, hn = gnhgn est proximal, donc H-proximal. Or
x+hn est très proche de x
+
g . Soit donc y+ proche de x+ un relevé de x
+
hn
. Alors
hn(y+) est très proche de αx+. Donc, comme H est ouvert, λ1(hn) a pour
classe α dans S. Donc α = 1, et l’union est bien disjointe.
D’autre part, on voit que dans ces conditions l’action de Γ sur F est bien
minimale.
4.2. Sous-groupes H-proximaux. — La question de l’existence de sous-
groupes H-proximaux est un premier pas pour traiter simultanément toutes les
valeurs propres. Nous avons alors le théorème suivant :
Théorème 4.2. — Soit k un corps local de caractéristique 0 et H un sous-
groupe d’indice fini de k∗.
Alors les trois propositions suivantes sont équivalentes :
(1) SL(n, k) admet un sous-groupe Zariski-dense dont tous les éléments sont
H-proximaux.
(2) SL(n, k) admet un sous-groupe Zariski-dense et H-proximal.
(3) −1 appartient à H ou n est différent de 2.
Nous allons tout d’abord énoncer un autre résultat, qui nous permettra de
montrer le théorème.
Proposition 4.3. — Considérons Γ un sous-groupe proximal et Zariski-dense
de SL(n, k). Alors les cinq conditions suivantes sont équivalentes :
(1) Γ contient un sous-groupe Zariski-dense dont tous les éléments sont H-
proximaux.
(2) Γ contient un sous-groupe Zariski-dense et H-proximal.
(3) Γ contient un sous-groupe Zariski-dense ∆ tel que ΛQ(V )∆ est H-valué.
(4) ΛQ(V )Γ n’est pas H-antivalué trois à trois.
(5) ΛQ(V )Γ contient une partie infinie transverse H-valuée.
Montrons dans un premier temps que cette proposition implique le théorème.
Démonstration. — L’équivalence entre le premier et le deuxième point du théo-
rème est dans la proposition. Il reste donc à prouver que SL(n, k) contient des
sous-groupes Zariski-denses et H-proximaux si et seulement si n est différent
de 2 ou bien −1 est dans H.
Commençons par un lemme qui permet de comprendre pourquoi la condition
est nécessaire
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Lemme 4.4. — Soit Γ un sous-groupe proximal et Zariski-dense de SL(n, k)
préservant une forme bilinéaire b. Alors on a l’alternative suivante :
– si b est symétrique, alors ΛQ(V )Γ est H-valué.
– si b est antisymétrique, alors si −1 n’appartient pas à H, ΛQ(V )Γ est
H-antivalué 3 à 3.
Démonstration. — Soit b la forme bilinéaire préservée. Notons alors K = {g ∈
SL(n, k) / ∀v, w : b(gv, gw) = b(v, w)}. On peut supposer Γ = K. Alors
l’ensemble ΛQ(V )Γ est l’orbite fermée de K dans Q(V ). Or cette orbite est définie
comme suit : pour tout v ∈ V , on note v∗ la forme linéaire v′ 7→ b(v, v′). Alors
ΛQH = {(v, v∗) : / v ∈ V } s’identifie à l’ensemble des droites isotropes.
On choisit donc pour tout a dans ΛQ(V )Γ un vecteur va arbitraire, et on pose
fa = b(va, .).
Alors, dans le premier cas, pour tout couple (a, b), on a ζab = 1. Donc pour
tout triplet (a, b, c), abc = 1 ou 0 et Λ
Q(V )
Γ est H-valué.
Et, dans le deuxième cas, pour tout couple (a, b), on a ζab = −1. Donc pour
tout triplet (a, b, c), abc = −1 ou 0. Donc, si −1 n’est pas élément de H, ΛQ(V )Γ
est H-antivalué.
Montrons maintenant le théorème. Nous distinguons le cas de la dimension
2.
Cas 1 : n=2
En dimension 2, SL(2, k) préserve une forme bilinéaire symplectique. Donc
pour n = 2, l’existence d’un groupe Γ Zariski-dense et H-proximal implique
que −1 appartienne à H. Réciproquement, si −1 appartient à H, vu les choix
que l’on peut faire, pour tout Γ Zariski-dense dans SL(2, k), ΛQ(V )Γ est H-valué
et donc on vérifie les conditions de la proposition 4.3.
Cas 2 : n ≥ 3
Il suffit maintenant de construire un triplet H-valué pour SL(n, k). En effet,
si ΛQ(V )SL(n,k) contient ce triplet, cet ensemble Λ
Q(V )
SL(n,k) n’est en particulier pas H-
antivaluée trois à trois. Alors la proposition 4.3 implique que SL(n, k)(4) admet
un sous-groupe Zariski-dense et H-proximal, ce qui est la conclusion souhaitée.
Soit donc (e1, e2, . . . , en) une base de kn. Soit a un élément de H de norme
plus grande strictement que 1.
Soit g ∈ SL(n, k) dont la matrice dans cette base est :
(4)Ce groupe est bien par ailleurs proximal et Zariski-dense dans SL(n, k) !
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
a
1 0
. . .
0 1
a−1

Soit maintenant h ∈ SL(n, k) qui est représenté par la même matrice mais
cette fois dans la base (e1 + 2e2 + en, e1 − en, . . . , en).
Alors un calcul rapide montre que le triplet (a+g , a−g , a
+
h ) est H-valué. Il suffit
en effet de faire les choix suivants pour les représentants de a+g , a−g et a
+
h :
– a+g = [(e1, e∗n)]
– a−g = [(en, e∗1)]
– a+h = [(e1 + 2e2 + en, e
∗
1 + e
∗
n − e∗2)]
On a bien montré le théorème 4.2 grâce à la proposition 4.3.
4.3. Démonstration de la proposition 4.3. — Il faut donc maintenant
démontrer la proposition 4.3. Nous aurons besoin pour cela de trois lemmes.
Voyons tout d’abord comment construire une partie infinie H-valuée de l’en-
semble limite dans Q(V ) à partir d’un triplet H-valué :
Lemme 4.5. — Soient g un élément biproximal de GL(kn) et a appartenant à
Q(V ) tels que le triplet (a, a+g , a−g ) soit transverse et H-valué. Alors il existe
un entier i > 1 tel que l’ensemble {gim.a /m ∈ Z} est transverse et H-valué.
Démonstration. — On suppose - quitte à remplacer g par gd - que g et g−1
sont H-proximaux.
On fait les choix des vecteurs v, f , v±g et f±g de telle sorte que pour tout
couple (b, c) du triplet (a, a+g , a−g ), on a ηbc = fb(vc) = 1 ∈ G. C’est possible
car le triplet est transverse et H-valué.
Notons vm = gmv et fm = gmf . Travaillons dans la H-sphère S(V ) et pour
x dans V notons x˜ sa projection dans S. Alors, comme f−g (v) = f−g (v+g ), on
sait que v˜n tend vers v˜+g quand n → +∞. En effet v˜n tend vers αv˜+g pour
un α ∈ S, et la condition impose α = 1. De même, v˜n tend vers v˜−g quand
n → −∞. L’ouverture de H nous garantit alors l’existence de i0 tel que pour
tout entier i avec |i| ≥ i0, f(vi) ∈ H. Mais alors si i et j sont deux entiers
tels que |i − j| ≥ i0, on a fj(vi) ∈ H. Donc la famille {gi0m.a /m ∈ Z} est
transverse et H-valuée.
Il faut maintenant arriver à construire des sous-groupes Zariski-dense. C’est
l’objet du second lemme, qui est très proche du lemme 7.2 de [2].
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Lemme 4.6. — Soit Γ un sous-groupe Zariski-dense et proximal de SL(n, k).
Soit a±1 , a
±
2 , . . ., a
±
m, . . . une famille infinie d’éléments de Λ
Q
Γ . Alors pour tout
 > 0, on peut trouver des éléments g1, . . ., gm de Γ tels que :
– Pour tout 1 ≤ i ≤ m, gi est H-biproximal.
– Pour tout 1 ≤ i ≤ m, d(a+gi , a+i ) <  et d(a−gi , a−i ) < .
– Pour tout p ≥ 1, le sous-groupe ∆p de Γ engendré par (gpi )1≤i≤m est
Zariski-dense dans Γ.
Démonstration. — On construit la suite gi par récurrence : d’après le fait 1, on
peut trouver g1 ∈ Γ biproximal tel que d(a+g1 , a+1 ) <  et d(a−g1 , a−1 ) < . Quitte
à remplacer g1 par gd1 , on peut supposer que g1 est H-biproximal. On note Γ1
l’adhérence de Zariski du groupe engendré par g1. Quitte à remplacer g1 par
une puissance, on peut supposer que Γ1 est Zariski-connexe.
Supposons construits (g1, . . . , gj−1) appartenant à Γ, H-biproximaux, véri-
fiant que l’adhérence de Zariski du groupe que chacun engendre est Zariski-
connexe, et tels que : pour tout 1 ≤ i ≤ j − 1, d(a+gi , a+i ) <  et d(a−gi , a−i ) < .
On note Γj−1 l’adhérence de Zariski dans Γ du groupe engendré par ces élé-
ments. C’est un fermé Zariski-connexe. Si Γj−1 = Γ, alors la famille cherchée
est construite
D’après le fait 1, l’ensemble des éléments biproximaux tels que d(a+g , a
+
j ) <
 et d(a−g , a
−
j ) <  est Zariski-dense dans Γ. Donc on peut choisir dans cet
ensemble un élément gj H-biproximal, en dehors de Γj−1 et engendrant un
groupe Zariski-connexe.
La suite (Γj) est une suite croissante d’ensembles Zariski-fermés et Zariski-
connexe. Elle stationne donc et il existem tel que Γm = Γ. De plus les propriétés
de Zariski-connexité nous assurent que pour tout p ≥ 1, l’adhérence de Zariski
de ∆p contient Γm = Γ.
Un dernier lemme permettra de vérifier que les groupes construits dans le
lemme précédent sont composés d’éléments H-proximaux.
Lemme 4.7. — Soit E une partie finie de GL(V ) composée d’éléments H-
biproximaux et telle que l’inverse de tout élément de E est encore dans E.
Supposons que l’ensemble ΛQE = {a+g / g ∈ E} de Q(V ) est transverse. De
plus, on suppose que pour tout i ≥ 1 le sous groupe ∆i de GL(V ) engendré par
{gi / g ∈ E} agit irréductiblement sur V . Alors on peut trouver un entier i0 ≥ 1
tel que, pour tout i ≥ i0, on a :
– Tous les éléments de ∆i − {e} sont proximaux.
– ∆i est H-proximal si et seulement si ΛQE est H-valué.
– ΛQ∆i est H-valué si et seulement si Λ
Q
E est H-valué.
Démonstration. — Soit  un réel positif. Soit g un élément proximal, on dispose
alors de x+g et y−g , et on note Y −g le noyau de y−g . On définit alors b(g) = {x ∈
P(V ) / d(x, x+g ) < } et B(g) = {x ∈ P(V ) / d(x, Y −g ) > }.
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On dit alors que g est -proximal si on a : b(g) ⊂ B(g), g(B(g)) ⊂ b(g)
et l’action de g restreinte à B(g) est -lipschitzienne.
Fixons  suffisamment petit tel que, pour tout g et h distincts de E avec
g 6= h−1, on a b(h) ⊂ B(g). On peut trouver un entier i0 tel que tous les gi0
pour g un élément de E sont -proximaux. On note Ei = {gi / g ∈ E} pour
tout entier i.
Soit i ≥ i0. Soit h = hl . . . h1 un élément de ∆i, avec hk dans Ei. On suppose
(quitte à simplifier et à conjuguer) que pour tout 1 ≤ k ≤ l, hk 6= h−1k+1, avec
la notation h1 = hl+1. Comme les hk sont dans Ei, ils sont -proximaux.
Dans ces conditions, on vérifie que pour tout 1 ≤ k ≤ l, on a les inclusions
suivantes : hk . . . h1(b(hl)) ⊂ hk . . . h1(B(h1)) ⊂ b(hk). Donc on obtient que
h(b(hl)) ⊂ b(hl) et on voit que la restriction de h à b(hl) est -lipschitzienne.
Donc h admet un point fixe attracteur dans b(hl) et est donc proximal.
Le premier point est donc démontré.
Pour le deuxième point, il va falloir à nouveau travailler dans la H-sphère.
Pour tout g dans E, choisissons v+g et f−g des relevés de x+g et y−g dans res-
pectivement V et V ∗ tels que f−g (v+g ) ∈ H. Si x appartient à V , on note x˜
son projeté dans la H-sphère. Soit a(g) = {v ∈ S(V ) /D(v, v˜+g ) < }. Il est
clair par construction que a(g) se projette sur b(g). Donc pour tout h et h′
distincts de Ei avec h′ 6= h−1, on peut définir ηhh′ comme l’unique élément de
S tel que on a h(a(h′)) ⊂ ηhh′a(h). On voit que ηhh′ est la classe de f−h (v+h′).
Si maintenant, comme pour le point précédent, on a un mot h = hl . . . h1
réduit avec hk dans Ei, on définit ηh = ηh1hl . . . ηh2h1 . On a alors h(a(hl)) ⊂
ηha(hl).
Donc ∆i est H-proximal si et seulement si on a ∀h ∈ ∆i \ {e}, ηh = 1.
D’après le lemme 3.8, on voit que c’est équivalent au fait que ΛQE est H-valué.
Pour le troisième point, on remarque tout d’abord que ΛQE est inclus dans
ΛQ∆i . Il suffit donc de montrer que si Λ
Q
E est H-valué, alors Λ
Q
∆i
l’est aussi.
Raisonnons par l’absurde. Si ΛQE est H-valué, ∆i est H-proximal. Mais si Λ
Q
∆p
n’est pas H-valué, on peut construire grâce aux deux premiers points de ce
lemme et au lemme précédent un élément proximal non H-proximal de ∆i\{e}.
C’est la contradiction cherchée.
Nous pouvons maintenant démontrer l’équivalence de la proposition 4.3 :
Démonstration. — Le premier point implique clairement le second.
Avec le lemme 4.7 et sa démonstration, on voit que le deuxième point im-
plique le troisième.
Du troisième point on en déduit facilement le quatrième : on dispose d’une
partie infinie H-valuée, donc a fortiori un triplet.
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Pour passer du quatrième point au cinquième, on utilise le lemme 4.5 : soit
(a, a+, a−) un triplet transverse H-valué. D’après le lemme 1 on trouve un
élément biproximal g tel que a+g est très proche de a+ et a−g de a−. Donc on
dispose du triplet (a, a+g , a−g ) transverse et H-valué. Ce qui permet d’appliquer
le lemme 4.5 pour avoir une partie infinie transverse H-valuée.
Enfin le cinquième implique le premier point : Soit une famille a±1 , . . ., a
±
m
transverse H-valuée. On choisit un  > 0 suffisamment petit et g1, . . ., gm
comme dans le lemme 4.6 de sorte que la famille a±g1 , . . ., a
±
gm est encore trans-
verse et H-valuée. Soit ∆i le groupe engendré par les gij . D’après les lemmes
4.6 et 4.7, pour i suffisamment grand, ∆i est Zariski-dense composé d’éléments
H-proximaux.
Nous avons donc compris le comportement de la première valeur propre. Avec
le même genre d’idée, on peut traiter toutes les valeurs propres simultanément.
Ainsi dans la prochaine partie, nous étudierons les conditions d’existence de
sous-groupes H-loxodromiques de SL(n, k).
5. Sous-groupes H-loxodromiques
5.1. La variété des drapeaux. — Le but de cette partie est de démontrer
le théorème suivant :
Théorème 5.1. — Soit k un corps local de caractéristique nulle, H un sous-
groupe d’indice fini de k∗.
Alors les trois propositions suivantes sont équivalentes :
(1) SL(n, k) contient un sous-groupe Zariski-dense dont tous les éléments
sont H-loxodromiques.
(2) SL(n, k) contient un sous-groupe H-loxodromique et Zariski-dense.
(3) −1 appartient à H, ou n n’est pas congru à 2 modulo 4.
La démonstration sera parallèle à la démonstration du théorème 4.2. Il faudra
cependant être un peu plus précis car nous travaillons maintenant avec toutes
les valeurs propres simultanément. Il faudra pour cela utiliser un soupçon de
théorie des représentations.
Pour le groupe SL(n, k) on connait des représentations rl dans Vl = Λlkn
pour 1 ≤ k ≤ n − 1. On a vu que si un Γ est H-loxodromique, alors tous les
rl(Γ) sont H-proximaux. On fixe une base (e1, . . . en) de V
Nous travaillons dans la variété des drapeaux X ' SL(n, k)/T+ de V où T+
est l’ensemble des matrices triangulaires supérieures. Il nous faut donc définir
dans ce cadre les notions que l’on avait définies pour les éléments proximaux.
Pour cela, définissons des fonctions ϕl de X dans Q(Vl) pour tout 1 ≤ l ≤
n− 1 : soit z un drapeau de X, et (f1, . . . , fn) une base adaptée à z. On note
(f∗1 , . . . f
∗
n) la base duale.
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Définition 5.2. — Avec les notations ci-dessus, ϕl(z) est défini comme le
point (f1 ∧ . . . ∧ fl, f∗n ∧ . . . ∧ f∗n−l) de P(Vl)× P(Vl∗).
De plus, pour tout 1 ≤ l ≤ n − 1, on note al l’image par ϕl du drapeau
canonique.
La notion de transversalité dans la variété drapeau découle de ces définitions :
Définition 5.3. — Une partie Λ ⊂ X est transverse si pour tout 1 ≤ l ≤ n−1,
ϕl(Λ) est une partie transverse de P(Vl)× P(V ∗l ).
Remarquons que si un élément g de SL(n, k) est loxodromique, alors son
action sur la variété des drapeaux X a un point fixe attracteur, à savoir le
drapeau engendré par la base (x1, . . . , xn) où xi est un vecteur propre associé
à la valeur propre λi. Ce qui mène à la définition suivante :
Définition 5.4. — Si g est un élément loxodromique, on note z+g ce drapeau
attracteur dans la variété X.
On note z−g le drapeau z
+
g−1 .
Nous pouvons maintenant énoncer un fait similaire au fait 1 pour les éléments
loxodromiques :
Fait 2. — Soit k un corps local et Γ un sous-groupe Zariski-dense et loxodro-
mique de SL(n, k). Alors :
(1) L’ensemble Γlox des éléments loxodromiques de Γ est Zariski-dense dans
Γ
(2) Soit ΛXΓ l’adhérence de l’ensemble {z+g / g ∈ Γlox}. Tout fermé non vide
Γ-invariant de X contient ΛXΓ . Donc l’action de Γ sur Λ
X
Γ est minimale.
(3) Pour tous ε > 0, z+ et z− dans ΛXΓ , l’ensemble
{g ∈ Γlox / d(z+g , z+) < ε , d(z−g , z−) < ε} est encore Zariski-dense dans Γ.
(4) ΛXΓ contient une partie dense et transverse.
Démonstration. — Comme le fait 1, ce fait est une conséquence de la partie 3
de [3]. De plus la preuve est à nouveau très similaire à celle donnée dans le cas
proximal.
5.2. H-valuation de l’ensemble limite. — On peut aussi définir la notion
de H-valuation dans la variété des drapeaux :
Définition 5.5. — Une partie Λ de X est H-valuée (resp H-valuée 3 à 3)
si et seulement si, pour tout 1 ≤ l ≤ n − 1, son image ϕl(Λ) dans Q(Vl) est
H-valuée (resp H-valuée 3 à 3).
Une telle partie est H-antivaluée 3 à 3 si elle ne contient aucun triplet
transverse H-valué.
On peut alors énoncer une proposition similaire à la proposition 4.3 :
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Proposition 5.6. — Soit Γ un sous-groupe Zariski-dense et loxodromique de
SL(n, k). Alors on a l’équivalence suivante :
(1) Γ contient un sous-groupe Zariski-dense dont tous les éléments sont H-
loxodromiques.
(2) Γ contient un sous-groupe Zariski-dense et H-loxodromique.
(3) l’ensemble limite ΛXΓ contient un triplet transverse H-valué.
La démonstration de la proposition 5.6 est très similaire à celle de la proposi-
tion 4.3. Nous énonçons donc trois lemmes analogues aux trois lemmes utilisés
plus haut.
Lemme 5.7. — Soient g un élément loxodromique de SL(n, k) et z appartenant
à X tels que le triplet (z, z+g , z−g ) soit H-valué. Alors il existe un entier p > 1
tel que l’ensemble {gpn.z / n ∈ Z} est transverse et H-valué.
Démonstration. — C’est une conséquence du lemme 4.5.
Lemme 5.8. — Soit Γ un sous-groupe Zariski-dense loxodromique de SL(n, k).
Soient m ≥ 2 et z±1 , z±2 , . . ., z±m, . . . une famille infinie d’éléments de ΛXΓ .
Alors pour tout  > 0, on peut trouver des éléments g1, . . ., gm de Γ tels que :
– Pour tout 1 ≤ j ≤ m, gj est H-loxodromique.
– Pour tout 1 ≤ j ≤ m, d(z+gj , z+j ) <  et d(z−gj , z−j ) < .
– Pour tout i ≥ 1, le sous-groupe ∆i de Γ engendré par (gij)1≤j≤m est
Zariski-dense dans Γ.
Démonstration. — La démonstration est la même que celle du lemme 4.6 (voir
aussi le lemme 7.2 de [2]).
Le troisième lemme se réénonce ainsi :
Lemme 5.9. — Soit E une partie finie de SL(V ) composée d’éléments H-
loxodromiques et telle que l’inverse de tout élément de E est encore dans E.
Supposons que l’ensemble ΛXE = {z+g / g ∈ E} de X est transverse. De plus,
on suppose que pour tout i ≥ 1 le sous groupe ∆i de SL(V ) engendré par
{gi / g ∈ E} est Zariski-dense dans SL(V ). Alors on peut trouver un entier
i0 ≥ 1 tel que, pour tout i ≥ i0, on a :
– Tous les éléments ∆i − {e} sont loxodromiques.
– ∆i est H-loxodromique si et seulement si ΛXE est H-valué.
Démonstration. — C’est une conséquence du lemme 4.7.
On montre alors la proposition 5.6 de la même manière que la proposition
4.3, en remplaçant les lemmes 4.5, 4.6 et 4.7 par les trois lemmes ci-dessus.
Il reste donc à démontrer le théorème 5.1. Pour cela, le point un peu délicat
est de construire un triplet H-valué. Nous détaillons cette construction dans la
partie suivante.
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5.3. Construction d’un triplet H-valué. — Le but de cette partie est de
construire un triplet H-valué de la variété des drapeaux. Quand on ne s’intéres-
sait qu’à la première valeur propre, cette construction n’était qu’une formalité.
Maintenant, il faut contrôler la H-valuation du triplet dans toutes les représen-
tations simultanément. Pour cela, nous utilisons l’action d’un certain élément
Y de M(n, k).
Commençons par une définition et un lemme. On rappelle qu’on dispose de
(e1, . . . , en) une base de V .
Définition 5.10. — Soient Y appartenant à GL(n, k) et 1 ≤ l ≤ n− 1. Alors
on note Nl(Y ) = inf{k ∈ N / fl(Y k.vl) 6= 0}, où vl = e1 ∧ . . . ∧ el appartient à
Vl et fl = (en−l+1 ∧ . . . ∧ en)∗ appartient au dual V ∗l de Vl.
On remarque que vl et fl sont des vecteurs de plus haut poids restreint de
Vl et V ∗l respectivement.
Le lemme suivant explique comment utiliser l’action d’un élément Y nil-
potent bien choisi. Comme Y est supposé nilpotent, on peut passer à l’exponen-
tielle.
Lemme 5.11. — Soient Y un élément nilpotent dans M(n, k) et 1 ≤ l ≤ n−1.
Alors on peut trouver t et t′ dans H tels que pour tout l :
(1) Si Nl(Y ) <∞, le triplet (al, etY .al, et′Y .al) est transverse.
(2) Si Nl(Y ) est pair, il est H-valué.
(3) Si Nl(Y ) est impair, le triplet et H-valué si et seulement si −1 est dans
H
Démonstration. — Soit ti une suite de points de H tendant vers 0. Soit main-
tenant t′i une suite de points de H tendant vers 0 tels que pour tout i, t′i − ti
est élément de H (en particulier ti 6= t′i). C’est possible car H est ouvert.
Fixons un entier 1 ≤ l ≤ n− 1.
Soit N = Nl(Y ). Soit (vl, fl) un représentant de al. Calculons pour tout i :
ctit′i = (e
tiY fl)(et
′
iY vl)
= fl(e(t
′
i−ti)Y vl)
= (t
′
i−ti)N
N ! fl(Y
Nvl) + o((t′i − ti)N )
Cette expression ne s’annule pas pour i grand car on a supposé que ti 6= t′i.
Donc tous les triplets (al, etiY .al, et
′
iY .al) sont transverses.
On peut supposer vl et fl choisis de telle sorte que
fl(Y
Nvl)
N ! ∈ H. On sait
alors que pour i suffisamment grand ctit′i , c0ti et c0t′i sont dans H car H est
ouvert. Il suffit donc de vérifier que cti0, ct′i0 et ct′iti sont dans H. C’est bien le
cas si N est pair, ou alors, si N est impair, il faut et il suffit que −1 soit dans
H.
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Donc pour un certain I, on sait que le triplet (al, etIY .al, et
′
IY .al) vérifie les
conditions du lemme.
Dans le cas où n n’est pas congru à 2 modulo 4, nous construisons maintenant
un élément Y de M(n, k) tel que Nl(Y ) soit pair pour tout 1 ≤ l ≤ n− 1.
Cas n1 : n est impair
Posons Y0 ∈ M(n, k) défini par : Y0ei = ei+1 pour tout 1 ≤ i ≤ n, avec
en+1 = 0. On peut alors calculer Nl(Y0) pour tout l : on a Nl(Y0) = l(n − l).
Comme n est impair, cet entier est pair pour tout 1 ≤ l ≤ n− 1.
Cas n2 : n = 2q avec q pair
On définit cette fois Y1 par Y1ei = ei+1 + δi,q−1eq+1 pour tout 1 ≤ i ≤ n.
On peut calculer, pour 1 ≤ l < q, Nl(Y1) = Nn−l(Y1) = l(n− l−1). Ces entiers
sont pairs.
Il reste le problème de la parité de Nq(Y1). Montrons dans un premier temps
que cet entier est fini : il suffit de constater que fq(Y
q2
1 .e1 ∧ . . .∧ eq) 6= 0. Donc
Nq(Y1) est bien fini.
On remarque alors que la représentation rq est orthogonale. C’est à dire que,
d’après le lemme 4.4, la famille (aq, etIY .aq, et
′
IY .aq) est H-valuée, et ce pour
tout H sous-groupe d’indice fini de k∗. Or il y a des tels H qui ne contiennent
pas −1. Donc, d’après le lemme 5.11, Nq(Y1) ne peut pas être impair. Comme
il est fini, c’est donc qu’il est pair.
Tous les Nl(Y1) sont donc pairs pour 1 ≤ l ≤ n− 1.
Grâce à ces éléments Y0 et Y1, nous pouvons maintenant démontrer le théo-
rème 5.1.
Preuve du théorème 5.1. — L’équivalence entre le premier point et le deuxième
est déjà prouvée dans la proposition. Il reste à montrer que SL(n, k) contient
un sous-groupe Zariski-dense et H-loxodromique si et seulement si −1 est dans
H ou n n’est pas congru à 2 modulo 4
Or on remarque que la condition n non congru à 2 modulo 4 est équivalente
au fait qu’aucun des rl ne préserve une forme symplectique.
Ainsi, d’après le lemme 4.4, on voit que si −1 n’appartient pas à H et n = 2a
est congru à 2 modulo 4, alors SL(n, k) ne contient pas de sous-groupes Zariski-
denses H-loxodromiques. En effet, la représentation ra est symplectique, donc
ra(SL(n, k)) ne contient pas de sous-groupe Zariski-dense H-proximal, donc
SL(n, k) ne contient pas de sous-groupe Zariski-dense H-loxodromique. Donc
le premier point implique le deuxième.
Il suffit maintenant de montrer que dans les autres cas, on peut trouver des
sous-groupes Zariski-denses dont tous les éléments sont H-loxodromiques. Il
faut donc construire un triplet transverse et H-valué de la variété des drapeaux.
Pour cela, on sait que le drapeau canonique z0 associé à la base (e1, . . . , en)
est dans ΛXSL(n,k). De plus, dans tous les cas considérés, le lemme 5.11 nous
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donne t et t′ dans H tels que le triplet (z0, etY z0, et
′Y z0) est transverse et H-
valué car son image dans toutes les représentations rl l’est (ici Y désigne Y0 si
n est impair et Y1 si n est pair).
On en déduit l’existence d’un sous-groupe de SL(n, k) Zariski-dense dont
tous les éléments sont H-loxodromiques d’après la proposition 5.6. Ainsi le
deuxième point implique le premier.
Le théorème 5.1 est donc bien démontré.
Pour en déduire le théorème 1.1, il suffit de remarquer que grâce au théorème
2.5 et à l’équivalence entre les deux premiers points du théorème 5.1, on a l’équi-
valence entre l’existence d’un sous-groupe Zariski-dense et H-loxodromique, et
l’existence d’un sous-groupe Zariski-dense dont toutes les matrices ont leur
spectre dans H.
Concluons en donnant une dernière application du théorème 1.1 :
Corollaire 5.12. — Pour tout entier n, pour tout k corps local de caracté-
ristique 0, on peut trouver un sous-groupe Zariski-dense de SL(n, k) dont toutes
les valeurs propres sont des cubes.
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