Complementarity solvers are continually being challenged by modelers demanding improved reliability and scalability. Building upon a strong theoretical background, the semismooth algorithm has the potential to meet both of these requirements. We briefly discuss relevant theory associated with the algorithm and describe a sophisticated implementation in detail. Particular emphasis is given to robust methods for dealing with singularities in the linear system and to large scale issues. Results on the MCPLIB test suite indicate that the code is robust and efficient, and scales well to very large problems.
Introduction
Due to the success of complementarity algorithms at solving large, difficult problems, the modeling community has become more adventurous at generating even larger and "harder" models, some of which are poorly defined, suffer from condition or singularity problems, or contain "non-convexities". Any new algorithmic development should attempt to meet the expectations of the modeling community; the resulting code must terminate in all cases with appropriate solutions or error messages, and should solve a vast majority of the standard suite of test models [7] .
In the past few years there has been extensive theoretical research associated with the use of nonsmooth Newton methods for complementarity problems, with much emphasis on extending the domain of local convergence. Building on the success of early iterative linearization algorithms [21, 22] , one approach is based on a piecewise linear approximation to the normal map [29] , and resulted in the implementation of the PATH solver [8] , currently the most widely used complementarity problem solver. While it may be argued that piecewise linear maps are more effective at approximating piecewise smooth maps, generating the "Newton" step typically involves the arduous task of solving a linear complementarity problem. A seemingly more attractive approach is to use an algorithm based on solving a system of linear equations to generate each "Newton" step. Recent theoretical work has outlined a host of methods with this property. Amongst these, the semismooth algorithm [5] appears to have some of the strongest associated theory. However, a serious effort to produce a sophisticated implementation has been lacking.
In this paper, we develop a code based upon the semismooth algorithm. We begin by briefly discussing the theoretical foundations of the semismooth algorithm. Many of the results contained in the section are given without proof; instead, we provide references to the relevant literature. We then present the implementation details of the code. The main focus is on the numerical aspects of the code used to overcome problems with singularity and ill-conditioning, and strategies to recover from finding non-optimal stationary points of the merit function. Issues related to the use of iterative solvers for large scale problems are outlined. We demonstrate the code's robustness on the problems in the MCPLIB [7] test collection by performing two tests, one using direct solution methods and another using only iterative techniques. Both indicate that the code is reliable and scalable.
We also compare the semismooth algorithm to PATH, showing comparable robustness, albeit using more computational time. These findings demonstrate that further investigation is warranted into the use of inexact Newton directions and general purpose preconditioners within the context of the semismooth algorithm. Since the underlying design of the algorithm requires only linear equation solutions, adapting much of the extensive literature on iterative solvers would undoubtedly be beneficial to the code.
Before proceeding, we recall the definition of the mixed complementarity problem (MCP). Given lower bounds, l i ∈ ℜ ∪ {−∞}, and upper bounds, u i ∈ ℜ ∪ {+∞}, with l i < u i for all i ∈ I := {1, . . . , n} and a continuously differentiable function, F : ℜ n → ℜ n , we say that x * ∈ ℜ n ∩ [l, u] solves MCP if and only if one of the following holds for all i ∈ I: x * i = l i and F i (x * ) ≥ 0, x * i ∈ (l i , u i ) and F i (x * ) = 0,
Many applications can be formulated in this framework [13] .
Mathematical Foundation
The semismooth solver is based on a reformulation of the mixed complementarity problem as a nonlinear system of equations. In order to describe this formulation, we first recall that a mapping φ : ℜ 2 → ℜ is called an NCP-function if it satisfies φ(a, b) = 0 ⇐⇒ a ≥ 0, b ≥ 0, ab = 0.
Two examples of NCP-functions are the Fischer-Burmeister [14] function
and the penalized Fischer-Burmeister [3] function
where λ ∈ (0, 1) is a given parameter. These two functions will play an essential role in this paper, and we will come back to this point in a moment. Let us partition the index set I = {1, . . . , n} in the following way:
i.e., I l , I u , I lu and I f denote the set of indices i ∈ I with finite lower bounds only, finite upper bounds only, finite lower and upper bounds and no finite bounds on the variable x i , respectively. Hence the subscripts in the above index sets indicate which bounds are finite, with the only exception of I f which contains the free variables. If φ 1 , φ 2 are two (not necessarily different) NCP-functions, we extend an idea by Billups [1] and define an operator Φ : ℜ n → ℜ n component-wise as follows:
It is easy to see that
Note that Φ is not in general differentiable. A standard technique to solve the mixed complementarity problem is to apply a non-smooth Newton method (see [28, 27] ) to the system Φ(x) = 0 and globalize it using the corresponding merit function
Assuming that Ψ is continuously differentiable and recalling that the B-subdifferential of Φ at a point x ∈ ℜ n is defined by [27] 
where D Φ denotes the set of differentiable points of Φ, we can follow the pattern from [5] and write down the basic semismooth solver for MCP.
, p > 2, and set k := 0.
(S.1) (Stopping Criterion) If x k satisfies a suitable termination criterion: STOP.
If this system is not solvable or if the descent condition
is not satisfied, set
, and go to (S.1).
Note that Algorithm 2.1 actually represents a whole class of methods since it depends heavily on the definition of Φ which, in turn, is completely determined by the choice of the two NCP-functions φ 1 and φ 2 . Note that, usually, φ 1 plays the central role in the definition of Φ; for example, if there is no variable with finite lower and upper bounds, then φ 2 is not used in the definition of Φ. In particular, this is the case for the standard nonlinear complementarity problem. For the purpose of this paper, we are particularly interested in the following two choices of Φ. We define
and
The reader may wonder why we do not take φ 2 = φ CCK as well; the simple reason is that we were unable to prove some of the subsequent results for this case. In fact, basically all of these results are based on a suitable overestimation for the generalized Jacobian ∂Φ(x). Typically, such an overestimation can be obtained by exploiting Theorem 2.3.9 in [4] that contains a convex hull operation. It is often possible to remove this convex hull and to get a simpler overestimate for ∂Φ(x). However, when using φ 1 = φ 2 = φ CCK , we were not able to get rid of this convex hull, so we decided not to take φ 2 = φ CCK in the definition of the operator Φ CCK .
Both from a theoretical and a numerical point of view, the operator Φ CCK has stronger properties than Φ F B , at least for the standard nonlinear complementarity problem, see [3] . Hence Φ CCK will be used by default in our implementation of Algorithm 2.1. However, in some situations, it is also helpful to have some alternative operators like Φ F B . For example, our implementation uses Φ F B to perform restarts.
We now summarize some of the properties of Φ F B and Φ CCK as well as of their corresponding merit functions
The proofs of the results can be found in [9] for the case of Φ = Φ F B . Since the proofs for Φ = Φ CCK are very similar (although quite technical and lengthy), we skip the proofs of all these results here.
Proposition 2.2 Let Φ belong to {Φ F B , Φ CCK } and Ψ be the corresponding merit function. Then the following hold:
1. Φ is semismooth.
2. If F ′ is locally Lipschitzian, then Φ is strongly semismooth.
3. Ψ is continuously differentiable on ℜ n .
4. If x * be a strongly regular solution of MCP, then x * is a BD-regular solution of Φ(x) = 0.
For a precise definition of (strong) semismoothness we refer the reader to [24, 28, 27] . Here, we only note that (strong) semismoothness is one of the two ingredients which are needed in order to prove local (quadratic) super-linear convergence of a non-smooth Newton method. The second ingredient is the socalled BD-regularity assumption. A solution x * of Φ(x) = 0 is called BD-regular if all matrices H ∈ ∂ B Φ(x) are nonsingular. A strongly regular solution of MCP is defined in the sense of Robinson [30] ; see also [9] for additional details.
The previous result allows us to state the following convergence properties of Algorithm 2.1. The proof is analogous to those given in [5] for Φ F B and the standard nonlinear complementarity problem. Theorem 2.3 Let Φ ∈ {Φ F B , Φ CCK } and {x k } be a sequence generated by Algorithm 2.1. Then any accumulation point of this sequence is a stationary point of Ψ. Moreover, if one of these accumulation points, say x * , is a BDregular solution of Φ(x) = 0, then the following statements hold:
(a) The entire sequence {x k } converges to x * .
(b) The search direction d k is eventually given by the Newton equation (3).
(c) The full stepsize t k = 1 is eventually accepted in Step (S.3).
(d) The rate of convergence is Q-super-linear.
(e) If F ′ is locally Lipschitzian, then the rate of convergence is Q-quadratic.
The Linear System
The heart of the semismooth algorithm lies in the linear algebra. Most of the time is spent solving the Newton system,
, where in general H k is neither symmetric nor positive definite. Effective mechanisms for solving this system using either iterative techniques or a direct method are indispensable and have great impact upon the success of the algorithm. The key advantage of the semismooth algorithm over PATH [8] is that the former only solves a single linear system per iteration while the latter uses a pivotal based code to solve a linear complementarity problem. The pivotal based code relies upon the availability of a direct factorization and rank-1 updates which limits its applicability to medium sized or large, structured problems. Semismooth has no such restriction.
We begin our analysis by investigating iterative techniques for finding the Newton direction as these will enable the algorithm to solve very large problems. We present three of the methods considered and discuss time and space requirements and scaling issues. The methods were evaluated by applying them to two reasonably large models representative of the test suite. From the results, we conclude that LSQR [26] is the most reliable. Practical termination criteria and rules for invoking an indirect solver are also mentioned.
We then discuss the issues involved and options available when using direct methods. The main difficulty encountered is singularity in the Newton system. Information on detecting singularity and using that knowledge to construct a useful direction even in this case is presented. The effects of the techniques considered on the singular models in the test set are given and our final choice of strategies for solving the linear system is provided.
Wherever possible, we want to use the best available technique to determine the Newton direction. While LSQR is very reliable, typically the best technique in terms of time is to use a direct method to factor H k . However, when the size of the factors grows too large, we want to resort to the iterative technique. Therefore, the rules implemented are designed so that large, structured problems with sparse decompositions will use the factorization software, while problems that are either very dense or have large factors will not. If the size of the decomposition contains more than b million nonzeros, we will no longer consider the direct factorization; currently b is equal to 12 million .
Iterative Techniques
Three iterative techniques for finding the Newton direction were investigated: LSQR, GMRES, and QMR. We recall that the systems of equations solved will generally be neither symmetric nor positive definite. Therefore, we cannot directly use the popular techniques from optimization algorithms such as conjugate gradients. The algorithms tested are a representative set of those meeting our requirements.
LSQR [26] is based upon the bidiagonalization method developed in [18] which implicitly solves the least squares problem, min
The method is essentially a reliable variant of conjugate gradients applied to the normal equation,
The code only requires a workspace of 3 n-vectors in addition to the storage of H k , d, and Φ(x k ). The cost per iteration consists of 4nnz + 12n floating point operations, where nnz is the number of non zero elements in H k .
The GMRES [31] method uses the Arnoldi procedure to construct an orthonormal basis for the Krylov subspace
, where
for some matrix A ∈ ℜ n×n and a vector r ∈ ℜ n . We then use this basis to find a vector in the generated subspace minimizing the residual,
Our implementation uses Householder reflections for the orthogonalization process to preserve stability, maintains the current optimal value of the residual at each iteration using plane rotations, and restarts after m iterations. We remark that because our matrices are not guaranteed to be positive definite, restarted GMRES can stagnate and make no progress. The method has a workspace requirement of (m + 2) n-and 4 m-vectors and uses 2nnz + 4n(1 + 2i) − 4i 2 operations per iteration where i ∈ [1, m] is the iteration number. Furthermore, we use around 4mn operations at the end of each m iterations to generate the minimizing vector. The main difficulty with GMRES lies in choosing the restart frequency. If it is too small, we can fail to converge entirely, and if it is too large, the per iteration cost and storage requirements become significant. The QMR [31] algorithm uses the Lanczos biorthogonalization algorithm to construct bases for the Krylov subspaces
satisfying a biorthogonality condition. The bases generated are then used to find a vector with approximate minimum residual in
. The QMRPACK [16] code tested uses the coupled two-term recurrence variant of the look-ahead Lanczos algorithm. We allowed m look-ahead steps to be tried, which results in a workspace of 10m + 1 n-and 8m + 18 m-vectors. Typically, m is chosen to be small. The code uses at least 4nnz + 14n floating point operations per iteration and requires a backsolve at the end to determine the vector with approximate minimal residual.
Scaling the linear system is crucial to the success of the iterative algorithms. We define a matrix scaling using the following diagonal matrices R, C ∈ ℜ n×n with diagonal entries:
We solve the linear system
, and recovering the Newton direction as d = Cd. This procedure scales the rows and then the columns so that each has a two norm of 1. The constants in the max operator are used to avoid division by zero errors. When a row or column has a two norm close to zero, the scaling has no effect. Scaling significantly reduces the number of iterations required in all cases and thus the total time spent in the iterative solver.
Evaluation
We selected two reasonably large models with known solutions from the test suite on which to evaluate the iterative techniques. The uruguay model has 2,281 rows/columns and 90,206 nonzeros and is interesting because a direct factorization incurs a large amount of fill-in. opt cont255 is a structured problem with 8,192 rows/columns and 147,200 nonzeros. For each model, we only solved the first linear system. The termination criteria for these tests was based upon the relative residual,
. The iterative methods terminated when the relative residual is less than 10 −8 . In all cases, we chose an initial guess of d 0 := 0. We did not investigate other choices.
When using the GMRES method, we need to choose the restart frequency. We varied the value of m by choosing values between 10 and 200. The results for each value of m tested are given in the accompanying tables. For QMR, we need to determine the number of look-ahead steps allowed. We placed an upper limit of 20 on these steps, although smaller values would suffice.
All of the trials were run on the same machine using the same executable so that we can make a valid comparison. Tables 1 and 2 report the results on the two test problems. The total iterations and time, exit status, and relative residual at the final point are given. Based upon the available information, we conclude that LSQR is the best choice for our purpose. This method is quite effective for the models we have generated. However, it may require a large number of iterations in order to converge. In these situations we are willing to sacrifice speed in exchange for reliability. demonstrate the robustness of LSQR on the entire test suite. The robustness and effectiveness of LSQR is also in accordance with the results of [6] .
Termination Rules
While the termination rule given above is reasonable for evaluation, we now return to the subject of practical termination rules. The relative residual calculated above is not applicable as a termination criterion unless we know a priori that the linear model has a solution. This is an unreasonable assumption to make. Therefore, our implementation of LSQR uses the termination rules developed in [26] . They are to terminate if any of the following holds:
where
. Justification of these rules and a demonstration of their effectiveness is given in [26] . We note that LSQR builds up estimates of H k and cond(H k ) by performing a small amount of additional computations per iteration of the code. The exact tolerances used are AT OL = ǫ where ǫ is the machine precision. Furthermore, an iteration limit of min{100000, 20n} was used. These tolerances force us to find a point close to the exact solution of the linear system if it exists. We did not investigate using less stringent termination criteria.
Direct Methods
We now turn our attention towards the issues involved in using direct methods to solve the Newton system. The factorization software needs to have routines to factor and solve, and should be able to uncover singularity problems and make a good approximation of the linearly dependent rows/columns in such cases. For reasonably sized problems we use the LUSOL [17] sparse factorization routines contained in the MINOS [25] nonlinear programming solver to factor H k and solve for the Newton direction. The authors of this package have investigated the effects of modifying tolerances in the factorization on general linear systems and have suggested defaults which we have adopted for all our results. The major difficulty with the direction finding problem is dealing with those instances where the Newton system does not have a solution. These singularity problems frequently occur in real world applications. However, the theoretical algorithm only provides a crude mechanism in this case, i.e. the use of a gradient step, while other approaches may be more effective. Clearly, any practical implementation of the semismooth algorithm must include appropriate procedures to deal with singularity.
Following the success of scaling for the iterative techniques, we first investigate the applicability of scaling in conjunction with direct methods to avoid ill-conditioned systems. We then look at techniques to determine a useful direction when the model is singular, including using gradient steps, diagonal perturbations of H k , and finding least squares solutions to the linear system. Empirical evidence is provided upon which we evaluate the methods.
We note here that the only requirements for the direct method are factor and solve routines and some way to determine singularity. The structure of the matrix to be factored does not change from iteration to iteration. Factorization routines other than LUSOL might be able to use this information to perform the factor/solve operations faster. However, we did not investigate this possibility.
Scaling
LUSOL contains routines to detect when a matrix is singular or nearly singular. We study in this subsection the effects of scaling the linear problems in an effort to improve the conditioning of the matrices that we request to factor. Our goal is to see if we can significantly reduce the number of occurrences where the factorization package determines that the matrix is singular. By using scaling we hope to improve the overall reliability of the code on ill-conditioned problems.
Two different scaling schemes were tested on the problems in the test set along with the default of no scaling. The first technique is the diagonal scaling used in the PATH solver. In this case, we define a row scaling by looking at elements of the diagonal of H k which are large and scale the entire row of the 
and R i,i = 1 otherwise. We then try to factorize the scaled matrix RH k .
The other scaling method is the matrix scaling as used in the iterative techniques. We use diagonal matrices defined in (5) and (6) and attempt to factorize RH k C.
There are costs associated with scaling. Of the two methods, matrix scaling is more expensive per iteration because it requires looking at the data twice. We tested all of these scalings on the models in the entire test set and report in Table 3 the number of detected singular solves, failures of the algorithm to find a solution, and total time in seconds over the entire test set. When a singular model was detected we use the least squares recovery method detailed in Section 3.2.2. Since diagonal scaling does not improve significantly over no scaling, we disregard this method. The reason for this poor behavior is probably due to the fact that the diagonal elements do not necessarily reflect the actual scaling of the problem and to the heavy scale dependence of the test on the magnitude of the diagonal elements. Matrix scaling significantly reduces the number of singular systems detected. However, it does result in additional failures of the algorithm. In the next section, we look at recovery techniques and report results for both no scaling and matrix scaling.
Before continuing, we note that the scaling investigated here is not very exhaustive and more complex schemes might be tested. Furthermore, the scaling is being performed on the linear model, when it might be more appropriate to look at the nonlinear model to determine the scaling. Finally, we did not investigate modifying other parameters, such as those encountered in the nonlinear model in Section 4, in conjunction with scaling which might lead to improved reliability and performance.
Singularity
Having looked at scaling we need to establish procedures to recover from the singularity problem and generate a reasonable direction. We have investigated three techniques. The first is the theoretical standby of using only gradient steps when the Newton system is unsolvable. A second technique is to use a diagonal perturbation of H k to regularize the problem. The final method is to use LSQR to calculate a least squares solution of the system. All of the results in this section are only given for those models where singularity was detected Scaling Failures Time  none  28  4,836  matrix  24  3,630   Table 4 : Gradient Results by the linear solver. Only a few options were changed for each run, with the rest being held constant.
Gradient Steps
The naive recovery technique, and the simplest of those considered, is to simply resort to a gradient step whenever a singular model is detected. This approach is theoretically justified, but in practice frequently leads to a stationary point that does not solve the complementarity problem. However, we use this approach as the baseline against which we evaluate the rest of the methods. The results are given in Table 4 where we report the number of times the algorithm failed and total time for both scaled and unscaled models. In this case, we note that matrix scaling performs significantly better than no scaling.
Perturbation Perturbation involves replacing the linear model with one which does not have a singularity problem. We investigated using a diagonal perturbation where we replace H k with H k + λI for some λ > 0. λ was chosen in the interval [α, β], with λ = γΨ whenever possible. We used values of α = 1e − 8, β = 1 and γ = 1 10 . When the perturbation is insufficient to overcome the singularity, we increase λ to δλ for some δ > 1. We currently use δ = 10, and allow the perturbation to increase only one time per iteration.
The other choice to make is when to add the perturbation. There are two options investigated:
• If the first model encountered is singular, calculate a λ and monotonically decrease it from one iteration to the next. The new value is min {κ 1 λ, κ 2 Ψ} where κ 1 = 0.4 and κ 2 = 0.1 by default. This perturbation is used in the PATH code.
• Every time a singular model is encountered, calculate a value for λ.
When scaling was used, we first perturbed the problem and then scaled it.
To test these strategies, we ran the set of singular models using each of the options. We report the number of failures in the algorithm and total time in Table 5 . When the perturbation fails to find a non-singular matrix, the least squares method (to be described in the next section) was used to calculate a direction. The use of perturbation leads to fewer total failures than only using the gradient method. The effects of scaling the problem are mixed, with it leading to a decrease in total time, but sometimes resulting in additional total failures. Time  none  first  21  8,910  demand  21  3,285  matrix first  20  8,210  demand  23 2,703 Least Squares Method Finally, we investigate the use of the LSQR iterative scheme to find a solution to the least squares problem min
Scaling Strategy Failures
use the resulting d as our Newton direction. The practical termination rules mentioned in 3.1.2 were used. As discussed in the section on iterative methods, the linear model passed to LSQR is scaled using the matrix scaling option. We investigated using scaling and no scaling in the linear model that we try to factor. We present the results on the singular models in Table 6 where we report the total number of failures in the algorithm and time. The major downside to using the iterative technique to solve the least squares problem is that it is fairly slow because we allow a lot of iterations and have low tolerances. We did not study the effect of changing the termination criteria. However, the results indicate that this method is better than the others tested in terms of reliability.
Summary
The empirical results given above provide clear choices. For both large scale work and calculating a direction when the Newton system is singular we will use the LSQR iterative technique. We remark that while this is the most reliable choice, it is perhaps not the most efficient method. The effects of scaling the model we try to factor are indeterminant and we made the decision to use no scaling to achieve simplicity in the code. The effect of choices made in the nonlinear model which are discussed in the next section have a great impact upon the success of the algorithm. However, we did not investigate modifying those strategies in conjunction with the strategies in the linear solver.
The Nonlinear Model
At the nonlinear level of the algorithm, we are concerned with properties of the algorithm affecting convergence. These include numerical issues related to the merit function and calculation of H k as well as crashing and the recourse taken when a stationary point of the merit function is encountered. These issues are discussed in the following subsections. We then summarize the results and present the final strategies chosen.
A difficulty with the semismooth code occurs when F is ill-defined because no guarantee is made that the iterates will remain feasible with respect to the box [l, u] . Such problems arise when using log functions or real powers which frequently occur in applications. Backtracking away from places where the function is undefined and restarting is typically sufficient for these models.
Φ(x k ) and H k
As mentioned in Section 2, our implementation will use the penalized FischerBurmeister merit function. The value of λ chosen in (2) can have a significant impact upon the performance of the semismooth algorithm. We note that small values of λ, say less than 0.5, should not be used. In the case of NCP, emphasis would placed upon the max{0,
} term of the penalized FischerBurmeister function. This term is related to the complementarity error, but does not enforce F i (x k ) ≥ 0 and x k i ≥ 0. If we were to solve the problem exactly, we would not be concerned. However, we use inexact arithmetic and terminate when the merit function is small, i.e. less than 10 −12 . This criteria opens the possibility of finding a point satisfying the termination tolerance which is not close to a solution. The default choice in our implementation is to have λ = 0.8 which can be changed using the chen lambda option.
Furthermore, despite the fact that the penalized Fischer-Burmeister function is typically superior, there are some situations where the original function might be more appropriate. Therefore, when using restarts (see Section 4.3.2) we also might change the merit function. This is done by modifying the merit function option to fischer or chen for the standard and penalized Fischer-Burmeister functions.
We also note that when φ 1 = φ 2 , there are two different representations for Φ that lead to different performance. This situation only occurs when both variables are bounded (which is the only case when φ 2 is used). In this case, we use
A symmetric alternative is to use
Both of these functions are equally valid and can lead to different sequences of iterates being evaluated. We did not investigate this option further. The calculation of φ(a, b) needs to be performed in such a way as to minimize the effect of roundoff error. If we have a = 10 −4 and b = 10 4 and are using a machine with 6 decimal places of accuracy, a naive calculation of φ(a, b) = √ a 2 + b 2 − a − b would produce zero leading us to believe that we are at a solution to the problem when in fact we are not as the following calculation indicates: The actual value of φ(a, b) should be on the order of −10 −4 . A better way to calculate φ(a, b) is as follows:
This method gives a more accurate value of φ. The square root operation needed is computed by defining s = |a| + |b|. If s = 0 then the value is zero, otherwise
is the value computed. This eliminates overflow problems. The calculation of H k uses the procedure developed in [1, 5] for the FischerBurmeister function, and for the penalized function, a modification of the method in [3] extended for MCP models.
Crashing
Projected gradient crashing before starting the main algorithm can improve the performance of the algorithm by taking us to a more reasonable starting point. To do this, we use a technique already tested in [6] and add a new step, S.0a, to the algorithm between S.0 and S.1. Let [·] B be the projection of (·) onto the box B = [l, u]. In this new step, we start with j = 0 and perform the following:
3. If t j < τ stop and set x 0 = x j .
Otherwise let
In the code τ = 10 −5 and β = 0.5; furthermore, we only allow 10 iterations of the projected gradient crash method.
The crashing technique presented has iterates that remain feasible and improve upon the initial point with respect to the merit function. We believe that this is the key benefit from crashing -all iterates remain in B. Otherwise poor values of x 0 can frequently lead to failures in the semismooth algorithm. The crashing technique also gives us the opportunity to significantly affect the iterates generated during a restart. Crashing can be turned off with the option crash method none.
Stationary Points
While stationary point termination is typically adequate for nonlinear optimization, determining a stationary point of the residual function that is not a zero is considered a "failure" by complementarity modelers. Much theoretical work has been carried out determining the weakest possible assumptions that can be made on the problem (and/or the algorithm) in order to guarantee that a stationary point of the merit is in fact a solution of the complementarity problem. Some of these results restrict the problem class considered by employing convenient assumptions that cannot be easily verified for arbitrary models.
Other techniques (such as nonmonotone linesearching) rely on a combination of heuristics and theory, while others are entirely heuristic in nature. The basic strategies we used to improve the reliability of the semismooth solver include non-monotone linesearching and restarting. The positive effects of these strategies have been demonstrated in the literature and we just present the basic idea and any modifications made.
Non-monotone Linesearch
The first line of defense against convergence to stationary points is the use of a non-monotone linesearch [19, 20, 10] . In this case we define a reference value, R k and we use this value to replace the test in step S.3 of the algorithm with the non-monotone test:
Depending upon the choice of the reference value, this allows the merit function to increase from one iteration to the next. This strategy can not only improve convergence, but can also avoid local minimizers by allowing such increases. We now need to detail our choice of the reference value. We begin by letting {M 1 , . . . , M m } be a finite set of values initialized to values κΨ(x 0 ), where κ is used to determine the initial set of acceptable merit function values. The value of κ defaults to 1 in the code and can be modified with the nms initial reference factor option; κ = 1 indicates that we are not going to allow the merit function to increase beyond its initial value.
Having defined the values of {M 1 , . . . , M m } (where the code by default uses m = 4), we can now calculate a reference value. We must be careful when we allow gradient steps in the code. Assuming that d k is the Newton direction (or a least squares solution to the Newton system in the presence of singularity, see 3.2.2), we define i 0 = argmax M i and R k = M i0 . After the nonmonotone linesearch rule above finds t k , we update the memory so that
we remove an element from the memory having the largest merit function value.
When we decide to use a gradient step, it is beneficial to let x k = x best where x best is the point with the absolute best merit function value encountered so far. We then recalculate d k = −∇Ψ(x k ) using the best point and let R k = Ψ(x k ). That is to say that we force decrease from the best iterate found whenever a 
. This prevents future iterates from returning to the same problem area.
Restarting
The rules for non-monotone linesearching and crashing are extremely useful in practice, but do not preclude convergence to a non-optimal stationary point. One observation relevant for complementarity solvers is that we know a priori the optimal value of the merit function at a solution if one exists. If the code detects that the current iterate is a stationary point that is not a solution, a recovery strategy can be invoked. One successful technique is the restart strategy [12] where the recovery mechanism involves starting over from the user supplied starting point with a different set of options, thus leading to a different sequence of iterates being investigated. For the semismooth algorithm we use the restarts defined in Table 7 . In addition, the first restart of the semismooth code will also include the option chen lambda 0.95 if no crash iterations were performed in its first run; otherwise, we would waste computational resources by generating the exact same sequences of iterates as the first attempt.
We caution that the restarts should be applicable to general models, otherwise they are not likely to be beneficial to the unseen problems encountered in the real world. That is, if we were to use the restart definition as the default, we should still solve most problems in the test set. We present in Table  8 the numbers of failures on the test set when the restart option were used. Note in particular that the restarts (0, 1 and 2) that use the penalized FischerBurmeister function given in equation (2) 
Numerical Results
Our implementation of the semismooth algorithm uses an enhanced version of the basic framework developed in [12] which helps to provide portability across platforms and interfaces to the algorithm from the AMPL [15] and GAMS [2] modeling languages, and the NEOS [11] and MATLAB [23] tools. The LU-SOL [17] sparse factorization routines contained in the MINOS [25] nonlinear programming solver were used for factorization purposes. All of the linear algebra and other basic mechanisms are exactly the same between the semismooth algorithm and PATH. Therefore, the comparison made is as close to a true comparison of the algorithms as we can make. We note that the PATH code is much more mature than the semismooth implementation. Both codes are continually being improved when deficiencies are uncovered.
Finally, we remark that the factorization routine is a key component of the implementation. For the semismooth algorithm, we know the structure of the matrix to be factored and this structure does not change from iteration to iteration. Furthermore, rank-1 updates to the matrix are not required. These observations indicate that a factorization routine other than those provided by LUSOL might be more effective for the semismooth algorithm. However, the conclusions that we draw would be invalidated if a different package were used. Therefore, we sacrifice some potential speed gains in preference for making a good comparison.
To test the standard algorithm, we ran the code on all of the problems in the GAMSLIB and MCPLIB [7] suites of test problems. All of the models in GAMSLIB were solved and are not reported here. Also note that the MCPLIB suite is being constantly updated, and several of the problems tested in this paper have been added recently to enhance the difficulty of the test suite. In Tables 9 and 10 we present the results on the MCPLIB problems. The number of successes is reported first, followed by the number of failures in parenthesis. In order to test the reliability of the iterative method, we ran all of the models in GAMSLIB and MCPLIB by using only the iterative LSQR technique to calculate the Newton direction. For comparison purposes, we also show the performance of PATH 4.0 [9] on the same problems. These latter two results are given in the columns labeled "Iterative" and "PATH 4.0" respectively. In order to condense the information in the table, we have grouped several similar models together whenever this grouping results in no loss of information; for example, problems colvdual and colvnlp are grouped together as example colv*. We split the results into those that allow restarts and those that do not.
These results indicate that while the semismooth implementation is not quite as reliable as PATH, it does exceedingly well and is very robust. Furthermore, the results indicate that the iterative method is also robust and requires much less memory resources. 42 of the additional failures in the "Iterative" column occur in the asean9a, denmark, and opt cont511 models in which the time limit was encountered. We also note that the restart heuristic significantly improves the robustness of both semismooth and PATH.
We currently do not have any results on very large problems, but believe that based on the evidence, the code will scale well to the larger problems. In particular, the iterative version of the semismooth code requires significantly less memory than PATH, allowing the possibility of solving huge models. The current drawback of the semismooth code is the time taken by LSQR to solve the linear systems. We designed the code for robustness, and therefore chose parameters in the code to enhance reliability. This results in the PATH solver being much faster than the semismooth code -over the complete test suite, PATH took 2480 seconds, while the default version of semismooth took 13902 seconds and the iterative only version took 95491 seconds. However, as outlined in the introduction, we believe that many of the standard techniques for improving iterative linear equation solvers are applicable in the context of the semismooth algorithm. This is the topic of future research. ( 
