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Abstract 
The long-term objective of computational enzyme design is the ability to generate 
efficient protein catalysts for any chemical reaction.  This thesis develops and 
experimentally validates a general computational approach for the design of enzymes 
with novel function.   
In order to include catalytic mechanism in protein design, a high-energy state 
(HES) rotamer (side chain representation) was constructed.  In this rotamer, substrate 
atoms are in a HES.  In addition, at least one amino acid side chain is positioned to 
interact favorably with substrate atoms in their HES and facilitate the reaction.  Including 
an amino acid side chain in the HES rotamer automatically positions substrate relative to 
a protein scaffold and allows protein design algorithms to search for sequences capable of 
interacting favorably with the substrate.  Because chemical similarity exists between the 
transition state and the high-energy state, optimizing the protein sequence to interact 
favorably with the HES rotamer should lead to transition state stabilization.  In addition, 
the HES rotamer model focuses the subsequent computational active site design on a 
relevant phase space where an amino acid is capable of interacting in a catalytically 
active geometry with substrate.   
Using a HES rotamer model of the histidine mediated nucleophilic hydrolysis of 
p-nitrophenyl acetate, the catalytically inert 108 residue E. coli thioredoxin as a scaffold, 
and the ORBIT protein design software to compute sequences, an active site scan 
identified two promising active site designs.  Experimentally, both candidate 
“protozymes” demonstrated catalytic activity significantly above background.  In 
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addition, the rate enhancement of one of these “protozymes” was the same order of 
magnitude as the first catalytic antibodies.   
Because polar groups are frequently buried at enzyme-substrate interfaces, 
improved modeling of buried polar interactions may benefit enzyme design.  By studying 
native protein structures, rules have been developed within the scope of protein design 
that require core polar residues to largely satisfy their hydrogen bonding potential.  Using 
this polar strategy to design the core of thioredoxin resulted in a protein that was 
thermodynamically stabilized relative to both the wt protein and a protein designed 
without core polar residues. 
The enzyme design procedures presented here may serve as a platform to develop 
more detailed methods.  It is hoped that the development and experimental testing of 
more detailed methods will continue to improve our understanding of enzyme mechanism 
and lead to the long-term goal of designing highly efficient enzymes. 
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Introduction 
2 
The long-term objective of computational enzyme design is the generation of 
efficient protein catalysts for any chemical reaction.  The ability to design enzymes for a 
given reaction has considerable practical application, particularly for the synthesis of 
pharmaceuticals.1  However, the design of proteins with novel catalytic properties has 
met with extremely limited success.2  This thesis develops and experimentally validates a 
general computational approach for the design of enzymes capable of catalyzing a novel 
target reaction.   
Protein design methods with predictive capability as well as principles of 
enzymatic catalysis gained from classical biochemistry form the foundations for 
successful computational enzyme design.  The use of rotamer (amino acid side chain 
identity and geometry) libraries combined with a powerful search algorithm capable of 
identifying the global minimum energy conformation (GMEC) was initially applied to 
side chain placement.3  By allowing side chain identity to vary, protein sequences were 
designed to optimally interact with the folded backbone conformation.4  A design cycle 
was then used to improve the predictive capability of a force field for protein design 
calculations.4,5  The resulting ORBIT (Optimization of Rotamers By Iterative 
Techniques) protein design software successfully designed a 28 amino acid sequence that 
folded into the target conformation.6  In combination with the basic principles of 
enzymatic catalysis (e.g., transition state stabilization),7 the ORBIT protein design 
software was used to computationally design an active site into an inert protein scaffold. 
Natural enzymes accelerate reactions by precisely orienting catalytic side chains 
(e.g., in acid/base catalysis) and through transition state stabilization (Fig. 1.1).  Thus, 
active site design should strive to position catalytic side chains to facilitate the reaction of 
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interest as well as arrange the active site to interact favorably with substrate atoms in a  
  
Figure 1.1  Lowering the free energy of activation ∆G , by transition state stabilization 
and ground state destabilization results in faster reaction rates for the catalyzed reaction 
(black) compared to the un-catalyzed reaction (grey). 
high-energy state.  These principles were incorporated into ORBIT through the design of 
a high-energy state rotamer (HESR).  The HESR includes substrate atoms in a high-
energy state as well as at least one amino acid side chain geometrically positioned to 
facilitate the reaction (Fig. 1.2).  Including an amino acid side chain in the HES rotamer 
automatically positions substrate relative to a protein scaffold and allows protein design 
algorithms to search for sequences capable of interacting favorably with the substrate.  
Because chemical similarity exists between the transition state and the high-energy state, 
optimizing the protein sequence to interact favorably with the HESR should lead to 
transition state stabilization.  In addition, the HESR model focuses the subsequent 
computational active site design on a relevant phase space where an amino acid is 
capable of interacting in a catalytically active geometry with substrate.   
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Figure 1.2  Incorporation of catalytic residues and transition state stabilization in 
computational protein design through the design of a high-energy state rotamer.  The 
reaction mechanism of histidine mediated nucleophilic ester hydrolysis (a) was used to 
design a high energy state rotamer for computational design (b).   
 As an initial experimental validation, we used a HES rotamer model of the 
histidine mediated nucleophilic hydrolysis of p-nitrophenyl acetate, the catalytically inert 
108 residue E. coli thioredoxin as a scaffold, and the ORBIT protein design software to 
compute sequences (Chapter 3).  By scanning this HESR at different positions within the 
target scaffold, two promising active site designs were identified within the target 
scaffold (Figure 1.3).  Experimentally, both candidate “protozymes” demonstrated 
catalytic activity significantly above background.  In addition, the rate enhancement of 
one of these “protozymes” was the same order of magnitude as the first catalytic 
antibodies.   
 High thermodynamic stability of the free protein is not required for efficient 
enzymatic catalysis.  However, because enzyme activity is dependent upon the folded 
structure, the activity of enzymes decreases dramatically at temperatures sufficient to 
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denature the protein.8  In early attempts at computational enzyme design in the scaffold 
of the 56 residue β1 domain of protein G, predicted sequences failed to fold, frustrating 
further enzymatic analysis (F. S. Lee, D. I. Bökenkamp, and S. L. Mayo; unpublished 
results).  Therefore, for subsequent enzyme design efforts, the 108 residue Escherichia 
coli thioredoxin was selected as a scaffold because of its high thermostability9 and 
moderate size.  
 
Figure 1.3  Computational design of an active site.  A reaction mechanism and backbone 
scaffold are used to computationally predict protein sequences capable of binding 
substrate and catalyzing the reaction of interest.  Molecular surface focusing on a 
designed active site with a catalytic histidine side chain positioned for nucleophilic attack 
on an activated ester (shown in ball and stick form). 
Given that enzyme efficiency depends on interactions between the enzyme and 
substrate (e.g., transition state stabilization), the design of an effective active site should 
maximize beneficial interactions with the HESR provided that the protein sequence 
retains sufficient energetic stability to fold properly.  As an initial approach to 
energetically favor interactions between the protein and the HESR, hydrophobic 
solvation was selectively applied to the HESR in the design of first generation 
“protozymes” (Chapter 3).  Future calculations may be improved by the use of a more 
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detailed energy bias towards the HESR.  For example, if the charge magnitude is 
increased at a particular substrate atom in the high-energy state relative to the ground 
state, then favorable electrostatic interactions with this atom in the HESR should lead to a 
reduction in the activation energy. 
In parallel to the incremental development4,6,10,11 of ORBIT for protein design, our 
initial computational enzyme design strategy forms a basic foundation upon which more 
detailed modeling methods may be developed.  For example, the amino acid identity of 
non-HESR positions was initially optimized as either alanine or the wt identity (Chapter 
3) in order to limit combinatorial complexity.  The limited combinatorial complexity of 
these calculations made it feasible to optimize the entire protein in separate calculations 
with the HESR at different positions.   
While the basic “protozyme” design strategy resulted in proteins with enzymatic 
activity, increased modeling detail may lead to the design of more efficient catalysts.  For 
example, allowing a more diverse set of amino acid identities at non-HESR positions may 
allow for improved protein interaction with substrate atoms in the high-energy state.  
However, this strategy will increase the combinatorial complexity compared to restricting 
amino acid identity to wt or alanine, making the computational search more difficult.  
This increase in combinatorial complexity could potentially be offset by focusing the 
design on optimizing the amino acid identity at positions capable of directly interacting 
with the HESR. 
The arrangement of side chains in active sites is frequently thermodynamically 
destabilizing.12  However, the rest of the protein can provide enough thermodynamic 
stabilization to distinguish the native fold from alternative folds and help to position the 
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active site.  In order to better understand the scaffold structure used in the “protozyme” 
designs, ORBIT was used to optimize the thioredoxin core for stability.  In order to 
maximize hydrophobic burial, a driving force in stabilizing native protein 
conformations,13 core residues were restricted to hydrophobic identity in this 
optimization.  The restriction of residues to hydrophobic identity is common in core 
protein design.4,6,11,14-19 The amino acid sequence that resulted from the ORBIT 
optimization of thioredoxin contained eight mutations, five of which were hydrophilic in 
the wild type (wt) protein.  The designed sequence (“Core8”) expressed poorly in E. coli 
relative to wt, and was dramatically destabilized relative to wt (Appendix, Table C.1).  
Sequences containing individual polar to hydrophobic mutations predicted by ORBIT 
were then experimentally characterized (Chapter 4).  From this analysis, it was clear that 
the polar to hydrophobic mutations were largely responsible for the decreased 
thermodynamic stability of the core design relative to wt.  This result prompted a 
database survey that revealed that the number of polar residues at core positions increases 
with protein size (Chapter 4).  The strength of this correlation suggests that core polar 
residues play a structural role.  Further experimental characterization in thioredoxin 
demonstrated that core polar residues could aid in fold specificity, the ability to 
energetically distinguish a single well-folded state from alternative structures (Chapter 4). 
 The accurate energetic modeling of buried polar interactions is made difficult by 
variations in local dielectric environments as well as variation in the charge distribution 
within molecules due to polarization.  However, based on surveys of protein structures, it 
is possible to construct effective methods for modeling buried polar interactions within 
the scope of protein design.  For example, there is clearly an energetic penalty for 
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burying un-satisfied hydrogen bond donors and acceptors.20  Therefore, it is reasonable 
for protein design to attempt to fulfill the hydrogen bond potential of buried polar atoms.  
Based on this premise, hydrogen bonding by polar core side chains was analyzed in a set 
of protein structures in order to construct a prudent polar strategy for core protein design 
(Chapter 5).  Using the prudent polar strategy to design the core of thioredoxin resulted in 
a molecule that was thermodynamically stabilized relative to both wt and a sequence 
designed without core polar residues.  The basic concept of attempting to satisfy the 
hydrogen bond potential of buried atoms should extend to other design targets involving 
buried polar atoms, including protein-protein interactions and protein-small molecule 
interactions (e.g., enzyme design). 
 The initial success in the computational design of a "protozyme" for activated 
ester hydrolysis indicates the potential of ORBIT for functional protein design.  However, 
the design of highly efficient enzymes remains a formidable challenge.  Improvements in 
our understanding of the adaptive potential of different protein folds for function and 
continued improvements in the modeling of buried polar interactions should aid in this 
effort. 
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*Adapted from Bolon, D. N.; Voigt, C. A.; Mayo S. L. Curr. Opin. Chem. Biol. 2002, in 
press. 
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Summary 
The challenging field of de novo enzyme design is beginning to produce exciting 
results.  The application of powerful computational methods to functional protein design 
has recently succeeded at engineering target activities.  In addition, efforts in directed 
evolution continue to expand the transformations that can be accomplished by existing 
enzymes.  The engineering of completely novel catalytic activity requires traversing 
inactive sequence space in a fitness landscape, a feat which is better suited to 
computational design.  Optimizing activity, which can include subtle alterations in 
backbone conformation and protein motion is better suited to directed evolution, which is 
highly effective at scaling fitness landscapes towards maxima.  Improved rational design 
efforts coupled with directed evolution should dramatically improve the scope of de novo 
enzyme design. 
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Introduction 
There are many properties of natural enzymes that make them appealing for 
chemical production.  Natural enzymes are highly efficient catalysts with typical apparent 
second order rate constants (kcat/Km) from 106 to 108 M-1sec-1.1  Naturally occurring 
enzymes are able to effectively catalyze difficult chemical transformations under mild 
conditions.  Rate accelerations over background (kcat/kuncat) can reach 1017.1  By binding 
substrates in well-defined active sites with catalytic side chains geometrically positioned, 
enzymes are highly selective catalysts.  The enantioselectivity of enzymes is increasingly 
being used in the production of chiral pharmaceuticals.2  In addition, the general 
selectivity of enzymes results in few by-products, which, combined with their energy 
efficient operation under mild conditions, make enzymes environmentally friendly.3,4  
Due to the high selectivity of enzymes, relevant natural enzymes do not exist for many 
industrially important transformations.  For this reason, there is great practical interest in 
the design of enzymes with novel activities. 
This review highlights the strengths of rational design, catalytic antibodies, and 
directed evolution for the design of novel enzymes.  The strengths of different techniques 
are highly complementary, suggesting that combined approaches may have significant 
advantages over approaches that rely on a single method.5-7 
 
Rational Computational Design 
Computational protein design8 starts with the coordinates of a protein main chain 
and uses a force field to identify sequences and geometries of amino acids that are 
optimal for stabilizing the backbone geometry.  Even for small proteins, the number of 
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possible sequences far exceeds that which can be exhaustively searched.  The 
development of powerful search algorithms to find optimal solutions has provided a 
major stimulus to the field.9  Studies correlating predicted and experimental stability have 
since been used to iteratively improve an empirical force field for protein design 
calculations.10  The combination of predictive force fields and fast search algorithms are 
now being applied to functional protein design.11 
 
Figure 2.1  The similar procedures for computationally designed protozymes and 
traditional transition state anologue induced catalytic antibodies are illustrated.  
Computational enzyme design (a) models a reaction with the involvement of at least one 
catalytic amino acid side chain.  A high-energy state of the reaction is then 
computationally modeled and used to identify active sites capable of binding substrate 
and orienting catalytic side chains.  Catalytic antibody design (b) identifies a transition 
state in a reaction pathway.  Transition state analogues are then synthesized and used to 
elicit antibodies with binding sites that are complementary to the transition state.   
A novel active site for activated ester hydrolysis was computationally designed in 
the scaffold of the inert protein thioredoxin.12  In a method analogous to catalytic 
antibodies, the high-energy state of a reaction was modeled with a side chain 
geometrically oriented for catalysis (Fig. 2.1A).  Numerous low-energy geometries of this 
modeled to generate a library of high-energy state rotamers (HESR) for the design.  To 
identify a novel active site, optimal sequences were computed with the HESR at different 
15 
 
positions in the protein.  This active site scan (ASS) explicitly limited the search to a 
relevant phase space where the catalytic residue could be positioned to properly interact 
with the substrate.  Ranking of different active sites from the scan based on substrate 
recognition successfully predicted “protozymes” that were experimentally shown to 
catalyze the reaction by the designed method of histidine mediated nucleophilic catalysis.  
While the catalytic activity of the designed protein was very modest, on the same order as 
the initial catalytic antibodies, the generalness of the approach promises interesting future 
results, including the ability to design proteins to catalyze reactions that are inaccessible 
by natural enzymes.  
The diverse and powerful chemistry of metals makes design of metalloproteins a 
promising approach to enzyme design.13  Early pioneering work included the 
development of a computational method to identify sites in proteins capable of using side 
chains to complex metal atoms.14  By modeling iron with one primary coordination 
sphere ligated with di-oxygen, a number of metalloproteins were designed in the 
thioredoxin fold.15  These proteins were experimentally shown to bind iron and catalyzed 
a variety of oxygen chemistries. 
The engineering of a completely new function into an inert protein scaffold is 
likely to require multiple coupled mutations where individual mutations may have no 
effect.  In terms of a fitness landscape, engineering a novel function is likely to require 
traversing inactive sequence space (Fig. 2.2).  Computational design benefits from the 
ability to search a larger space than possible by purely experimental methods and is well 
suited to designing novel function.  Computational design is not currently an effective 
tool for increasing fitness, which may occur through subtle changes in backbone structure 
16 
 
and protein dynamics.  However, current research is actively exploring these issues.  The 
use of a flexible main chain was recently used to successfully design a left-handed coiled 
coil.16  The backbone geometry and sequence of a β-turn was recently designed in order 
to increase the folding rate and improve thermodynamic stability.17  Backbone flexibility 
has also been explored in the design of protein cores.18,19 
 
Figure 2.2  Fitness landscapes, illustrating a path to go from high fitness for function 
A to high fitness for a novel function B.  The first jump to attain an initial level of 
Function B requires crossing an inactive region of sequence space.  The extremely 
large sequence space that can be searched by computational design allows it to 
effectively jump over this inactive space.  Directed evolution should then be an 
effective tool to iteratively improve function B to a high level of activity. 
 
Rational Homology Driven Design 
The rational redesign of enzymes uses structural and/or sequence homology to 
graft desired properties of one enzyme onto another.  The goals of homology driven 
experiments include engineering binding sites to fit different substrates as well as 
construction of new catalytic residues to alter mechanism and function.5  Rational design 
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generally focuses on changing residues that contact substrate.  The efficiency of most 
homology-designed enzymes has been poor relative to natural enzymes; however, some 
experiments have resulted in strikingly efficient enzymes.   
The engineering of a catalytic Ser-His-Asp triad into a peptidyl-prolyl isomerase 
resulted in a remarkably efficient proline specific endopeptidase.20  Based on structural 
alignment of 4-chlorobenzoyl-CoA dehalogenase and crotonase, engineering of two 
catalytically active acid/base residues as well as six positioning residues resulted in 
efficient crotonase activity in the dehalogenase.21  Both of these designs started with 
significant catalytic machinery in place to polarize a carbonyl group within the substrate, 
and successfully included additional catalytic residues in order to support a related 
reaction.   
Homology driven design has greatly improved our understanding of enzyme 
mechanisms and substrate specificity.  This information together with more accurate and 
detailed physical models should greatly benefit future enzyme designs. 
 
Catalytic Antibodies 
The use of transition state analogues (TSA) to elicit catalytic antibodies 
(abzymes) effectively uses the diversity of the immune system to identify proteins with 
substrate affinity and catalytic rate enhancement.  The method includes synthesis of a 
TSA, immunization, isolation of monoclonal antibodies via hybridomas, and screening 
for catalytically effective antibodies (Fig. 2.1B).  The technique of immunization with a 
TSA has been used to identify antibodies that successfully catalyze a number of different 
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reactions.22  However, the catalytic efficiency of the resulting antibodies has been low 
relative to natural enzymes.23   
In a significant advance, catalytic antibodies that utilize a nucleophilic mechanism 
were selected by reactive immunization and resulted in efficient catalysts.22  Rather than 
a transition state analogue, a mechanism-based inhibitor was used to elicit the immune 
response.  Antibodies that formed stable covalent attachments to the suicide inhibitor 
were effectively selected.  This method was employed in the selection of an efficient 
abzyme with a nucleophilic lysine for aldol condensations.24  The efficiency of this 
aldolase demonstrates the effectiveness of covalent catalysis.  The ability to select for 
powerful catalytic groups and active sites with high transition state specificity could 
theoretically yield more efficient catalysts. 
 
Directed Evolution 
Directed evolution has emerged as a popular method for protein engineering.4,25  
Mimicking natural evolution, an initial parent gene is chosen and a diverse library of 
offspring genes is created through mutagenesis or recombination.  A screen or selection is 
applied to the library and the mutants that exhibit the greatest improvement in the desired 
properties are chosen to become the parents to the next generation.  This iterative search 
has generated large improvements in properties such as activity, specificity (including 
enantioselectivity26), stability, and has been used to evolve systems of enzymes, such as 
found in metabolic pathways.27  Directed evolution often discovers these improvements 
by making a few amino acid substitutions that collectively have an important functional 
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effect.  For this reason, the method generally requires a starting protein with some 
activity towards the desired reaction.28 
One of the critical steps in directed evolution is the creation of a screen or 
selection that is rapid enough to process millions of mutants while accurately measuring a 
desired property.29  Screening by monitoring formation of the exact product of interest is 
desirable, but limits throughput.  For this reason, the development of ingenious high 
throughput methods is an active area of research.  The use of fluorogenic substrates for 
high throughput screening is a productive field that has been recently reviewed.30  Other 
methods include the linking of substrate to phage particles, after which, product binding 
can be used to enrich for phage displaying active enzymes.31-34  The in vivo three hybrid 
system is based on substrate competition.35  In this system, the substrate of the reaction 
competes with a synthetic dimerizer and inactivates a transcription factor.  Conversion of 
substrate to product shifts the system in favor of dimerization and can be followed by the 
expression of a reporter gene.   
Most selection schemes indirectly screen for catalysis, often through binding 
events.  One of the difficulties of this is that the mutants that are discovered tend to bind 
more tightly to the substrates, but are not necessarily better catalysts.  To overcome this 
limitation, Iverson and co-workers coupled catalytic turnover with fluorescence, so that 
high throughput could be achieved using FACS (fluorescence-activated cell sorter).36,37  
A fluorophore (F) and a quencher (Q) were tethered to a peptide substrate.  Upon action 
of a protease, the substrate was cleaved, separating the F and Q moieties and disrupting 
the intramolecular quenching.  Fluorescence is thus linked to a turnover event.     
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Because screening is often the limiting step, there have been several studies to 
optimize the mutation or recombination rate with respect to the number of mutants that 
can be screened.38  Several groups have developed models that use mutagenesis data to 
expose the ruggedness of the fitness landscape, where non-additive effects between 
mutations are more prevalent as the ruggedness increases.39,40  Using these models, it has 
been found that the optimal mutation rate decreases as the ruggedness increases38,41 and 
that the ruggedness affects the optimal ratio of parent genes for recombination.42   
Mutagenizing restricted regions of the gene can also optimize the search.  A 
difficulty in doing this is deciding where the diversity should be targeted, as 
improvements can be propagated by subtle changes distant from the active site.43-45  One 
approach has been to highly mutagenize the active site.  The majority of the mutants 
created by this technique have drastically reduced fitnesses, thus requiring extremely 
large selection capabilities to discover improvements.46,47  Another successful approach 
has been to saturate residues where directed evolution previously discovered 
improvements.48  Overall, there is a need for algorithms that can aid in targeting regions 
of the protein structure that are likely to demonstrate improvement. 
Several algorithms have been proposed that focus the diversity towards regions 
that are likely to preserve the structure, under the assumption that maintaining the 
stability of the structure is a prerequisite for discovering improvements.  Towards this 
end, there is promise in merging computational and experimental combinatorial methods.  
Inverse folding algorithms can be used to predict the amino acid substitutions that are 
consistent with the parental structure.  Mean-field techniques have been used to 
accelerate the calculation.49,50  It is useful to condense the sequence information with an 
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entropy measure to identify those residues that are the most likely to retain the structure.  
The residues that least perturb the structure can then be mutagenized and screened for 
improvements in the desired properties.   
 
Conclusions 
The challenging field of de novo enzyme design has begun to yield proteins with 
impressive catalytic efficiency.  However, the current methods are not sufficient to design 
efficient enzymes for many reactions.  Most design efforts to date have focused on using 
a single method, a drawback given the potential of combining complementary methods.  
Computational design is well suited to optimizing direct interactions including catalytic 
machinery, but is not well suited for identifying distant mutations that may subtly alter 
the protein structure to enhance catalysis.  Directed evolution effectively optimizes 
activity, but is not as well suited to introducing completely novel activity.  A few recent 
efforts have taken advantage of the complementary traits of the different methods.  
Rational design was used to engineer a low level of phosphoribosyl-anthranilate 
isomerase (PRAI) activity into indole-3 glycerol phosphate synthase (IGPS) allowing 
selection in bacteria.7  Directed evolution was then used to generate a protein with highly 
efficient PRAI activity.  Starting with an RNA binding antibody, structurally guided 
mutagenesis of a single catalytic histidine yielded moderate ribonuclease activity.51  The 
combined use of computational design with directed evolution and antibody techniques 
should continue to result in improved de novo biocatalyst designs. 
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Summary 
We report the development and initial experimental validation of a computational design 
procedure aimed at generating enzyme-like protein catalysts called “protozymes.”  Our 
design approach utilizes a “compute and build” strategy that is based on the 
physical/chemical principles governing protein stability and catalytic mechanism.  Using 
the catalytically inert 108 residue E. coli thioredoxin as a scaffold, the histidine mediated 
nucleophilic hydrolysis of p-nitrophenyl acetate as a model reaction, and the ORBIT 
protein design software to compute sequences, an active site scan identified two 
promising catalytic positions and surrounding active site mutations required for substrate 
binding.  Experimentally, both candidate protozymes demonstrated catalytic activity 
significantly above background.  One of the proteins, PZD2, displayed “burst” phase 
kinetics at high substrate concentrations, consistent with the formation of a stable enzyme 
intermediate.  The kinetic parameters of PZD2 are comparable to early catalytic 
antibodies.  But, unlike catalytic antibody design, our design procedure is independent of 
fold, suggesting a possible mechanism for examining the relationships between protein 
fold and the evolvability of protein function. 
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Introduction 
A prominent goal of protein design is the generation of proteins with novel 
functions, including the catalytic rate enhancement of chemical reactions at which natural 
enzymes are so efficient.  The ability to design an enzyme to perform a given chemical 
reaction has considerable practical application for industry and medicine, particularly for 
the synthesis of pharmaceuticals.1  Significant progress has been made at enhancing the 
catalytic properties of existing enzymes through directed evolution.2  In contrast, the 
design of proteins with novel catalytic properties has met with relatively limited 
success.3,4  We present here a general computational approach for the design of enzyme-
like proteins with novel catalytic activities.   
The use of transition state analogs as haptens to elicit catalytic antibodies has 
been the most successful technique to date for generating novel protein catalysts.5  
Natural enzymes combine transition state stabilization with precisely oriented catalytic 
side chains.  While a reactive hapten has been used in the generation of an antibody with 
a powerful nucleophile at the active site,6 current catalytic antibody technology does not 
efficiently select for both catalytic side chains and tight non-covalent affinity in the same 
molecule.  The relationship between the general backbone fold of an enzyme and its 
catalytic properties is not well understood.  This is particularly relevant to catalytic 
antibodies that are currently constrained to the antibody fold and which have yet to show 
catalytic activity on par with natural enzymes. 
Rational, non-computational design efforts have recently succeeded at altering the 
catalytic reactions of two different enzymes.7,8  Cyclophilin, a cis-trans isomerase of X-
Pro peptide bonds was engineered into an endopeptidase by grafting a triad of catalytic 
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residues commonly found in serine proteases at the binding cleft.7  In a more complicated 
design effort, Fersht and co-workers8 were able to convert indoleglycerol-phosphate 
synthase into phosphoribosylanthranilate isomerase.  The naturally occurring versions of 
these enzymes share a similar fold and catalyze consecutive reactions in the tryptophan 
biosynthetic pathway with the product of the isomerase being the substrate for the 
synthase.  Based on a comparison of the crystal structures of both natural enzymes, loops 
were altered in the synthase to resemble the target isomerase, followed by directed 
evolution.  These two successful design efforts both utilized starting proteins with 
substantial substrate affinity and altered existing active site residues in order to catalyze 
new reactions. 
Compared to altering substrate specificity or catalytic mechanism, one of the most 
significant challenges of enzyme design utilizes a starting protein scaffold devoid of 
substrate binding and catalytic activities and introduces residues that convert the scaffold 
into an enzyme.9  Computational techniques have been used to design novel metal 
binding sites into proteins.10-12  By leaving one of the primary coordination spheres of the 
metal un-ligated by the protein, nascent metalloenzymes with a variety of oxygen redox 
chemistries have been generated.13,14  The general design of metalloenzymes to react 
specifically with more complicated organic molecules has not been demonstrated.   
Numerous studies of natural proteins have revealed the basic principles of 
enzymatic catalysis, including proximity and orientation of substrate molecules, 
transition state stabilization, acid-base catalysis, and covalent catalysis.15  The continued 
improvement in computer speed combined with the development and improvement of 
computational protein design algorithms16-18 and forcefields19 makes this an opportune 
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time to apply our understanding of enzyme mechanism to the rational, computational 
design of enzymes with novel functions.  We model a high-energy state along a specified 
reaction pathway including the interaction of at least one catalytic residue with the high-
energy state.  The computational techniques described below, which have been 
incorporated into the ORBIT (Optimization of Rotamers By Iterative Techniques) protein 
design software,16 identify catalytic sites within a protein structure as well as mutations 
necessary to accommodate substrate binding (that is, to build the active site). 
 
Figure 3.1  A) Nucleophile mediated catalysis of PNPA hydrolysis.  B) High-energy 
state structure used in the computational active site scan.  Labeled dihedral angles were 
varied as indicated in order to generate the set of high-energy state rotamers used in the 
design calculations. 
The histidine mediated nucleophilic hydrolysis of p-nitrophenyl acetate (PNPA) 
into p-nitrophenol (PNP) and acetate (Fig. 3.1A) was selected as the target reaction.  This 
reaction has a moderate activation barrier in pH neutral aqueous solution and is similar to 
the ester and carbonate hydrolysis reactions studied by the first catalytic antibodies.20,21  
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Nucleophile catalyzed hydrolysis is commonly achieved using a catalytic serine or 
cysteine in natural proteases.  Histidine is often used as a general acid or base, but 
occasionally histidine acts as a nucleophile in phosphate transfer reactions.  While 
histidine is not as powerful a nucleophile as activated serine or cysteine, it is sufficient to 
catalyze PNPA hydrolysis due to the moderate activation barrier of this reaction.  The 
second order hydrolysis of esters by histidine side chains in a peptide based coiled coil 
system has been analyzed.22  The peptides did not display substrate binding affinity, but 
the pKa and pH rate profile of reactivity towards PNPA could be modified by varying the 
local environment of the histidine23 and in one variant, hydrogen bonding to the transition 
state appeared to provide second order rate enhancement.24  For nucleophilic catalysis to 
be effective, the acylated enzyme intermediate must be unstable relative to substrate in 
buffer in order to increase the rate of product formation over the uncatalyzed buffer rate.  
An acyl-histidine intermediate would be less stable than either an acyl-serine or an acyl-
cysteine intermediate.  For these reasons, we modeled histidine as the nucleophile in our 
design. 
 
Materials and Methods 
Computational 
For the histidine-PNPA high-energy state rotamers, a backbone independent 
rotamer library was generated that included nucleophilic attack by both the Nδ and 
Nε atoms of histidine and attack on both enantiotopic faces of PNPA.  The χ1 and χ2 
dihedral angles were based on histidine dihedral angles in a survey of protein structures25 
and were expanded by ±1 standard deviation from the reported values.  Dihedral angles 
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for χ3 (+/-30, +/-90, and +/-150 degrees), χ4 (+/-60, and 180 degrees), and χ5 (+/- 90 
degrees) were based on canonical values for the relevant central atom hybridizations as 
described in the DREIDING force field.26  Bond lengths and angles as well as additional 
dihedral angles were optimized using the DREIDING force field.26  All other side chains 
were modeled using a backbone dependent rotamer library25 that was expanded about χ1 
and χ2 dihedral angles for aromatic residues, expanded about χ1 dihedral angles for 
aliphatic residues, and unexpanded for polar residues as previously described.27 
Table 3.1 Partial charges on computed high-energy state 
Nucleophilic attack by Nε Nucleophilic attack by Nδ 
Nδ1 -0.3 Nε2 -0.3 
Hδ1 +0.5 Hε2 +0.5 
Nε2 +0.6 Nδ1 +0.6 
Cζ +0.4 Cε3 +0.4 
Oη1 -0.4 Oζ1 -0.4 
Oη2 -0.9 +Oζ2 -0.9 
Cι +0.1 Cη +0.1 
Cµ +0.2 Cλ +0.2 
Nν +0.6 Nµ +0.6 
Oο1 -0.4 Oν1 -0.4 
Oο2 -0.4 Oν2 -0.4 
The calculations used an energy function based on the DREIDING force field.26  
A Lennard-Jones 12-6 potential with van der Waals radii scaled by 0.9 was applied to all 
side chain/backbone and side chain/side chain interactions as previously described.28  An 
explicit hydrogen bond potential was applied to all groups that contained hydrogen bond 
donors and/or acceptors (including the high-energy state complex).  The 12-10 hydrogen 
bond potential used a well depth of 8.0 kcal/mol, an equilibrium donor/acceptor distance 
of 2.8 Å, and a hybridization dependent angle term as previously described.29  
Electrostatic energies were computed using a distance dependent dielectric constant of 
35 
40r with partial atomic charges as previously described.29  Partial atomic charges for the 
high-energy state rotamers were generated using the same bond polarization scheme used 
for the other amino acids and included a net +1 charge on the histidine moiety and a net –
1 charge on the high-energy state substrate (Table 3.1).  A surface area based atomic 
solvation potential was selectively applied to the high-energy state rotamers in order to 
favor interaction of the substrate with the protein (i.e., only surface area burial of atoms 
on the high-energy state rotamers were considered).  This selective application of the 
solvation potential, which differs from our previous work, was required in order to reduce 
the tendency of generating predominately wild-type amino acid sequence solutions.  
Surface areas for the solvation potential were calculated using the Connolly algorithm30 
and the Lee and Richards definition of solvent accessible surface area31 with unscaled 
atomic radii and an add-on radius of 1.4 Å.  A hydrophobic burial benefit of 48 
cal/mol/Å2 and a hydrophobic exposure penalty of 76.8 cal/mol/Å2 were used with the 
two-body decomposition method of Street and Mayo.32  The solvation potential was not 
applied to polar atoms. 
The hydrophobic solvent accessible surface area of substrate atoms was used to 
evaluate recognition.  For this assessment, solvent accessible surface area was computed 
using the Connolly algorithm30 and the Lee and Richards definition of solvent accessible 
surface area31 with an add-on radius of 1.4 Å.  The solvent accessible surface area of the 
substrate was determined using all atoms in the folded structure as well as using an 
unfolded reference that included only the high-energy state rotamer and the local 
backbone.  Active site designs were ranked by the fraction accessible surface area defined 
as the ratio of hydrophobic accessible surface area in the folded structure and the 
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hydrophobic accessible surface area in the unfolded reference.  Computed designs with 
zero total solvent accessible surface area for the substrates were considered inaccessible 
to substrate and were eliminated from further consideration. 
Experimental 
The background mutation D26I was included in both PZD1 and PZD2.  D26I was 
predicted by ORBIT in an independent calculation and results in increased 
thermodynamic stability similar to the previously reported D26A protein.33  Position 26 is 
distal in space to the designed active sites in both PZD1 and PZD2. 
The genes for PZD1 and PZD2 were constructed by site directed mutagenesis 
using the wild type thioredoxin gene (Invitrogen) cloned into PET-11A.  Protein 
expression was induced with 0.5 mM IPTG from BL21(DE3) cells grown to mid log 
phase.  Cells were lysed by sonication and pelleted twice at 20,000g for 30 minutes.  The 
soluble fraction was brought to 60% acetonitrile, pelleted and rotory evaporated to half 
volume.  For initial studies, purification was accomplished by reversed phase high 
performance liquid chromatography.  For subsequent studies with PZD2, all protein 
samples were additionally purified by ion exchange and size exclusion chromatography 
to a purity of >99% as judged by silver stained PAGE. 
PZD2 was dialyzed extensively against 10 mM sodium phosphate buffer at pH 
6.95.  Kinetic experiments at 22 °C were started by the addition of substrate dissolved in 
acetonitrile to buffer solution with and without PZD2 (final protein concentration of 4 
µM).  Protein concentration was determined by UV absorbance in 6 M guanidinium 
hydrochloride assuming an extinction coefficient of 12400 M-1cm-1 at 280 nm.  Product 
concentration was determined by the change in absorbance at 400.5 nm assuming an 
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extinction coefficient for deprotonated PNP of 19700 M-1cm-1.  Final acetonitrile 
concentration was 1% for all experiments.  The steady state rate of hydrolysis by PZD2 
was corrected for the buffer rate.  Burst phase hydrolysis assays were performed at a 
substrate concentration of 1.6 mM.  Protein concentration was 4 µM, with the exception 
of wild type thioredoxin.  Wild type thioredoxin was assayed at 50 µM to improve signal 
to noise and extrapolated to a protein concentration of 4 µM.  The dead time for this 
experiment was approximately 30 seconds. 
The +42 mass unit species detected in the trapping experiment is a result of 
replacement of a hydrogen (-1) with an acetyl group (+43).  100 µM PZD2 in 10 mM 
TRIS at pH 7.0 was reacted with 1.6 mM PNPA to steady state conditions and a mass 
spectrum acquired.  The same protein solution without PNPA was used as a control.  
Burst phase kinetics in this buffer system yielded essentially identical results as in 
phosphate buffer. 
 
Results and Discussion 
Computational design 
An important step in the design of a protein catalyst is locating the substrate 
relative to the protein scaffold.  The location of binding sites for small molecule/protein 
docking is commonly evaluated by holding the protein fixed and performing a 
rotation/translation search of the small molecule using a grid based method.34  The design 
of a protein catalyst requires sequence changes in the protein scaffold and a grid based 
approach would require optimization of the protein sequence for each substrate position 
making it computationally intractable.  Instead we took advantage of the observation that 
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the vast majority of natural enzymes contain one or more side chains in highly specific 
geometric relation to substrate.  In the case of PNPA hydrolysis catalyzed by histidine, 
the histidine side chain should be positioned with a nitrogen atom approaching the 
carbonyl carbon adjacent to the scissile bond.  In a procedure reminiscent of transition 
state analog synthesis for catalytic antibody design, we modeled a high-energy state of 
histidine catalyzed PNPA hydrolysis as a series of side chain rotamers (Fig. 3.1B).  
Modeling a high-energy state and optimizing the surrounding protein sequence for 
binding to the high-energy state may lead to a reduction in activation energy for the 
reaction and catalytic rate enhancement.35  Substrate affinity is explicitly included in the 
design because chemical similarity exists between the high-energy state and the substrate. 
Table 3.2  Top ten designs from active site scan  
 Catalytic Fraction  
 His Hydrophobic  
Design Position Exposure Active Site Mutations 
PZD1 12 0.11 F12H Y70A 
PZD2 17 0.15 F12A L17H Y70A 
PZD3 86 0.29 V86H I38A L42A L99A 
PZD4 72 0.34 I72H L79A 
PZD5 66 0.34 T66H F12A Y70A 
PZD6 6 0.36 None 
PZD7 39 0.37 A39H K57A 
PZD8 91 0.39 V91H T77A 
PZD9 49 0.39 Y49H K52A 
PZD10 77 0.43 T77H L79A T89A 
Ranked based on hydrophobic surface area burial of substrate atoms in the 
high-energy state complex.  The top two designs, PZD1 and PZD2, were 
experimentally tested for catalytic activity.   
The well-studied protein E. coli thioredoxin36 was selected as a scaffold due to its 
favorable expression properties, thermodynamic stability,37 and successful history in 
computational design.14  Naturally occurring thioredoxin can supply the reducing power 
for ribonucleotide reductase via its disulfide bond, but is essentially catalytically inert 
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with respect to PNPA binding and hydrolysis.  The high thermodynamic stability of 
thioredoxin suggests that it can tolerate destabilizing mutations that are required to build 
an active site.38  An active site scan was performed in order to identify favorable 
positions for the catalytic histidine as well as mutations necessary for substrate 
recognition and binding.  In separate calculations using the ORBIT computational protein 
design programs, each position in the protein structure of thioredoxin was modeled using 
the set of high-energy state rotamers (Fig. 3.1B).  This strategy systematically limits the 
search to the relevant phase space where histidine and the substrate are properly 
positioned to undergo chemistry.  All other positions in the protein were allowed to chose 
(with proper consideration for rotamer flexibility) between their wild type identity and 
alanine in order to accommodate the substrate and to build the active site.  After 
computing the optimal solution using algorithms based on the Dead-End Elimination 
theorem,39,40 positions that changed to alanine can be subsequently allowed to change 
identity to other amino acids in order to form better interactions with the high-energy 
state rotamer.  The results reported below are based on the first stage calculation that only 
allows mutation to alanine.  The initial limited combinatorial complexity approach 
provides for tractable calculations and is expected to generate enzyme-like proteins that 
we call protozymes.  As computer power and computational methods become more 
sophisticated, the need for a two-stage calculation will diminish.  All 94 non-glycine, 
non-proline positions, a combinatorial complexity of approximately 1026 amino acid 
sequences that corresponded to 10101 rotamer sequences, were scanned in approximately 
two days on 14 195 MHz R10000 processors (Silicon Graphics) running in parallel.  
Designs (resulting from the limited combinatorial complexity calculations) with the 
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catalytic histidine at different positions in thioredoxin were ranked based on recognition 
of the high-energy state rotamer, using hydrophobic solvent accessible surface area of 
substrate atoms as a metric, as well as the simple requirement that the total solvent 
accessible surface area of substrate atoms be greater than zero in order to eliminate 
designs where the active site would not be accessible to solvent (Table 3.2). 
Experimental validation 
The top two sequences from the limited combinatorial complexity active site scan 
were selected for experimental analysis.  Protozyme design 1 (PZD1) contains two 
mutations required to introduce the catalytic histidine and to build the active site (F12H 
and Y70A) while PZD2 contains three mutations (F12A, L17H, and Y70A). 
 
Figure 3.2  Computational design of PZD2.  Ribbon diagram41 illustrating the Nε of the 
catalytic histidine attacking the substrate molecule. 
Experimentally, both proteins demonstrated catalytic hydrolysis of PNPA at a rate 
significantly above background.  Based on preliminary kinetic experiments, PZD2 
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selected for further analysis.  The designed structure of PZD2 computed by ORBIT 
  
Figure 3.3  Molecular surfaces42 focusing on the active site of PZD2 with substrate atoms in green (A) and 
the corresponding region in the x-ray crystal structure43 of the wild type scaffold (B & C).  An active site 
cleft is present in the design of PZD2 that is largely filled in the wild type structure.  Wild type residues 
that were mutated to create the active site are shown in panel C (F12, L17, and Y70).  In the design of 
PZD2, all side chains were allowed to change rotamers, resulting in a slightly different surface compared to 
that of the wild type protein. 
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shows the substrate atoms in a cleft created above the β sheet and between two α helices 
(Fig. 3.2).  This cleft (Fig. 3.3A) is not present in the wild type thioredoxin x-ray 
structure43 (Fig. 3.3B), indicating that the space creating mutations (F12A and Y70A) are 
necessary to create the putative substrate-binding site (Fig. 3.3C). 
 
Figure 3.4  Kinetic model used to analyze the activity of PZD2.   
The rate of PNPA hydrolysis by PZD2 at 22    	 
 

buffer at pH 6.95 was experimentally determined over a range of substrate concentrations 
using standard Briggs-Haldane steady state treatment (Fig. 3.4).  The reaction velocity of  
 
  
Figure 3.5  Velocity versus substrate concentration for the hydrolysis 
of PNPA by PZD2. 
PZD2 demonstrated saturation kinetics with respect to increasing substrate concentration 
(Fig. 3.5) indicating that the molecule is acting as an enzyme-like protein with both 
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substrate affinity and catalytic rate enhancement.  Hofstee analysis of the data gives a Km 
of 170 ± 20 µM, kcat of 4.6 ± 0.2 × 10-4 sec-1, and kcat/kuncat of 180 where kuncat (2.5 × 10-6 
sec-1) is the rate of hydrolysis under the same conditions.  The kinetics of PZD2 are 
comparable to those of the first catalytic antibodies: Km of 208 µM and kcat/kuncat of 770 
for MOPC167,20 and Km of 1.9 µM and kcat/kuncat of 960 for 6D4.21  
De novo designed peptides have recently been designed which catalyze p-
nitrophenyl acetate hydrolysis by a second order mechanism (i.e., without substrate 
saturation).  The second order rates for these peptides were determined under different 
conditions than those used here making direct comparisons difficult.  At pH 5.1, rates of 
0.29 M-1sec-1 and 0.056 M-1sec-1 have been reported.22,24  Extrapolation based on the pH 
rate profiles22 reported for the hydrolysis of similar activated esters suggests rates of 
approximately 0.7 and 0.2 M-1sec-1 for p-nitrophenyl acetate hydrolysis at pH 7, 
respectively.  The second order rate of hydrolysis by 4-methyl imidazole (determined 
under the conditions used in the analysis of PZD2) is 0.11 M-1sec-1.  Computing a second 
order rate of hydrolysis for PZD2 as kcat/Km gives 2.7 M-1sec-1, which is a factor of 25 
better than catalysis by 4-methyl imidazole and about an order of magnitude better than 
the peptide systems.  It is extremely important to note, however, that the lack of substrate 
saturation in the second order systems complicates this analysis since substrate affinity 
was determined for PZD2.  Substrate affinity is central to enzyme catalysis and clearly 
will be important in the design of protein-based catalysts for more complicated reactions. 
At high substrate concentrations, kinetics with an initial “burst” phase are a 
common feature of natural enzymes and are a consequence of a kinetic bottleneck on the 
reaction pathway.  For nucleophilic hydrolysis of PNPA, the rate of PNP formation 
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should decrease and plateau as the acyl-enzyme intermediate concentration approaches 
steady state.  PZD2 displays burst phase kinetics at high substrate concentration (Fig. 3.6) 
consistent with the formation of an enzyme intermediate.  The observed burst phase 
kinetics could also be a result of slow product release; however, this is unlikely given the 
kinetic parameters of PZD2.  Based on the burst phase data, we estimate Ks = 1 mM, k2 = 
3 × 10-3 sec-1, and k3 = 8 × 10-4 sec-1.  Analysis of the magnitude of the burst indicates 
that approximately 30% of PZD2 is in an active state.  Using the burst magnitude as a 
metric of the enzyme concentration indicates a kcat of 1.5 ± 0.1 × 10-3 sec-1, approximately 
three times larger than the kinetic analysis using enzyme concentrations determined from 
protein UV absorbance. 
 
Figure 3.6  Buffer corrected hydrolysis of PNPA by PZD2 (•), PZD2 H17A ( 
type thioredoxin (  ×).  Data are shown for high substrate 
concentration and equivalent low protein concentration.  
Wild type thioredoxin is essentially inactive, but does show weak second order 
PNPA hydrolysis consistent with its single surface exposed histidine at position 6.  
Mutation of the designed catalytic histidine to alanine in PZD2 (H17A) results in a 
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protein with catalytic activity similar to wild type thioredoxin indicating that the designed 
catalytic histidine at position 17 is necessary for the enzyme-like activity in PZD2 (Fig. 
3.6).  Mutation of the two other active site residues in PZD2 back to their wild type 
identities (A12F and A70Y) also results in a protein with activity similar to wild type.  
Additionally, at pH 5.7 the activity of PZD2 is almost entirely eliminated, consistent with 
protonation of the catalytic histidine (data not shown).  The kinetic and mutational 
evidence strongly indicate that PZD2 is working as designed with H17 acting as a 
catalytic nucleophile and the space creating mutations (F12A and Y70A) forming a 
binding site for substrate. 
 
Figure 3.7  Trapping of an acylated intermediate by mass spectrometry: A) PZD2, B) PZD2 
reacted with substrate, C) PZD2 H17A, D) PZD2 H17A reacted with substrate.  A large increase 
in the population of a +42 species occurs upon reaction of PZD2 with substrate indicating the 
buildup of an acyl-enzyme intermediate.   This +42 species is dramatically reduced for PZD2 
H17A where the designed catalytic histidine was mutated to alanine.  A small increase in the 
population of a +42 species is detected in PZD2 H17A upon reaction with substrate and is likely 
the result of acylation at the single surface exposed histidine at position 6.  Consistent with this 
analysis, a small increase in the population of a double acetylated +84 product is detected upon 
reaction of PZD2 with substrate.  A copper matrix adduct (+63) is present in all spectra.43   
According to its design, reaction of PZD2 with PNPA should yield an acyl-
histidine enzyme intermediate, increasing the population of a +42 mass unit species 
compared to free protein.  Mass spectrometry of PZD2 clearly indicates increased 
46 
population of an acylated species upon reaction with PNPA (Fig. 3.7A&B).  Acylation 
due to reaction with PNPA is essentially absent for the H17A mutant of PZD2 (Fig. 
3.7C&D), indicating that acylation is dependent on H17.  From the data it is not possible 
to distinguish between direct acylation of H17, or H17 mediated (acid/base or acyl 
transfer) acylation of a different residue. 
 
Figure 3.8  Lineweaver-Burk analysis of PZD2 catalyzed PNPA 
hydrolysis in the presence ( !
" •) of 10 mM PNPG. 
Naturally occurring enzymes are frequently inhibited in a competitive manner by 
inert compounds resembling the substrate molecule.  With this in mind, we assayed the 
inhibitory effects of p-nitrophenyl glycerol (PNPG), a highly soluble compound with 
structural similarity to PNPA.  A double reciprocal analysis of PZD2 catalyzed PNPA 
hydrolysis in the presence and absence of inhibitor shows the hallmark features of 
competitive inhibition (Fig. 3.8) implying that PNPG is able to bind in the active site and 
block PNPA binding.  A Dixon analysis, varying PNPG concentration at a fixed substrate 
concentration of 200 µM yielded a Ki of 20 mM.  The decreased binding affinity of 
PNPG relative to PNPA may be due to burial of polar hydroxyl groups against 
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hydrophobic regions in the active site or differences in the steric requirements for PNPG 
and PNPA.  p-nitrophenyl phosphate was also tested, but it did not show detectable 
inhibition at concentrations up to 20 mM, suggesting that PZD2 binds preferentially to 
uncharged nitrophenyl molecules. 
In order to further test the substrate specificity of PZD2 we assayed its kinetics 
with p-nitrophenyl propionate (PNPP), which has an additional methylene group 
compared to PNPA.  Hofstee analysis indicates within error an identical kcat/kuncat and a 
Km of 110 ± 20 µM for PNPP, compared to 170 ± 20 µM for PNPA.  Inspection of the 
designed structure of PZD2 with bound PNPA shows that space exists to accommodate 
the additional methylene of PNPP.  Both favorable van der Waals interactions and 
hydrophobic burial afforded by the relatively open active site likely explain the slightly 
increased affinity of PZD2 for PNPP compared to PNPA.   
 
Conclusions 
The computational design method presented here successfully identified enzyme-
like active sites within a protein scaffold essentially devoid of relevent catalytic activity.  
While the reaction catalyzed (PNPA hydrolysis) and the level of activity of PZD2 are 
likely to be insufficient for practical applications, clear paths for improvement exist 
including further computational optimization and experimental directed evolution.  
Computational optimization of the identity of residues proximal in space to the high-
energy state complex could result in improved shape and charge complementarity with 
the high-energy state, improving both substrate affinity and catalytic rate enhancement.  
Directed evolution, combining mutagenesis and recombination with screening and/or 
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selection, has been an effective method for increasing catalytic activity.  The use of 
computational modeling to focus directed evolution experiments promises to increase the 
effectiveness of directed evolution methods.44  For the creation and optimization of novel 
protein catalysts, computational protein design and experimental directed evolution 
complement each other well.  Use of the design methods presented here to generate 
proteins with novel catalytic activity and directed evolution to further enhance this 
activity is a promising path to the production of novel high efficiency protein catalysts. 
The relationship between protein fold and function is a long standing question in 
enzymology.  For example, from numerous structural studies, insight has been gained 
into the properties of the α/β barrel fold that have facilitated its evolution to catalyze 
many different chemical reactions.45  With the methods presented here we may now 
address the evolvability of essentially any fold through the computational design of novel 
enzymatic function followed by directed evolution.  The comparison of an antibody fold 
to an α/β barrel fold, for example, may prove particularly insightful.  Studies of this type 
may advance our understanding of the functional potential of protein folds, provide 
insight into natural evolution, and aid in the selection of scaffolds for future design 
efforts. 
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Chapter 4 
 
Polar Residues in the Protein Core of E. Coli Thioredoxin Are 
Important for Fold Specificity 
 
 
 
 
 
 
 
 
 
 
 
 
*Adapted from Bolon, D. N.; Mayo S. L. Biochemistry 2001, 40, 10047-10053. 
The data for Figure 4.1 was compiled by Arthur Street. 
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Summary 
Most globular proteins contain a core of hydrophobic residues that are 
inaccessible to solvent in the folded state.  In general, polar residues in the core are 
thermodynamically unfavorable except when they are able to form intra-molecular 
hydrogen bonds.  Compared to hydrophobic interactions, polar interactions are more 
directional in character and may aid in fold specificity.  In a survey of 263 globular 
protein structures, we found a strong positive correlation between the number of polar 
residues at core positions and protein size.  In order to probe the importance of buried 
polar residues, we experimentally tested the effects of hydrophobic mutations at the five 
polar core residues in E. coli thioredoxin.  Proteins with single hydrophobic mutations 
(D26I, C32A, C35A, T66L, T77V) all have cooperative unfolding transitions similar to 
wild type (wt) as determined by chemical denaturation.  Relative to wt, D26I is more 
stable while the other point mutants are less stable.  The combined five-fold mutant 
protein (IAALV) is less stable than wt and has an unfolding transition that is substantially 
less cooperative than wt.  NMR spectra as well as amide deuterium exchange indicate 
that IAALV is likely sampling a number of low energy structures in the folded state, 
suggesting that polar residues in the core are important for specifying a well-folded 
native structure. 
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Introduction 
The clustering of hydrophobic residues in protein cores is a general feature of 
globular proteins in their native state.1,2   In the denatured state, these hydrophobic 
residues become exposed to solvent.  The interaction of hydrophobic amino acids with 
water compared with hydrophobic-hydrophobic interactions results in the 
thermodynamically unfavorable ordering of solvent atoms in the denatured state.  Thus, 
the burial of hydrophobic surface area upon protein folding is expected to 
thermodynamically stabilize the native state relative to the unfolded state.3,4  
Experimental evidence abounds for this stabilization.  For example, increased 
hydrophobic burial in the design of the β1 domain of protein G resulted in a molecule 
with dramatically improved thermostability,5 while cavity forming mutations that reduced 
hydrophobic burial were destabilizing in T4 lysozyme.6  Simple lattice models suggest 
that the clustering of solvent-averse side chains in the protein interior is sufficient to 
encode a unique compact chain conformation.7  Experimentally, the restriction of core 
residues to hydrophobic identity has been successfully employed in the design of a 28 
residue ββα motif.8 
The transfer of polar amino acids from water to hydrophobic solvent results in a 
loss of hydrogen bonding and is thermodynamically unfavorable.9  In the unfolded state, 
polar residues are largely solvated and form hydrogen bonds to water.10,11  As expected, 
polar residues that are buried in the folded state and fail to make intra-molecular 
hydrogen bonds are destabilizing relative to hydrophobic residues.12,13  Buried polar 
residues can reduce the free energy of folding by forming intra-molecular hydrogen 
bonds.  However, this decrease in free energy can be offset by gains in free energy due to 
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desolvation14 and the entropy loss associated with fixing sidechains.15  To address this 
energetic balance, a number of experimental studies have measured the thermodynamic 
effect of replacing a side chain that forms an intra-molecular hydrogen bond in the folded 
state with a residue that cannot form a hydrogen bond.16-19  While disagreement exists, 
interpretation of the experimental data indicates that an intra-molecular hydrogen bond 
can stabilize the native state on the order of one kcal/mol.20 
Structural specificity, the capacity to form a single unique folded structure, has 
been well studied in coiled coil systems where experimental techniques exist for rapidly 
identifying parallel or anti-parallel orientation as well as oligomeric state.  Coiled coils 
contain a heptad repeat denoted abcdefg where positions a and d form the interface 
between the helices, positions e and g are at the interface boundary and positions b, c and 
f are oriented towards solvent. Kim and co-workers systematically changed residues in 
the GCN4 homodimeric coiled coil into the Fos-Jun heterodimeric coiled coil.  It was 
found that eight polar residues at the e and g positions from Fos-Jun in the GCN4 
background specified heterodimer formation over homodimer formation.21  Buried 
hydrogen bonds between an asparagine side chain at an a position from each monomer 
are found in the homodimeric coiled coil domain of GCN4.22  When this asparagine is 
replaced by valine23 or aminobutyric acid,24 a mixture of dimers and trimers is formed.  
Crystal structures of the aminobutyric acid mutant demonstrate that the hydrophobic core 
is able to pack efficiently in both the dimeric and trimeric state.24  A parallel 
heterodimeric coiled coil dubbed “peptide velcro” was successfully designed with an 
asparagine from each monomer forming buried hydrogen bonds as in GCN4 as well as 
charged residues at the e and g positions that are complemented in the parallel structure 
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but not the anti-parallel structure.25  When the buried asparagine in this coiled coil was 
replaced with leucine, the resulting molecule formed a heterotetramer that lacked a 
unique orientation of the helices.26  In coiled coil systems, buried polar residues clearly 
play a role in structural specificity. 
The role of polar residues in the core of globular proteins has not been as 
extensively studied.  We analyzed the number of polar residues at core positions in 263 
globular proteins from a previously published structural data set.27  We find a strong 
positive correlation between the number of polar residues at core positions and protein 
size.  Active site residues that are often buried in proteins are not prevalent enough to 
fully account for the number of polar residues observed at core positions suggesting that 
core polar residues play a structural role.  To evaluate this possible structural role, the 
effect of polar to hydrophobic mutations was experimentally determined in a model 
system, the 108 residue protein E. coli thioredoxin.  The ORBIT (Optimization of 
Rotamers By Iterative Techniques) protein design software8 was used to predict 
hydrophobic mutations compatible with the wild type protein structure.28  
Thermodynamic as well as NMR data indicate that core polar residues in thioredoxin aid 
in distinguishing a single well-folded structure from alternative structures. 
 
Materials and Methods 
Analysis of polar residues at core positions in protein structures 
The orientation of the Cα-Cβ vector relative to a solvent-accessible surface 
computed with only the template Cα atoms was used to determine core positions as 
previously described.29  Briefly, a position was classified as core if the distance from its 
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Cα, along its Cα-Cβ vector, to the solvent accessible surface was greater than 5.0 Å, and 
if the shortest distance from its Cβ to the surface was greater than 2.0 Å.  The following 
ten amino acids were considered polar: Arg, Asn, Asp, Cys, Gln, Glu, His, Lys, Ser, Thr.  
Computational modeling 
Simulations were performed using coordinates from the 1.7 Å x-ray structure of 
thioredoxin.28  The five polar core positions in wt thioredoxin (D26, C32, C35, T66, T77) 
were restricted to the following seven amino acids: Ala, Val, Leu, Ile, Phe, Tyr, and Trp.  
Side chains at other core positions in the protein were allowed to change geometry while 
retaining their wt identity.  The remainder of the structure was held fixed during the 
optimization.  The resulting combinatorial complexity is 1028 possible rotamer (side chain 
identity and geometry) sequences.  Computational details and potential functions are 
described in our previous work.8  Similar calculations were also performed that optimized 
the identity of each polar core residue independently. 
Mutagenesis and protein purification 
The genes for all variants were constructed by inverse PCR30 using the gene for 
wt thioredoxin (Invitrogen) cloned into pET-11a (Novagen).  Mutations were confirmed 
by DNA sequencing.  BL21(DE3) hosts (Invitrogen) were used for protein expression.  
Cells were grown to mid log phase and induced with 0.5 mM IPTG (ICN) for three hours 
at 37 °C.  Cells were lysed by sonication and centrifuged twice at 20,000×g for 30 
minutes.  Acetonitrile (EM Science) was added to the soluble fraction to a final 
concentration of 60%.  After centrifugation, the supernatant was evaporated to half 
volume and purified by reverse phase high performance liquid chromatography using an 
acetonitrile/water gradient containing 0.1% trifluoroacetic acid (Applied Biosystems).  
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Protein identities were confirmed by mass spectrometry.  Protein concentration was 
determined by UV absorbance in 7 M GdmCl (ICN) based on an extinction coefficient of 
13,700 M-1cm-1 at 280 nm.31 
CD analysis   
CD data were collected on an Aviv 62DS spectrometer equipped with a 
thermoelectric unit and using a 1 cm path length cell.  Protein samples were 5 µM in 50 
mM sodium phosphate at pH 7.0.  Guanidinium chloride denaturations were monitored at 
219 nm at 25 °C for comparison to previously published data.32  	m values, 
and error estimates were obtained by fitting the denaturation data to a two-state transition 
as described previously.33  GdmCl concentration was measured by refractometry. 
Fluorescence analysis 
Fluorescent measurements were made on an SLM 8000 spectrofluorimeter.  
Chemical denaturation of wild type and IAALV (D26I/C32A/C35A/T66L/T77V) were 
determined by fluorescence.  Protein samples were at 5 µM in 50 mM sodium phosphate 
at pH 7.0.  Samples were excited at 280 nm and chemical denaturation was followed by 
emission at a wavelength of 340 nm. 
DSC 
Protein samples at ~0.7 mg/ml were dialyzed against 50 mM sodium phosphate 
buffer at pH 7.0.  DSC data were collected on a N-DSC II instrument from Calorimetric 
Sciences Corp.34  Samples were degassed under vacuum for 15 minutes prior to scanning.  
Scans were performed at a rate of 1.0 °C/min.  Data were analyzed using the program 
cpcalc (Applied Thermodynamics). 
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NMR spectroscopy   
Protein samples at 0.5 mM were prepared in 90:10 H2O:D2O buffered at pH* 7.0 
with 50 mM sodium phosphate.  Spectra were acquired on a Varian Inova 600 MHz 
spectrometer at 25 °C.  For hydrogen exchange studies, an NMR sample was prepared, 
the pH was adjusted to 7.0, and a spectrum was acquired to serve as an unexchanged 
reference.  This sample was lyophilized, reconstituted in 99.9% D2O, and repetitive 
acquisition of spectra was begun immediately at a rate of 1 spectrum per 100 seconds.  
Data acquisition continued for ~20 hours, and then the sample was heated above its 
calorimetrically determined melting temperature for 15 minutes to fully exchange all 
labile protons.  After cooling to 25 °C, a final spectrum was acquired to serve as the fully 
exchanged reference.  The areas of all exchangeable amide peaks were normalized to that 
of a non-exchanging aliphatic proton peak. 
 
Results 
We find a strong positive correlation between the number of polar residues at core 
positions and protein size (Figure 4.1A).  The largest protein in our analysis with no polar 
core residues was 94 amino acids.  The number of polar residues at core positions as a 
function of the number of core residues was also analyzed (data not shown).  According 
to a linear fit, a protein with eight or more core residues is expected to have at least one 
polar residue at a core position, and for proteins with a large number of core residues, 
approximately one-third of core residues are polar.  The largest number of core residues 
in a protein with no core polar residues was 27.  The average fraction of residues in the 
core that are polar increases slightly as protein size increases in the following ranges: less 
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than 100, 100-200, 200-300, and greater than 300 residues (Figure 4.1B).  The average  
  
  
Figure 4.1  (a) Correlation of the number of polar residues at core positions with protein 
size.   (b) Fraction of residues that are polar as a function of protein size.  Error bars 
indicate one standard deviation from the mean. 
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within each size range is within a standard deviation of the other size ranges.  Similarly, 
previous research has shown that bigger proteins tend to bury a larger percentage of the 
accessible surface area of their polar uncharged and charged atoms.35  The average 
fraction of all residues that are polar decreases slightly with increased protein size within 
the same ranges and the average from each size range is again within a standard deviation 
of the other size ranges.  
 
Figure 4.2  Ribbon diagrams of the x-ray crystal structure of wild type E. coli thioredoxin28 
illustrating polar residues in the core and their surrounding contacts.  (a) Asp26 makes a putative 
water mediated hydrogen bond to the carbonyl oxygen of Cys35.  (b) Cys32 and Cys35 form an 
intra-molecular disulfide bond.  (c) Thr66 makes a hydrogen bond to the side chain of Asp9.  (d) 
Thr77 hydrogen bonds to the carbonyl oxygen of Gly74.  Structure figures were generated using 
MOLMOL.36 
Side chains of the five polar core residues (D26, C32, C35, T66, T77) in E. coli 
thioredoxin are greater than 95% buried, are distant in space from each other with the 
exception of the disulfide-bonded cystine, and make a range of hydrogen bonding 
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interactions in the 1.7 Å crystal structure.28  D26, C32, C35, and T77 are conserved in 
human thioredoxin, which has a 0.79 Å rmsd from the E. coli structure and shares 29% 
sequence identity with E. coli thioredoxin.37  The protein atoms surrounding D26 in E. 
coli thioredoxin are hydrophobic (Figure 4.2A).  One of the Oδ atoms of D26 is solvent 
inaccessible while the other is slightly solvent accessible via a narrow cleft in the protein.  
There is a water molecule in this cleft within hydrogen bond distance (2.7 Å) of D26.  
This water is also within hydrogen bond distance of the carbonyl oxygen of C35 (2.8 Å).  
A water molecule making similar contacts is present in both of the crystallographically 
independent molecules of the 1.7 Å structure28 and the structure of a point mutant of E. 
coli thioredoxin,38 and is found in five of six structures of human thioredoxin.37,39  C32 
and C35 form a redox active disulfide bond in wt thioredoxin.  They are located close to 
the boundary between the protein core and surface.  C32 and C35 are both slightly 
solvent exposed (Figure 4.2B); however, the sulfur atoms are solvent inaccessible.  The 
sulfur atom of C32 is within weak hydrogen bond distance of the amide nitrogen of C35 
(3.2 Å).  T66 is solvent inaccessible (Figure 4.2C) and is within hydrogen bond distance 
of the side chain of D9 which makes putative hydrogen bonds with the amide protons of 
both T66 (3.0 Å) and G65 (2.9 Å).  T77 is slightly solvent accessible (Figure 4.2D) and 
makes a putative hydrogen bond with the carbonyl oxygen of G74 (2.7 Å). 
The ORBIT protein design calculations recommended the following five polar to 
hydrophobic mutations in thioredoxin: D26I, C32A, C35A, T66L, and T77V.  Identical 
mutations were predicted when each position was optimized individually.  Four of the 
point mutant proteins (C32A, C35A, T66L, T77V) were thermodynamically destabilized 
relative to wt while D26I was stabilized (Table 4.1).  AALV, a mutant protein combining 
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the four destabilizing mutations (C32A/C35A/T66L/T77V), was thermodynamically 
destabilized relative to wt, but had a similar CD spectrum to wt (Figure 4.3A) and 
unfolding transition with similar cooperativity to wt as observed by chemical 
denaturation monitored by CD (Figure 4.3B).  The five-fold mutant protein IAALV 
(D26I/C32A/C35A/T66L/T77V) is less stable than wt and has an unfolding transition 
that is substantially less cooperative than D26I, AALV, and wt as observed by chemical 
denaturation monitored by CD (Figure 4.3B).  When monitored by fluorescence, 
chemical unfolding experiments also exhibit a substantially less cooperative unfolding 
transition for IAALV compared to wt (m values of 2.1 and 3.3 kcal mol-1 M-1 
respectively).  Comparison of the extent of chemical denaturation as monitored by CD 
and fluorescence does not indicate the presence of intermediate states. 
 
Table 4.1  Experimental thermodynamic data 
 
 Tma ∆Gb Cmc m-valued 
Protein (°C) (kcal mol-1)  (M) (kcal mol-1 M-1) 
 
wt  87 9.0 2.6 3.4 
wt reduced 76 6.3 1.8 3.6 
D26I 98 12.1 3.7 3.3 
C32A 74 5.3 1.6 3.4 
C35A 73 5.9 1.7 3.5 
T66L 85 7.6 2.4 3.1 
T77V 82 7.9 2.5 3.2 
AALV 55 2.8 1.0 2.8 
IAALV 66 3.9 2.4 1.6 
 
aCalorimetrically determined melting temperature.  bFree energy 
of unfolding at 25 °C measured by guanidinium chloride 
denaturation (monitored by CD).  cMidpoint of the guanidinium 
chloride unfolding transition.  dSlope of ∆G versus denaturant 
concentration plots. 
 
The thermodynamic stability of D26I is 3.1 kcal/mol greater than wild type.  
Hydrogen exchange (Figures 4.4 & 4.5) shows that D26I protects slightly more amide                 
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Figure 4.3  Circular dichroism measurements of wt, D26I, AALV 
(C32A/C35A/T66L/T77V), and IAALV (D26I/C32A/C35A/T66L/T77V) thioredoxin.  
(a) Far-UV CD spectra.  (b) Guanidinium chloride denaturation at 25 °C monitored by 
CD at 219 nm. 
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protons than wild type thioredoxin.  The thermodynamic stability of IAALV is 1.1 
kcal/mol greater than AALV.  IAALV has very few protected amide protons relative to 
AALV; however, these protons are well protected (Figures 4.4 & 4.5).  The proton NMR 
spectrum (Figures 4.4 & 4.6) of D26I shows slight line broadening relative to wild type 
thioredoxin.  IAALV shows considerable line broadening and loss of chemical shift 
dispersion relative to AALV (Figures 4.4 & 4.6). 
 
Figure 4.4  Proton NMR spectra of wt, D26I, AALV (C32A/C35A/T66L/T77V), and IAALV 
(D26I/C32A/C35A/T66L/T77V) thioredoxin.  The spectra at 0 min. were recorded in 90:10 H2O/D2O, 
and additional times refer to exchange time after resuspension of lyophilized sample in 99.9% D2O.  
The fully exchanged spectra were acquired after heating of the samples above their calorimetrically 
determined melting temperature.  IAALV has broader lines and poorer dispersion than wt, suggesting 
that IAALV exhibits greater conformational flexibility.  The persistence of amide peaks at 600 min. 
indicates well-protected protons in IAALV.  Spectra at 0 min. were scaled to maximize the height of 
the viewable area.  Within columns, spectra are scaled identically.  The sharp peaks at 8.45 ppm are 
impurities. 
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Figure 4.5  Amide hydrogen-deuterium exchange of wt, D26I, AALV 
(C32A/C35A/T66L/T77V), and IAALV (D26I/C32A/C35A/T66L/T77V) thioredoxin.  
Total area of exchangeable peaks, expressed as number of protons, as a function of time 
at 25 °C and pH 7.0.  Exchange rates calculated with the program SPHERE 40,41 using 
the wt thioredoxin sequence predict a protection factor of 104 corresponds to an average 
half-life of 0.97 hours under these conditions. 
Discussion 
The increased thermodynamic stability of D26I relative to wild type at neutral pH 
is similar to that reported for D26A.42  The midpoint of guanidinium chloride 
denaturation increases by 1.1 M for D26I and 0.9 M for D26A42 relative to wild type.  In 
both cases, the increased thermodynamic stability relative to wt is likely due to the 
removal from the core of a charged atom whose hydrogen bond potential was 
unsatisfied.42  The protected protons as well as the chemical denaturation data suggest 
that D26I is well folded.  However, the line shape in the NMR spectrum of D26I is 
poorer than wt indicating some structural differences.  The thermodynamic 
destabilization of T66L and T77V relative to wt is likely due to the loss of intra-
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molecular hydrogen bonds without compensatory interactions with solvent for the 
previous hydrogen bond partners (Oδ of Asp9 and O of Gly74).   
 
Figure 4.6  Proton NMR spectra of WT, D26I, AALV, and IAALV 
thioredoxin showing the upfield methyl region. 
The loss in stability of the cysteine to alanine variants (C32A and C35A) relative 
to wt is largely accounted for by removal of the disulfide crosslink.  Calorimetric studies 
by Sturtevant and co-workers43 compared reduced wild type and C32S/C35S thioredoxin 
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and found an increased enthalpy of unfolding for C32S/C35S relative to the reduced wild 
type protein.  From this study, it was concluded that stronger hydrogen bonding by the 
more polarizable hydroxyl of serine relative to the sulfhydryl of cysteine explained the 
difference in calorimetric unfolding.  In addition, Raman spectroscopy indicates that the 
sulfhydryl group of each cysteine is a hydrogen bond donor in reduced thioredoxin.44  
Hydrogen bonding by the sulfhydryl groups of the cysteine residues in reduced wild type 
thioredoxin, which would be partially eliminated in the C32A and C35A point mutant 
proteins, may explain the slight thermodynamic destabilization of C32A and C35A 
relative to the reduced wild type protein. 
According to standard models, the m value reflects the change in hydrophobic 
surface area exposed upon conversion of the native state to the denatured state.45  The 
low m value of IAALV relative to wild type is consistent with greater hydrophobic 
surface area exposed in the native state of IAALV compared to wild type thioredoxin.  
Fluctuation between multiple low energy conformations in the native state may be 
responsible for some hydrophobic solvent exposure in IAALV.  Decreased hydrophobic 
surface area exposed in the denatured state may also contribute to the low m value of 
IAALV relative to wild type.  Alternatively, the presence of folding intermediates, while 
not observed in comparing the extent of chemical denaturation determined in the circular 
dichroism and fluorescence experiments, may be responsible for the difference in m 
values between IAALV and wt.  
The slight increase in the number of protected protons for D26I relative to wild 
type thioredoxin indicates that the amide protons of D26I are less accessible to solvent.  
This observation is consistent with the increased thermodynamic stability of D26I 
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relative to wild type.  Both results suggest that D26I populates the unfolded state less 
than wild type thioredoxin.   
IAALV is thermodynamically stabilized relative to AALV; however, this 
stabilization is greatly reduced compared to the D26I mutation in the wild type 
background (1.1 and 3.1 kcal/mol respectively).  The extremely poor line shape and 
dispersion of IAALV relative to AALV, indicates a substantial increase in 
conformational heterogeneity.  Increased conformational heterogeneity could result in 
poor packing and is consistent with the reduced thermodynamic stabilization of the D26I 
mutation in the AALV background compared to the wild type background.  A small 
number of protons in IAALV are well protected from exchange with solvent, suggesting 
that in the family of folded structures putatively populated by IAALV, these protons are 
continually inaccessible to solvent exchange.  In contrast, AALV appears well structured 
in the folded state but samples the denatured state and fully exchanges all of its protons 
over the time course of the hydrogen exchange experiments.  Adding the D26I mutation 
to AALV likely results in a family of low energy structures in the folded state, all of 
which are stabilized relative to the denatured state.  
Polar residues are prevalent at core positions in globular proteins.  While some of 
these residues may be involved in active sites, the strong correlation with protein size 
suggests that most polar residues in the core are structurally important.  McDonald and 
Thornton46 found that the vast majority of buried polar atoms in proteins are satisfied by 
intra-molecular hydrogen bonds.  They conclude that to offset the energetic cost of losing 
H-bonds with solvent upon folding, the majority of buried polar groups observed in 
folded protein structures form intra-molecular hydrogen bonds.  Larger proteins are likely 
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to require more polar core residues in order to satisfy the hydrogen bonding potential of 
buried polar groups on the backbone, which may explain part of the correlation between 
protein size and number of polar residues at core positions.   
Three slightly overlapping categories suffice to explain most core polar residues: 
active sites, thermodynamic stability, and structural specificity.  Active sites use polar 
residues to perform chemistry and are often buried in clefts.47  Polar residues can increase 
thermodynamic stability when they form intra-molecular hydrogen bonds to polar atoms 
that are solvent inaccessible (e.g., T66 and T77 in thioredoxin).  The directional nature of 
polar interactions as well as their hydrophobic aversion allows core polar residues to 
determine a fold in a more specific manner than hydrophobic residues alone. 
Previous studies have elucidated some of the factors that influence fold 
specificity.  The relatively high conservation of core residues in sequence alignments 
clearly indicates the structural importance of core residues in terms of the hydrophobic 
effect and packing specificity.48  Based on this concept, a genetic library with the correct 
binary pattern to produce a 74 residue four helix bundle with a hydrophobic interior and 
hydrophilic exterior was shown to contain sequences that were helical, monomeric and 
had cooperative chemical denaturation.49  Consistent with these studies, we observe small 
proteins in our structural database survey with no polar residues at core positions.  As the 
size of a protein increases, the probability increases of having a polar main chain atom 
that requires a core polar residue to satisfy its hydrogen bonding potential. Similarly, the 
number of folds that bury substantial hydrophobic surface area also increases with protein 
size.  In larger proteins, polar residues at core positions likely aid in satisfying the 
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hydrogen bond potential of main chain polar groups as well as energetically 
distinguishing a single well-folded structure from alternative structures. 
74 
 
References 
1. Chothia, C. (1976). The nature of the accessible and buried surfaces in proteins. J 
Mol Biol 105, 1-14. 
2. Miller, S., Janin, J., Lesk, A. M. & Chothia, C. (1987). Interior and surface of 
monomeric proteins. J Mol Biol 196, 641-656. 
3. Dill, K. A. (1990). Dominant forces in protein folding. Biochemistry 29, 7133-7155. 
4. Honig, B. & Yang, A. S. (1995). Free energy balance in protein folding. Adv 
Protein Chem 46, 27-58. 
5. Malakauskas, S. M. & Mayo, S. L. (1998). Design, structure and stability of a 
hyperthermophilic protein variant. Nat Struct Biol 5(6), 470-475. 
6. Eriksson, A. E., Baase, W. A., Zhang, X. J., Heinz, D. W., Blaber, M., Baldwin, E. 
P. & Matthews, B. W. (1992). Response of a protein structure to cavity-creating 
mutations and its relation to the hydrophobic effect. Science 255, 178-183. 
7. Dill, K. A., Bromberg, S., Yue, K., Fiebig, Klaus M., Yee, D. P., Thomas, P. D. & 
Chan, H. S. (1995). Principles of protein folding - a perspective from simple exact 
models. Protein Sci 4, 561-602. 
8. Dahiyat, B. I. & Mayo, S. L. (1997). De novo protein design: fully automated 
sequence selection. Science 278, 82-87. 
9. Nozaki, Y. & Tanford, C. (1971). The solubility of amino acids and two glycine 
peptides in aqueous ethanol and dioxane solutions. Establishment of a 
hydrophobicity scale. J Biol Chem 246(7), 2211-2217. 
10. Lesser, G. J. & Rose, G. D. (1990). Hydrophobicity of amino acid subgroups in 
proteins. Proteins 8(1), 6-13. 
75 
 
11. Myers, J. K. & Pace, C. N. (1996). Hydrogen bonding stabilizes globular proteins. 
Biophys J 71(4), 2033-2039. 
12. Blaber, M., Lindstrom, J. D., Gassner, N., Xu, J., Heinz, D. W. & Matthews, B. W. 
(1993). Energetic cost and structural consequences of burying a hydroxyl group 
within the core of a protein determined from Ala → Ser and Val → Thr 
substitutions in T4 lysozyme. Biochemistry 32, 11363-11373. 
13. Hendsch, Z. S., Jonsson, T., Sauer, R. T. & Tidor, B. (1996). Protein stabilization 
by removal of unsatisfied polar groups: computational approaches and experimental 
tests. Biochemistry 35, 7621-7625. 
14. Hendsch, Z. S. & Tidor, B. (1994). Do salt bridges stabilize proteins? A continuum 
electrostatic analysis. Protein Sci 3, 211-226. 
15. Rose, G. D. & Wolfenden, R. (1993). Hydrogen bonding, hydrophobicity, packing, 
and protein folding. Annu Rev Biophys Biomol Struct 22, 381-415. 
16. Byrne, M. P., Manuel, R. L., Lowe, L. G. & Stites, W. E. (1995). Energetic 
contribution of side chain hydrogen bonding to the stability of staphylococcal 
nuclease. Biochemistry 34, 13949-13960. 
17. Yamagata, Y., Kubota, M., Sumikawa, Y., Funahashi, J., Takano, K., Fujii, S. & 
Yutani, K. (1998). Contribution of hydrogen bonds to the conformational stability 
of human lysozyme: calorimetry and x-ray analysis of six tyrosine --> 
phenylalanine mutants. Biochemistry 37, 9355-9362. 
18. Takano, K., Yamagata, Y., Kubota, M., Funahashi, J., Fujii, S. & Yutani, K. (1999). 
Contribution of hydrogen bonds to the conformational stability of human lysozyme: 
76 
 
calorimetry and x-ray analysis of six Ser --> Ala mutants. Biochemistry 38, 6623-
6629. 
19. Shirley, B. A., Stanssens, P., Hahn, U. & Pace, C. N. (1992). Contribution of 
hydrogen bonding to the conformational stability of ribonuclease T1. Biochemistry 
31, 725-732. 
20. Pace, C. N., Shirley, B. A., McNutt, M. & Gajiwala, K. (1996). Forces contributing 
to the conformational stability of proteins. Faseb J 10(1), 75-83. 
21. O’Shea, E. K., Rutkowski, R. & Kim, P. S. (1992). Mechanism of specificity in the 
Fos-Jun oncoprotein heterodimer. Cell 68(4), 699-708. 
22. O’Shea, E. K., Klemm, J. D., Kim, P. S. & Alber, T. (1991). X-ray structure of the 
GCN4 leucine zipper, a two-stranded, parallel coiled coil. Science 254, 539-544. 
23. Harbury, P. B., Zhang, T., Kim, P. S. & Alber, T. (1993). A switch between two-, 
three-, and four-stranded coiled coils in GCN4 leucine zipper mutants. Science 262, 
1401-1407. 
24. Gonzalez, L., Jr., Brown, R. A., Richardson, D. & Alber, T. (1996). Crystal 
structures of a single coiled-coil peptide in two oligomeric states reveal the basis for 
structural polymorphism. Nat Struct Biol 3(12), 1002-1009. 
25. O’Shea, E. K., Lumb, K. J. & Kim, P. S. (1993). Peptide ’Velcro’: design of a 
heterodimeric coiled coil. Curr Biol 3, 658-667. 
26. Lumb, K. J. & Kim, P. S. (1995). A buried polar interaction imparts structural 
uniqueness in a designed heterodimeric coiled coil. Biochemistry 34, 8642-8648. 
77 
 
27. Munoz, V. & Serrano, L. (1994). Intrinsic secondary structure propensities of the 
amino acids, using statistical phi-psi matrices: comparison with experimental 
scales. Proteins 20(4), 301-311. 
28. Katti, S. K., LeMaster, D. M. & Eklund, H. (1990). Crystal structure of thioredoxin 
from Escherichia coli at 1.68 A resolution. J Mol Biol 212(1), 167-184. 
29. Dahiyat, B. I., Sarisky, C. A. & Mayo, S. L. (1997). De novo protein design: 
towards fully automated sequence selection. J Mol Biol 273(4), 789-796. 
30. Hemsley, A., Arnheim, N., Toney, M. D., Cortopassi, G. & Galas, D. J. (1989). A 
simple method for site-directed mutagenesis using the polymerase chain reaction. 
Nucleic Acids Res 17(16), 6545-6551. 
31. Holmgren, A. & Reichard, P. (1967). Thioredoxin 2: cleavage with cyanogen 
bromide. Eur J Biochem 2(2), 187-196. 
32. Kelley, R. F., Shalongo, W., Jagannadham, M. V. & Stellwagen, E. (1987). 
Equilibrium and kinetic measurements of the conformational transition of reduced 
thioredoxin. Biochemistry 26(5), 1406-1411. 
33. Santoro, M. M. & Bolen, D. W. (1988). Unfolding free energy changes determined 
by the linear extrapolation method. 1. Unfolding of phenylmethanesulfonyl alpha-
chymotrypsin using different denaturants. Biochemistry 27(21), 8063-8068. 
34. Privalov, G., Kavina, V., Freire, E. & Privalov, P. L. (1995). Precise scanning 
calorimeter for studying thermal properties of biological macromolecules in dilute 
solution. Anal Biochem 232(1), 79-85. 
78 
 
35. Kajander, T., Kahn, P. C., Passila, S. H., Cohen, D. C., Lehtio, L., Adolfsen, W., 
Warwicker, J., Schell, U. & Goldman, A. (2000). Buried charged surface in 
proteins. Structure Fold Des 8(11), 1203-1214. 
36. Koradi, R., Billeter, M. & Wuthrich, K. (1996). MOLMOL: a program for display 
and analysis of macromolecular structures. J Mol Graph 14(1), 51-55, 29-32. 
37. Weichsel, A., Gasdaska, J. R., Powis, G. & Montfort, W. R. (1996). Crystal 
structures of reduced, oxidized, and mutated human thioredoxins: evidence for a 
regulatory homodimer. Structure 4(6), 735-751. 
38. Nikkola, M., Gleason, F. K., Fuchs, J. A. & Eklund, H. (1993). Crystal structure 
analysis of a mutant Escherichia coli thioredoxin in which lysine 36 is replaced by 
glutamic acid. Biochemistry 32(19), 5093-5098. 
39. Andersen, J. F., Sanders, D. A., Gasdaska, J. R., Weichsel, A., Powis, G. & 
Montfort, W. R. (1997). Human thioredoxin homodimers: regulation by pH, role of 
aspartate 60, and crystal structure of the aspartate 60 --> asparagine mutant. 
Biochemistry 36(46), 13979-13988. 
40. Zhang, Y. Z. (1995). Protein and peptide structure and interactions studied by 
hdrogen exchange and NMR, University of Pennsylvannia. 
41. Bai, Y., Milne, J. S., Mayne, L. & Englander, S. W. (1993). Primary structure 
effects on peptide group hydrogen exchange. Proteins 17(1), 75-86. 
42. Langsetmo, K., Fuchs, J. A. & Woodward, C. (1991). The conserved, buried 
aspartic acid in oxidized Escherichia coli thioredoxin has a pKa of 7.5. Its titration 
produces a related shift in global stability. Biochemistry 30(30), 7603-7609. 
79 
 
43. Ladbury, J. E., Kishore, N., Hellinga, H. W., Wynn, R. & Sturtevant, J. M. (1994). 
Thermodynamic effects of reduction of the active-site disulfide of Escherichia coli 
thioredoxin explored by differential scanning calorimetry. Biochemistry 33(12), 
3688-3692. 
44. Li, H., Hanson, C., Fuchs, J. A., Woodward, C. & Thomas, G. J., Jr. (1993). 
Determination of the pKa values of active-center cysteines, cysteines- 32 and -35, 
in Escherichia coli thioredoxin by Raman spectroscopy. Biochemistry 32(22), 5800-
5808. 
45. Schellman, J. A. (1978). Solvent denaturation. Biopoly 17, 1305-1322. 
46. McDonald, I. K. & Thornton, J. M. (1994). Satisfying hydrogen bonding potential 
in proteins. J Mol Biol 238(5), 777-793. 
47. Stryer, L. (1995). Biochemistry. In Biochemistry, Fourth Edition Fourth Edition 
edit., pp. 191. W. H. Freeman and Company, New York, NY. 
48. Bowie, J. U., Reidhaar-Olson, J. F., Lim, W. A. & Sauer, R. T. (1990). Deciphering 
the message in protein sequences: tolerance to amino acid substitutions. Science 
247, 1306-1310. 
49. Kamtekar, S., Schiffer, J. M., Xiong, H., Babik, J. M. & Hecht, M. H. (1993). 
Protein design by binary patterning of polar and nonpolar amino acids. Science 262, 
1680-1685. 
80 
 
 
 
Chapter 5 
 
Prudent Modeling of Core Polar Residues  
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Summary 
Hydrogen bond interactions were surveyed in a set of protein structures.  
Compared to surface positions, polar side chains at core positions form a greater number 
of intra-molecular hydrogen bonds.  Furthermore, the majority of polar side chains at 
core positions form at least one hydrogen bond to main chain atoms that are not involved 
in hydrogen bonds to other main chain atoms.  Based on this structural survey, hydrogen 
bond rules were generated for each polar amino acid in core protein design.  In the 
context of core protein design, these prudent polar rules were used to eliminate from 
consideration polar amino acid rotamers that do not form a minimum number of 
hydrogen bonds.  As an initial test, the core of Escherichia coli thioredoxin was selected 
as a design target.  For this target, the prudent polar strategy resulted in a minor increase 
in computational complexity compared to a strategy that did not allow polar residues.  
Dead end elimination was used to identify global minimum energy conformations for the 
prudent polar and no polar strategies.  The prudent polar strategy identified a protein 
sequence that was thermodynamically stabilized by 2.5 kcal/mol relative to wild type 
thioredoxin and 2.2 kcal/mol relative to a thioredoxin variant whose core was designed 
without polar residues. 
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Introduction 
For design to succeed, the underlying model must accurately describe the physics 
involved.  Under this principle, computational protein design has emerged as a powerful 
tool for studying the forces involved in stabilizing native protein structures.  A design 
cycle,1 iterating between computational modeling and experimental analysis of designed 
sequences, has been used to improve the predictive capability of force fields for protein 
design.2  Using the protein design cycle, it was found that including a benefit for 
hydrophobic burial improved the correlation between predicted and experimental 
stability.1  The energetic benefit of hydrophobic atoms interacting with a hydrophobic 
environment compared to an aqueous environment had previously been demonstrated by 
solvent transfer experiments.3  The unfavorable interaction of solvent with hydrophobic 
molecules, compared to solvent-solvent interactions gained upon hydrophobic burial, is 
believed to explain this energetic benefit.4  The burial of hydrophobic residues in the 
cores of folded proteins is thought to be a dominant force in stabilizing the native state 
over the denatured state.5  Given the energetic benefit of burying hydrophobic atoms, 
protein design commonly restricts core positions to hydrophobic residues.1,6-13  In 
addition to maximizing hydrophobic burial, the restriction of core residues to 
hydrophobic identity results in a dramatic reduction in combinatorial complexity 
compared to the inclusion of polar residues. 
Despite the energetic benefit of hydrophobic burial, analysis of folded protein 
structures indicates that many polar side chain atoms are buried in folded protein 
structures.14,15  We previously noted a strong positive correlation between protein size 
and the number of polar residues at core positions.16  This correlation suggests that polar 
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residues may play a structural role in energetically stabilizing the folded state and 
energetically distinguishing a single well-folded state from alternative conformations.16  
The mutation of polar residues involved in intra-molecular hydrogen bonding to 
hydrophobic residues frequently results in thermodynamically destabilized proteins.17-20  
In a survey of protein structures, McDonald and Thornton21 found that the vast majority 
of buried polar atoms form intra-molecular hydrogen bonds.   
These results suggest that core protein design could be improved by including 
polar residues provided that their hydrogen bond potential was largely satisfied.  With the 
intent of constructing hydrogen bond rules for core protein design, we analyzed hydrogen 
bonding in a previously published set of unrelated high-resolution protein structures.22  
Hydrogen bond rules developed based on this survey together with a geometrically 
softened hydrogen bond potential form a prudent method for modeling polar residues in 
protein cores.  This prudent polar strategy for core optimization was incorporated into the 
ORBIT (Optimization of Rotamers By Iterative Techniques) protein design software.9  
As an initial test, core residues of Escherichia coli (E. coli) thioredoxin were designed 
with prudent polar rules as well as with no polar residues.  This core design differs from 
the perturbation study in Chapter 4 in that the disulfide bonded cystine residue was not 
optimized in this study.  The cystine residue was retained here because the energetics of 
disulfide cross-links are not well modeled in protein design.  The resulting sequences 
from the prudent polar and no polar designs were both thermodynamically stabilized 
relative to wild type (wt) thioredoxin.  At 25 °C the prudent polar molecule was 
thermodynamically stabilized by 2.2 kcal/mol relative to the no polar molecule, 
indicating the energetic benefit of including polar residues in core protein design. 
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Materials and Methods 
Database analysis and construction of hydrogen bond rules for protein core 
design 
We analyzed hydrogen bonding in a previously published dataset of 100 high-
resolution protein structures.22  Richardson and co-workers22 previously modified the 
protein structures in this dataset by adding experimentally undetermined hydrogen atoms 
and positioning them to optimize hydrogen bonding and minimize van der Waals clashes  
(including amide flipping of asparagines and glutamines).   
Side chains were classified as core, boundary, or surface based on the orientation 
of the Cα-Cβ vector relative to a solvent-accessible surface computed with the template 
main chain heavy atoms (N, C, Cα) essentially as previously described.23  A position was 
classified as core if the distance from its Cα, along its Cα-Cβ vector, to the solvent 
accessible surface was greater than 5.0 Å, and if the shortest distance from its Cβ to the 
surface was greater than 2.0 Å.  A position was classified as surface if the sum of the 
shortest distance from its Cβ to the surface and the distance from its Cα, along its Cα-Cβ 
vector, to the solvent-accessible surface was less than 2.70 Å.  A position was classified 
as boundary if it did not fit the criteria for both surface and core classifications.  The 
same geometric criteria were used to classify main chain carbonyl and amide groups.  For 
classification purposes, the bond distance of the N-HN and C-O bonds was adjusted to 
1.54 Å to match with the Cα-Cβ bond length for which the classification criteria were 
originally parameterized. 
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For our hydrogen bond analysis, we used the geometric hydrogen bond definition 
of McDonald and Thornton.21  This hydrogen bond definition requires a donor-hydrogen-
acceptor angle of greater than 90º and a hydrogen-acceptor distance of less than 2.5 Å, 
which corresponds to a heavy atom donor acceptor distance of approximately 3.5 Å for a 
linear donor-hydrogen-acceptor angle.  Hydrogen bond donors and acceptors were those 
defined by McDonald and Thornton.21  All hydrogen bonds meeting this criteria were 
identified within each protein structure in the dataset.  In a subsequent step, side chain-
main chain hydrogen bonds were searched to identify side chain hydrogen bonds to MCU 
atoms.  Based on our survey, hydrogen bond requirements were developed for each of the 
polar amino acids in core protein design.  For each amino acid, a minimum number of 
total hydrogen bonds as well as a minimum number of hydrogen bonds to desirable 
partners were determined.  Desirable hydrogen bond partners are polar atoms that are 
likely to be buried from solvent and are defined here as MCU atoms as well as atoms of 
side chains that hydrogen bond to MCU atoms. 
Computational modeling 
Simulations were performed using coordinates from the 1.7 Å x-ray structure of 
thioredoxin.24  All side chains identified as core were optimized in the calculations with 
the exception of Trp 28, Cys 32, and Cys 35.  The side chain of Trp 28 adopts a non-
canonical dihedral angle and is not well described in our rotamer library, while Cys 32 
and Cys 35 form an intra-molecular disulfide bond.  The remainder of the structure 
(including Trp 28, Cys 32 and Cys 35) was held fixed during the optimizations.  All 
optimized side chains were modeled using a backbone dependent rotamer library25 that 
was expanded about χ1 and χ2 dihedral angles for aromatic residues, expanded about χ1 
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dihedral angles for aliphatic residues, and unexpanded for polar residues as previously 
described.23   
The calculations used an energy function based on the DREIDING force field.26  
A Lennard-Jones 12-6 potential with van der Waals radii scaled by 0.9 was applied to all 
rotamer-template and rotamer-rotamer interactions as previously described.8  
Electrostatic energies were computed using a distance dependent dielectric constant of 
40r (where r is the inter-atomic distance) with partial atomic charges as previously 
described.27  A surface area-based atomic solvation potential was applied to hydrophobic 
atoms.  Surface areas for the solvation potential were calculated using the Connolly 
algorithm28 and the Lee and Richards definition of solvent accessible surface area29 with 
unscaled atomic radii and an add-on radius of 1.4 Å.  A hydrophobic burial benefit of 48 
cal/mol/Å2 and a hydrophobic exposure penalty of 76.8 cal/mol/Å2 were used with the 
two-body decomposition method of Street and Mayo.30  The solvation potential was not 
applied to polar atoms. 
For the no polar and unrestricted polar calculations, an explicit hydrogen bond 
potential27 was applied to all groups that contained hydrogen bond donors and/or 
acceptors.  This hydrogen bond potential consisted of distance dependent and angle 
dependent terms: 
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where R0 (2.8 Å) is the heavy atom donor-acceptor equilibrium distance, D0 (8 kcal/mol) 
is the well-depth, and R is the heavy atom donor-acceptor distance.  The angle term is 
essentially a cos4 term and is designed to penalize unfavorable geometries based on the 
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hybridization state of the donor and acceptor atoms as previously described.27  For the no 
polar design, core positions were restricted to the following seven amino acids: Trp, Tyr, 
Phe, Leu, Ile, Val, Ala.  For the unrestricted polar calculations, core positions were 
restricted to the following amino acids: Trp, Tyr, Phe, Leu, Ile, Val, Ala, Arg, Lys, Asp, 
Glu, Asn, Gln, Thr, Ser.   
For the prudent polar calculation, core positions were initially restricted to the 
following amino acids: Trp, Tyr, Phe, Leu, Ile, Val, Ala, Arg, Lys, Asp, Glu, Asn, Gln, 
Thr, Ser.  An explicit hydrogen bond potential was applied to all groups that contained 
hydrogen bond donors and/or acceptors.  This potential differs from the default 12-10 
potential described above in that it includes an angle independent energy ceiling: 
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where D1 (6 kcal/mol) is the energy ceiling.  In order to avoid benefiting grossly 
improper geometry, the hydrogen bond potential was only applied when 2.5 Å < R < 3.2 
Å, and the donor-hydrogen-acceptor angle was greater than 90 degrees.  This potential 
was used in part to account for the altered dielectric constant in protein cores as well as to 
account for backbone flexibility and the use of discrete rotamers.  The low dielectric 
constant in the protein core should increase the electrostatic component of hydrogen 
bonds in the protein core.31  The energy ceiling effectively reduces the angle dependence 
of the hydrogen bond potential, and is intended to energetically benefit residues that can 
form geometrically favorable hydrogen bonds given slightly greater side chain and 
backbone flexibility.   The energy ceiling of 6 kcal/mol was chosen so that a core 
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hydrogen bond would be energetically similar in magnitude to the hydrophobic burial 
benefit of a methyl group in our forcefield (Å2 × 0.048 kcal/mol/Å2 = 4.8 kcal/mol). 
Desirable hydrogen bond partners were identified in the template atoms (portions 
of the molecule held fixed during optimization) using the same analysis program used for 
our database survey.  In ORBIT, the pairwise energy matrix is calculated in two steps.  In 
the first step, interaction energies between each rotamer and all template atoms are 
calculated and stored.  In the second step, the energy between each pair of rotamers is 
calculated.  During the rotamer-template energy calculation, polar residues that did not 
make the required number of hydrogen bonds were eliminated. 
For all design strategies (unrestricted polar, no polar, and prudent polar), an 
algorithm based on the dead end elimination theorem32,33 was used to search for the 
global minimum energy conformation.  Calculations were performed on six 195 MHz 
R10000 processors (Silicon Graphics, Mountain View, CA) running in parallel. 
Mutagenesis and protein purification 
The genes for all variants were constructed by inverse PCR34 using the gene for 
wt thioredoxin (Invitrogen) cloned into pET-11a (Novagen).  Mutations were confirmed 
by DNA sequencing.  BL21(DE3) hosts (Invitrogen) were used for protein expression.  
Cells were grown to mid log phase and induced with 0.5 mM IPTG (ICN) for three hours 
at 37 °C.  Cells were lysed by sonication and centrifuged twice at 20,000×g for 30 
minutes.  Acetonitrile (EM Science) was added to the soluble fraction to a final 
concentration of 60%.  After centrifugation, the supernatant was evaporated to half 
volume and purified by reverse phase high performance liquid chromatography using an 
acetonitrile/water gradient containing 0.1% trifluoroacetic acid (Applied Biosystems).  
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Protein identities were confirmed by mass spectrometry.  Protein concentration was 
determined by UV absorbance in 7 M GdmCl (ICN) based on an extinction coefficients 
at 280 nm of 13,700 M-1cm-1 for the wt molecule,35 12,400 M-1cm-1 for the prudent polar 
molecule, and 11,100 M-1cm-1 for the no polar molecule. 
CD analysis 
CD data were collected on an Aviv 62DS spectrometer equipped with a 
thermoelectric unit and using a 1 cm path length cell.  Protein samples were 5 µM in 50 
mM sodium phosphate at pH 7.0.  Guanidinium chloride denaturations were monitored at 
219 nm at 25 °C for comparison to previously published data.16,36 	
m values, 
and error estimates were obtained by fitting the denaturation data to a two-state transition 
as described previously.37  GdmCl concentration was determined by refractometry. 
DSC 
Protein samples at ~0.7 mg/ml were dialyzed against 50 mM sodium phosphate buffer at 
pH 7.0.  DSC data were collected on a N-DSC II instrument from Calorimetric Sciences 
Corp.38  Samples were degassed under vacuum for 15 minutes prior to scanning.  Scans 
were performed at a rate of 1.0 °C/min.  Data were analyzed using the program cpcalc 
(Applied Thermodynamics).  The free energy of unfolding as a function of temperature 
was calculated using the Gibbs-Helmholtz equation as previously described:39 
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K-1, which was previously determined40 for wt thioredoxin. 
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Results 
In a previously published dataset of 100 unrelated, high-quality protein crystal 
structures at better than 1.7 A resolution,22 we compared hydrogen bonding at surface and 
core positions for the following group of polar amino acids: Ser, Thr, Asn, Gln, Asp, Glu, 
Lys, and Arg (Table 5.1).  We find that the majority of these polar side chains at core 
positions form intra-molecular hydrogen bonds.  In contrast, the majority of these polar  
 
 
Table 5.1 Hydrogen bonding of polar side chainsa 
 
 Core Surface 
 
Number of side chains 1835 3360 
 
Percent with no  
Intra-molecular HB 15.0 63.5 
 
Percent with HB to  
MC atom 62.7 16.3 
 
Percent with HB to  
MCU atom 53.6 12.7 
 
Percent with HB to  
crystallographic water 7.3 17.4 
aIncludes Ser, Thr, Asn, Gln, Asp, Glu, Lys, 
and Arg. 
 
side chains at surface positions do not make intra-molecular hydrogen bonds.  We find 
that most polar residues at core positions (62.7%) make hydrogen bonds to main chain 
atoms.  Furthermore, the majority of polar residues at core positions (53.6%) make at 
least one hydrogen bond to a MCU atom (main chain atom not involved in hydrogen 
bonding to other main chain atoms).  Very few polar core residues (7.3%) form hydrogen 
bonds to crystallographic water molecules, while a slightly greater proportion of surface 
polar residues (17.4%) form these interactions. At boundary positions, where the 
geometric classification criteria are insufficient to determine if a side chain will interact 
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with solvent or bury itself in the protein core, polar residues make an intermediate 
number of intra-molecular hydrogen bonds compared to surface and core positions (data 
not shown). 
 
Table 5.2 Side chain hydrogen bonding at core positions 
 
 Total Core Percent HBa per HBMCUb per 
Amino Acid Number  Number Core Core Residue Core Residue 
 
Ser 1204 360 30 1.5 0.6 
Thr 1131 365 32 1.4 0.5 
Asn 915 250 27 2.5 0.9 
Gln 633 131 21 2.3 0.9 
Asp 1134 248 22 2.2 0.9 
Glu 999 156 16 1.9 0.7 
Lys 1046 116 11 2.2 0.6 
Arg 718 209 29 4.7 1.4 
Tyr 691 452 65 1.0 0.3 
Trp 278 192 69 0.9 0.3 
Cys 335 240 72 0.3 0.1 
His 376 171 46 0.2 0.3 
aTotal hydrogen bonds.  bHydrogen bonds to main chain atoms that are not involved in 
hydrogen bonds to other main chain atoms. 
 
Hydrogen bonding by core side chains was analyzed for each polar amino acid 
type (Table 5.2).  The partitioning of each amino acid between core and surface or 
boundary positions divides polar residues into two groups.  The minority of the first 
group (Ser, Thr, Asn, Gln, Asp, Glu, Lys, and Arg) are located at core positions (11%-
32%), while more than 65% of Trp, Tyr, and Cys residues and 45% of His residues are 
found at core positions.  Amino acids in the first group (Ser, Thr, etc.) make more total 
hydrogen bonds and more hydrogen bonds to MCU atoms than amino acids in the second 
group (Trp, Tyr, Cys, and His).  Within the first group, as the number of hydrogen bond 
donors and acceptors per amino acid type increases so does the total number of hydrogen 
bonds per residue.  From this analysis hydrogen bonding requirements for polar core 
residues were constructed (Table 5.3).  These rules require core polar residues to make a 
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minimum number of total hydrogen bonds and a minimum number of hydrogen bonds to 
desirable partners.  For example, in order for Asn to be considered at a core position, it 
must at a minimum form one hydrogen bond to a desirable partner and one additional 
hydrogen bond (two total H-bonds, one desirable H-bond).  The number of total H-bonds 
required increases as the number of donors and acceptors per amino acid type increases 
while the number of desirable H-bonds required is never greater than one. 
 
Table 5.3 HB requirements for core positions 
 
 Total Desirable  
Amino Acid H-Bondsa  H-Bondsb  
 
Ser 1 1 
Thr 1 1 
Asn 2 1 
Gln 2 1 
Asp 2 1 
Glu 2 1 
Lys 2 1 
Arg 4 1 
Tyr 0 0 
Trp 0 0 
Cys * * 
His * * 
 
*The H-bonding trends seen in the database 
survey were deemed insufficient to generate 
prudent hydrogen bond requirements for 
these residues.  aIdentified using geometric 
H-bond definition described in Materials 
and Methods.  bDesirable hydrogen bonds 
include H-bonds to MCU atoms as well as to 
atoms of side chains that hydrogen bond to 
MCU atoms 
 
For the thioredoxin core design target, the amino acid identity of 32 positions was 
optimized.  The wt sequence at these positions contains two Thr and one Asp, but is 
otherwise hydrophobic.  For this design target, three different design strategies were 
employed: prudent polar, unrestricted polar, and no polar.  For the prudent polar strategy, 
core polar rotamers were eliminated if they did not meet the hydrogen bond requirements 
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(Table 5.3).  For the unrestricted polar strategy, polar rotamers were included without 
hydrogen bond requirements.  For the no polar strategy, polar residues were excluded 
from the core as in previous design efforts.8,9,23   
 
Figure 5.1  DEE optimization progress as a function of processor time for the different 
design strategies.  DEE successfully found the GMEC solution for the prudent polar (1.57 
processor hours) and the no polar (2.44 processor hours) strategies, but stalled for the 
unrestricted polar strategy (1042 solutions remained after 180 processor hours). 
For the thioredoxin core design target, the prudent polar design strategy resulted 
in 1050 possible solutions, the no polar strategy resulted in 1049 possible solutions, and the 
unrestricted polar strategy resulted in 1067 possible solutions.  Computational 
optimization was performed using an algorithm based on the dead end elimination (DEE) 
theorem32,33 and proceeded rapidly for the prudent polar and no polar strategies, but 
stalled for the unrestricted polar strategy (Fig. 5.1).  The prudent polar global minimum 
energy conformation (GMEC) was found in 1.57 processor hours, while the no polar 
GMEC was found in 2.44 processor hours.  After 180 processor hours, the unrestricted 
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polar optimization had stalled and was stopped with greater than 1042 possible solutions 
remaining.  The optimized sequence from the no polar strategy has six mutations (D26I, 
Y49F, L58I, T66L, Y70F, and T77A) corresponding to 81% identity relative to the wt 
sequence (Fig. 5.2).  The optimized sequence from the prudent polar strategy has three 
mutations (D26I, L58I, T70F) corresponding to 91% sequence identity relative to the wt 
sequence (Fig. 5.2). 
  |   |      | |    |    |  |      |  | | 
Position 47 269 234567 8 2569 3568 67 025789 01 9 3 
Secondary structure cc hcc bbbbbb c hhhc bbbb ch hccbbb bb h h 
Core sequences: 
Wt IL FVA AILVDF I ILAY LVAL TA YIITLL LF L L 
No polar -- --- ----I- - ---F ---I L- F--A-- -- - - 
Prudent polar -- --- ----I- - ---- ---I –- F----- -- - - 
Figure 5.2  Amino acid identity of positions included in the core optimization of thioredoxin.  The first 
two lines indicate amino acid position.  The third line indicates the secondary structure, as determined 
by MOLMOL,41 for each position (h – helix; b - beta strand; c - coil, neither helix nor strand).  The 
amino acids of the wt protein, as well as the two designed proteins, are shown in single letter code.   
Models of the no polar and prudent polar designed structures indicate similar core 
packing compared to wt, but different H-bond interactions (Fig. 5.3).  Of the six 
mutations (D26I, Y49F, L58I, T66L, Y70F, and T77A) in the no polar designed 
sequence, five remove polar groups relative to wt.  In the wt structure,24 three of these 
polar residues (Y49, T66, and T77) form direct intra-molecular H-bonds.  These direct 
intra-molecular H-bonds are recovered in the prudent polar design.  The hydroxyl group 
of Y49 is within hydrogen bond distance to a side chain carboxylate oxygen of D104.  
D104 is at a surface position and in contact with solvent.  T66 is within hydrogen bond 
distance of the side chain of D9, which makes putative hydrogen bonds with the amide 
protons of both T66 and G65.  T77 makes a putative hydrogen bond with the carbonyl  
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Figure 5.3  Three-dimensional molecular representations of the wt thioredoxin crystal structure24 (a) and models of the 
prudent polar (b) and no polar (c) designs.  Side chains of the 26 core positions with identical amino acid identity are 
shown in purple.  Side chains at the six variable positions (26 – located behind the b-sheet in these representations, 49, 
58, 66, 70, and 77) are shown with carbon atoms colored yellow and oxygen atoms colored red.  Side chains at two 
fixed positions (9, 104) involved in H-bonds to core side chains are shown with carbon atoms colored green and 
oxygen atoms colored red.  Images were created with the program MOLMOL.41 
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oxygen of G74 in both the wt structure and the prudent polar design.  The carbonyl 
oxygen of G74 is buried from solvent and is not involved in hydrogen bond interactions 
with other main chain atoms. 
The prudent polar and no polar designed sequences have three common mutations 
relative to wt (D26I, L58I, and Y70F).  In models of the prudent polar and no polar 
designs, I26, I58, and Y70 all make extensive hydrophobic contacts.  In the structure of 
wt thioredoxin,24 D26 is hydrogen bonded through a bridging water molecule to the 
carbonyl oxygen of C35 (the carbonyl oxygen of C35 makes a putative hydrogen bond to 
the main chain amide of I38).  In the wt structure,24 hydrophobic atoms surround L58 and 
the hydroxyl group of Y70 contacts solvent but does not form intra-molecular H-bonds. 
 
Figure 5.4  Far-UV circular dichroism spectra of the wt, no polar, and prudent polar 
proteins.  All three proteins appear to have similar secondary structure content and are 
well folded at 25 ºC. 
The wt, no polar, and prudent polar sequences were all expressed in E. coli with 
high yield (20-50 mg purified protein/L culture).  Circular dichroism (CD) of the wt, no 
polar, and prudent polar proteins indicates that all three proteins have similar secondary 
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structure content and are well-folded at room temperature (Fig. 5.4).  In addition, all three 
proteins denature cooperatively in the presence of increasing concentrations of 
guanidinium. 
 
Table 5.4 Experimental thermodynamic data 
 
 ∆Ga Cmb m-valuec Tmd ∆Hvhe ∆Hcalf βg  
Protein (kcal mol-1 M-1) (M) (kcal mol-1) (°C) (kcal mol-1) (kcal mol-1)  
 
Wth 9.0 2.6 3.4 87 117 117 1.00 
No polar 9.3 3.2 2.9 97 106 106 1.00 
Prudent polar 11.5 3.4 3.4 97 148 147 1.01 
 
aFree energy of unfolding at 25 °C.  bMidpoint of guanidinium chloride unfolding transition.  
cSlope of ∆G versus denaturant concentration plots.  dMidpoint of calorimetric unfolding.  e∆Hvh  
Van Hoff’s enthalpy.  f∆Hcal Calorimetric enthalpy.  gβ ∆Hcal / ∆Hvh.  hfrom Bolon and Mayo.16 
 
 
Chemical denaturation indicated that the no polar protein and the prudent polar 
protein were thermodynamically stabilized at 25 ºC relative to the wt protein (Table 5.4).  
The no polar protein is 0.3 kcal/mol more stable and the prudent polar protein is 2.5 
kcal/mol more stable than the wt protein.  The m-value, which is a measure of 
cooperativity, is similar for all three proteins, though it is slightly reduced for the no polar 
protein relative to the other two proteins.  The results of differential scanning calorimetry 
(DSC) indicate that Tms for the no polar protein and the prudent polar protein are both 
increased by 10 ºC relative to the wt protein.  In addition, DSC indicates that the ∆H of 
unfolding is 38% (41 kcal/mol) greater for the prudent polar protein than for the no polar 
protein (Table 5.4).  In qualitative agreement with the free energies of unfolding 
determined from chemical denaturation, using the Gibbs-Helmholtz equation to calculate 
the free energies of unfolding from the calorimetric data indicates that the prudent polar 
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protein is thermodynamically stabilized over a temperature range from 0 ºC to the Tm 
(data not shown). 
 
Discussion 
The folding of a protein into a compact globular form requires the burial of both 
polar and non-polar atoms.  Both statistical surveys21 and mutational experiments17-20 
indicate the energetic benefit of forming intra-molecular hydrogen bonds between polar 
atoms that are buried from solvent.  The energetic necessity of forming intra-molecular 
hydrogen bonds between buried polar atoms is also evident in the known structures of 
integral membrane proteins.  In these proteins, the trans-membrane regions form either β-
barrel structures of α-helices in which solvent-shielded main chain atoms form intra-
molecular hydrogen bonds.   
As in membrane proteins, the majority of buried polar atoms in folded globular 
protein structures are main chain atoms.21  The formation of secondary structure creates 
hydrogen bonds between many buried main chain atoms in globular proteins; however, 
some polar main chain atoms that orient towards the core are not involved in main chain-
main chain hydrogen bonds.  We note a strong positive correlation (Fig. 5.5) between 
protein size and the number of core MCU atoms (main chain atoms that aren't involved in 
hydrogen bonds to other main chain atoms).  Polar side chains at core positions that are 
able to form intra-molecular hydrogen bonds to core MCU atoms may energetically favor 
the folded state, provided they also largely fulfill their own hydrogen bond potential.  In 
our database survey, we note that the majority of polar side chains at core positions do 
form hydrogen bonds to MCU atoms (Table 5.1).  As protein size increases and the 
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number of MCU atoms increases (Fig. 5.5) so should the demand for polar side chains as 
hydrogen bond partners.  This may partly account for the strong positive correlation that 
has been noted between protein size and the number of polar side chains at core 
positions.16 
 
Figure 5.5  Correlation of the number of core MCU atoms with protein size.  The number 
of main chain amide and carbonyl groups that are oriented towards the protein interior 
and are not involved in main chain hydrogen bonding increases as protein size increases.  
Satisfying the hydrogen bond potential of these atoms might in part explain the positive 
correlation between protein size and number of polar side chains at core positions.16 
The group of amino acids with polar groups that tend to partition outside of the 
protein core (Ser, Thr, Asn, Gln, Asp, Glu, Lys, and Arg) make more hydrogen bonds to 
MCU atoms than the group that tends to partition inside the protein core (Tyr, Trp, Cys, 
and His).  This can be rationalized based on the physical properties of the amino acid side 
chains.  Compared to aliphatic side chains at core positions, members of the first group 
(Ser, Thr, etc.) energetically compete based primarily on their ability to form favorable 
polar interactions (H-bonds, electrostatics).  In addition to polar properties, members of 
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the second group (Tyr, Trp, Cys, and His) have additional properties that may be 
important at core positions.  Compared to aliphatic amino acids, Tyr and Trp have large 
hydrophobic surfaces that make them energetically beneficial for core packing.  Cys can 
form covalent intra-molecular crosslinks that makes it energetically favorable.  His 
contains two acid/base groups that titrate close to physiological pH, making it useful in 
active sites and controlling pH dependent protein dynamics.  
Hydrogen bond rules for polar residues at core positions were constructed based 
on the database survey.  These rules require that polar side chains at core positions 
hydrogen bond to MCU atoms as well as largely satisfy their own hydrogen bond 
potentials (Table 5.3).  The relatively small number of hydrogen bonds to 
crystallographic water molecules by core polar residues (Table 5.1) may be due to the 
energetically unfavorable burial of the partner water molecules from bulk solvent.  Due to 
the limited number of hydrogen bonds to crystallographic waters in our database survey 
and the likely energetic penalty of burying a water molecule, water mediated hydrogen 
bonds at core positions were not included in the prudent polar core design strategy.  The 
prudent polar hydrogen bond requirements (Table 5.3) developed for core design will 
probably not transfer directly to boundary design because side chains at boundary 
positions are capable of interacting with solvent.  However, the prudent polar strategy 
could be applied to boundary positions that are likely to be highly buried based on the 
generic classification scheme of Marshall and Mayo.13 
Given the variable geometry seen for hydrogen bonds in protein structures,21 as 
well as the energetic benefit17-20 of forming hydrogen bonds to buried polar atoms, a 
geometrically softened hydrogen bond potential was used in combination with the 
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hydrogen bond requirements (Table 5.3) for core polar residues.  For hydrogen bond 
geometry that meets minimum criteria, a hydrogen bond benefit of at least 6 kcal/mol 
was applied.  In our force field, this minimum hydrogen bond benefit is slightly greater in 
magnitude than the energetic benefit of burying a methyl group.  Thus, polar rotamers 
that meet the hydrogen bond rules (Table 5.3) will be able to energetically compete with 
hydrophobic residues in the design of protein cores.   
For the thioredoxin core design target, the significant reduction in combinatorial 
complexity of the prudent polar strategy relative to the unrestricted polar strategy 
indicates that the hydrogen bond requirements (Table 5.3) effectively eliminated many 
polar side chain rotamers from consideration.  This decrease in combinatorial complexity 
explains to the faster optimization trajectory for the prudent polar strategy compared to 
the unrestricted polar strategy (Fig. 5.1). 
For the thioredoxin core, the initial combinatorial complexity of the prudent polar 
strategy was slightly greater than that of the no polar strategy.  However, the 
computational search was moderately faster for the prudent polar strategy than the no 
polar strategy.  The energetic contributions of the prudent polar strategy may simplify the 
search, allowing it to go faster.  The Dead End Elimination (DEE) search algorithm42 
eliminates a rotamer r at position i if a rotamer t at positions i exists such that:  
( ) ( ) ( ) ( )[ ]{ } 0min
,
>−+− ∑
≠ijj
utur
u
tr jiEjiEiEiE  
where E(ir) and E(it) are the rotamer-template energies of rotamer r and t respectively and 
E(irju) and E(itju) represent rotamer-rotamer energies.  If all rotamer-rotamer interactions 
are zero, then the search simplifies to finding, at each position, the rotamer with the best 
rotamer-template interaction: 
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Due to the rotamer-template hydrogen bond requirements and the softened hydrogen 
bond potential, the prudent polar strategy includes polar residues with highly favorable 
rotamer-template interactions, possibly shifting the energy balance in favor of rotamer-
template interactions over rotamer-rotamer interactions, and simplifying the search. 
Compared to the no polar sequence, the prudent polar sequence recovers three wt 
residues (Y49, T66, T77) involved in intra-molecular hydrogen bonding.  These results 
suggest that the wt thioredoxin core is highly optimized to form hydrogen bonds between 
buried atoms.  Our database survey as well as the survey of McDonald and Thornton21 
indicates that naturally occurring globular proteins tend to form hydrogen bonds to the 
majority of buried atoms.  Given this observation, a reasonable design strategy would 
leave wt core polar residues fixed and optimize the identity of core positions whose wt 
identity is hydrophobic.  This strategy should yield protein sequences that form well-
folded structures.  However, given the highly-coupled nature of protein cores, optimizing 
the identity of all core side chains using a reasonable strategy for modeling core polar 
residues may identify a GMEC solution with improved thermodynamic stability. 
In addition, prudent polar modeling should be well suited to the core design of 
flexible11,43 and de novo designed44,45 backbones.  Alternative main chain conformations 
generated by flexible backbone modeling may not allow buried hydrogen bond 
interactions that exist in the wt structure.  For de novo designed backbones, there is no wt 
molecule to use as a basis for determining which core positions to fix as polar.  The 
prudent polar strategy is independent of wt sequence, making it a good strategy for 
including polar rotamers in core design of flexible and de novo designed backbones. 
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The sequences predicted for the thioredoxin core by the no polar and prudent 
polar strategies both form folded protein structures similar to wt based on the CD spectra 
(Fig. 5.4).  Differences in the number of Tyr residues in each protein may explain the 
slight variation seen between the CD spectra.   
The increase in thermodynamic stability of the prudent polar and no polar 
designed proteins relative to the wt protein (Table 5.4) can largely be explained by the 
D26I mutation.  The previously described D26A mutation results in a protein that is 
thermodynamically stabilized relative to wt.46  This increase in thermodynamic stability 
is attributed to the removal of a charged polar group whose hydrogen bond potential is 
largely unsatisfied from the protein core.46  This also explains the similar increase in 
thermodynamic stability of the D26I mutation.16  The thermodynamic stability of D26I 
thioredoxin at 25 ºC (12.1 kcal/mol)16 is slightly greater than that of prudent polar 
thioredoxin (11.5 kcal/mol).  This indicates that the L58I and Y70F mutations in prudent 
polar thioredoxin are slightly thermodynamically destabilizing relative to D26I 
thioredoxin.  The physical basis for this slight destabilization is not readily apparent from 
analysis of the native thioredoxin structure, and may be due to interactions in the 
denatured state.  While the prudent polar thioredoxin molecule is slightly less stable than 
a molecule with the D26I mutation alone, in terms of evaluating core protein design 
methods, the relevant comparison is between prudent polar thioredoxin and no polar 
thioredoxin.   
The 2.2 kcal/mol increase in thermodynamic stability at 25 ºC for prudent polar 
thioredoxin compared to no polar thioredoxin indicates the advantage of the prudent polar 
strategy over the previously used no polar strategy for core protein design.  The energetic 
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difference between the prudent polar and no polar molecules can largely be accounted for 
by the interactions of T66 and T77 in prudent polar thioredoxin (L66 and A77 in no polar 
thioredoxin).  Both T66 and T77 form hydrogen bonds to buried atoms in prudent polar 
and wt thioredoxin.  Individual mutations at these positions to hydrophobic identity in the 
wt background each result in about a kcal/mol decrease in thermodynamic stability.16   
 
Conclusions 
The prudent polar strategy improves core protein design relative to the no polar 
strategy by including polar side chain rotamers when they are likely to improve 
thermodynamic stability.  The hydrogen bond requirements eliminate most core polar 
rotamers from consideration, resulting in a tractable increase in combinatorial 
complexity.  The prudent polar strategy should improve core design for large protein 
applications, as larger proteins tend to have a greater number of core MCU atoms.16  The 
prudent polar strategy is well suited to core design with flexible and de novo designed 
backbones for which wt polar contacts are undetermined.  In addition to core protein 
design, the prudent polar strategy may be useful in the modeling of other design targets 
that include buried polar groups such as protein-protein and protein-small molecule 
interfaces including computational enzyme design.47 
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Appendix A 
 
Residue Classification is a Good Predictor of Burial 
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In the analyses of polar interactions (Chapters 4 & 5), residues at core positions 
are considered to be buried, residues at surface positions are considered to be in contact 
with solvent, and residues at boundary positions are considered to be able to be buried or 
in contact with solvent.  In order to validate this argument, residue classification and 
solvent accessible surface area (ASA) have been determined for all side chains in a 
previously published set of high quality protein structures.1   
 
Figure A.1  Percent ASA burial of side chains classified as surface, 
boundary, or core.  All side chains with the exception of glycine are 
included. 
Residue classification was performed as described in Chapter 5.  ASA was 
calculated with the Connolly algorithm,2 using the Lee and Richards definition3 with a 
probe radius of zero, atomic radii from the DREIDING force field,4 and an atomic add on 
radius of 1.4 Å.  The fraction buried was the ratio of ASA in the folded state (surfacing 
all side chain atoms while excluding all other atoms) to ASA in the reference state 
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(surfacing all side chain atoms while excluding only the local backbone N, C, Cα, and O 
atoms). 
The vast majority (88%) of side chains at core positions bury greater than 90% of 
their ASA (Fig. A.1), indicating that core classification does signify that a side chain will 
likely be buried.  The percent burial of surface side chains appears to be normally 
distributed with a mean of about 50% buried (Fig. A.1).  Less than 1% of surface side 
chains bury greater than 90% of their ASA.  Therefore, surface classification does 
indicate that a side chain is likely to interact with solvent.  The fractional burial 
distribution of side chains at boundary positions is intermediate between that of side 
chains at surface and core positions (Fig. A.1). 
The fractional burial distributions for main chain carbonyl oxygen and amide 
hydrogen atoms (Fig. A.2) also indicate that atoms at core positions are more likely to be 
buried than atoms at surface positions.  Compared to side chains, carbonyl oxygen and 
amide hydrogen atoms bury a greater fraction of their ASA.  This is likely due to their 
small total ASA and their close proximity to local side chains.  Glycine side chain 
hydrogen atoms also bury a greater fraction of their ASA relative to larger side chains 
(data not shown). 
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Figure A.2  Percent ASA burial of main chain carbonyl oxygen (a) and 
amide hydrogen (b) atoms classified as surface, boundary or core. 
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Appendix B 
 
Variation in Statistical Secondary Structure Propensity is Reduced  
at Core Positions Relative to at Surface Positions 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Arthur Street re-compiled the data set of protein structures analyzed in this chapter and 
calculated main chain dihedral angles as well as residue classification. 
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Early efforts in protein fold prediction focused on identifying amino acid sequences 
likely to form either α or β secondary structure.1,2  Statistical analyses of the distribution 
of the 20 natural amino acids in the different secondary structure elements, based on a set 
of known protein structures, have been used to calculate intrinsic secondary structure 
propensities.1,3  In addition, experimental propensities have been determined based upon 
thermodynamic analysis of a set of protein molecules, each with a different amino acid at 
a host site.  Model systems of this nature have been developed for α helical4-7 host sites 
and β strand8-11 host sites. 
The total energetic effect of a mutation can be expressed as the sum of an intrinsic 
secondary structure propensity and a context dependent term: 
contextintrinsictotal EEE +=  
where Eintrinsic is independent and Econtext is dependent on the rest of the protein sequence.  
Econtext includes intra-molecular hydrogen bond, electrostatic, and van der Waal’s 
interactions as well as solvation effects.  Eintrinsic may include entropic contributions from 
the side chain as well as the local main chain. 
The experimental systems developed to quantify secondary structure propensity 
can determine the total energetic effect of a mutation.  However, it is not straightforward 
to measure the individual energetic contributions from intrinsic and context dependent 
terms.  For this reason, it is desirable to control the environment local to the host site in 
order to minimize context dependent effects in the experimental systems.7,11 
Assuming that protein sequences are highly optimized, the probability of an 
amino acid at a given position in a natural occurring protein should be related to the total 
functional effect of the amino acid.  Under the further assumption that the primary 
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functional effect at most amino acid positions is to energetically favor the folded state, 
the probability of an amino acid at a given position should be related to the total energetic 
effect of the residue.  Therefore, context dependent effects may influence secondary 
structure propensities derived from statistical analysis.  In order to test this hypothesis, 
statistical secondary structure propensities were determined at surface and core positions.  
Core positions tend to have greater intra-molecular contact compared to surface positions 
(Appendix A) and their total energy should therefore have a larger context dependent 
contribution.  This context dependent contribution should mask the intrinsic contribution 
and attenuate statistical propensity at core positions. 
 
Figure B.1  Normalized deviations of statistically derived secondary 
structure propensity at surface and core positions.  In the core, both α 
and β propensities appear attenuated relative to the surface. 
A statistical analysis was performed on a previously published set of protein 
structures.3  Positions were classified as surface, boundary or core as described in 
Chapter 4.  Secondary structure propensity was determined as previously published.3  The 
secondary structure space (α, β, or other) of each amino acid was determined based on its 
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main chain dihedral angles.  For each amino acid, the propensity to occupy each 
secondary structure space was calculated as the ratio of residues in the specific secondary 
structure space to the total number of residues.  This statistical propensity was then 
converted to a free energy assuming a temperature of 300K (∆G = -RT lnK).  In order to 
compare variation in propensity at surface and core positions, a normalized deviation was 
calculated as the ratio of the standard deviation to the mean (Fig. B.1). 
This comparison indicates that the spread in α and β propensity values is 
attenuated at core positions relative to surface positions.  This result suggests that the 
relative energetic contribution of context dependent terms is greater in the core.  This 
result is also consistent with a reduction in the absolute intrinsic energetic contribution.  
In α helices, for example, the physical basis for propensity has been attributed to residual 
side chain entropy in the folded state.12  Residual side chain entropy at core positions may 
be reduced relative to residual side chain entropy at surface positions, resulting in an 
attenuation in the absolute intrinsic energetic contribution. 
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Figure B.2  α propensity calculated for all amino acids (a) and for amino acids at surface 
and core positions (b). 
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Figure B.3  β propensity calculated for all amino acids (a) and for amino acids at surface 
and core positions (b). 
121 
References 
 
1. Chou, P. Y. & Fasman, G. D. (1978). Empirical predictions of protein 
conformation. Annu Rev Biochem 47, 251-276. 
2. Kim, P. S. & Baldwin, R. L. (1982). Specific intermediates in the folding 
reactions of small proteins and the mechanism of protein folding. Annu Rev 
Biochem 51, 459-489. 
3. Munoz, V. & Serrano, L. (1994). Intrinsic secondary structure propensities 
of the amino acids, using statistical phi-psi matrices: comparison with 
experimental scales. Proteins 20(4), 301-311. 
4. O’Neil, K. T. & DeGrado, W. F. (1990). A thermodynamic scale for the 
helix-forming tendencies of the commonly occurring amino acids. Science 
250, 646-651. 
5. Horovitz, A., Matthews, J. M. & Fersht, A. R. (1992). Alpha-helix stability 
in proteins. II. Factors that influence stability at an internal position. J Mol 
Biol 227(2), 560-568. 
6. Blaber, M., Zhang, X. J. & Matthews, B. W. (1993). Structural basis of 
amino acid alpha helix propensity. Science 260, 1637-1640. 
7. Chakrabartty, A., Kortemme, T. & Baldwin, R. L. (1994). Helix 
propensities of the amino acids measured in alanine-based peptides without 
helix-stabilizing side-chain interactions. Protein Sci 3(5), 843-852. 
8. Kim, C. A. & Berg, J. M. (1993). Thermodynamic beta-sheet propensities 
measured using a zinc-finger host peptide. Nature 362, 267-270. 
122 
9. Minor, D. L., Jr. & Kim, P. S. (1994). Measurement of the beta-sheet-
forming propensities of amino acids. Nature 367, 660-663. 
10. Minor, D. L., Jr. & Kim, P. S. (1994). Context is a major determinant of 
beta-sheet propensity. Nature 371, 264-267. 
11. Smith, C. K., Withka, J. M. & Regan, L. (1994). A thermodynamic scale for 
the beta-sheet forming tendencies of the amino acids. Biochemistry 33(18), 
5510-5517. 
12. Creamer, T. P. & Rose, G. D. (1992). Side-chain entropy opposes alpha-
helix formation but rationalizes experimentally determined helix-forming 
propensities. Proc Natl Acad Sci U S A 89(13), 5937-5941. 
123 
 
 
Appendix C 
 
Summary of Thermodynamic Data 
 
 
 
124 
 
Table C.1  Experimental thermodynamic data 
 
   Tm ∆Hvh ∆Hcal β ∆G Cm       m-value 
Protein                (°C)     (kcal mol-1)             (kcal mol-1)  (M)      (kcal mol-1 M-1) 
 
wt  oxidized  87 117 117 1.00 8.8  2.58 3.4 
wt reduced  76 97.0 103 1.06 6.2  1.77 3.5 
 
C32S/C35S  77 101 105 1.01 6.7 1.89 3.5 
C32A/C35A  71 86.0 89.4 1.04 5.0 1.46 3.4 
C32V/C35A  67 74.3 80.3 1.08 4.7 1.37 3.4 
C32A/C35S  73 91.6 92.3 1.01 5.1 1.47 3.5 
C32A reduced  74 94.2 95.2 1.01 5.2 1.56 3.4 
C32S/C35A  75 104 104 1.00 6.1 1.77 3.5 
C35A reduced  73 98.7 96.9 0.98 5.8 1.66 3.5 
 
D26I   98 159 157 0.99 12.1 3.67 3.3 
D26I reduced  84 152 149 0.98 10.2 2.97 3.4 
D26A   96   139 139 1.00  
T66L   85 102 105 1.03 7.5 2.43 3.1 
T77V   82 121 120 0.99 7.6 2.50 3.1 
T66L/T77V  80 100 102 1.02 7.1 2.30 3.1 
T66L/T77V reduced 64 84.7 85.9 1.01 4.4 1.44 3.0 
AALV   55 48.7 49.0 1.01 2.8 1.01 2.8 
 
Core5a   66 65.7 60.2 0.92 3.8 2.82 1.3 
Core6b   89 111 112 1.01 7.7 3.37 2.3 
Core8c   66 64.0 63.6 0.99 4.7 3.18 1.5 
Core8Ad    93 104 103 0.99 6.6 3.54 1.9 
 
Core_nopolare  97 106 106 1.00 9.3 3.22 2.9 
Core_prudent_polarf 97 148 147 0.99 11.5 3.41 3.4 
 
HisPatchg  81 118 118 1.00 
6Q   85 117 117 1.00 
 
K57F   84 119 121 1.02 8.7 2.68 3.3 
D26I/K57F      12.1 3.90 3.1 
 
1Midpoint of calorimetric unfolding.  2∆Hvh  Van Hoff’s enthalpy.  3∆Hcal Calorimetric enthalpy.  4β 
∆Hcal/∆Hvh.  5Free energy of unfolding at 25 °C.  6Midpoint of guanidinium chloride unfolding 
transition.  7Slope of ∆G versus denaturant concentration plots.  aD26I/C32A/C35A/T66L/T77V.  
bI4L, D26I, Y49F, K57I, L58I, Y70F.  cD26I, C32A, C35A, Y49F, L58I, T66L, Y70F, T77V.  dI4L, 
D26I, Y49F, K57I, L58I, T66L, Y70F, T77A  eD26I, Y49F, L58I, T66L, Y70F, T77A.  fD26I, L58I, 
Y70F.  gE30H, Q62H (JBC 271:5059).  All thermodynamic data were obtained in 50 mM NaPi, pH 
7.0.  Guanidinium denaturation experiments were performed at 25 °C with a protein concentration of 
5 µM and where reduction is indicated the buffer was supplemented with 100 µM DTT.   DSC 
experiments were performed with a protein concentration of around 1 mg/ml (≈100 µM) and where 
reduction is indicated the buffer was supplemented with 2 mM DTT. 
 
 
 
