We present a renormalization group (RG) method which allows for an analytical study of the transient dynamics of open quantum systems on all time scales. Whereas oscillation frequencies and decay rates of exponential time evolution follow from the fixed point positions, the long-time behavior of pre-exponential functions is related to the scaling behavior around the fixed points. We show that certain terms of the RG flow are only cut off by inverse time, which leads to a difference between infrared and ultraviolet scaling. An evaluation for the Ohmic spin boson model at weak damping reveals significant deviations from previous predictions in the long-time regime. We propose that weak-coupling problems for stationary quantities can in principle turn into strong-coupling ones for the determination of the long-time behavior.
The time dynamics of a small strongly interacting quantum system coupled to noninteracting large reservoirs is a fundamental issue in nonequilibrium statistical mechanics. The prototype is a two-level system coupled to an environment, 1,2 which is of particular interest in quantum information processing.
3 A typical setup is the one of transient dynamics: The system and environment are decoupled for times t < 0 and the coupling is switched on suddenly at t = 0. The time evolution of the reduced density matrix ρ t of the local system will then be characterized for t > 0 by a series of terms, each of which will generically be of the form of an exponential together with a pre-exponential function ρ t = n F n t exp (−iz n t). Here, z n = Ω n − iΓ n consists of an oscillation frequency Ω n and a decay rate Γ n , where one of the scales z n will be zero characterizing the stationary state ρ st for t → ∞. Besides the calculation of ρ st and z n , the main challenge lies in the analysis of the pre-exponential functions F n t on all time scales. Although interesting field-theoretical 4 and numerical techniques 5 have been developed to study the time dynamics, the precise form of pre-exponential functions has not been addressed so far. Promising tools for this purpose are perturbative renormalization group (RG) methods for nonequilibrium problems, like the flow equation method, 6, 7 real-time RG (RTRG) [8] [9] [10] [11] and functional RG 12 techniques, or combinations of the latter two. 13 The RTRG method allows for an analytical study on all time scales, provided that the RG flow stays in the weak-coupling regime. The time dynamics is related to the density matrix ρ(E) in Laplace space, where the exponential scales z n are the singularities of ρ(E) in the complex plane and the pre-exponential functions can be determined from branch cut integrals starting at these singularities. In Ref. 11 a RG approach has been proposed by using the Laplace variable E itself as flow parameter (called E-RTRG in the following), where the singularities z n are given by the fixed points of the RG flow and the long-time behavior of pre-exponential functions can be related to the scaling behavior around the fixed points.
In this Rapid Communication we will combine E-RTRG with a new parametrization of the effective Liouvillian in terms of slowly varying logarithmic functions and provide a discussion of the generic time evolution on all time scales. The main result is the insight that, for the determination of pre-exponential functions, certain terms of the RG flow are only cut off by the energy scale of inverse time 1/t. This is in contrast to stationary quantities, where it has been proposed 14, 15 and microscopically shown 16, 17 that all terms of the RG flow are cut off by decay rates. As a consequence, we find that the long-time behavior is generically quite different from that discussed in Refs. 9 and 10 at intermediate and short times. To show this explicitly we will apply our method to the Ohmic spin boson model at weak damping, which turns out to be a weak-coupling problem even close to the fixed points. For the diagonal components of the density matrix, we find that the power-law exponent for the scaling behavior of the pre-exponential function agrees with perturbation theory, in contrast with that predicted by the noninteracting blip approximation (NIBA).
1,2 For the nondiagonal elements we find a rather complex scaling behavior which differs from that of perturbation theory. We expect similar deviations to occur for other models of open quantum systems as well. In particular, for certain problems, e.g., the antiferromagnetic nonequilibrium Kondo model at large bias voltage, it may even turn out that the renormalized vertices are small for the calculation of stationary quantities, but become large close to the fixed points z n , i.e., a weak-coupling problem for stationary quantities can turn into a strong-coupling one for the study of the long-time behavior. This opens up another class of interesting problems for the future.
Generic discussion.-For a discrete quantum system coupled to noninteracting reservoirs at time t = 0, it can be shown 18 that the time evolution of the reduced density matrix ρ t of the local system follows from
where L t is an effective Liouvillian superoperator acting on local operators. Defining the Laplace transform via A(E) = ∞ 0 dte iEt A t , one obtains the formal solution ρ(E) = iΠ(E)ρ t=0 with the propagator Π(E) = 1 E−L(E) and the time evolution follows from the inverse Laplace transform
Reference 8 shows how to calculate the Liouvillian L(E) from a diagrammatic expansion in some appropriately defined dimensionless system-bath coupling α. The propagator Π(E) is an analytic function in the upper half of the complex plane with poles at z p k (k = st, 0, ±1, ±2, . . . ) in the lower half of the complex plane. k = st denotes the zero pole z p st = 0, which defines the stationary state. At zero temperature, 19 additional nonanalytic features arise from branch cuts starting at the singularities z n = z p k + ∆µ n , which are generically given by the pole positions shifted by some linear combination ∆µ n of the chemical potentials of the reservoirs. They arise since the Liouvillian depends logarithmically on terms ∼ α ln( D E−zn ), generated by ultraviolet divergencies in the band width D of the reservoirs. The logarithmic divergencies can be systematically resummed by using E-RTRG. 11 The RG equations express derivatives of the Liouvillian L(E) by a diagrammatic series in terms of effective vertices, which is free of divergences and can be systematically truncated for weak-coupling problems. Solving the RG equations along the path E = z n +iΛ±0 + in the complex plane starting at Λ = D, one can tune the positions of the branch cuts to E = z n − ix, x > 0.
For a discussion of the generic time evolution, it is very helpful to use the form
where L ∆ (E) and L ′ (E) are slowly varying logarithmic functions. This form is valid in the universal regime |E| ≪ D. The nonuniversal regime |E| D, which corresponds to the ultrashort time regime t 1/D, is not of interest here since it depends on the microscopic details of the high-energy cutoff function. In the supplementary material 20 it is shown how the E-RTRG method can be used to obtain RG equations forL
. With these quantities one can express the time evolution (1) in a form where the slowly varying logarithmic parts are explicitly shown
whereΠ(E) =
E−L∆(E)
. λ k (E) are the eigenvalues of
The integral is performed by closing the integration contour γ in the lower half of the complex plane. Using the general expressions (1), (3) and (4), the typical time dynamics can be obtained as follows:
For short times, t ≪ 1/|z n |, one can replace E → 1/t in the logarithmic functionsL ∆ and Z ′ . This gives for Eq. (3) the result ρ t ≈ e −iL∆(1/t)t Z ′ (1/t)ρ t=0 . Expanding the exponential, one finds in leading order that the scaling behavior at small times follows from the scaling behavior of Z ′ (1/t) at large energies. This is the poor man scaling regime, where the cutoff scales z n are unimportant. As a result, one obtains universal short-time behavior, which has been reported, e.g., for spin boson
and Kondo models 7, 9 . For intermediate and long times, t 1/|z n |, we consider each integral separately around the branch cut at E = z n − ix, x > 0. It leads to an exponential factor e −iznt multiplied by the pre-exponential function
denotes the jump of the integrand across the branch cut. We start with the contribution from a branching pole z n ≡ z p k . Here, one can approximately replace x → 1/t in all logarithmic functions and take the average valuē
across the branch cut. The jump over the branch cut is dominated by a delta function from the resolvent δ
We obtain a logarithmic scaling of the pre-exponential function F k,p t , which follows from the scaling behavior of P k (E) andZ ′ (E) around the fixed point z p k . For intermediate times, where one can expand the logarithmic scaling perturbatively in α ln(|z n |t) ≪ 1, one obtains the weakcoupling expansion of Ref. 9 . However, for long times, the correct scaling behavior has to be determined from a systematic expansion of the full solution of the RG equations around the fixed points. For k = st and t → ∞ one obtains the stationary distribution ρ st = |x st (0) from Eq. (5), withL ∆ (0)|x st (0) = 0.
20,21
For a branching point z n , it is more convenient to start from Eq. (1) and write for the jump across the branch
3 , and approximating x → 1/t in the logarithmic functions, we obtain after some straightforward manipulations the contribution ρ n,b t from the branching point z n :
whereĀ n =Ā(z n − i/t). For times t ≫ 1/|z n − z p k,k ′ |, the argument x ∼ 1/t in the denominators can usually be neglected. 22 In this case and for intermediate times, where logarithmic scaling is unimportant, we obtain the power law F n,b t ∼ 1/t 1+r , where the exponent r follows from the scaling of the jump of the Liouvillian across the branch cut δL(z n − ix) ∼ x r . We therefore set up an equation for dδL dE (z n − ix) and solve this RG equation for x → 0. For example, we find r = 0 for quantum dots in the charge fluctuation regime and r = 1 for the Kondo model and the Ohmic spin boson model. 20 For long times, one has to consider in addition the logarithmic corrections from the RG flow close to the fixed points.
Ohmic spin boson model.-We now apply our flexible method to the Ohmic spin boson model at zero bias where a bosonic reservoir H res = q ω q a † q a g is coupled to a two-level system with tunneling ∆, described by the Hamiltonian H = − ∆ 2 σ x . The coupling is given
is some high-energy cutoff function. We first summarize our results and compare them to previous works. For weak damping α ≪ 1, we find three nonzero poles at z 0 = −iΓ and z ± = ±Ω − iΓ/2, with the effective tunneling Ω = ∆(
α and Γ = παΩ. In leading order truncation it turns out that no branching poles appear. Therefore, according to the general expressions (5) and (6), our results in the intermediate and long time regime t ≫ 1/Ω can be written as
with
where σ = ±, τ ± = 1 2 (1 ± σ x ), and
In Liouville space we ordered the four possible states as ++, −−, +−, −+, where ± denote the two local spin states. For two 2 × 2-matrices A and B, we defined the 4 × 4-matrix
The results (7)- (12) can also be obtained from Born
23
and the self-consistent Born 24 approximation, but the unrenormalized tunneling Ω → ∆ appears and the preexponential functions can only be calculated up to O(α), i.e., the logarithmic function f t in Eq. (12) is missing.
25
This correction can only be obtained from a resummation of all leading logarithmic divergences at low energies. This poses the question of why a similar logarithmic correction is not obtained in Eq. (11) . If one compares our result to the NIBA approximation, 1,2 which discusses only the time dynamics of σ z t (for σ x,y t=0 = 0 and σ z t=0 = 1) and reads
one finds, besides the missing exponential part e −Γt in the second term, 26 a different power law exponent than the one predicted by our result (11) . Below we will show that there is a subtle reason why all leading logarithmic divergencies cancel out in Eq. (11), which is due to the fact that the scaling of the vertex and the Z-factors is completely different around the fixed points compared with the scaling at high energies. Our results are further substantiated by bare perturbation theory up to O(α 2 ) 27 , which confirms that there are no logarithmic terms ∼ α 2 ln(Ωt) in the time dynamics, consistent with Eqs. (11)- (13) [note that
. We now sketch the derivation of our results. First we note that the full effective Liouvillian is decomposed as
where
is the part which arises from integrating out the symmetric part of the reservoir contractions. The other parts can be parametrized in the following way:
As a consequence, the full propagator can be written as
Z − ∆ can be neglected and the correction from L s influences only the stationary state (8) and the pole contribution (9) . The LiouvillianL ∆ has four eigenvalues λ st = 0, λ 0 = −iΓ + and, neglecting Γ − , λ ± = ± Z − ∆, with corresponding projectors given by
The jump of the Liouvillian across the branch cuts needed for the evaluation of (6) is parametrized as
In leading order, we obtain the following RG equations for Z σ , Γ + and δγ σ :
The RG equations are coupled to the renormalization of the vertex functiong = Z + Z − g 2 . The initial conditions at E = iD are Z σ = 1, Γ + = δγ ± = 0, and g 2 = 1. The solution of these RG equations is very different for high and low energies. For energies |E| ≫ Ω we find
2α ,g ≈ 1, and Γ + ≈ 0. According to our general analysis, this gives rise to the universal shorttime behavior
which agrees with previous predictions.
1,2 In contrast, around the fixed points we find a different scaling. Close
2 xθ(x). Inserting these results in the general expressions (5) and (6), one obtains the results (7-13) using straightforward algebra. As we can see, the most important point is that the vertex functioñ
2 is approximately a constant for high energies, whereas, at low energies, g is nearly a constant. If one makes a mistake and takesg = 1 for all energies, one would obtain the scaling δγ
2−2α . On the other hand, if one neglects the renormalization of g and takes it as a constant, one obtains the correct scaling for long times but the scaling of the Z-factors at high energies will change with the consequence of an incorrect description of the dynamics at short times. Therefore, for a proper description of the time dynamics on all time scales, it is crucial to take the vertex renormalization into account.
Summary and outlook. We have shown that the longtime behavior of open quantum systems involves logarithmic corrections which are generically quite different from those at short and intermediate times. For weakcoupling problems we propose a perturbative RG method in Liouville space with a complex flow parameter where these corrections can be calculated from a systematic expansion around the fixed points. We applied the theory to the Ohmic spin boson model and found indeed a different long-time behavior than previously predicted. Moreover, since certain terms of the RG flow are only cut off by the scale 1/t of the inverse time but not by decay rates Γ: it is not guaranteed for all models that the RG flow stays in the weak-coupling regime close to the fixed points irrespective the size of Γ. A prominent example of such behavior is the antiferromagnetic nonequilibrium Kondo model at bias voltage V much larger than the Kondo temperature T K , which has been shown to be a weak-coupling problem for the determination of stationary quantities.
14-17 However, by using the E-RTRG method of Ref. 11, it turns out that the renormalized vertices become strong for E close to the fixed points z n = nV − iΓ, although Γ is much larger than the Kondo temperature T K , whereas they stay small for E close to zero (which sets the point to determine stationary quantities). As a consequence, the long-time behavior can not be calculated from a weak-coupling analysis but a strongcoupling analysis is needed, which goes beyond the perturbative RG method presented in this work and poses new interesting problems for the future. Other interesting situations arise when one of the poles z p k is equal to zero and is a branching pole, i.e., when there is no exponential decay but a nontrivial preexponential function with logarithmic scaling. This happens typically for problems with quantum critical behavior or for reservoirs with a nonanalytic spectral density in the limit D → ∞, e.g., for multichannel Kondo or sub-Ohmic spin boson models. Such systems are of particular interest since the long-time behavior is no longer suppressed by the exponential decay and the logarithmic scaling behavior becomes more visible. p st = 0 for k = st is usually not a branching pole but an isolated pole and fullfils
For special resonant conditions, the time regime 1/|zn| 
Supplementary Material
We here present technical details of the general derivation of the RG equations and the application to the ohmic spin boson model. We start with a short summary of the E-flow scheme of real-time renormalization group (called E-RTRG henceforth).
I. THE E-RTRG METHOD
In the supplementary material of Ref. [11] it has been shown how to derive RG equations for the effective Liouvillian L(E) by using the Laplace variable E as flow parameter. For quantum dots in the spin/orbital fluctuation regime, which are coupled to fermionic reservoirs with a flat d.o.s., like e.g. the Kondo model, the following RG equations have been derived in lowest order
Here, the filled double-circle represents the effective vertex G 12 (E) at zero frequencies ω 1 = ω 2 = 0 which is defined by all connected diagrams with two free reservoir lines. The index 1 = ηασ with η = ± characterizes the reservoir field operators a +ασ = a † ασ , a −ασ = a ασ , where α is the reservoir and σ the spin index. The vertex has already been averaged over the Keldysh indices and its logarithmic frequency dependence has been neglected in leading order. The black horizontal lines between the vertices represent the full effective propagator of the local system Π 1...n = Π(E 1...n +ω 1...n ) with Π(E) = 1 E−L(E) . The indices of the energy argument refer to the green reservoir contractions running over this propagator, where, for each contraction, the index has to be taken from the left vertex which is connected to this contraction. This are precisely the same indices which have to be used to determine the energy argument for the vertex right to this propagator. We have defined E 1...n = E +μ 1...n = E +μ 1 + . . .μ n , and ω 1...n =ω 1 + . . .ω n , withμ i = η i µ αi andω i = η i ω i . Here, µ α is the chemical potential of reservoir α and ω is the single-particle energy of the reservoir state relative to the chemical potential. The green lines connecting the vertices represent the reservoir contractions. Including the Keldysh indices they are given by γ (20) . Finally, to calculate the frequency integrals at finite temperature, the following approximate form of the propagator has been proposed
is the Z-factor superoperator and χ(E) = Z(E)(E − L(E)). At zero temperature, this approximation is not needed since f ′ (ω) = −δ(ω) for T = 0. Obviously, the frequency integrals are well-defined in the wide band limit D → ∞, i.e. we have obtained universal RG equations. This is the reason why two energy derivatives are needed for the RG of the Liouvillian, which is typical for problems with spin/orbital fluctuations. If the same formalism is applied to quantum dots in the charge fluctuation regime, where the dot states are coupled via tunneling vertices to reservoirs with a flat d.o.s., a single derivative is sufficient for convergence and one obtains in leading order the RG equation
Here, in leading order, the unrenormalized vertices can be taken. For the ohmic spin boson model, where a local 2-level system is coupled linearly to an ohmic bosonic bath, the situation is different since the reservoir contractions are dressed by the spectral density of the couplings, which is
bath H res = q ω q a † q a q with ω q > 0 and a linear coupling of the form V =γ q g q (a q + a † q ), wherê γ is a generic local operator (i.e. acts only on the states of the local quantum system) and g q denotes the coupling between the local system and mode q of the bath. For an ohmic bath, the couplings are characterized by the spectral density
D 2 +ω 2 is some high-energy cutoff function, which here is chosen as a Lorentzian for convenience. α is a dimensionless coupling constant characterizing the damping, which is assumed to be small α ≪ 1. Using the notation a η (ω) = q a ηq δ(ω − ω q )g q , each reservoir contraction can be expressed via the following average w.r.t. to the canonical distribution of the bosonic bath
where a ηq a η ′ q ′ = δ η,−η ′ δ′ ηn(ηω q ) has been used, with the Bose function n(ω) = 1 e ω/T −1 . Following Ref. [8] , this leads to the following contraction between the reservoir field operators in Liouville space
where the indices 1 ≡ η and1 ≡ −η involve only the creation/annihilation index and we have used ρ(ω) = ρ(−ω). Since the local vertex operatorγ is independent of η, the contraction (26) can be averaged over η and η ′ , which gives
In the wide band limit D → ∞ we omit ρ(ω). Using n(−ω) = −(1 + n(ω)), we can split the Bose function via n(ω) = − 1 2 + (n(ω) + 1 2 ) in symmetric and antisymmetric part, and obtain for (27)
This gives for the derivatives of the symmetric part
Most importantly, the first derivative is frequency independent and gives no contribution to the RG diagrams (see below). This is the reason why only the vertices averaged over the Keldysh indices appear in the RG. For the special case of zero temperature, we get n(ω) = −θ(−ω), and the antisymmetric part of the contraction together with its derivatives reads
Using this form of the contractions, the universal RG equations follow from the formalism of Ref. [11] in leading order as
Here, the vertex has no further reservoir indices (only for the case of several reservoirs and different coupling operatorsγ to the reservoirs, the reservoir index has to be retained). Furthermore, the energy argument is just the Laplace variable E since there is no chemical potential in the bosonic reservoir (we allow only for energy exchange with the environment). The frequency integrals are convergent and we note that the derivatives of the symmetric part of the contraction do not contribute in both RG diagrams. To see this for the RG diagram (32) of the vertex renormalization, one closes the integration contour in the upper half of the complex plane and obtains zero since the derivative of the symmetric part is frequency independent and the propagator is an analytic function in the upper half. However, the symmetric part will give rise to a perturbative correction in the initial condition, see below.
Decomposition of the Liouvillian.-Due to logarithmic divergencies in the high-energy cutoff D, the Liouvillian L(E) will generically depend on various logarithmic terms ∼ α ln( D E−zn ), which are cut off at high energies by D and at low energies by the singularities z n of the propagator Π(E). In addition, since the Liouvillian has the dimension of an energy, linear terms in the Laplace variable E can occur. In the universal regime E ≪ D, the following decomposition is useful, which explicitly exhibits the slowly varying logarithmic parts
Here, L ∆ (E) is proportional to some physical energy scale ∆ (like e.g. temperature, magnetic field, decay rates, chemical potentials, level spacing, etc.) but not the Laplace variable E, and L ∆ (E) and L ′ (E) are slowly varying logarithmic functions w.r.t. E. With this form we can write the propagator as
together with
Note that
Below we will show that
Z(E) and Z ′ (E) are the same in leading order up to O(G).
We introduce the following graphical notations for the lines connecting the vertices
such that the relation Z ′ 1...n − E Π 1...n = χ ∆ 1...n Π 1...n can be written diagrammatically as
To find RG equations for L ∆ (E) and L ′ (E), we consider the three cases of spin/orbital fluctuations (e.g. Kondo model, Eq. (20) 
For spin/orbital fluctuations we write the second order differential equations (20) formally as
Thereby, the E-derivative of the Z-factors and vertices in the second diagram on the r.h.s. gives rise to terms of O(G 3 ) and are added for convenience. We now identify the r.h.s. of this equation with the expression
and find
The second equation shows that the difference between ∂ E L(E) and L ′ (E) is indeed of O(G 2 ) as stated above after Eq. (38). Solving (45) for ∂ E L ∆ (E) and using (44) and (40) we find in leading order Spin/orbital fluctuations:
As required we find that L ∆ (E) is proportional to some physical energy scale appearing in χ ∆ 1...n . Note that, at finite temperature, also the frequenciesω 1...n appear in χ ∆ 1...n , which gives a term proportional to temperature for L ∆ (E). The same procedure can be applied to the RG equation (31) for the case of energy fluctuations with the result Energy fluctuations:
The RG equations (41), (46) and (47), together with the vertex renormalization (21) and (32) are the final differential equations to be solved to obtain the Liouvillian L(E) in the form (33). We note that the choice of the second term in (42) seems at first sight not unique since it is of higher order. However, it is not important whether the construction of the RG equations for L ∆ (E) and L ′ (E) is unique at a certain truncation order, but the crucial point is that all corrections to this construction can be shown to be beyond leading order.
With the quantities L ∆ (E) and L ′ (E) the propagator Π(E) can be expressed as
withL
To evaluate the RG equations one needs the frequency dependence of the propagator Π(E + ω). This is approximated by neglecting it in leading order within the logarithmic partsL ∆ and Z ′ , i.e. we use
Finally, due to the properties TrL(E) = 0 and
, we note the following properties for the quantitiesL ∆ (E) and
Time evolution.-Once the quantitiesL ∆ (E) and Z ′ (E) are known, the time evolution of the local density matrix ρ t can be discussed in a straightforward way. Choosing any initial state ρ t=0 at t = 0, we get in Laplace space the solution ρ(E) = ∞ 0 dt e iEt ρ t = iΠ(E)ρ t=0 , and in time space via inverse Laplace transform
The last form of (52) is very helpful for the evaluation of the energy integral because it explicitly exhibits the slowly varying logarithmic functionsL ∆ (E) and Z ′ (E). To identify the singularities of the integrand we use the spectral decomposition of the LiouvillianL ∆ (E) in terms of its eigenvalues λ k (E) and corresponding projectors P k (E)
Since we deal with a non-hermitian superoperator, we have to distinguish the left and right eigenvectors, which we denote in Dirac notation by |x k (E) and
The eigenvectors fulfill the orthonormalization condition x k (E)|x k ′ (E) = δ kk ′ and the projectors are given by
Due to the condition TrL ∆ (E) = 0, we obtain either λ k (E) = 0 or Tr |x k (E) = 0. Therefore, the Liouvillian has always an eigenvalue zero, which we characterize by the index k = st since it corresponds to the stationary state (see below). The other eigenvalues are numerated by k = 0, ±1, ±2, . . . . We get
As a consequence we get P st (E) = |x st (E) Tr and the property TrL ∆ (E) = TrL ′ (E) = 0 can also be written as
Due to the conditionL(E) c = −L(−E * ), the eigenvalues and projectors occur always in pairs (except for k = 0, st where we define k ≡ −k) with
Using the spectral representation, the time evolution can be written as
where γ is an integration contour which encloses the lower half of the complex plane including the real axis. Poles are
, where z p st = 0 is a pole at the origin. At zero temperature, which we consider from now on, additional nonanalytic features occur from branch cuts since λ k (E), P k (E) and Z ′ (E) depend logarithmically via terms ∼ ln( D E−zn ) generated by the ultraviolet divergencies from the high-energy cutoff D (at finite temperature the branch cuts turn into an infinite number of discrete poles separated by 2πT ). From the structure of the perturbation theory it can be seen that the singularities z n are associated with poles of the propagatorsΠ(E 1...n ), i.e. are located at E 1...n = z p k , where E 1...n = E +μ 1...n . Therefore, the singularities z n = z p k −μ 1...n are generically given by the poles shifted by some linear combination of the chemical potentials of the reservoirs.
Using the general expressions (52) and (59), one can discuss the qualitative form of the time evolution in different time regimes. For short times t ≪ 1/|z n |, we obtain E ∼ 1/t ≫ |z n |, i.e. the cutoff scales z n in the logarithmic terms are unimportant and can be neglected. Furthermore, in leading order, we can replace E → 1/t in the logarithmic parts. This means that we cut off the poor man scaling equations forL ∆ (E) and Z ′ (E) at the scale E ∼ 1/t and obtain from (52)
Expanding the exponential one finds in leading order that the logarithmic scaling of Z ′ (1/t) at high energies determines the short time behavior.
For intermediate and long times t 1/|z n |, we have to study the contributions from the poles and branch cuts in detail. All branch cuts are chosen to point into the direction of the negative imaginary axis, i.e. are located at z n − ix with x > 0. This can even be enforced numerically by solving the RG equations along the two paths E = z n + iΛ ± 0 + with Λ real and initially given by Λ = D. Since no singularities are surrounded by the two paths, the RG flow is analytic and can be used to determine the jump across the branch cut. This is a particular advantage of the E-RTRG method, which uses a complex flow parameter in Laplace space. Our choice for the direction of the branch cuts is very convenient since e −iEt = e −iznt e −xt is exponentially decaying in xt, which allows an analytical evaluation of the branch cut integrals for intermediate and long times. We start with the contributions from the branch cuts starting at a pole or branching pole at z p k , which we evaluate by using the form (59). For the branch cut integral we set E = z p k − ix ± 0 + and replace in leading order λ k (E) → z p k and the logarithmic function P k (E)Z ′ (E) by its average
Furthermore, in leading order, we can use x → 1/t in the logarithmic functions. This gives the contribution
Using
i.e., for z p k = Ω k −iΓ k , an exponential time evolution with oscillation Ω k and decay rate Γ k , modulated by a logarithmic scaling function. For the special term k = st, where z p st = 0, P st (E) = |x st (E) Tr and P st (E)Z ′ (E) = P st (E), we get the following contribution to the time evolution
i.e. we see that for t → ∞ one always gets the stationary distribution ρ st but, if z p st is a branching pole, logarithmic corrections can occur for the time evolution which do not decay exponentially. We note that for the models discussed here, there is no logarithmic term in the diagrammatic series involving the pole z p st . The reason is that the projector P st gives always a regular contribution, provided that the symmetric part γ (28) is an analytic function [8] . Providing there is no accidental pole z p k =st = 0, the pole at E = 0 is isolated and has no attached branch cuts.
The evaluation of a branch cut starting at a branching point z n which is not a pole is more subtle since both λ k (E) and P k (E)Z ′ (E) can be discontinuous and cancellations can occur between the two contributions. Therefore, it is more convenient to start from the first expression of (52) involving the propagator Π(E). Denoting by δA = A + − A − the jump across the branch and byĀ = 1 2 (A + + A − ) the average value, with A ± = A(E ± 0 + ) =Ā ± 1 2 δA, one finds for the jump of the propagator expanding in small δL ∼ GL
Using AB −ĀB = 1 4 δAδB, we get
are vectors with 4 elements, corresponding to operators in usual Hilbert space. Superoperators acting in Liouville space are 4 × 4-matrices. To parametrize an arbitrary 4 × 4-matrix we decompose it in four 2 × 2-blocks, each of which can be decomposed in the basis of the unity matrix σ 0 ≡ ½ 2 and the three Pauli matrices σ i (i = 1, 2, 3 ≡ x, y, z). For an arbitrary 4 × 4-matrix A, we introduce the following elegant tensor notation
where A i is a 2 × 2-matrix for all i = 0, 1, 2, 3. This notation has the advantage that a product of two 4 × 4-matrices A and B can be written as
The inverse of a matrix is given by
Using this notation we get from the Hamiltonian the following matrix structure for the bare Liouvillian and the bare vertices
where p is the Keldysh index, [·, ·] denotes the commutator and {·, ·} is the anti-commutator. Instead of ½ 2 and σ x , we use the matrices τ ± defined by
Using (78-83), we get for the bare propagator
and for the sequence of two vertices
The vertexG (0) can only occur if the symmetric part γ 
We note that the frequency integral is not logarithmically divergent and can be directly calculated for D → ∞, whereas the sequence (85) together with the antisymmetric part of the contraction leads to a logarithmically divergent integral which has to be treated by RG. The term L s gives rise to a perturbative and energy independent contribution to the Liouvillian. It is not possible that the symmetric contraction γ p ′ s (ω) crosses over more than one propagator, since otherwise the integrand will be ∼ 1 ω 2 for large ω and the integration contour can be closed in the upper half and gives zero since all propagators and the symmetric contraction are analytic in the upper half. Furthermore, since
can not appear in any diagram involving more than two vertices. Therefore, in the universal limit D → ∞, we can split the Liouvillian exactly as
where L ∆ (E) and L ′ (E) are logarithmic functions which can be determined from a diagrammatic series involving only the vertex G (0) averaged over the Keldysh indices. Since these diagrams involve always an even number of vertices, we find together with
= 0 0 0 1 ⊗ σ z and the algebra (83), the form 
This gives forL
sL (E) = 0, we can write for the full propagator
withΠ(E) =
E−L∆(E)
. In the RG equations, only the partΠ(E) of the propagator contributes. In contrast to the Liouvillian, any diagram for the effective vertex G(E) will involve an odd number of bare vertices, which leads to the general form G(E) = i=y,z g i (E) 0 0 0 1 ⊗ σ i involving the sector of the Pauli matrices σ y,z .
However, by inspecting the sum of mirrored diagrams, it turns out that only the sector σ z remains. To see this consider a diagram of the form
where X i is the set of frequency indices crossing over the i-th resolvent from the left, and Π
we get in total A ⊗ σ z . Therefore, the effective vertex is given by the parametrization
From (91) one can find the four eigenvalues λ k (E) ofL ∆ (E) together with the projectors P k (E). A straightforward algebra gives the result (we omit the energy argument E in all expressions)
With these quantities, the propagatorΠ(E + ω) appearing in the RG equations can be expressed aŝ
where we have used the approximation (50) neglecting the frequency dependence in all logarithmic functions in leading order.
With the parametrization (96-100) for the vertex and the propagator, we now can easily evaluate the RG equations (47) and (32) with Π(E + ω) →Π(E + ω) and the form (30) for the derivatives of the antisymmetric part of the contraction at zero temperature. We get
and
Using (we omit the argument E everywhere)
dω sign(ω) 1
we obtain the RG equations
where we have definedg = Z + Z − g 2 , and∆ = Z − ∆ denotes the renormalized tunneling. The RG equations simplify considerably since we can use∆ ≫ Γ − , which is fulfilled during the whole RG flow since Γ − α 2∆ (see below).
Using λ σ ≈ σ∆ and ∆2 − Γ 2 − /4 ≈∆, we get the final equations
together with the initial conditions at E = iD Γ ± | E=iD = 0 , Z ± | E=iD = 1 , g| E=iD =g| E=iD = 1 .
To solve the RG equations we first consider the regime of large energies |E| ≫ |λ 0 |, |λ ± |. In this regime we get ∂Γ +where we have used P st Z ′ L s = 0, λ k (0) ≈ z k and the fact that all poles are isolated up to leading order truncation. Using the form (88) for L s together with the results (97-99) for the projectors (where we neglect Γ − ), we find
Inserting these results in (140) and (141), we find together with Z + (0) ≈ Z + (z 0 ) ≈ Z − (z σ ) ≈ (Ω/∆) 2 and (127) where we have defined the logarithmic scaling function f t = 1 (1 + α ln(Ωt))(1 − ln(1 + α ln(Ωt))) 2 .
(154)
Eqs. (143-145) and (152-154) are the final results for the time evolution in the regime Ωt ≫ 1. We note that the branch cut integrals (146) and (147) can also be calculated exactly in terms of exponential integrals, extending the applicability range to the time regime Ωt 1.
