Abstract. In this paper we study the eigenvalues of buckling problem on domains in a unit sphere. By introducing a new parameter and using Cauchy inequality, we optimize the inequality obtained by Wang and Xia in [12] .
Introduction
Let Ω be a connected bounded domain in an n(≥ 2)-dimensional Euclidean space R n and ν be the unit outward normal vector field of ∂Ω. The well-known eigenvalue problem ∆ 2 u = Λ(−∆)u in Ω,
is called a buckling problem, which is used to describe the critical buckling load of a clamped plate subjected to a uniform compressive force around its boundary.
denote the successive eigenvalues for (1.1), where each eigenvalue is repeated according to its multiplicity. In 1956, Payne-Pólya-Weinberger [11] proved
Following the method of Payne-Pólya-Weinberger in [11] , it reads that for Ω ∈ R n (for the generalization of (1.2) to n dimensions, see [2] ):
Subsequently, in 1984, Hile and Yeh [7] improved the above inequality as follows:
In 1998, Ashbaugh [1] obtained
In a recent survey paper, answering a question of Ashbaugh in [1] , Cheng-Yang [4] proved the following universal inequalities on eigenvalues for the eigenvalue problem (1.1):
It has become clear that many similar inequalities on eigenvalues of Laplacian of Payne-Pólya-Weinberger rely on facts involving operators, their commutators, and traces. For the related research and improvement in this direction, see [3, 5, 6, [8] [9] [10] 13] and the references therein. Let x 1 , x 2 , . . . , x n+1 be the standard Euclidean coordinate functions of R n+1 . Then the unit sphere is defined by
In 2007, Wang and Xia [12] considered the buckling problem on domains in a unit sphere S n and obtained the following result:
Let Λ i be the i th eigenvalue of the following eigenvalue problem:
where Ω is a connected domain in a unit sphere S n (n ≥ 2) with smooth boundary ∂Ω and ν is the unit outward normal vector field of ∂Ω. Then for any δ > 0,
We remark that the right hand side of inequality (1.3) depends on δ. In the current paper, by introducing a new parameter and using Cauchy inequality, we obtain a stronger inequality than (1.3) which is independent of δ, and derive an inequality of the type of Yang (see inequality (1.5)). Our main results are stated as follows: Theorem 1.2. Let Λ i be the i th eigenvalue of the following eigenvalue problem:
where Ω is a connected domain in a unit sphere S n (n ≥ 2) with smooth boundary ∂Ω and ν is the unit outward normal vector field of ∂Ω. Then
where
.
From the inequality (2.15) in Section 2 and making use of Cauchy inequality, the following inequality can be deduced:
which shows that the inequality (1.4) is sharper than inequality (1.3). Therefore, Theorem 1.2 improves Theorem 1.1.
Proof of Theorem
By the method of constructing trial functions introduced by Cheng and Yang in [4] , for any α = 1, . . . , n + 1 and each i = 1, . . . , k, the vector-valued functions x α ∇u i can be decomposed as 
and for any δ > 0,
Next, we are to optimize the inequality (2.41) in [12] . Let C be a positive constant. Then it follows from Cauchy inequality that
where div(Z) denotes the divergence of Z. Applying (2.4) to (2.3) yields 5) where in the last step in (2.5) we have used equality (2.2). A direct calculation yields (see (2.44), (2.45), (2.46) and (2.47) in [12] )
Therefore, summing up (2.5) over α from 1 to n + 1, one gets
That is, 12) and hence
To complete the proof of Theorem 1.2, we need the following lemma:
Lemma 2.1. Let Ω be a connected bounded domain in S n . Then
(2.14)
Proof. Let Ω 1 , Ω 2 be two connected bounded domains in S n and Ω 1 ⊂ Ω 2 . Let u 1 (Ω 1 ) be the eigenfunction corresponding to Λ 1 (Ω 1 ). Then the function defined by
is a eigenfunction corresponding to Λ 1 (Ω 2 ). Hence, Λ 1 (Ω 1 ) ≥ Λ 1 (Ω 2 ). Denote by λ 1 the first eigenvalue of Laplacian. It is easy to see Λ 1 (S n ) = λ 1 (S n ) = n because there are no boundary conditions in this case. It follows that Λ 1 (Ω) ≥ Λ 1 (S n ) = n by setting Ω = Ω 1 and Ω 2 = S n . This completes the proof of Lemma 2.1. ⊔ ⊓ Inequality (2.14) shows that for any i,
Minimizing the right hand side of (2.13) as a function of δ by choosing
, we obtain the inequality (1.4), completing the proof of Theorem 1.2.
Proof of Corollary 1.3. It is easy to see from (1.4) that
. (2.16)
One can check by induction that
which together with inequality (2.16) yields inequality (1.5).
Solving the quadratic polynomial of Λ k+1 in (1.5), we obtain inequality (1.6).
Replacing k + 1 with k in (1.5), we obtain
Therefore,
