Are developmental disorders like cases of adult brain damage? Implications from connectionist modelling by Thomas, Michael S.C. & Karmiloff-Smith, Annette
 
 
 
BIROn - Birkbeck Institutional Research Online 
 
Enabling open access to Birkbeck’s published research output 
 
 
 
Are developmental disorders like cases of adult brain 
damage? implications from connectionist modelling 
 
Journal Article 
 
http://eprints.bbk.ac.uk/4645 
 
 
Version: Publisher’s (Refereed) 
 
Citation: 
 
 
 
 
 
 
 
 
© 2002  
 
 
 
Publisher version 
 
 
______________________________________________________________ 
 
All articles available through Birkbeck ePrints are protected by intellectual property law, including 
copyright law. Any use made of the contents should comply with the relevant law. 
______________________________________________________________ 
 
Deposit Guide 
 
Contact: lib-eprints@bbk.ac.uk 
Birkbeck ePrints 
Thomas, M.S.C. and Karmiloff-Smith, A. (2002) 
Are developmental disorders like cases of adult brain damage? 
implications from connectionist modelling –  
Behavioral and Brain Sciences 25(6), pp.1-61 
1. Introduction
Behavioural impairments found in developmental disorders
and in cases of acquired brain damage provide a source of in-
formation about the structure of the cognitive system. His-
torically, the logic of deriving implications about cognitive
structure from behavioural impairments was formulated in
the domain of acquired disorders in adults (see, e.g., Shallice
1988). It was argued that under some circumstances, highly
selective patterns of impairment after damage could de-
monstrate the relative independence of different cognitive 
processes, predicated on an a priori assumption of modular
structure within the cognitive system. Ultimately, this was
thought to lead to the identification of the components of
cognition.
Recently, behavioural impairments found in developmen-
tal disorders have often been interpreted within the same
cognitive neuropsychology framework (see, e.g., Baron-
Cohen 1998; Leslie 1992; Temple 1997). In this case, there
is an inference that selective behavioural impairments re-
veal discrete components of the cognitive system that have
not developed properly, for example, the purported defec-
tive “theory of mind” processor in autism (Leslie 1992), or
the defective phonological processor in dyslexia (Frith
1995). However, the extension of the cognitive neuropsy-
chology framework to interpret developmental disorders
has proved controversial. Indeed, some researchers (Bishop
1997a; Karmiloff-Smith 1997; 1998) have argued that the
process of development itself violates key assumptions of
the static cognitive neuropsychology model and thus inval-
idates the direct inference from impairment to cognitive
structure.
Our aim in this article is to evaluate this debate from the
perspective of connectionist modelling of cognitive pro-
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cesses. This is a useful perspective because such models
have been employed to capture both acquired deficits
(when models of adult performance are damaged) and 
developmental deficits (when initial computational con-
straints are altered in models of typical development).
Connectionist models therefore provide a concrete com-
putational basis on which to anchor a debate on the poten-
tial causes of each type of deficit.
From the stance of the behavioural outcome, the impair-
ments found in cases of acquired and developmental disor-
ders can look very similar. For example, in relation to types
of dysgraphia, dyslexia, and dyscalculia, Temple (1997, p. 324)
comments that “were one to give the data from adult and
child cases to a cognitive neuropsychologist and ask the
question, which are the adults and which the children, there
are no apparent criteria by which to distinguish them.”
One might take this similarity in behaviour as an indica-
tion that the two types of disorder are linked at a deeper
level, namely, that they share a similar underlying cause.
For example, where one can appeal to a static information-
processing model of the adult system, one might charac-
terise an impairment in the adult case as corresponding to
selective damage to one (or more) processing components,
and an impairment in the developmental case as a failure of
one (or more) components to be properly acquired. Tem-
ple (1997) offers just such a characterisation for cases of de-
velopmental prosopagnosia (pp. 139 and 141), as well as two
subtypes of developmental dyslexia (pp. 192 and 206), de-
velopmental disorders of spelling (pp. 238 and 244), and de-
velopmental dyscalculia (pp. 285–86).
In this target article, we argue that such a causal link 
between acquired and developmental disorders can only
occur if, for a given domain, a very particular kind of de-
velopmental account holds true. In most cases where re-
searchers have linked acquired and developmental disor-
ders, the required developmental account has not been
argued for, but merely assumed.
Our aim in the computational part of this article (Section
5) is to characterise the conditions that must hold in a de-
veloping cognitive system for acquired and developmental
disorders to be linked at a causal level. We demonstrate by
simulation that, in the absence of a precise developmental
account of a cognitive system, behavioural data alone may
be insufficient to infer underlying functional structure from
a pattern of impairments. As a result, we argue that re-
searchers working with developmental disorders must com-
pare their data against developmental rather than static
models, even though those static models may be appropri-
ate for explaining patterns of acquired deficits in normal
adults.
First, however, we introduce two concrete examples of
domains in which explicit links have been drawn between
acquired and developmental impairments. These are the
domains of dyslexia and English past tense formation. For
current purposes, these areas are important not only be-
cause they illustrate how explicit the claims have been
about the relation between acquired and developmental
impairments, but also because both areas have been the fo-
cus of substantial computational modelling work exploring
the possible underlying causes of those impairments.
2. Comparisons of acquired and developmental
deficits in two domains
2.1. Dyslexia
When adults experience difficulty in reading following
brain damage, their patterns of behavioural impairments
can be described according to several subtypes. Two sub-
types are of particular relevance. In acquired phonological
dyslexia, patients demonstrate particular difficulty in read-
ing nonwords. In acquired surface dyslexia, they show a
deficit in reading exception words, where the pronunciation
cannot be predicted from the usual letter-to-sound corre-
spondence. For these exception words, patients tend to 
display errors of regularisation, for example, gauge pro-
nounced as “gorge,” trough as “truff,” come as “kome,” and
quay as “kway” (Shallice et al. 1983).
Cognitive neuropsychologists have interpreted these two
patterns as reflecting specific damage to independent sub-
components of the skilled reading system. The traditional
information-processing model of the skilled reading system
proposes that three processing routes link print to sound
(see, e.g., Patterson & Shewell 1987; Temple 1997). One
route decomposes written words into their component
graphemes and constructs a pronunciation via a system of
grapheme-to-phoneme correspondences. This is called the
nonlexical or phonological route. A second direct or lexical
route recognises the whole written word form and uses this
representation to recover the whole-word pronunciation. A
third, semantic, route uses the written word form to recover
the word’s meaning, and this semantic representation is
then used to recover the word’s pronunciation.
Assuming this model, acquired phonological dyslexia can
be interpreted as a normal adult reading system that has ex-
perienced damage to the grapheme-to-phoneme process-
ing route; existing words can be read via the whole-word
recognition routes, but reading of nonwords is impaired.
Acquired surface dyslexia, however, can be interpreted 
as an adult system that has experienced damage to both
whole-word recognition routes. Words can only be read via
decomposition into component graphemes and the appli-
cation of grapheme-phoneme correspondences, resulting
in the regularisation of exception words.
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The patterns of errors defining these two subtypes of
dyslexia have been reported in children, both in single case
studies and in group studies (see, e.g., Castles & Coltheart
1993; Manis et al. 1996). Researchers have employed sim-
ilar explanations in the developmental case – once more ap-
pealing to the structure of the adult reading system, but
now replacing the notion of “specific damage” with the no-
tion of “a specific failure to develop.” Therefore, in devel-
opmental phonological dyslexia, children may be “having
difficulty with [acquiring] one or more components of the
nonlexical route” (Coltheart et al. 2001) or they may exhibit
an overall system with “relatively normal development of
semantic, lexical, and direct reading systems but with im-
pairment in the acquisition of the phonological reading
route” (Temple 1997, p. 206). In developmental surface
dyslexia, children may be having difficulty acquiring “one
or more components of the lexical route” (Coltheart et al.
2001), or they may exhibit a reading system in which the
“direct and semantic reading routes have failed to become
established properly” (Temple 1997, p. 192).
2.2. Past tense formation
Our second example comes from the domain of inflectional
morphology, and in particular the formation of the English
past tense. Once again, a model has been proposed for the
functional structure of the adult system in which separate
subcomponents tackle different aspects of the task (Pinker
1991; 1999). One component is claimed to be responsible
for forming the majority of past tenses that conform to a
rule (“add -ed”) and for generating past tenses for novel
verbs (wug-wugged). A second component memorises in-
dividual past tense forms, particularly those that are excep-
tions to the rule (e.g., go-went, sleep-slept, hit-hit, etc.).
In cases of acquired aphasia and in neurodegenerative
diseases, adults can exhibit dissociations between perfor-
mance on regular and exception past tense formation. Pa-
tients with nonfluent aphasia can be worse at producing and
reading regular past tense forms than exception forms,
whereas patients with fluent aphasia can be worse at pro-
ducing and reading exception forms than regular forms
(e.g., Tyler et al. 2002a; 2002b; Ullman et al. 1997; in press;
though, see Bird et al. 2002). Similarly, patients with Par-
kinson’s disease can make more errors producing regular
and novel -ed forms than exception forms, whereas patients
with Alzheimer’s disease can make more errors producing
exception past tense forms than regular past tense forms
(Ullman et al. 1997; Ullman, in press). Assuming the dual-
mechanism model of the adult system, these patterns of ac-
quired deficit are taken to reflect selective damage to either
the rule-processing component or the exception memori-
sation component.
Once again, parallel impairments have been reported in
the developmental domain, in this case in two develop-
mental disorders with a genetic origin, Specific Language
Impairment (SLI) and Williams syndrome (WS). Ullman
and Gopnik (1999) and van der Lely and Ullman (2001) re-
ported that children with SLI perform poorly on past tense
formation tasks and show a much smaller advantage of reg-
ular past tense formation over exception past tense forma-
tion – interpreted as a relative impairment in regular past
formation. However, Clahsen and Almazan (1998) reported
that children with WS exhibit a specific difficulty with gen-
erating exception past tense forms.1 Pinker (1999) offered
an interpretation of these respective findings in terms of the
adult model: SLI represents a case where the mutation of
certain genes interferes with the development of the abil-
ity to inflect new and uncommon regular verbs. WS repre-
sents a case where the rule-based computational mecha-
nism is intact but the memory mechanism for storing
exception verbs is specifically impaired. Together these dis-
orders are argued to represent a “genetic double dissocia-
tion . . .  the first group of children rarely generalise the
regular pattern; the second group of children generalise it
freely” (Pinker 1999, p. 262).
Both the examples of dyslexia and past tense formation
illustrate the way in which developmental impairments are
often interpreted by appealing to the structure of adult
models. They show, too, how the central double dissocia-
tion logic of adult cognitive neuropsychology has been ex-
tended to developmental cases. Dissociable behavioural
impairments are taken as evidence of independent under-
lying mechanisms, by virtue of the claimed independent
failure of those mechanisms to develop properly. We turn
now to consider why the validity of this extension is ques-
tionable, before examining specific computational imple-
mentations of deficits in these target domains.
3. Is the cognitive neuropsychology framework
appropriate for the interpretation of
developmental disorders?
3.1. Development in a “static” framework
When acquired damage causes selective cognitive deficits
in normal adults, these deficits occur against a background
of hitherto normal function. (This is also the case for ac-
quired deficits in children, at least at the time of insult.)
Such cognitive systems are hence discussed in terms of the
cognitive mechanisms or processes that have become im-
paired compared to those that have remained intact.
When selective behavioural deficits are identified in de-
velopmental disorders, they are frequently characterised in
the same way, in terms of developmental impairments
against a background of normal development. We will refer
to the second half of this characterisation as the assumption
of Residual Normality. This is the assumption that, in the
face of a selective developmental deficit, the rest of the sys-
tem can nevertheless develop normally and independently
of the deficit. It is this developmental assumption that al-
lows researchers to relate patterns of deficits in develop-
mental disorders to static models of the normal cognitive
system. Because patterns of deficits are usually identified in
older children, adolescents, or adults with the develop-
mental disorder, static models of the normal adult system
are often deemed an appropriate point of reference. In
principle, however, deficits identified in the younger child
could be compared against a static model of the normal sys-
tem for the appropriate stage in development, were such a
model to exist. In either case, the essential point here is that
the assumption of Residual Normality permits develop-
mental deficits to be compared against functional models
that themselves have no developmental component.
The assumption of Residual Normality has been widely
deployed in the study of atypical development, including in
the case of disorders such as autism, WS, SLI, dyslexia,
dyscalculia, Gilles de la Tourette syndrome, and develop-
mental prosopagnosia. The following quotes illustrate three
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explicit renditions of the claim for Residual Normality in
developmental disorders:
I suggest that the study of mental retardation would profit from
the application of the framework of cognitive neuropsychology
(e.g., McCarthy & Warrington 1990; Shallice 1988). In cogni-
tive neuropsychology, one key question running through the in-
vestigator’s mind is “Is this process or mechanism intact or im-
paired in this person?” . . . In fact researchers in mental
retardation have been searching for intact versus impaired cog-
nitive processes for quite some time without discussing this in
terms of modularity. (Baron-Cohen 1998, p. 335, emphasis
added; and Footnote 1)
The analysis of the developmental dyslexias offered by the
dual-route model is that, just as each of the two routes can be
selectively affected by brain damage with the other remaining
intact, it is possible for a child to have difficulty acquiring one
of the routes, with the other being acquired at a normal rate.
(Coltheart et al. 1993, p. 591, emphasis added)
Within modular theories, the linguistic performance of sub-
jects with [developmental] language impairments may reflect
the architecture of the normal system but with selective com-
ponents of this system under- or over-developed. (Clahsen &
Temple 2002, emphasis added)
It is interesting that Residual Normality (henceforth RN)
is less frequently deployed as a developmental hypothesis
in pediatric neuropsychology. For children with acquired
brain damage, the clinically driven focus is usually on re-
covery. Researchers tend to eschew static models and ex-
plore the effect of cerebral insult to the potentially plastic
process of development. Because structural damage is seen
in the context of a dynamic and interactive developmental
process, there is recognition of the possible influences of
compensation within the cognitive system and of disruption
to the acquisition of further cognitive skills, as well as fam-
ily and social factors (Anderson et al. 2001b; see Thomas
2003, for discussion). If the undamaged part of the cogni-
tive system compensates or alters across development in re-
sponse to the part that has suffered a selective deficit, the
undamaged part may not follow the normal path of devel-
opment, in which case RN would not hold.2
However, researchers in developmental disorders of a ge-
netic origin routinely deploy RN in their explanations, as we
have seen in the cases of SLI, WS, and dyslexia. This is prob-
ably because of the fact that such disorders are used (in part)
for theoretical purposes within the cognitive neuropsychol-
ogy framework, as a source of evidence about the structure
of the normal cognitive system (and because of the genetic
origins, about the potential innateness of that structure). RN
is an assumption (often implicit) about how development
takes place. But, is it likely to be correct? In Section 3.2, we
consider two opposite claims. First, we examine the claim
that no answer to the preceding question is necessary: From
the perspective of cognitive neuropsychology, development
can be ignored in the study of behavioural deficits in devel-
opmental disorders. Second, we consider the claim that, not
only must development be incorporated, but that when it is,
the assumptions required to use the cognitive neuropsy-
chology framework are fatally undermined. We then pro-
pose a resolution of these two opposing positions.
3.2. Development and modularity
Jackson and Coltheart (2001) have recently defended the
use of the cognitive neuropsychology framework for study-
ing developmental disorders. They have argued that the
process of development is not relevant to identifying intact
and impaired processes in a cognitive system, so long as
modularity can be assumed for that system. In their view,
the framework is equally suitable in both acquired and de-
velopmental cases for establishing what they call the prox-
imal cause of the behavioural impairment. By this they
mean “what is wrong with the cognitive system right now,”
irrespective of whether the original cause was brain dam-
age, atypical development caused by a genetic abnormality,
or even poor schooling. These latter causes are what Jack-
son and Coltheart term distal. They maintain that the dis-
tal causes of an impairment are potentially independent of
the common proximal cause, allowing one to consider ac-
quired and developmental deficits within the same frame-
work. Although Jackson and Coltheart agree that a full ex-
planation will involve both proximal and distal causes, they
defend the cognitive neuropsychology framework as the ap-
propriate way to reveal the proximal cause of any behav-
ioural impairment, independent of distal causes.
Jackson and Coltheart discuss the case of phonological
dyslexia, which, as we saw earlier, is defined by a difficulty
in reading novel words. They argue that, in relation to the
traditional cognitive model of reading, both acquired and
developmental phonological dyslexia can be assigned the
same proximal cause, namely, a problem with the process-
ing route that maps graphemes to their respective pho-
nemes (the “GPC” route). What differs in the acquired and
developmental cases is the distal cause, respectively, brain
damage and some developmental (perhaps genetic) anom-
aly. In short, these authors argue strongly that synchronic
similarities in behavioural deficits between acquired and
developmental cases can be linked by a common underly-
ing cause at a cognitive level of description, and that this
cognitive cause can be established by the methods of cog-
nitive neuropsychology.
The extension of the cognitive neuropsychology frame-
work to developmental disorders has, however, been criti-
cised on three main grounds (Bishop 1997a; Karmiloff-
Smith 1997; 1998). The first criticism is that the framework
unnecessarily warps the type of data that are collected in
the developmental case by focusing on the search for spe-
cific deficits, only superficially examining areas of pre-
sumed intactness. The second criticism is that the frame-
work is unable to comment on one of the key contributory
causes of the patterns of behavioural impairments found in
developmental disorders, namely, the process of develop-
ment itself. Where different developmental hypotheses ex-
ist for a given impairment, the cognitive neuropsychology
framework cannot distinguish between them. The third
criticism is that the assumption of a universal modular
structure in the cognitive system on which the framework
relies may not hold in the developmental case. We briefly
look at each claim in turn.
First, Bishop (1997a) has argued that developmental and
acquired disorders require empirical approaches with dif-
ferent emphases. Although researchers in adult cognitive
neuropsychology look for single cases showing dissociations
between cognitive abilities (as existence proofs of their dis-
sociability), developmental disorders are likely to show pat-
terns of associated impairments as a consequence of cas-
cading effects of early deficits on subsequent development.
Particular developmental disorders will be best identified
by seeking consistent patterns of associated impairments in
group studies. Karmiloff-Smith (1997; 1998) argues that,
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particularly for disorders of a genetic origin, behavioural
impairments at the end of development are likely to be the
outcome of an extended atypical developmental trajectory,
determined in part by the initial structural anomalies in the
cognitive system and in part by the interactions of that sys-
tem with its environment. She argues that, methodologi-
cally, researchers should not search exclusively for selective
deficits at the end of the developmental process but should
also seek differences in infancy, where the origins of the
atypical trajectory may be revealed.
Second, both Bishop and Karmiloff-Smith claim that the
cognitive neuropsychology framework is impoverished in
the developmental domain by its exclusion of the develop-
mental process as an explanation of patterns of behavioural
impairments in the adult state. For Bishop (1997a), these
processes include top-down as well as bottom-up interac-
tions between cognitive subsystems during development,
compensatory processes, and timing differences that may
lead to changes in the patterns of impairment over time. As
an example of the latter, she points to the hypothesis that in
children with SLI, early problems in auditory discrimina-
tion that occur at a crucial stage in language development
cause a lasting legacy of language impairment, even if the
auditory problems subsequently resolve themselves and are
undetectable. Karmiloff-Smith (1997; 1998) argues that the
causes of behavioural impairments in developmental disor-
ders are likely to be found in the low-level computational
properties of the neonate brain, such as atypical neuronal
firing levels or local connectivity. Such low-level differences
can only lead to behavioural impairments via the develop-
mental process, a process that may exaggerate some initial
computational differences but attenuate others, depending
on the nature of the domain. In the former case, the devel-
opmental process itself must be considered a key cause of
the subsequent impairments.
In response to this criticism, it is worth noting Jackson
and Coltheart’s (2001) position that the cognitive neu-
ropsychology framework is not designed to comment on
distal causes of deficits such as development, merely on the
proximal causes, that is, the functional deficits shown in the
current state. As such, the cognitive neuropsychology frame-
work simply does not have the power to address the ques-
tions of concern to Bishop and Karmiloff-Smith.
The third criticism of the extension of the cognitive neu-
ropsychology framework to developmental disorders is po-
tentially the most serious. The only necessary a priori as-
sumption required to employ that framework is that in
many domains the cognitive system is modular, so that se-
lective deficits in behaviour may be traced to independent
functional components. Bishop (1997a) has suggested that
two of the defining properties of modules – innateness and
imperviousness to top-down feedback – are clearly chal-
lenged by processes of development. Some cognitive abili-
ties acquired by children are not innate, and top-down pro-
cessing is used a great deal by children when they are
performing cognitive tasks. There are problems with this
criticism that concern the precise definition of what consti-
tutes a module. Fodor (1983) identified several possible
characteristics of modules (that they be domain specific, in-
nately specified, informationally encapsulated, fast, hard-
wired, autonomous, and not assembled). However, none of
these was stipulated as a necessary property, rather, those
likely to be associated with modular processing (Coltheart
1999). There has been significant disagreement concerning
the key properties of a module, if indeed modularity is to
remain a single explanatory concept (Thomas & Karmiloff-
Smith 1999). For example, for Fodor (2000), the most impor-
tant property is encapsulation; for Coltheart, it is domain
specificity. Until there is agreement on what constitutes a
functional module, it will prove difficult to demonstrate
whether development violates the necessary conditions and
so clearly undermines the use of the cognitive neuropsy-
chology framework to explain developmental disorders.
However, a more grave criticism lies in wait. Even if we
accept a (loose) notion of modularity, it may be that in some
types of developmental disorders, individuals do not share
the same set of functional modules as in the normal cogni-
tive system. Karmiloff-Smith (1998) argues that neuro-
biological evidence of the development of neocortex in 
infants strongly suggests that genes do not code directly 
for high-level cognitive modules, but that processing struc-
ture is emergent and experience-dependent, the outcome
of a developmental process. The implication is twofold.
First, if modular structure is the product of development
(Karmiloff-Smith 1992), in cases of atypical development,
the resultant modular structure may not be the same as in
the normal adult case. Second, even if early damage is lim-
ited to a specific cognitive component, if the modular struc-
ture of the cognitive system is sensitive to experience, com-
pensation may occur elsewhere in the system, altering the
function of the initially intact components.
We can illustrate this idea with reference to Jackson and
Coltheart’s own example, phonological dyslexia. Recall that
these authors attribute the impairment in nonword reading
in the developmental and acquired cases of this disorder to a
common proximal cause, an impairment to the GPC route in
the traditional model of adult performance. However, in the
pure case of the disorder, this common proximal cause is ac-
tually shorthand for “the GPC route is impaired and the lex-
ical routes are functioning normally.” In cases of adult brain
damage, this seems possible. But in the developmental case,
Bishop and Karmiloff-Smith’s position is that problems with
the GPC route may also lead to differences in the way in
which the lexical routes themselves develop. Under this view,
the developmentally disordered system could comprise a
GPC route and two lexical routes,3 all of which are function-
ing atypically. Together, however, these routes would then
manifest a behavioural impairment in nonword reading.
The extent to which modular structure can vary in cases
of atypical development is currently an open question (see
Tager-Flusberg 2000 for discussion). Indeed, the degree of
plasticity across different cognitive systems and their un-
derlying neural substrates is an area of active investigation
(Thomas 2003). For example, it remains to be seen whether
limits to plasticity are different in cases of acquired damage
in early childhood than in individuals with genetic devel-
opmental disorders. Nevertheless, if a common modular
structure cannot be assumed, it is evident that develop-
mental disorders cannot be straightforwardly related to sta-
tic models of the normal cognitive system. It is therefore of
key importance to understand how modular structure
emerges and to what extent this process can be disrupted.
3.3. A reconciliation
Jackson and Coltheart’s (2001) claim that it is possible to
study independently the endstate of a developmental dis-
order (proximal cause) and the developmental process by
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which it was reached (distal cause) must be considered
carefully. Although it may be possible to study them inde-
pendently, they are not in fact independent but are mutu-
ally constraining. It would be unwise to characterise the
endstate of a cognitive system in a form that could not be
reached by a feasible developmental process (Piaget 1971).
This point does not just apply to the study of developmen-
tal disorders. In the same way, theories within normal cog-
nitive psychology and normal developmental psychology
must be mutually constraining, despite existing as separate
fields of inquiry.
Is Residual Normality a feasible type of developmental ac-
count? Is it realistic to expect developmental patterns of spe-
cific deficits to stand against a background of normal modu-
lar function? Karmiloff-Smith and colleagues have argued
that a priori, the effects of genetic abnormalities are likely to
be widespread throughout the brain and unlikely to be iso-
lated to single high-level cognitive modules (Karmiloff-
Smith 1998; Karmiloff-Smith et al. 2002). When marked be-
havioural deficits arise in a single domain, it is likely that the
cognitive processes underlying apparently intact perfor-
mance in other domains are also atypical in subtle ways –
which may go undetected without the sensitive testing of
abilities outside of the main behavioural impairment. Such
investigations are prompted only by a realistic developmen-
tal hypothesis. In support, Karmiloff-Smith cites examples
such as Williams syndrome, where ostensibly intact face
recognition was subsequently shown to be achieved by atyp-
ical cognitive processes (see below), and developmental
dyslexia, where motor deficits have been found in children
previously thought only to have a highly selective problem in
reading (e.g., Bishop 1990; Fawcett et al. 1996; Hill 1998).
Despite a priori leanings, one might view the issue as one
to be determined merely on empirical grounds. Are there
or are there not selective cognitive deficits in developmen-
tal disorders? Unlike modularity, RN is not an assumption
that is a priori required to employ the cognitive neuropsy-
chology framework. Instead, it is a hypothesis invoked to ex-
plain a particular set of empirical data. In this sense, Jack-
son and Coltheart are right that the characterisation of the
current deficit in a disorder could be blind to the causes of
that disorder. Should RN, therefore, be seen as a neutral
hypothesis, simply “calling the data”? The answer is no. The
reason is that theory and data collection are clearly not in-
dependent. Disorders are typically first investigated by ap-
plication of a range of standardised tests to establish which
areas show behavioural deficits and which show behaviour
in the normal range. If one has a predilection to believe 
that RN is true, the risk is that scores in the normal range 
will be accepted as final evidence of normal underlying
processes, and data collection cut short prematurely. If,
however, one is more suspicious of RN, as developmental-
ists usually are, given the interactive nature of the develop-
mental process, then there is a motivation to perform more
fine-grained analyses to establish whether apparently nor-
mal behaviour is actually being achieved by atypical under-
lying processes. If so, then deficits are not specific.
An example illustrates the point. Despite deficits in visu-
ospatial processing, face recognition in Williams syndrome
was initially reported as a “spared” ability, on the basis that
scores on standardised tests fell within the normal range
(Bellugi et al. 1994; Udwin & Yule 1991). This prompted
claims that the development of systems underlying spatial
reasoning is disrupted in WS, but the systems underlying
face perception develop normally (Pinker 1999). If one were
happy to invoke RN, one would stop at this point and per-
haps use WS in combination with developmental prosopag-
nosia as a double dissociation implying the independence
of face processing structures from general visuospatial pro-
cessing.
However, suspicion of RN in genetic developmental dis-
orders actually led to further investigation of this apparently
intact ability. Closer examination of the items within the stan-
dardised tests on which individuals with WS performed well,
and those on which they performed poorly, suggested that
their recognition of faces proceeded atypically. Specifically,
individuals with WS were better at recognising faces that
could be identified by single features than those that required
computation of configurations of features; control partici-
pants showed no such distinction (Karmiloff-Smith 1997).
Subsequent research with specially designed face stimuli
and geometrical patterns supported the hypothesis that face
processing follows an abnormal developmental course in
WS (Deruelle et al. 1999; Humphreys et al. 2002). Electro-
physiological brain imaging studies also indicate anomalous
underlying processing in WS, including reduced sensitivity
to inverted faces compared to normal faces, and an absence
of the progressive developmental pattern of right hemi-
sphere localisation found in typically developing controls
(Grice et al. 2001; Mills et al. 2000). In short, when exam-
ined in detail, a superficially intact ability turned out to be
associated with quite atypical cognitive and brain processes.
In reconciling the two opposing positions, a subtler pic-
ture emerges. The static cognitive neuropsychology frame-
work is not in principle inappropriate for the study of 
developmental disorders. For example, there is nothing in-
trinsic to the nondevelopmental approach espoused by
Jackson, Coltheart, and others that would prevent it from
verifying whether RN is true in a particular child, domain,
or disorder. Empirical data will eventually reveal if there are
selective cognitive deficits in a given case. If there are, it will
be necessary to construct and test a developmental account
in which RN holds. However, a tendency simply to assume
RN – conditioned by research in adult cognitive neuropsy-
chology where a background of normal function can often
indeed be assumed – leads to inadequate data collection.
These data are then insufficient to establish beyond rea-
sonable doubt that normal processes underlie behavioural
scores that fall within the normal range. This bias has im-
peded progress in the study of developmental disorders,
and particularly in building links to developmental cogni-
tive neuroscience, developmental neurobiology, and, ulti-
mately, the genetic anomalies that underlie many disorders.
This state of affairs has arisen because insufficient atten-
tion has been paid to the process of development itself in
the study of developmental disorders. In particular, be-
cause RN is typically implicitly assumed, there has been no
elucidation of the necessary conditions under which it
would actually hold.
4. Under what developmental conditions would
we expect to see similarities between
developmental and acquired disorders?
Acquired deficits and developmental deficits can be related
to the same model of the normal cognitive system if a com-
ponent that can be damaged in the endstate can also fail to
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develop in isolation of the entire developing cognitive sys-
tem. This will occur under the following conditions:
The process of development does not contribute to the
pattern of behavioural deficits, so damage produces an
identical effect at any stage.
There are pre-existing modules that develop indepen-
dently; so damage to one does not affect development of the
others.
If it is the case that modules emerge through a develop-
mental process (modularisation), this process can be dis-
rupted in such a way that some modules emerge normally
and some develop atypically.
By contrast, similarities between developmental and ac-
quired disorders will not occur under the following condi-
tions:
The process of development always contributes to the
precise pattern of deficits in developmental disorders (ei-
ther attenuating or exaggerating the effects of early dam-
age) and produces patterns not found in acquired damage.
The system has sufficient plasticity that compensation
occurs; undamaged systems take on the function of dam-
aged systems, perhaps suboptimally, perhaps also at some
expense to their normal function.
Module emergence is disrupted to produce a different
functional structure that shows a behavioural pattern not
found in acquired damage.
Similarities may occur between developmental and ac-
quired disorders that cannot be related to the same model
of the normal cognitive system under the following condi-
tions:
Module emergence is disrupted to produce a different
functional structure that nevertheless shows a similar be-
havioural pattern to that found in acquired damage.
The patterns of behavioural breakdown are specified not
by the structure of the cognitive system but by features of
the problem domain (e.g., in all suboptimal systems, per-
formance degrades on the hard parts of the problem before
it degrades on the easy parts).
What conditions actually hold in cognitive development?
To address this issue, we need to know the answer to sev-
eral further questions. First, how does the process of de-
velopment interact with damage to a cognitive system to
produce endstate behavioural impairments? Second, does
the process of development always play a central role in
producing the impairments—and if so, does development
tend to produce a different pattern of endstate impairments
to acquired damage in the endstate? Third, what is the ori-
gin of the specialised functional components stipulated in
adult models? If components are not innately specified,
how do they emerge through a process of development, as
in Karmiloff-Smith’s (1992) theoretical notion of emergent
modularisation? Finally, how can such a process of emer-
gent specialisation be affected or unaffected by disruption
to the computational conditions existing in the early cogni-
tive system?
These are difficult questions, and the field of develop-
mental cognitive neuroscience is some way from having an-
swers to all of them. In what follows, we explore potential
answers to these questions by examining computational
models of cognitive development. To retain a focus, we re-
strict our investigation to computational models applied to
our two target domains, reading and past tense formation,
and to research based on a single, influential class of com-
putational learning systems, that is, connectionist networks.
5. Computer modelling
The modelling section comprises three parts. In the first,
we compare the methods that researchers have used to ex-
tend connectionist models of normal development and
adult function to cases of developmental and acquired im-
pairments in reading and past tense formation. In the sec-
ond, we introduce new simulations to gauge the contri-
bution of the developmental process to producing patterns
of endstate impairments, within the framework offered 
by those models. Specifically, we investigate the extent to
which the process of development itself is a causal factor of
the specific pattern of impairments shown in a develop-
mental disorder. In the third, we use new simulations to ex-
amine the assumption of Residual Normality. In a system
with emergent specialisation of function (i.e., one exhibit-
ing modularisation), how viable is RN? Specifically, when
one component of the system is prevented from developing
normally, does the rest of the system nevertheless develop
independently and normally? If not, what are the condi-
tions under which learning systems would show RN, so that
developmental impairments could be interpreted in terms
of selective deficits to an adult model? From a behavioural
perspective, how does assuming RN affect the inferences
we can make from dissociations in behaviour to underlying
structures?
6. Connectionist models of acquired and
developmental deficits
Connectionist networks have been widely used in recent
years to construct models of cognitive processing in adults
(see e.g., McLeod et al. 1998; Rumelhart et al. 1986). Be-
cause one of the main strengths of these networks is their
ability to learn input-output functions, they have increas-
ingly been used to model the development of cognitive
processes (Elman et al. 1996; Thomas & Karmiloff-Smith
2002).4
When there exists a working model of a normal adult sys-
tem, the validity of the model can be further tested by in-
vestigating its ability to capture patterns of acquired deficits
when the model is damaged in various ways. Connectionist
models have been used to capture deficits in a number of
acquired disorders, including dyslexia, aphasia, alexia, pro-
sopagnosia, epilepsy, phantom limbs, stroke, frontal lobe
damage, unipolar depression, Parkinson’s disease, Alzhei-
mer’s disease, and schizophrenia (see, e.g., Reggia et al.
1996; Stein & Ludik 1998). Where knowledge is encoded
in the connectionist network through a training process, ac-
quired deficits are modelled by damaging the network af-
ter that training process is complete.
Where connectionist networks have been used to model
phenomena within cognitive development, this has permit-
ted the investigation of developmental disorders when de-
velopment is made to follow an atypical trajectory (Oliver
et al. 2000; Thomas & Karmiloff-Smith 2002). Although
work in this area is relatively new, models have already 
been put forward attempting to capture behavioural defi-
cits in developmental dyslexia, SLI, WS, and autism (see
Thomas & Karmiloff-Smith 2002 for a review). In develop-
mental models, knowledge is encoded in network systems
via a training process, whereby the model aims to simulate
both the developmental trajectory and the endstate abilities
of the system. In contrast to models of acquired deficits,
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changes in models of atypical development are made to the
network or to the way it learns prior to the training process.
These changes in the computational constraints of the learn-
ing system lead to atypical trajectories of development and
an endstate performance that may exhibit behavioural im-
pairments.
The contrast between connectionist models of acquired
and developmental disorders is a fairly clear one. In the ac-
quired case, damage of some sort is applied to the model at
the end of a training process. In the developmental case, it
is applied prior to the training process.5 Immediately one
might ask, do modellers use the same kind of damage in
each case, and does this damage cause the same behav-
ioural impairment? If the answer to both is yes, one might
conclude that the developmental process plays a limited
causal role in generating the pattern of behavioural impair-
ments.6 However, if the answer is no, and different impair-
ments result from the same damage in the two cases, then
the implication would be that the developmental process is
an important component in determining the pattern of im-
pairments in developmental disorders. In the Sections 6.1
and 6.2 we consider this question in relation to connec-
tionist models of reading and past tense formation.
6.1. Connectionist models of reading
Connectionist models of reading assume that the computa-
tional problem in this domain is to learn to map between
representational codes of the written form of a word, the
spoken form of a word, and the word’s meaning (Plaut et al.
1996; Seidenberg & McClelland 1989). Typically, this in-
volves three connectionist networks, one to map from or-
thography to phonology, one to map from orthography to
semantics, and one to map from semantics to phonology (al-
though in many models only the first of these networks is
implemented; see Harm & Seidenberg 2001 for an excep-
tion). Each network has a three-layered structure, com-
prising an input layer, an output layer, and a layer of hidden
units in between. Some models employ recurrent connec-
tions that allow cycling activation patterns so that the model
will settle into a stable output state. Sometimes a layer of
“clean-up” units is connected to the output layer to aid this
settling process (see, e.g., Harm & Seidenberg 1999; 2001).
Within these models, acquired dyslexia is produced by
different kinds of damage to the trained model. Acquired
surface dyslexia, a deficit in reading exception words, has
been modelled by damaging the network that maps or-
thography to phonology, via the removal of hidden units or
the severing of connections (Patterson 1990; Patterson et
al. 1989). Such damage produces a greater impairment on
reading exception words than regular words. However, fail-
ures of this approach to fit more extreme patterns of sur-
face dyslexia subsequently led to the claim that exception
word reading might be achieved via an indirect semantic
route, particularly in the case of low-frequency words. Ac-
quired surface dyslexia might represent damage to this in-
direct route, so naming must proceed via the orthography-
to-phonology route alone, a route that has not learned to
name low-frequency exception words and, as a result, reg-
ularises them (Patterson et al. 1996; Plaut et al. 1996; see
Coltheart et al. 2001 for discussion).
Previously, acquired phonological dyslexia was not ex-
plicitly simulated within these learning models because, in
theoretical terms, it corresponded to selective damage to
the entire orthography-to-phonology network; because most
models only implemented the orthography-to-phonology
network itself, such a lesion was outside their scope. Theo-
retically, lesioning the direct orthography-phonology route
would mean that reading must be accomplished primarily
or exclusively via the semantic route, so that novel words
without a stored meaning would be severely impaired.
However, recently Harm and Seidenberg (2001) have im-
plemented the full connectionist reading model, including
pathways between phonology, orthography, and semantics.
The authors report a manipulation intended to simulate 
acquired phonological dyslexia, whereby noise is added 
to processing within the phonological component of the
model (i.e., the phonological output units and associated
clean-up units). Harm and Seidenberg demonstrate how
this impairs the nonword reading of the model much more
severely than its reading of words in the training set (Harm,
personal communication, June 2001). It also accounts for
several effects found in the nonword reading of acquired
phonological dyslexics that were previously taken as sup-
port for the traditional model of reading.
Doubts have been raised as to the full developmental 
validity of several of these connectionist reading models.
Nevertheless, we consider them here for their insight into 
systems that acquire representations appropriate for a cog-
nitive domain through a learning process. Patterns of de-
velopmental dyslexia have been simulated by applying the
relevant damage prior to this learning process. Thus surface
dyslexia has been simulated in a number of models by re-
moving units from the hidden layer in the orthography-to-
phonology network prior to training (Harm & Seidenberg
1999; Plaut et al. 1996; Seidenberg & McClelland 1989).
This damage produces a greater impairment in exception
word reading than regular word reading or nonword read-
ing, particularly for low-frequency exception words. Be-
cause exception word performance generally lags behind
regular word performance during training, some authors
have also simulated poorer performance in reading excep-
tion words simply by giving the network less training or less
efficient training (Bullinaria 1997; Harm & Seidenberg
1999).
Developmental phonological dyslexia has been simu-
lated in two main ways. The first approach reflects a prior
claim that developmental phonological dyslexia may corre-
spond to phonological representations (and perhaps ortho-
graphic representations as well) that have insufficient com-
ponentiality (Manis et al. 1996; Plaut et al. 1996). Harm and
Seidenberg (1999) implemented this proposal by restrict-
ing the computational properties of the phonological 
component of their model (the phonological output layer,
its recurrent connections, and its clean-up units). Their ma-
nipulations included the removal of the clean-up units 
and severing half the recurrent connections between the
phonological units, or restricting the size of the weights in
the recurrent connections, or making computations within
the phonological component more noisy. All of these re-
sulted in poorer nonword reading, and some impacted on
exception word reading as well. Brown (1997) also demon-
strated that when both orthographic representations and
phonological representations are deliberately constructed
with reduced componentiality, reduced nonword reading is
found at the end of training.
The second approach seeks to constrain the nature of the
computational function that can be learned between orthog-
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raphy and phonology. For example, Zorzi et al. (1998) have
argued that the reading system is better conceived of as in-
cluding a network in which orthographic representations are
directly connected to phonological representations. Lack of
these direct connections in the initial architecture, and the
presence only of a route mediated by hidden units, pre-
vented their network from learning a simple function relat-
ing orthography and phonology, and so generalisation was 
reduced. Brown (1997) used another constraint on the com-
putational function by employing several three-layer net-
works with progressively reduced numbers of hidden units
and comparing them when their performance on regular and
exception words was matched. (By necessity, this meant that
the networks with fewer hidden units had experienced more
training.) Networks with fewer hidden units were unable to
learn a robust function linking orthography and phonology
and so showed poorer nonword reading.
In summary, both surface and phonological dyslexia per-
mit a direct comparison between simulations of the ac-
quired and developmental forms. In the case of surface
dyslexia, initial approaches used the same method, the re-
moval of hidden units and/or connections, to simulate the
same impairment, namely, a deficit in exception word read-
ing. Recently, acquired accounts have appealed to the en-
tire lesion of unimplemented routes. In the case of phono-
logical dyslexia, several methods have been used to simulate
the developmental impairment, including either altering
phonological and/or orthographic representations, or con-
straining the computational function that the network can
use to link orthographic and phonological codes. One
method used by Harm and Seidenberg (1999), the addition
of noise to processing within the phonological component of
the model during training, was also used by Harm and Sei-
denberg (2001) to simulate acquired phonological dyslexia,
where such noise was added to a normally trained model. In-
deed, Harm and Seidenberg (2001) specifically comment
that the “form of impairment is identical” in the two cases
(p. 80). In short, on the basis of connectionist models of
reading, one might conclude that the same form of damage
before and after training creates the same behavioural
deficit – as if the developmental process itself contributed
nothing to the nature of that behavioural deficit.
6.2. Connectionist models of past tense formation
Connectionist models of past tense formation assume that
the computational problem in this domain is to learn to map
between representational codes of the phonological form of
the stem of a verb and a phonological form of that verb’s
past tense (Plunkett & Marchman 1993; 1996; Rumelhart
& McClelland 1986), sometimes in the presence of the
verb’s semantic representation (Hoeffner 1992; Joanisse &
Seidenberg 1999), and sometimes in the presence of more
restricted semantic information (MacWhinney & Leinbach
1991; Plunkett & Juola 1999).
Joanisse and Seidenberg (1999) sought to simulate two
kinds of acquired deficits in their model of past tense for-
mation, either an impairment in producing regular past
tense forms (found in cases of nonfluent aphasia and Parkin-
son’s disease), or an impairment in producing exception past
tense forms (found in cases of fluent aphasia and Alzhei-
mer’s disease). Impairment to the formation of regular past
tenses was achieved by randomly severing connections be-
tween the phonological output layer and that layer’s bank of
clean-up units in the trained network. However, the fit to pa-
tient data was not ideal here, because the model showed a
much larger decrement in extending the past tense rule to
novel items (e.g., wug-wugged) than on the formation of ex-
isting regular past tenses (e.g., talk-talked). Patients, how-
ever, can show similar decrements to both (e.g., Ullman et
al. 1997).7 It is possible that formation of existing regular
past tenses was driven too much by word-specific informa-
tion because the model was trained only on a single inflec-
tional paradigm. In a larger model in which individual words
can be inflected in several different ways, regularities may
be pushed further into the phonological part of the network,
such that regular verbs would also be amenable to selective
damage. Impairment to the formation of exception past
tenses, however, was achieved by randomly severing con-
nections between the semantic representations and their
clean-up units in the trained model, while adding noise to
the semantic activation level. This gave a good fit to patient
data (though, see Tyler et al. 2002a).
Developmental problems with regular past tense forma-
tion have been reported in SLI, although recently Ullman
and collaborators have argued that the deficit is relative, in
that the normal advantage for regular verbs over exception
verbs is much reduced and most past tense forms are unin-
flected (Ullman & Gopnik 1999; van der Lely & Ullman
2001). Hoeffner and McClelland (1993) sought to simulate
the developmental regular verb deficit by altering the
phonological representations of their model prior to train-
ing. The phonological representations were changed in line
with a hypothesis that individuals with SLI have difficulty
processing fast-changing auditory signals, which particu-
larly impairs perception of phonemes such as /t/ and /d/
(e.g., Tallal & Stark 1981; though, see Bishop et al. 1999b;
Joanisse & Seidenberg 1998). Both these phonemes are 
involved in marking the regular past tense form in English.
In the model, word final stops and fricatives were given
weaker representations in the normal case to reflect their
lower salience. In the impaired model, the overall strength
of the phonological representations was weakened, exag-
gerating the disadvantage of word final stops and fricatives.
When the model was trained with these altered represen-
tations, the result was poorer performance on past tense
formation, such that regular past tenses showed a greater
impairment than exceptions, and the predominant error
pattern was a failure to inflect the verb stem. Moreover, just
as in SLI, the model showed an impairment on morphemic
phonemes (e.g., the final /d/ in cared) but not phonologi-
cally identical phonemes that were nonmorphemic (e.g.,
the final /d/ in card). The model was able to produce a dif-
ferential impairment for regular verbs in its trained state,
but did not successfully simulate the very low and equal
performance on both regular and exception verbs (see Ull-
man & Gopnik 1999 for further discussion of the model).
Joanisse (2000) attempted to simulate the pattern of SLI
data by applying processing noise to the phonological rep-
resentations of his past tense model throughout the train-
ing process. Here, the model’s level of correct performance
on regular, exception, and novel verbs was closer to that
shown in recent empirical data (van der Lely & Ullman
2001), with low scores on all types. However, the model did
not reproduce the predominant error pattern of unin-
flected stems found in SLI, suggesting that a future model
needs to incorporate aspects of both the Joanisse and the
Hoeffner & McClelland models.
Thomas & Karmiloff-Smith: Are developmental disorders like cases of adult brain damage?
BEHAVIORAL AND BRAIN SCIENCES (2002) 25:6 9
In Williams syndrome, it was initially reported that there
was a selective deficit in forming the past tense of exception
verbs (Clahsen & Almazan 1998). However, a larger study
suggested that this apparent deficit was actually a con-
sequence of language delay, because performance on ex-
ception verbs lags behind that on regular verbs in normal
development, and language is typically delayed in WS
(Thomas et al. 2001). When language delay was controlled
for in this latter study, the greater deficit on exception verbs
in WS disappeared. The Thomas et al. study did, however,
reveal reduced generalisation of the past tense rule to novel
forms in WS, a pattern which persisted even when language
delay was controlled for. Using a past tense network that
mapped from verb stem to past tense form in the presence
of semantic information, Thomas and Karmiloff-Smith (in
press) explored the manipulations to the normal model that
could reproduce this pattern of developmental data. Vari-
ous claims have been made proposing that there are subtle
deficits to the language system in Williams syndrome.
These include the proposals that language development
may be “hyper-phonological,” relying to a greater extent on
phonological than lexical-semantic information (Grant et al.
1997; Vicari et al. 1996a; 1996b; Volterra et al. 2001), that
the phonological representations themselves may be atypi-
cal and perhaps rely on sensitive auditory processing
(Karmiloff-Smith et al. 1997; Majerus et al. 2001; Neville et
al. 1994), that lexical-semantic representations may be
atypical (Clahsen & Almazan 1998; Rossen et al. 1996;
Temple et al. 2002, or that lexical-semantics may be poorly
integrated with phonology (Frawley 2002; Karmiloff-Smith
et al. 1998).
Thomas and Karmiloff-Smith found that a manipulation
of the phonological representations that reduced their sim-
ilarity and redundancy was sufficient to reproduce the de-
lay for regular and exception past tense forms as well as the
reduction in generalisation. However, the pattern could
also be reproduced when noise was added to the informa-
tion coming from the lexical-semantic system. By contrast,
slowed learning failed to produce a reduction in generali-
sation, suggesting that delay alone was insufficient to ex-
plain the data. Although elimination or weakening of the
lexical-semantic contribution produced a selective delay
(but no final impairment) for exception verbs, it also failed
to show the reduction in generalisation. In short, manipu-
lations to phonology or to the integration of phonology and
lexical-semantics could simulate the WS data, but a manip-
ulation to lexical-semantics alone could not.
What if the WS data had shown a selective deficit in ex-
ceptions as initially reported in the syndrome – could the
model have shown this pattern? Performance on exception
verbs could be preferentially delayed under at least two
conditions: by attenuating lexical-semantic input, or by re-
stricting the computational complexity of the representa-
tions the system could learn (e.g., by employing a two-layer
network or by reducing the numbers of hidden units by a
certain calibrated amount). However, in both cases, the de-
lay was not associated with an endstate impairment. The
only way to achieve such a final deficit in exception verbs
was to combine manipulations (e.g., attenuating lexical-se-
mantic information and slowing down learning/terminating
training at a point where regulars had reached ceiling but
exceptions had not, or attenuating lexical-semantic input
while restricting computational complexity).
In summary, for inflectional morphology, we have direct
comparisons of attempts to simulate acquired and develop-
mental deficits to both regular and exception verbs. Im-
pairments to regular verbs were simulated by damage to
phonology either prior to or following training. It is worth
noting that in the Hoeffner and McClelland model, a spe-
cific regular deficit in the developmental case was achieved
by effectively targeting information that encoded the regu-
lar rule. However, a deficit to regular performance in the
acquired case was achieved with more general damage
(putting aside, for a moment, the fact that acquired damage
impaired generalisation of the rule rather than its applica-
tion to existing verbs). For exception verbs, an acquired im-
pairment was simulated by damaging the input from se-
mantics. Similar damage in a developmental model delayed
the learning of exception past tense forms but, importantly,
failed to produce an impairment at the end of training.
Broadly, then, phonological damage targeted regular inflec-
tion/generalisation, whereas semantic damage targeted ex-
ception inflections.
6.3. Summary
What can we conclude from the detailed comparison of
models of acquired and developmental deficits in these two
domains? The results are somewhat contradictory. For both
surface and phonological dyslexia, acquired and develop-
mental approaches employed the same kind of damage to
produce the same impairment – the intervention of the de-
velopmental process did not appear to contribute to the
pattern of impairments. For impairments to regular past
tense formation, however, more specific damage was re-
quired prior to training than at the end of training to gen-
erate a specific impairment in regular past tense formation
– as if the developmental process risked changing the na-
ture of the impairment. And, indeed, for the impairment of
exception past tense forms, damage to semantic input only
produced a delay in acquiring these forms, whereas dam-
age at the end of training produced a marked behavioural
deficit. In other words, in this case the developmental
process overcame initial damage to produce a successful
outcome via an altered developmental trajectory.
Our ability to gauge the contribution of the develop-
mental process to the final impairments is compromised by
the fact that in each of the preceding cases, the comparisons
have involved separate models whose implementations
have differed in detail. No models have afforded a direct
comparison of the outcome of the same damage carried out
prior to versus following the training process. For this rea-
son, in Section 7 we describe a simulation designed specif-
ically to make such a direct comparison, something never
hitherto undertaken in the literature.
7. Simulation one: Comparing startstate and
endstate damage
7.1. Introduction
The design of the following simulations is relatively straight-
forward. We take a given problem domain and model archi-
tecture and train the model on the domain. This establishes
its “normal performance.” We then run the model in two
conditions. We either damage the model prior to its train-
ing process, or damage it following its training process. Any
difference in the pattern of impairments in the two cases
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must arise from the contribution of the training process,
that is, from development.
Three forms of damage are reported: (1) removal of a
proportion of connections from the network; (2) addition of
noise to the activation levels in the network; and (3) alter-
ation of the discriminability of the processing units, that is,
the ability of a unit to produce large changes in its activa-
tion state in response to small changes in the input it re-
ceives. All manipulations have been widely used in model-
ling both acquired and developmental deficits. For
example, lesioning of network structure has been used to
model dyslexia (e.g., Hinton & Shallice 1991; Patterson et
al. 1996; Plaut et al. 1996), alexia (Mayall & Humphreys
1996), phantom limbs (Spitzer 1996), stroke (Reggia et al.
1996), Alzheimer’s disease (Ruppin et al. 1996), prosopag-
nosia (Farah et al. 1993), schizophrenia (Hoffman 1996),
and autism (Cohen 1998). Addition of noise to processing
has been used to model dyslexia (Harm & Seidenberg 1999;
2001), SLI (Joanisse 2000), language in Williams syndrome
(Thomas & Karmiloff-Smith, in press), and Alzheimer’s dis-
ease (Joanisse & Seidenberg 1999). Alteration of unit dis-
criminability has been used to model schizophrenia (Cohen
& Servan-Schreiber 1992), executive dysfunction (Levine
1996) and the effects of ageing (Li & Lindenberger 1999).
For comparison with the preceding discussion, we test
the contribution of the training process in a domain analo-
gous to past tense formation.
7.2. Simulation details
Architecture: A three-layered feedforward network was
used, with the architecture as shown in Figure 1a.
Training set: The training set was taken from Plunkett
and Marchman (1993) and comprises an artificial language
set constructed to reflect the most important structural fea-
tures of English past tense formation. There were 500
monosyllabic verbs, constructed using consonant-vowel
templates and the phoneme set of English. Phonemes were
represented over six articulatory features, and separate
banks of units were used to represent the initial, middle,
and final phonemes of each monosyllable. The output layer
incorporated an additional two features to represent the af-
fix for regular verbs. This corresponds to a network with 18
input units and 20 output units. However, the current sim-
ulations involved removing connection weights, and Bulli-
naria and Chater (1995) have argued that when network
models are lesioned, resulting patterns of impairments can
be artefactual if very small networks are used. In an attempt
to avoid this, the representational scheme was duplicated
five times, with the addition of a small amount of noise
(whereby the binary features in each duplication had a 20%
chance of flipping their state). This preserved the nature of
the computational problem faced by the network, but in-
creased the network’s size to 90 input units and 100 output
units. Fifty hidden units were used in the hidden layer.
There were four types of verbs in the training set: (1) reg-
ular verbs that formed their past tense by adding one of the
three allomorphs of the ed rule, conditioned by the final
phoneme of the verb stem (e.g., tame-tamed, wrap-
wrapped, chat-chatted); (2) exception verbs whose past
tense form was identical to the verb stem (e.g., hit-hit);
(3) exception verbs that formed their past tenses by chang-
ing an internal vowel (e.g., hide-hid); (4) exception verbs
whose past tense form bore no relation to its verb stem (e.g.,
go-went). The token frequency of this last type of exception
verb had to be higher for the network to learn them suc-
cessfully (see Plunkett & Marchman 1991), as is the case in
real languages. As a result, this verb type experienced three
times as much training as the other types. There were 410
regular verbs, and 20, 68, and 2, respectively, of each ex-
ception verb type.
A separate set of novel verbs was constructed to evaluate
the generalisation performance of the network. These verbs
could differ depending on their similarity to items in the
training set. For simplicity, 410 novel verbs were used, each
of which shared two phonemes with one of the regular
verbs in the training set. Generalisation was evaluated de-
pending on the proportion of these novel verbs, which were
assigned the correct allomorph of the regular past tense
rule.
Learning algorithm: The network was trained with the
backpropagation learning algorithm, using cross-entropy
between the output and target as the error signal (Hinton
1989). The learning rate was 0.01, and momentum was 0.
The entire corpus was presented on each epoch, and pat-
tern update was used. Networks were trained for 5,000
epochs.
Performance measure: A nearest-neighbour method was
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Figure 1. Architectures of the models used in Simulations One
and Two. (a) Three-layer pattern associator. (b) Dual-route pat-
tern associator.
used to evaluate network performance, using a Euclidean
distance metric. For each position in the output, the pho-
neme that the set of activation values most resembled was
taken as the intended output for that position. If the re-
sulting output string was the target output, it was marked
as correct. Scores were therefore percentage correct for
each verb type.
7.3. Implementation of damage
Lesioning: Weights were probabilistically set to zero
throughout the network. The probability level determined
the severity of the lesion. A probability of 0.3 would on av-
erage lesion 30% of the connection weights. Because of dif-
ferences in sensitivity, probability levels of .01, .025, .05, .1,
.2, and .3 were used for lesions applied at the end of train-
ing (with no retraining after damage), whereas probability
levels of .5, .6, .7, .8, .9, and .95 were used for lesions ap-
plied at the beginning of training.
Noise: Noise was added to the activation levels of the units
in the hidden layer, with a gaussian distribution with mean
zero and a standard deviation that determined the severity
of the damage. Standard deviations of .025, .05, .0625, .075,
.0875, .1, .2, .3, .4, .5, .6, and .7 were used. The baseline con-
dition included no noise. Units had a maximum activation
level of 1 and a minimum of 0, and noise could not take the
activation state of a unit outside of these limits.
Discriminability: The activation of each processing unit
in the hidden and output layers was determined by the fol-
lowing equation:
where net input is the summed activation arriving at the
unit including its bias, and where the Temperature param-
eter controls the steepness of this sigmoid function (see
e.g., Hinton & Sejnowski 1986). High temperatures corre-
spond to low discriminability, whereas low temperatures
correspond to high discriminability. Values of 4 and .25
were used.
Replications. For the baseline model and for cases of
damage prior to training, results were averaged over six
runs of each network using different random seeds. Initial
weights were randomised within the range ±0.5 and pattern
presentation during training was random without replace-
ment. For cases of damage at the end of training, results
were averaged over damage to each of the six baseline net-
works. For the addition of noise and the probabilistic le-
sioning of connection weights at the end of training, results
were averaged over 10 repetitions of the damage for each
of the six baseline networks. Graphs include standard error
bars across the network replications as an indication of vari-
ability.
7.4. Results
The following graphs show performance on regular verbs,
performance on the vowel-change exception verbs, and
performance on generalisation of the regular rule. Results
for the other two exception types were similar, and so are
omitted. Baseline performance on the regular, exception,
and rule pattern types was 100%, 100%, and 77%, respec-
tively. Figure 2a shows the effect of lesioning weights be-
fore training (“startstate” damage) and after training (“end-
state” damage). For each pattern type, Figure 2 shows the
relative performance of the startstate and endstate condi-
tions for increasing levels of damage.
The results here indicate a similar pattern of impairment
for both startstate and endstate damage on regular and ex-
ception verbs. Figure 2b demonstrates that in both cases,
exception patterns suffer a greater impairment than regu-
lar patterns, echoing the surface dyslexia simulations. For
novel items, startstate lesioning initially improves generali-
sation of the rule, whereas endstate lesioning is only dele-
terious. At higher levels of startstate lesioning, however,
generalisation declines here, also. There are two major
points to note from this simulation. First, very much greater
damage is required in the startstate than in the endstate to
produce an equivalent amount of behavioural impairment.
Therefore a lesion of 2.5% of network connections in the
endstate reduces performance on regular patterns to ap-
proximately 90%, whereas a lesion of 80% of the connec-
tions in the startstate is required to produce an equivalent
deficit. Despite the fact that the same damage produces a
similar behavioural impairment here, the training process
creates a huge difference in sensitivity to damage between
the startstate and endstate conditions. This is because the
trained network is losing connections that have already
stored specific knowledge, whereas the untrained network
is reduced in its potential to learn and uses the remaining
potential to acquire the domain as best it can.
The second finding is that the relationship among regu-
lar, exception, and rule performance in the startstate and
endstate differs. For example, for a given level of perfor-
mance on regular patterns in the damaged networks, the
startstate network will show lower exception performance
and higher generalisation performance. Despite broadly
equivalent behavioural impairments, in detail the patterns
of deficit are different in the acquired and developmental
case.
Figure 3 illustrates the effect of adding noise to activa-
tion levels within the network, either once training is com-
plete or throughout training. The results once more show a
differential pattern of sensitivity, but now in the reverse di-
rection to the lesioning condition. The network is much
more sensitive to noise occurring in the startstate than it is
to noise occurring in the endstate. In the endstate, the net-
work has established its knowledge and, as a result of the
nonlinear processing units, is able to tolerate noise in pro-
cessing. As a result, performance has not yet reached floor
when noise is added with a standard deviation (SD) of .7.
However, when damage occurs in the startstate, the net-
work is never provided with a reliable rendition of the
knowledge it must learn. When noise is added with an SD
of as little as .2, no learning is possible at all. Although the
acquired and developmental phonological dyslexia models
of Harm and Seidenberg (1999; 2001) are not directly com-
parable to each other, it is interesting to note that the ac-
quired impairment was simulated by the addition of noise
an order of magnitude greater than that used to simulate
the developmental impairment, in line with the current
findings. And a similar indirect comparison of Joanisse’s
(2000) model of SLI and Joanisse and Seidenberg’s (1999)
model of aphasia in the past tense domain indicates a com-
parable requirement for greater noise in the endstate than
the startstate to produce an equivalent level of deficit.
Noise added to the endstate led to a roughly uniform
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decrement across regular, exception, and novel patterns
(e.g., from SD levels of .3 onwards). However, noise added
to the startstate led to greater impairments to exception
patterns than regular patterns. As an indication of this ef-
fect, when regular pattern performance was roughly com-
parable in the two conditions (startstate 90% with SD 
.075, endstate 87% with SD  .25), exception patterns had
fallen to 69% in the startstate against 79% in the endstate.
The similarity of the mapping between regular patterns as
well as their majority in the training set allows them to bet-
ter overcome the addition of noise in training than the more
unique and minority exception patterns. In contrast, the
ability of the network to deal with noise in the trained state
depends on the nonlinear functions within the hidden units
– units that, broadly speaking, are shared by all patterns.
Based on the relation of these different components of per-
formance, once more one must conclude that the detailed
pattern of impairments in the acquired and developmental
cases was different.
In sum, the addition of noise could produce effects that
were uniform and global in effect (across regulars, excep-
tions, and generalisation), as in the endstate, or that were
differential, as in the startstate; but, most clearly, effects
were much stronger when the damage occurred in the
startstate than when it occurred in the endstate.
Figure 4 shows the effect of changing the discriminabil-
ity of the processing units within the network. Reduced dis-
criminability has little effect when applied either to start-
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Figure 2. (a) The effect of removing connections from the network either prior to (startstate) or following (endstate) the training process
for regular, exception, and novel patterns. The x-axis plots increasing levels of damage, with much greater startstate damage (S) required
to produced an equivalent impairment than endstate (E). (b) Direct comparison of impairments on regular and exception patterns fol-
lowing startstate and endstate damage.
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state or endstate. The network can evidently compensate
for it during training or tolerate this disruption at the end
of training. An increase in discriminability also produces lit-
tle effect when applied to the startstate – once more, the
network can evidently compensate during training. How-
ever, if an increase in discriminability is applied to the end-
state, the result is a marked and selective deficit in perfor-
mance on exception patterns, dropping in performance
from 100% to 30%. Meanwhile, regular patterns only suf-
fer a minor dip in performance, and generalisation in-
creases slightly. Evidently, exception patterns rely more on
a certain level of discriminability in the processing units
than do regular patterns. On the whole, this type of dam-
age produces an impairment that is selective in the behav-
iour it impairs and only occurs when the damage is applied
to the endstate.
7.5. Discussion
This simulation addressed two issues. First, does the pro-
cess of development contribute to the pattern of deficits?
Second, does the process of development produce patterns
of deficits that are the same as those produced in acquired
damage?
With regard to the first issue, direct comparison of the ef-
fects of identical damage at startstate and endstate demon-
strated a complex relation between these two conditions, in-
dicating a significant role for the process of training. Three
different forms of damage produced three different possi-
ble relations. First, damage could produce a similar pattern
of impairment for the startstate and endstate conditions, but
the two conditions could vary in their sensitivity to the dam-
age (removal of connections, addition of noise). Second,
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Figure 3. The effect of adding noise to activation levels within the network either prior to (startstate) or following (endstate) the train-
ing processing for regular, exception, and novel patterns.
Figure 4. The effect of altering unit discriminability within the network either prior to (startstate) or following (endstate) the training
processing.
damage could produce impairments predominantly in the
startstate (addition of noise) or predominantly in the end-
state (increase in discriminability, removal of connections).
Third, damage could produce impairments that were global
(addition of noise, removal of connections) or selective (in-
crease in discriminability). This complex relationship exists
because the training process can sometimes play a crucial,
compensatory role after damage occurs to the startstate of a
learning system. However, it can play this role only to the ex-
tent that resources permit, and only to the extent that the
representation of the domain remains reliable. To the extent
that this is a valid model of cognitive development, the sug-
gestion here is that the process of development will indeed
contribute to patterns of deficits in a single system, but that
the exact contribution will depend on the type of damage
and the structure of the problem domain.8
With regard to the second issue, the results suggested
that, at most, broad similarities were evident in the deficits
caused by startstate and endstate damage, for example in
the cases of lesioning and adding noise. However, in both
cases, detailed examination revealed that the patterns of def-
icits were different – the behavioural impairments across
related measures (regular, exception, and rule) did not line
up. Again, to the extent that this is a valid model of cogni-
tive development, the results do not support the idea that
developmental and acquired deficits will produce precisely
the same patterns in a single system.
It is instructive to see why this was the case. Take the ex-
ample of lesioning the model. In the case of endstate deficits,
the decline of regular and exception patterns was more
closely tied because both pattern types shared a representa-
tional space that was being damaged. In the case of startstate
deficits, the potential representational space was reduced,
but the training process allowed the regular patterns to dom-
inate the space that was available. The result was a system in
which exception patterns were eventually squeezed out.
These two impaired systems did not share a common final
deficit because there is a distinction between a process of
deleting parts of a representational space that is already oc-
cupied and the outcome of a process of occupying a repre-
sentational space in which the initial size has been reduced.
However, the results by no means rule out the possibility
that learning systems can be damaged in different ways prior
to and following training, such that they exhibit identical end-
state behavioural impairments. Generally, one must be very
cautious about assuming identical causes in the case of iden-
tical outcomes. It is certainly the case that in connectionist
models of developmental disorders, different forms of start-
state damage can produce similar endstate behavioural im-
pairments, as we saw in the case of phonological dyslexia and
past tense formation in Williams syndrome. However, we
have not yet unearthed any convincing examples in our own
work or in the literature that startstate and endstate damage
can separately produce identical endstate deficits in these
networks. Time will tell on this point.
8. Simulation Two: Testing the assumption of
Residual Normality in a simple connectionist
learning system
8.1. Introduction
Many claims for RN relate to static adult models containing
multiple independent, functionally specialised components.
These components are supposed to fail separately under
both acquired and development damage. Claims about de-
velopmental damage, however, are quite inappropriately
applied to such models, because they are not models of de-
velopment (nor do they pretend to be). In this simulation,
we address the issue of RN in models with specialised com-
ponents that are the product of a learning process.
How do specialised processing components arise in the
cognitive system? Most connectionist models of cognitive
processes have focused on single domains—in effect, they
have been models of components within a modular system
(see discussion in Karmiloff-Smith 1992). Less work has ex-
amined how specialised components may actually emerge
from an initially undifferentiated computational substrate.
Evidence from the study of brain processes suggests that
the neocortices of newborns are less structurally differ-
entiated compared to those of adults, and that cognitive
processes are less localised in this early substrate (e.g.,
Johnson 1999). However, the key question regarding spe-
cialised structures has been whether their emergence dur-
ing development reflects the unfolding of a maturational
blueprint, whether their emergence depends entirely on
experience, or whether it reflects a gradual process of mod-
ularisation that lies somewhere between these two ex-
tremes (Karmiloff-Smith 1992; Elman et al. 1996).
In a recent review, Jacobs (1999) argues that the evi-
dence points to the experience-sensitive theory of speciali-
sation. He discusses three computational approaches that
have sought to model the experience-dependent emer-
gence of structure. In the first approach, called mixture of
experts, the initial computational system is assumed to be
computationally heterogeneous. There are components that,
while not dedicated to processing any particular content,
have different computational properties. These components
compete to perform the computations corresponding to a
new cognitive domain. The component whose computa-
tional properties best fit the demands of the domain, known
as a structure-function correspondence, will win the compe-
tition and come to specialise in processing that domain in the
future (see Jacobs 1997; Jacobs et al. 1991). In the second
approach, called neural selectionism or parcellation, the ini-
tial computational system has a surplus of connections.
However, during learning, many of these connections are
weeded out, whereas others are stabilised depending on 
usage. In addition, a locality constraint favours the stabili-
sation of connections between nearby processing units. The
result is that nearby units communicate with each other and
come to perform the same functions, whereas those far
apart do not communicate and come to specialise in differ-
ent functions (Jacobs & Jordan 1992; Johnson & Karmiloff-
Smith 1992; see Plaut, in press, for a recent application to
a cognitive model of naming and gesturing). In the final ap-
proach, called the wave of plasticity, the initial computa-
tional system experiences differential responsiveness to
learning, both spatially and temporally. Conceived of as a
sheet of computational units, plasticity is reduced over time
with one side of the sheet losing its plasticity earlier than
the other. The result is that the later maturing units can use
the functions computed by earlier maturing units as input,
and derive more complex and abstract computational func-
tions from them – in essence, the later maturing units spe-
cialise on the more abstract or high-level aspects of the
problem domain (Shrager & Johnson 1996).
Let us assume that the outcome of normal development
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is a set of specialised components in the endstate, which can
be revealed by adult neuropsychology. For our purposes,
the relevant question is, if the developmental process itself
is pushed off course in a developmental disorder, could this
also alter the nature of the specialised structures that are
the outcome of development? Little computational work
has explored this question (see Oliver et al. 2000 for some
preliminary work). It seems possible that specialisation
could be disrupted in any of the above computational ap-
proaches. An alteration in the initial set of computational
primitives or in the competition process could disrupt spe-
cialisation in the mixture-of-experts approach. An alter-
ation in the method or timing of pruning long connections
could disrupt specialisation in the neural selectionism ap-
proach. An alteration in the timing of plasticity changes
could disrupt specialisation in the wave of plasticity ap-
proach.
Decisive evidence has yet to be put forward demonstrat-
ing radical differences in specialisation in developmental
disorders, although some hints have been made in this di-
rection. For example, Karmiloff-Smith (1998) has specu-
lated that the cognitive processes of individuals with Down
syndrome may be characterised by insufficient specialisa-
tion, perhaps because of a failure to prune long connections
during development. However, conceptually, it is not yet
clear to what extent one could compromise the emergence
of specialised cognitive structures in a disordered state and
still produce a viable cognitive system.
To extend the static adult damage model to develop-
mental disorders is to make a more precise claim, however,
that damage may be highly selective and thwart the devel-
opment of a single specialised module. The question now
becomes, if specialisation is not predetermined, under what
conditions will the rest of the system develop normally de-
spite this early selective damage? Fortunately, some exist-
ing models of reading and past tense formation allow us to
explore this question. In these models, structure-function
correspondences have been used to generate emergent spe-
cialisation in connectionist learning systems with multiple
processing routes. Such networks include two processing
routes in an initially content-free network.9 The routes have
different computational properties, and these properties
line up respectively with the computational requirements
of learning regular and exception patterns (see sect. 8.2).
The result in both a reading model (Zorzi et al. 1998) and a
past tense model (Plunkett et al. 2001) was partial special-
isation of the two routes to processing regular and excep-
tion patterns (see Westermann 1998 for a related construc-
tivist approach). We sought to evaluate the assumption of
RN using this dual-route model, and in particular to answer
the following question: Does disruption to one route prior
to training alter the function that the initially intact route
takes on at the end of training?
8.2. Simulation details
Architecture. The architecture of the dual route network is
shown in Figure 1b. The feedforward network included an
input layer and an output layer connected via two process-
ing routes. The Direct processing route comprised a set of
connections linking the input and output layer. The Indi-
rect processing route connected these two layers via an in-
termediate layer of 20 hidden units.
Structure-function correspondences. When exception
patterns must be learned in the face of a majority of regu-
lar patterns, additional computational resources are neces-
sary. Specifically, although a two-layer network can learn
the mappings for a set of purely regular patterns, hidden
units are necessary to mark out the inconsistency of the ex-
ception patterns, typically involving the use of the three-
layer architecture. These effects are not all or nothing. A
two-layer network can tolerate a small proportion of excep-
tion patterns in the training set; exception patterns them-
selves can be more or less inconsistent with the regular pat-
terns and therefore more or less demanding of hidden units
to mark out their inconsistency. (In computational terms,
the role of hidden units in overcoming the inconsistency be-
tween regular and exception patterns is a question of linear
inseparability – see Elman et al. 1996, Ch. 2 for an intro-
ductory discussion). Furthermore, the disadvantageous ef-
fect of inconsistency can be mitigated by increasing the fre-
quency of exception patterns in the training set. Broadly,
then, in a network combining a two-layer architecture and
a three-layer architecture in separate routes, the two-layer
route will be best fitted to learn the regular patterns, and
the three-layer route will be required to learn the excep-
tions, more so with the greater the inconsistency of the ex-
ception patterns with the regular patterns. Structure-func-
tion correspondences can drive specialisation in error
correction networks with multiple routes, because there is
competition between each route to reduce the disparity be-
tween output activations and the training target. If one
route succeeds in reducing the disparity, no error signal is
left to change the weight strengths in the other route(s).
Our training set includes three types of exception pat-
tern. Those based on the No Change past tense paradigm
(hit-hit) are the least inconsistent with regular verbs, be-
cause as with regulars, the verb stem is reproduced,
whereas the affix is omitted. We term these exceptions EP1.
Exception patterns based on the Vowel Change paradigm
(hide-hid) are more inconsistent, because in addition to the
omission of an affix, the central vowel of the verb stem must
be transformed. These exceptions we term EP2. Finally,
exception patterns based on the Arbitrary past tense para-
digm (go-went) are the most inconsistent with the regular
patterns, because the verb stem must be entirely trans-
formed and the affix omitted. We might expect these pat-
terns to be most dependent on the hidden units of the In-
direct processing route. However, in the past tense domain,
it is argued that arbitrary past tenses can only be retained
in English if they are of very high token frequency. In the
current training set, arbitrary mappings were presented
three times as often as other forms. We term this most in-
consistent exception type EP3f, to reflect the fact that high
frequency may modulate patterns of specialisation.
Training set. The training set was identical to that in Sim-
ulation One, except that instead of two arbitrary patterns in
the training set, there were 10 such patterns. This permit-
ted a more sensitive evaluation of performance on this pat-
tern type.
Learning algorithm. The learning algorithm was the
same as that in Simulation One.
Residual Normality condition: In addition to the normal
training scheme, for comparison the model was also trained
under a Residual Normality condition. This condition as-
sumed “guided specialisation” (see Section 9). Here, the
Direct route was trained on Regulars alone, and the Indi-
rect route trained on Irregulars alone. Guided specialisa-
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tion in a multicomponent model requires an external con-
trol system to coordinate the subsequent function of the
trained components (see, e.g., the “Blocking” device in
Pinker’s [1991] dual-mechanism past tense model). For
simplicity, the control system was assumed in the RN con-
dition. Routes were trained and tested independently.
Performance measure. Performance was measured using
a nearest-neighbour calculation based on output activa-
tions, and scores marked as percentage correct. Specialisa-
tion of a particular pattern type to a particular route was
evaluated by selectively lesioning the network at the rele-
vant point in training. The Direct route and the Indirect
route were separately given a probabilistic lesion of their
weights with p  .5 (50% of all weights in that route). If
damage to the Direct route caused more impairment on a
pattern type than damage to the Indirect route, it was as-
sumed that the function for this pattern type was spe-
cialised to the Direct route, and vice versa. Note that re-
moval of 50% of the connections may not have equivalent
effects on the Direct and Indirect routes, because the lat-
ter has two layers of weights. However, we were concerned
here with differential effects between pattern types rather
than routes. We did check for interactions, that is, the pos-
sibility that pattern types might show differential sensitivity
to damage in each route whereby, for example, a pattern
type may appear to be specialised to one route at 50% dam-
age but the other route at 10% damage. This possibility was
explored by carrying out endstate lesions with probabilities
of .025, .05, .1, .2, .25, .5, and .75. Although, overall, the In-
direct route showed greater sensitivity to damage than the
Direct route, there was very little modulation of relative
specialisation levels of the pattern types across damage lev-
els. However, the absolute level of specialisation was af-
fected by whether the level of damage was so great or small
that it produced floor or ceiling effects in regular or excep-
tion performance. A level of 50% lesioning was used to as-
sess specialisation because this was in the midrange of sen-
sitivity for both regular and exception patterns.
Implementation of pretraining damage. This simulation
sought to explore the implication of specific damage to ei-
ther of the two routes prior to training. This was achieved
by removing different proportions of the weights in each
route. Probability levels of .6, .75, .9 and 1 (removal of en-
tire route) were applied. In addition, this level of damage
was performed on both routes simultaneously, as a control.
After initial damage, training proceeded as normal, and lev-
els of specialisation were then assessed in the endstate.
Replications. Results were averaged across six networks
with different initial random seeds for each level of start-
state damage. Probabilistic lesions were carried out 10
times and the results averaged. Graphs include standard er-
ror bars as an indication of variability across the six network
replications.
8.3. Results
Figure 5c represents an index of specialisation, where posi-
tive values represent specialisation to the Direct route, and
negative values represent specialisation to the Indirect route.
This index corresponds to the differential impairment caused
by lesioning to a single route. The first point to note is that
specialisation is only partial. Using this measurement tech-
nique, in Figure 5c damage to the Direct route can cause a
maximum decrement in performance only 53% greater than
damage to the Indirect route. Damage to the Indirect route
can cause a maximum decrement 29% greater than damage
to Direct route. Secondly, most patterns show a shift towards
using the Indirect route later in training.
To understand this latter point, it is important to realise
that the two routes of the network do not just differ in their
computational properties, but also in their plasticity. By
virtue of the learning algorithm, weights from the input
layer to the hidden units change more slowly than the
weights directly connecting input and output layers. In ef-
fect, this network comprises one relatively more “stupid”
but fast-changing route, and one relatively more “clever”
but slow-changing route. Early on in training, successful
performance is largely a result of the Direct route, and this
performance is best on regular patterns, generalisation of
the rule, and the EP1 exceptions – those that are least in-
consistent with the regular patterns. Subsequently, the
slower-changing Indirect route increasingly contributes to
performance, especially for the exception patterns. How-
ever, by the end of training, both regular patterns and gen-
eralisation of the rule rely more on the Direct route,
whereas all exception patterns rely more on the Indirect
route. As expected, the more inconsistent EP2 patterns
turn out to rely more on the Indirect route than the EP1
patterns. However, the higher frequency of the EP3f pat-
terns means that their greater inconsistency does not lead
to Indirect route specialisation any more than that shown
by EP2; higher frequency allows these patterns to recruit
more processing from the Direct route in the face of the
dominance of regular patterns.
In summary, this network shows emergent specialisation
of function of different pattern types to separate processing
structures. Although this specialisation is not complete, our
concern here was to establish a baseline level to explore the
effect of initial, route-specific damage to this process. Fig-
ure 6 shows (from left to right) the result of startstate le-
sions to the whole network, to the Indirect route in isola-
tion, and to the Direct route in isolation. Figure 6a
illustrates the effect of these startstate lesions on endstate
performance, while Figure 6b shows their effect on the pro-
file of specialisation in the endstate network.
Figure 6a demonstrates that when the entire Indirect
route is removed, endstate performance on regular patterns
and generalisation is only mildly impaired. However, per-
formance on the exception patterns reveals a marked
decrement, particularly for EP1 and EP2, which are not
protected by increased frequency. When the entire Direct
route is removed, regular patterns are impaired to a greater
extent. Exception patterns are also impaired, but less than
when the Indirect route was lost. Removal of the Direct
route, however, produces a marked deficit in rule general-
isation. In isolation, then, each of the two routes will at-
tempt to acquire both regular and exception patterns, but
each does so less efficiently than in the dual-route system.
The routes in isolation both produce decrements in excep-
tion performance, but relatively speaking, the Indirect
route is less able (but not unable) to learn the regular rule,
and the Direct route is less able (but again, not unable) to
learn the exception patterns.
These results mark the maximum compensation that is
available to the network. Figure 6b demonstrates the spe-
cialisation when there is residual processing capacity in the
damaged route.10 Here the data are unambiguous. When
there is initial damage to the Indirect route, specialisation of
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Figure 5. (a) Performance on each pattern type during training in the dual-route network, at 10, 25, 50, 100, 250, 500, 1,000, 2,000,
and 5,000 epochs of training. See Simulation Details (Sec. 8.2) for description of each pattern type. (b) Performance after a 50% lesion
to each route, averaged over the two routes, carried out at each point in training. The 50% lesion was used to measure specialisation of
function to each route. (c) Specialisation of function for each pattern type during training, indexed by the differential impairment caused
by damaging each route in isolation. Positive values indicate specialisation to the Direct route; negative values, to the Indirect route. Er-
ror bars show standard errors across network replications.
function increasingly moves over to the intact Direct route.
When there is initial damage to the Direct route, specialisa-
tion of function increasingly moves over to the intact Indirect
route. A crucial lesson is demonstrated by this simulation:
The assumption of Residual Normality does not hold in this
learning system. Damage one route and the other route will
not develop normally. It will compensate, and take on part of
the function of the damaged route, at the cost of poorer per-
formance across all pattern types. It cannot be taken for
granted that every learning system will show RN.
This simulation is interesting in two other respects. In
the condition where both routes experienced initial dam-
age, the overall outcome was reduced specialisation. A sys-
tem with uniformly reduced computational resources does
not have the luxury of allocating functions to different com-
ponents. The effect of resources on specialisation is a point
to which we will return shortly. Second, the 50% lesion used
to measure specialisation produced greater deficits in sys-
tems that had experienced startstate damage to either or
both routes than those that had not. Importantly, even if
systems that experience early damage achieve reasonable
endstate performance, they remain more vulnerable to sub-
sequent disruption.11
8.4. Discussion
Given the compensatory characteristics of the training
process evident in Simulation One, it is perhaps unsurpris-
ing to find similar compensation here. When the two routes
of a dual-route network show endstate specialisation, start-
state damage to either route results in compensation by the
intact route and poorer performance overall. If RN had
held in this model, damaging a route in the startstate would
have led to the (endstate) loss of the very same function for
which that route was responsible in the endstate of the nor-
mal unimpaired model, while retaining normal function in
the initially undamaged route. This is precisely the claim
that is made (for example) in the case of phonological
dyslexia, where a developmental problem in the GPC route
of the reading system is assumed to lead to the same pat-
tern of behavioural impairments as damage to the GPC
route in the adult state (Coltheart et al. 2001), with the lex-
ical routes functioning normally in both cases.
The feedforward network presented in Simulation Two
is similar to connectionist systems that have been used to
successfully capture a wide range of developmental phe-
nomena. These systems plainly do not demonstrate RN.
Nevertheless, as we saw in the Introduction, RN is fre-
quently postulated (albeit implicitly) in many explanations
of developmental disorders. Perhaps, then, despite their
success, current connectionist models are not the right sort
of learning system to explain how the structure of the adult
cognitive system comes about. Can other sorts of learning
system show the emergence of specialised components
while exhibiting RN after initial damage?
To date, artificial neural networks are the computational
systems that have been most widely applied to the study of
cognitive development. However, it is certainly possible
that other approaches will come to the fore in the future,
such as decision-tree learning, Bayesian methods, produc-
tion systems, reinforcement learning, instance-based learn-
ing, genetic algorithms, or indeed other types of artificial
neural networks. In the meantime, from the perspective of
developmental disorders, it is vital to stipulate what addi-
tional constraints any such learning systems would need to
incorporate to achieve RN. We will discuss five (somewhat
overlapping) notions: (1) stronger structure-function corre-
spondences, (2) stronger competition, (3) early commit-
ment, (4) guided specialisation, and (5) restrictions on
computational resources. Note that all of these notions are
based on the assumption that endstate cognitive structure
is experience-sensitive. RN can of course be stipulated, as
per accounts that propose that modular structure in the
cognitive system is prespecified and that if components de-
velop, they do so independently. (Those who stipulate in-
nate modularity would then need to justify this claim with
evidence from developmental cognitive neuroscience – ev-
idence that we currently believe to be wanting.)
9. Ways to achieve Residual Normality in systems
with emergent modularisation
(1) Stronger structure-function correspondences. Each
of the routes in the dual-route network was able to show a
fair degree of compensation for the functions of the other,
suggesting that the correspondences between the functions
of the two routes and the regular/exception structure of the
learning problem were partially overlapping. One way to as-
sure RN would be to have much stronger structure-func-
tion correspondences, whereby the computational proper-
ties of each route were entirely inappropriate for learning
the patterns on which the other route specialised.
We might illustrate this idea by stepping outside our two
example domains for a moment and considering a connec-
tionist model of the development of object-oriented behav-
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Figure 5. (continued)
iour proposed by Mareschal et al. (1999). This model used
an input retina to represent the trajectories of various sorts
of moving objects. The system had to learn to reach for some
of the objects it saw but not for others. To achieve this task,
it was given two routes, one that processed spatiotemporal
information about the position of each object (the “where”
channel), the other that processed featural information
about the identity of each object, such as its colour and shape
(the “what” channel). A final layer of the system combined
the two processing routes to achieve reaching behaviour.
The relevance of this model is that the computational prop-
erties of each processing route were very different. The
“what” channel utilised competitive learning to achieve
translation-invariant feature recognition across the entire
retina. The “where” channel employed recurrent circuits to
encode time-varying information about position. If either of
these channels were to be damaged prior to the training
process, the remaining route simply would not have the ap-
propriate computational primitives to compensate for the
function of the damaged route: Translation-invariant feat-
ural information contains no clues to location, and spatial
trajectory information contains no clues about object iden-
tity 12 The result would be a system with RN, where the re-
maining initially intact route would develop the only skill it
had the capacity to learn and nothing else.13
(2) Stronger competition. In the mixture-of-experts ap-
proach to specialisation, separate components compete to
represent a new domain. The component best able to rep-
resent the domain is given “sole rights” to it, and the other
components are inhibited. In the dual-route network, how-
ever, both routes worked in harness to learn the appropri-
ate mappings – neither was prevented from adjusting its
weights to improve performance on any pattern. The result
was to encourage cooperation between the routes. Much
stronger competitive processes might permit a component
to claim sole rights only to patterns that best suited its com-
putational properties, and might inhibit it from acquiring
patterns outside of that set. If the same component were to
win the competition in both normal and atypical develop-
ment (a big IF), then the component would exhibit RN and
no compensation.
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Figure 6. (a) Performance at the end of training following initial damage to both routes, to the Indirect route only, or to the Direct
route only. (b) Patterns of endstate specialisation for each pattern type after initial damage. Error bars show standard errors across net-
work replications.
(3) Early commitment. If plasticity reduces rapidly over
time, then early commitment may contribute to RN. Under
this scenario, early commitment of separate components to
functions must occur before the developmental disruption
takes place. This can be either because the damage has not
yet occurred, or because the underlying damage does not
make itself apparent because it is not relevant for the cog-
nitive processes appropriate for the current stage of devel-
opment (see discussion in Thomas 2003). Early and irre-
versible (yet experience-dependent) specialisation could
contribute to a modular system where RN holds (see, e.g.,
Miller & Erwin 2001), provided an account exists of the re-
quired delay in the emergence of the developmental dis-
ruption.
(4) Guided specialisation. In the dual-route network, prior
analysis of the computational properties of two- and three-
layer networks suggested that the Direct route would be
better suited for learning regular patterns and the Indirect
route would be better suited learning the exception pat-
terns. In principle, we could have determined to label each
pattern as Regular or Exception in advance, and then only
allowed the Direct route to alter its weights in response to
Regular patterns and the Indirect route to alter its weights
in response to Exception patterns. Unsurprisingly, the re-
sult of this form of guided training would be independent
specialisation. Clearly if one route were damaged prior to
training without any change to the advanced labelling sys-
tem, this route would fail to learn the patterns assigned to
it. The other route would be unaffected and would hence
show RN.
In such a case, we are of course left with the burning
question of where the advanced labelling information
comes from. Some would argue it is innate. Alternatively,
the labelling information could be the product of an earlier
phase of learning, in which an analysis of the target domain
identified the presence of regular and exception patterns
before the dual-route system was engaged. It should be ev-
ident here that if one chooses to appeal to guided speciali-
sation to support RN, then claims about the availability of
a priori knowledge need serious substantiation.
(5) Restrictions on computational resources. We saw in
the results of Simulation Two that specialisation was elimi-
nated under severe resource limitation. Resource limita-
tions may also have implications for limits on compensation
and, indirectly, for RN. This idea can be illustrated with an
example from the past tense domain and claims made for
the (computationally unimplemented) traditional model.
The traditional model comprises two mechanisms, one em-
ploying rule-based representations and nominally responsi-
ble for learning regular inflections, and the other employ-
ing an associative memory and nominally responsible for
learning exception inflections. If these two mechanisms are
to specialise appropriately on their respective inflections (in
the absence of external guidance; see Pinker 1999 for dis-
cussion of a possible mechanism for guided specialisation
in this theoretical model), it is important that neither mech-
anism be too powerful. Given sufficient “rule” resources,
for example, all past tenses could be learned in terms of a
large set of rules (see, e.g., Ling & Marinov 1993; Taatgen
& Anderson 2001). In contrast, given sufficient “associative
memory” resources, all past tenses could be learned as spe-
cific instances. Generalisation to novel exemplars could be
achieved in either case by an analogy-based strategy, such
as similarity-to-the-nearest-known exemplar. Given two
overly powerful mechanisms, the result would be dupli-
cated processing systems, each able to perform the whole
task. To achieve specialisation, therefore, one needs to re-
strict the resources of each mechanism. For example, the
English past tense has one rule and about 150 exceptions.
If the relevant mechanisms were restricted to these limits,
then they would show little compensation in the event of
damage to the other mechanism.
The case of SLI illustrates the point. Children with SLI
show low levels of inflection on both regular and exception
verbs, and poor generalisation of the regular rule to novel
strings. Appealing to the traditional two mechanism model
of past tense formation, Ullman and Gopnik (1999), Pinker
(1999), and van der Lely and Ullman (2001) have all argued
that there is a startstate deficit to the mechanism intended
to learn the regular rule. All that remains is the exception
mechanism, which learns the past tenses of some exception
and some regular verbs, and (presumably by analogy) can
struggle to offer a few correct generalisations to novel
verbs. The implicit claim here is that there is a particular
limit in computational resources in the exception mecha-
nism that prevents it from learning more than a handful of
regular past tenses by way of compensation. Specifically,
the exception mechanism must be able to learn the couple
of hundred exceptions to explain its performance in normal
development. But, to explain the lack of compensation in
SLI, it must be unable to learn a couple of thousand high-
frequency regular past tenses that would be sufficient to get
by in everyday language use and therefore mask the regu-
lar-mechanism deficit. The explanation of the endstate im-
pairment crucially relies on this precise memory stipulation
which constrains compensation. (It is interesting that no
empirical support is offered for such a memory limitation
in the preceding accounts of SLI).
In short, resource limitations may be a necessary com-
ponent of RN but not a sufficient one.
10. Residual Normality and the inference from
behaviour to structure
In Section 4, we identified two developmental conditions
where behavioural similarities between acquired and de-
velopmental disorders should not lead to the inference that
they reflect selective impairments to the same components
of a static adult model. One condition was when features of
the problem domain determine the pattern of breakdown
rather than features of the processing structure. In the sim-
ulations, this situation is reflected in the greater vulnerabil-
ity of exception patterns, irrespective of damage type. How-
ever, closer inspection revealed different patterns of deficit
to regulars, exceptions and generalisation for different
damage types, implying an effect of residual processing
structures on performance.
The second condition was when similar patterns of be-
haviour in atypical development are generated by a differ-
ent underlying structure of specialised components. In Sec-
tion 9, we have argued that the emergent pattern of
functional specialisation depends on computational con-
straints operating during cognitive development. However,
Jackson and Coltheart (2001) maintain that developmental
disorders in their endstate are potentially no different than
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acquired disorders and can be used with reference to the
normal adult model quite independently of the nature of
the developmental process that produced them. One read-
ing of their position is that, at a given moment in time, 
inferences can be made from behavioural impairments di-
rectly to underlying structure, irrespective of the develop-
mental processes that produced the system.
Computational modelling allows us to explore this claim,
because we can simultaneously generate patterns of behav-
ioural deficits while knowing the underlying cause and the
background developmental account in each case. Figure 7
illustrates a behavioural impairment generated from the
dual-route model following selective damage to one of its
routes. Two versions of the model were damaged, the one
we have already studied in which RN does not hold, and a
second version in which RN does hold (in this case, RN was
achieved by guided specialisation of regulars and excep-
tions to the two routes. See simulation details in Section 8.2.
Figure 7 shows that both versions of the model can gener-
ate similar behavioural impairments after startstate and af-
ter endstate damage, (although in the absence of RN, reg-
ular performance is not quite at ceiling). However, as
summarised in Table 1, the inferences that one can make
from intact behaviour to intact underlying process, or from
impaired behaviour to impaired underlying process, cru-
cially depend on the developmental constraints of the sys-
tem. With regard to developmental deficits, where RN
holds, intact behaviour implies intact underlying process
and a dissociation of independent structures. Where RN
does not hold, intact behaviour implies atypical underlying
process, in a system that has experienced compensation
during training. With regard to acquired deficits, however,
the developmental constraints are not key in inferring un-
derlying structure, because specialised processing compo-
nents have formed prior to damage.
This simulation illustrates that the second condition
identified in Section 4 is a quite viable one. It supports the
idea that in developmental disorders, underlying structure
cannot be inferred from behavioural deficits without ex-
plicit reference to the developmental constraints under
which processing structures have emerged. In contrast, the
logic of acquired deficits in the endstate is agnostic as to
whether specialisation was prespecified or emergent.
11. Conclusion
In developmental cognitive neuropsychology, the hypothe-
sis of Residual Normality is widely deployed, explicitly or
implicitly, in explanations of developmental deficits, but
with little supporting evidence. The motivation is clear – it
allows developmental disorders to be interpreted according
to static adult models that themselves have no develop-
mental component. We have argued that this tendency to
focus on specific deficits and take RN for granted has had
serious consequences for the type of data collected in char-
acterising developmental disorders. Researchers have been
too prone to assume that superficially normal behaviour
(e.g., in standardised tests) corresponds to normal underly-
ing processes, irrespective of the developmental plausibil-
ity of RN in each cognitive domain. We believe this ten-
dency has also impeded the discipline in building links to
developmental cognitive neuroscience and developmental
neurobiology, because the use of RN with static models
stipulates rather than explores the developmental origins of
deficits.
There may be no universal causal link between develop-
mental and acquired disorders. Rather, RN may hold for
some cognitive domains and not for others. Compensation
and plasticity mitigate against it on a fine-scale decomposi-
tion of cognitive domains, but RN may obtain across some
broader functional distinctions, such as ventral versus dor-
sal systems, anterior versus posterior systems, or cortical
versus subcortical systems. The plausibility of RN across
various systems and domains is a topic in need of urgent in-
vestigation.
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Figure 7. Selective behavioural impairment caused by startstate (Developmental) and endstate (Acquired) lesion to the Indirect route
of the Dual-Route network, in the cases when RN operates and when it does not (see Simulation Details, Sec. 8.2).
We conclude that RN cannot be taken for granted, but
must be argued for on the basis of developmental evidence.
It is essential that developmental disorders be compared
against developmental models, and that the process of on-
togenetic development itself be taken seriously.
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NOTES
1. With a much larger sample size, Thomas et al. (2001) sub-
sequently found that this deficit appeared to be an artefact of de-
layed language development in Williams syndrome. Their results
suggested that the main difference between the Williams syn-
drome group and controls was a reluctance to inflect novel forms.
However, for current purposes, Clahsen and Almazan’s claim
serves to illustrate the explanatory framework within which those
authors were operating.
2. Where we use the term compensation in this article, we do
not mean that alterations in response to damage elsewhere in the
system must necessarily produce a beneficial outcome. Undam-
aged (i.e., previously normally developing) components may have
their development disrupted through attempts to compensate for
the impairment, such that they function more poorly on the task
that they normally acquire. For example, in the simulations pre-
sented in Section 8.3, a component that normally specialises in
learning regular patterns achieves this function less efficiently
when, as a consequence of damage elsewhere in the system, it also
has to learn exception patterns. Similarly, a component that nor-
mally specialises in exception patterns achieves this function less
efficiently when, as a consequence of damage elsewhere in the
system, it also has to learn regular patterns.
3. Or indeed more routes, less routes, or other routes.
4. Because of space restrictions, our discussion focuses on fixed
architecture models. We suspect similar arguments will hold for
constructivist models that change their architecture as a function
of learning. However, the general interaction of early damage and
constructivist processes of development requires further investi-
gation (see Thomas & Karmiloff-Smith [in press] for discussion of
constructivist models and developmental disorders in the specific
case of past tense formation).
5. In principle, models of atypical development could employ
damage that occurs during training. For example, in typical de-
velopment, a computational constraint might change as a function
of developmental time. Such constraints might include the rate at
which connections are pruned, or the rate at which connection
strengths are altered in response to error signals. Although con-
structivist neural networks add hidden units as part of the learn-
ing algorithm, thus far limited modelling work has explored how
typical development may rely on continuously changing compu-
tational constraints, let alone how atypical development may arise
from dysfunctions in such changes.
6. Equated here, as in most connectionist models of develop-
ment, to the training process – see Thomas and Karmiloff-Smith
(2003) for discussion of this assumption.
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Table 1. Inferences from behaviour to structure. In two different models, selective damage to the Indirect route of the dual route 
system causes a similar selective behavioural impairment to Irregular patterns (EP2), with largely intact performance on Regular
patterns (Reg), in both developmental and acquired cases. In one model, Residual Normality (RN) holds; in the other it does not. 
The correct inference from behaviour to underlying process depends on the developmental assumption (of whether RN holds).
What is producing normal Does the dissociation imply
(intact) behaviour? [Reg] independent underlying processes?
RN operates RN does not operate RN operates RN does not operate
Acquired deficit Normal process in Mix of Normal process in Yes Yes *
Direct route Direct route and residual 
process  in damaged Indirect 
route
Developmental deficit Normal process in Atypical processes in both Yes No
Direct route Direct and residual Indirect 
route after development
What is producing impaired 
behaviour? [EP2]
RN operates RN does not 
operate
Acquired deficit Impaired process in Predominantly Impaired 
residual damaged process in residual 
Indirect route damaged Indirect route
Developmental deficit Impaired process Atypical processes in both 
in residual damaged Direct and residual Indirect 
Indirect route route after development
*Partial independence (see Section 8.3)
7. A debate continues as to (1) whether patients can indeed
show decrements in past tense performance whereby regular in-
flections for existing words are much poorer than exception inflec-
tions (see, e.g., Bird et al. 2002; Ullman et al. 1997); and (2),
whether deficits in regular inflection for existing words are neces-
sarily associated with phonological deficits, as predicted by the
Joanisse and Seidenberg (1999) model (see e.g., Bird et al. 2002;
Tyler et al. 2002b).
8. The results reported here were fairly robust to changes in
hidden unit numbers and input-output coding schemes. The cod-
ing scheme determines the complexity of the mapping problem,
and the architecture in some sense determines the computational
capacity of the system. Networks closer to their capacity limit (for
example, when a more complex encoding of the mappings is used
or there are fewer hidden units) are more vulnerable to damage,
but breakdown patterns appeared to be robust.
9. Although the network is content-free in terms of an absence
of domain-specific knowledge, it nevertheless has knowledge of a
sort, in terms of the computational mechanisms that constrain the
content that it can learn (see Elman et al. 1996).
10. In Figure 6b, a value of specialisation is reported when one
of the routes has experienced a 100% startstate lesion. On the face
of it, this may seem confusing. This value is in fact derived by cal-
culating the difference between the decrement in performance
caused by a 50% lesion to the intact route and that caused by a
50% lesion to the (100%) damaged route. However, because no
further damage is possible beyond 100%, the second term in this
comparison is zero. The specialisation value therefore just indexes
the decrement in performance caused by a 50% lesion to the sin-
gle intact route.
11. With regard to the robustness of the findings for the dual-
route network, decreasing the hidden units decreased functional
specialisation, whereas increasing hidden units had little effect.
Recalling that the coding scheme determined the complexity of
the mapping problem and the architecture the computational ca-
pacity of the system, increasing the mapping complexity reduced
specialisation for a fixed capacity. The network showed no critical
period for specialisation when damage occurred at different
points in training, provided training time was equated (Thomas,
in preparation). Changes in learning algorithm, learning rate, dis-
criminability, and noise were not examined in these simulations.
12. As implemented by Mareschal et al., this isn’t strictly true.
If the quality of featural information in this model were to vary to
any extent across the retina, this variation could in principle be
used to track position, so that the what channel would implicitly
code information about location. Moreover, spatiotemporal codes
must retain information about shape to predict the movement of
all the parts of an object. If objects differ in shape, the where chan-
nel in the model would implicitly encode information about iden-
tity (Mareschal, personal communication, May 2001). However, it
seems unlikely that these residual sources of information would
be sufficient to generate robust object-reaching behaviour in an
impaired model.
13. For illustration, as applied to Coltheart et al.’s (2001) non-
developmental model of reading, structure-function correspon-
dences would ensure RN under the following conditions: (1) The
GPC route is constrained to learn context-sensitive rules that en-
code just enough context to enable this mechanism to relate
graphemes to phonemes, but not so much context that it is able to
learn whole exception words. For example, a priori, the system
must be able to learn variously that t r /t/, that h r /h/, that t fol-
lowed by h in th r /T/, that i r /i/, that i followed by e in _i_e r
/I/, that i followed by g followed by h in _igh r /I/, but not that i
preceded by p and followed by n and t in pintr/pInt/. The diffi-
culty of calibrating initial computational constraints so precisely is
illustrated by the fact that when Colheart et al. (1993) attempted
to deliberately handcraft a rule-learning algorithm to acquire
solely the GPC regularities (that is, the regular pronunciations
alone), they could not prevent the GPC route from learning to
pronounce 5 of the 47 exception words in the training set. (2) The
lexical route is constrained to learn representations of written
word forms that preserve zero similarity between the composi-
tional structure of different input forms. Any remaining similarity
would permit analogy-based generalisation of novel pronuncia-
tions, based on pronunciations of orthographically related lexical
forms. For example, if nog produced partial activation of the lex-
ical representations for nod and dog, the pronunciations /nod/ and
/dog/ could be combined to generate a pronunciation for the
novel word. This computational constraint entails that there is a
strict winner-takes-all competition between lexical representa-
tions prior to the activation of phonemic output, where “no win-
ner” implies no remaining activation of lexical representations
bearing any similarity to the input. The psychological plausibility
of these computational conditions within the developing reading
system remains to be seen.
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Abstract: Cognitive frameworks provide important means for uniting
concepts of specificity, cognition, and dynamic change in development.
Two points are challenged by evidence from special populations: (1) that
boundary constraints such as Residual Normality and a cognitive “end-
state” compromise the use of cognitive models; and (2) the developmen-
tal process itself automatically rejects either Residual Normality or resid-
ual deviance from typical development.
Thomas & Karmiloff-Smith (T&K-S) question the validity of
adopting cognitive frameworks derived from adult neuropyschol-
ogy for motivating study of developmental disorders. They high-
light the danger of invoking static cognitive models as an explana-
tory framework because they cannot be “straightforwardly related”
(target article, sect. 3.2, paragraph 10). Here, it is argued that cog-
nitive frameworks do enrich our understanding of overlap be-
tween “specificity” and “cognition.” For example, children of pre-
mature birth may carry a developmental insult resulting in brain
abnormalities and cognitive impairment (Briscoe et al. 2001b;
Isaacs et al. 2000). By regression of everyday memory scores
against language abilities, Figure 1 demonstrates the selective
memory impairment of several children of early school age who
were born prematurely.
According to recent modification of working memory (Badde-
ley 2000), one could invoke a working hypothesis of “episodic
buffer” deficits to explain such selective memory impairment
without requiring assumptions of “Residual Normality.” In this
case, a cognitive model provides a good benchmark for further
empirical testing. T&K-S also argue that cognitive frameworks in
developmental disorders are limited by assumptions of cognitive
stability such as a stable “endstate.” Here it is argued that the in-
corporation of dynamic change in cognitive models has implica-
tions beyond developmental disorders. For example, how do cog-
nitive models interpret performance in semantic dementia of a
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Figure 1 (Briscoe).
Table 1 (Briscoe et al. 2001). Mean (SD) age and standard scores
on standardized tests of reading for hearing-impaired, age-
matched control, and specific language-impaired groups
HI SLI CON
N19 N14 N20
Age (years) 8.66 (1.36) 8.96 (1.15) 8.49 (1.55)
Word reading 106.56 (14.28) 76.00 (9.23) 110.74 (16.56)
Reading 
comprehension 100.22 (13.17) 74.14 (10.16) 109.95 (10.51)
Nonword reading 98.11 (14.61) 77.57 (13.12) 107.95 (14.13)
progressive type or dyslexia in older adults? This challenges the
notion of a secure “endstate”: It is not clear when the parameters
of an “endstate” should be invoked for a given point during de-
velopment of a modular system or when they should be revoked
because of change in the aging adult brain. Understanding dy-
namic change will enrich our understanding of some facets of cog-
nition beyond isolated examination of frozen “endstate” behaviour
or “overdeveloped” learning systems in adults. For example, the
developmental amnesic syndrome has enriched theories of cogni-
tive memory by establishing core dissociations between semantic
learning and episodic recall but not recognition, as previously sug-
gested by adult models (Vargha-Khadem et al. 1997).
T&K-S argue that cognitive models are impoverished by the ex-
clusion of developmental process (sect. 3.2, para. 5). However, it
is not clear that including a developmental process necessarily
provides a compelling addition to the cognitive model. One ex-
ample is the role of auditory perceptual skills for reading acquisi-
tion. One route suggests that remediation of deficits in auditory
perceptual processing underpins development of reading skills in
children (Merzenich et al. 1996). Alternatively, developmental
data from children with hearing impairment find that auditory
perceptual impairment does not directly impair reading skill
(Briscoe et al. 2001). Table 1 shows word and nonword reading ap-
titude for children with hearing impairment (HI), as compared to
children with Specific Language Impairment (SLI) and age-
matched controls (CON) (taken from Briscoe et al. 2001). These
scores suggested reading aptitude despite widespread deficits at
the phonological level and auditory perceptual deficits in the HI
group. In this sense, increasing the specification of cognitive mod-
els of reading to include developmental change in auditory per-
ception, for example, does not necessarily enrich our interpreta-
tion of reading difficulties and strengths in childhood.
An advantage of using cognitive models is precisely the nature
of the boundary conditions that support explanations within the
model. For example, the Castles and Coltheart (1993) model of
reading can facilitate a hypothesis-testing approach that could
benefit interpretation of the pattern of deficits. Figure 2 (Halliday
& Briscoe 2002) demonstrates that children with hearing impair-
ment do not produce a specific pattern of impairment across the
word lists of Castles and Coltheart (1993). Therefore, reading
strategies in this group cannot be sufficiently explained in terms
of semantic, lexical, or phonological routes to reading according
to this model. One does not need to revoke the use of cognitive
models in developmental disorders or invoke a computational ac-
count of singular changes in a cognitive system to demonstrate the
necessity for further investigation of routes to reading compe-
tence: The result is data-driven by directed empirical investigation
in these children.
A second advantage of using a cognitive framework is the po-
tential for inclusion of a performance-related account rather than
making a priori assumptions about competence within a skill or
domain. By the logic of T&K-S, the developmental process that
would support reading competence in children with hearing im-
pairment is construed to be part of the source of “deviant behav-
iour” that it must at some level be, because of their hypothesised
interaction of a beginning state with environmental factors (sect.
3.2, para. 4). Because Table 1 shows reading aptitude in children
with hearing impairment, it is argued here that the developmen-
tal process does not set boundary conditions for inferring a resid-
ual lack of competence, nor an assumed competence in any do-
main.
T&K-S are critical of assumptions of “Residual Normality,” that
is, that “in the face of a selective developmental deficit . . . the rest
of the system can develop normally” (sect. 3.1) and that Residual
Normality is an assumption regarding “how development takes
place.” A closer look at children with SLI shows that they are not
selected directly from an underlying genotype. Instead, selectiv-
ity of language impairment occurs despite appropriate marking of
developmental milestones, that is, “in the context of normal de-
velopment” (Bishop 1997b, p. 21). Residual Normality is, under
these circumstances, a rational application of a species-specific
developmental pattern, not a misguided assumption from cogni-
tive models. The problem of tying a cognitive framework to de-
velopmental disorders is really the problem of providing explana-
tory power at multiple levels of analysis, not the use of cognitive
models per se. Ultimately, the truth behind the process of devel-
opment lies with exceptional children whose abilities defy expla-
nation by simplistic models and challenge cognitive psychology to
provide answers.
Raising the bar for connectionist modeling of
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Abstract: Cognitive developmental disorders cannot be properly under-
stood without due attention to the developmental process, and we com-
mend the authors’ simulations in this regard. We note the contribution of
these simulations to the nascent field of connectionist modeling of devel-
opmental disorders and outline a set of criteria for assessing individual
models in the hope of furthering future modeling efforts.
Thomas & Karmiloff-Smith (T&K-S) make an important theoret-
ical contribution to our understanding of cognitive developmen-
tal disorders. We find their arguments regarding the problems as-
sociated with the assumption of Residual Normality very com-
pelling. In particular, we agree that the developmental process
must be taken into account when considering the possible causes
of cognitive developmental disorders.
Connectionist modeling plays a crucial role in the arguments
put forward by T&K-S. As highlighted in the target article, con-
nectionists have recently begun to model various developmental
disorders, including dyslexia (Brown 1997; Brown & Loosemore
1995; Harm & Seidenberg 1999), autism (Cohen 1998; O’Laugh-
lin & Thagard 2000), selective language impairment (Hoeffner &
McClelland 1993), Williams syndrome (WS) (Thomas & Karmi-
loff-Smith, in press), mental retardation (Bray et al. 1997), and
schizophrenia (Hoffman & McGlashan 1997). However, in a re-
cent review of connectionist modeling of cognitive developmen-
tal disorders, we found that most models suffer from a variety of
shortcomings (Conway et al., in preparation). In this regard, we
believe that the simulation approach taken by T&K-S provides a
positive step forward. Using their simulations as a starting point,
we discuss how connectionist modeling of cognitive developmen-
tal disorders may be improved further.
When modeling cognitive developmental disorders, one of the
critical questions concerns how a particular deficit should be im-
plemented. That is, how should the disordered startstate differ
from the “normal” case? T&K-S explored three different ways of
manipulating the startstate of their networks: removal of weights
(lesioning), addition of noise, and changes in unit discriminability.
They found that different types of startstate damage can result in
very similar patterns of endstate performance. This is an impor-
tant result from the viewpoint of connectionist modeling of cog-
nitive developmental disorders. Many connectionists typically re-
port only a single type of startstate damage (though they may have
investigated others). But if a particular startstate manipulation is
to have theoretical significance in terms of explaining a develop-
mental deficit, it is crucial to establish that this manipulation, and
no other, is the right causal factor. We therefore think that it is im-
perative to follow the T&K-S example and explore several types
of startstate damage.
Of course, there is more to the modeling of developmental dis-
orders than manipulating the startstate. It is also important that
the model captures relevant aspects of behavior given reasonable
input and a plausible learning task. Although existence-proof
models are crucial to establish the feasibility of a particular psy-
Commentary/Thomas & Karmiloff-Smith: Are developmental disorders like cases of adult brain damage?
26 BEHAVIORAL AND BRAIN SCIENCES (2002) 25:6
Figure 2 (Briscoe).
chological modeling approach, the long-term success of any such
approach requires close and substantial coverage of empirical data
(Christiansen & Chater 2001). To further the modeling of cogni-
tive developmental disorders, we have proposed four criteria to
assess the strengths and weaknesses of individual models: deficit
implementation, data contact, task veridicality, and input repre-
sentativeness (Conway et al., in preparation). We see the T&K-S
simulations as being on par with existence-proof models and will
instead discuss our criteria in the context of the related model of
past-tense formation in WS patients (Thomas & Karmiloff-Smith,
in press) described in T&K-S.1
The first criterion, deficit implementation, refers to how well
the manipulations used to simulate a particular deficit are moti-
vated by theoretical and/or empirical research. Thomas and
Karmiloff-Smith (in press) implemented several different types of
deficits corresponding to different theoretical views of the under-
lying cause. They found that both manipulations to phonology and
the integration of phonology and lexical-semantics allowed for the
simulation of the appropriate pattern of WS past-tense formation,
suggesting a good, theoretically informed deficit implementation.
Our second criterion, data contact, assesses how well a model
provides a fit with the relevant psychological data. We further dis-
tinguish between primary data contact, which refers to contact with
data from specific experiments, and secondary contact, referring to
contact with general trends of a population. An example of the for-
mer is a model that directly simulates dependent measures from
psychological experiments, such as reaction time; an example of the
latter is a model that recreates the general trend that children with
mental retardation perform worse on a memory task than normal
children. With startstate damage to either phonology or the inte-
gration of phonology and lexical-semantics, Thomas and Karmiloff-
Smith (in press) found close contact with primary human data.
The third criterion, task veridicality, is aimed at the extent to
which the learning task given to the model is realistic relative to
what human participants may face. We further differentiate train-
ing-task veridicality – which is the degree to which the network
training task maps onto what the target population faces – from
test-task veridicality – the degree to which the network test task
maps onto what participants do in the actual human experi-
ment(s). In the case of the Thomas and Karmiloff-Smith (in press)
study, test-task veridicality is good because the networks are faced
with a close approximation of the human test task. Although the
stem-to-past-tense training task is typical in connectionist model-
ing of past-tense morphology, it is arguably not the primary way in
which children acquire their inflectional skills,2 leading to a rela-
tively poor training-task veridicality.
Our final criterion, input representativeness, refers to the de-
gree to which the information provided to a model matches the
input available to a child. Although we realize that it is often nec-
essary for practical reasons to simplify the input, models should be
made as realistic as possible. The phonological input to the
Thomas and Karmiloff-Smith (in press) models is based on an ar-
tificial language of 500 triphonemic verb stems taken from Plun-
kett and Marchman (1991). The lexical-semantic input came in
different types of nonreferential formats (both localist and distrib-
uted). Overall, input representativeness is low, but both the
phonological and lexical-semantic representations are not far from
the state of the art in current connectionist past-tense modeling.
In conclusion, we see the T&K-S simulations as providing a
valuable contribution to the field of connectionist modeling of de-
velopmental cognitive disorders. On a theoretical level, their sim-
ulations illuminate the problematic aspects of the Residual Nor-
mality assumption. On a connectionist modeling level, the
simulations have pointed to the importance of exploring several
deficit implementations. Although this emerging field of connec-
tionist modeling is very much in its infancy, the simulations pre-
sented by T&K-S here and in Thomas and Karmiloff-Smith (in
press), highlight the promise that it holds. We hope that the crite-
ria we have outlined here may additionally help raise the bar for
connectionist modeling of developmental cognitive disorders.
NOTES
1. Briefly, in this model the phonological pattern of a verb stem was
mapped onto a phonological form of its past tense through a set of hidden
units – in some versions of the model, lexical-semantic information was
additionally provided as input.
2. The version of the model in which both phonological and lexical-se-
mantic information is mapped onto a past-tense form may be less prone
to this criticism.
The residual normality assumption and
models of cognition in schizophrenia
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Abstract: Thomas & Karmiloff-Smith’s (T&K-S’s) argument that the
Residual Normality assumption is not valid for developmental disorders
has implications for models of cognition in schizophrenia, a disorder that
may involve a neurodevelopmental pathogenesis. A limiting factor for such
theories is the lack of understanding about the nature of the cognitive sys-
tem (modular components versus global processes). Moreover, it is un-
clear how the proposal that modularization emerges from developmental
processes would change that fundamental question.
In their target article, Thomas & Karmiloff-Smith (T&K-S) make
several important arguments. The primary contribution is their
critical evaluation of the assumption that atypical development
can produce selective cognitive deficits while the rest of the sys-
tem develops normally (the Residual Normality assumption). Ad-
ditionally valuable is their illustration that behavioral outcomes
may be influenced jointly by the types of task and central nervous
system (CNS) damage, which in turn may be further qualified by
the developmental period at the time of CNS damage (before ver-
sus after training).
We will focus our comments on the relevance of T&K-S’s chal-
lenge for current theories of cognition in schizophrenia. There are
two important points of contact between these two areas of re-
search. The first is the modular versus global distinction made re-
garding cognition in both sets of discussions; the second concerns
the assumption of a developmental etiology. Schizophrenia is a se-
vere psychiatric disorder that affects approximately one percent of
the general population, includes cognitive dysfunction as an im-
portant clinical characteristic, and may involve a neurodevelop-
mental pathogenesis. Adult schizophrenia patients exhibit perfor-
mance decrements on a wide range of cognitive tasks. However,
their reduced performance differs significantly from that of non-
clinical controls on only some, not all, tasks.
A current trend is to view this overall pattern in a polarized fash-
ion, which commonly takes the following form: Do patients exhibit
reduced performance on X, Y, Z tasks because of compromises to
specific cognitive components, or is their suboptimal performance
merely due to an overall reduction in cognitive ability that is man-
ifested differently as a function of task difficulty? Most writers
agree that an accurate partitioning of the relative contributions of
global and specialized dysfunction will advance our understand-
ing about cognition in schizophrenia. Writers differ, however,
about what constitutes acceptable theoretical and methodological
approaches, with much of the disagreement concerning how task
difficulty is viewed; as a process-oriented variable or as a nuisance
variable requiring psychometric solutions (see Chapman & Chap-
man 2001; Knight & Silverstein 2001; Strauss 2001). We suggest
that T&K-S’s proposed framework, in which task is an indepen-
dent factor that may interact with etiology and developmental
phase, represents a more interesting formulation, from a cognitive
perspective, and may supply a more informative approach for ex-
amining the nature of cognitive dysfunction in schizophrenia.
T&K-S correctly emphasize that a major difficulty for the Re-
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sidual Normality assumption is the current lack of understanding
about which aspects of the cognitive system are global and which
are modular (for a recent discussion of this general issue, see
Fodor 2000). Data from our studies (Condray et al., in press) il-
lustrate the importance of such uncertainty for models of cogni-
tion in endstate schizophrenia. Accuracy on a grammatical pars-
ing task (who did what to whom?) was reduced for schizophrenia
patients, compared to nonclinical controls. More important,
grammatical parsing accuracy was correlated with measures of
general intelligence and semantic knowledge for healthy controls,
but these factors were not correlated for schizophrenia patients.
Why the coupling of grammatical parsing accuracy with general
intelligence and semantic knowledge in the healthy nonpatient
participants? Why the disconnection in the patient group? It is
possible that the disconnection in patients’ responding merely un-
derscores the relative independence (modularity) of at least some
portion of the grammar parsing system (e.g., Chomskian move-
ment). And although it could be argued that our nonpatient con-
trol data (association of intelligence, semantics, and grammar) are
problematic for such an independence account of parsing, it is also
possible that controls’ performance merely reflects the smooth in-
terconnectivity of systems that work optimally. Minimally, gram-
matical parsing appeared to be connected with controls’ global
cognitive processes; patients’ grammatical parsing appeared more
local (compartmentalized). Hence, patients were able to perform
the task, albeit less accurately, but they may have accomplished
that performance in a different way. The source of this grammat-
ical parsing problem is unknown; patients’ compromised function
could be due to problems with that grammar (sub)system, other
cognitive systems, the connective linkages (interfaces) between
cognitive systems, or the combined effects of some or all of the
above. Finally, fundamental to the position of T&K-S is the possi-
bility that damage to cognitive systems during childhood may pro-
duce different developmental trajectories, which could affect how
such systems are organized and function during adulthood. It is
unclear, however, whether T&K-S’s theory of emergent modular-
ization (specialized components that emerge through develop-
mental processes) would necessarily change the central question
concerning which cognitive functions are modular and which are
global. Hence, while it is possible that atypical development could
transform a module into something else (or vice versa), such a pos-
sibility would not alter interest in compartmentalized versus
global functions and their interconnectivity. If our data are repre-
sentative for schizophrenia, then an important question concerns
how modular and global functions may be interconnected (e.g.,
some type of binding mechanism) in this patient population.
The pathogenesis of adulthood schizophrenia may originate in
utero or during early childhood and may affect brain development
(Gooding & Iacono 1995; Marenco & Weinberger 2000). Some
version of the scenario described by T&K-S may therefore apply
to this disorder. The precise etiology is yet to be determined, how-
ever, with strong candidates including abnormalities of selected
neural circuitry and neurochemistry function (Cohen & Servan-
Schreiber 1992; Weinberger 1996); cytoarchitecture (Barbeau et
al. 1995; Weinberger 1996); and cell membrane structure and
function (Horrobin 1998). Hence, models of cognitive dysfunc-
tion in schizophrenia will require reconciliation with the mecha-
nism(s) of pathogenesis eventually revealed. An etiology that in-
volves a general mechanism (e.g., abnormality of cell membrane
structure) might influence the cognitive system in a pervasive
manner so that disruption occurs at multiple levels (e.g., specific,
global, and binding functions). In contrast, an etiology involving
more restricted circuitry (e.g., prefrontal cortex) might disrupt
more specialized functions.
We believe the idea that types of cognitive task and CNS com-
promise should be considered within the context of developmen-
tal phase is important. We wish to emphasize, however, that ques-
tions about modular function and interconnectivity remain of
interest despite the hypothesized alterations in developmental
trajectory.
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Two closely related simulations provide weak
limits on Residual Normality
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Abstract: Thomas & Karmiloff-Smith (T&K-S) correctly identify Resid-
ual Normality (RN) as a critical assumption of some theorising about men-
tal structure within developmental psychology. However, their simulations
provide only weak support for the conditions under which RN may occur
because they explore closely related architectures that share a learning al-
gorithm. It is suggested that more work is required to establish the limits
of RN.
Within cognitive neuropsychology, the assumption of noncom-
pensation is acknowledged to be critical in making inferences
about the structure of mental processes from their breakdown.
Loosely, this assumption states that following brain injury unaf-
fected processes function normally – their functioning does not
change to compensate for the malfunctioning of damaged pro-
cesses. Thomas & Karmiloff-Smith (T&K-S) are correct in iden-
tifying Residual Normality (RN) as playing an analogous role
within attempts to deduce the structure of mental processes from
developmental disorders.
T&K-S provide two connectionist simulation studies that they
suggest demonstrate why RN cannot be assumed. The first com-
pares the effects of startstate and endstate damage within a three-
layer feed-forward network using a standard connectionist learn-
ing algorithm (back-propagation of error). When lesioned through
removal of units early in its training history, the network is able to
compensate and, notwithstanding subtle but important differences
in responses to different classes of test item, still achieves good
overall performance on the test data. Further simulations demon-
strate the limits of this compensation. The second set of simula-
tions using a dual-route architecture provides a situation in which
RN does not hold. The lack of RN in these simulations derives from
the compensatory nature of the architecture: The learning process
allows one route to partially compensate for the failure of the other
route (provided failure occurs early in learning).
Although the degree of compensation shown in the simulation
studies is of theoretical interest, it provides only weak support for
the position adopted by T&K-S. The scope of the simulations is
highly restricted: Both sets of simulations employ learning by
back-propagation of error within feed-forward networks. This
combination of architecture and algorithm is known to be capable
of compensating at least in part for differences in startstate. That
such compensation can undermine RN should not be surprising.
More convincing support for the implausibility of RN would come
from consideration of alternative architectures and alternative
learning algorithms, but whereas T&K-S do discuss alternative
learning systems (sect. 8.4), that discussion is limited to little more
than an acknowledgement of their existence.
The importance of considering alternative learning algorithms
is critical given the apparent role of back-propagation of error in
partially compensating for differences in startstate (simulation 1)
and for differences in computational properties of different routes
(simulation 2). It is also critical given that back-propagation is gen-
erally acknowledged to be biologically and psychologically im-
plausible (e.g., Crick 1989). Although the implausibility of back-
propagation may be irrelevant when the object of study is the
endstate of a system, it cannot be so easily dismissed where simu-
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lations aim to explore developmental phenomena and particularly
where they explore developmental dysfunction. In such simula-
tions, detailed properties of the learning algorithm are likely to be
critical. In defence of the use of back-propagation, T&K-S may
rightfully argue that whatever the biological learning mechanism
may be, it is likely to exhibit compensation because such com-
pensation is likely to be evolutionarily advantageous (if not evolu-
tionarily necessary). However, biological learning mechanisms
may show more or less compensation than back-propagation, and
either outcome could alter the conclusions one might draw. Sig-
nificantly more compensation would undermine the presupposi-
tion that developmental deficits could be explained by differences
in startstate, whereas significantly less compensation would argue
in favour of RN.
The importance of considering alternative architectures paral-
lels the importance of considering alternative learning algorithms.
Are similar levels of compensation available to other forms of con-
nectionist network (e.g., networks with recurrent connections) or
to production system architectures? Even within the domain of
past-tense acquisition there are numerous competing models.
Does startstate and endstate damage affect the behaviour of al-
ternative models in similar ways? Notwithstanding suggestions
made by T&K-S on ways to achieve RN, many more simulations
would appear to be necessary to provide a definitive answer to
these questions.
The above issues raise questions about the degree to which the
simulation studies may be taken as support for the implausibility
of RN. Further questions are raised by two additional assumptions
apparent in the simulation work. First, learning (via back-propa-
gation) is equated with development. This view is not universally
held within the developmental literature. Indeed, T&K-S make
passing reference to constructivist connectionist approaches in
which development involves more than simply adjusting network
weights. Second, developmental disorders are assumed to arise
from damage to the startstate of the system rather than, for ex-
ample, damage to its learning mechanism. Both of these assump-
tions limit the inferences that may be drawn from the simulation
studies. In short, does RN remain implausible if development is
more than just weight tuning or if developmental disorders result
from damage to the learning mechanism rather than damage to
the system’s startstate?
T&K-S attempt to address issues relating to the limits of their
specific simulations in section 9, where they speculate on some
ways in which RN may be achieved. Each of these effectively con-
strains the degree of compensation available via learning to the
damaged system, effectively by building in the seeds of modular-
ity before the developmental disorder has any effect. T&K-S em-
phasise that some of these ways of achieving RN raise more ques-
tions than they answer (particularly guided specialisation), but
others arise from apparently plausible mechanisms that would
seem to deserve further investigation. Again, further simulations
are necessary to demonstrate the viability of, for example, strong
competition or early commitment.
The criticisms made here are really criticisms of the methodol-
ogy of computational modelling. Although the modelling method-
ology adopted by T&K-S has some rare strengths – it is, for
example, hypothesis-driven experimentation rather than data-
driven parameter fitting – it also suffers from a common model-
ling difficulty - the reported simulation studies are likely to have
taken months of computing time, yet they represent only one
small region of a large, multidimensional parameter space of mod-
els, and generalisation from that region to the entire parameter
space is not straightforward. In short, T&K-S are correct to high-
light the issue of RN, but much work remains to identify fully the
conditions under which RN may or may not hold.
Development is also experienced by a
personal self who is shaped by culture
Michel Ferrari
Ontario Institute for Studies in Education, University of Toronto, Toronto, ON,
M5S 1V6, Canada. mferrari@oise.utoronto.ca
Abstract: I agree with Thomas & Karmiloff-Smith (T&K-S) in their cri-
tique of Residual Normality. However, first-person data must be inte-
grated into their account of neurobiological development of disabilities.
Furthermore, psychological development itself is not only about an indi-
vidual’s brain and how it interacts with the world; rather, development de-
pends crucially on the sociocultural context in which (normal and abnor-
mal) children develop.
Michael Thomas and Annette Karmiloff-Smith (henceforth T&K-
S) provide an important critique of a widespread idea in the study
of developmental disorders – Residual Normality. Their evidence
shows fine-grained differences in observed deficits when a simu-
lated cognitive system is damaged, depending on whether that
damage occurs before training (startstate; – analogous to infancy)
or after training (endstate; – analogous to adult brain damage). In
cases of startstate deficits or abnormalities, the implicit assump-
tion of “residual normality” is undermined by compensation or al-
teration by the rest of the system in an attempt to cope with this
damage. They conclude that “ontogenetic development cannot be
ignored in constructing models of developmental disorders” (tar-
get article, Abstract).
This apparently simple claim strikes at the heart of how best to
study psychology as a natural science, a question that has haunted
psychology from its beginnings. As George Trumbull Ladd wrote
in his review of William James’s Principles of Psychology, “Ques-
tions concerning the nature, problem, and legitimate methods of
Psychology, and concerning the relations it sustains to other forms
of science and to metaphysics, are apparently far from being set-
tled to the entire satisfaction of all parties to the controversy”
(Ladd 1892). And the controversy continues, as we see by the pre-
sent article. The very idea of a normal child and normal child de-
velopment is a relatively recent view for science (Hacking 2002).
Indeed, the scientific study of development really only took off in
the nineteenth century, as shown by Crombie (1994).
Because how to study developmental disorders is still being de-
bated, let me state my view up front. I agree entirely with the au-
thors that we need to take development seriously in order to truly
understand neurobiological disorders. In fact, I will go further and
say that two additional dimensions are left out of T&K-S’s account.
The first addition needed is a principled consideration of how
first- and third-person data can be integrated into their account of
neurobiological development of disabilities. Some may agree to
this point, in principle, but feel that it cannot be studied experi-
mentally within a neuroscientific framework. However, I would
like to hear the authors’ views on the research program launched
by the late Francesco Varela and continued by Antoine Lutz and
Evan Thompson, among others, which they called “neuropheno-
menology.” According to Lutz: “The neurophenomenological pro-
gram encourages researchers to pay attention not only to neuronal
or physiological data but also to the data produced by accounts 
of subjective experience” (Lutz 2002, p. 134). For Lutz and those
working in this research tradition, connectionist neurobiological
models (even developmental models) of how the mind works can
provide information about how the brain/mind works in and of it-
self, but not about how it can work for itself. They believe we also
need to consider first-person experiences (e.g., of perception,
pain, and possibilities for action) as they are experienced by a de-
veloping subject. For Lutz and many others, there is an explana-
tory gap between first- and third-person accounts that Varela was
one of the few directly to address within a neuroscientific frame-
work; he proposed a pragmatic integration of lived experience and
neurobiological measurements of brain activity.
The upshot of this program is that while it is important to con-
Commentary/Thomas & Karmiloff-Smith: Are developmental disorders like cases of adult brain damage?
BEHAVIORAL AND BRAIN SCIENCES (2002) 25:6 29
sider “local phase synchrony” in the neural activity of particular re-
gions of the brain, there is also evidence of “large-scale synchro-
nization” among neural assemblies in different regions of the brain
(the analogy used is of several computers linked through a pro-
gram like Napster over the World Wide Web). This program, I
think, adds ammunition to the claims made by T&K-S against a
simple modular view of brain development, but also challenges
them to find ways to integrate first-person experiences and aims
into their account of atypical development.
There may also be critical “turning points” that orient how bio-
logical development will unfold in cases of genetic abnormalities,
just as there are turning points in personal autobiography (Bruner
2001). This is especially plausible when one considers that auto-
biography in general is initially coconstructed with parents (Nel-
son 1993) and so is not divorced from the cultural context in which
such constructions take place. This coconstruction is just as true
in cases of abnormal development, as we have shown in a detailed
biographical study of an autistic child (Vuletic & Ferrari, in press).
Our study shows that how a particular autistic child develops is
deeply influenced by how his parents conceive of his life and his
possible development and not by neurobiological considerations
alone. Of course, parents must adapt to the reality of how their
child is acting and experiencing the world; but that adaptation can
range from making every attempt to assure a self-sufficient and
happy life for their child, as these parents and grandparents do, to
despair at making any positive impact on their developing child,
as many doctors schooled in the modular view of fixed potential
sadly recommend.
This leads to the second point of this commentary. Psychologi-
cal development itself cannot be understood as a uniquely indi-
vidual thing involving only an individual’s brain and how that brain
interacts with the world. Development depends crucially on the
sociocultural context in which (normal and abnormal) children
develop. In cases of infant attachment, for example, an infant’s in-
ner working model of his or her relationship to an adult caregiver
is constructed from the history of his or her interactions with that
caregiver, as both are integrated into a sociohistorical/cultural
context (Bretherton 1996). According to Hacking (1998) and
Morris (1998), cultural context is one of the factors that helps give
a specific form to an illness or disability as it interacts with bio-
logical abnormality through development. In other words, while
it is true that neurobiology is an important aspect of human de-
velopment, it is equally true that how particular children are
treated, and the general sociocultural conditions under which
they develop (which extend to basic nutrition and medical care 
as well as to parental expectations about children’s physical and
social obligations as part of their community), will all have a huge
impact on how children with genetic abnormalities develop (Keat-
ing & Miller 1999). Hacking (1998) shows how an entire type 
of mental illness disappeared when social conditions changed –
even if trace elements of that illness remain and have been re-
classified.
Both of these points are meant only to add to what is a very
strong and important critique of the widespread notion of Resid-
ual Normality. I think that it is time to broaden our understanding
of psychology beyond the limited neurobiological framework that
many psychologists have already found too constricting for a nat-
ural science of psychology over a century ago.
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Abstract: Evidence from various subtypes of Specific Language Impair-
ment and developmental peripheral dyslexias is presented to support the
idea that even developmental disorders can be modular. However, in de-
velopmental letter position dyslexia and neglect dyslexia we show that ad-
ditional errors can occur because of insufficient orthographic-lexical
knowledge.
One of the intriguing questions regarding disorders of language
and reading is whether these disorders are modular. Thomas &
Karmiloff-Smith (T&K-S) suggest that although acquired disor-
ders might be modular, developmental disorders are not. Of
course, there might be multifaceted cases of developmental
aphasias and dyslexias, and many types of impairment can coexist
in the same individual. Cases like these also exist in acquired apha-
sia and dyslexia. However, we believe that the main question is:
Can modular impairments be found in cases prior to training? We
believe there can. The structure of our argument will be as fol-
lows: first, we will demonstrate some evidence for modular im-
pairments in developmental aphasia and dyslexia, focusing on
their modular nature and the similarities between acquired and
developmental forms of the same disorder, and then we will show,
taking the reading domain as an example, that such a modular and
selective impairment might cause a deficit in other reading abili-
ties, stemming from the lack of exposure to written text and pos-
sibly from lack of well-formed input to the orthographic lexicon
during reading acquisition.
Starting with developmental aphasia or Specific Language Im-
pairment (SLI), it is possible to distinguish various types of im-
pairments, differing, just as in acquired aphasia, in the linguistic
module which was impaired. Friedmann and Novogrodsky (2003)
reported 10 children with syntactic SLI (G-SLI) whose syntactic
deficit manifests in chance-level performance on the comprehen-
sion of object relative sentences and referential object questions,
and the inability to produce relative clauses and sentences that in-
clude verb movement; these children are unimpaired in naming
and their phonological abilities are normal for their age, as tested
by pseudoword repetition, nonword judgment and phonological
awareness tasks.
A group of children with a severe naming disorder (stemming ei-
ther from lexical-semantic or lexical-phonological deficit) was also
identified, who show intact syntactic abilities, as manifest by their
normal comprehension of relative clauses, normal production of
relative clauses (except for paraphasias, which preserve the syn-
tactic structure of the sentence), and normal production of sen-
tences that include verb movement (Novogrodsky & Friedmann
2002). This dissociation indicates that it is possible to see linguistic
modules such as syntactic movement, phonology, and lexical access
selectively impaired even in developmental aphasias.
The same selective and modular nature is also manifest in
dyslexia. Acquired dyslexias can appear in very selective forms,
stemming from a circumscribed deficit in one of the processes or
lexicons that participate in the reading process or in the connec-
tion between them (Ellis 1993; Ellis & Young 1996; Marshall &
Newcombe 1973; Patterson 1981). This is the way modularity re-
flects in reading disorders. What about developmental dyslexias?
Indeed, children and adults with dyslexia of early onset – before
reading acquisition – can show a myriad of reading deficits and
sometimes additional disorders such as attentional and phonolog-
ical deficits. But does this mean that there is no modularity in de-
velopmental reading deficits? We believe it does not. A group of
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studies has now established cases that show a very selective read-
ing deficit parallel in nature to acquired dyslexias (Stuart & How-
ard 1995; Temple 1984; 1997; Temple & Marshall 1983).
Peripheral dyslexias, which have been less widely explored with
respect to developmental origin, also show modular impairments
in developmental forms. Letter position dyslexia (LPD), a selec-
tive deficit in letter position encoding with unimpaired letter iden-
tification, was initially reported in acquired cases (Friedmann &
Gvion 2001). This dyslexia has now been identified in 12 Hebrew-
speaking children and adolescents whose reading patterns show
striking similarities to acquired LPD (Friedmann & Gvion 2002;
Friedmann & Rahamim 2002; Precel & Friedmann 2002).
Both acquired and developmental LPD manifest modular im-
pairment, as only one submodule of the visual analysis system, let-
ter position encoding, is impaired, whereas another submodule,
letter identification, is unimpaired. Both in acquired and in de-
velopmental LPD, individuals show the dissociation between
making predominantly letter migration errors within words (read-
ing “bread” for “beard”) and very few or no letter substitutions in
a wide variety of tasks. In reading aloud, individuals with acquired
LPD had 21% letter-order errors and only 1% letter substitutions;
individuals with developmental LPD had 15% letter-order errors
and 1% letter substitutions. In a same-different task, individuals
in both groups could detect differences in letter identity between
words but failed to detect letter-order differences: The individu-
als with acquired LPD made 48% errors in letter order but only
7% errors in letter identification; the 12 individuals with develop-
mental LPD had 37% versus 4% errors.
Moreover, exactly the same pattern of migration errors occurs
in acquired and developmental LPD. In both cases the migration
errors occur almost exclusively in medial-letter positions. In word
reading and definition tasks, individuals with acquired LPD made
16% medial-letter position errors, compared to 0.01% exterior-
letter position errors. Similarly, the individuals with developmen-
tal LPD had 15.1% medial errors and 0.8% exterior errors.
However, many of the individuals with developmental dyslexias
show errors in addition to the errors that characterize their read-
ing deficits. We argue that these stem from their incomplete or-
thographic-lexical knowledge because of incomplete and flawed
input to the lexicon and lack of sufficient exposure to written
words and texts that is only a side effect of their reading impair-
ment. For example, the individuals with developmental LPD also
showed, in addition to letter migrations, 5.7% errors in reading
aloud that resulted from insufficient lexical-orthographic knowl-
edge: They made errors on heterographic homophones (or het-
erophones with homophonic letters), which can be read correctly
only after being lexicalized, as well as regularization errors and er-
rors of the vocalic pattern of unvoweled words (in Hebrew vowels
are underrepresented, and so lexical knowledge is required for
reading). The same was true for the Hebrew-speaking neglect-
dyslexic child in Friedmann and Nachman-Katz (in press), who
made neglect errors in 50% of the words. He too had homophone
and vocalic-pattern errors that are not characteristic of the read-
ing of individuals with acquired neglect dyslexia. These error types
were not found in the reading of the individuals with acquired
LPD in Friedmann and Gvion (2001) or in acquired neglect
dyslexia, probably because the onset of the dyslexia in the acquired
cases followed reading acquisition and the loading of the ortho-
graphic input lexicon, whereas the developmental or early-onset
cases did not have the chance to fill up their orthographic lexicon.
To conclude, selective impairments that indicate the modular
nature of developmental disorders are reported both in SLI and
in peripheral dyslexias. Additional errors can result from the lack
of lexical knowledge rather than lack of Residual Normality.
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Abstract: Either genetically specified modular cognitive architecture for
syntactic processing does not exist (neuroconstructivism), or there is a
module but its development is so abnormal in Williams syndrome (WS)
that no conclusion can be drawn about its normal architecture (moderate
nativism). Radical nativism, which holds that WS is a case of intact syntax,
is untenable. Specific Language Impairment and WS create a dilemma
that radical nativism cannot accommodate.
Nativists about syntax argue that syntax (1) is innate; (2) depends
on rule-based processing; (3) is modularised; and (4) Williams syn-
drome (WS) and Specific Language Impairment (SLI) are a dou-
ble dissociation (DD) which identifies a syntax module damaged
in SLI and “spared” in WS. Thus, Pinker explains the presence of
inflectional morphology in WS as follows:
Their grammar is running smoothly but their word-fetcher doesn’t have
the usual bias to fetch frequent and appropriate words quickly. Irregu-
lar verbs survive on that basis, so occasionally an irregular form doesn’t
survive quickly enough and the rule is ready and waiting to step in.
(Pinker 1999, p. 262)
The word-fetcher is a memory system whose functioning is sta-
tistical, not rule-based (hence the salience of irregulars), whereas
the grammar module, presumed intact in WS, is a rule-based sys-
tem. Nativists model the interaction of these two systems in a dual-
route neural network which stores and retrieves stems and regu-
lar and irregular suffixes. If the word-fetcher cannot find an
irregular suffix, the default regularisation mechanism automati-
cally produces the regular construction.
Karmiloff-Smith and neuroconstructivist collaborators have un-
dermined point 4 by producing a model that captures the linguis-
tic performance of SLI and WS subjects in a single-route network
whose functioning is statistical. The network approximates the lin-
guistic performance of SLI if the noise/signal ratio in phonologi-
cal input is increased and WS if the pattern is reversed and the sig-
nal/noise ratio is increased.
These findings have different consequences for different forms
of nativism. They strongly undermine a reading of point 4 which
depends on Residual Normality (RN). Heather van der Lely, for
example, has argued that in SLI subjects have “normal cognitive
and auditory abilities alongside impaired grammatical abilities”
(van der Lely 1999, p. 286).
Thomas & Karmiloff-Smith (T&K-S) point out, however, that
performing within the normal range on standard tests is not suf-
ficient to justify the RN hypothesis of spared or intact function. In
the case of phonological processing, fine-grained testing can dis-
close subtle deficits with major developmental consequences. For
example, in the extraction of a signal from a variable acoustic
stream, temporal interval as well as amplitude can affect perfor-
mance. Hence, a standard hearing test may not detect subtle
deficits in the ability to overcome the masking effects of the sur-
rounding stream. One explanation of dyslexia is that it is primar-
ily a result of such basic processing deficits rather than a problem
with higher-level linguistic processing (Nagarajan et al. 1999;
Wright et al. 1997a; 1997b). Normal can thus mean “test within
the normal range,” or (the RN hypothesis) “processed by the same
mechanism(s) in the same way as normal subjects.” It is this sense
of normality as RN which is required by van der Lely.
A nativist cannot accept T&K-S’s data and abandon RN without
abandoning the hypothesis that WS and SLI are a DD which iden-
tifies a syntax module. A nativist might initially argue that SLI is a
consequence of impairment to the syntax module, but then they
face a dilemma regarding WS. Is the module intact in WS? If it is,
why do language and syntax have an unusual developmental tra-
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jectory in WS? (Donnai & Karmiloff-Smith 2000; Laing et al.
2002). Possibly, increased sensitivity to phonology overrides the
default mechanism for regularisation. So a WS subject’s syntax
module develops abnormally because the syntax module is
crowded out. However, if this is the case, RN must be abandoned.
Points 1 to 3 can be maintained, but point 4 cannot.
The nativist who abandons point 4 might then argue that ab-
normal syntax in WS is the result of absence of the syntax module.
But in that case, WS should resemble SLI, when in fact they pre-
sent initially as a DD. So the best nativist hypothesis is to abandon
point 4 and retain the idea that what we see in WS is the anom-
alous development rather than absence of a syntax module. But
distinguishing between these two hypotheses on the grounds of
performance alone seems very difficult.
On either story – and the former is the most plausible – it seems
that a nativist must eventually agree that apparent linguistic flu-
ency in WS is essentially due to nonsyntactic factors, and hence
that whatever the fate of nativism about syntax, the hypothesis of
RN for SLI or WS is unsustainable.
The radical neuroconstructivist conclusion is, of course, that na-
tivist modular hypotheses about high-level cognitive processing
such as syntax or theory of mind are mistaken. The appearance of
such modularity is an artefact of interactive development of gen-
eral cognition and low-level processing modules (in this case,
phonology; in the theory-of-mind case, perhaps functions such as
recognition of emotional and facial expression and intentional
movement) (Gerrans 2002; Gerrans, in press; Gerrans & McGeer,
in press).
The nice thing about T&K-S’s article is that it shows that the
resolution of the issue requires a theory that models the neural im-
plementation of computational properties considered essential to
processing the domain in question. A simple inference from per-
formance to cognitive architecture of high-level, abstract cogni-
tion is not licensed by the data.
Distinguishing proximal from distal causes is
useful and compatible with accounts of
compensatory processing in developmental
disorders of cognition
Nancy Ewald Jacksona and Max Coltheartb
aDepartment of Educational Psychology, University of Iowa, Iowa City, IA
52242; bMacquarie Center for Cognitive Science, Macquarie University,
Sydney, NSW 2109, Australia. nancy-jackson@uiowa.edu
max@maccs.mq.edu.au http://www.rosella.bhs.mq.edu.au/~max/
Abstract: Models of the architecture of mature cognitive systems can in-
form the study of normal and disordered cognitive development, if one
distinguishes between proximal and distal causes of performance. The as-
sumption of residual normality need not be made in order to apply adult
models to performance early in development, because these models can
be modified to reflect the results of compensatory processing.
Thomas & Karmiloff-Smith (T&K-S) agreed with us (Jackson &
Coltheart 2001; hereafter J&C) that one can distinguish proximal
causes of abnormal performance (explanations in terms of the cur-
rent architecture of a cognitive system) from distal causes (a cat-
egory in which we include everything else, including develop-
mental history). J&C argued that this proximal-distal distinction
permits models of the architecture of mature cognitive systems to
inform the study of normal and disordered cognitive develop-
ment. We did not assert that adult models should be assumed ad-
equate to describe children’s behavior or used to restrict the
search for differences between developmental and acquired im-
pairments. However, we remain convinced that models of mature
performance are useful starting points for describing both typical
and atypical performance during the development of skills such as
reading. For example, if T&K-S had not been familiar with dual-
route models of skilled performance, would they have attempted
to falsify a hypothesis of similarity between early- and late-dam-
aged systems?
We have not assumed that those components in an abnormally
developing system that are not directly implicated in abnormal
performance will show Residual Normality (RN). On the contrary,
we explicitly disavowed the assumption of RN in developing sys-
tems. Indeed, rather than arguing for RN, we proposed that: “[i]n
a developing system, single deficits might be more likely to have
broad implications than is the case when a previously intact sys-
tem has been damaged” (J&C, p. 152), and went on to speculate
about ways in which impaired development of either a lexical or
nonlexical route might cause problems throughout a child’s de-
veloping reading system:
If each kind of deficit impedes development, we should not be sur-
prised to find that children who are atypical at exception-word reading
often are atypical at pseudoword reading, and vice versa, even though
these two tasks depend on different parts of the reading system. If what
we have proposed about how learning based on each route’s operations
contributes to the development of the other route is true, we would ex-
pect deficits in both types of reading to be the most common, but not
the invariable pattern. Indeed this is what has been found. (J&C, p. 193)
What, then, of T&K-S’s claim that inferences from observed be-
havior to underlying cognitive structure must be conditional on
“developmental constraints under which processing structures
have emerged” (sect. 10, para. 4)? Given the likelihood of com-
pensatory processing in early-damaged systems, how can models
of skilled cognition be useful for understanding developmental
disorders?
T&K-S assumed that static models cannot deal with phenom-
ena such as compensatory processing. They argued that if RN
does not hold, then behaviors that appear similarly intact in ac-
quired and developmental disorders could reflect operation of an
intact processing module in the acquired case but qualitatively
different compensatory processing in the developmental case. But
what constitutes a qualitative difference? Is compensatory pro-
cessing at a particular point in development really beyond the
scope of nondevelopmental models such as the Dual Route Cas-
caded Model of Word Recognition and Reading Aloud, or DRC
(Coltheart et al. 2001)? We counter that it is not and that quanti-
tative changes in how the parameters of such a model are set can
alter its function in a way that might be called strategic and com-
pensatory.
For example, Rastle and Coltheart (1999; see also J&C) showed
that the DRC model can simulate strategic effects that might oc-
cur if a reader expected to read only nonwords. This is not a de-
velopmental scenario; but such tuning of system parameters is
analogous to what might happen if a child’s prior experience in us-
ing either the lexical or the nonlexical route of a modular system
like DRC had been repeatedly unsuccessful. J&C also sketched
how the DRC might be modified to simulate the effects of the re-
stricted orthographic lexicon and incomplete knowledge of
grapheme-phoneme correspondence rules that characterize nor-
mal beginning readers (J&C, Fig. 5.1). The extent to which a mod-
ified version of a static model such as the DRC might account for
observed reading performance at different points in development
is an empirical question that has already been answered in the af-
firmative in some instances (Coltheart et al. 2001, Fig. 15).
Static models such as DRC say nothing about processes by
which reading systems change over time as children develop read-
ing ability. Nonetheless, such models can offer successive snap-
shots of what the system might look like, for normal and impaired
readers, as reading develops. However, given that static models do
not seek to explain processes of development, why do we still pre-
fer such models to apparently more comprehensive and undoubt-
edly more dynamic connectionist models? To answer this ques-
tion, we return to the distinction between proximal and distal
cause.
Distal causes that have been proposed for developmental read-
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ing failure are diverse, ranging from genetic anomalies to restric-
tions in the child’s oral language environment to inadequate in-
struction in print. How various genetic and environmental causes
of reading failure fit together is the focus of considerable current
research (e.g., Castles et al. 1999). Unlike T&K-S, we do not find
it helpful to try to map these distal effects onto manipulations of
connectionist models such as lesioning network structure or
adding noise to processing. Doing so requires leaps of faith we
prefer not to take. What, for instance, is the appropriate analogue,
for a connectionist learning algorithm, of a home environment re-
stricted in oral language input? Of the sources of reading failure
for a garden-variety poor reader who enters school with deficits in
both oral vocabulary knowledge and phonological recoding abil-
ity? Of the compensatory mechanisms used by a child whose abil-
ity to use grapheme-phoneme correspondences to read nonwords
is impaired, perhaps because of lack of direct phonics instruction,
but who reads real words adequately (Thompson & Johnston
2000)? Metaphorical links between manipulations in connection-
ist models and various developmental impairments in reading can
be made (e.g., Harm & Seidenberg 1999), but where is their em-
pirical justification? Pending that justification, we prefer to keep
a fence between distal questions about causes of developmental
change and proximal questions about what the architecture of a
child’s reading system is like after those causes have exerted their
effects.
Encapsulating architecture and
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Abstract: Thomas & Karmiloff-Smith (T&K-S) raise the excellent and, in
retrospect, obvious point that in a dynamic learning environment where
feedback is possible, we should expect networks to adapt to damage by al-
tering details of their behavior. We should therefore not expect that de-
velopmental disorders should result in “normal” modules. The implica-
tions of this point go much further, since interprocess dependency in the
brain does not rely only on learned neural connections. This argues
strongly against behavioral and process-related definitions, as opposed to
structural and architecture-related definitions, of mental modularity.
One mark of a good scientific paper is that it raises new issues. By
this standard, Thomas & Karmiloff-Smith (T&K-S) have written
an excellent paper. The issue of “Residual Normality” should be
crucial to any analysis where neuroplasticity or development is an
issue. In a dynamic and complex system, one expects damage, al-
terations, or perturbations to one facet of the system to be re-
flected in changed behavior of both the system as a whole and of
other facets – this is part of the fundamentals of complexity
(Nichols & Prigogine 1989). Within broad limits, neural tissue can
adapt itself to changes in its environment, including changes in the
surrounding tissue. And although researchers can comfortably ex-
pect lifetime employment in teasing out exactly what those limits
are, we have no reason a priori to believe that the components of
a system fully adapted to an unusual environment will behave
“normally.”
However, it remains an open question what time-scale is nec-
essary for this sort of adaptation. Specifically, the notion of “Resid-
ual Normality” assumes a very strong version of mental modular-
ity, a theoretical position at best controversial (Dunn & Kirsner, in
press; Juola & Plunkett 1998). Mental modules are assumed to be
encapsulated to a degree that it is possible to damage a single mod-
ule without affecting others at all. Not even an automobile displays
this level of modularity – bad alignment of the front tires will im-
mediately drop the fuel efficiency and will probably even result in
the radio volume increasing. These are the result of a complex
feedback system: The poor alignment makes increased tire noise,
causing the human driver to turn up the radio to drown it out. The
radio does not behave “normally” in the presence of faulty align-
ment.
This sort of feedback and recovery is explicit in the experimen-
tal setup of simulation 2; although a damaged module such as 
the indirect route may not directly interact with the direct route,
the learning mechanism will compensate for errors by adjusting the
weights in the undamaged module. However, the performance of
the undamaged route will be “normal” only if there is no feedback
at all in the system to alter performance. Three factors assure this
in the connectionist system under discussion. First, the topology
of the network makes it impossible for changes in indirect repre-
sentation to affect direct representation, so that there is no im-
mediate effect of a lesion to the indirect route on the weights of
the direct route. Second, no further learning/change can occur af-
ter insult; in the case of the connectionist model, only “endstate”
damage will result normality, whereas in the case of a human, we
assume that the neuroplasticity of an adult approximates zero.
Third, the inflectional module itself is sufficiently encapsulated
that it can be modeled in isolation from the rest of cognition.
Unfortunately, it is not clear and perhaps not even likely that
any of these three conditions hold in vivo. The human brain ap-
pears to be deeply interconnected, to the point that the stress of
hospitalization (Bates et al. 1987) or of unrelated cognitive pro-
cessing (Blackwell & Bates 1995) can produce symptoms similar
to the loss of a neural module. This dependence on cognitive re-
sources provides an immediate pathway for cognitive change in
unrelated modules immediately after insult and shows the depen-
dence of these hypothesized “modules” on the rest of the brain.
Common sense and the new experimental findings both sup-
port the idea that the brain can compensate for its own failure to
develop correct processes by altering other processes in the brain.
Bates and colleagues (Bates et al. 1987) have shown that the cor-
rectness of processes in normal adults is subject to variation.
Within this framework, the idea of mental modules as encapsu-
lated “processes” is an increasingly difficult one to support. Our
strongest evidence for modules within the system built by T&K-S
is architectural: the topology of the network. Arguments from lo-
calization of brain function and neural mappings can produce the
same evidence for architectural modularity in the brain, evidence
that behavioral studies cannot duplicate. The issues raised by
T&K-S are yet another reason to distrust behavioral evidence.
Did Residual Normality ever 
have a chance?
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Abstract: Thomas & Karmiloff-Smith (T&K-S) show that the assumption
of residual normality (RN) does not hold in connectionist simulations, and
argue that RN has been inappropriately applied to childhood disorders.
We agree. However, we suggest that the RN hypothesis may never have
been fully viable, either empirically or computationally.
Thomas & Karmiloff-Smith (T&K-S) argue that the assumption of
residual normality (RN) has been inappropriately applied to child-
hood disorders. The RN assumption is that “in the face of a selec-
tive developmental deficit, the rest of the system can nevertheless
develop normally and independently of the deficit.” (sect. 3.1).
The authors discuss many reasons why this assumption, borrowed
from the adult neuropsychological model, should not apply to de-
velopmental disorders. Most importantly, they argue that it ig-
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nores the role of the developmental process in producing out-
comes. These views seem unassailable to us. Our only criticism, if
any, is that they may be somewhat too unassailable, in the sense
that a strict version of RN never really had a fighting chance, ei-
ther empirically or computationally.
T&K-S review a set of studies on Specific Language Impair-
ment (SLI) and Williams syndrome (WS) that assume RN. How-
ever, they acknowledge only briefly an area of research (i.e., pedi-
atric neuropsychology) where RN is not supported. It has long
been recognized that early brain lesions result in more subtle
deficits than later lesions, although a broader range of functions is
affected. For example, early left hemisphere lesions result in more
subtle language deficits than later lesions (e.g., Basser 1962; Bates
et al. 1999; Levine et al. 1987; Woods & Teuber 1978), but may
affect spatial as well as verbal functions, resulting in lower IQs
(e.g., Banich et al. 1990; Riva & Cazzaniga 1986). This pattern has
been attributed to “crowding” – neural reorganization such that
in addition to the functions that intact systems normally subserve,
they become involved in functions that would normally be carried
out by systems that have been damaged (e.g., Hebb 1949; Strauss
& Verity 1983; Strauss et al. 1990). This clearly violates RN. This
violation is a part of a larger picture in which the developmental
process plays a role in shaping the outcome of early neurological
disorders (Goldman-Rakic et al. 1983; Kolb 1995; Thal et al.
1991). For example, the average IQ of children with early focal
brain injury is lower than that of nonlesioned children after but
not before 7 years of age (Banich et al. 1990).
At the heart of T&K-S’s paper are their computational simula-
tions, using connectionist networks of a sort widely used in mod-
eling both developmental and adult neurological damage. These
simulations capture well, in broad outline, the effect of early dam-
age on subsequent development. We have some minor concerns
regarding the interpretation of these simulations. First, different
amounts of damage were inflicted early and late in training, mak-
ing it difficult to determine whether differences are attributable
to time of damage, amount of damage, or some interaction. Sec-
ond, the comparison of early and late simulated lesions with hu-
man performance is clouded by the fact that in the simulations, no
training was provided following late lesions (see Marchman 1993).
Brain-injured patients, in contrast, do have the opportunity to
learn after an acquired injury. Indeed, it is suggested that residual
deficits cannot be determined earlier than one year after injury
(Spreen et al. 1995). A more comprehensive picture of the effects
of early and later lesions might be provided by systematically
crossing lesion timing with lesion size and amount of training.
Critically, T&K-S’s central finding is that their networks do not
exhibit RN during simulations. When one part of their network
was damaged, the rest of the network was affected, rather than de-
veloping normally. This is a useful and relevant finding, particu-
larly given the prominence of such networks in modeling human
damage. Below we outline how the same general finding could
have been arrived at analytically – although, of course, not all as-
pects of T&K-S’s simulations could have been predicted in ad-
vance.
T&K-S use a connectionist network in which the input layer is
fully connected to the output layer (the “direct” route), and is also
fully connected to a hidden layer which is in turn fully connected
to the output layer (the “indirect” route). The network’s nodes
have sigmoidal activation functions, and the network as a whole is
trained under back-propagation, with a cross-entropy error func-
tion. Under these conditions, the weight update wrs for a given
weight wrs on a connection that projects from sending node s to
receiving node r in the output layer is:
Here E is the error measure, ar and as are the activations of nodes
r and s respectively, and dr is the desired output for node r.  (the
learning rate) and ln(2) are multiplicative constants. The critical
point for our purposes is that this weight update rule is a linear
function of ar, the activation of the receiving output node.
Damage anywhere in the network (e.g., through lesioning) can
be expected to affect the activation of at least one output node, ar
– because output nodes receive input from all input nodes and
from all hidden nodes. This effect should be especially clear early
in training, because output nodes will not yet be at asymptote.
Given the above derivation, we can see that a change in that acti-
vation level, ar, will affect the weight update on any connection
that projects to node r – whether or not that connection is a part
of the lesioned section of the network. For example, a lesion in the
network’s indirect route would change the activation of some out-
put node – and this change in activation would in turn affect
weight updates on all connections to that node, including con-
nections that are a part of the direct route. Hence, in this very gen-
eral sense at least, complete residual normality is an impossibility
in networks of this sort.
Structural abnormality may not equal
functional oddity
Yonata Levy
Psychology Department, The Hebrew University, Jerusalem, 91905, Israel.
msyonata@mscc.huji.ac.il
Abstract: This commentary questions the authors’ claim that cognitive
neuropsychology is defined by modularity and that other theoretical
frames, that is, connectionism, are a priori rejected. It also points to the
fact that whereas in genetic disorders there are developmental delay and
asynchrony, there are few reports of deviant developmental trajectories
that are never seen in typical development. It is suggested that the possi-
bility that structure does not equal function in the developing brain, may
be a viable option.
This commentary offers an objection, a commendation, and a
question. The objection concerns the authors’ use of the term cog-
nitive neuropsychology. Cognitive neuropsychology is the name of
the interdisciplinary area dedicated to the study of brain-cognition
relationships. As such, it is theory-neutral and open to competing
approaches. Among the most influential theoretical positions in
this area of study is Fodor’s (1983) modularity thesis, which has
since been modified and elaborated by other people too (cf.
Moscovic & Umilta 1990). However, modularity does not define
cognitive neuropsychology as a research field, as the authors seem
to suggest. Rather, modularity is one possible (and highly debat-
able) framework for potential answers to the relevant issues. An-
other such framework is connectionism. By espousing the latter,
one rejects modularity yet one does not reject cognitive neuro-
psychology.
Cognitive neuropsychology is unjustly blamed in the target ar-
ticle for other vices too. Contrary to what the authors say, cogni-
tive neuropsychology has considered group studies along with sin-
gle cases (cf. Cossu & Marshall 1990; Cossu et al. 1993), has
searched for dissociations but also for associations (cf. Tager-Flus-
berg 2003), and has no objection in principle to dynamic, nonsta-
tic models as befits developmental issues. Hence, I believe the fol-
lowing research programs, which the authors of the target article
cite, are well within the domain of cognitive neuropsychology:
Bishop (1997a), where a case is made for the nonmodularity of de-
velopmental disorders; Karmiloff-Smith (1997; 1998), where it is
argued that modularity of cognitive functions is an emergent prop-
erty that is a product of development, as well as the current work
in which the effects of lesions on computer simulations of reading
and past tense formation are demonstrated. Although none of this
work espouses Fodorian modularity in any of its incarnations, and
all assume dynamic changes that have consequences for the end-
state, all deal with brain-cognition relationships, challenging other
theoretical positions.
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The praise relates to the authors’ insistence that in cases of con-
genital disorders that affect the brain, behavioral impairments at
the endpoint of development are likely to be the outcome of an
extended atypical developmental trajectory, determined by the
initial structural anomalies in the system and by its atypical inter-
action with the environment (Karmiloff-Smith 1997; 1998). This
is a plausible position in part because current genetic and biolog-
ical understanding favors the view that in disorders of a genetic
origin, the effects will be wide spread and nonspecific, and thus
result in brain changes that are likely to affect learning and devel-
opment. Developmental cognitive neuropsychology has not
drawn a sufficiently clear distinction between acquired deficits
and congenital ones, and has too often applied similar theoretical
frameworks to both, disregarding the crucial effects of develop-
ment.
The question that I would like to raise relates to the above po-
sition. The assumption that in cases of congenital disorders of ge-
netic origin the child in fact learns with a different brain, predicts
that disordered populations will more often than not exhibit an ab-
normal developmental course. However, it is rather rare to en-
counter reports of performance in disordered populations that is
of a kind never seen in typically developing children. One typically
sees reports of delays and asynchronous development, but rarely
have truly deviant patterns been reported. A typical example con-
cerns the notion of extended optional infinitive, describing asyn-
chronous development in children with Specific Language Im-
pairment (SLI) (Rice et al. 1998). Reports of developmental
delays in neurodevelopmental disorders of genetic origin are too
numerous to quote.
Especially problematic in this regard are claims based on group
results when the comparisons are drawn between group means
and prevalent tendencies. For example, consider the claim made
by Cossu Rossini and Marshall (1993) that children with Down
syndrome read without phonological awareness. This work might
have qualified as an example of an atypical learning trajectory.
However, the participants with Down syndrome did not perform
at zero level. Rather, in some cases they scored 13 out of 21 cor-
rect, and there was just one child who scored 0 on three out of four
tasks (Bryne 1993). Hence, whereas there were statistically sig-
nificant differences between children with Down syndrome and
typically developing children on phonological awareness tasks, I
doubt whether one can attribute these differences to a different
learning trajectory.
The authors cite work on face processing in Williams syndrome
suggesting that, despite normal face recognition abilities, the un-
derlying processes by which resolutions are arrived at is atypical
(Deruelle et al. 1999). But are these processes of the kind never
encountered in children with normal brains? In a similar vein, in
all of the research on language in Williams syndrome there have
been very few reports, if at all, of errors that are never seen in nor-
mal children (but see Capirci et al. 1996). Most of the findings
concern delayed acquisition, higher error rates, and either less
(Karmiloff-Smith et al. 1997) or more (Clahsen & Almazan 2001)
control over grammatical rules relative to memorized words. The
conclusion from most of the work on Williams syndrome – and the
authors’ work is no exception – as well as from work on other de-
velopmental syndromes, is that there are set paths for language
learning even under pathology, with variation in speed and onset
of various components, yet with minimal options for deviation that
are not time-related (Levy et al. 2000).
This is perhaps not surprising given the plasticity that is inher-
ent in the young brain. Brain plasticity has been invoked mostly in
cases of focal damage (cf. Bach 1990). However, if brain plasticity
is assumed in congenital disorders of genetic origin, then the ex-
pectation is that despite genetic abnormalities that cause struc-
tural deviations from typicality, functional normalcy may be pre-
served throughout development. In fact, the question is to what
extent structure equals function in the brain and, consequently,
whether structural differences, such as are seen in genetic dis-
orders, predict functional differences. The fact that there are
healthy children who pursue developmental trajectories that char-
acterize children with abnormal brains, suggests that these atyp-
ical developmental options are not a consequence of structural 
abnormality, and that they may operate in normalcy too. In con-
clusion, whether structure equals function in the brain is an em-
pirical question that has to be addressed in reference to specific
developmental domains. Theoretically, however, given that there
is plasticity, the fact that there is structural abnormality does not
in itself predict functional abnormality.
Coconstructed functionality instead of
functional normality
Shu-Chen Lia and Ulman Lindenbergerb
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Abstract: We agree with the critique of the Residual Normality assump-
tion. Moreover, we challenge monolithic views of functional normality.
Throughout life, development and adaptation require variations in corti-
cal functional circuitry within and across individuals. We propose the prin-
ciple of “coconstructed functionality” which maintains that brain-behavior
functional correspondences are dynamically coproduced by neurobiolog-
ical, experiential, and contextual processes.
Thomas & Karmiloff-Smith (T&K-S) argue against a canonical hy-
pothesis of developmental cognitive neuropsychology. According
to this hypothesis, similarities between domain-specific cognitive
impairments observed after damage to the adult brain, on the one
hand, and developmental disorders, on the other, point to simi-
larities in underlying causes, thereby lending support to a modu-
lar organization of normal adult cognition. They challenge the va-
lidity of this inference by demonstrating that its underlying
assumption (the “Residual Normality assumption”) is untenable,
primarily because developing systems generally compensate for
selective deficits by modifying other parts of the system. We agree
with this critique and would like to take it a step further. We call
into question the notion of functional normality and advocate the
principle of “coconstructed functionality” for investigating indi-
vidual and life-span differences in brain-behavior mappings.
Coconstructed functionality. A monolithic divide between
normality and abnormality is unproductive and misleading, if
“normal” signifies invariance of functional correspondences be-
tween brain and behavior. Variations within and between individ-
uals are fundamental to living organisms (Ford 1987; Mayr 1998).
Rather than being one-to-one, functional mappings of brain struc-
tures and processes to behaviors tend to be many-to-many. At the
behavioral level, research on the organization of intellectual abil-
ities has long since identified substantial individual differences
within the normal range of functioning (e.g., Deary 2001; Spear-
man 1904). Similarly, life-span intellectual development is con-
ceptualized as dynamic, multifunctional, and multidirectional
(e.g., Baltes et al. 1998; Cattell 1971; Engle 2002; Horn 1968).
Among others (e.g., Siegler 1994), Francophone scholars em-
phasize the importance and ubiquity of multiple developmental
pathways with vicariance (i.e., alternation among several pro-
cesses fulfilling similar functions) being a source of within- and 
between-individual variations and development (Lautrey, in press;
Reuchlin 1978; de Ribaupierre 1993). At the neurobiological
level, intra-individual (e.g., Makeig et al. 2002), interindividual
(e.g., Toga 2002), and life-span (e.g., Cabeza 2002; Johnson 2001;
Raz 2000) differences in brain functioning are large and wide-
spread in the absence of pathology (e.g., within the “normal range”
of functioning). Cognition and behavior reflect the reciprocal in-
teractions between neurobiological and experiential contexts of
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life that vary both within and across individuals. Therefore, in-
stead of reaffirming the orthodox dichotomy between the normal
and the abnormal, “normality” is better viewed as the potential of
individuals (and environments) to produce an adaptive range of
behaviors in a variety of ways. Specifically, any attempt to define
normality in terms of invariant brain-behavior mappings neglects
the pivotal role of variation at all level and timescales of biological
(Mayr 1998) and biocultural organization (Baltes & Singer 2001;
Li 2003).
Life-span differences in brain-behavior mappings. In arguing
against biological determinism, recent coconstructive theories
(e.g., Baltes & Singer 2001; Cole 1999, Elman et al. 1996; Li 2003;
Nelson 1996) have stressed the importance of interactive pro-
cesses and developmental plasticity occurring across different
timescales and levels in shaping brain-behavior relations. For ex-
ample, face processing is less localized or specialized in infants
than in adults. In infants, face processing involves both left and
right ventral visual pathways; in adults, face processing primarily
involves the right ventral visual pathway (de Haan et al. 2002).
During senescence, cortical information processing in different
brain areas becomes less specific or more integrated (see Cabeza
2002; Reuter-Lorenz 2002 for reviews; Logan et al. 2002). A re-
cent cross-level neurocomputational theory suggests that senes-
cent decrements in neuromodulation, which affect the distinc-
tiveness of neuronal representations of environment-experience
interactions, may account for some of the observed losses in cor-
tical specialization (e.g., Li et al. 2001). It is unclear to what extent
cortical reorganization in late adulthood directly reflects senes-
cent changes in structural and neurochemical integrity, or com-
pensatory adaptations to such changes. In either case, evidence
from both child development and aging indicates that the modal
functional circuitries brought to bear upon “nominal cognitive
tasks” differ widely by age.
At the behavioral level, life-span changes in the structure of in-
telligence support our critical appraisal of functional normality.
The differentiation-dedifferentiation hypothesis (e.g., Baltes et al.
1980) postulates that intellectual abilities are rather undiffer-
entiated in childhood, undergo differentiation during maturation,
leading to a multifaceted ability structure that stays largely invari-
ant during adulthood, and again become more homogeneous
(dedifferentiated) during aging. A recent study with a wide range
of ages (6 to 89 years) and a comprehensive battery of intelligence
tests and standard reaction-time tasks revealed that correlations
among different aspects of intelligence and information-process-
ing parameters are indeed higher at both ends of the life span (Li
et al., in press). Again, such life-span transformations call for dy-
namic views on brain-behavior mappings.
Individual differences in brain-behavior mappings. Variability
and plasticity of functional circuitry are not confined to the ex-
treme ends of the life span; rather, they are general prerequisites
for cumulative experiential tunings reflecting the provisions, de-
mands, and constraints of specific sociocultural contexts. For ex-
ample, posterior regions of the hippocampi, involved in process-
ing spatial representation of the environment, have been reported
to be significantly larger in London taxi drivers than in age-matched
controls (Maguire et al. 2000). Similarly, there are marked differ-
ences between native speakers of English and Italian with respect
to the brain areas involved in reading (Paulesu et al. 2000): En-
glish readers show greater activations in the left posterior inferior
temporal gyrus and the anterior frontal gyrus, areas associated
with word retrieval. Presumably, these differences reflect lan-
guage-specific adaptations in the functional circuitry supporting
grapheme-to-phoneme translation.
Conclusion. Life-span changes, interindividual differences,
and intra-individual variability in brain-behavior mappings are not
adequately described or explained in relation to a “gold standard”
of normality. The principle of coconstructed functionality, with its
emphasis on socioculturally embedded experiential tuning, seems
more productive than the normal/abnormal dichotomy. To cap-
ture the dynamic and multivariate picture of brain-behavior rela-
tions, we need systematically to investigate biocultural cocon-
structive processes that lead to individual and life-span differences
in cortical functioning. Undoubtedly, invariant properties of cor-
tical organization will also emerge from such an approach, but
they will be located at higher levels of abstraction, be it coherent
patterns of neural assembly (e.g., Singer 1995), or general princi-
ples of human behavior (e.g., Nesselroade 1991).
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What can developmental disorders tell us
about modularity?
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Abstract: This commentary discusses the logic of inferring modularity or
the lack of modularity from observed patterns of developmental disorders.
Developmental disorders are, as Thomas & Karmiloff-Smith
(T&K-S) observe, not necessarily like cases of adult brain damage.
Their simulations well illustrate why one cannot directly infer un-
derlying mental organization from surface behavior, a problem
that has long made the discipline of psychology challenging
(Chomsky 1959; McClelland 1979). And T&K-S are quite right to
highlight the perils of inferring modularity from a pairing of ap-
parently normal behavior in some domains with impaired behav-
iors in other domains; seemingly normal behavior could always be
the product of compensatory mechanisms. (Exactly the same
worry hampers the study of second-language acquisition – when
a nonnative speaker succeeds, it is difficult to know in advance
whether she is relying on remnants of universal grammar or some
kind of domain-general cognitive substitute.)
But the naive inference from impairment in multiple domains
to a lack of modularity is equally riddled with danger. Although
cognitive systems are often caricatured as being the product of ei-
ther entirely modular or entirely shared resources, the reality is
that every complex neural system – even ones that are modular in
the sense of performing computations that are informationally en-
capsulated – probably relies on a mixture of domain-specific and
domain-general resources. A system for language understanding,
for example, probably relies on both shared resources like mem-
ory and symbol-manipulation machinery (Marcus 2001) and non-
shared machinery that is specialized for linguistic representation
(Hauser et al. 2002). A disorder that impaired the neural under-
pinnings of memory might well then impair both linguistic and
nonlinguistic systems, even if the linguistic system included some
specialized resources. Disorders that affect multiple domains
hence may tell us little about questions about underlying modu-
larity.
What is true at the psychological level is perhaps even more true
at the genetic level. Even where two organs are specialized and
physical distinct, they often depend in large part on overlapping
sets of genes. A chicken’s wing and its leg, for example, are for 
the most part built under the direction of the same set of genes.
Out of the hundreds or thousands of genes involved in limb for-
mation, only a handful stylecolor:black(Margulies, black.
In a similar way, it is possible, perhaps even likely, that separate
stylecolor:blackon common sets of genes, just as separate
limbs the case of the specialization of limbs, the specialization of
neural function might rely on a handful of novel genes specific to
that domain interacting with a larger number of conserved (shared)
genes.
It follows that we must be extremely careful about inferring a
lack of modularity from the distribution of disorders. We should
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expect that many disorders will affect multiple subsystems, yet
keep our eyes open for deficits that are more focused. Even if, for
example, some variants of reading disorders turn out be conse-
quences of genes (or environmental insults) that affect wide-rang-
ing developmental processes, there may still turn out to be others
that derive from rarer genes that have purely domain-specific con-
sequences. In a recent study, Ramus and colleagues (Ramus et al.,
in press) identified a pure form of dyslexia in which only phono-
logical knowledge is impaired (even after compensatory mecha-
nisms are factored out). It would be foolish to rule out a priori the
possibility that such a focused deficit might have a specific genetic
basis. The same could be said for language disorders: truly do-
main-specific disorders might be rare in stylecolor:black, but
their relative rarity should not lead us to rule out the possibility of
modularity.
No simulation or theoretical analysis will save us from the care-
ful empirical work ahead. T&K-S are right to advise caution, but
we should be no quicker to dismiss modularity than we should be
to accept it.
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Double dissociations never license simple
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organization, especially in developmental
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Abstract: Different developmental anomalies produce contrasting defi-
cits in a single, integrated system. In a network that inflects regular and
exception verbs correctly, a disproportionate deficit with exceptions occurs
if connections are deleted, whereas a disproportionate deficit with regu-
lars occurs when an auditory deficit impairs perception of the regular in-
flection. In general, contrasting deficits do not license the inference of un-
derlying modularity.
Thomas & Karmiloff-Smith (T&K-S) have done the field an im-
portant service by calling attention to the fact that lesions to a de-
veloping brain can have different consequences from lesions to
adult brains. They are entirely correct in pointing out that adap-
tive learning processes will shape the acquired functions not only
of those parts of the brain directly affected by the damage, but also
other parts of the brain. In general, the article makes a point we
heartily agree with, namely, that the standard logic of neuropsy-
chological interpretation should not be applied uncritically to the
interpretation of developmental disorders.
In our view (see also Plaut 1995), the standard logic of neu-
ropsychological interpretation cannot be applied uncritically to
the interpretation of any disorders, whether or not they are de-
velopmental disorders. By the phrase “the standard logic of neu-
ropsychological interpretation” we mean the reliance on a double
dissociation between performance on materials from two differ-
ent experimenter-defined categories to infer that normal perfor-
mance relies on separate modules specialized for processing the
different categories of materials. This logic has repeatedly been
used in both the adult neuropsychology literature and in the liter-
ature on developmental disorders discussed by T&K-S (for dis-
cussions, see Plaut 1995; Shallice 1988). For example, a double
dissociation between living things and artifacts in picture naming
and property verification has been used to argue for separate mod-
ules for different semantic categories (Warrington & McCarthy
1987), and a double dissociation in reading abstract versus con-
crete words has been used to argue for separate modules for ab-
stract versus concrete nouns (Warrington 1981). Closer to the ex-
ample used by T&K-S, a double dissociation in production of the
past tenses of exception words versus regular words has been used
to argue for separate brain mechanisms for words and rules
(Pinker 1991; Pinker & Ullman 2002).
In all these cases, connectionist/parallel-distributed processing
models (Rumelhart et al. 1986) have provided alternatives to the
standard interpretations of these double dissociations (Farah &
McClelland 1991; Joanisse & Seidenberg 1999; Plaut 1995). In
general, these models take the following form: A single integrated
and interactive system is used for processing items of both cate-
gories. Because of item characteristics that covary with category
membership, performance on items from one category depends
more on one part of the system, whereas performance on items
from the other category depends more on another part of the sys-
tem. For example, Plaut (1995) suggested that concrete and ab-
stract words may differ in the number of semantic features. He
trained a network with feed-forward and recurrent connections to
map both concrete and abstract words from orthography to se-
mantics. The concrete words contained more semantic features,
so they used the recurrent connections more effectively and were
less dependent on the feed-forward connections. Lesioning the
feed-forward connections produced a relative deficit for abstract
words, whereas lesioning the recurrent connections produced a
relative deficit for concrete words. Standard neuropsychological
reasoning would interpret this double dissociation as evidence of
separate modules for abstract and concrete words, but there is no
such modularization.
Similar problems arise in a developmental context. Different
impairments imposed on the system at the beginning of training
can differentially impact learning to perform correctly with items
of different types. Again, standard neuropsychological reasoning
would incorrectly imply that the underlying organization is mod-
ular.
To illustrate this point, we revisited Simulation One from T&K-
S. We trained a single, three-layer, feed-forward network on both
regular and exceptional past-tense forms using the same architec-
ture and training patterns (kindly provided by Michael Thomas).
Performance after training the intact network was 100% correct
for items of both types, in line with the proposal (Rumelhart &
McClelland 1986) that a single integrated system might underlie
the processing of both regular and exceptional forms.1 We repli-
cated their “intact” condition, which produced 100% correct per-
formance on both regulars and exceptions, and a fairly severe
(80%) “starting point” lesion, which produced fairly good perfor-
mance on regulars but poor performance on exceptions. We in-
cluded another condition expected differentially to impair perfor-
mance on regulars (following Hoeffner & McClelland 1993). This
condition builds on the suggestion (Leonard 1998; Leonard et al.
1992) that the English regular past-tense inflection may be weakly
represented in the speech signal and therefore difficult to per-
ceive for children with certain forms of language impairment (see
also Tallal 1995). Specifically, the nonsyllabic forms of the English
past tense (/t/ and /d/, as in “liked” and “loved”) involve very slight
additions that agree in voicing with the preceding sound and can
be very difficult to detect (Bird et al., in press), and the syllabic
form (/^d/ as in “hated”‘) is unstressed. To simulate a deficit in
perceiving these inflections, the units representing the past-tense
inflection were sometimes set to 0 in the target past-tense pattern
that the network is given as a model for what it should learn. This
is based on the idea that children learn from what they hear and
that the perceptual impairment makes the inflection sometimes
imperceptible. This condition was otherwise identical to the intact
condition. What we see in Table 1 is that in this new condition
there is a disproportionate deficit in processing regular past
tenses.2
Looking at Table 1, we clearly see a pattern of double dissocia-
Commentary/Thomas & Karmiloff-Smith: Are developmental disorders like cases of adult brain damage?
BEHAVIORAL AND BRAIN SCIENCES (2002) 25:6 37
tion. If we found two groups of children who exhibited the two
patterns seen in the table and then employed standard neuropsy-
chological reasoning, we would conclude that the normal brain
contains separate systems for processing regular items and excep-
tions. This inference would be incorrect, however, because in this
case we know that intact performance is generated by a single sys-
tem that processes both regular and exceptional forms correctly.
We simply have two different deficits that differentially impair
learning to process the different types of items. A lesion that pro-
duces sparse connectivity reduces the ability of the network to be-
come sensitive to particular combinations of input phonemes that
must be considered simultaneously to inflect an exception cor-
rectly. An impairment that impacts perception reduces the net-
work’s exposure to the information that indicates the correct pro-
nunciation of the regular past tense.
In summary, T&K-S have sounded an important note of cau-
tion, indicating that standard neuropsychological reasoning can-
not be applied uncritically to the interpretation of patterns of
deficits seen in developmental disorders. We hope we have un-
derscored their point by noting that this caution is important in in-
terpreting adult as well as developmental cases. Our simulation
suggests that developmental “double dissociations” can be espe-
cially misleading because developmental disorders can produce
contrasting differential deficits in a single integrated mechanism,
but the application of standard neuropsychological reasoning
would interpret this pattern as evidence for a two-part system.
NOTES
1. The simulation reported by T&K-S showed relatively poor general-
ization to novel items. There are several possible reasons for this: (1) the
training corpus (which is based on one used previously by Plunkett &
Marchman 1993) employed a relatively large number of exceptions com-
pared to regular forms; and (2) the patterns used for the variants of the
regular past tense inflection do not reflect its phonological characteristics
or its systematic relation to the phonological features of the stem. We
would expect that a corpus that more realistically reflected the frequency
structure of the language and the phonology of the regular inflection
would produce a higher level of generalization.
2. We do not wish to defend the particulars of this simulation as an ad-
equate model of the phonological impairment of any real children; specif-
ically, we believe that in reality, such impairments affect perception of
some aspects of exception items as well as regular items, so that the differ-
ential would not be as extreme.
Weak evidence for a strong case against
modularity in developmental disorders
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Abstract: Thomas & Karmiloff-Smith (T&K-S) provide evidence from
computational modeling against modular assumptions of “Residual Nor-
mality” (RN) in developmental disorders. Even though I agree with their
criticism, I find their choice of empirical evidence disappointing. Cogni-
tive neuroscience cannot as yet provide a complete understanding of most
developmental disorders, but what is known is more than enough to de-
bunk the idea of RN.
The saddest part about this target article is its apparent necessity.
It is surprising enough that some cognitive neuropsychologists dis-
count plasticity in adults with acquired lesions. Brain reorganiza-
tion in recovering aphasics has been shown in many studies, which
contradicts Residual Normality (RN). Arguably, the precise links
between language recovery and reorganization are under debate
for adult acquired lesions (Rosen et al. 2000; Thulborn et al. 1999).
In developmental populations, however, these links cannot be de-
nied. Loss of the left hemisphere in childhood is often accompa-
nied by good language outcome (Vargha-Khadem et al. 1997), and
evidence suggests more pronounced interhemispheric reorgani-
zation in children than in adults (Müller et al. 1999). Even for
comparatively well-defined structural lesions, the RN assumption
is therefore inaccurate: The remaining neurofunctional system
changes after damage. Can RN be appropriate for developmental
disorders that are not even fully understood pathogenetically?
As Thomas & Karmiloff-Smith (T&K-S) argue convincingly,
RN in developmental disorders requires strong assumptions that
are probably untrue. They present evidence from neural network
modeling, contending that cognitive neuroscience has no defini-
tive answers. I disagree: First, computational models are informed
by highly oversimplified properties of neural architecture and
function, and results may not fully apply to biological brains. For
example, the biological meaning of added noise or reduced dis-
criminability in T&K-S’s lesion models remains fuzzy. More im-
portantly, neuroscience provides a wealth of evidence showing
that RN cannot be expected in developmental disorders.
For a trivial start, genes do not code for cognitive modules (Got-
tlieb & Halpern 2002). As long as there is loose talk about “genetic
double dissociations” (Pinker 1999), an innate “language acquisition
device,” and “the genetically determined component of the
brain . . . that is dedicated to . . . language” (Chomsky 2002, pp. 83–
85), ad nauseam repetition is unavoidable: The genome may be a
“code,” but one for proteins, not cognitive subsystems. The RN as-
sumption could be reasonable if modular cognitive dysfunctions
were linearly caused by aberrant genes. There are indeed develop-
mental disorders with known genetic causes (e.g., phenylketonuria
or fragile-X syndrome), but these affect multiple brain and body sys-
tems in pleiotropic ways. The same applies to language impairment
in family KE, caused by a defective FOXP2 gene (Lai et al. 2001).
Behavioral patterns and brain morphometry suggest a broad deficit
spectrum with pronounced motor involvement, not a specific lan-
guage impairment (Watkins et al. 2002a; 2002b).
I will discuss the limits of the RN assumption, taking autism as an
exemplary developmental disorder. Modularity has been claimed
regarding theory-of-mind (ToM) deficits in autism (Leslie 1992;
Scholl & Leslie 2001), which are supported by behavioral and neu-
roimaging evidence (Baron-Cohen et al. 1999; Castelli et al. 2002;
Rutherford et al. 2002). Neuroimaging and lesion studies have also
identified brain sites in the temporal and frontal lobes that are nor-
mally involved in ToM (Calder et al. 2002; Stone et al. 1998). ToM
in autism can therefore serve as a test case for the RN assumption
in similar ways to past-tense formation in Williams syndrome and
developmental language impairment, as discussed in T&K-S.
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Table 1 (McClelland & Lupyan). Performance inflecting regular
and exception words after training under two different 
forms of developmental abnormality
Item Type
Deficit Type Regular Exception
Intact Network 100% 100%
Sparse connectivity (80% 75% 22%
of connections removed)
Perceptual Deficit (60% 38% 97%
failure to perceive 
the regular inflection)
Many autistic symptoms (obsessive interests, repetitive behav-
iors, motor abnormalities, language deficits; Dawson et al. 2002) 
go beyond ToM. Theoretically, these could emerge from primary
ToM dysfunction. However, this would contradict the RN as-
sumption because it would imply developmental interaction be-
tween an impaired module and other cognitive domains. Structural
imaging in autism implicates numerous brain loci, with additional
evidence of abnormal gray and white matter growth curves (Ak-
shoomoff et al. 2002). Functional neuroimaging shows atypical ac-
tivation patterns in autism and Asperger’s disorder for tasks as-
sumed to tap into ToM (Baron-Cohen et al. 1999; Castelli et al.
2002; Happé et al. 1996). However, the sites of functional anom-
alies differ across studies, and overall numerous other regions have
been implicated by functional neuroimaging (Rumsey & Ernst
2000). Hence, imaging does not support selective involvement of
frontal or temporal regions normally involved in ToM.
Admittedly, evidence for diffuse brain anomalies, such as ab-
normal growth patterns, cannot provide explanation for the very
specific (though variable) symptom profiles in autism. The mod-
ular RN approach is a shortcut that may generate simple models,
but such models are counterproductive when neurodevelopmen-
tal evidence is much more complicated. Why is it so complicated?
Because behaviorally defined developmental disorders, such as
autism or developmental language impairments, are likely to re-
quire explanation in terms of numerous interacting genetic and
environmental risk factors. Not only is this interaction complex at
any given point in time, but it constantly changes throughout de-
velopment (Gottlieb & Halpern 2002).
Consider serotonergic abnormalities in autism, as supported by
neuroimaging (Chugani 2002), blood plasma, and pharmacological
studies (Buitelaar & Willemsen-Swinkels 2000). Crucially, the role
of serotonin changes during development. Whereas in the adult
brain serotonin functions as a neurotransmitter, it plays neu-
rotrophic roles during development impacting neuronal differ-
entiation, myelination, synaptogenesis, and dendritic development
(Whitaker-Azmitia 2001). Furthermore, critical periods for neu-
rotrophic involvement of serotonin vary across brain regions. Al-
though the evidence is inconclusive (Betancur et al. 2002), it is pos-
sible that serotonergic disturbances in autism are linked to specific
genes. Even if one were to assume that serotonergic disturbances
are necessary and sufficient causes of autism, their effects would be
incompatible with modular RN assumptions because serotonin
plays fundamentally different roles at different developmental
stages. Effects of serotonergic disturbances during development
will hence differ from those in adulthood. Furthermore, autistic
pathogenesis is certainly more complex than an isolated defect of a
single transmitter system. The same is true for developmental lan-
guage impairments. This should highlight how much there is still to
be learned from neuroscience for a true understanding of develop-
mental disorders – and how little we can expect to learn from overly
simplified modularity assumptions in cognitive neuropsychology.
The best is yet to come: The promise of
models of developmental disorders
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Abstract: The developmental modeling approach to investigating develop-
mental disorders appears highly promising. In this commentary, we ques-
tion the untapped potential of this approach for supporting insights into par-
ticular developmental disorders, developmental processes across the life
span, and the viability of traditional theories of developmental disorders.
Thomas & Karmiloff-Smith (T&K-S) make a valuable contribu-
tion using neural network models to demonstrate the importance
of developmental processes in developmental disorders. This ap-
proach should advance not only the study of developmental dis-
orders (because neural network models provide a particularly
well-suited tool for exploring the nonlinear, emergent processes
likely to be at work in developmental disorders), but also the study
of computational systems (because understanding developmental
processes may be essential for understanding how such systems
come to behave as they do). Our comments and questions below
are aimed primarily at pushing this developmental modeling 
approach further to evaluate its potential to advance understand-
ing of: (1) specifics of developmental disorders beyond general
principles; (2) acquired deficits in adults, with developmental
processes being relevant across the life span, and (3) the realistic
viability of Residual Normality.
First, the current models serve as important existence proofs
that the same damage to developing and mature systems have dif-
ferent effects on performance. As such, the models play an im-
portant role in clearly demonstrating the general point that de-
velopmental processes must be considered in investigating
developmental disorders. However, one can ask what the models
contribute toward advancing understanding of specific processes
in specific developmental disorders. For example, what specific
neural mechanisms are thought to be disrupted in Specific Lan-
guage Impairment (SLI), Williams syndrome, autism, and so on?
How do these neural mechanisms map onto various manipulations
in network models, such as the removal of connections, the addi-
tion of noise in activation levels, and the alteration of discrim-
inability in processing units? How do these specific neural mech-
anisms (and their computational analogs) interact with one
another and with the developmental process to produce develop-
mental outcomes that capture the profiles of specific develop-
mental disorders? Direct mappings to specific neural mechanisms
and specific developmental disorders will be critical for further
advances within this developmental modeling approach (as ar-
gued elsewhere by one of the authors; Thomas 1999).
Second, the current approach seems to treat development as a
process that ends at a particular point, such that developmental
processes are relevant for understanding only developmental dis-
orders and not acquired deficits in the mature system. This as-
sumption seems unnecessary and unwarranted. Instead, consid-
eration of developmental processes could shed light on deficits
acquired in adulthood, and modeling could prove (and has
proven) useful in this regard as well. For example, even in mature
neural network models, the effects of lesions may be best under-
stood by considering the developmental processes that created
the mature system. In a reading model with the full set of orthog-
raphy-phonology-semantic mappings as described in the target ar-
ticle, severe lesions to the orthography-phonology pathway led to
semantic errors similar to those observed in deep dyslexia, despite
the fact that the semantic system was undamaged (O’Reilly & Mu-
nakata 2000). This pattern could be understood in terms of the di-
vision of labor between the different pathways that arose during
development. The semantic pathway developed while relying on
contributions from the orthography-phonology pathway. As a re-
sult, when the orthography-phonology pathway was lesioned, the
semantic pathway could no longer function in the way it had
learned to with the orthography-phonology pathway intact. Hence,
lesioning one pathway in the mature network did not simply re-
veal the intact functioning in the remaining pathway. In this way,
a consideration of developmental processes made sense of how
damage to the orthography-phonology pathway in a mature sys-
tem could lead to semantic errors in the face of an intact seman-
tic pathway.
Further, the current approach seems to treat cases of acquired
deficits in the mature system as if no compensations or learning
occur in response (in contrast to the developing system). This
treatment of the mature system seems extreme, given that there
is plasticity in the adult system. What is the evidence that devel-
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opmental processes do not apply to the adult case? Models could
serve as useful tools for exploration of these issues as well. For ex-
ample, following lesions to mature models, do the models perform
similarly if learning is then turned off versus being left on? Or do
even mature models show interesting compensations as well, if al-
lowed to learn? Do such compensations differ from those ob-
served in developmental cases? How do any of these profiles map
onto those observed in people?
Third, in describing several ways to achieve Residual Normal-
ity, the paper conveys some skepticism about the likelihood that
such conditions would be met in real systems; this point may be
worth emphasizing and elaborating. As discussed in notes to the
paper, models that might be viewed as meeting conditions of
Residual Normality actually do not show pure specializations. For
example, even with strong structure-function correspondences in
the “what” and “where” pathways of an object processing model
(Mareschal et al 1999), each pathway can still encode information
relevant to the other channel. And even with an attempt to design
an algorithm so that a system could learn to read only regular
words, the system still learned to read some exception words
(Coltheart et al. 1993). Hence, although one might be able to de-
scribe systems that in theory could achieve Residual Normality, it
is unclear whether such systems could actually work in practice.
Implemented computational models will therefore be essential
for assessing the viability of theories positing Residual Normality.
Such models would allow detailed testing of traditional theories
and an assessment of their developmental and biological plausi-
bility, comparable to the kind of evaluation that is now possible
with models of other theories.
In sum, the developmental modeling approach provides an ex-
citing advance in how to structure the study of developmental
disorders. Further progress will likely depend upon greater speci-
ficity in the models to support insights into particular develop-
mental disorders, a consideration of developmental processes
across the life span, and the development of models to allow com-
parable evaluation of contrasting theories.
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Abstract: One of the debated issues regarding Residual Normality (RN)
is frequency sensitivity in Williams syndrome (WS). We present some data
on frequency sensitivity in Hungarian WS subjects. Based on vocabulary
measures, we suggest that instead of the across-the-board frequency in-
sensitivity proposed by some, a higher frequency threshold characterizes
these subjects’ performance. Results from a category fluency task show
that whereas frequency sensitivity in WS is in line with controls, error pat-
terns imply a qualitatively distinct, looser categorical organization. Re-
garding the much-debated issue of morphological overgeneralizations, our
data suggest that frequency sensitivity cuts across the divisions proposed
by dual-process theories. In general, some of the frequency effects are the
same as in typically developing populations, but with a delayed pattern.
Frequency may be interpreted as supporting RN, but in WS it operates
with higher thresholds that might be a general processing feature of WS
individuals.
One of the key issues regarding the theoretical problem of postu-
lating or questioning parallels between acquired neuropsycholog-
ical disorders and developmental impairments of a neurogenetic
origin, as Thomas & Karmiloff-Smith (T&K-S) duly emphasize, is
the nature of some of the proposed developmental dissociative
patterns. The goal of our commentary is to take up the issue of be-
havioral-cognitive patterns through presenting some of our results
concerning lexical organization in Williams syndrome (WS).
WS is one of the favorite targets of dissociative developmental
theories. This case is used as an example of impairment in spatial
cognition with Residual Normality (RN) in language (for a histor-
ical survey, see Bellugi et al. 2000) and of specific within-language
dissociations between an intact grammar or rule system (RN) and
impaired lexical knowledge or associative memory, contrasted in
a tone of double dissociation with Specific Language Impairment
(SLI) subjects who are supposed to have an intact associative lex-
ical system (RN) and an impaired grammatical/rule system (Clah-
sen 1999; Pinker 1991; 1999; Ullman & Gopnik 1999). T&K-S
challenge this simplified identification of developmental patterns
with adult dissociative profiles. We would like to present some
data on the issue of frequency sensitivity in WS to indicate that the
full complexity of dissociations arises as a result of development.
One certainly oversimplified interpretation of the within-lan-
guage dissociation proposed by Pinker and Clahsen would be to
suppose that in relation to or caused by the underdevelopment of
their lexical-associative system, WS subjects are less sensitive to
frequency across the board. In the frame of the Hungarian
Williams Syndrome Project we obtained several types of evidence
related to this issue. Table 1 summarizes some relevant measures
in two lexicon-related tasks in our project. Fifteen subjects with
WS (mean age 13.4) were compared to children matched in age
(age control; AC) and Peabody receptive vocabulary scores (vo-
cabulary control; VC) (mean age 7.1).
In the picture-naming vocabulary task, WS individuals showed
a lower performance than either of their controls (p  0.05), in
line with the impaired lexical system conception. However, fre-
quency effects in the WS group were stronger than in the AC
group (interaction p  0.001, although this difference might be
due to a ceiling effect in the latter group) and were the same as
frequency effects for the VC group (p  0.001). Hence, WS per-
sons are sensitive to frequency although their naming perfor-
mance lags behind controls. Instead of their being insensitive to
frequency, we might argue that they are more sensitive to fre-
quency than controls, in the sense that they need more input to
stabilize items in their memory system (for a more detailed pre-
sentation of results, see Lukács et al. 2001; in press).
On the other hand, interesting qualitative differences were ob-
served between these groups in an oral category fluency task us-
ing eight categories (Food, Animals, Drinks, Musical Instruments,
Occupations, Things to Read, Furniture, and Clothes). Remark-
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Table 1 (Pléh et al.). Some overall differences between the 
WS and control groups in lexical measures
Williams Age Vocabulary 
Task syndrome control control
Picture naming 91/65 97/93 96/79
frequent/rare, 
% correct
Category fluency, 95.05 96.85
average frequency 
of items
Category fluency, 16.02 9.58
average number 
of rare items
Category fluency, 3.82 1.81
noncategory 
members
ably, there were no differences in the number of items and in over-
all frequency effects between the WS and the control group. How-
ever, WS subjects produced more repetitions (p  0.001), more
noncategory member items (p  0.05), and more members (p 
0.01) that are not listed in the normative adult data (Kónya & Pin-
tér 1986). A more fine-grained analysis of the latter difference re-
veals that items listed by the WS subjects that are not listed in the
normative database are often not unusual or rare but are pet
names for food or animals, examples of which are not found in the
control sample, in which children are past the age at which typi-
cally developing children use such names.
So WS individuals do not differ from their controls matched on
receptive vocabulary scores in the frequency effects governing re-
trieval and production of lexical items belonging to a semantic cat-
egory. Repetitions and the answers not obeying category restric-
tions are in agreement with the conclusions of earlier studies
(Jarrold et al. 2000; Johnson & Carey 1998; Temple et al. 2002) –
that instead of the lack of frequency effects, it is atypical organi-
zation or underspecification of conceptual knowledge that can ex-
plain peculiarities of language use in Williams syndrome.
The issue of rules versus items – and the implied double disso-
ciation – is certainly crucial to the overall debate between dual-
system (Clahsen 1999; Pinker 1999) and single-system approaches
to the development and mental representation of language. As
Thomas and Karmiloff-Smith (2002) point out, the much-dis-
cussed observations that WS subjects show strong morphological
overgeneralizations (Clahsen & Almazan 1998) can be reinter-
preted in the frame of single-route systems.
While individuals with WS do show poorer performance on exception
verbs than regular verbs, this appears to be in step with their delayed
performance, because younger children also find exception verbs
harder than regular verbs. There is no specific deficit for irregular verbs.
(Thomas & Karmiloff-Smith 2002, p. 17)
The Hungarian nominal allomorphy system is especially rele-
vant to test the rule issue because of the fact that there are sub-
classes of different generality, and saturation and regularity and
frequency are much less tied there than in the English past tense
(see Lukács & Pléh 1999). Earlier we reported data on a group of
Hungarian WS subjects showing a rather strong tendency to over-
generalize, thus supporting a crude version of the dual-route sys-
tem (Lukács et al. 2001). Recently, more elaborate analyses were
performed on the same data set from the impaired group with a
set of more properly matched controls. Table 2 shows correct per-
centages in an elicited morphological suffixation task in which
subjects had to provide accusatives and plurals to nouns varying in
both regularity and frequency.
The superiority of performance on regulars over irregulars was
observed in WS (p  0.05), whereas frequency effects were not
significant. VCs seemed to follow a similar pattern in that they also
had more errors on irregulars, but in their case overregularization
of irregulars was clearly related to frequency. This may be inter-
preted as evidence for a slower language development in WS, as
suggested by Thomas and colleagues (Thomas et al. 2001). How-
ever, there are still some signs to the effect that in WS subjects
even frequent irregular items lead to overgeneralizations, and
they seem to be delayed on regulars as well, arguing against a clear
case of a selective impairment with irregulars.
Therefore, taken together our data on Hungarian WS subjects
suggest that frequency does operate as a regulatory factor weight-
ing connections in the memory system of this impaired popula-
tion. In general, they seem to have relative difficulty stabilizing
items in their memory, which shows up in different lexical tasks.
But frequency does not disappear as a factor, it merely has a
harder time. At the same time these subjects seem to have a looser
semantic organization and a peculiar tendency to overgeneralize
with irregulars, but they also err on regulars. These facts imply
some peculiarities in their language representation, though not
necessarily a two-process theory.
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Abstract: Thomas & Karmiloff-Smith (T&K-S) claim that “Residual Nor-
mality” is a priori unlikely, that is, that specific cognitive deficits should not
exist in developmental disorders. Here I review evidence that a specific
cognitive deficit is at the core of developmental dyslexia and I provide a
possible neurological account thereof.
Thomas & Karmiloff-Smith’s (T&K-S’s) argument against Resid-
ual Normality (RN) is based on (1) ideological preconceptions
concerning the development of cognitive modules; and (2) neural
network simulations that suggest that RN is unlikely to occur.
However, as they note, whether RN exists or not is an empirical
issue, not one that will be solved by theoretical considerations or
computer simulations. I propose to examine empirical data from
developmental dyslexia. As this suggests that RN does sometimes
occur, it follows that T&K-S’s ideological preconceptions are mis-
taken and that their neural network simulations do not adequately
model brain and cognitive development.
Developmental dyslexia is traditionally viewed as a specific de-
velopmental disorder: One that initially affects exclusively phono-
logical representations and processes, with consequences for the
acquisition of grapheme/phoneme correspondences and reading
processes (Snowling 2000; Vellutino 1979). Because all other cog-
nitive components seem entirely unaffected, dyslexia is usually
seen as a case of RN.1 However, a number of researchers point out
that dyslexics’ difficulties are not restricted to phonology and read-
ing but include auditory (Tallal 1980), visual (Lovegrove et al.
1980), tactile (Stoodley et al. 2000), motor (Fawcett et al. 1996),
learning (Nicolson & Fawcett 2000), and attention deficits (Hari
& Renvall 2001). It is even suggested that dyslexia is a general sen-
sorimotor syndrome (Stein & Walsh 1997). Obviously, all these
findings undermine the claim for RN. The difficulty here is in see-
ing the forest for the trees.
Evidence for sensorimotor dysfunction in dyslexia comes from
many studies reporting significant group differences between
dyslexics and controls in sensory or motor tasks. However, when
individual data is examined, it invariably shows that there is a large
overlap in performance between the two populations and that the
group effect is carried by a subgroup of dyslexics performing ab-
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Table 2 (Pléh et al.). Correct performance of different 
groups with noun suffixation
Williams Age Vocabulary 
Noun type syndrome control control
Regular, frequent 89 100 99
Regular, rare 85 100 99
Irregular, frequent 74 100 92
Irregular, rare 66 99 64
normally (for a review, see Ramus 2003). This could simply reflect
measurement error and task reliability. But many of the results re-
ported in recent studies rely on several measures of the same psy-
chophysical threshold in each individual, obtained using adaptive
procedures. There are therefore good reasons to believe in indi-
vidual data points. Hence, on any given sensory or motor task, a
good proportion of dyslexics seems to have intact performance. This
contrasts with the quasi-universality of the phonological deficit.
It could be that any single low-level deficit fails to account for all
dyslexics, but that, taken together, they do: Perhaps one third of
dyslexics have an auditory-based phonological deficit, one third
have a visual deficit, and the rest have a cerebellar learning disor-
der; all of these would lead to reading difficulties. My collaborators
and I have addressed this possibility by administering a compre-
hensive 10-hour test battery of psychometric, phonological, audi-
tory, visual, and motor skills to 16 adult dyslexics and 16 controls.
We found that all 16 dyslexics had a phonological deficit, 10 had an
auditory deficit, 4 had a motor dysfunction, and 2 had visual prob-
lems (with partial overlap between the sensorimotor deficits). Most
interestingly, 5 dyslexics seemed to have a pure phonological deficit,
as their performance on the whole battery of auditory, visual, and
motor/cerebellar tests was entirely normal (Ramus et al., 2003) – a
clear demonstration of RN. These results are not an artifact of data
collection cut short prematurely; on the contrary, we have adopted
all the main state-of-the-art tasks used to reveal sensorimotor
deficits. Yet, some dyslexics seem entirely untouched by these low-
level deficits. Similar results have been obtained with dyslexic chil-
dren (Kronbichler et al. 2002; White et al., submitted). Moreover,
it is becoming increasingly clear that the auditory deficits observed
in certain dyslexics have little causal relationship to the phonologi-
cal deficit (Bishop et al. 1999a; see review by Ramus 2003).
Consistent with the currently known data, my view of dyslexia
is that of a specific phonological deficit sometimes accompanied
by a sensorimotor syndrome with variable manifestations and lit-
tle additional impact on phonology and reading. According to
T&K-S, such a disorder makes no neurological and developmen-
tal sense. Indeed, as the authors note, “Karmiloff-Smith and col-
leagues have argued that a priori, the effects of genetic abnor-
malities are likely to be widespread throughout the brain and
unlikely to be isolated to single high-level cognitive modules” (tar-
get article, sect. 3.3). Yet I propose that there is a plausible neu-
rodevelopmental model for this view of dyslexia.
Two types of brain anomalies that make cognitive sense have
been observed in dyslexics’ brains: (1) cortical layer ectopias and
microgyri (focal anomalies of neural migration in the outer layer
of the cortex) are located mainly in left perisylvian areas and can
be seen as underlying the phonological deficit (Galaburda et al.
1985; Humphreys et al. 1990); (2) the magnocells of the lateral and
medial geniculate nuclei of the thalamus are disordered, which is
thought to underlie the visual and auditory deficits, respectively
(Livingstone et al. 1991; Galaburda et al. 1994). Interestingly, the
thalamic anomalies seem secondary to the cortical ones, rather
than the other way around. Moreover, they arise only under cer-
tain conditions. Indeed, based on animal models, it seems that the
thalamic anomalies arise from the conjunction of cortical anom-
alies and certain hormonal conditions, notably excessive testos-
terone concentrations during brain development (Fitch et al.
1997; Herman et al. 1997; Rosen et al. 1999).
These neurological data naturally suggest a model of develop-
mental dyslexia in which cortical anomalies occurring in early brain
development and located in cortical areas important for the devel-
opment of phonology and reading are the main underlying cause of
the phonological and reading impairments. In certain individuals
only (under certain hormonal conditions), the disruption spreads to
the thalamus and engenders sensory deficits.2 This is consistent with
behavioral-genetic studies showing that dyslexics’ phonological
deficit is highly heritable, whereas their auditory and visual deficits
are not (Bishop et al. 1999a; Davis et al. 2001; Olson & Datta 2002).
Interestingly, the early focal cortical anomalies documented
above are quite similar to the focal lesions seen in adult neurology.
Of course, there is no doubt that focal cortical damage may have
very different effects in a developing brain and in an adult brain
(as already pointed out by Frith 1986). But this is a clear example
of how the effects of genetic abnormalities can be isolated to cer-
tain anatomical modules.3 Furthermore, the dependence of the
spread of the disruption on hormonal factors demonstrates that
“malformation in the cortex is not always associated with plastic-
ity changes in connectionally related areas” (Galaburda 2001,
pp. 456–457). Nevertheless, in order to explain the dyslexia data,
our model requires that certain anatomical modules are unique in
their ability to support certain cognitive modules; if they are dis-
rupted, no amount of “plasticity” or “compensation” will allow the
brain to relocate the function to another area. This seems to be a
necessary conclusion from the observation that dyslexics never
fully recover from their specific congenital phonological deficit.
Note that the functional uniqueness of certain brain areas does not
necessarily imply the existence of a detailed genetic blueprint; it
may simply reside in the combination of their connections to cer-
tain inputs and outputs together with their representational and
computational properties.
In summary, developmental dyslexia, when not accompanied 
by the sensorimotor syndrome, seems to be a prime example of
residual normality, and there is a plausible neurological model
supporting this view. I submit that such empirical work and neu-
roscience-based modeling should weigh more than ideological
preconceptions and computer simulations. In fact, the incapacity
of T&K-S’s neural network models to generate or accommodate
the sort of neurodevelopmental scenario proposed only highlights
the fact that these models are too simplistic even to begin to cap-
ture the complexity and sophistication of neural and cognitive de-
velopment. It therefore seems unwise to rely on them to draw very
general conclusions about the brain, development, and cognition.
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NOTES
1. Note that this is a completely different issue from that of the phono-
logical versus surface subtypes advocated by Castles and Coltheart (1993)
and discussed at length by T&K-S. It is now quite clear to most dyslexia
researchers that the phonological and orthographic reading routes cannot
really develop independently and, therefore, that selective damage to one
of them is unlikely in developmental dyslexia (e.g., Zabell & Everatt 2002).
I therefore generally agree with T&K-S’s criticism of this hypothesis. How-
ever, this is orthogonal to the question of RN outside dyslexics’ phonolog-
ical and reading systems.
2. According to Stein and Walsh (1997), the motor part of the syndrome
can be explained from there by the massive inputs from the magnocellu-
lar system via the posterior parietal cortex to the cerebellum.
3. It is well established from studies of autoimmune mice that cortical
ectopias are of genetic origin (Sherman et al. 1990).
Are developmental disabilities the same 
in children and adults?
Paula Tallal
Center for Molecular and Behavioral Neuroscience, Rutgers University,
Newark, NJ 07102. Tallal@axon.rutgers.edu
Abstract: Thomas & Karmiloff-Smith (T&K-S) raise an issue of consid-
erable theoretical importance: Are developmental disorders like cases of
adult brain damage? However, a related question: Are developmental dis-
abilities the same in children and adults? is rarely addressed. Failure to
consider the cumulative and differing effects of aberrant development
across the life span confounds the current literature on both develop-
mental dyslexia and Specific Language Impairment.
The role of rapid auditory processing (RAP) constraints in the ori-
gin of language development and disorders is a hotly debated is-
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sue. Tallal and Piercy (1973a; 1973b) demonstrated that 6–8-year-
old control children were able to respond correctly when two brief
tones differing in frequency were presented rapidly in succession
with only tens of millisecond interstimulus intervals (ISIs). How-
ever, children with Specific Language Impairment (SLI) of the
same age required several hundred milliseconds to respond at the
same level of accuracy. They proposed that this deficit would con-
strain the ability of children with SLI to extract the rapidly suc-
cessive acoustic changes that characterize the acoustic waveform
of speech. Using computer-generated speech syllables, in which
the temporospectral changes that occur within the formant tran-
sitions of speech could be controlled, they showed that children
with SLI were significantly impaired in discriminating between
speech syllables that were characterized by brief, rapidly succes-
sive acoustic changes (Stark & Tallal 1980; Tallal & Piercy 1974).
To demonstrate the specificity of this acoustic deficit, the dura-
tion of the intrasyllabic formant transition within the syllables /ba/
versus /da/ was computer synthesized to be 40 msec in one set of
syllables and 80 msec in a second set. The results showed that
whereas the children with SLI could not discriminate between the
syllables with 40 msec duration formant transitions, they could
when the duration of the formant transition was computer-ex-
tended to 80 msec (Tallal & Piercy 1975). This finding subse-
quently formed the basis of a new treatment for language learn-
ing impairments (Merzenich et al. 1996; Tallal et al. 1996).
Evidence from both longitudinal studies and family genetic
studies demonstrates considerable overlapping etiology and co-
occurrence between developmental oral language and reading im-
pairments (Flax et al., in press; see Leonard 1998 for review). As
such, Tallal (1980) investigated the relationship between deficits
in phonological awareness (the ability to read nonsense words), a
deficit that has been shown to characterize children with devel-
opmental dyslexia (Snow et al. 1998), and RAP. It was hypothe-
sized that if RAP were directly related to reading impairment,
then a high correlation would occur between the degree of RAP
impairment and the degree of deficit in reading nonsense words.
The results yielded a highly significant (p  .001) positive corre-
lation coefficient (rs  .81). That is, the more difficulty a dyslexic
child had in responding correctly to rapidly successive nonverbal
auditory stimuli, the more difficulty they had in reading nonsense
words. Although RAP was significantly correlated with measures
of reading, it was not significantly correlated with performance IQ
(rs  .06), demonstrating the specificity of this correlation (Tallal
1980).
Despite these striking relationships, the role of nonlinguistic
processing deficits, specifically RAP, in the origin of SLI or
dyslexia has become one of the most hotly debated topics in this
field (Denenberg 1999; Mody et al. 1997). I would argue that at
the heart of this theoretical debate are many of the same critical
issues raised in Thomas & Karmiloff-Smith’s (T&K-S’s) target ar-
ticle. The entire theoretical premise that early constraints in RAP
will lead to cascading effects on phonological analysis, finely tuned
phonological representations, disordered phonological process-
ing, deficits in the development of grammatical morphology, as
well as phonological awareness, reading decoding, and reading
comprehension deficit, requires a developmental account of ex-
perience-dependent Hebbian learning (Hebb 1949) in the ner-
vous system (see Merzenich & Jenkins 1995 for review). Nonethe-
less, such a perspective is generally lacking in the search for the
origins of developmental language-based learning impairments.
Most problematic is a lack of concern for the age of subjects and
age-appropriate methodologies, and specifically a growing trend
of approaching issues of causality by studying adult subjects with
a lifelong history of developmental language and/or reading im-
pairments. Although such studies may be informative about the
“endstate” of a lifetime of compensating for a developmental dis-
ability, it is not possible to approach issues of etiology, causality, or
neurobiological substrates of a developmental disability by study-
ing adults. Such issues are best informed by developmental stud-
ies.
Recent prospective longitudinal studies of infants born into
families either with (FH) or without (FH-), a family history of
language learning impairment (LLI), illustrates the importance of
taking a developmental perspective in evaluating the potential
role of RAP thresholds on subsequent language development.
RAP thresholds were obtained when infants were 7.5 months of
age, and the sample was then followed through age 36 months. Re-
sults showed that significant differences in mean RAP thresholds
were seen in infants born into families with a history of LLI as
compared with controls (Benasich & Tallal 1996). Examination of
relations between infant processing abilities and emerging lan-
guage through 24 months of age revealed that RAP thresholds at
7.5 months were the single best predictor of language outcome,
regardless of whether or not an infant did or did not have a fam-
ily history of LLI At age 3 years, RAP threshold and being male
together predicted 39% through 41% of the variance in language
outcome. Furthermore, these data accurately classified (91.4%) at
infancy children who would be “impaired” (one SD below the
mean) at age 3 on the verbal reasoning component of the Stand-
ford-Binet. Importantly, none of the infant variables proved capa-
ble of discriminating between 3-year-old children on the nonver-
bal portions of the Standford-Binet, demonstrating the specificity
of this relationship between individual differences in infant RAP
thresholds and subsequent individual differences in language de-
velopment (Benasich & Tallal 2002).
Prospective longitudinal studies demonstrate how critically im-
portant taking a developmental perspective is in addressing issues
pertaining to the causes and determinants of developmental dis-
abilities, and how misleading studies in older children and adults
with developmental disabilities may be in the search for develop-
mental etiologies.
How connectionist simulations fail to account
for developmental disorders in children
Christine Temple and Harald Clahsen
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Abstract: Using connectionist modelling, Thomas & Karmiloff-Smith
(T&K-S) claim that developmental disorders in children are characterised
by atypical trajectories and an ultimate functional architecture that is fun-
damentally different from normal. We argue that there is no empirical ev-
idence for these claims in any developmental disorder and that the avail-
able evidence provides support for Residual Normality in both
developmental and acquired disorders. We also refute the claim that mod-
ular accounts cannot encompass developmental trajectories in children
with developmental disorders.
A fundamental debate concerning developmental disorders is the
relationship between established skills and normal skills. An as-
sumption of cognitive neuropsychology is that impaired perfor-
mance reflects normal function minus impaired function, such
that exhibited skills are part of the normal functional architecture
(Ellis & Young 1988; Temple 1997). This has been termed sub-
tractivity (Saffran 1982), transparency (Caramazza 1984) or Resid-
ual Normality (Thomas & Karmiloff-Smith). Evidence against
subtractivity would come from cases in which the functional ar-
chitecture of the system had altered with development of cogni-
tive modules that do not exist in the normal brain. However, there
is no such empirical evidence in relation to either adults or chil-
dren.
A contrasting view to subtractivity is that performance in de-
velopmental disorders does not relate to normality but reflects ab-
normal development of the entire system. Thomas & Karmiloff-
Smith (T&K-S) argue for a qualitatively different endstate to
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normal, with “a different functional structure in children.” On this
basis, developmental disorders provide no insight into normal de-
velopment, and child neuropsychology is erroneous in its method
and conclusions. T&K-S argue from simulations, but there re-
mains no empirical evidence in any developmental disorder that
the ultimate functional architecture has fundamentally different
organisation from normal, rather than merely lacking or having re-
duced development of components of normal functional archi-
tecture. Consequently, their simulations are not a valid reflection
of developmental disorders in children.
In contrast to absence of empirical evidence supporting a dif-
ferent functional structure in abnormal development, there is ex-
tensive empirical evidence of Residual Normality in both devel-
opmental and acquired disorders in children. For example, in
procedural dyscalculia, despite pervasive impairment in arith-
metical procedures, knowledge of numerical facts can have 95%
accuracy. In number fact dyscalculia, severely impaired knowl-
edge of numerical facts coexists with excellent mastery of proce-
dural algorithms (Sokol et al. 1994; Temple 1991; 1994). Similar
arguments apply to developmental perceptual disorders that se-
lectively affect perception of either movement or location
(Ahmed & Dutton 1996; McCloskey et al. 1995). Another exam-
ple is selective impairment in components of complex visual
recognition with severely impaired face recognition but excellent
visual word recognition in reading for Dr S (Temple 1992; 1997)
and severely impaired visual recognition for irregular words yet
intact visual memory for other complex material in surface
dyslexia (Castles & Coltheart 1996). In each case, impaired skill
coexists with excellent development of contrasting skill within the
same domain. Such cognitive neuropsychological analyses high-
light the focal modular impairments seen within developmental
disorders.
T&K-S suggest that evidence for a distinct functional structure
in a developmental disorder is found in face recognition in
Williams syndrome (WS). Here it is argued that development is
completely different from normal and cannot be explained in
terms of a normal brain with “parts intact and parts impaired”
(Karmiloff-Smith 1997). Early studies argued for good face pro-
cessing in WS, but based only on face matching. Feature-based
componential analysis of faces, dependent on local cues, is intact
in WS, but global processing of the configuration of faces is im-
paired (Deruelle et al. 1999; Karmiloff-Smith 1997). However,
normal face recognition begins with a featural componential strat-
egy (Carey & Diamond 1977). This ability remains existent in the
normal repertoire of skill. Normal children and adults can perform
both local and configural analyses of faces successfully. Children
with WS can perform only the former. In terms of the normal
brain, componential processing is intact and configural processing
impaired, a straightforward modular dissociation within face pro-
cessing systems. There is no evidence for a new and different end-
state.
A further example of modular impairment is the intact ability to
form regular inflected words but selective impairment in irregu-
lar inflection in WS (Clahsen & Almazan 1998). T&K-S dismiss
this study, referring to their own study reporting absence of such
selective effects when scores are averaged across diverse ages and
mental ages, rather than in age bands (Thomas et al. 2001). Clah-
sen and Temple (2003) offered a reanalysis of this data that re-
mains compatible with a modular account and emphasises the im-
portance of appropriate control matching within developmental
levels. Furthermore, recent data from further cases of WS con-
firm the original finding of a selective (lexical) impairment with ir-
regular inflection (Clahsen et al. 2003). T&K-S also ignore the
comparable selective impairment in comparative-adjective for-
mation (Clahsen & Temple 2003) and irregular plural formation
(Clahsen & Almazan 2001) yet intact complex syntax in WS (Clah-
sen & Almazan 1998). They appear unable to account for subtle
selective deficits of this kind.
A further debate concerns the nature of development itself.
T&K-S discuss cognitive neuropsychology and its presupposition
of modularity, and Residual Normality as if it necessarily ignores
development. However, a modular account does not preclude the
study of development or a developmental dimension to the func-
tional architecture of normal systems. Indeed, the multiple-route
cognitive neuropsychological models, for example, of literacy
(e.g., Coltheart et al. 2001), have enabled more flexible interpre-
tation of development than traditional post-Piagetian stage-mod-
els with one-dimensional rigidity and invariant sequence (e.g.,
Frith 1985). Another example comes from Specific Language Im-
pairment (SLI). Longitudinal studies of English (Rice 1999) and
German SLI children (Rothweiler & Clahsen 1994) demonstrate
selective delayed onset of verb-finiteness marking the same de-
velopmental trajectory as in normal children, and persistent se-
lective delay in verb-finiteness marking into late childhood.
Hence, impairments in onset do not necessarily lead to atypical
developmental trajectories.
T&K-S’s simulation demonstrates development that proceeds
differently in a damaged single-mechanism system. However, in a
single-mechanism system, disorder can only be interpreted as de-
lay or distortion because it does not have any other mechanism
able to continue to operate normally despite initial damage. The
introduction of multiple-route connectionist models has been an
attempt to respond to the limitations of unitary systems in ex-
plaining neuropsychological phenomena (e.g., Plaut et al. 1996).
T&K-S claim that even in a dual-mechanism system Residual Nor-
mality is absent. Their second simulation tries to demonstrate that
if one route is damaged, the other will not develop normally. How-
ever, this does not imply that the impaired route works improp-
erly for its domain. For example, damage to the indirect-route sys-
tem in their dual-route simulation does not produce impairments
for regular past-tense forms, and the endstate performance on
regulars is intact in this damaged system.
An alternative is multiple-component cognitive neuropsycho-
logical models with potential to account for both individual varia-
tion in developmental sequence of skill acquisition and varied de-
velopmental disorders. Their success in modelling dynamic
development can be seen in modelling of changes in language as-
sociated with progressive dementia (e.g., Hodges et al. 1992). The
system changes with development, although the underlying func-
tional architecture remains the same. Just as components of the
functional architecture may degrade with dementia, so, in devel-
opment, components of the architecture may unfold over time
and become more complex in relation to the representations upon
which they can act. A genetic blueprint may unfold, with different
modules coming into play or maturing of capabilities within mod-
ules over time. In developmental disorders, components may fail
to unfold, as in face processing in WS, or the representations upon
which they act may be reduced or distorted, as in irregularly in-
flected word forms in WS. The success of cognitive neuropsy-
chology in assessing dynamic change is also seen in studies chart-
ing progress of theory-driven remediation upon development
(e.g., Brunsdon et al. 2002; Cardell & Chenery 1999). This ap-
proach provides a constructive starting point and framework for
the study of development; and in the delineation of patterns of
performance and disorder seen across development, the extent of
modularity itself within development can be properly assessed.
In any developmental analysis, a systematic approach is needed
to define the states that change. Combined with a longitudinal
perspective, cognitive neuropsychology provides a method and
framework for investigation and description of developmental
change. T&K-S argue for the importance of development, but use
empirical data averaged across the life span (e.g., Thomas et al.
2001) and provide no protocol with which to describe and mea-
sure empirical change in performance. There is no theoretical ac-
count of the mental representations that are changing within their
postulated dynamic processes, and how these changes are to be
quantified. Hence, from an empirical perspective, their model re-
mains untestable.
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The developmental cognitive neuroscience
approach to the study of developmental
disorders
Elise Temple
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Abstract: Functional magnetic resonance imaging studies of develop-
mental disorders and normal cognition that include children are becom-
ing increasingly common and represent part of a newly expanding field of
developmental cognitive neuroscience. These studies have illustrated the
importance of the process of development in understanding brain mecha-
nisms underlying cognition and including children in the study of the eti-
ology of developmental disorders.
Our current understanding of how the brain is organized owes a
great deal to the study of brain lesions in adult patients. These
studies have helped scientists gain insight into the brain mecha-
nisms underlying language (Broca 1861), memory (Scoville & Mil-
ner 2000), attention (Posner et al. 1984), vision (Farah et al. 1989),
and many other cognitive and perceptual systems. Thomas &
Karmiloff-Smith (T&K-S) argue that it may not be appropriate to
utilize the same adult patient model for the study of developmen-
tal disorders and the development of brain mechanisms for cog-
nition. They make the case that it is imperative to take into account
the process of development when studying developmental disor-
ders. This argument has many implications, including the primary
one emphasized by T&K-S, that one cannot equate developmen-
tal disorders with adult brain damage even if the symptoms are
similar. Another implication of this argument is that it may be in-
appropriate to study the etiology of developmental disorders by
studying adults who have the disorder.
Most functional brain imaging studies of the etiology of devel-
opmental disorders use adult subjects. In the early days of brain
imaging, when positron emission tomography (PET) was the only
choice for studying functional localization in humans’ brains, this
was a necessary experimental choice. PET requires the injection
of radioactive isotopes and cannot be utilized in minors except in
very specific circumstances. However, with the advent of func-
tional magnetic resonance imaging (fMRI), a noninvasive tech-
nique for studying brain function and functional localization be-
came available that can be used in children – as long as they are
able to keep their movement restricted. Even with the advent of
fMRI, many studies on developmental disorders have continued
to use adult subjects. This practice reflects an assumption that the
process of development is not important, and implies that the dis-
rupted brain process associated with the disorder is isolated from
and does not affect the rest of the brain.
fMRI studies of developmental disorders and normal cognition
that include children are becoming increasingly common and rep-
resent part of a newly expanding field of developmental cognitive
neuroscience. These studies have already illustrated the impor-
tance of studying children as opposed to adults. Some results have
confirmed previous adult findings, but others have shown differ-
ences between the adult and child organization. For example, a
study of amygdala response to fearful faces in children (Thomas
et al. 2001) showed less amygdala response in children as com-
pared to adults; interestingly, this was because of an increased re-
sponse in the children to the neutral faces. In a developmental
study of inhibitory control (Luna et al. 2001), differences were
found not only between children and adults but also in adoles-
cents. Some of the brain differences shown in adolescents were
different than both the children and the adults, illustrating the
need to study the whole developmental trajectory (even in the rel-
atively simple task of controlling eye movements). In addition, a
study of cognitive control (Bunge et al. 2002) showed differences
between adults and children in the brain regions associated with
effective cognitive control, suggesting that the frontal network
adults use to suppress interference and inhibit responses is not
fully developed in children.
In our own studies of developmental dyslexia, my colleagues and
I have found both similarities and differences between children
with dyslexia and adult studies of dyslexia. For example, we found
that children with developmental dyslexia showed decreased ac-
tivity in left hemisphere posterior language areas where adults with
dyslexia had shown decreases in previous studies (Temple et al.
2001; Temple et al. 2003). This decrease in left temporo-parietal
cortex has been shown in other studies of children (Shaywitz et al.
2002; Simos et al. 2002), suggesting that this disruption in temporo-
parietal response seen in adults with dyslexia may be fundamental
to the disorder (Temple 2002). However, in our studies we have
also seen differences in the functional brain organization of chil-
dren with dyslexia. We examined the brain response to rapid audi-
tory stimuli in adults with dyslexia (Temple et al. 2000) and found
that whereas normal reading adults showed left prefrontal respon-
sivity to rapid auditory stimuli, the dyslexic reading adults did not
show left prefrontal response to the same stimuli. In addition, two
of three adult subjects who participated in a training program to
improve their reading and rapid auditory processing ability showed
increases in left prefrontal cortex after training.
When we studied the brain response to rapid auditory process-
ing in normal and dyslexic reading children (Temple 2001), we
found some similarities to and differences from the adult study. In
normally reading children, left prefrontal cortex was responsive to
rapid auditory stimuli, but other brain regions were also involved
in a network of response that was more distributed than we had
seen in adults. In children with dyslexia, we saw the same lack of
prefrontal responsivity to rapid auditory stimuli that we had seen
in adults, but we also saw lack of response in the whole larger net-
work of brain areas responsive in normally reading children. After
training we saw increased activity in not only the left prefrontal
cortex of the children with dyslexia but across the larger network.
These results suggest to us that the neural response to rapid au-
ditory stimuli undergoes developmental changes from childhood
to adulthood, becoming more focused and involving an increas-
ingly smaller network. In addition, this study suggests that this
larger network is disrupted in developmental dyslexia and the re-
sults seen in adults with dyslexia represent only one aspect of the
disrupted response seen in children with dyslexia.
These examples of recent studies of normal and abnormal devel-
opmental cognitive neuroscience illustrate the point that the brain
mechanisms involved in cognitive processes do undergo develop-
mental changes. In the case of developmental disorders, it may be
that entire networks are disrupted. Taking these processes of de-
velopment into account may be crucial to our understanding of the
etiology of developmental disorders. I would argue that, when fea-
sible, studies of the neurobiology underlying developmental disor-
ders as well as normal cognitive functioning should be conducted
with children and taking the process of development into account.
Models of atypical development must also be
models of normal development
Gert Westermann and Denis Mareschal
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Abstract: Connectionist models aiming to reveal the mechanisms of atyp-
ical development must in their undamaged form constitute plausible mod-
els of normal development and follow a developmental trajectory that
matches empirical data. Constructivist models that adapt their structure
to the learning task satisfy this demand. They are therefore more infor-
mative in the study of atypical development than the static models em-
ployed by Thomas & Karmiloff-Smith (T&K-S).
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As demonstrated here by Thomas & Karmiloff-Smith (T&K-S),
neural network models are a useful tool for assessing how damage
at different stages of development affects the outcome of learn-
ing. However, if the specific results gained with models are to in-
form studies of atypical development in children, it is important
that the models used to simulate atypical development should oth-
erwise also constitute realistic models of normal development.
Only if a model can give a good account of how development pro-
ceeds under normal circumstances, will damaging this model yield
insights into the mechanisms of atypical development.
Both in reading and in past-tense acquisition, a plethora of data
exists about the normal course of acquisition and the resulting
adult processing system. Pervasive here are dissociations between
regular and irregular forms in past-tense learning (Marcus et al.
1992), and between normal words and exception words in reading
(Backman et al. 1984). It is important to establish that these de-
velopmental dissociations also exist in a model that is later used to
explain atypical development by varying its parameters. This is not
because the observed developmental profile is significant per se,
but because it reveals important aspects of the underlying learn-
ing mechanisms, such as the internal reorganization of represen-
tations or the extraction of higher-order features from the learned
data. Even if a model of learning that does not follow a realistic
developmental course reaches a 100% success rate, it is unclear if
it does so in ways that are comparable with children’s learning, and
hence, if damage to the model is comparable to damage to the
child’s learning system, that is, the brain. The analogy between
atypical development and learning in a damaged model can thus
only hold if the undamaged model can be shown to progress
through a realistic course of acquisition, and preferably if the
trained model displays dissociations comparable to those in adult
subjects, for example, in psycholinguistic experiments or in ac-
quired brain damage.
A class of models of cognitive development that have been
shown to possess these properties is constructivist neural networks
(Mareschal & Shultz 1996; Shultz et al. 1995; Westermann 2000).
These are models that adapt their architecture by adding (and
sometimes deleting) units and connections during the learning
process in an experience-dependent way. As a result, based on in-
teractions between initial constraints, experience with the envi-
ronment, and the constructivist learning algorithm, these models
end up with an architecture that is specifically adapted to the
learning task. The motivation for this class of models comes from
developmental theories that argue for a progressive increase in
representational power (Mareschal & Shultz 1996), from learning
theoretic considerations that show a structurally developing sys-
tem to be fundamentally different from a static one (Quartz 1993),
and from neurobiological evidence about experience-dependent
brain development in infants and children (Johnson 1997; Quartz
& Sejnowski 1997; Westermann 2000).
An important aspect of development that constructivist models
can capture is the reorganization of representations and process-
ing during development. As such they have been shown to model
developmental stages in Piagetian tasks (for an overview, see
Shultz et al. 1995) and functional specialization in the acquisition
of verb inflections (Westermann 1998).
A reason why constructivist models are especially suited to
modeling atypical development is that apart from the constraint
alterations employed in the models discussed by T&K-S, here the
developmental mechanism itself can be varied. For example, of-
ten in these models newly added structure takes on a specialized
function, either to encode higher-level features or to process ex-
ceptional or difficult items. A variation of the rate at which new
structure can be added would then be expected to lead to signifi-
cant variations in the developmental outcome. Further, this type
of variations is especially close to the effects of genetically based
developmental disorders. For example, Williams syndrome is
characterized by distinct deviations from normal brain structure,
such as decreased cerebral volume, especially in the right occipi-
tal lobe (Reiss et al. 2000).
A specific constructivist model that has been employed in a task
used by T&K-S is the CNN (Constructivist Neural Network)
model (Westermann 1999; 2000). This model learned to inflect
the German participle and, in doing so, it developed regions of
specialization for regular and irregular participles, respectively.
These regions could be selectively lesioned after training, leading
to double dissociations that closely resembled those observed in
subjects with acquired agrammatic aphasia (Penke et al. 1999). A
comparison between a version of the model that developed its ar-
chitecture based on experience with the learning task, and a sta-
tic model that started out with the full architecture, showed that
the developing but not the static model passed through a learning
process that exhibited the same characteristic errors as children,
and the developing model showed a clearer functional specializa-
tion in its subregions than the static model (Westermann 2000).
Taken together, these points suggest that constructivist models
could give additional and more informative insights into the mech-
anisms of atypical development than the static models employed
by T&K-S.
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Abstract: In response to our target article, many of the commen-
tators concentrated on our notion of Residual Normality. In our
response, we focus on the questions raised by this idea. However,
we also examine broader issues concerning the importance of in-
corporating a realistic theory of the process of development into
explanations of developmental deficits.
One of the central theses of our target article and of our em-
pirical research over the past 15 years is that one cannot
take for granted that atypically developing brains present
with a functional cerebral organisation composed of parts
intact and parts impaired. We now refer to the idea that
atypically developing brains are a selectively damaged ver-
sion of the normal system, as the hypothesis of Residual
Normality or RN. In our view, whether one challenges this
hypothesis or blindly accepts its viability will exert a strong
influence on the whole of one’s empirical research pro-
gramme. As a result, we view the issue of residual normal-
ity as central to the study of developmental disorders. To re-
summarise our position, (1) we are neutral as to whether
RN is appropriate to any particular developmental disorder
or cognitive domain within that disorder; (2) given what is
known about the lack of specificity of genetic effects in
brain development, and about the interactivity and com-
pensation that characterise subsequent processes of cogni-
tive development, we think that RN is an unlikely (but not
impossible) hypothesis; the narrower and more domain-
specific the proposed structural dissociation is, the less
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likely we think it is; (3) given that RN is unlikely, it follows
that convincing (developmental) empirical evidence must
be presented to justify its use in explaining a developmen-
tal deficit.
We are therefore heartened to note that many of the
commentaries on our target article are sympathetic to our
arguments (e.g., Christiansen, Conway & Ellefson, Fer-
rari, Gerrans, Jackson & Coltheart, Juola, Levine, Re-
gier & Solomon, Levy, Li & Lindenberger, McClel-
land & Lupyan, Müller, Munakata, Edgin & Stedron,
Pléh, Lukács & Racsmány, Tallal, E.Temple, Wester-
mann & Mareschal). A few of the remaining commenta-
tors disagree hotly with our thesis (e.g., Friedmann &
Gvion, Ramus, C.Temple & Clahsen), whereas some of
the other responses to the issue of RN stem, in our view,
from a misinterpretation of our original statements (e.g.,
Briscoe, Condray & Steinhauer, Cooper, Marcus). We
welcome the opportunity to clarify these issues and to re-
spond to our critics on the many questions that our target
article generated.
The rest of this response proceeds as follows. We first ad-
dress the issue of an appropriate characterisation of adult
cognitive neuropsychology. We then address commentaries
on the theoretical and empirical grounding of RN, and its
effect on data collection. Next, we consider claims that
there is little evidence that developmental disorders ever
produce atypical functional structure. We then deal with
commentaries focusing on Williams syndrome (WS), be-
fore finishing with issues surrounding the use of computa-
tional modelling in theory development.
R1. Adult neuropsychology – a caricature?
In the target article, we suggested that the tendency to view
atypically developing systems in terms of static modular sys-
tems was in part a consequence of attempting to extend un-
critically the dissociation methodology (and models) of
adult cognitive neuropsychology into the developmental
realm. However, as Levy correctly points out, we used the
terms “adult neuropsychology” and “cognitive neuropsy-
chology” rather loosely in our endeavour to stress this con-
tention. In doing so, we erroneously put into a single bas-
ket both the box-and-arrow approach of some adult
neuropsychologists who argue for independently function-
ing modules (e.g., C.Temple & Clahsen), and the ap-
proach of those whose research focus is on the dynamics,
interconnectivity, and plasticity of the adult brain (Briscoe,
Juola, Li & Lindenberger, Tallal). But we disagree that
cognitive neuropsychology is theory neutral (Levy) because
the majority of research practice is based on the modular-
ity assumption and the double dissociation method, as was
stressed in several commentaries (particularly McClelland
& Lupyan). Moreover, it is true that the term “endstate” is
really a misnomer because cerebral development and plas-
ticity continue under certain constraints throughout life
(Briscoe, Li & Lindenberger, Munakata et al.). It none-
theless remains our belief that a substantial part of the re-
search in adult neuropsychology is theoretically under-
pinned by a static view of a modular brain, and that this
model has permeated much of the research on develop-
mental disorders (Baron-Cohen 1998; Pinker 1999; Temple
1997). We fully agree that a two-way dialogue must exist be-
tween development models and adult endstate models (Li
& Lindenberger, Munakata et al.) because, as Piaget always
argued, what has to be attained by the child to reach the
adult state is deeply affected by the way in which it is ac-
quired over developmental time.
Does that mean that we think that adult models have no
place in developmental studies? No. Clearly mature per-
formance can be used to generate quite precise hypotheses
about what the infant startstate might be like (Jackson &
Coltheart, Ramus, C.Temple & Clahsen). However,
these must always be treated as empirically testable hy-
potheses, not theoretical assumptions!
R2. Residual normality – theoretically grounded?
We agree that RN is more likely (but not guaranteed) to
hold in cases of adult brain injury. This is because in the
adult’s previously normal brain, specialisation and localisa-
tion of function had already stabilised, so selective impair-
ments might emerge.
What about the developmental case? A careful reading
of our target article shows that, contrary to the interpreta-
tion by Marcus and Friedmann & Gvion, we do not dis-
miss a priori the possibility of residual normality in devel-
opmental disorders (although we deem it to be unlikely).
What we do stress is that RN must be demonstrated em-
pirically and must be couched within an explicit develop-
mental theory that provides an account of how RN could
hold, rather than merely assuming it. When we read
(C.Temple & Clahsen) that “a genetic blueprint may un-
fold with different modules coming into play or maturing of
capabilities within modules over time. In developmental
disorders, components may fail to unfold,” it is unclear to
us what “unfolding” means precisely, how it is timed (rigidly
prespecified genetically?), or what mechanisms might
cause an unfolding failure. In our view, none of the recent
progress in understanding brain development (e.g., Ander-
son et al. 2001b; Bradshaw 2001; Huttenlocher 2002; John-
son 1997; Nelson & Luciana 2001) points to the passive
maturational unfolding of the neural substrates of cogni-
tion. Moreover, as we show below, empirical studies of typ-
ically developing infants and toddlers also call into question
the notion of passive maturational unfolding.
Bertenthal, Campos, and colleagues examined the rela-
tionship between the onset of self-locomotion and a subse-
quent developmental cascade affecting a wide range of
both cognitive and social behaviours (Anderson et al. 2001a;
Bertenthal et al. 1994; Campos et al. 1992). At approximately
8–10 months of age, typically developing infants begin to
move about independently, by crawling, bottom-shuffling,
and so on. The researchers studied two groups of 8.5-
month-old infants: a locomotor group and a prelocomotor
group. They found significant differences between these
two groups across a range of psychological functions, from
social referencing to solving the famous A/not B task. This
suggests that the onset of self-locomotion is accompanied
by a cascade of cognitive-social development. It could
merely be argued that the same neural substrate that me-
diates the cognitive-social cascade also supports the onset
of the motor skills required for self-locomotion, and that
the two share a similar maturational timetable. However,
the researchers also studied a third group of infants who,
like the prelocomotor group above, had not yet begun to
self-locomote, but who were provided with a “prosthesis,”
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a manmade walker. It turns out that this group of children
displayed the same cognitive-social developmental cascade
typically associated with the onset of self-locomotion. This
indicates that it is the experience of self-locomotion, and
not simply a genetically specified maturational timetable,
that triggers the developmental cascade. The same re-
searcher carried out a cross-cultural study in China of chil-
dren in families where self-locomotion was restricted. In
this case, the cognitive-social developmental cascade was
delayed for several months. Similar findings have been doc-
umented for healthy preterm infants (Matthews et al.
1996). All of these data suggest that experience can affect
the timing of major developmental milestones, and if this is
the case for normal development, it is likely to be so for
atypical development, as well. Thus, the issue of maturation
needs to be couched in a far more interactional framework
than suggested in some of the commentaries.
Müller argues that evidence for diffuse brain anomalies,
such as abnormal growth patterns, cannot provide explana-
tion for the very specific symptom profiles in autism. We
disagree. If one takes a truly developmental perspective,
then low-level diffuse anomalies can give rise to quite spe-
cific higher-level deficits. We gave several empirical and
computational examples of this in our target article. In fact,
Müller’s own excellent discussion of the changing role of
serotonin during development could be used as a good ex-
ample. But we entirely agree that widespread deficits in an
atypical system don’t necessarily rule out RN (Marcus, Ra-
mus). However, they do require detailed explanation.
Likewise, claims of selective deficits need to be examined
with caution. For example, when a clinical population dis-
plays equivalent behaviour to a control group in domain A
but not in B, claims of RN and a single dissociation often
abound. However, if this control group is matched on, say,
Mental Age, this can mean that the control children are
many years younger than the participants with the genetic
disorder. So a more accurate account of such results would
be that in the clinical group both domains are very delayed
(with B more delayed than A), not that A is “normal/intact/
preserved” and B selectively impaired! To dismiss delayed
performance as irrelevant carries the assumption that the
representational processes under investigation do not in-
teract with others throughout developmental time, that is,
it simply assumes RN. When exploring an atypically devel-
oping system, it is vital in our view to understand the dif-
ference between simple delay versus complex deviance
and, without knowledge of the developmental trajectory in
each case, we cannot establish the true sources of both dif-
ferences and similarities amongst developmental disorders
(Karmiloff-Smith et al. 2003b).
It is important to reiterate that we do not rule out mod-
ularity a priori (Marcus, Ramus) and have never done so
in the past (Karmiloff-Smith 1992). Rather, we make two
claims: (1) that, when interpreting empirical data, one must
always keep in mind that modularity may be the product of
a developmental process rather than its starting point, and
(2) that one can never take modularity for granted, it must
be demonstrated. We certainly do not think (as Marcus sug-
gests) that the only alternative to modularity is “entirely
shared resources” (see, e.g., Elman et al. 1996, as well as
Karmiloff-Smith 1998 on how domain-relevant biases
might become domain-specific over developmental time).
However, we do agree with Marcus that disorders that af-
fect multiple domains may be less informative about issues
of modularity. Yet, when researchers did keep their “eyes
open for deficits that are more focused,” as Marcus sug-
gests, they ended up making sweeping claims about innate
modularity in, for example, Williams syndrome (e.g., Bel-
lugi et al. 1994; Pinker 1999) that simply have not stood the
test of time. The same has obtained for genetic specifica-
tion. Early claims that specific genes directly contributed to
specific cognitive outcomes in WS (Frangiskakis et al. 1996)
were shown to be premature because of the complex inter-
actions between genes (Tassabehji et al. 1999; Karmiloff-
Smith et al. 2003a). So, the claim that a gene has purely do-
main-specific consequences from the observable deficit
that it seems to cause in a single part of the system should
be treated with great caution, as the following example
nicely illustrates.
A report in the press heralded the discovery of a specific
“gene for hearing.” The article on which it was based, how-
ever, illustrates not only how indirect the effects of the gene
are, but also how a gene can be widely expressed in an or-
ganism and yet only a single deficit will be observable
(Lynch et al. 1997). Geneticists studying eight generations
of a Costa Rican family found a 50% incidence of acquired
deafness, with onset around age 10 and complete deafness
by age 30. A single gene mutation was identified, with the
last 52 amino acids in the gene’s protein product mis-
formed, and the first 1,213 amino acids formed correctly.
This gene produces a protein that controls the assembly of
actin. Actin organises the tiny fibres found in cell plasma
that determine a cell’s structural properties, such as rigid-
ity. Because the genetic impairment is tiny and the protein
functions sufficiently well to control the assembly of actin
in most parts of the body, no other deficits are observable.
However, it turns out that hair cells are especially sensitive
to loss of rigidity, such that even this tiny impairment has a
huge effect on them. The loss of rigidity in hair cells even-
tually results in deafness. In other words, what might look
like a specialised gene for a complex trait like hearing is, on
closer examination, very indirect: hearing is dependent on
the interaction of huge numbers of genes, one of which af-
fects the rigidity of hair cells and has cascading effects on
the others. And this same gene is expressed in multiple ar-
eas of the organism, despite the fact that this is not obvious
from the effects of this particular mutation. A “gene for
hearing” might be a convenient shorthand but, as the work
of Lynch and collaborators shows, it is a very misleading
one, impeding a researcher from seeking to understand the
probabilistic dynamics of the developmental outcome
(Karmiloff-Smith 1998). We believe that a similar argument
should be explored with respect to the acclaimed FOXP2
“gene for speech and language” (Lai et al. 2001; see Pinker
2001 commentary, heralding the decade of cognitive ge-
netics).
R3. Residual normality – empirically grounded?
Some commentators argue that there is considerable evi-
dence for selective deficits alongside intact modules, and no
empirical evidence for the lack of RN (Ramus, C.Temple
& Clahsen). First, it is clear that the notion of “intact” per-
formance always depends on the sensitivity of the mea-
surement scale. So, even the claim for RN in adults should
be considered with caution (McClelland & Lupyan). Sec-
ond, as we have argued repeatedly, all the new work on
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brain development suggests that RN is unlikely, although
clearly not impossible (see also Müller). Ramus claims that
developmental dyslexia can exist without sensorimotor
deficit. He provides the example of a subset of adult devel-
opmental dyslexics with a pure (i.e., specific) phonological
deficit, which is heritable and seems to have a genetic cause
(in terms of localised disorders of neural migration). Leav-
ing aside for the moment the substantial theoretical leap
from foetal brain ectopias to adult dyslexia, we welcome this
example of an attempt to build an empirically testable de-
velopmental account to support a claim for RN. We believe
that this interesting theory could gain a lot from emulating
the detailed developmental work on FragileX syndrome,
which does not leap from synapse to cognition (Cornish
2003; Cornish et al. 1998; Dykens et al. 1989; Fisch et al.
1999; Scerif et al., in press).
Ramus’ work is precisely the type of endeavour we ar-
gue for in our target article, that is, that RN does not come
for free; it must be demonstrated empirically and couched
in a developmental perspective. We were interested, for ex-
ample, that Ramus rejected RN between components of
the reading system (in his footnote 1 he writes: “It is now
quite clear to most dyslexia researchers that the phonolog-
ical and orthographic reading routes cannot really develop
independently, and therefore that selective damage to one
of them is unlikely in developmental dyslexia”) but that he
argued for its plausibility at the broader level of phonolog-
ical representations. This reflects our intuition that RN be-
comes a more plausible starting hypothesis for broader
functional distinctions.
However, the Ramus example clearly requires further
exploration. Explaining adult dyslexia through foetal brain
anomalies without charting its developmental trajectory
through to reading leaves aside many vital issues. For ex-
ample, the account cannot generate a ready explanation for
the high co-morbidity of dyslexia with dyscalculia (Ansari &
Karmiloff-Smith 2002) without the additional assumption
that spontaneous ectopias also occur in parietal cortex.
Then the deficit becomes less specific, because it is possi-
ble that ectopias occur throughout such brains but only dis-
play their effects on some resulting cognitive domains. But
these are empirically testable questions, a fact that we
value.
Moreover, in our view there remain problems with Ra-
mus’ approach. First, he appears to accept animal models
uncritically, yet they present similar perils to the assump-
tions involved in going directly from adult to infant cogni-
tion (Karmiloff-Smith et al. 2002). Second, there are some
methodological difficulties with taking subgroups of (be-
haviourally defined) dyslexics to justify pure deficits. It
could be that this behavioural screen picks up just those in-
dividuals who happen to have above average visual or mo-
tor skills that allow them to compensate for the deficits that
come with a wider view of developmental dyslexia, so that
their phonological deficit is the only one to surface in the
data. And there are indeed empirical and brain-imaging
data showing that interindividual variation enables differ-
ing levels of compensation within developmental disorders
(E.Temple; and see Thomas 2003).
To reiterate, third, and perhaps most seriously, Ramus
leaps directly from foetal brain ectopias to adult reading
deficits. How do ectopias affect the functional parameters
of the developing system? Ramus presents dyslexia as a case
of RN, yet it is merely assumed on the basis of the charac-
teristics of the adult endstate that zero compensation has
taken place. Although it may be possible to probe for the
function of the history of compensation in the adult (Jack-
son & Coltheart), and even if the precise details of Tal-
lal’s theory have been questioned, we strongly applaud her
pioneering work using the prospective, longitudinal study
of infants at risk to seek low-level impairments that cascade
developmentally on the resulting high-level cognitive out-
comes. This, in our view, is the way in which the Ramus en-
terprise should be taken forward, across a representative
sample of at-risk infants, rather than a retrospective screen-
ing for selective deficits in adults.
R4. Effects of the RN assumption on empirical
research programmes
How does one plan a research programme in the develop-
mental field? For studies of normal development, re-
searchers usually focus on age groups in which the domain
of interest is still not acquired and trace its progressive ac-
quisition until mastery. In atypical development, the main
trend has been to concentrate on areas of deficit, with sum-
mary measures of areas of proficiency. Our research strat-
egy has always been very different. In the case of normal
development, we focused on age groups who already
seemed to have behaviourally mastered a particular domain
and then traced subsequent representational change
(Karmiloff-Smith 1992). In the atypical domain, we took
the unusual step of initially focusing on domains of reported
proficiency (Karmiloff-Smith 1998), such as language and
face processing in Williams syndrome. This was because of
our discovery that in normal development, identical behav-
iour at two different ages could be sustained by very differ-
ent underlying representations. We thus challenged the RN
implications of merely accepting “scores in the normal
range” and the use of IQ scores to undermine the fact that
an adult has relatively fluent language (Karmiloff-Smith
1998).
By way of illustration, if one reported that an adult with
an IQ of 58 has good language, this might sound surprising
and interesting to the reader, suggestive that language is
dissociated from general intelligence. If, however, one
rephrased this and reported that an adult with a Mental Age
of 9 years has good language, the claim seems far less im-
pressive and less immediately suggestive of a modular dis-
sociation – normal children age 9 have excellent language.
A focus on IQ scores skips over the fact that IQ calculations
are affected by chronological age, and that if an individual
plateaus as a result of his or her disorder, then IQ will be
lower, the older the chronological age.
Thus, one of the aims of our target article was to demon-
strate the way in which the assumption of residual normal-
ity influences empirical research. If one has a proclivity to
accept RN as a likely hypothesis, then the discovery of
scores in the normal range in a particular domain is suffi-
cient to support claims for selective preservation of certain
functions, and that part of the research can be concluded.
If, however, one questions the automatic assumption of
RN, then one is motivated to pursue further probes as to
the underlying cognitive processes sustaining the behav-
iour.
One commentary illustrates the perils of uncritically ac-
cepting RN. Take, first, the example of face processing in
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Williams syndrome. We claimed that WS face processing
was atypical because, despite scores in the normal range,
this clinical population tends to use predominantly compo-
nential processing, whereas normal controls use configural
processing. C.Temple & Clahsen retort that these results
merely illustrate a case of “straightforward modular disso-
ciation within face processing systems” (emphasis added)
between intact componential and impaired configural pro-
cessing, implying that there is nothing more to be said. By
contrast, our studies have shown that when individuals with
WS process stimuli componentially, their brains are acti-
vated differently from controls. More interestingly still,
when we carried out a cross-syndrome comparison of two
clinical groups in which a predominance of componential
processing has long been documented (autism and Wil-
liams syndrome), the brain functioning of these two popu-
lations was radically different again (Grice et al. 2001). So,
the descriptor “componential” turns out to be nothing more
than that – still a description of behaviour. It has at least
three different meanings with respect to different popula-
tions, suggesting that further empirical probing is crucial.
There is nothing “straightforward” about it! Had we simply
accepted the original “normal” face processing scores as ev-
idence for RN, we would never have gone on to explore
these important within-syndrome and cross-syndrome dif-
ferences.
A hair-trigger acceptance of RN also tends to nullify the
need to trace developmental trajectories. By contrast, we
deem it vital to trace developmental disorders back to their
origins in infancy. This has alerted us to the importance of
understanding how lower-level deficits can impact on
higher-level cognitive outcomes. For example, in the visual
domain, our studies have shown that simple eye movement
saccade planning is very atypical in infants and toddlers
with Williams syndrome, whereas it is sluggish in those with
Down syndrome (Brown et al. in press). Such work has re-
vealed a series of deficits in early development, giving rise
to atypical learning trajectories. This has turned out to ob-
tain even in domains where the adult outcome is rather pro-
ficient, particularly language development in Williams syn-
drome, for example, for which sweeping claims for intact
modules have been made (e.g., Pinker 1999). Our studies
have revealed considerable deviance in how infants with
WS learn language, including deficits in early speech seg-
mentation, in triadic attention, in word-referent mapping,
and in brain lateralisation (Laing et al. 2002; Nazzi &
Karmiloff-Smith 2002; Nazzi et al. 2003; see also, Singer
Harris et al. 1997). Such deviant learning processes obtain
in older people with WS, as well. In the domain of reading,
and despite careful individual matching on word reading
levels, our studies showed that the process by which the
clinical group learned to read new words differed from con-
trols (Laing et al. 2001). All of this work underlines the dan-
ger of simply accepting the RN assumption.
R5. A radically different brain?
Some commentators thought we were claiming that the
atypical brain must be fundamentally different from the
normal brain (C.Temple & Clahsen). This was not the
case, because obviously at some level of description all hu-
man brains share some very general principles. What we do
claim is that it is very unlikely that the specific learning
mechanisms are the same in the normal and atypical brains.
And we continue to challenge the view that the atypical
brain is merely a normal brain with parts intact and parts
impaired. In our view, as genotyping and phenotyping
methodologies improve, subtle and often widespread dif-
ferences will be identified in the brains of children with de-
velopmental disorders, without necessarily giving rise to
overt deficits in behaviour (viz., our earlier example of the
differential effects of an actin deficit; see Karmiloff-Smith
& Thomas, in press). Where to draw the line between sub-
tle and radical differences in brain structure may be a mat-
ter of taste, and, as E.Temple has stressed, differences be-
tween normal and atypical brain function often lie at the
level of interacting networks rather than independently
functioning modules (C.Temple & Clahsen). We maintain
that the brain must be considered as a whole, interacting
organism within a developmental framework, and that, if
RN were to obtain, it must be explained within that devel-
opment perspective.
We agree, however, with Li & Lindenberger that it may
well be unproductive to draw a monolithic divide between
normality and abnormality, because variations within and
between individuals are fundamental to living organisms.
Although normality may well be better viewed as the po-
tential of individuals and environments to produce an adap-
tive range of behaviours, as they submit, there are of course
constraints on that process, and it is these constraints and
how they might differ in atypical development that is of
concern to us here. In challenging the blind assumption of
RN, we believe that there are many indications in the liter-
ature that atypical brains do not present with a neat division
between intact and impaired parts, and that there is indeed
evidence for atypical structure. For example, the brains of
older children and adults with Down syndrome are more
active than normal brains, due perhaps to a failure to mod-
ularise during development (i.e., a lack of progressive spe-
cialisation and localisation). It has also been argued that
autism may be characterised by a process of rapid modu-
larisation such that circuits become dedicated too rapidly to
overly specialised functions (Oliver et al. 2000).
FragileX (FraX) also presents with an atypical brain in
which development plays a crucial role. The silencing of the
FMR1 gene, whose associated protein plays a crucial role
in activity-dependent synaptic plasticity, has wide-spread
effects on neurone structure and function across cortex
(Churchill et al. 2002). Despite these generalised effects,
the brain in FraX is characterised by decreased volumes of
the cerebellum and enlarged hippocampus. Yet, these re-
gional differences cannot be simply accounted by regional
differences in FMR1 expression, suggesting a crucial role
of development in determining the adult outcome. Early
and continuously treated phenylketonuria (PKU) is charac-
terised by specific effects on the dopaminergic content of
dorso-lateral prefrontal cortex (Diamond 2001; Diamond
et al. 1997). However, differences in the developmental
timing of the exposure to elevated phenylalanine result in
subtly different effects on the executive profile in PKU
(Antshel & Waisbren, in press; Koch et al. 1999). In all of
these cases, ontogenetic development has played a crucial
and necessary role, and the resulting brain is not “merely
lacking or having reduced development of components of
normal functional architecture” (C.Temple & Clahsen).
In our view, developmental disorders are potentially very
informative about normal development, not in terms of
50 BEHAVIORAL AND BRAIN SCIENCES (2002) 25:6
Response/Thomas & Karmiloff-Smith: Are developmental disorders like cases of adult brain damage?
which modules are intact or impaired, but in terms of con-
straints on plasticity of a developing brain (Huttenlocher
2002; Thomas 2003).
Some theorists, however, might choose to dissociate atyp-
icalities in the neural substrate from functional structure as-
sessed at a behavioural level. Following this line of argu-
ment, if behavioural data in a disorder appear normal, then
underlying abnormalities in brain structure or processes
cannot have functional significance. Take the case of a
young child who had suffered damage to the left hemi-
sphere, and subsequently shown a recovery of language into
the normal range via reorganising cerebral function to the
right hemisphere. A proponent of this position would argue
that a normal functional structure for language processing
had emerged. If one ignores evidence from neuroscience,
what evidence is there that atypical modular structure is to
be found in developmental disorders? There is a method-
ological problem here, in that standardised test batteries
are designed only to assess the presence or absence of nor-
mal functions. The requirement would seem to be for gen-
uinely novel behaviours or genuinely novel error patterns.
We do believe such evidence exists, for example, in date cal-
culation in autism, in the cross-modality experiences of in-
dividuals with synaesthesia, and in the errors made by chil-
dren with WS during language acquisition (Capirci et al.
1996). Indeed, evidence of “crowding effects” in the later
development of children with significant early damage to
one hemisphere (Anderson et al. 2001b) belie the claim
that all atypical development can be couched as graded ac-
quisition of a normal module set (Levine et al.).
R6. Williams syndrome – myths and facts
We already discussed above the issue of face processing in
individuals with Williams syndrome, but it is their profi-
cient language that has tantalised many thinkers, leading to
claims about modularity and genetic specification (e.g.,
Pinker 1999). However, as Pléh et al. convincingly show,
finer-grained analyses and cross-linguistic constraints chal-
lenge many of the assumptions about WS language.
In our target article we raised questions about the claims
of Clahsen and Almazan (1998) regarding the purported
selective impairment in irregular inflection in WS. There
are, in our view, various problems with the Essex Univer-
sity data and the interpretation thereof. First, unfortu-
nately the normal data against which the WS data were
contrasted do not replicate, even by researchers of a simi-
lar theoretical persuasion (van der Lely & Ullman 2001;
and see Thomas et al. 2001). Could it be that the normal
Essex data were mistakenly entered into the wrong col-
umn? We set out to replicate and extend Clahsen and col-
leagues’ original finding on the four children with WS and
were surprised when the basic effect was not present in our
much larger population. If an effect is robust with four par-
ticipants, it should have been more than evident with 21
participants. Indeed, we have concerns about the repre-
sentativeness of the four participants with WS used in most
of the Essex studies, because five of the findings based on
this group (on past tense formation, pluralisation, noun
compounding, semantic fluency, and speeded naming) have
not replicated with other larger samples of individuals with
WS (past tense: Thomas et al. 2001; Zukowski 2001; plu-
ralisation and compounding: Zukowski 2001; semantic flu-
ency: Jarrold et al. 2000; Scott et al. 1995; speeded nam-
ing: Thomas et al. 2003). Second, our data for WS point to
deficits in both the irregular and the regular inflections,
once language level is partialled out, suggesting no selective
deficit (even Clahsen and Temple’s [2003] reanalysis of our
data reveals deficits for both regular and irregular inflec-
tions compared to controls, with no evidence of an interac-
tion, although their focus is restricted to the irregular
deficit). Third, even if the Essex data for the WS and con-
trols were to hold (and we welcome more data on this
point), the interpretation they offer lacks a developmental
perspective. We of course agree with C.Temple & Clah-
sen and with Tallal that longitudinal data can be more in-
formative than cross-sectional data. But in our view, cross-
sectional data can be treated within a developmental
framework by building developmental trajectories (Thomas
et al. 2001; see also Ansari et al., in press).
Perhaps the main difference between our view and that
of C.Temple & Clahsen in relation to this particular de-
bate revolves around our preference for an explanation fo-
cusing on the developmental process itself rather than in
terms of deficits to static structures (a specific impairment
in accessing subnodes of lexical entries: Clahsen & Almazan
1998). Thus, in recent, detailed computational modelling of
the past tense formation in WS (Thomas & Karmiloff-
Smith, in press), we have shown that were a selective deficit
in irregular inflection to be characteristic of some individ-
uals with WS, this could be explained as the developmental
consequence of various atypicalities in lexical-semantics.
This prediction then prompts further empirical work ex-
ploring the development of lexical-semantics in this popu-
lation. This brings us to our final section.
R7. Computational models as a tool 
exploring RN
A number of commentators raise issues about the model-
ling work in our target article, either with regard to specifics
of the models employed (Cooper, Juola, Levine et al.,
Levy, McClelland & Lupyan, Müller, Westermann &
Mareschal), or to the general enterprise of using compu-
tational models to study developmental disorders (Chris-
tiansen et al., Gerrans, McClelland & Lupyan, Mu-
nakata et al.). To address these issues, and to clarify the
role we see our particular simulations playing, we think it
useful to draw a distinction between two different ways in
which computational models can be used.
First, models can be employed at a fairly abstract level,
where one only seeks to capture general characteristics of
the problem domain. The aim here is to explore the pat-
terns of behavioural data that can be generated by models
embodying particular principles of processing. The end
product is an expansion of the range of candidate inferences
that can be drawn from patterns of human behavioural data
to underlying structure. We will call this type of model Ab-
stract. Abstract models tend to be useful in the earlier
stages of theory development in a given field, because they
are an engine for conceptual clarification.
Second, models can be used in an attempt to simulate de-
tailed patterns of empirical data from a target cognitive do-
main, while incorporating as many empirically motivated
psychological (and perhaps neural) constraints as possible.
We will call this type of model Specific. The aim of Specific
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models is to evaluate the viability of particular hypotheses
and generate new testable predictions. Such models are
characteristic of more theoretically developed fields of en-
quiry, which are supported by a rich body of empirical data.
The simulations presented in this target article fall within
the category of Abstract models. But we have also carried
out simulations that explore in detail the acquisition of En-
glish past tense formation in Williams syndrome (Thomas
& Karmiloff-Smith, in press), that fall within the category
of Specific models.
With this distinction in mind, we can now address some
of the modelling issues raised. First, we of course agree with
Munakata et al. that Abstract models of developmental
disorders are insufficient on their own, and that subsequent
work needs to explore more direct mappings to particular
neural mechanisms and particular developmental disorders
(see also Thomas 2000). However, as we found in our work
with modelling data from individuals with Williams syn-
drome, the translation of sometimes vague theoretical
claims (e.g., that individuals with WS have “poorly specified
semantic representations”) into precise computational ma-
nipulations is not always straightforward. Importantly, the
modelling process forces clarification in these instances.
Even if a Specific model is successful in its goal of simu-
lation, there is still some way to go to assess the model’s util-
ity for understanding a disorder. Christiansen et al. pro-
vide an excellent set of criteria for such an assessment, that
may in the future prove a benchmark against which models
are compared. Christiansen et al. point out that even if a
model is successful in simulating an atypical developmen-
tal trajectory following a parameter manipulation, there re-
mains the question of whether this was the only possible pa-
rameter manipulation that would lead to a fit of the data.
Many issues are raised by the proposal that parameter vari-
ations to “normal” computational models can explain atyp-
ical data, among them the possibility of multiple cognitive
causes for behaviourally defined disorders and the relation
of individual differences to atypical development. We do
not have space to consider these issues here (see Thomas,
in press; Thomas & Karmiloff-Smith 2002), save to note
that Christiansen et al. raise an important point, and that in
our modelling of WS we indeed went to some lengths to ex-
plore both the background flexibility of our model in cap-
turing different possible patterns of developmental deficits,
and the model’s potential to capture individual variability as
well as the group trend of atypical development.
Simulations 1 and 2 in our target article fall under the cat-
egory of Abstract models. Our aim was to explore the kinds
of inferences that might be made from behavioural deficits
in developmental disorders to the underlying functional
structure, as well as the developmental trajectory that may
have led to the adult state. Furthermore, we wished to ad-
vance our own thinking about the kinds of developmental
commitments that were being made in arguing for RN, that
is, that one could strike out a single module of an adult sys-
tem to explain a selective deficit in a developmental disor-
der. To do this, we utilised a widely employed modelling ar-
chitecture, feedforward backpropagation networks.
Several commentators extend the ethos of our simula-
tions. McClelland & Lupyan use our model to demon-
strate that a single undifferentiated system could show a de-
velopmental double dissociation under different startstate
manipulations. The model thus widens the possible infer-
ences that might be made from behavioural double disso-
ciation data, suggesting here that developmental double
dissociations need not imply independent underlying struc-
tures. In the same spirit, Gerrans examines Pinker’s claim
that WS and SLI form a “genetic” double dissociation in the
domain of inflectional morphology necessarily implies in-
nate modularity (see Thomas & Karmiloff-Smith, in press,
for further discussion of this issue).
Other commentators additionally focus on our particular
choice of model type, and ask whether this choice limits the
lessons that can be drawn concerning RN. It was suggested
that the choice of the connectionist paradigm implies a re-
jection of modular accounts of development (Levy). Sev-
eral commentators question the choice of backpropagation
on the grounds of biological plausibility (Cooper, Müller),
or on the grounds that in Simulation 2, it biased the system
against showing RN because an error produced by damage
in one route was necessarily fed back to drive changes into
the other route (Juola, Levine et al.). The choice of feed-
forward backpropagation networks is also questioned on
the basis that their relation to the neural substrate is unclear
(Müller); that perhaps constructivist networks, with repre-
sentational power that increases during training, are better
models of development (Westermann & Mareschal); 
or simply that a wider range of model types needs to be 
considered before drawing conclusions about the likeli-
hood that RN holds in the developing cognitive system
(Cooper).
Before we respond to these comments, two specific
points of clarification. Levine et al. suggest that in Simu-
lation 1, different amounts of damage were applied early
and late, making comparison difficult. This is incorrect.
With the exception of startstate lesions, where performance
was at ceiling for the range of lesions applied in the end-
state, damage levels were identical across startstate and
endstate. Levine et al. are correct that we did not include
retraining after damage to the endstate (see also Juola).
This is also true of many models of acquired deficits that we
cited. This “frozen” endstate was indeed a simplification for
the purposes at hand, but we fully agree that it is unrealis-
tic. Our current work is exploring patterns of recovery, and,
in particular, critical period effects in the progressive emer-
gence of modularity. Second, C.Temple & Clahsen sug-
gest that in Simulation 2, early damage to the Indirect route
(normally preferentially involved in learning irregular pat-
terns) had no effect on the learning of regular patterns (nor-
mally preferentially carried out in the Direct route). They
therefore argue that the model shows RN. However, this 
is incorrect. They have not looked at the results closely
enough. The greater the damage to the Indirect route, the
more the Direct route has to take on the function of learn-
ing irregular patterns. This causes a subtle deficit to its nor-
mal acquisition of regular patterns. After a 60% initial 
lesion to the Indirect route, regular performance drops
from 100% to 99%. After a 90% initial lesion to the Indirect
route, regular performance drops to 95%. RN does not hold
here, but the evidence for this is subtle. The model there-
fore nicely illustrates the point that issues of RN will not be
settled without detailed examination of empirical data.
Now to the more general points. First, we need to be
clear about why we chose feedforward backpropagation
networks, and about the theoretical framework within
which we are operating. Feedforward backpropagation net-
works were chosen in order to make contact with the large
number of existing models of cognitive development that
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use this architecture. To evaluate the effect of the develop-
mental process on early damage, and to investigate the like-
lihood of RN holding in development, it seemed reasonable
to start by using an architecture frequently used over the
last fifteen years to model development. Similarly, we chose
our parameter manipulations based on those widely em-
ployed in existing models (see sect. 7.1). In addition, we
viewed feedforward networks as sufficient to help advance
our thinking on the conditions under which RN might hold
(which we laid out in sect. 9). Even if feedforward networks
are not the right kind of architecture, we would know what
features to seek in other architectures to ascertain whether
they display RN.
With regard to the theoretical framework within which
we are operating, the objective is to put the developmental
process at the heart of explanations of developmental dis-
orders (Karmiloff-Smith 1998). Given the current under-
standing of mechanisms of change in developmental psy-
chology, we do not view this framework as currently
committed to a particular learning mechanism. Nor is it
committed to the idea that the startstate parameters (in
which we include the learning algorithm as well as issues of
architecture, representations, and so forth; see Karmiloff-
Smith & Thomas 2003; Thomas & Karmiloff-Smith 2002)
must be frozen throughout development. It is currently an
open question whether parameters such as “plasticity,”
“memory capacity,” or “representational power” change
across development and what factors may drive such “con-
structivist” changes. The theoretical framework is, however,
committed to the idea that differences in the computational
constraints that shape development are the appropriate
terms in which to explain developmental deficits, rather
than in terms of a list of “intact” and “impaired” adult mod-
ules.
First, Levy claims that the use of connectionist models
implies an a priori rejection of modularity. We must dis-
agree with this. Connectionism per se implies no position
on modularity; indeed many of the individual models put
forward to explain cognitive development in particular do-
mains could be viewed as cognitive modules. Furthermore,
Simulation 2 in the target article explicitly examined the
emergence of modular function in a connectionist network,
albeit of a more graded form than in the classical definition.
Next, in response to the comment that the relationship
between feedforward networks and brain processes is 
unclear (Müller), we would stress that our first aim is 
to make contact with the clinical data that capture deficits
in developmental disorders, and that our focus is thus at 
the level of cognitive modelling. We would agree that a fu-
ture aim should be to include more neural constraints in
such models.
The use of backpropagation often raises questions re-
garding biological plausibility (Cooper). We take back-
propagation as representative of gradient descent algo-
rithms, themselves a method of achieving error-driven
learning. O’Reilly (1998) argues that error-driven learning
is one of two main types of learning occurring in the brain,
the other being self-organisation/unsupervised learning.
The brain learns abstract representations of the world and
then learns the optimal mappings between them. We do not
have a particular commitment to backpropagation but
rather to error-driven learning. One of our current research
issues is to explore the implications of developmental
deficits in systems using other error-driven algorithms and
in self-organising systems. Nevertheless, we believe that
backpropagation has served a useful theoretical purpose in
highlighting the issues at stake in explaining the causes of
developmental deficits.
Levine et al. argue that one can show analytically that
the dual-route system trained by backpropagation must fail
to show RN. The analytical approach is an important source
of clarity, although we have tended to find that the analyti-
cal account follows exploratory modelling work. For exam-
ple, our current work is exploring the factors that tend to
drive emergent specialisation in distributed systems, and
the way in which plasticity, competition, structure-function
correspondences, computational resources, and frequency
all interact across training to determine whether a system
produces specialisation or redundancy. We believe that an
analytical account of this interaction is still some distance
away at the current time.
Nevertheless, it is entirely valid to ask whether back-
propagation has something unusual about it that makes it a
poor choice to explore RN. This really concerns the wider
issue of generality. Should not we really be using construc-
tivist networks? ask Westermann & Mareschal. What of
the range of other learning architectures available, exem-
plified in the domain of past tense formation? asks Cooper.
What of symbolic learning algorithms? Would our conclu-
sions concerning RN hold for these other models? As we
stated above, use of these other developmental computa-
tional models would be quite consistent with our theoreti-
cal framework. But questions of generality are legitimate
ones. Our modelling work with past tense formation in
Williams syndrome forced us to address this issue (Thomas
& Karmiloff-Smith, in press). Using a feedforward back-
propagation, we identified startstate parameters manipula-
tions that would deflect the developmental trajectory of a
normal model of past tense formation to capture the WS
profile. We then considered whether these manipulations
would have the same result in four other competing mod-
els, including a constructivist architecture and one based on
ACT-R. As far as we could tell, the manipulations would
have broadly the same effect – the results were not back-
propagation specific. Moreover, several of the competing
models had dual-route architectures. Our conclusion was
that none of the architectures of these Specific models
would show RN.
Let us be clear, however, that we do not think our mod-
elling work somehow “disproves” RN. It explores the 
constraints that would need to be met for RN to obtain.
Whether RN holds is ultimately an empirical issue to be re-
solved on a domain-by-domain basis (so long as the right
sort of data is collected). Our modelling work has, however,
led us to be sceptical concerning the viability of RN. As Mu-
nakata et al. spotted in Footnotes 12 and 13, we reviewed
a case where even a computational system in which RN
seems likely suggested possible routes of compensation un-
der closer analysis; and a case that demonstrated that
achieving RN in a multi-component learning system is hard
even if one deliberately tries to engineer it.
Lastly, Jackson & Coltheart embrace the utility of com-
putational modelling, but have reservations about using de-
velopmental rather than static (hand-wired) models. They
do not find it helpful to map hypothetical problems with the
acquisition of knowledge (in terms of theories concerning
processing deficits, impoverished environments, and so
forth) onto manipulations of trainable connectionist mod-
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els as a way of exploring possible accounts of developmen-
tal deficits. For them, “doing so requires leaps of faith”
which they “prefer not to take.” We find this a slightly
strange position. The point of modelling is to build con-
straints into the model based on empirical evidence, and
then evaluate the model’s performance in capturing behav-
ioural data patterns. If one is not building in constraints,
then one might as well use a look-up table to simulate data.
It is not clear to us why Jackson & Coltheart view the con-
straints that they build into static models such as the DRC
(Coltheart et al. 2001) as somehow safe, but those based on
dynamic principles as too risky. We view this position as
overly conservative. It is true that sometimes it can be hard
to derive a unique mapping from a psychological constraint
to a particular feature of the model, but this difficulty is no
greater for the developmental (or dynamic) case than for
the adult (or static) case. Apart from the computational con-
straints we have investigated in the target article and else-
where, we believe there is much to be gained from explor-
ing the implications of, for example, different environments
by altering input sets, or (in the case of reading), different
types of explicit tuition by altering training regimes. One
day static and developmental models must join together.
This won’t happen unless we begin building from both sides
of the river.
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