Here, Kaplan-Yorke type maps are utilized as simplified models to assess new strategies for quantifying predictability through information theory. These models gives rise to a wide variety of "climate" distributions from nearly Gaussian to highly non-Gaussian. For complex models, it is almost impossible to compute proposed theoretical measures of predictability directly and alternative methods of estimation must be utilized. Due to the simplicity of the proposed model, accurate approximations of predictability can be computed and compared to various estimation techniques. A recently proposed method for finding a lower bound estimate of the predictability is outlined in the context of the model. Estimates of this type are computed and evaluated for a long-term climate prediction scenario. The factors that control the predictability for this scenario are determined using an ensemble of ensembles approach. In addition, the lower bound estimates are used as a means of assessing the utility of a Gaussian approximation strategy.
Introduction
General circulation models for climate and weather prediction, as well as many simple conceptual models of climate, have sensitive dependence on initial conditions, and thus can be represented often by very large systems of ODE's that exhibit chaotic behavior. Because of the sensitive dependence on initial conditions, it is natural to consider an ensemble of initial conditions characterized by a probability density function(pdf), p 0 (x), where p 0 ≥ 0 and p 0 (x) dx = 1. This initial density represents the uncertainty in the measurement of the initial condition. The initial pdf evolves in time to a new pdf p = p(x, t). The new pdf is used for predicting the most likely values of x at time t and is therefore referred to as the prediction pdf. As time increases, the prediction pdf relaxes to an equilibrium density denoted by π. This equilibrium pdf represents the climate.
Although statistical predictability is an intrinsic property of a given dynamical system, to extract specific dynamic properties depend on strategies of measurement. Throughout the paper, the term predictability is used to describe the usefulness of a particular prediction strategy. The prediction strategy is quantified against some alternative prediction strategy. As an example, for long term climate prediction, predictability can be used to refer to the usefulness of p for the purposes of making predictions as compared to simply using the climate record, π. If p is very close to π, then p provides little additional information beyond π and therefore has little usefulness for prediction. An important theoretical and practical issue is how to quantify the predictability of p in such a scenario.
Often, it is not practical to compute the prediction pdf, p, precisely. Instead, a random sample of size M, from p, is simulated by computing an ensemble of M solutions of the original ODE's using p 0 -distributed initial conditions. A prediction strategy is then implemented using statistics from the simulated data. For instance, a prediction strategy using only the first and second moments of the data is typically used for weather prediction and short term climate prediction [17, 8] . This prediction strategy is equivalent to using a Gaussian prediction pdf, p G , for prediction. The quantification of the predictability of p G compared to the actual prediction pdf, p, is another crucial predictability issue.
Another example where the quantification of predictability is essential occurs in the comparison of a four moment estimate, p 4 , to the Gaussian estimate, p G . The lack of additional information in p 4 compared to p G indicates a more Gaussian character of pdf, p. The existence of bimodality in p implies a significant difference between p 4 and p G [1] . For the case when p is multivariate, an important predictability issue is the ranking of the independent variables in terms of their predictability. A ranking procedure was introduced for Gaussian p and π in [16] and generalized to the case of non-Gaussian p and Gaussian π in [14] . A detailed list of the predictability issues just discussed can be found in [1] , where many of these issues are implemented for two toy climate models, the Galerkin truncation of the Burgers-Hopf equation [15] and the Lorenz '96 model [12, 13] .
A natural non-symmetric functional which quantifies the "distance" between two densities is provided by information theory [6] . The relative entropy, also known as the Kullback information, of p with respect to q, R(p|q) = p(x) log p(x) q(x) dx, (
measures the average lack of information in q relative to p and is a convex functional in p with the property that R(p|q) ≥ 0 with equality if and only if p = q. Additionally, the relative entropy has the attractive feature that it is invariant under arbitrary changes of variables [5] . The use of the relative entropy as a measure of predictability was first suggested in [9] in the context of long term climate prediction. The use of the relative entropy as a measure of predictability differs from its typical use in the dynamical systems literature where it is employed as a theoretical tool for determining statistical equilibrium solutions of a given ODE [4] . In this scenario, q represents any prior knowledge of the microscopic scales of the statistical equilibrium state and is conserved by the dynamics. Minimizing Eqn. 1.1 with respect to various constraints given by the dynamical invariants of the system leads to a characterization of the equilibrium state of the system. An interesting application of these methods to the atmosphere of Jupiter can be found in [18] .
In atmospheric/ocean applications, the calculation of the relative entropy, R(p|q), can be highly nontrivial due, in part, to the large number of degrees of freedom which makes standard integration techniques impractical. However, the densities involved are often well approximated by Gaussian and four moment approximations which leads to a quite accurate approximation of R(p|q). In many atmospheric and geophysical applications, the pdf q is apparently approximately Gaussian, but in many other applications, q can be highly non-Gaussian with no clear choice of distribution family to which it may belong. On the other hand, in these applications, the non-Gaussian features of the various densities are confined to compact regions of state space. In particular, while realistic climate distributions for atmosphere/ocean application are often non-Gaussian, the non-Gaussian features of various densities are confined to compact regions of state space simply because the state space involves physical velocity fields which are never arbitrarily large in the given physical system [1] . Thus, moment-based techniques are useful here for issues like detecting multi modality rather than studying slowly decaying non-Gaussian tails familiar from other disciplines of statistical physics. As in geophysical applications, the climate and predictive densities in the essentially exactly solvable simple chaotic mapping models in Section 2 vary from Gaussian to highly non-Gaussian densities with finite extent, as parameter values are varied. If moment-based estimates of p and/or q are being used, then an additional obstacle in estimating the relative entropy is the uncertainty in the estimation of the actual moments by the ensemble sample moments. In light of these difficulties, it is necessary to develop practical and efficient computational tools for computing estimates of the relative entropy, or at the very least, lower bound estimates for the relative entropy.
When the moments of p and q are known precisely, a lower bound estimate of R(p|q) is possible. Under the assumption that both p and q are Gaussian, as is well known, the calculation of the relative entropy simplifies to an algebraic expression in terms of the moments of the two densities. This procedure is applied to the Lorenz system in [9] and to the Galerkin truncated Burgers-Hopf equation in [10] . In [14] , a hierarchical procedure for obtaining a lower bound estimate of the relative entropy is described. Under the assumption that q is of a certain form, which includes Gaussian densities as a special case, this moment-based relative entropy estimate can be computed in a straightforward manner. In Section 3 of this paper, these lower bound estimates of the relative entropy are computed for a simple model where the true values of the relative entropy can be accurately evaluated. Being able to accurately determine the predictability information that remains unknowable in the more complicated atmospheric/ocean models is one of the main features of this model. As in the more complicated models, the relative entropy for the simple model is accurately approximated by the moment-based estimates described in [14] . The simplicity of the model allows for the accurate comparison between the Gaussian and four moment estimates. The topic of computing a lower bound estimate of the relative entropy given only finite sample size moments of p is explored in [2] .
A topic of debate in the weather and climate prediction literature is the importance of the mean of p as an indicator of predictability versus the importance of the higher moments of p. When both p and q are Gaussian, analysis of the importance of the mean versus the variance is possible since the relative entropy can be decomposed into a term which is independent of the variance and a term which is independent of the mean. This can easily be seen in one dimension, where p(x) = (2πσ
). Here, the relative entropy of p with respect to q reduces to the sum of two term. The first term,
, is independent of σ 1 and is referred to as the signal. The second term,
), is independent of µ 1 and is referred to as the dispersion. This decomposition can be generalized for multivariate Gaussian densities [9] . An attractive feature of the lower bound estimates of the relative entropy in [14] is that they may be decomposed into similar terms. Thus, analysis of the importance of the mean versus the higher moments can be extended to non-Gaussian p and q. In Section 4 of this paper, analysis of the factors controlling the relative entropy is carried out for our simple model where these quantities can be accurately determined. Other examples of this kind of analysis for various toy climate models can be found in [1, 10] . In Section 2, we introduce a simple one dimensional model that captures many of the key features of the more complex models and where many properties of the chaotic attractor are known explicitly. This one-parameter family of models gives rise to a wide range of "climate" distributions from nearly Gaussian to highly non-Gaussian to nonsmooth in nature. Furthermore, the low dimensionality of the simple model allows for highly accurate calculations of the relative entropy via a simple bin counting procedure. In Section 3, the computational procedures set forth in [1, 14] are briefly outlined in the context of the simple model. In Section 4, analysis is carried out for the factors controlling the relative entropy of various prediction strategies in the model. In Section 5, the average lack of information in the Gaussian estimate is explored in the context of the simple model.
The simple model
The motivation for the model is due to the pioneering stochastic climate modeling work carried out by Hasselmann [7] . Hasselmann considered mid-latitude atmospheric surface fluxes as white noise forcing on the mixed surface layer of the ocean, represented by y and governed by
where γ is a positive constant which represents coefficient of the linear term in the asymptotic expansion of the velocity in the Fokker-Planck equation for the stochastic climate model. Hasselmann showed that this white noise forcing,Ẋ, produced a significant red spectrum in the response. For a simplified toy climate model, it is interesting to replace the effects from the assumed white noise forcing by deterministic chaotic dynamics. This replacement allows for statistical structures different from Gaussian. The time discrete version of the models with these features has the form
where formally λ = exp(−γ∆t) with ∆t the time unit. The function Φ is assumed to be strongly mixing which implies ergodicity. This two dimensional map is known as a Kaplan-Yorke type map and is also used to describe the dynamics of a particle moving through a viscous fluid with a kick force given at discrete time steps [4] . The simplest version of these models is where Φ(x n ) is a map of the unit interval, 0 ≤ x ≤ 1, into itself given by the Bernoulli shift,
The Bernoulli shift is nothing more than a shift up of the coefficients of the binary expansion of a given number. Thus, if
i is the binary expansion of some
i . The Bernoulli shift map in Eqn. 2.3 conserves uniform measure over the interval 0 ≤ x ≤ 1. Thus, with the assumption that x 0 ∼ uniform([0, 1]), it follows that x n ∼ uniform([0, 1]) for all n. Define p n (y) to be the density for the distribution of y n . Each p n represents a prediction pdf at the discrete time n. Note that p 1 plays the role of the initial pdf with y 1 ∼ uniform([λy 0 , 1 + λy 0 ]). As n → ∞, the prediction densities decay to the climate pdf denoted by π(y). The parameter λ is allowed to vary from 0 to 1, with values close to 1 corresponding to π close to Gaussian. In fact, with t = n∆t, p n − p n converges to the Gaussian distribution, 4γ/π exp[−4γy 2 ] [3]. An interesting fact about the map in Eqn. 2.2 is that, for λ < 1 2 , its attractor has Hausdorff dimension [3] D 0 (λ) = 1 + log 2/| log λ|.
This implies that, for λ < 1 2 , the joint climate distribution is not absolutely continuous with respect to Lebesgue measure, i.e., it has no density. Here, we focus on measuring the predictability of the projected scalar variable y from the two dimensional map in Eqn. 2.2. It is known [3, 4] that this projected variable has an equilibrium probability density which is absolutely continuous with respect to Lebesgue measure; this distribution is nonGaussian, but smooth, for λ ≥ and not smooth with increasing roughness as λ decreases away from 1 2 . Thus, a wide variety of different climate and predictability distributions can be generated by varying λ. This is the main feature of the simplified models of interest for us here.
Perfect predictability scenario
In a perfect predictability scenario, one solves the Liouville equation
associated with the system of ODE's
and assumes perfect knowledge of the distribution, p, including all of its moments. Similar considerations apply to discrete time maps [11] as in Eqn. 2.2. Since ensemble data from Eqn. 2.2 is so computationally cheap to produce, it is possible to approximate each p n and π quite accurately using a simple bin counting procedure. Since each p n and π are one dimensional, the relative entropies, R(p n |π), can be computed directly and compared to various approximation techniques outlined in [1, 14] . In this paper, we utilize very large sample sizes of order 10 5 in the bin counting procedure (with 400 bins) and moment calculations. The number of bins chosen in the bin counting procedure is sufficient to effectively approximate all the densities under consideration. The errors due to fluctuations of the densities on scales smaller than the bin size are small. Thus, from a practical viewpoint, this is essentially a perfect predictability scenario.
Ensemble data estimates of moments. For any pdf, p, the distributional mean and centered moments are given by
To get accurate estimates of the moments of each p n , n = 1, . . . , N, a large number of repeated trials of the iterative map in Eqn. 2.2 are performed with the same initial y 0 , but with different random values of x 0 chosen uniformly from 0 ≤ x ≤ 1. Let y n,m , n = 1, . . . , N and m = 1, . . . , M, denote value of the nth iterate of the mth trial. In a statistical sense, {y m,n } M m=1 represents a random sample of size M taken from the distribution p n . For each n, the sample mean and the first K e centered moments of the random sample from p n are given by
To simulate a random sample from the climate distribution, one trial of the iterative map is applied with M ×N iterates. Each iterate is assumed to be an independent random draw from the climate pdf. Letting y i , i = 1, . . . , M × N, denote the random sample, the sample mean and the first K c centered moments of the random sample from π are given by
For large M, the sample moments defined in Eqn. 3.4 and 3.5 provide accurate estimates of the distributional moments
Moment based estimate of relative entropy. We begin by considering a hierarchy of estimates for the climate pdf, π. Given the first K c moments of π, we wish to choose the least biased density that shares the same K c moments. This is done by solving a constrained maximization problem involving the Shannon entropy,
which is a concave functional that measures the average lack of information in a pdf, p.
The maximization of Eqn. 3.6, over all densities satisfying
yields the approximating density π Kc given by
where α are the Lagrange multipliers for the moment constraints. A unique solution to this constrained optimization problem exists when K c is even. The first approximation of π, π 2 , is a Gaussian density, and we denote it by π G for emphasis. With a maximum entropy approximation, π Kc , of π, and the first K e moments of p n , a lower bound estimate of R(p n |π Kc ) is found by simply minimizing R(p|π Kc ) over all probability densities p such that
The convexity of R ensures that the minimum will be reached for some p n Ke . We refer to p n Ke as the entropy moment (EM) pdf. Similar to the maximum entropy approximations of π, the EM pdf has the form 8) where θ are the Lagrange multipliers for the moment constraints. When K c = K e = 2, the EM density is Gaussian, and we denote it by p n G for emphasis. The constrained optimizations described in the above paragraphs can be solved using a modified Newton method as long as the number of moment constraints is not too large [19] . In most applications, no more than the first four moments can be accurately estimated, and so the maximum entropy and EM approximations of the climate and prediction densities can readily be attained. In this paper, only Gaussian and four moment approximations of π and p n will be considered. An example of the Gaussian EM and maximum entropy approximations can be seen in the upper left panel of Fig. 3 .1. The graph shows three prediction densities decaying toward the climate density, in the center (solid lines). For the purpose of demonstration, the initial value y 0 is chosen from the tail of π, simulating a statistically rare climatological event. The prediction densities decays over time from an information-rich initial pdf to the climate itself. The first, third, and tenth time steps are shown. The dotted lines indicate the Gaussian maximum entropy and EM estimates in Eqn. 3.7 and 3.8. The parameter value λ in Eqn. 2.2 is 0.9. Thus, π is quite close to Gaussian. The solid line curves are computed using a simple bin counting procedure of the ensemble data. In this case, the ensemble size is M = 10 5 , and the number of bins used is 400. The four moment estimates of p n and π for the same parameter values are shown in the lower left panel of the same figure.
The EM lower bound estimate of R(p n |π), is defined as R(p n Ke |π Kc ), which is calculated using the formula
By definition,
In general, this inequality does not imply that R(p n |π) ≥ R(p n Ke |π Kc ), but this kind of violation is rare. It can also be shown [14] that the EM estimates satisfy the following hierarchical inequality
The inequality states a property that is essential for any estimating procedure of the predictive utility of a pdf, namely that the estimate can only increase when additional information about the pdf is incorporated.
Examples of Gaussian EM estimates of relative entropies can be found in the upper right panel of Fig. 3.1 . The solid curve is the graph of the relative entropies, R(p n |π), with n = 1, . . . , 10. The dashed curve is the graph of the EM estimates R(p n G |π G ) in Eqn. 3.9. Since π is nearly Gaussian, it is not surprising that the two curves are close, with relative errors never surpassing 5% at n = 1. The lower right panel of the figure shows the same curves for the four moment estimates. Visually, the relative entropies (solid) and EM estimates (dashed) are virtually indistinguishable, with relative errors never exceeding 2% at n = 2. For this value of λ near 1, both the climate and prediction densities are nearly Gaussian so there is only small improvement from the higher moment estimates.
In the upper left panel of Fig. 3 .1, note that p 10 has roughly the same shape as π. That is, all higher moments roughly coincide, with only a difference in the means. One might therefore expect that R(p 10 |π) depends little on the higher moments of the densities, and more on the means. This kind of question is the motivation for the next discussion.
Generalized signal-dispersion decomposition. When K e = K c = 2, the EM estimate of the relative entropy, R(p n G |π G ), can be decomposed into a signal component, which is independent of variance of p n , and a dispersion component, which is independent of the mean of p n (see [9] ). More precisely, for Gaussian estimates,
10)
It is clear from Eqn. 3.10 that R(p In the upper right panel of Fig. 3 .1, the dot-dashed and dotted curves represent the signal and dispersion. In light of Eqn. 3.10 and the fact that p 10 and π differ significantly only in the mean, it is not surprising to see that by n = 10 the relative entropy approximately equals the signal (relative error equals 2.9%).
When K e and K c are greater than two, the decomposition of R(p n Ke |π Kc ) into its components is more complicated. Following the program set forth in [1] , it is possible to write the EM estimate as
where the signal component, S Ke , is independent of the higher moments of p n , the dispersion component, D Ke , is independent of the mean of p n , and the additional crossterm component, CT , involving both the mean and higher moments of p n . In order to separate out the mean-independent terms of the EM estimate it is necessary to center π Kc about the mean of p n . The appropriate change of variables that makes this possible is
Using this formula, the terms of the EM estimate now separate into
In the case when K c = 2, the cross-term is identically zero. In the case when K e = K c = 2, the decomposition reduces to Eqn. coincide with the higher moments of π K . Thus, we refer to GS as the generalized signal. The dispersion, D Ke , has the property of always being nonnegative [1] , but the signal, S Ke , cross-term, CT , and GS can all take on negative values [1] . In the lower right panel of Fig. 3 .1, we can see that the generalized signal, the dotdashed curve, is virtually indistinguishable from the Gaussian signal curve in the upper right panel. This is not surprising, since the relative entropy due to the difference in the means is much larger than the relative entropy due to the comparison of the higher moments. Note that the four moment signal, (the circles), remains close to the generalized signal.
Perfect predictability estimates for varying λ. Figure 3. 2 -3.7 show similar graphs as in Fig. 3 .1, but with decreasing values of the parameter λ in Eqn. 2.2. In all these studies, the initial value, y 0 is chosen in the tail of π to simulate a statistically rare climatological event. To avoid overlap of the graphs, the Gaussian and four moment cases are shown in separate figures. For λ = 0.7, the first three panels of Fig. 3.2 show the decay The solid curves represent one prediction density p n and the climate density π. The dashed curves represent the estimates p n G from Eqn. 3.8, and π G from Eqn. 3.7. Bottom right: of the prediction densities to the climate density (solid curves) as well as the Gaussian EM approximations (dot-dashed curves), p n G and π G in Eqn. 3.8 and Eqn. 3.7. The first, second, and fifth time steps are shown. The fourth panel shows the relative entropy, EM estimate, signal, and dispersion curves as in the upper right panel of Fig. 3.1 . Figure  3 .3 shows the corresponding four moment estimates for λ = 0.7. Figure 3 .4-3.7 are the identical plots for λ = 0.5 and λ = 0.3.
In Figure 3 .2, where λ = 0.7, the climate pdf is visibly less Gaussian than the λ = 0.9 case. In Figure 3 .4 and 3.6, where the values of λ are 0.5 and 0.3, the climate densities, in y, are very far from Gaussian and less smooth. Notice that the variance of the climate pdf decreases as λ is decreased. Thus, with each decrease in λ the prediction densities approach the climate pdf in less time.
For the rare events illustrated in the figures, a general trend of the EM estimates in Eqn. 3.9 is that they become less effective as λ is decreased (see the solid and dashed curves in the fourth panel of Fig. 3.2-3.7) . This trend is due to the fact that the densities involved become increasingly harder to approximate using only two and four moments. It is important to point out that the four moment estimates seem to provide remarkable improvements over the Gaussian estimates for smaller values of λ. For λ = 0.9 (first panel), the densities are very close to Gaussian, and both the two and four moment EM estimates are effective in estimating the relative entropy. However, there is a vast improvement of the four moment estimates over the Gaussian estimates for relative entropy values above 10 −1 , the least of which being a 35% improvement at n = 17. The improvement of the four moments estimates over the Gaussian estimates is less pronounced for values of relative entropy less than 10 −1 . As λ is decreased, the difference between the two curves widens dramatically for the range of relative entropies between 10 −1 and 10 −2 . For instance, there is a 45% improvement of the four moment estimate over the Gaussian estimate at n = 6 when λ = 0.7. A similar improvement of 43% is observed when λ = 0.5, n = 3. At the point where the relative entropies fall below 10 −2 , the improvements are smaller, but The solid curves represent one prediction density p n and the climate density π. The dashed curves represent the estimates p n G from Eqn. 3.8, and π G from Eqn. 3.7. Bottom right: -dashed) , and D G (dotted). The ensemble size is M = 10 5 . still significant; 22% and 19% for λ = 0.7, n = 9 and λ = 0.5, n = 5; respectively. For λ = 0.3, the improvements are similar to the λ = 0.9 case, with a 36% at n = 2 and a 5% improvement at n = 4. However, in this case, both estimators are less accurate than in the λ = 0.9 case. For λ = 0.9 and λ = 0.7, the relative errors remain small for the larger relative entropy values, whereas for λ = 0.5 and λ = 0.3, the relative errors become large. This is due to the fact that the densities are well approximated by Gaussian and four moment densities for the larger values of λ, and less so for the smaller values of λ. The solid curves represent one prediction density p n and the climate density π. The dashed curves represent the estimates p n G from Eqn. 3.8, and π G from Eqn. 3.7. Bottom right: 
Controlling factors in the relative entropy
Recall that the Gaussian EM estimate can be decomposed into signal and dispersion components,
where S G and D G are given by Eqn. 3.10. The four moment EM estimate can be separated into signal, dispersion, and cross-term components or into generalized signal and dispersion components,
where S 4 , CT , and D 4 are defined in Eqn. 3.11 and GS is defined in Eqn. 3.12.
In the illustrations seen so far, Figure 3 .1-3.7, S G and GS seem to be the factors that control the relative entropy for the Gaussian and four moment estimates, respectively. That is, the majority of the relative entropy is contained in S G , respectively GS. However, these examples are not typical climatological events, but statistically rare, where the initial prediction pdf, p 1 , is fixed away from climatological mean. A more realistic situation is if y 0 is a typical climatological observation, i.e., y 0 is distributed according the climate density π. Moreover, the controlling factors cannot be discovered by considering only one event. In order to understand the general trend, a large number of repeated trials with various random y 0 must be observed. This process is often referred to as ensembles of ensembles, since for each y 0 and prediction pdf p n , an ensemble of M trials is needed to produce the EM estimates of the relative entropy. ; n = 12 for λ = 0.9, n = 3 for λ = 0.7, n = 2 for λ = 0.5, and n = 1 for λ = 0.3. Each point on the plot corresponds to a single trial with a π-distributed initial point y 0 , and each plot contains 500 such points.
For all value of λ, the plots show strong correlation between S G (column 1), respectively GS (column 3), and their corresponding EM estimates. Thus, S G is the controlling factor of the relative entropy in the Gaussian case, and GS is the controlling factor in the four moment case. In addition, note that the Gaussian signal/dispersion decomposition effectively captures the behavior of the four moment generalized signal/dispersion decomposition. Clearly, the effectiveness of S 4 (column 2) as a predictor of relative entropy decreases as the importance of the third and fourth moments becomes more pronounced. The scatter plots for the time steps prior to the ones shown, are qualitatively identical to these. Thus for, larger values of relative entropy, the controlling factor is always GS and this trend is effectively captured by S G .
To see examples of when the Gaussian signal/dispersion decomposition fails to capture the correct behavior of the controlling factors, we need to look at smaller relative entropy values. and D G (column 4) to the Gaussian EM estimate are almost identical to those in Fig.  4 .9. Thus, according to the Gaussian estimate, the signal is the controlling factor for the relative entropy. Now consider the plots of GS (column 3) and D 4 (column 5) versus the four moment EM estimates. Even with λ = 0.9 (row 1) or λ = 0.7 (row 2), there seems to be a little ambiguity as to which factor controls the relative entropy. With λ = 0.5 (row 3), the difference between the two and four moment components is striking, with the more refined four moment estimates indicating that dispersion controls the relative entropy while the less refined second moment estimates indicate that the signal is the dominant factor. The case where λ = 0.3 (row 4), is very interesting for two important reasons. First, it provides a rare example of where the generalized signal (column 3) is negative. Second, it provides an example, as just discussed above for λ = 0.5, where the Gaussian signal strongly correlates with its EM estimate, while the four moment dispersion strongly correlates with its EM estimate. 
Lack of information in Gaussian estimate
Throughout the discussion of the graphs in Fig. 3 .1-3.7, it was noted that the prediction and climate densities, p n and π, tend to shift from nearly Gaussian, for values of λ close to 1, to extremely non-Gaussian, for values of λ close to 0. The appropriate predictability tool for quantifies the closeness of a prediction pdf, p n , to its Gaussian approximation, p N G , is given by the relative entropy R(p n |p n G ) [1] . This relative entropy measures the average lack of information in the Gaussian approximation relative to the prediction pdf.
Since p n and p n G have the same mean and variance, the values of R(p n |p n G ) will tend to be much smaller than the relative entropies of densities with different means and variances. In fact, densities which are qualitatively far from Gaussian can still have relative entropies of order 10 −2 (see Fig. 2 .1 and , we cannot immediately conclude that the densities p n are nearly Gaussian. For λ = 0.7, λ = 0.5, and λ = 0.3 the relative entropies never fall below the 10 −2 , and we can clearly conclude that the densities are not Gaussian. These numbers coincide with the visual assessments of Fig. 3.1-3 .7. In Figure 3 
Conclusion
The simple model described in Section 2 gives rise to variety prediction and climate densities that can be used to test various predictability techniques in a perfect predictability scenario. The climate densities range from nearly Gaussian to highly non-Gaussian and non-smooth in nature. The applicable predictability techniques from [1] are explored and evaluated for the simple model. In particular
• In Section 3, the EM lower bound estimate of the relative entropy is outlined in the context of the simple model. For the statistically rare event examples and the ensemble of ensemble examples (in Section 4), the Gaussian estimates are effective in capturing the behavior of the relative entropy for larger values of λ. For smaller values of λ, where the densities are further from Gaussian, the Gaussian estimates do not effectively capture the relative entropy behavior. However, as displayed in Figure 3 .8, the four moment estimators substantially improve the approximation of relative entropy in a prediction ensemble over the Gaussian estimators regardless of the value of λ provided that the relative entropies is larger than roughly 10 −2 .
• In Section 4, the factors that control the relative entropy are studied. For large relative entropy values, the Gaussian Signal is effective in capturing the behavior of the relative entropy. For smaller values of λ, the Gaussian estimates can be misleading. In Figure 4 .10, we see an example where the Gaussian estimates indicate that the signal controls the relative entropy, while the four moment estimates indicate that the dispersion controls the relative entropy. In the non-Gaussian regime, the four moment estimators give a significant improvement over the Gaussian ones as illustrated in Fig. 3 .8.
• In Section 5, the average lack of information in the Gaussian estimate is explored. Here, the predictability tool R(p n 4 |p n G ) is effective in distinguishing Gaussian from non-Gaussian prediction densities.
