We study the spectral theory of a reversible Markov chain associated to a hypoelliptic random walk on a manifold M . This random walk depends on a parameter h ∈]0, h 0 ] which is roughly the size of each step of the walk. We prove uniform bounds with respect to h on the rate of convergence to equilibrium, and the convergence when h → 0 to the associated hypoelliptic diffusion.
Introduction and Results
The purpose of this paper is to study the spectral theory of a reversible Markov chain associated to a hypoelliptic random walk on a manifold M . This random walk will depend on a parameter h ∈]0, h 0 ] which is roughly the size of each step of the walk. We are in particular interested, as in [DLM11] and [DLM11] , to get uniform bounds with respect to h, on the rate of convergence to equilibrium. The main tool in our approach is to compare the random walk on M with a natural random walk on a nilpotent Lie group. This idea was used by Rotschild-Stein [RS76] to prove sharp hypoelliptic estimates for some differential operators.
Let M be a smooth, connected, compact manifold of dimension m, equipped with a smooth volume form dµ such that M dµ = 1. We denote by µ the associated probability on M . Let X = {X 1 , . . . , X p } be a collection of smooth vector fields on M . Denote G the Lie algebra generated by X . In all the paper we assume that the X k are divergence free with respect to dµ ∀k = 1, . . . , p, M X k (f )dµ = 0, ∀f ∈ C ∞ (M ) (1.1) and that they satisfy the Hörmander condition
Let r ∈ N be the smallest integer such that for any x ∈ M , G x is generated by commutators of length at most r. For k = 1, . . . , p and x 0 ∈ M , denote R t → e tX k x 0 the integral curve of X k starting from x 0 at t = 0.
Let h ∈]0, h 0 ] be a small parameter. Let us consider the following simple random walk x 0 , x 1 , ..., x n , ... on M , starting at x 0 ∈ M : at step n, choose j ∈ {1, ..., p} at random and t ∈ [−h, h] at random (uniform), and set x n+1 = e tX j x n .
Due to the condition div(X j ) = 0, this random walk is reversible for the probability µ on M . It is easy to compute the Markov operator T h associated to this random walk: for any bounded and measurable function f : M → R define The goal of this paper is to study the spectral theory of the operator T h and the convergence of t n h (x 0 , dy) towards µ as n tends to infinity. Since T h is Markov and self adjoint, its spectrum is a subset of [−1, 1]. We shall denote by g(h) the spectral gap of the operator T h . It is defined as the best constant such that the following inequality holds true for all u ∈ L 2
The existence of a non zero spectral gap means that 1 is a simple eigenvalue of T h , and the distance between 1 and the rest of the spectrum is equal to g(h). Our first result is the following Theorem 1.1 There exists h 0 > 0, δ 1 , δ 2 > 0, A > 0, and constants C i > 0 such that for any h ∈]0, h 0 ], the following holds true.
i) The spectrum of T h is a subset of [−1 + δ 1 , 1], 1 is a simple eigenvalue of T h , and Spec(T h ) ∩ [1 − δ 2 , 1] is discrete. Moreover, for any 0 ≤ λ ≤ δ 2 h −2 , the number of eigenvalues of T h in [1 − h 2 λ, 1] (with multiplicity) is bounded by C 1 (1 + λ) A .
ii) The spectral gap satisfies (1.7)
Here, for two probabilities on M , ν − µ T V = sup A |ν(A) − µ(A)| where the sup is over all Borel sets A, is the total variation distance between ν and µ.
We describe now the spectrum of T h near 1. Let H 1 (X ) be the Hilbert space H 1 (X ) = {u ∈ L 2 (M ), ∀j = 1, . . . , p, X j u ∈ L 2 (M )} Let ν be the best constant such that the following inequality holds true for all u ∈ H 1 (X )
where
By the hypoelliptic theorem of Hörmander (see [Hör85] , Vol 3), one has H 1 (X ) ⊂ H s (M ), for some s > 0. On the other hand, standard Taylor expansion in formula (1.3) show that for any fixed smooth function g ∈ C ∞ (M ), one has the following convergence in the space C ∞ (M )
where the operator L = − 1 6p
k X 2 k is the positive Laplacian associated to the Dirichlet form E(u). It has a compact resolvant and spectrum ν 0 = 0 < ν 1 = ν < ν 2 < .... Let m j be the multiplicity of ν j . One has m 0 = 1 since Ker(L) is spaned by the constant function 1 thanks to the Chow theorem ( [Cho39] ). In fact, for any x, y ∈ M there exists a continuous curve connecting x to y which is a finite union of pieces of trajectory of one of the fields X j .
Theorem 1.2 One has
lim h→0 h −2 g(h) = ν (1.11)
Moreover, for any R > 0 and ε > 0 such that the intervals [ν j − ε, ν j + ε] are disjoint for ν j ≤ R, there exists h 1 > 0 such that for all h ∈]0, h 1 ]
(1.12) and the number of eigenvalues of 1−T h h 2 with multiplicities, in the interval [ν j − ε, ν j + ε], is equal to m j .
The paper is organized as follows:
In section 2, we recall some basic facts on nilpotent Lie groups, and we recall the Goodman version (see [Goo78] ) of one of the main results of the Rotschild-Stein paper.
In section 3, the main result is the proposition 3.1 which gives a lower bound on a suitable power T P h of T h . This in particular allows to get a first crude but fundamental bound on the L ∞ norms of eigenfunctions of T h associated to eigenvalues close to 1.
Section 4 is devoted to the study of the Dirichlet form associated to our random walk. The fundamental result of this section is proposition 4.1. It allows to separate clearly the spectral theory of T h in low and high frequencies with respect to the parameter h. Many tools in this section are essentially an adaptation to the semi-classical setting of the ideas contained in the Rotschild-Stein paper [RS76] .
Section 5 is devoted to the proof of theorems 1.1 and 1.2. With propositions 3.1 and 4.1 in hands, the proof follows the strategy of [DLM11] and [DLM12] , but with some differences and simplifications. This section contains also a paragraph on the Fourier analysis associated to T h that will be useful in 6. Section 6 is devoted to the proof of the convergence when h → 0 of our Markov chain to the hypoelliptic diffusion on the manifold M associated to the generator L = −1 6p k X 2 k . This is probably a well known result for specialists, but we have not succeed to find a precise reference. Since this convergence follows as a simple byproduct of our estimates, we decide to include it in the paper.
Finally, the appendix contains two lemmas. Lemma 7.1 shows how to deduce from proposition 4.1 a Weyl type estimate on the eigenvalues of T h in a neighborhood of 1. Lemma 7.2 is an elementary cohomological lemma on the Schwartz space of the nilpotent Lie algebra N .
The lifted operator to a nilpotent Lie algebra
We will use the notation N q = {1, . . . , q}. For any family of vector fields Z 1 , . . . , Z p and any multi-index α = (α 1 , . . . , α k ) ∈ N k p denote |α| = k the length of α and let
. . , Y p be a system of generators of the free lie algebra with p generators F and let A ∞ be a set of multi-indexes such that (Y α ) α∈A ∞ is a basis of F.
Introduce N the free up to step r nilpotent Lie algebra generated by p elements Y 1 , . . . , Y p , and let N be the corresponding simply connected Lie group. We have the decomposition
where N 1 is generated by Y 1 , . . . Y p and N j is spanned by the commutators Y α = H α (Y 1 , ..., Y p ) with |α| = j for 2 ≤ j ≤ r. Let A = {α ∈ A ∞ , |α| ≤ r} and A r = {α ∈ A, |α| = r}. The family (Y α ) α∈A is a basis for N and for any r ∈ N r , {Y α , α ∈ A r } is a basis of N r . We denote by D = A the dimension of N . The action of R + on N is given by
An homogeneous norm | |v| | which is smooth in N \ o N is given by
where |v j | is an euclidian norm on N j , and
is the quasi homogeneous dimension of N . We will identify the Lie agebra N with the Lie group N by the exponential map, i.e the product law a.b on N is given by exp(a.b) = exp(a)exp(b).
In particular, one has with this identification a −1 = −a for all a ∈ N . To avoid notational confusion, we will use sometime the notation e = o N , so that a.e = e.a = a for all a ∈ N . For Y ∈ T e N N , we denote byỸ the left invariant vector field on N such thatỸ
The right invariant vector field on N such that Z(o N ) = Y is defined by
Here, sY is the usual product of the vector Y ∈ N by the scalar s ∈ R. For a ∈ N , let τ a be the diffeomorphism of N defined by τ a (u) = a.u. One has
Example 2.1 The standard 3d-Heisenberg group is N = R 2 x,y ⊕ R t R 3 , with the product law (x, y, t).(x , y , t ) = (x + x , y + y , t + t + xy − yx ) and the left invariant vector fields associated respectively to the vectors (1, 0, 0), (0, 1, 0) and (0, 0, 1) are in that casẽ
In general, for x = (x 1 , ..., x r ) and y = (y 1 , ..., y r ), x j , y j ∈ N j , the product law is given by (x 1 , ..., x r ).(y 1 , ..., y r ) = (z 1 , ..., z r )
with the notation x <j = (x 1 , ..., x j−1 ), and where P j is a polynomial of degree j with respect to the homogeneity on N , i.e
which is compatible with the identity t.(x.y) = (t.x).(t.y).
Let λ : N → G be the unique linear map such that for any α ∈ A, λ(Y α ) = X α . Then λ is a Lie homomorphism "up to step r":
for any multi-indexes α, β such that |α| + |β| ≤ r. Let x 0 ∈ M . There exists a subset A x 0 ⊂ A such that (X α (x)) α∈Ax 0 is a basis of T x M for any x close to x 0 . Therefore, there exists a neighborhood Ω 0 of the origin o N in N and a neighborhood V 0 of x 0 in M such that the map Λ
is a submersion from Ω 0 onto V 0 , and the map
Since Λ is a submersion, there exists a system of coordinates θ : R m × R n → N defined near o N , where m + n = D, such that Λθ : R m → M is a system of coordinates near x 0 and in these coordinates one has Λ(x, y) = x. We thus may assume that in these coordinates one has Ω 0 = V 0 × U 0 where U 0 is a neighborhood of 0 ∈ R n .
Example 2.2 Take for example the two vectors fields in R 2 , X 1 = ∂ x , X 2 = x∂ y so that [X 1 , X 2 ] = ∂ y . Then on take for N the 3d-Heisenberg group, and the map λ is given by, with
Thus we get
One has V ol(I ,h ) = 8h 4 . Observe on this example that the setB h,(x,y) = {e λ(u) (x, y), u ∈ I h }, when (x, y) is fixed and h small, has volume of order: h 2 when x = 0, and h 3 when x = 0.
Let us now recall the notion of order of a vector field used in [RS76] and [Goo78] . Denote {δ t } t>0 the one parameter group of dilating automorphisms on N :
Let Ω be a compact neighborhood of o N in N . For any m ∈ N, let
We have the filtration 
Observe that in the previous coordinate system (x, y) on Ω 0 , one can write for α ∈ A
As an obvious consequence of this theorem, we have the following, with W = W x 0 , and
Proposition 2.4 Let f ∈ C 0 (V 0 ) and let ω 0 ⊂⊂ Ω 0 be a neighborhood of o N . Then, there exists r 0 > 0 such that for all | |u| | ≤ r 0 , and v ∈ ω 0 , we have
where the function f u is defined near x 0 by f u (x) = f (e λ(u) x).
Using this proposition, we can easily compute the action of W on the operator T h acting on functions with support close to x 0 . We get immediatly
where for u ∈ N small.
Using the notation
Rough bounds on eigenfunctions
Let us recall from section 2, that for u = α∈A u α Y α ∈ N , the vector field λ(u) on M is defined by λ(u) = α∈A u α X α . Let > 0 and I ,h be the neighborhood of o N in N defined by
where du = Π α du α is the left and right invariant Haar measure on N . Let us introduce the numerical sequence (b n ) n∈N * defined by b 1 = 1 and b n+1 = 2b n + 2, so that for all n ∈ N * , we have b n = 3.2 n−1 − 2. For all r = 1, . . . , r denote a r = A r = dim N r , and let P = r r=1 a r b r .
Proposition 3.1 There exists > 0, c > 0 and h 0 > 0 such that for all
where ρ h (x, dy) is a non-negative Borel measure on M for all x ∈ M .
Remark 3.2 As in [DLM11] , one can deduce from proposition 3.1 that the inequality (3.2) holds true for t N h (x, dy) as soon as N ≥ P , eventually with different constants > 0, c > 0 and h 0 > 0 depending on N .
Before proving this proposition, let us give two simple but fundamental corollaries. Like in [DLM11] , these two corollaries will play a key role in the proof of theorems 1.1 and 1.2. Here, we use the same notation for a bounded measurable family in x of non negative Borel measure k(x, dy) and the corresponding operator 
Proof. By definition, the non-negative measure ρ h is given by ρ h (x, dy) 
with c a = a P − γ. On the other hand, since u → e λ(u) x is a submersion from a neighborhood of o N ∈ N onto a neighborhood of x ∈ M , we get by Cauchy-Schwarz inequality
Putting together (3.6) and (3.7), we obtain the anounced result.
Le us now prove Proposition 3.1. We have to show that there exists c, > 0 independent of h small, such that for any non negative continous function f on M , one has T P h f (x) ≥ cS h f (x). Since M is compact and the operator T h moves supports of functions at distance at most h, we can assume without loss of generality that f is supported near some point x 0 ∈ M where we can apply the results of section 2. Recallλ(u) = α∈A u α Z α . From proposition 2.4 one has f (e λ(u) x) = W (f )(eλ (u) w) for any w close to o N such that Λ(w) = x. Using also (2.8), we are thus reduce to prove that there exists c, > 0 independent of h small such that for any non negative continuous function g on N supported near o N , one has
For any non-commutative sequence (A k ) of operators, we denote Π K k=1 A k = A K . . . A 1 (i.e A 1 is the first operator acting). Endowing A r with the lexicographical order, we can write A r = {α 1 < . . . < α ar } and for any non-commutative sequence (B α ) indexed by A, we define
Let α = (α 1 , ..., α k ) ∈ N k p , and t = (t 1 , ..., t k ) ∈ R k close to 0. One defines by induction on |α| a smooth diffeomorphism φ α (t) of N near o N , with φ α (0) = Id, by the following formulas: If |α| = 1 and α = j ∈ {1, ..., p}, set φ α (t)(w) = e tZ j w. If |α| = k ≥ 2, set α = (j, β), with β ∈ N k−1 p and t = (t 1 , t ) with t ∈ R k−1 and set
Observe that φ α (t) = Id if one of the t j is equal to 0. The map (t, w) → φ α (t)(w) is smooth, and one has in local coordinates on N and for t close to 0
with r α (t, w) ∈ (Π 1≤l≤|α| t l )O(|t|). From (3.9), one get easily by induction on k the following lemma.
Lemma 3.5 For 2 ≤ k ≤ r, there exists maps:
, and such that for all t = (t 1 , ..., t k ) one has
Since g is non negative, one has
Therefore, we are reduced to prove that there exists , c > 0 independent of h small and w near o N such that the following inequality holds true.
Let Φ w : R P −→ N be the smooth map defined for s = (s α,k ) α∈A,k=1,...,b |α| ∈ R P by the formula
Since (Z β (w)) β∈A is a basis of T w N , u = (u β ) β∈A → e β∈A u β Z β w is a local coordinate system centered at w ∈ N , and therefore, there exists smooth functions U β,w (s) such that
Moreover, it follows easily from the Campbell-Hausdorff formula, that one has U β,w (s) ∈ O(s |β| ) near s = 0. Let now κ : R Q −→ R P the map defined by
Then, from lemma 3.5 we have the following identity for any
From (3.10) and Campbell-Hausdorff formula, one gets
with g β an homogeneous polynomial of degree |β| depending only on (t γ ) |γ|<|β| and r
and let σ : R P −D −→ R P be the map defined by the formula
Then, it follows from (3.15) that there exists smooth mapsφ α,w (u, v) such that
From (3.17) one has
and therefore from (3.18) we get, sinceκ
where g α,w (u, s) is a homogenous polynomial of degre |α| depending only on u γ for |γ| < |α|, p α,w (u, s, v) is a homogenous polynomial of degre |α| in (u, s, v) such that p α,w (u, s, 0) = 0, and
.., δh) = Id, one get g α,w (0, s) = 0 and also q α,w (0, s, 0) = 0. Observe that w is just a smooth parameter in the above constructions. Thus, we will remove the dependance in w in what follows. Define now
and for η, > 0 let
2 , 1[ be fixed. There exists 0 < η << < 1/2 and h 0 > 0 such that the restriction Q ,η of Q to ∆ ,η enjoys the following:
2. there exists some constant
Then the map Q becomes after scalingQ : (ũ,ṽ) → (z,ṽ), and from (3.23) one has
) is smooth and vanish at order |α| + 1 at 0 as a function of (ũ, δ,ṽ) and g α (0, δ) = 0,q α (0, δ, 0, h) = 0. From the triangular structure above, it is obvious thatQ is a smooth diffeomorphism at 0 ∈ R P , such thatQ(0) = 0. Thus, for η << , h ≤ h 0 small and M >> 1, we get the inclusion
The proof of lemma 3.6 is complete.
It is now easy to verify that (3.13) holds true. One has det D (u,v)κξ = 1 for all (u, v) ∈ R P and for 1 2 < δ < 1, and 0 < η << < 1/2 there exists some numbers −1 < α i < β i < 1, i = 1, . . . , P − D depending only on , η, δ and such thatκ ξ (∆ ,η ) is contained in the set
Using again the positivity of g and the change of variableκ, we obtain, with a constant c > changing from line to line
Thanks to Lemma 3.6, we can use the change of variable Q ,η to get 
Dirichlet form
Let E h be the rescaled Dirichlet form associated to the Markov kernel
The main result of this section is the following proposition.
Proposition 4.1 Under the hypoelliptic hypothesis (1.2), there exists C, h 0 > 0 such that the following holds true for all
This proposition is easy to prove when the vector fields X j span the tangent bundle at each point, by elementary Fourier analysis. Under the hypoelliptic hypothesis, the proof is more involved, and will be done in several steps.
Step 1: Localization and reduction to the nilpotent Lie algebra.
Let us first verify that for all
) and
Since sup x∈M |ϕ(x) − ϕ(e tX k x)| ≤ C|t|, this implies for some constant C ϕ and all k
and therefore, (4.4) holds true. Thus, in the proof of proposition 4.1, we may assume that u ∈ L 2 (M, dµ) is supported in a small neighborhood of a given point x 0 ∈ M where theorem 2.3 applies. More precisely, with the notations of section 2, we may assume in the coordinate system Λθ centered at x 0 0 that u is supported in the closed ball
Thus, for any compact K ⊂ U 0 , there exist C K such that for all k and h ∈]0, h 0 ], one has
Here, h 0 is small enough so that e tX k x remains in V 0 for |t| ≤ h 0 and x ∈ B r . Let φ(x, y) = χ(y). One has sup x,y |φ(x, y) − φ(e tZ k (x, y))| ≤ C|t| and g L 2 ≤ C. Thus, decreasing h 0 , we get from (4.5) that there exists a constant C independent of k and h ∈]0, h 0 ] such that
Lemma 4.2 There exists C 1 , h 0 > 0 such that for all h ∈]0, h 0 ], any g with support in B m r ×B n r , such that (4.7) holds true can be written on the form
Let us assume that lemma 4.2 holds true. Then one can write g = χ(y)u(
, we get that (4.3) holds true. We are thus reduced to prove lemma 4.2.
For any given k, the vector field Z k is not singular; thus, decreasing V 0 , U 0 if necessary, there exists coordinates (z 1 , ..,
. Using Fourier transform in z 1 , we get that if g satisfies (4.7), one has
and we want to prove that the decomposition g = v h,k + w h,k may be choosen independent of k, i.e there exists C > 0 independent of h such that
In order to prove the implication (4.9) ⇒ (4.10) we will construct operators Φ, C j , B k,j , R l , depending on h, acting on L 2 functions with support in a small neighborhood of
and then we set
With this decomposition of g, we get
We are thus reduced to prove the existence of the operators Φ, C j , B k,j , R l , with the suitable bounds on L 2 , and such that (4.11) holds true. This is a problem on the Lie algebra N with vector fields Z j given by the Rothschild-Stein Goodman theorem 2.3. We will first do this construction in the special case where the vector fields Z j are equal to the left invariant vector fieldsỸ j on N . In that special case, we will have R l = 0 in formula (4.11). We will conclude in the general case by a suitable h-pseudodifferential calculus.
Step 2: The case of left invariant vector fields on N .
Here, dy is the left (and right) invariant Haar measure on N , which is simply equal to the Lebesgue measure dy 1 ...dy r in the coordinates used in formula (2.3). Then for u ∈ L 1 (N ), the
The vector fieldsỸ j are divergence free for the Haar measure dy.
If f is a function on N , and a ∈ N , let τ a (f ) be the function defined by τ a (f )(x) = f (a −1 .x). One has for any a ∈ N and Y ∈ T e N N , τ aỸ =Ỹ τ a and the following formula holds true:
Let us denote by T h the scaling operator
The action of T h on the space D (N ) of distributions on N , compatible with the action on functions, is given by < T h (T ), φ >=< T, x → φ(h.x) >. Thus one has T h δ e = δ e and T h (Ỹ j (δ e )) = hỸ j (δ e ) for j ∈ {1, ..., p}.
Let S(N ) be the Schwartz space on N , and ϕ ∈ S(N ), with N ϕ(x)dx = 1. For h ∈]0, 1], let Φ h be the operator defined by
Since the Jacobian of the transformation x → h.x is equal to h Q , one has ϕ h L 1 = ϕ L 1 for all h ∈]0, 1], and therefore the operator Φ h is uniformly bounded on L 2 .
If we define the operators B k,j,h by B k,j,h (f ) = f * T h (ϕ k,j ), with ϕ k,j ∈ S(N ), the equatioñ
is equivalent to find the ϕ k,j ∈ S(N ) such that
One has NỸ j (ϕ)(x)dx = 0, and since f →Ỹ k δ e * f is the right invariant vector field
is solvable thanks to lemma 7.2 of the appendix. Moreover, the operators Φ h , B k,j,h and
Let now c j ∈ C ∞ (N \ {o N }) be Schwartz for | |x| | ≥ 1, and quasi homogeneous of degree
In order to solve (4.15), we denote by E ∈ C ∞ (N \ {o N }) the (unique) fundamental solution, quasi homogeneous of degree −Q + 2 on N of the hypoelliptic equation (for the existence of E, we refer to [Fol75] , theorem (2.1), p.172)
Let ψ ∈ C ∞ 0 (N ) with ψ(x) = 1 near e = o N . We will choose c j of the form
Then the equation (4.15) is equivalent to solve
One has ϕ 0 ∈ S(N ) and
j (E)dx = −1. Thus, the equation (4.14) is solvable thanks to lemma 7.2. Moreover, since c j ∈ L 1 (N ), the operators C j,h are uniformly in h bounded on L 2 . It remains to verify that the operators C j,h hỸ j are uniformly in h bounded on L 2 . One has
With the terminology of [Fol75] , the distribution Z 2 j (E) is homogeneous of degree 0 (i.e quasi homogeneous of degree −Q), thus of the form Z 2 j (E) = a j δ e + f j where f j ∈ C ∞ (N \ {o N }), quasi homogeneous of degree −Q and such that b<|u|<b f j (u)du = 0. Thus by [Fol75] , proposition 1.9, p.167, the operator g → g * Z j (c j ) is bounded on L 2 .
Step 3: A suitable h-pseudodifferential calculus on N .
Let Z α be the smooth vector fields defined in a neighborhood Ω of o N in N given by the Goodman theorem 2.3. In this last step, we will finally construct the operators such that (4.11) holds true. We first recall the construction of the map Θ(a, b) which play a crucial role in the construction of a parametrix for hypoelliptic operators in [RS76] . Let us recall that (
is a basis of T e N . For a ∈ N close to e and u = α∈A u α Y α ∈ T e N close to 0, let Λ(u) = α∈A u α Z α and
Clearly, (a, u) → (a, Φ(a, u)) is a diffeomorphism of a neighborhood of (e, 0) in N × T e N onto a neighborhood of (e, e) in N × N , and Φ(a, 0) = a. We denote by Θ(a, b) the map defined in a neighborhood of (e, e) in N × N into a neighborhood of Observe that in the special case Z j =Ỹ j , Λ(u) is equal to the left invariant vector field on N such that Λ(u)(o N ) = u, i.e Λ(u) =ũ and Φ(a, u) = eũa = a.u, and this implies in that case
Let ϕ ∈ S(N ), with N ϕ(x)dx = 1. By step 2, there exists functions ϕ k,j ∈ S(N ), and c j ∈ C ∞ (N \ {o N }), Schwartz for | |x| | ≥ 1, quasi homogeneous of degree −Q + 1 near o N , such that the following holds true.Ỹ
Let ω 0 ⊂⊂ ω 1 be small neighborhoods of o N such that Θ(y, x) is well defined for (y, x) ∈ ω 0 × ω 1 , and χ ∈ C ∞ 0 (ω 1 ) be equal to 1 in a neighborhood of ω 0 . We define the operators Φ h , B k,j,h and C j,h for 1 ≤ j, k ≤ p by the formulas
All these operators are of the form
where the function g(x, .) is smooth in x, with compact support ω 1 , and takes values in
Proof. The proof is standard. By interpolation, it is sufficient to treat the two cases q = ∞ and q = 1. In the case q = ∞, the jacobian of the change of coordinates y → u = Θ(y, x) is bounded by C for all x ∈ ω 1 , y ∈ ω 0 . Thus we get
x/L , the equality being valid for x ∈ ω 1 . Observe that g k L 1 (N ) is rapidly decreasing in k. Then one has
The jacobian of the change of coordinates (x, y) → (u = Θ(y, x), y) is bounded by C for all (x, y) ∈ ω 1 × ω 0 , and one has
Thus we get sup h∈]0,1] A h,k L 1 = d k with d k rapidly decreasing in k, and this implies
The proof of lemma 4.3 is complete.
Observe that in the special case Z j =Ỹ j , using (4.21), we get that the operators Φ h , B k,j,h , C j,h defined by the formula (4.23) are precisely equal, up to the factor χ(x), to the operators we have constructed in step 2.
In the general case, it remains to show the following:
i) The operators R l,h defined by
ii) The operators C j,h hZ j and B k,j,h hZ k , k > 0 are uniformly bounded in
For the verification of i) and ii), we just follow the natural strategy which is developed in [RS76] . If f is a function defined near a ∈ N , let Φ a (f ) be the function defined near 0 in N T e N by Φ a (f )(u) = f (Φ(a, u) ). The following fundamental lemma is proven in [RS76] (theorem 5) and also in [Goo78] (section 5, "Estimation of the error").
Lemma 4.4 For all j ∈ {1, ..., p}, and a ∈ N near e, the vector field V j,a defined near 0 in N
is of order ≤ 0 at 0. If we introduce the system of coordinates (u α ) = (u l,k ) with l(α) = |α| and 1 ≤ k ≤ a l = dim(N l ), we thus have
where the functions v j,l,k (a, u) are smooth and satisfy
Let us denote by A h [g] an operator of the form (4.24). Recall that g(x, u) is smooth in x with compact support in ω 1 , with values in L 1 (N ). More precisely, we have two cases to consider: a) g is Schwartz in u, and b) g is smooth in u in N \ {o N }), Schwartz for | |u| | ≥ 1, and quasi homogeneous of degree −Q+1 near o N . We have to compute the kernel of the operators
We first compute the kernel of Z j A h (g). For any fixed y, perform the change of coordinates x = Φ y (u) so that Θ(y, x) = u. Denote Z x j the vector field Z j acting on the variable x. Using lemma 4.4, we get
By lemma 4.3, the second term in (4.28) is uniformly bounded in
The same holds true for the third term. To see this point, following the proof of lemma 4.3, first write v j,l,k (y, u) = n v j,l,k,n (u)e 2iπn.y/L , with v j,l,k,n (u) rapidly decreasing in n and O(| |u| | l ) near u = o N . We are then reduce to show that an operator of the form
with G(u) smooth and If we denote by R h any operator uniformly bounded on L 2 , we have thus proven
Let us now compute the kernel of A h [g]Z j . The basic observation is the following identity (recall u −1 = −u and Z j (f ) =Ỹ j (δ e ) * f is the right invariant vector field such that Z j (0) = Y j )
Let l j be the smooth function such that t Z j = −Z j + l j . For any given x perform the change of coordinates y = Φ x (u). By (4.20), one has Θ(y, x) = −Θ(x, y) = −u. We thus get from lemma 4.4 and (4.30) the following formula:
As above, this gives the identity, with R h uniformly bounded on L 2
Observe that formulas (4.22), (4.29) and (4.32) imply that (4.25) holds true. Moreover, from (4.32) and lemma 4.3, the operators B k,j,h hZ k , k > 0 are uniformly bounded in h ∈]0, 1] on L 2 . In order to get from (4.32) the same uniform bounds for the operators C j,h hZ j , we just observe that in the case where g(x, u) is quasi homogeneous in u of degree −Q + 1 near o N , one has Z u j g(x, u) = C j (x)δ e + f j (x, u) with b<|u|<b f j (x, u)du = 0 and we conclude as in the end of step 2 by the proposition 1.9 of [Fol75] . The proof of proposition 4.1 is complete.
Proof of theorems 1.1 and 1.2
This section is devoted to the proof of theorems 1.1 and 1.2. Let B h be the bilinear form associated to the rescaled Dirichlet form E h
Proof. Write r h = r + r h . The weak limit of r h in H 1 (X ) is 0. Since B h (f, r h ) = B h (f, r) + B h (f, r h ), we have to prove the two assertions:
and under the hypothesis that the weak limit of r h in H 1 (X ) is 0
In order to verify (5.4), since M is compact, we may assume that f is supported in a small neighborhood of a point x 0 ∈ M where the Goodman theorem 2.3 applies. With the notations of section 2, we may thus assume in the coordinate system Λθ centered at x 0 0 that f, r h , γ h are supported in the closed ball B m r = {x ∈ R m , |x| ≤ r} ⊂ V 0 . Let χ(y) ∈ C ∞ 0 (U 0 ) with support in B n r ⊂ U 0 , such that χ(y)dy = 1 and write dµ(x) = ρ(x)dx with ρ smooth. For u, v ∈ L 2 (M ) supported in B m r , one has
. We get from (2.8)
is compact, r h converge strongly to 0 in L 2 , and thereforer h converge strongly to 0 in L 2 (V 0 × U 0 ). Moreover, Z k (r h ) converge weakly to 0 in L 2 (V 0 × U 0 ). Finally, sinceT k,h increase the support of at most h, we may replacef by F = θ(y)f with θ ∈ C ∞ 0 equal to 1 near the support of χ. Then F is compactly supported in V 0 × U 0 and satisfies F ∈ L 2 and Z k F ∈ L 2 . Since the vector field Z k is not singular, decreasing V 0 , U 0 if necessary, there exists coordinates (z 1 , ..,
. One has dxdy = q(z)dz with q > 0 smooth. Set qr h = R h , qγ h = Q h . Using Fourier transform in z 1 , it remains to show
Recall that Q h is bounded in L 2 , R h converge strongly to zero in L 2 , ∂ z 1 R h converge weakly to zero in L 2 and F, ∂ z 1 F ∈ L 2 . We write the first integral in (5.6) on the form
x ). One has ψ ∈ C ∞ (R) and |ψ(x)| ≤ C 1 1+x 2 . Then we write I h = I 1,h + I 2,h with I 1,h defined by the integral over |ξ 1 | ≤ M and I 2,h defined by the integral over |ξ 1 | > M . Since ξ 1Rh (ξ 1 , z ) is bounded in L 2 , and ψ ∈ L ∞ we get by Cauchy-Schwarz
On the other hand, one has ψ(x) = ψ(0) + τ (x) with ψ(0) = 1/6 and sup x∈R τ (x)/x ≤ C 0 . Thus we get
For any fixed M , the first term in (5.7) goes to 0 when h → 0 since ξ 1Rh (ξ 1 , z ) converge weakly to 0 in L 2 and ξ 1F (ξ 1 , z ) ∈ L 2 . Since ξ 1Rh (ξ 1 , z ) is bounded in L 2 by say A, by CauchySchwarz, the second term is bounded by C 0 hM A ∂ z 1 F L 2 . Thus one has lim h→0 I h = 0.
We proceed exactly in the same way to prove lim h→0 J h = 0: one has with xψ = φ
Let us now verify (5.3). From (1.10) this is obvious if f is smooth and r ∈ H 1 (X ). Standard smoothing arguments show that C ∞ (M ) is dense in H 1 (X ). Let now f ∈ H 1 (X ) and choose
The proof of proposition 5.1 is complete.
Proof of theorem 1.1.
Let | h | be the rescaled (non negative) Laplacien associated to the Markov kernel T h :
From proposition 4.1 and lemma 7.1, there exists h 0 > 0 and C 4 , C 5 > 0 independent of h ∈]0, h 0 ], such that Spec(| h |) ∩ [0, λ] is discrete for all λ ≤ C 4 h −2 and one has the Weyl type estimate
In particular, since T h (1) = 1, 1 is an isolated eigenvalue of T h . Let us verify that 1 is a simple eigenvalue of
Thus we get for all k ∈ {1, ..., p}
This gives f (x) − f (e tX k x) = 0 for almost all (x, h) ∈ M ×] − h, h[. Therefore, one has X k f = 0 in D (M ) for all k, and this implies f = Cte thanks to Hörmander and Chow theorems. One can also give a more direct argument: one has T P h (f ) = f , and therefore if one use 5.10 with the Markov kernel T P h and proposition 3.1, we get
Since u → e λ(u) x is a submersion, this implies f (x) − f (y) = 0 for almost all (x, y) in a neighborhood of the diagonal in M × M , and therefore f = Cte.
Let us now verify that there exists δ 1 > 0 such that for all h ∈]0, h 0 ], the spectrum of T h is a subset of [−1 + δ 1 , 1]. It is sufficient to prove that the same holds true for an odd power T 2N +1 h of T h . We are thus reduce to show that there exists h 0 , C 0 > 0 such that the following inequality holds true for all h ∈]0, h 0 ] and all f ∈ L 2 (Ω):
Take N large enough such that proposition 3.1 applies for T 2N +1 h , i.e t 2N +1 h (x, dy) ≥ cS h (x, dy). Then we are reduce to show that there exists C independent of h such that
From the definition (3.1) of S h , we get
Define A by the formula
Since λ(v) is divergence free as a linear combination with constant coefficients of commutators of the vector fields X k , the change of variables e λ(v) y = x gives
Therefore, one has for some constant c > 0 independent of h, B ≥ c A. Clearly, one has
and this implies, still using the change of variables e λ(v) y = x
From (5.13) and B ≥ c A, we get that (5.12) holds true.
Lemma 5.2 There exists C 2 , C 3 > 0 such that the spectral gap of T h satisfies
Proof. The right inequality in (5.14) is an obvious consequence of the min-max principle since for any f ∈ C ∞ (M ) one has lim h→0
. From (5.9), we get that for any a ∈]0, 1], m a = (Spec(T h ) ∩ [1 − ah 2 , 1[) is bounded by a constant independent of h small, and we have to verify that there exists h 0 > 0 and a > 0 independent of h ∈]0, h 0 ] such that m a = 0. If this is not true, there exists two sequences n , h n → 0 and a sequence f n ∈ L 2 , with f n L 2 = 1 and (f n |1) L 2 = M f n dµ = 0 such that
This implies E hn (f n ) = n . Using proposition 4.1, we get f n = v n + h n γ n with sup n γ n L 2 < ∞ and v n H 1 (X ) ≤ C. The hypoelliptic theorem of Hörmander implies the existence of s > 0 such that one has H 1 (X ) ⊂ H s (M ), hence the injection H 1 (X ) ⊂ L 2 (M ) is compact. As a direct byproduct, we get (up to extraction of a subsequence) that the sequence f n converge strongly in L 2 to some f ∈ H 1 (X ), and v n converge weakly in H 1 (X ) to f . Set v n = f + r n . Then r n converge weakly to 0 in H 1 (X ), f n = f + r n + h n γ n , and one has
Since one has E h (.) ≥ 0, proposition 5.1 implies 1 6p
and therefore f = Cte. But since f n converge strongly in L 2 to f , one has f L 2 = 1 and (f |1) L 2 = M f dµ = 0. This is a contradiction. The proof of lemma 5.2 is complete
To conclude the proof of theorem 1.1, it remains to prove the total variation estimate (1.7). Let Π 0 be the orthogonal projector in L 2 (M, dµ) onto the space of constant functions
Thus, we have to prove that there exist C 0 , h 0 , such that for any n and any h ∈]0, h 0 ], one has
Observe that since g(h) h 2 , and T n h − Π 0 L ∞ →L ∞ ≤ 2, in the proof of (5.18), we may assume n ≥ Ch −2 with C large. Let E h,L be the (finite dimensional) subspace of L 2 (M, dµ) span by the eigenvectors e j,h of | h |, associated with eigenvalues λ j,h ≤ C 4 h −2 , with C 4 > 0 small enough. Here, the subscript L means "low freqencies". Recall from (5.9) dim(E h,L ) ≤ Ch −dim(M )/2s . We will denote by J h the set of indices
Lemma 5.3 There exist p > 2 and C independent of h ∈]0, h 0 ] such that for all u ∈ E h,L , the following inequality holds true
Proof. We denote by C > 0 a constant independent of h, changing from line to line.
One has u = λ j,h ≤C 4 h −2 z j,h e j,h with λ j,h ≤C 4 h −2 |z j,h | 2 ≤ 1. From corollary 3.4, one has for C 4 > 0 small enough e j,h L ∞ ≤ Ch −Q/2 . Therefore by Cauchy-Schwarz we get
From the proof of proposition 4.1 (see lemma 4.
. Since w h L 2 ≤ Ch we get by interpolation that there exists q > 2 such that w h L q ≤ C Then (5.20) holds true with p = min(q, q ) > 2. The proof of lemma 5.3 is complete.
We are now ready to prove (5.18), essentially following the strategy of [DLM11] , but with some simplifications. We split T h in 2 pieces, according to the spectral theory. We write
One has T n h − Π 0 = T n h,1 + T n h,2 , and we will get the bound (5.18) for each of the two terms. We start by very rough bounds. From e j,h L ∞ ≤ Ch −Q/2 , |(1 − h 2 λ j,h )| ≤ 1, we get with A = Q/2 + dim(M )/4s, as in the proof of (5.21) with C independent of n ≥ 1 and h
Let P be the integer defined at the beginning of section 3. Let M h be the Markov operator M h = T P h . Write n = kP + r with 0 ≤ r < P . From proposition 3.1 and corollary 3.3 one has
From this, we deduce that for any k = 1, 2, . . . , one has
For m ≥ 1, k ≥ 1, and 0 ≤ r < P − 1, one gets, using the fact that T h is bounded by 1 on L ∞ and (5.24), (5.26), and (5.27)
(5.28)
Thus we get, that there exists C > 0, µ > 0, and a large constant B >> 1 such that
and thus the contribution of T n h,2 is far smaller than the bound we have to prove in (5.18). It remains to study the contribution of T n h,1 . From lemma 5.3, using the interpolation inequality u 2
For λ j,h ≤ C 4 h −2 , one has h 2 λ j,h ≤ 1, and thus for any u ∈ E h,L , one gets
L 2 , thus we get from 5.30
From (5.29) and T n h − Π 0 = T n h,1 + T n h,2 , we get that there exists C 2 such that for all h and all n ≥ B log(1/h) one has T n 1,h L ∞ →L ∞ ≤ C 2 and thus since
such that g L 1 ≤ 1 and consider the sequence c n , n ≥ 0
(5.32) Then, 0 ≤ c n+1 ≤ c n and from 5.31 and
Thus there exist A which depends only on C, C 2 , d, such that for all 0 ≤ n ≤ h −2 , one has c n ≤ (
1+n ) 2d (this is the key point in the argument, for a proof of this estimate, see [DSC98] ). Thus for all 0 ≤ n ≤ h −2 and with p B log(1/h) one has
which implies by duality since
Thus there exist C 0 , such that for N h −2 , one has
and so we get for any m ≥ 0 and with N h −2
The proof of theorem 1.1 is complete.
Proof of theorem 1.2
The proof of Theorem 1.2 is exactly the same that the one given in [DLM12] . Let R > 0 be fixed. If ν h ∈ [0, R] and u h ∈ L 2 (M ) satisfy | h |u h = ν h u h and u h L 2 = 1, then, thanks to proposition 4.1, u h can be decomposed as u h = v h + w h with w h L 2 = O(h) and v h bounded in H 1 (X ). Hence (extracting a subsequence if necessary) it may be assumed that v h weakly converges in H 1 (X ) to a limit v and that ν h converges to a limit ν. Hence u h converge strongly in L 2 to v. It now follows from proposition 5.1 that for any f ∈ C ∞ (M ),
(5.39) Since f is arbitrary, it follows that (L − ν)v = 0 . By the Weyl type estimate (5.9) the number of eigenvalues | h | in the interval [0, R] is uniformly bounded. Moreover, the dimension of an orthonormal basis is preserved by strong limit. So the above argument proves that for any > 0 small, there exists h > 0 such that for h ∈]0, h ], one has
and
The fact that one has equality in (5.41) for small follows exactly like in the proof of theorem 2 iii) in [DLM12] : this use only proposition 5.1, the min-max principle and a compactness argument. The proof of theorem 1.2 is complete.
Remark 5.4 Observe that the estimate (5.14) on the spectral gap is a direct consequence of theorem 1.2, and moreover observe that in the proof of theorem 1.2 we only use proposition 5.1 in the special case f ∈ C ∞ (M ), and that for f ∈ C ∞ (M ), proposition 5.1 is obvious. However, we think that the fact that proposition 5.1 holds true for any function f ∈ H 1 (X ) is interesting by itself, and since it is an easy byproduct of proposition 4.1, we decide to include it in the paper.
Elementary Fourier Analysis
We conclude this section by collecting some basic results on the Fourier analysis theory (uniformly with respect to h) associated to the spectral decomposition of T h . These results are consequences of the preceding estimates. We start with the following lemma which gives an honest L ∞ estimate on the eigenfunction e j,h ∈ E h,L . Recall < x >= (1 + x 2 ) 1/2 .
Lemma 5.5 There exists C independent of h such that for any eigenfunction e j,h ∈ E h,L , e j,h L 2 = 1, associated to the eigenvalue 1 − h 2 λ j,h of T h the following inequality holds true
Proof. This is a byproduct of the preceding estimate (5.35). Apply this inequality to g = e j,h . This gives
Thus we get with n h −2 < λ j,h > −1
The proof of lemma 5.5 is complete.
Let h 0 > 0 be a small given real number. We will use the following notations. If X is a Banach space, we denote by X h the space L ∞ (]0, h 0 ], X), i.e the space of functions h → x h from h ∈]0, h 0 ] into X such that sup h∈]0,h 0 ] x h X < ∞. For a ≥ 0, the notation x h ∈ O X (h a ) means that there exists C independent of h such that x h X ≤ Ch a , and
Let (e j,h ) j∈J h be an orthonormal basis of E h,L with T h (e j,h ) = (1 − h 2 λ j,h )e j,h . For f ∈ L 2 we denote by c j,h (f ) = (f |e j,h ) the corresponding Fourier coefficient of f . Recall that J h is defined in (5.19).
Proposition 5.6 Let f h ∈ C ∞ h . For all integer N , the following holds true.
Moreover, one has the following estimates
Proof. Let X be a vector field on M , and f ∈ C ∞ (M ). The smooth function F (t, x) = f (e tX x) satisfy the transport equation
Thus, one has by Taylor expansion at t = 0, and for any integer N
with r N (t, x) smooth. From the definition of T h , we thus get
The second assertion of (5.45) follows from sup h∈]0,h 0 ] g h L 2 < ∞ for any g h ∈ C ∞ h and the fact
For the proof of (5.46), we just write
and we use the estimate (5.42) of lemma 5.5 to get the bound
From the Weyl type estimate (5.9), there exists N and C independent of h such that
and therefore (5.46) follows from (5.45). It remains to prove the estimate (5.47). We first prove the weaker estimate
Observe that Π h,2 (f h ) satisfies for all N ≥ 1 the equation
As in (5.25), write M h = ρ h + R h . Since T h is bounded by 1 on L ∞ , one gets
By the second line of (5.25) and (5.48) one has R h g h ∈ O L ∞ (h ∞ ), and by the first line of (5.25), the operator Id − ρ h is invertible on L ∞ with inverse bounded by (1 − γ) −1 . Thus we get from (5.
The proof of proposition 5.6 is complete.
is the multiplicity of the eigenvalue ν k of L. Let us denote by J k the set of indices j such that for h small, λ j,h is close to ν k , and F h,k = span(e j,h , j ∈ J k ). By theorem 1.2 and his proof, the set J k is independent of h ∈]0, h k ] for h k small, and one has (
Lemma 5.7 For all f ∈ F k one has
Proof. For f ∈ F k , and h small, one has
One has f ∈ C ∞ h , and thus by (5.47), we get
Since f ∈ F k , for any given j ∈ J h \J k , one has lim h→0 c j,h (f ) = lim h→0 (f |e j,h ) L 2 = 0. Therefore, it remains to proove lim
Let N >> ν k . From (5.42), Cauchy-Schwarz inequality, (5.45), and the Weyl type estimate (5.9), there exist N 0 and a constant C(f ) independent of h such that one has the estimate
In fact, since by (5.9) one has {j,
with m(N ) the bigger integer such that λ N,h ≥ m(N ) for any h ∈]0, h 0 ]. Observe that (5.9) implies lim N →∞ m(N ) = ∞. The proof of lemma 5.7 is complete.
The hypoelliptic diffusion
We refer to the paper of J.-M. Bismut [Bis81] and references therein for a construction of the hypoelliptic diffusion associated to the generator L.
, ω(0) = x 0 } be the set of continuous paths from [0, ∞[ to M , starting at x 0 , equipped with the topology of uniform convergence on compact subsets of [0, ∞[, and let B be the Borel σ-field generated by the open sets in X x 0 . We denote by W x 0 the Wiener measure on X x 0 associated to the hypoelliptic diffusion with generator L. Let p t (x, y)dµ(y) be the heat kernel, i.e the kernel of the self-adjoint operator e −tL , t ≥ 0. Then W x 0 is the unique probability on (X x 0 , B), such that for any 0 < t 1 < t 2 < ... < t k and any Borel sets A 1 , ..., A k in M , one has
Let us first introduce some notations. Let Y = {1, ..., p} × [−1, 1] and let ρ be the uniform probability on Y . For any function g(k, s) on Y , one has
We denote by Y N the infinite product space Y N = {y = (y 1 , y 2 , ..., y n , ...), y j ∈ Y }. Equipped with the product topology, it is a compact metrisable space, and we denote by ρ N the product probability on Y N . Let M N be the infinit product space M N = {x = (x 1 , x 2 , ..., x n , ...), x j ∈ M }. Equipped with the product topology, M N is a compact metrisable space. For h ∈]0, 1], and x 0 ∈ M , let π x 0 ,h be the continuous map from Y N into M N defined by
We will use the notation X n h,x 0 = (π x 0 ,h ) n . This means that X n h,x 0 is the position after n step of the random walk starting at x 0 . Let P x 0 ,h be the probability on M N defined by P x 0 ,h = (π x 0 ,h ) * (ρ N ). Then by construction, one has for all Borel sets A 1 , ..., A k in M
Let j x 0 ,h be the map from Y N into X x 0 defined by, with y = ((k j , s j ) j≥1 )
Let P x 0 ,h be the probability on X x 0 defined as the image of ρ N by the continuous map j x 0 ,h . Our aim is to prove the following theorem of weak convergence of P x 0 ,h to the Wiener measure W x 0 when h → 0. f dP x 0 ,h = f dW x 0 (6.6)
Observe that the proof below shows that our study of the Markov kernel T h on M is also a way to prove the existence of the Wiener measure W x 0 associated to the hypoelliptic diffusion. Let g be a Riemannian distance on M and let d g the associated distance. We start by proving that the family of probability P x 0 ,h is tight, hence compact by the Prohorov theorem. 
Proof. We start with the following lemma.
Lemma 6.3 Let f ∈ C ∞ (M ). There exists C such that for all h ∈]0, h 0 ], one has
Proof. We may assume δ > 0 and n ≥ 1. Then nh 2 ≤ δ implies h ≤ √ δ. With the notation of section 5, one has
One has | h |f ∈ C ∞ h by (5.45), T h is bounded by 1 on L ∞ , and nh 2 ≤ δ ≤ 1. Thus from (5.47) we get sup
In fact, for the first inequality in (6.17), we just use the fact that the interval [0, T ] is a union of C/δ intervals of length δ/2. The second inequality is obvious since the event
For the third one, we use the fact that the event
h,y 0 , y 0 ) ≤ 2ε for l < j}, and the fact that C j and D j are independent and the D j are disjoints.
Since P x 0 ,h = (j x 0 ,h ) * (ρ N ), (6.7) follows easily from (6.17) and the definition (6.5) of the map j x 0 ,h . The proof of proposition 6.2 is complete.
With the result of proposition 6.2, the proof of theorem 6.1 follows now the classical proof of weak convergence of a sequence of random walks in the Euclidian space R d to the Brownian motion on R d , for which we refer to ([KS88] , chapter 2.4). We have to prove that any weak limit P x 0 of a sequence P x 0 ,h k , h k → 0, is equal to the Wiener measure W x 0 . We denote by ω h (t) the map from Y N into M defined by ω h (t)(y) = j x 0 ,h (y)(t). By theorem 4.15 of [KS88] it is sufficient to show that for any m ≥ 1, any 0 < t 1 < ... < t m , and any continuous function f (x 1 , ..., x m ) defined on the space M m , one has As in [KS88] , we may assume m = 2. For a given t ≥ 0, let n(t, h) ∈ N be the greatest integer such that h 2 n(t, h) ≤ t. By (6.5)), one has for some c > 0 independent of h and y ∈ Y N , Since one has T n(t,h) h L ∞ ≤ 1 and e −tL L ∞ ≤ 1, it is sufficient to prove that (6.23) holds true for f ∈ D, with D a dense subset of the space C 0 (M ), and therefore we may assume that f ∈ F k is an eigenvector of L associated to the eigenvalue ν k . We set n = n(t, h), and we use the notation of section 5. One has
) n e j,h + R t,h (f )
) n e j,h + T n h Π h,2 (f ) (6.24)
One has |(1 − h 2 λ j,h ) n | ≤ 1 and T h is bounded by 1 on L ∞ . By (5.54) and (5.55), we thus get
One has lim h→0 (1 − h 2 λ j,h ) n(t,h) = e −tν k for all j ∈ J k . Moreover, one has J k = m k and sup h∈]0,h 0 ] sup j∈J k e j,h L ∞ < ∞ by lemma 5.5. Therefore lemma 5.7 and e −tL (f ) = e −tν k f implies lim h→0 j∈J k c j,h (f )(1 − h 2 λ j,h ) n e j,h − e −tL (f ) L ∞ = 0
The proof of lemma 6.4 is complete.
Appendix
Let P = P (x, ∂ x ) be an elliptic second order differential operator on M , with smooth coefficients, such that P = P * ≥ Id, where P * is the formal adjoint on L 2 (M, µ) = L 2 . Let (e j ) j≥1 be an orthonormal basis of eigenfunctions of P in L 2 , and 1 ≤ ν 1 ≤ ν 2 ... be the associated eigenvalues. By the classical Weyl formula, one has #{j, ν 1/2 j ≤ r} r dim(X) (7.1)
For s ∈ R and f = j f j e j in the Sobolev space H s (M ), we set
Let us recall that this H s -norm depends on P , but an other choice for P gives an equivalent norm. The following elementary lemma is useful for us. For all j such that ν s j < h −2 , one has λ j (C 2 h ) = ν s j , and therefore, for all λ < h −2 , we get from (7.1), #{j, λ j (C 2 h ) ≤ λ} ≤ C < λ > dim(M )/2s . Therefore, the spectrum of B h in [0, h −2 /4C 2 0 [ is discrete, and (7.3) follows from (7.5) and Spec(A h ) = Spec(B h ) − 1. The proof of lemma 7.1 is complete. 
